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Um den steigenden Energieverbrauch bei immer knapper werdenden natu¨rlichen
Ressourcen decken zu ko¨nnen, arbeiten weltweit Forscher daran, neue Mo¨glich-
keiten der Energiegewinnung realisierbar zu machen. So werden z.B. am Max-
Planck-Institut in Garching Tests zur Kernfusion durchgefu¨hrt. Hierbei verschmel-
zen Deuterium und Tritium bei ca. 100 Millionen Grad Celsius zu Helium und
liefern zusa¨tzlich frei werdende Energie. Um die Reaktionsteilnehmer auf eine
solche Anfangstemperatur zu bringen werden erfolgreich sogenannte Gyrotrons
eingesetzt. Diese erzeugen eine elektromagnetische Welle mit einer Leistung von
etwa 1 MegaWatt. Aufgrund dieser enormen Leistung ist man bestrebt, den Wir-
kungsgrad eines Gyrotrons zu optimieren.
In Zusammenarbeit mit namhaften Physikern auf dem Gebiet von Gyrotrons
(E. Borie, O. Dumbrajs) wurden die sich im Bauteil des Gyrotron Resonators
abspielenden wichtigen Dierentialgleichungen hergeleitet. Dabei werden alle ge-
machten Annahmen und Vereinfachungen explizit aufgezeigt. Man erha¨lt ein ge-
koppeltes Dierentialgleichungssystem fu¨r die Impulse der Elektronen und der
anzuregenden elektromagnetischen Welle. Fu¨r die Elektronen stellt das System
ein Anfangswertproblem dar, und fu¨r die Welle ist ein Randwertproblem zu lo¨sen.
Durch die Kopplung beider Probleme treten allerdings Schwierigkeiten auf.
Ziel dieser Arbeit ist es, die bei dem gekoppelten Dierentialgleichungssy-
stem auftretenden Probleme zu analysieren, charakteristische Eigenschaften der
Lo¨sungen zu erarbeiten und numerische Verfahren und Algorithmen zur Lo¨sung
des Systems aufzuzeigen und zu optimieren.
Eine von den Physikern nicht selten gestellte Frage ist \wieviele Elektronen
soll man bei der Berechnung des Systems verwenden?" Hierzu wird zuna¨chst ge-
zeigt, da es fu¨r die Dierentialgleichung der Elektronen eine Hamilton-Funktion
gibt. Folglich erha¨lt man im kontinuierlichen Fall (fu¨r unendlich viele Elektronen)
eine Erhaltungsgro¨e: den von ihnen im Phasenraum dargestellten, eingeschlos-
senen Fla¨cheninhalt. Bei entsprechender Diskretisierung kann der Fehler unmit-
telbar an der gemachten Abweichung ermittelt werden. Desweiteren wird gezeigt,




Die Arbeit unterteilt sich in drei Abschnitte. Das erste Kapitel stellt das zu
behandelnde System vor. Es werden Existenz- und Eindeutigkeitsaussagen sowohl
fu¨r das gesamte System als auch fu¨r dessen Teilprobleme getroen. Desweiteren
werden die beiden oben beschriebenen Erhaltungsgro¨en hergeleitet und disku-
tiert. Obwohl von den Elektronen erwartet wird, ihre Energie zugunsten der Wel-
le abzugeben, kann das erstaunliche Pha¨nomen bewiesen werden, da es immer
Elektronen geben mu, die sogar Energie aufnehmen! Schlielich wird fu¨r die am
Reonatorende entstehende Welle eine Stabilita¨tsanalyse durchgefu¨hrt.
Das zweite Kapitel zeigt die Herleitung des Dierentialgleichungssystems und
die Einfu¨hrung dimensionsloser Gro¨en. Alle getroenen Annahmen und gemach-
ten Vereinfachungen werden hierbei explizit aufgezeigt.
Mit der Diskretisierung des Systems bescha¨ftigt sich das dritte Kapitel. Am
Beispiel zweier Integrationsverfahren wird der lokale Fehler berechnet. Fu¨r die
diskrete Version des Energieflusses ko¨nnen entsprechende Erhaltungseigenschaf-
ten gezeigt werden. Anhand der beiden obigen Invarianten zeigt sich der Erfolg




Neben einer allgemeinen Einfu¨hrung u¨ber die Verwendung und die Funktions-
weise von Gyrotrons wird in diesem Kapitel das zu behandelnde Dierentialglei-
chungssystem (P ) eingefu¨hrt. Daneben werden weitere Modelle und Teilprobleme
deniert, welche fu¨r spa¨tere Betrachtungen von Interesse sind { insbesondere fu¨r
die gemachten Existenz- und Eindeutigkeitsaussagen.
Aus den Dierentialgleichungen fu¨r die Impulse p der Elektronen und der Am-
plitude f der elektromagnetischen Welle kann eine Erhaltungsgro¨e, der Ener-
gieflu, gewonnen werden. Desweiteren existiert fu¨r p eine -abha¨ngige Hamil-
ton-Funktion, aus der gefolgert werden kann, da die von der Parameterkurve
p(; ) umschlossene Fla¨che konstanten Inhalt besitzt. Dies ist eine weitere Erhal-
tungsgro¨e. Mit ihr kann gezeigt werden, da es auch bei Gyrotrons mit hohem
Wirkungsgrad Elektronen geben mu, die ihre Energie nicht abgeben sondern
sogar Energie aufnehmen. Fu¨r die erhaltene Welle f am Resonatorende wird an-
schlieend eine Stabilita¨tsbetrachtung durchgefu¨hrt.
Zirka 84% des Energieverbrauchs in Deutschland wird durch die Verfeuerung
von fossilen Brennstoen wie Kohle, Erdo¨l und Erdgas gedeckt [5]. Da diese
Ressourcen in der Natur nicht unbeschra¨nkt vorkommen, werden sie nach und
nach aufgebraucht. Aus diesem Grund ist man auf der Suche nach alternati-
ven Mo¨glichkeiten der Energiegewinnung. Durch Verwendung neuer Technologi-
en ko¨nnen Wind-, Wasserkraft- und die Solarenergie versta¨rkt genutzt werden.
Zusa¨tzlich wird geforscht, welche Alternativen zur Verfu¨gung stehen.
Neben der Energiegewinnung durch Kernspaltung werden Forschungen auf
dem Gebiet der Kernfusion vorangetrieben. Hierbei liefert die Verschmelzung der
Kerne der beiden Wasserstosotope Deuterium und Tritium zu einem resultie-
renden Heliumkern und einem frei werdenden Neutron den Hauptbestandteil der
ablaufenden Reaktionen. Zum Starten eines Fusionsexperimentes wird eine An-
fangstemperatur von etwa 100 Millionen Grad Celsius beno¨tigt. In diesem Stadi-
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um liegen die Reaktionsteilnehmer als Plasma vor { einem vollsta¨ndig ionisierten
Gas {, welches aus geladenen Teilchen besteht und nach auen elektrisch neutral
ist.
Das Heizen des Plasmas auf die fu¨r die Fusion beno¨tigte Temperatur kann mit
mehreren verschiedenen Methoden erreicht werden, z.B. mittels elektromagneti-
scher Strahlung, welche in heutige Fusionsexperimente eingespeist wird. Dabei
unterscheidet man entsprechend der verwendeten Frequenz der Welle unterschied-
liche Arten wie zum Beispiel \Ionen Zyklotron Resonanz Heizung" (ICRH) und
\Elektronen Zyklotron Resonanz Heizung" (ECRH). Die elektromagnetischen
Wellen fu¨r die Ionen Zyklotron Resonanz Heizung liegen im Frequenzbereich von
10− 100 MHz. Hierbei kann die Energie direkt von den Ionen absorbiert werden.
Im Bereich von typischerweise 100− 300 GHz sind die Wellen fu¨r die Elektronen
Zyklotron Resonanz Heizung angesiedelt. Analog zur ICRH wird bei der ECRH
die Energie dieser Wellen von den Elektronen aufgenommen. Durch Wechselwir-
kung mit den Ionen geschieht hierbei ein Weitertransport der Heizenergie auch
an die Ionen.
In einem Gyrotron wird ein Elektronenstrahl in einem Hohlleiter einer be-
stimmten Form zuna¨chst beschleunigt und dann wieder abgebremst. Dabei krei-
sen/gyrieren die einzelnen Elektronen entlang von Magnetfeldlinien eines von
auen angelegten homogenen Magnetfeldes und besitzen eine relativistische Flug-
geschwindigkeit. Bei diesem Vorgang werden elektromagnetische Wellen aufgrund
von Resonanz im Hohlleiter zum Schwingen angeregt, die als Heizstrahl u¨ber ein
Spiegelsystem zum Fusionsexperiment weitergeleitet werden ko¨nnen (ECRH). Im
Fusionsexperiment selber wird die Welle zuna¨chst von den Elektronen absorbiert.
Durch Wechselwirkung mit den vorherrschenden Atomkernen ko¨nnen sie Energie
u¨bertragen. Dies fu¨hrt zu einer Temperaturerho¨hung des gesamten Plasmas.
Momentan werden Gyrotrons vor allem zum Heizen von Plasmen verwendet.
Allerdings gibt es aufgrund ihres breiten Frequenzspektrums und ihrer hohen
Energiedichte bereits Vorhersagen, da Gyrotron-MASER (Microwave Ampli-
cation by Stimulated Emission of Radiation) in Zukunft a¨hnlich viele Anwendun-
gen haben werden, wie LASER (Light Amplication by Stimulated Emission of
Radiation) heute schon haben.
1.1 Gyrotronmodelle
Fu¨r die Beschreibung der Vorga¨nge im Resonator eines Gyrotrons gibt es mehre-
re unterschiedliche mathematische Modelle. Je nachdem, welche Vereinfachungen
bzw. Annahmen bei der Modellbildung getroen werden, erha¨lt man ein ent-
sprechend einfacheres bzw. ein komplexeres System. Dabei dienen die verschiede-
nen Modelle dazu, unterschiedliche Aspekte der sich im Resonator abspielenden
Vorga¨nge na¨her zu untersuchen. Die wesentlichen physikalischen Gro¨en in den
meisten Modellen sind der Impuls p der Elektronen und die Amplitudenfunktion
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f der erzeugten Welle. Ein einfaches aber grundlegendes Modell ist das soge-
nannte \cold-cavity"-Modell. Hierbei werden die Impulse p der Elektronen u¨ber
Dierentialgleichungen simuliert, jedoch die Amplitude f als eine feste Funkti-
on (meist als Gauglocke) vorgegeben. Das bedeutet, da eine Wechselwirkung
der Welle mit den Elektronen vernachla¨ssigt wird. Untersuchungen zum \cold-
cavity"-Modell nden sich z.B. in [18].
Ein Modell, welches die Wechselwirkung zwischen den Elektronen und der
zu generierenden Welle beru¨cksichtigt, wird als \selbst-konsistent" bezeichnet. In
einem solchen Modell beschreiben die Elektronen aufgrund eines bereits angeleg-
ten homogenen Magnetfeldes vermittels der Lorenzkraft eine Flugbahn, welche
aufgrund der Maxwell-Gleichungen eine Welle im Innern des Resonators zum
Schwingen anregt. Diese erzeugte Welle beeinflut ihrerseits u¨ber die Lorenzkraft
wiederum die Elektronen. Somit ergibt sich ein gekoppeltes System fu¨r die Elek-
tronen und die Welle.
In dieser Arbeit wird das selbst-konsistente Modell (1.1) mathematisch und
numerisch na¨her untersucht. Bei seiner Herleitung in Kapitel 2 werden die getrof-
fenen Annahmen und Vereinfachungen aufgezeigt. Von diesem Modell aus gibt
es eine Reihe verschiedener mo¨glicher Erweiterungen: So ko¨nnen beispielsweise
die Gro¨en p und f zusa¨tzlich zeitabha¨ngig betrachtet werden. Solch ein Modell
kann dazu verwendet werden um z.B. Einschaltvorga¨nge na¨her zu untersuchen.
Werden anstelle einer Welle f (meist die mit der zu erwartenden maximalen
Amplitude) mehrere Wellen fk modelliert, so kann die sogenannte ‘Modenkon-
kurrenz’ (\mode-competition") simuliert werden. Dabei handelt es sich um die
Betrachtung der sich in der Zeit vera¨ndernden Amplituden der Wellen fk (siehe
z.B. [4]). Weitere Gyrotronmodelle erha¨lt man beispielsweise durch Verwendung
einer anderen Bauart des Resonators, wie z.B. der eines koaxialen Resonators
(siehe z.B. [24]).
Um einen Eindruck von einem selbst-konsistenten, zeitabha¨ngigen Modell ei-
nes Gyrotrons im Bereich des Resonators (nicht-koaxial) zu erhalten, sei das
















p d#; fu¨r alle (; ; ) 2 D D D
mit der Anfangsbedingung
pj=0 = ei#; # 2 D# = [0; 2]
fu¨r p und Randbedingungen bei  = 0; out fu¨r f . Hierbei sind ,  und I
gegebene Konstanten und D#; D; D und D reelle Intervalle. f ha¨ngt von der
La¨nge  , der Winkelgro¨e  und der Zeit  ab. p ha¨ngt zusa¨tzlich zu  ,  und 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noch vom Phasenwinkel # ab. Ungewo¨hnlich ist, da fu¨r p ein ganzes Intervall
von Anfangswerten # 2 D# simultan betrachtet werden mu, wobei fu¨r f die
Abha¨ngigkeit von # aufgrund des Integrals verschwindet. Fu¨r mehr Details siehe
z.B. [2, 36].
Interessiert man sich dafu¨r, den Wirkungsgrad eines so modellierten Gyrotrons
zu maximieren, so erha¨lt man zusa¨tzlich ein Optimierungsproblem.
In Bezug auf die Problemstellung von Gyrotrons gibt es wenig mathematische
Literatur. Zumeist ndet man Referenzen in elektrotechnischen und physikali-
schen Zeitschriften, Dissertationen und Bu¨chern, z.B. [7], [13], [22]. Diese liefern
allerdings keine oder nur vereinzelt mathematische Aussagen u¨ber das zu behan-
delnde Modell. Das in dieser Arbeit mathematisch untersuchte selbst-konsistente
Gyrotronmodell wird im folgenden Abschnitt vorgestellt.
1.2 Problemstellung (P )
Bezu¨glich dem weiter oben auf Seite 5 besprochenen Modell wird in diesem Ab-
schnitt ein verwandtes, aber einfacheres Dierentialgleichungssystem vorgestellt.
Fu¨r eine explizite Herleitung der im folgenden verwendeten Gleichungen wird auf
Kapitel 2 verwiesen. Dort wird auch die Realita¨tsna¨he dieses Modells diskutiert.
Gegeben sei das Dierentialgleichungssystem
dp
d
+ i (c1 − 1 + jpj2)p = if ; fu¨r (#; ) 2 D# D ;
d2f
d2




p d#; fu¨r  2 D
)
(1.1)
fu¨r die Funktionen p : D#D ! C und f : D ! C mit den Denitionsbereichen
D# := [0; 2] und D := [0; out]  IR (siehe z.B. [11]). Hierbei bezeichnet p(#; )
den normierten Impuls eines Elektrons zum Parameter #. Fu¨r p gilt die folgende
Anfangsbedingung:
p(#; 0) = e
i#; fu¨r alle # 2 D# = [0; 2]: (1.2)
Fu¨r den gesamten Strahl von Elektronen mu¨ssen alle # 2 D# betrachtet werden.
f ist die normierte Amplitudenfunktion der von allen Elektronen gemeinsam
erzeugten elektromagnetischen Welle. In (1.1) werden p und f u¨ber ihre rechten
Seiten miteinander gekoppelt. Durch die Funktion




geht die Form des Resonators mit R in das System ein. Eine typische Funktion
R : D ! IR+, die den Radius des rotationssymmetrischen Resonators beschreibt,
zeigt die linke Grak in Abbildung 1.1. Rechts ist γ(R()) dargestellt. Man be-
achte, da γ zuna¨chst negativ ist, und nach einem Vorzeichenwechsel bei etwa
 = 20 positiv bleibt. Fu¨r die verwendeten Konstanten ck,k = 1; : : : ; 5 siehe (3.28)
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Abbildung 1.1: Verwendete Radiusfunktion R() mit entsprechendem γ(R()) fu¨r
0    60.
in Abschnitt 3.5.











γ(R(out))  f(out): (1.5)
Denition 1 (Problem (P )). Die Suche nach einer Lo¨sung (p; f) mit p 2
C1(D#  D ;C) und f 2 C2(D ;C), welche die Dierentialgleichungen (1.1),
die Anfangswerte (1.2) fu¨r p und die Randbedingungen (1.4) und (1.5) fu¨r f
erfu¨llen, wird als Problem (P ) bezeichnet.
Ein Ma fu¨r die Ezienz eines Gyrotrons ist der Wirkungsgrad, welcher durch
den Ausdruck




jp(#; out)j2 d# (1.6)
mit dem Wertebereich ] −1; 1] gegeben ist. Hierbei entspricht der Integralterm
der Bewegungsenergie aller Elektronen (siehe Abschnitt 1.5) beim Verlassen des
Resonators. Je mehr Energie die Elektronen abgegeben haben, desto energierei-
cher ist die elektromagnetische Welle.
Neben der Bestimmung einer Lo¨sung (p; f) von (P ) soll der Wirkungsgrad
maximiert werden. Dies wird in Abschnitt 3.5 behandelt.
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1.2.1 (P ) in Polarkoordinaten
Sowohl der Querschnitt des Resonators als auch die U¨berlegungen aus Abschnitt
1.2.2 legen es nahe, das Problem (P ) auf Polarkoordinaten zu transformieren.
Hierfu¨r werden die komplexen Gro¨en p und f in deren Radial- und Winkelkom-
ponenten rp und rf bzw. ’p und ’f umgeschrieben:
p(#; ) =: rp(#; )e
i’p(#;)
f() =: rf ()e
i’f ():




i’p + i(c1 + r
2













Das erhaltene System kann in Real- und Imagina¨rteil getrennt und anschlieend
bezu¨glich seiner Ableitungen aufgelo¨st werden. Man erha¨lt das folgende reelle







rf sin(’p − ’f )
rf cos(’p − ’f )− (c1 − 1 + r2p) rp

; # 2 D# (1.7)

















rp sin(’p − ’f) d#
mit der Kurzschreibweise 0 = d
d
und 00 = d
2
d2
. Die Anfangs- und Randbedingungen
ergeben sich entsprechend zu:
rp(#; 0) = 1; ’p(#; 0) = #; fu¨r alle # 2 D#;
r0f j=0 =
p−γ(R(0))  rf j=0; ’0f j=0 = 0;




Im obigen Dierentialgleichungssystem besitzen die Funktionen ’0p bzw. ’
00
f die
Vorfaktoren rp bzw. rf . Wa¨hrend der numerischen Berechnung dieses Systems
kann es vorkommen, da eine der Parameterfunktionen p(#; ) oder sogar die
Amplitudenfunktion f durch den Nullpunkt verla¨uft. In diesen Fa¨llen wu¨rden
die Funktionen rp bzw. rf verschwinden, was in obigem System numerisch zu





Um diese Probleme zu umgehen, wurde fu¨r die numerische Lo¨sung des Die-
rentialgleichungssystems nicht die Darstellung in Polarkoordinaten, sondern die
Darstellung in kartesischen Koordinaten verwendet.
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Abbildung 1.2: Vektorfeld F (; f) mit den Werten f = 0:1 (linke Grak) bzw.
f = 0:1i (rechte Grak), erzeugt in Maple mit dem Befehl DEplot.
1.2.2 Rotationssymmetrie
In diesem Abschnitt wird die Dierentialgleichung fu¨r p in (1.1) na¨her untersucht.
Betrachtet man darin den Wert f()  const als Parameter, so erha¨lt man fu¨r p
das komplex geschriebene Vektorfeld:
F (p; f) := −i (c1 − 1 + jpj2)p+ if: (1.9)
Zur Veranschaulichung sind in Abbildung 1.2 zwei Vektorfelder F (; f) gezeich-
net. Dabei wurden fu¨r f die Werte 0:1 bzw. 0:1i gewa¨hlt. Fu¨r die Darstellung der
Vektorfelder wurde das Computeralgebrasystem Maple mit dem Befehl DEplot
verwendet. Mit ihm werden die Richtungen des Vektorfeldes auf den auszuwer-
tenden Gitterpunkten als Pfeile mit normierter La¨nge dargestellt, wodurch zwar
die Richtungen des Vektorfeldes klar erkennbar sind, jedoch nicht die Sta¨rke des
Feldes. Da F von p in der Gro¨enordnung von p3 abha¨ngt, sind dessen Richtungs-
vektoren fu¨r p mit etwa jpj < 0:5 nicht mehr erkennbar. Ein Bild des Vektorfeldes
ohne Normierung ist in [18] gegeben. In Abbildung 1.2 wurden zudem jeweils 5
Lo¨sungskurven eingezeichnet. Die Feststellung, da es sich anscheinend um ge-
schlossene Kurven handelt, liefert ein Indiz dafu¨r, da (1.9) zu einer Hamilton-
Funktion fu¨hrt. Untersuchungen hierzu nden sich in Abschnitt 1.6.1.
Wie in Abbildung 1.2 dargestellt, erfa¨hrt das Vektorfeld F (; f) bei einer Dre-
hung von f um den Ursprung ebenfalls eine Drehung um den Ursprung um den-
selben Winkel. Diese Eigenschaft ergibt sich direkt aus (1.9):
F (eip; eif) = −i(c1 − 1 + jeipj2) eip+ ieif
= eiF (p; f): (1.10)
Unter Verwendung dieser Eigenschaft erha¨lt man den folgenden
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Satz 1. Sei (p; f) Lo¨sung von (P ). Dann ist fu¨r jedes  2 IR auch ei(p; f)
Lo¨sung von (P ).







= eiF (p; f)
(1:10)
= F (eip; eif)
mit der rotationssymmetrischen Anfangsbedingung (1.2) fu¨r p. Desweiteren erfu¨llt
ei(p; f) ebenfalls die Randbedingungen (1.4), (1.5) und die Dierentialgleichung
fu¨r f in (1.1), da diese linear in p und f sind. Folglich ist mit (p; f) auch ei(p; f)
Lo¨sung von (P ).
Aufgrund von Satz 1 kann ohne Beschra¨nkung der Allgemeinheit der Wert
fu¨r f(0) so gewa¨hlt werden, da gilt
f(0) 2 IR+ [ f0g:
Fu¨r den Spezialfall f(0) = 0 kann eine Lo¨sung von (P ) explizit angegeben
werden, und diese ist von der Funktion R unabha¨ngig:
p(#; ) = ei#e−ic1 ; f() = 0; fu¨r # 2 D#;  2 D :
Die Lo¨sung fu¨r f als Nullfunktion zeigt, da am Resonatorende keine Welle ent-
standen ist, und sich entsprechend der Wirkungsgrad nach (1.6) zu ? = 0 be-
rechnet. Fu¨r ein Gyrotron in der Praxis, sollte jedoch der Wirkungsgrad positiv
sein. Daher wird fu¨r die weiteren U¨berlegungen
f(0) 2 IR+
gewa¨hlt.
1.2.3 Qualitatives Verhalten der Funktion f
Fu¨r ein besseres Versta¨ndnis des gesamten Dierentialgleichungssystems von (P )
wird in diesem Abschnitt die Dierentialgleichung fu¨r f na¨her untersucht. Die
komplexe Funktion f genu¨gt der Dierentialgleichung 2. Ordnung
d2f
d2





Aufgrund des kleinen Wertes fu¨r c2 (c2 = 0:0021) und der BedingungZ 2
0
p(#; ) d#j=0 =
Z 2
0
ei# d# = 0
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fu¨r das Integral am Resonatoranfang  = 0, ko¨nnte man vermuten, da (1.11)





mit reellwertiger Funktion γ = γ(R()) und den Randbedingungen (1.4) und
(1.5) reduziert werden darf. Dies ist nicht korrekt, denn ist der Anfangswert
f0 := f(0) 2 IR+ bekannt, so kann die Funktion f nach (1.12) nur Werte
fz 2 C jz = f0  IRg annehmen. Hieraus folgt, da die Randbedingung (1.5) bei
out nur erfu¨llt werden kann, wenn f(out) = 0 ist. Diese mathematische Lo¨sung
liefert allerdings nicht das gewu¨nschte Resultat einer elektromagnetischen Welle
am Resonatorende, welche durch f(out) 6= 0 gegeben sein mu. Diese U¨berlegung
zeigt, da der Integralterm in der Dierentialgleichung (1.11) durchaus nicht ver-
nachla¨ssigt werden kann und daher einen wichtigen Kopplungsterm zwischen den
Impulsen p der Elektronen und der Amplitude der elektromagnetischen Welle
f darstellt. In spa¨teren numerischen Berechnungen besta¨tigt sich, da es gera-
de dieser Term ist, welcher fu¨r die Erfu¨llung der Randbedingung fu¨r f bei out
verantwortlich ist.
1.3 Weitere Modelle
1.3.1 Modelle (P0), ( ~P0)
Problem (P ) stellt fu¨r f ein Randwertproblem dar. Bei den spa¨teren numeri-
schen Berechnung wird allerdings hauptsa¨chlich das auf das Anfangswertproblem
umgeschriebene Problem (P0) verwendet:
Denition 2 (Problem (P0)). Sei f0 2 C gegeben. Gesucht sind Funktionen p




+ i(c1 − 1 + jpj2) p = if; fu¨r alle (#; ) 2 D# D ;
d2f
d2




p d#; fu¨r alle  2 D ;
und die Anfangs- und Randbedingungen
p(#; 0) = e






erfu¨llen. Diese Aufgabenstellung wird als Problem (P0) bezeichnet.
Unter Verwendung von g := df
d
und allgemeineren Anfangsbedingungen kann
Problem (P0) als Dierentialgleichungssystem erster Ordnung geschrieben wer-
den. Vorher wird allerdings noch der dabei verwendete Banachraum Y n ein-
gefu¨hrt:
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Denition des Raumes Y n
Mit n 2 IN [ f0g sei Cn2(D#;C) der Raum der n-mal stetig dierenzierbaren,
2-periodischen Funktionen von IR nach C , welche auf das Intervall D# = [0; 2]










Desweiteren sei der Banachraum Y n := Cn2(D#;C)  C  C mit der entspre-
chenden Norm
kykY n = kpk+ jf j+ jgj; mit y = (p; f; g)T 2 Y n (1.13)
gegeben. Hiermit kann (P0) in ein Dierentialgleichungssystem erster Ordnung
umgeschrieben werden:
Denition 3 (Problem ( ~P0)). Sei n 2 IN und f0; g0 2 C . Gesucht sind stetig













1A =: F (; p; f; g) (1.14)
fu¨r alle (#; ) 2 D# D , sowie die Anfangsbedingung
(p(; 0); f(0); g(0))T = (p0(); f0; g0) 2 Y n
erfu¨llen.
Diese Darstellung wird vor allem spa¨ter in Abschnitt 1.4.1 Verwendung nden.
Um eine Vorstellung von der Lo¨sung p zu erhalten, wurde ( ~P0) in # mit
n = 128 Elektronen diskretisiert. In  wurde eine konstante Schrittweite  =
0:1 gewa¨hlt und mit dem Runge-Kutta-Verfahren (A.4)1 in  integriert. Fu¨r f0
wird der Wert 1:0  10−8 verwendet. Abbildung 1.3 zeigt das berechnete jpj in
Abha¨ngigkeit von (#; ).
1.3.2 Modelle (G), (CC)
Fu¨r eine spa¨ter einfachere Referenzierung werden im folgenden noch zwei Pro-
blemstellungen deniert. Die Erste betrachtet bei vorgegebenem f lediglich die
Lo¨sung von p, und die Zweite stellt einen Spezialfall der Ersten dar:
1siehe Anhang A


























Abbildung 1.3: (#; ; jp(#; )j) mit a¨quidistantem Gitter in D# und D mit
# = 2
128
und  = 0:1. Fu¨r die Darstellung wurde ein gro¨beres Gitter ver-
wendet. Zusa¨tzlich wurden farblich entsprechende Ho¨henlinien eingezeichnet. Die
scheinbare Singularita¨t bzgl. # 2]0; 1[ wird u.a. in den Abbildungen 3.3-3.5 besser
aufgelo¨st.
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Denition 4 (Problem (G)). Sei f 2 C(D;C) gegeben. Gesucht ist eine ste-
tig dierenzierbare Funktion p : D# D ! C , welche
dp
d
+ i(c1 − 1 + jpj2) p = if; fu¨r alle (#; ) 2 D# D ;
p(#; 0) = e
i#; fu¨r alle # 2 D#
erfu¨llt. Diese Aufgabenstellung wird als Problem (G) bezeichnet.
Bemerkung: Da f fu¨r Probleme (G) beliebig vorgegeben werden kann, ko¨nnen
wir bei Aussagen u¨ber Problem (G) immer an (p; f) aus Problem (P ) denken.
Ein einfacher Spezialfall von (G) ist das sogenannte \Cold-Cavity"-Modell.
Hierbei wird fu¨r die Funktion f : IR! IR eine Gauglocke vorgegeben, und damit
studiert, wie sich die Elektronen aufgrund der Dierentialgleichung verhalten
(siehe z.B. [18]). Mit den Intervallen D# = [0; 2] und D = [0; out] und den
Parametern 1 = c1, 2 und 3 in den entsprechenden Intervallen Dc1 = [0:3; 0:8],
D2 = [5; 30] und D3 = [0:01; 0:25] ist das cold-cavity Modell wie folgt gegeben:










Gesucht ist eine stetig dierenzierbare Funktion p : D# D ! C , welche
dp
d
+ i(c1 − 1 + jpj2) p = i3f; fu¨r alle (#; ) 2 D# D ;
p(#; 0) = e
i#; fu¨r alle # 2 D#
erfu¨llt. Diese Aufgabenstellung wird als Problem (CC) bezeichnet.
Der Wirkungsgrad ? des Gyrotrons berechnet sich weiterhin nach (1.6). In
(CC) kann die Dierentialgleichung fu¨r p als eine einzige komplexe Gleichung
betrachtet werden, wobei die einzelnen Lo¨sungen p(#; ) fu¨r jeden Parameterwert
# 2 D# separat berechnet werden ko¨nnen. Erst die Untersuchung des Wirkungs-
grades erzeugt eine Kopplung der Lo¨sungen aller # 2 D#. Wie in [18] beschrieben
kann mit den Parametern i 2 Di , i = 1; 2; 3 der Wirkungsgrad zu 72% optimiert
werden. Desweiteren zeigt sich bei numerischen Simulationen, da es in D# wie er-
wartet Intervalle gibt, in denen die Elektronen Energie abgeben (jp(#; out)j < 1).
Allerdings gibt es auch immer Bereiche in D#, deren Elektronen Energie aufneh-
men (jp(#; out)j > 1). Im berechneten Fall mit ? = 72% ist:
jp(#; out)j < 1 fu¨r # 2 [0; 0:5[[]1:4; 2];
jp(#; out)j  1 fu¨r # 2 [0:5; 1:4]:
Mit Hilfe der Hamilton-Funktion in Abschnitt 1.6.1 wird in Satz 7 eine ent-
sprechende Aussage fu¨r Modell (G) formuliert. Da hierbei f beliebig ist, gelten
die Aussagen von Abschnitt 1.6.1 auch fu¨r p im selbst-konsistenten Modell (P ).
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1.3.3 Integral-Darstellung der Lo¨sung von (G)
Zwar kann fu¨r das Problem (G) keine explizite Lo¨sung fu¨r p angegeben werden,
jedoch gibt es hierfu¨r die Darstellung (siehe [12])
p(#; ) =






 ei (#;) (1.15)
mit
 (#; ) := (1− c1)( − 0)−
Z 
0
jp(#; t)j2 dt 2 IR: (1.16)

















= p(#; )  d
d
(i (#; )) + if()
= p(#; ) i(1− c1 − jp(#; )j2) + if():
Obwohl (1.15),(1.16) keine explizite Darstellung fu¨r p angeben, ko¨nnen sie ver-
wendet werden, um p bei gegebener beschra¨nkter Funktion f abzuscha¨tzen:
Abscha¨tzung von p bei beschra¨nktem f
Mit den Anfangsbedingungen fu¨r p nach (G) kann p auf dem Gebiet D = D#D
bei gegebener beschra¨nkter Funktion f 2 C(D;C) abgescha¨tzt werden:
max
(#;)2D














jf()j)  (out − 0)
= 1 + max
2D
jf()j  (out − 0): (1.17)
Somit ist p fu¨r jedes beschra¨nkte Intervall D beschra¨nkt.
1.3.4 Vergleich mit der Landau-Gleichung
Aufgrund ihrer A¨hnlichkeit zur Dierentialgleichung fu¨r p wird fu¨r u : IR ! C
die folgende Gleichung betrachtet:
d
dt
u = d1u+ d2juj2u: (1.18)
Mit d1; d2 2 C fu¨hrt sie zu einer Landau-Gleichung fu¨r die Amplitude juj [8,
Seite 371]. Wie auch bei der Dierentialgleichung fu¨r p entha¨lt sie mit d1u sowohl
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einen linearen als auch mit d2juj2u einen nichtlinearen Term. Trotz dieses Terms
kann eine analytische Lo¨sung berechnet werden, welche im folgenden hergeleitet
wird. Anschlieend wird versucht, die Methode zur Berechnung der Lo¨sung auf
die Dierentialgleichung fu¨r p anzuwenden.
Nach Multiplikation von (1.18) mit u kann die linke Seite nach t integriert
werden, und man erha¨lt
d
dt
(juj2) = ~d1juj2 + ~d2juj4
mit ~dk := 2<(dk) 2 IR, k = 1; 2. < bezeichnet den Realteil. Sind ~d1 = ~d2 = 0,
so gilt juj  const. Es wird jetzt ~d1; ~d2 6= 0 und ju(t)j 6= 0 fu¨r alle t 2 IR





















Dies ist eine lineare Dierentialgleichung fu¨r 1juj2 , deren Lo¨sung leicht angegeben


















mit einer Konstanten C1 2 IR. Hier erkennt man, da fu¨r gewisse Werte ~d1, ~d2,
C1 6= 0 der Nenner Null werden kann, juj einen Pol hat und somit dieses u eine
blow-up Lo¨sung darstellt.
Mit u(t) = ju(t)jei(t) erha¨lt man aus der Anfangsgleichung eine Dierential-
gleichung fu¨r die Phase :
d
dt
 = =(d1) + =(d2)  1juj2 :








mit einer Konstanten C2 2 IR. Aus  und juj erha¨lt man schlielich eine explizite
Darstellung fu¨r u(t) = ju(t)j ei(t).
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Verfahren angewendet auf Dgl fu¨r p
A¨hnlich zur Landau-Gleichung entha¨lt die Dierentialgleichung fu¨r p in (1.1)
sowohl lineare Terme in p als auch Terme der Art jpj2p. Im Gegensatz zur homo-
genen Landau-Gleichung entha¨lt die Dierentialgleichung fu¨r p den inhomogenen




jpj2 = i(fp − f p) = −2=(fp)
(vergleiche hierzu (1.35)). = bezeichnet den Imagina¨rteil. Da in diesem Fall fu¨r
die Konstanten d1 = −i(c1 − 1), d2 = −i gilt und folglich <(d1) = <(d2) = 0 ist,
fallen die zu erwartenden Terme mit jpj2 und jpj4 weg. Allerdings bleibt ein -
abha¨ngiger Term mit f u¨brig. Fu¨r f als Nullfunktion kann p problemlos berechnet
werden (siehe Seite 10). Die Idee bei der Lo¨sung der Landau-Gleichung mit einer










Diese Gleichung ist leider weder in 1jpj2 linear noch la¨t sich unmittelbar fu¨r all-
gemeines f eine explizite Lo¨sung fu¨r p angeben. Betrachtet man jedoch die Dif-
ferentialgleichungen fu¨r p und f gemeinsam, so fu¨hren verwandte U¨berlegungen
zu neuen Erkenntnissen (siehe Abschnitt 1.5).
1.4 Existenz und Eindeutigkeit
In diesem Abschnitt untersuchen wir die Existenz von Lo¨sungen von Problem
(P ) unter mehreren verschiedenen Gesichtspunkten. Zuna¨chst wird das Theorem
von Picard und Lindelo¨f auf das Anfangswertproblem (P0) angewendet, und zwar
auf das zugeho¨rige System von drei Dierentialgleichungen 1. Ordnung, ( ~P0). Es
wird gezeigt, da fu¨r jede mindestens stetige Anfangsfunktion p0(#) = p(#; 0),
# 2 D# genau eine Lo¨sung (p; f) existiert, wobei p in # so glatt ist wie p0. Das
sich aus diesem Satz ergebende -Intervall ist allerdings kurz. Lo¨sungen von Glei-
chungen mit nur lokal lipschitzstetigen Termen ko¨nnen fu¨r ein b < 1 aufho¨ren
zu existieren, wenn blow-up geschieht. Grundsa¨tzlich ko¨nnen Gleichungen vom
Typ _u = d1u+d2juj2u, d1; d2 2 C blow-up Lo¨sungen haben, wie man aus Lo¨sung
(1.19) von Gleichung (1.18) in Abschnitt 1.3.4 unschwer sehen kann. Wie man
dort ebenfalls sieht, ist dafu¨r aber <(dk) 6= 0, k = 1; 2 no¨tig. In der Gleichung fu¨r
p gilt jedoch <(d1) = <(d2) = 0.
Da die lokale Existenz von Lo¨sungen (p; f) von Problem (P0) gesichert ist, ist
es sinnvoll die zwei gekoppelten komplexen Gleichungen einzeln zu betrachten:
 Problem (G): Anfangswertproblem fu¨r p bei beliebig vorgegebenem f ,
 Problem (F ): Randwertproblem fu¨r f bei beliebig vorgegebenem P .
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In Abschnitt 1.3.3 wurde fu¨r Problem (G) die Abscha¨tzung (1.17) hergeleitet.
Daraus folgt, da jpj bei beschra¨nktem jf j ho¨chstens linear mit der Intervalla¨nge
jout−0j wa¨chst. Dieses lineare Wachstum kann man auch aus der Dierentialglei-
chung (1.7) fu¨r rp in Abschnitt 1.2.1 folgern (Darstellung in Polarkoordinaten). In
Abschnitt 1.6.4 wird mit Hilfe des Hamiltonformalismus fu¨r Problem (G) gezeigt,
da fu¨r -unabha¨ngiges f() = f0 eine -unabha¨ngige Schranke fu¨r jpj existiert.
Da Problem (F ) ein lineares Randwertproblem vom Typ Lf = P ist, dessen
Randwerte die Lo¨sung f()  0 fu¨r P ()  0 erlauben, werden zuna¨chst die Be-
dingungen fu¨r die Existenz von nichttrivialen Lo¨sungen untersucht. Dafu¨r wird
in Abschnitt 1.4.5 das Eigenwertproblem Lf +f = 0 mit den Randbedingungen
(1.4), (1.5) numerisch untersucht. Es zeigt sich, da  = 0 kein Eigenwert ist. Aus
der Fredholmschen Alternative (Satz 3) folgt somit, da Problem (F ) fu¨r vorge-
gebenes P genau eine Lo¨sung hat. Wegen der Linearita¨t der Dierentialgleichung
und ihrer Randbedingungen ist f proportional zu P . f ist also in  beschra¨nkt,
wenn P in  beschra¨nkt ist.
Insgesamt erhalten wir also:
Die Lo¨sung p von Problem (G) ist beschra¨nkt, wenn f beschra¨nkt ist, und die
Lo¨sung f von Problem (F ) ist beschra¨nkt, wenn p beschra¨nkt ist.
Die Beschra¨nktheit der Lo¨sung (p; f) ohne Annahmen u¨ber die Beschra¨nkt-
heit von p oder f konnte nicht gezeigt werden. Aber alle numerisch erhaltenen
Lo¨sungen existieren bis out und daru¨ber hinaus (siehe z.B. Abbildung 3.7 und
Kapitel 3).
1.4.1 Satz von Picard und Lindelo¨f
Fu¨r das Anfangswertproblem ( ~P0) wird eine Existenz- und Eindeutigkeitsaussage
formuliert. Dabei werden die verwendeten Konstanten L und K zuna¨chst vor-
ausgesetzt. Eine Abscha¨tzung dieser beiden Gro¨en geschieht im darauolgenden
Abschnitt.
Das verallgemeinerte Theorem von Picard und Lindelo¨f [37, Seite 78] liefert
eine Existenz- und Eindeutigkeitsaussage fu¨r die Lo¨sung einer gewo¨hnlichen Dif-
ferentialgleichung in einem Banachraum. Bei Formulierung dieses Theorems fu¨r
das Anfangswertproblem ( ~P0) erha¨lt man die folgende Aussage (der hier verwen-
dete Banachraum Y n ist auf Seite 12 eingefu¨hrt):
Satz 2. Seien 0 2 IR, n 2 IN0, (p0; f0; g0)T 2 Y n und a; b > 0 fest gewa¨hlt.
Qb := f(; p; f; g)T 2 IR Y n : j − 0j  a; k(p; f; g)T − (p0; f0; g0)TkY n  bg:
Sei R : [0 − a; 0 + a]! IR stetig, und es gebe feste L  0 und K > 0 mit
kF (; p1; f1; g1)− F (; p2; f2; g2)kY n  Lk(p1; f1; g1)T − (p2; f2; g2)TkY n ;
fu¨r alle (; p1; f1; g1); (; p2; f2; g2) 2 Qb
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und
kF (; p; f; g)kY n < K; fu¨r alle (; p; f; g) 2 Qb:
Sei c so gewa¨hlt, da 0 < c < a und K  c < b gelte. Dann besitzt ( ~P0) genau eine
stetig dierenzierbare Lo¨sung (p; f; g)T () im Intervall [0−c; 0 +c]. Desweiteren
ha¨ngt die Funktion (p; f; g)T () stetig vom Anfangswert (p0; f0; g0)T ab.
Anwendung des Theorems von Picard und Lindelo¨f auf ( ~P0):
Entsprechend des eingefu¨hrten Banachraumes Y n = Cn2(D#;C)  C  C kann
das Theorem von Picard und Lindelo¨f auf ( ~P0) angewendet werden. Dabei ist
noch zu zeigen, da F : Qb ! Y n stetig ist:
In Gleichung (1.14) sind die ersten beiden Komponenten von F autonom. Man
erkennt ebenso, da diese beiden Komponenten von F stetig bezu¨glich (p; f; g)
sind. Fu¨r die dritte Komponente [F ]3 von F gilt wegen der vorausgesetzten Ste-









p2(#; ) d#k  c2kp1 − p2k;
fu¨r alle p1; p2 2 Cn2(D#;C), die Stetigkeit dieser Komponente und damit die
Stetigkeit von F . Satz 2 ist anwendbar, sobald L und K gefunden sind. }
Es soll darauf hingewiesen werden, da L und K im allgemeinen von der Wahl
von n abha¨ngig sind. Es ist zu erwarten, da fu¨r gro¨eres n sich die Werte fu¨r L
und K vergro¨ern. Dies hat zur Folge, da sich die theoretische Abscha¨tzung fu¨r
das Intervall, in dem die Lo¨sung existiert, verschlechtert, und sich die La¨nge des
Intervalls verkleinert. Eine Abscha¨tzung der Konstanten L und K fu¨r n = 0 ist
im na¨chsten Abschnitt in Hilfssatz 1 angegeben.
Eine interessante Eigenschaft der eindeutigen Lo¨sung (p; f; g)T des Problems
(1.14) ist, da mit dem Anfangswert p0 2 Cn2(D#;C) auch alle weiteren Funk-
tionen p(; ) fu¨r festes  2 [0 − c; 0 + c] dem Raum Cn2(D#;C) entstammen.
Sie besitzt also in # die gleiche Dierenzierbarkeitsklasse.
1.4.2 Bestimmung von L und K
Ziel dieses Abschnittes ist es, Konstanten L und K fu¨r die in (1.14) denierte
Funktion F : IR Y n ! Y n fu¨r n = 0 anzugeben.
Hilfssatz 1 (Lipschitzbedingung und Beschra¨nktheit).




fu¨r die Menge DM := f(p; f; g) 2 Y 0j k(p; f; g)Tk Mg eine Konstante
L := maxfjc1 − 1j+ jc2j+ 3M2; 1 + ~γg, so da gilt
kF (; y1)− F (; y2)kY 0  Lky1 − y2kY 0 ; fu¨r alle y1; y2 2 DM ;  2 D:
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Desweiteren gilt fu¨r die Konstante
K := max fjc1 − 1j+ jc2j ; jc1 − 1 +M j+ jc2j ; 1 + ~γg M
die Abscha¨tzung
kF (; p; f; g)kY 0 < K; fu¨r alle (; p; f; g) 2 D DM :
1. Bestimmung der Lipschitzkonstanten L
Zuna¨chst sei D  D gegeben. Aufgrund der in (1.13) gegebenen Norm fu¨r den
Raum Y 0 kann die Abscha¨tzung der Lipschitzbedingung der Funktion F kompo-
nentenweise vorgenommen werden. Der Einfachheit halber wird zuerst die zweite
Komponente der Funktion F abgescha¨tzt, dann die dritte und zuletzt die erste.
Fu¨r die zweite Komponente [F ]2 der Funktion F gilt
j [F (; p1; f1; g1)]2 − [F (; p2; f2; g2)]2 j = jg1 − g2j: (1.21)
Die dritte Komponente [F ]3 der Funktion F la¨t sich wie folgt abscha¨tzen:
j [F (; p1; f1; g1)]3 − [F (; p2; f2; g2)]3 j =














 jγ(R()))j jf1 − f2j+ jc2jmax
#2D#
jp1(#)− p2(#)j
 jc2jkp1 − p2k+ ~γ jf1 − f2j (1.22)
mit ~γ = max2D jγ(R())j. Zur Lipschitzbedingung der Funktion F wird die noch
fehlende Bedingung fu¨r die erste Komponente abgescha¨tzt:
k [F (; p1; f1; g1)]1 − [F (; p2; f2; g2)]1 k
= max
#2D#
j (−i(c1 − 1 + jp1(#)j2)p1(#) + if1
− (−i(c1 − 1 + jp2(#)j2)p2(#) + if2 j
= max
#2D#
j − i (c1 − 1 + jp1(#)j2)p1(#)
− (c1 − 1 + jp2(#)j2)p2(#)

+ i(f1 − f2)j
 max
#2D#
(j(c1 − 1 + jp1(#)j2)p1(#)− (c1 − 1 + jp2(#)j2)p2(#)j+ jf1 − f2j)
 max
#2D#
(jc1 − 1jjp1(#)− p2(#)j+
 jp1(#)j2p1(#)− jp2(#)j2p2(#) 
+jf1 − f2j): (1.23)
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Der erste und der letzte Summand haben fu¨r die gesuchte Lipschitzbedingung
bereits die gewu¨nschte Form. Dagegen mu der mittlere Term etwas aufwa¨ndiger
abgescha¨tzt werden.
Der U¨bersichtlichkeit halber wird im folgenden das Argument # fu¨r p1 und
p2 weggelassen und erst spa¨ter zur Zusammenfassung wieder notiert. Fu¨r den
na¨chsten Schritt gilt es eine Abscha¨tzung des in (1.23) notierten mittleren Terms
in der Maximumfunktion zu nden.
Bei gegebenem M  0 gilt:jp1j2p1 − jp2j2p2  3M2jp1 − p2j; fu¨r alle jp1j; jp2j  M: (1.24)
Zur Verizierung von (1.24) wird diese quadriert und der Term links vom Gleich-
heitszeichen auf die rechte Seite gebracht. Zusa¨tzlich werden die komplexen Gro¨en
p1 und p2 in Polarkoordinaten umgeschrieben:
p1 = re
i’ und p2 = se
i ; mit jrj; jsj M
Die Abscha¨tzung lautet nun wie folgt:
9M4jp1 − p2j2 −
jp1j2p1 − jp2j2p22
= 9M4jrei’ − sei j2 − jr2rei’ − s2sei j2
= 9M4(rei’ − sei )(re−i’ − se−i )− (r3ei’ − s3ei )(r3e−i’ − s3e−i )
= 9M4
(
r2 − 2rs cosh(i( − ’)) + s2− (r6 − 2r3s3 cosh(i( − ’)) + s6
= 9M4
(
r2 − 2rs cos( − ’) + s2− (r6 − 2r3s3 cos( − ’) + s6
= 9M4
(
r2 − 2rs(1− 2 sin2()) + s2− (r6 − 2r3s3(1− 2 sin2()) + s6
= 9M4(r2 − 2rs+ s2)− (r6 − 2r3s3 + s6) + 4rs sin2() (9M4 − r2s2
= 9M4(r − s)2 − (r3 − s3)2 + 4rs sin2() (8M4 + (M4 − r2s2)
= 9M4(r − s)2 − (r − s)2(r2 + rs+ s2)2 + 4rs sin2() (8M4 + (M4 − r2s2)
= (r − s)2| {z }
0













wobei  := −’
2
. Hiermit ist die Abscha¨tzung (1.24) bewiesen. }
Die in (1.24) angegebene Ungleichung ist strikt: Fu¨r den Faktor 3M2 auf der
rechten Seite gibt es keine kleinere Konstante C , fu¨r die die Ungleichung erfu¨llt
werden kann.
Dies soll mittels eines Widerspruchsbeweises gezeigt werden: Angenommen, es
ga¨be eine nichtnegative Zahl C < 3M2, welche die Ungleichungjp1j2p1 − jp2j2p2  Cjp1 − p2j; fu¨r alle jp1j; jp2j M
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erfu¨llt. Insbesondere gilt dann speziell fu¨r die Punkte p1 = M und p2 = M − h
fu¨r alle h 2]0;M ] die folgende Abscha¨tzung:
(M2M − (M − h)2(M − h))  Ch
() 3M2h− 3Mh2 + h3  Ch j : h 6= 0
() 3M2 − C| {z }
>0; fest
 h(3M − h)| {z }
h!0−! +0
An der letzten Ungleichung erkennt man, da es fu¨r jeden fest gewa¨hlten Wert
C < 3M2 Werte fu¨r h > 0 gibt, welche die Ungleichung nicht erfu¨llen. Dieser
Widerspruch zeigt, da die Annahme nicht richtig ist. Folglich ist 3M2 der kleinste
Faktor, fu¨r den die Ungleichung (1.24) erfu¨llt werden kann. }
Mit Hilfe von (1.24) kann die Abscha¨tzung (1.23) vereinfacht werden:
k [F (; p1; f1; g1)]1 − [F (; p2; f2; g2)]1 k
 jc1 − 1jkp1 − p2k+ 3M2kp1 − p2k+ jf1 − f2j
 (jc1 − 1j+ 3M2)kp1 − p2k+ jf1 − f2j: (1.25)
Zusammenfassend erha¨lt man die Lipschitzbedingung fu¨r die Funktion F wie
folgt:
kF (; p1; f1; g1)− F (; p2; f2; g2)kY 0 =
(1:21);(1:22);(1:25)
 (jc1 − 1j+ jc2j+ 3M2)kp1 − p2k+ (1 + j~γj)jf1 − f2j+ jg1 − g2j
 maxfjc1 − 1j+ jc2j+ 3M2; 1 + ~γg  k(p1; f1; g1)T − (p2; f2; g2)TkY 0;
fu¨r alle (p1; f1; g1)
T , (p2; f2; g2)
T 2 Y 0 mit kp1k; kp2k M . Hieraus erkennt man,
da F lokal lipschitzstetig ist { allerdings nicht global.
2. Ermittlung der Konstanten K
Hierzu wird die Norm von F abgescha¨tzt:
kF (; p; f; g)kY 0 =
= max
#2D#








((c1 − 1 + jp(#)j2)p(#) + jf j+ jgj+ jγ(R())jjf j+ jc2jkpk
 max
#2D#
(c1 − 1 + jp(#)j2 kpk + (1 + jγ(R())j)jf j+ jgj+ jc2jkpk
 maxjc1 − 1j; jc1 − 1 + kpk2j} kpk + (1 + jγ(R())j)jf j+ jgj+ jc2jkpk
 (maxfjc1 − 1j; jc1 − 1 + kpk2jg+ jc2j kpk + (1 + jγ(R())j)jf j+ jgj
 K1(; p)k(p; f; g)TkY 0 (1.26)
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mit K1(; p) = max fjc1 − 1j+ jc2j ; jc1 − 1 + kpk2j+ jc2j ; 1 + jγ(R())jg.
Unter Beru¨cksichtigung aller (; p; f; g) 2 D DM erha¨lt man fu¨r den Ausdruck
K1(; p)k(p; f; g)TkY 0 die obere Schranke
K = K2  max
(p;f;g)2DM
k(p; f; g)TkY 0 = K2M (1.27)
mit K2 = max fjc1 − 1j+ jc2j ; jc1 − 1 +M j + jc2j ; 1 + ~γg.
1.4.3 Abscha¨tzung fu¨r ein maximales Integrationsinter-
vall
Im folgenden soll mittels des Satzes 2 und der in Hilfssatz 1 angegebenen Gro¨en
L und K ein maximales Integrationsintervall in  fu¨r ( ~P0) angegeben werden. Es
sei y0 = y(0) = (p(0); f(0); g(0))
T . Mit vorgegebenen a; b > 0 kann die Menge
Qb aus Satz 2 gegeben. Es gilt
kyk  ky − y0k+ ky0k = b+ ky0k =: M; fu¨r alle y 2 Qb: (1.28)
Mit den Werten fu¨r c1 und c2 nach (3.28), dem Wert ~γ  j − 1:1896j  1:2 nach
(1.20) und dem Anfangswert fu¨r p nach (1.2) erha¨lt man:
L = jc1 − 1j+ jc2j+ 3M2; K = maxfjc1 − 1 +M j + jc2j; 1 + ~γg M:
Nach Satz 2 gibt es im Intervall [0; 0 + c] mit
0 < c < minfa; b
K
g:
eine eindeutige Lo¨sung (p; f; g)T . Da weder L noch K in der Abscha¨tzung von a
abha¨ngig sind, kann a entsprechend gro gewa¨hlt werden, so da fu¨r c lediglich
die Beschra¨nkung gilt:





maxfjc1 − 1 + b+ ky0kj+ jc2j; 1 + ~γg  (b+ ky0k) : (1.29)
Aus den Anfangswerten fu¨r p und deren zu erwartender Lo¨sung p(#; ) (zu Beginn
bewegen sich die Punkte p(#; ) nahezu exakt auf dem Einheitskreis) ist fu¨r b ein
Wert von mindestens 2 zu nehmen. Mit ky0k  j1j+ j1:0  10−8j+ j
p
1:1896  1:0 
10−8j  1:0 gilt fu¨r die Abscha¨tzung von c:





(c1 + c2 − 1 + b+ ky0k)  (b+ ky0k)  0:2731 :
Bei Wahl eines gro¨eren Wertes fu¨r b erha¨lt man bei der Abscha¨tzung einen noch
kleineren Wert. Dies zeigt, da unter einmaliger Verwendung der Abscha¨tzung
die Existenz einer Lo¨sung daher lediglich fu¨r das kurze Anfangsintervall I1 :=
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[0; 0:2731] (der Einfachheit halber wird der rechte Rand des Intervalls mitge-
nommen) bewiesen werden kann. Im folgenden wird versucht durch Stu¨ckelung
mehrerer solcher Abscha¨tzungen ein la¨ngeres Gesamtintervall zu erhalten. Doch
leider wird sich zeigen, da es immer noch ku¨rzer ist als das geforderte Intervall
D = [0; 60].
Stu¨ckelung von Intervallen
Ausgehend von  = 0 werden im folgenden analog zu (1.29) Teilintervalle Ik,
k 2 IN berechnet. Durch Stu¨ckelung dieser soll eine bessere Abscha¨tzung fu¨r das
Gesamtintervall Ig := [1k=1Ik erreicht werden.
Wird derselbe Wert b fu¨r alle Intervalle Ik, k 2 IN verwendet, so gilt aufgrund
(1.28) fu¨r die dort jeweilige Anfangsfunktion y0;Ik:
ky0;Ikk  ky0k+ (k − 1)b; k 2 IN:




maxfjc1 − 1 + kb+ ky0kj+ jc2j; 1 + ~γg  (kb+ ky0k)















Daher ist die Gesamtintervalla¨nge jIgj =
P1
k=1 ck fu¨r alle b > 0 endlich. Um
eine Vorstellung von der Gro¨e von jIgj zu bekommen zeigt Abbildung 1.4 den
mit (1.30) berechneten Ausdruck
P106
k=1 ck bei verschiedenen Werten von b. Der








< 1:0  10−6
abgescha¨tzt werden. Trotz dieser verbesserten Abscha¨tzung (vgl. mit dem oben
verwendeten Fall b = 2) u¨bersteigt die maximale Gesamtla¨nge nicht den Wert
0:9. Das ist aber fu¨r eine Existenzaussage im betrachteten Gyrotronmodell mit
D = [0; 60] nicht ausreichend.
1.4.4 Problem (F )
In a¨hnlicher Weise wie Problem (G) ein Teilproblem vom Gesamtproblem (P )





p(#; ) d# wird das Randwertproblem fu¨r f betrachtet:
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Abbildung 1.4: Numerisch berechnete maximale Intervalla¨nge jIgj =
P1
k=1 ck P106
k=1 ck in Abha¨ngigkeit von b.
Denition 6 (Problem (F )). Sei P 2 C(D ;C) gegeben. Gesucht ist eine ste-
tig dierenzierbare Funktion f : D ! C , welche das Randwertproblem
d2
d2










erfu¨llt. Diese Aufgabenstellung wird als Problem (F ) bezeichnet.
1.4.5 Eigenwertproblem zu (F )
Um die Existenz von Lo¨sungen von Problem (F ) zu kla¨ren, wird das zugeho¨rige
homogene Problem betrachtet. Zu kla¨ren ist, ob es nichtverschwindende Lo¨sungen















mit den in Abschnitt 1.2 eingefu¨hrten Gro¨en γ, R, D.
Problem (1.31) ist gema¨ [19, Seite 45] ein Sturm-Liouville Problem. Die
in (1.31) angegebenen Randbedingungen sind separierte Randbedingungen und
erfu¨llen die Voraussetzungen fu¨r das Theorem 4.6 in [19, Seite 49]. Dies besagt,
da Problem (1.31) eine unendliche Anzahl von Eigenwerten  besitzt. In [19,
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Abschnitt 4.6, Seite 61] werden selbst-adjungierte Sturm-Liouville Probleme de-
niert. Diese besitzen laut [19, Theorem 4.12] die Eigenschaft, da deren Eigen-
werte  alle reell sind. Es la¨t sich leicht nachrechnen, da die Randbedingungen
von (1.31) nicht den Denitionen fu¨r ein selbst-adjungiertes Sturm-Liouville Pro-
blem genu¨gen. Besta¨tigend dafu¨r sieht man an den berechneten Eigenwerten in
Abschnitt 1.4.6, da zumindest keiner der ersten 47 Eigenwerte reell ist.
Aufgrund der Funktionen γ und R werden die Eigenwerte und -funktionen
nicht analytisch sondern numerisch berechnet. Dazu wird das Intervall D a¨qui-
distant diskretisiert:  := 1
n
(out−0), k := 0 + k, fk = f(k), k = 0; : : : ; n.
Die Ableitungen werden in der u¨blichen Weise diskretisiert:
d2
d2
f(k)  fk+1 − 2fk + fk−1
2













Sowohl f−1 als auch fn+1 ko¨nnen eliminiert werden. Man erha¨lt das resultierende
homogene Gleichungssystem














a11 = 2 + 2
p
−γ(R(0))−2γ(R(0));
ak;k = 2−2γ(R(k−1)); k = 2; : : : ; n ;




~f = (f0; f1; : : : ; fn)
T :
Auallend an der Matrix A ist, da lediglich der Eintrag an+1;n+1 einen nicht-
reellen Wert besitzt. Alle anderen Eintra¨ge sind rein reell.
Mit der Matlab-Routine eigs [26] wurden Eigenwerte der Matrix A berech-
net. Hierbei wurde die Option ’SR’ (smallest real part) verwendet, wodurch die
Eigenwerte nach ihren Realteilen aufsteigend sortiert berechnet werden { begin-
nend mit dem Kleinsten. Bei einer Diskretisierung mit n = 1024 sind die ersten
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Abbildung 1.5: Die obere Grak zeigt die mit der Matlab-Routine eigs berech-
neten ersten 47 Eigenwerte  von A aufsteigend sortiert nach ihren Realteilen
(beginnend mit dem Kleinsten). In der Grak unten links sind die entsprechenden
ersten 10 Eigenfunktionen f mit blauem Real- und rotem Imagina¨rteil dargestellt.
Daneben f als Parameterkurve, also (<(f());=(f())).
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47 Eigenwerte in der oberen Grak in Abbildung 1.5 dargestellt. Die Grak unten
links zeigt die dazugeho¨rigen Eigenfunktionen f zu den ersten 10 Eigenwerten
(sortiert von oben nach unten). Sie wurden mit max2D jf()j = 1 normiert.
Dort ist jeweils der Realteil blau und der Imagina¨rteil rot gezeichnet. Unmittel-
bar rechts daneben ist f als Parameterkurve in der komplexen Ebene dargestellt,
also (<(f());=(f())). Man beachte, da f mit einer komplexen Zahl multipli-
ziert werden du¨rfte, welches neben einer Streckung i.a. auch eine Drehung der
angegebenen Kurven bewirkt.
Das Entscheidende an den berechneten Ergebnissen ist, da  = 0 kein Eigen-
wert ist (siehe obere Grak in Abbildung 1.5), und es folglich fu¨r das betrachtete
Randwertproblem mit  = 0 fu¨r f nur die triviale Lo¨sung existiert.
1.4.6 Lo¨sungen von Problem (F )
Entsprechend dem Theorem 1.2.3 aus [23] gilt fu¨r Problem (F ) die folgende Fred-
holmsche Alternative:
Satz 3. Seien q1(), q2() und P () stetig auf [a; b]. Dann gilt fu¨r beliebige ;  2
C die Alternative:
Entweder hat das Randwertproblem
Lf = f 00 + q1()f 0 + q2()f = P (); f 0(a) = f(a); f 0(b) = f(b) (1.32)
eine eindeutige Lo¨sung, oder das Randwertproblem
Lf = 0; f 0(a) = f(a); f 0(b) = f(b) (1.33)
hat eine nichttriviale Lo¨sung.
Beweis: Seien f (1), f (2) Lo¨sungen der Anfangswertprobleme
Lf (1) = P (); f (1)(a) = 1; f (1)
0
(a) = 
Lf (2) = 0; f (2)(a) = 1; f (2)
0
(a) = 
Aufgrund der Stetigkeit von q1, q2 und P sind f
(1) und f (2) eindeutig bestimmt.
Dann hat u( ; s) := f (1)() + sf (2)() die beiden Eigenschaften:
 Lu = Lf (1) + sLf (2) = P ();
 d
d
u(a; s) = f (1)
0
(a) + sf (2)
0
(a) =  + s = (1 + s) = u(a; s)
Das bedeutet, da u in (1.32) sowohl die inhomogene Dierentialgleichung Lu =
P als auch die Randbedingung d
d
u(a; s) = u(a; s) bei a erfu¨llt. Um die Rand-
bedingung bei b zu erfu¨llen mu¨te gelten:
d
d
u(b; s) = u(b; s)
, s(f (2)0(b)− f (2)(b)| {z }
=:Z
) = −f (1)0(b) + f (1)(b)
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Hier gibt es zwei Alternativen:
 Z 6= 0: Hieraus folgt aus der soeben erhaltenen Gleichung, da ein eindeutiges
s 2 C existiert, und somit u eindeutige Lo¨sung von (1.32) ist.
 Z = 0: Dies bedeutet laut Denition von Z, da f (2) die Randbedingung
f (2)
0
(b) = f (2)(b) erfu¨llt und somit Lo¨sung von (1.33) ist. Aufgrund seiner obigen
Anfangsbedingung handelt es sich bei f (2) um eine nichttriviale Lo¨sung.
Aus diesem Satz und aus den berechneten Eigenwerten  folgt fu¨r das Randwert-




p(#; ) d# eine
eindeutige Lo¨sung f besitzt.
1.5 Erhaltung des Energieflusses
Bei der mathematischen Modellierung eines physikalischen Problems { wie im
Fall des Gyrotron Resonators { gilt natu¨rlich in erster Linie das Augenmerk z.B.
der Bewegungsgleichung der Elektronen beziehungsweise der Wechselwirkung mit
einem elektromagnetischen Feld. Nachdem die Gleichungen mittels Na¨herungen,
Vereinfachungen und Abscha¨tzungen hergeleitet worden sind, stellt sich die Frage,
ob das erhaltene Modell weiterhin spezielle, aber grundlegende physikalischen
Eigenschaften besitzt. Hierzu za¨hlt zum Beispiel die Energieerhaltung. Aus den
gegebenen Dierentialgleichungen (1.1) fu¨r ein Gyrotron kann eine Konstante der
Bewegung gewonnen werden, die den Energieflu des Systems widerspiegelt.
Satz 4. Sei (p; f) Lo¨sung des Dierentialgleichungssystems (1.1) und sei p auch
bzgl. # stetig dierenzierbar. Dann gibt es eine Erhaltungsgro¨e E 2 IR, welche
gegeben ist durch





jpj2 d#+ 2=(ff  ); fu¨r alle  2 D : (1.34)
Um die Gro¨e des Energieflusses E der Welle in (1.34) einfach auswerten
















); fu¨r alle  2 D:
Hier bezeichnet der Index x bzw. y den Real- bzw. Imagina¨rteil der jeweiligen
Funktion und 0 die Ableitung nach  .
Die Idee des Beweises ist es, die Dierentialgleichungen fu¨r p und f in den
Gyrotrongleichungen (1.1) so umzuformen, da der entsprechende Ausdruck be-
zu¨glich  integriert werden kann. Das Integral (1.34) stellt sich als konstant und
reell heraus.
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Beweis: Zuna¨chst wird die Dierentialgleichung fu¨r p aus (1.1) mit dem konju-
giert komplexen p multipliziert:
pp = −i (c1 − 1 + jpj2)pp + ifp:
Addiert man zu dieser Gleichung die entsprechende komplex konjugierte Glei-
chung, so verschwindet der Summand mit dem Ausdruck pp, und man erha¨lt:
pp + p p = i(fp
 − f p):
Aufgrund der Kettenregel (pp) = pp + pp la¨t sich die Gleichung weiter
umformen:
(pp) = i(fp − f p): (1.35)
In analoger Weise la¨t sich aus der Dierentialgleichung fu¨r f in (1.1) die Glei-
chung





(pf  − pf) d# (1.36)
gewinnen, wobei entsprechend fu¨r die linke Seite gilt:
(ff  − f f) = ff  − f f : (1.37)
Nun wird (1.35) u¨ber # integriert und dabei Dierentiation und Integration mit-
einander vertauscht. Unter der Annahme einer stetig dierenzierbaren Funktion











(fp − f p) d# (1:36)= 2i
c2











− 2=(ff  )

:





jpj2 d# = −2=(ff  ) + const; fu¨r alle  2 D:
Neben −2=(ff  ) ist auch der Integralterm
R 2
0
jpj2 d# reellwertig. Folglich gilt





jpj2 d#+ 2=(ff  ) 2 IR:
Der erste Summand in (1.34) spiegelt physikalisch die Gesamtenergie der Elek-
tronen wieder welche sich in einer senkrecht zur z-Achse gelegten Querschnitts-
fla¨che bei  benden. Der zweite Summand repra¨sentiert die Energie, welche in
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dieser Querschnittsfla¨che im elektromagnetischen Feld gespeichert ist und durch
die Funktion f beschrieben wird. Folglich bezeichnet die Gro¨e E den Energief-
lu des Systems. Doch welchen Wert besitzt diese Invariante? Zur Beantwortung
dieser Frage wird die Funktion f in Polarkoordinaten betrachtet:
f() = rf()e
i’f (): (1.38)













; fu¨r alle  2 D : (1.39)




’f j=0 = 0:








j=0 (1:2)= c2: (1.40)




jpj2 d# < c2), so fliet diese in die
elektromagnetische Welle (−2r2f  dd’f > 0). Deren Energie kann daher entweder
durch eine Vergro¨erung ihrer Amplitude rf oder durch eine Erho¨hung des Aus-
drucks d
d
’f erreicht werden. Aus der Polardarstellung von f erha¨lt man nach
(1.8) fu¨r f bei out die Bedingung
d
d
’f j=out = −
p
γ(R(out)):





’f j=out = 2r2f(out) 
p
γ(R(out))
schreiben und somit { bei konstanter Radiusfunktion R { in einfacher Weise allein
durch rf(out) auswerten.
Eine erzeugte Welle am Resonatorende besitzt einen positiven Energiebetrag,
d.h. −2r2f  dd’f > 0. Folglich ist hier dd’f < 0. Anschaulich bedeutet dies,
da die Welle am Resonatorende eine mathematisch negativ orientierte Drehbe-
wegung ausfu¨hrt. Diese Feststellung steht sowohl im Einklang mit der in (1.8)
angegebenen Randbedingung fu¨r f bei out als auch mit den numerisch berech-
neten Ergebnissen (siehe hierzu Abbildung 3.7, Seite 100).
Wie wir spa¨ter in Abschnitt 3.3 sehen werden, gibt es fu¨r den Energieflu
auch eine bezu¨glich # semidiskretisierte Form, welche bei Verwendung geeigneter
Integrationsverfahren ebenfalls konstant in  ist.
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und dem Wirkungsgrad (1.6) den folgenden Zusammenhang:




jp(#; out)j2 d# = E − Ep(out)
E
1.6 Hamiltonsystem fu¨r p
Ein weiterer Formalismus bezu¨glich der Energieerhaltung kann u¨ber die Hamilton-
Funktion fu¨r p erhalten werden. Im Unterschied zu vorherigem Abschnitt wird in
diesem nicht das gesamte System bestehend aus Elektronen und Welle betrachtet,
sondern nur Problem (G) und zwar zuna¨chst lediglich fu¨r ein einzelnes Elektron.
Anschlieend ko¨nnen Aussagen bezu¨glich der Menge aller Elektronen getroen
werden.
1.6.1 -abha¨ngige Hamilton-Funktion
Betrachtet wird in (G) die Dierentialgleichung fu¨r p bei festgehaltenem Wert #:
dp
d
+ i(c1 − 1 + jpj2)p = if; fu¨r alle  2 D ; # 2 D# fest
mit stetiger Funktion f . Hieraus wird im folgenden eine -abha¨ngige Hamilton-
Funktion H berechnet. Es werden zuna¨chst p und f in ihre Real- und Imagina¨rtei-
le zu u = <(p), v = =(p) bzw. x = <(f), y = =(f) getrennt:
p = u+ iv und f = x+ iy: (1.41)
Eingesetzt in die Dierentialgleichung fu¨r p erha¨lt man das reelle System
du
d
= −y + (c1 − 1 + u2 + v2)v
dv
d
= x− (c1 − 1 + u2 + v2)u: (1.42)












zu erfu¨llen (siehe z.B. [16]). Im betrachteten Fall (G) kann eine Funktion H durch




(u2 + v2)2 +
1
2
(c1 − 1)(u2 + v2)− xu− yv (1.44)
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berechnet werden. U¨ber x() und y() ist H von  abha¨ngig.
Wie man bereits an Abbildung 1.2 erkennen kann, besitzt H die folgende
Symmetrie:
Satz 5. Sei  fest, (x(); y()) = (x; y) 2 IR2. Dann ist die in (1.44) angegebene
Funktion H : IR2 ! IR symmetrisch zur Ebene f(a; b; c) 2 IR3j ya− xb = 0g.
Beweis: Betrachtet man den Ausdruck 1
4
(u2 + v2)2 + 1
2
(c1 − 1)(u2 + v2) der er-
sten beiden Summanden von H , so erkennt man, da dieser bezu¨glich u und v
rotationssymmetrisch zur z-Achse f(a; b; c) 2 IR3j a = 0; b = 0g ist. Also ist er ins-
besondere auch symmetrisch bezu¨glich jeder Ebene, welche die z-Achse entha¨lt.
Der Ausdruck −xu−yv, welcher die letzten beiden Summanden von H darstellt,
ist in u und v symmetrisch bezu¨glich der Ebene f(a; b; c) 2 IR3j ya − xb = 0g.
Dies wird ersichtlich in der Darstellung als Skalarprodukt:





Fat man beide Betrachtungen u¨ber die einzelnen Teilausdru¨cke in der Hamilton-
Funktion zusammen, so erha¨lt man, da H in u und v symmetrisch zur Ebene
f(a; b; c) 2 IR3j ya−xb = 0g ist. Folglich sind alle Lo¨sungskurven von H(u; v) = C
achsensymmetrisch zu dieser Ebene.
Anhand der linken Grak in Abbildung 1.2 auf Seite 9 soll dieser Sachverhalt
exemplarisch gezeigt werden: Der fu¨r die Grak verwendete Wert f = 0:1 liefert
mit seinem realen und imagina¨ren Teil x = 0:1 und y = 0 die Symmetrieebene
f(a; b; c) 2 IR3j − 0:1  b = 0g. Das ist genau die x-z-Ebene.
1.6.2 Eigenschaft der Fla¨chenerhaltung
In sehr vielen mechanischen Systemen ist die Hamilton-Funktion lediglich von u,
v abha¨ngig, jedoch nicht von der Integrationsvariable  . In einem solchen Fall
ko¨nnen zwei Aussagen u¨ber das System getroen werden:
Zum einen hat eine -unabha¨ngige Hamilton-Funktion H die Eigenschaft, da
sie entlang einer Lo¨sungstrajektorie (u(#; :); v(#; :))T fu¨r festes # konstant ist:
H(u(#; ); v(#; )) = H(u(#; 0); v(#; 0)) = const; fu¨r alle   0;
# 2 D# fest: (1.45)
Meist entspricht hierbei der Wert von H entlang der Trajektorie der Energie des
Teilchens (u; v), welche wa¨hrend der Integration erhalten bleibt.
Zum anderen hat das System die Eigenschaft der Fla¨chenerhaltung. Das be-
deutet, da alle Punkte (u; v)T einer bei 0 gegebenen Fla¨che A(0)  IR2 vermo¨ge
der Dierentialgleichungen (1.43) auf eine Fla¨che A() fu¨r  > 0 abgebildet wer-
den, welche den gleichen Fla¨cheninhalt jA()j besitzt. Es ist
jA()j = const; fu¨r alle   0: (1.46)
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Betrachtet man die fu¨r unseren Fall berechnete Hamilton-Funktion (1.44),
so stellt man fest, da H nicht nur u¨ber u und v, sondern zusa¨tzlich u¨ber die
Funktionen x und y (Real- und Imagina¨rteil von f) von  abha¨ngig ist. Dies hat
unmittelbar zur Folge, da (1.45) im allgemeinen nicht mehr erfu¨llt ist.2 Dennoch
ist die Bedingung (1.46) einer fla¨chentreuen Abbildung weiterhin erfu¨llt, da das
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Fu¨r die Lo¨sung (u; v) des Dierentialgleichungssystems (1.42) bedeutet dies spezi-
ell, da der Fla¨cheninhalt jA()j, welcher von der Kurve (u(:; ); v(:; ))  IR2 bei
festem  eingeschlossen wird, fu¨r alle  konstant bleibt. Obwohl sich der Rand der
Fla¨che A aufgrund der Dierentialgleichung vera¨ndern wird, kann der Fla¨chen-
inhalt jAj aufgrund der bekannten Anfangsbedingung p(#; 0) = ei#, # 2 [0; 2]
explizit angegeben werden:
jA()j = jA(0)j =
Z
A
du dv =   3:14159265; fu¨r alle   0:
Die Eigenschaft der Fla¨chenerhaltung kann dazu verwendet werden, die nume-
rischen Fehler zu untersuchen. Dies soll fu¨r das Problem (P0) vorgefu¨hrt werden:
Bei der Berechnung einer Lo¨sung p = u+ iv und der anschlieenden Berechnung
der von der Kurve (u(; ); v(; )) bei festem   0 eingeschlossenen Fla¨che tre-
ten drei numerische Fehler auf: Der erste resultiert aus der Diskretisierung des
Intervalls D#. Der zweite entsteht durch das Lo¨sen der Dierentialgleichung in
 . Und der dritte numerische Fehler entsteht schlielich bei der Berechnung der
Fla¨che jA()j.
Abbildung 1.6 zeigt die eingeschlossene Fla¨che A() fu¨r  = 24:940 (linkes
Bild),  = 32:081 (mittleres Bild) beziehungsweise fu¨r  = 40:190 (rechtes Bild).
Die hier durchgefu¨hrten Berechnungen wurden in Matlab programmiert. In # wur-
de ein a¨quidistantes Gitter mit der Schrittweite h# =
2
n#
mit n# = 2048 gewa¨hlt.
Zur Integration in  wurde das Runge-Kutta-Verfahren (A.5)3 der Ordnung 3(4)
mit adaptiver Schrittweite verwendet. Zur Berechnung von jAj wird zuna¨chst die
Leibniz-Sektorformel (siehe z.B. [28]) betrachtet. Mit ihr berechnet sich der orien-
tierte Fla¨cheninhalt jA()j der geschlossenen doppelpunktfreien Parameterkurve
2Fu¨r eine nicht-autonome Hamilton-Funktion H(u; v; ) la¨t sich formal immer eine auto-
nome Hamilton-Funktion ~H angeben:






Dieser Weg wird hier nicht weiter verfolgt.
3siehe Anhang A
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Abbildung 1.6: Numerisch berechnete Fla¨chen jA()j fu¨r  = 24:94 (linkes Bild),
 = 32:08 (mittleres Bild) und  = 40:19 (rechtes Bild)








(#; )− v(#; )du
d#
(#; )] d#: (1.47)
Fu¨r eine numerische Auswertung dieses Ausdrucks werden die durch die Diskreti-















0@ uk+1 − ukvk+1 − vk
0
1A (1.48)
Hierbei werden die einzelnen Dreiecks-Fla¨chenstu¨cke Ak() u¨ber das Kreuzpro-
dukt berechnet und aufsummiert. Da u¨ber das Kreuzprodukt bereits die Ori-
entierung der einzelnen Dreiecksfla¨chen beru¨cksichtigt ist, kann mit (1.48) der
orientierte Fla¨cheninhalt einer von einer beliebigen doppelpunktfreien Kurve ein-
geschlossenen Fla¨che in der Ebene approximiert werden.
Zusammenfassend gilt der folgende












p) d# = ; fu¨r alle   0:
Beweis: Aufgrund der in Problem (G) verwendeten stetigen Funktion f ist p
nach (1.17) beschra¨nkt. Folglich ist der Ausdruck F = −i(c1−1+jpj2)p+if in der
Dierentialgleichung fu¨r p nach der in (1.25) gemachten Abscha¨tzung lipschitz-
stetig und somit ist p eindeutig bestimmt. Hieraus folgt, da die Parameterkurve
p(; ) fu¨r festes  aufgrund ihrer Anfangsbedingung p(#; 0) = ei#, # 2 D# eine
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doppelpunktfreie Kurve erzeugt. Die Verwendung der Leibnitz-Formel (1.47) ist








































erha¨lt man die angegebene Formel fu¨r die Erhaltungsgro¨e jAj.
Abbildung 1.6 zeigt, da fu¨r fortschreitendes  der numerisch berechnete Wert
fu¨r jA()j leicht abnimmt. Der mit zirka 2:2% groe Fehler in jA()j fu¨r  = 40:190
bezu¨glich seines Sollwertes von  stammt allerdings wohl in erster Linie nicht aus
der Diskretisierung in  und deren Integration, sondern aus der Diskretisierung in
# und dem Fehler bei der Berechnung der Fla¨che jA()j. Wie man in der rechten
Grak in Abbildung 1.6 sieht, geht durch die Linearisierung zwischen den be-
rechneten Punkten (uk; vk)
T ein nicht unwesentlicher Fla¨chenanteil verloren. Die
dort weit auseinanderliegenden Punkte (uk; vk)
T besitzen die zugeho¨rigen Para-
meterwerte 0:35  #  0:55, in denen die Lo¨sung empndlich von den Anfangs-
bedingungen abha¨ngt. Weitere Untersuchungen hierzu nden sich in Abschnitt
3.4.
Wie man vor allem in der rechten Grak in Abbildung 1.6 erkennen kann,
ko¨nnte die Fla¨che jAj besser approximiert werden, wenn die Parameterkurve
p(; ) adaptiv angepat und entsprechend verfeinert werden wu¨rde. Eine Git-
teradaption von p in # wird in Abschnitt 3.7 diskutiert.
1.6.3 Unvermeidbare Energieaufnahme von Elektronen
Betrachtet man in Abbildung 1.6 die rechte Grak, so erkennt man, da sich
viele Elektronen, welche mit je einem Stern  gekennzeichnet sind, im Innern des
Einheitskreises benden und diese zum Nullpunkt eine Entfernung von ca. 0:5
besitzen. Das bedeutet, da sie einen Teil ihrer Energie abgegeben haben (siehe
Abschnitt 1.5). Diesen Prozess des Anha¨ufens, welcher sich bereits in der linken
Grak in Abbildung 1.6 abzeichnet, wird als \bunching" bezeichnet. Aufgrund
der in Abschnitt 1.6.2 betrachteten Aussagen u¨ber die Fla¨chenerhaltung erkennt
man, da es neben den vielen Elektronen, welche Energie abgeben (d.h. jpj < 1),
auch welche geben mu, die Energie aufnehmen (d.h. jpj > 1), damit gewa¨hrleistet
wird, da die von der Kurve (u(; ); v(; ))T eingeschlossene Fla¨che A weiterhin
einen Inhalt von  besitzt.
Aus der Eigenschaft der Fla¨chenerhaltung erha¨lt man daher den folgenden
Satz 7. Seien die Voraussetzungen von Satz 2 erfu¨llt, und die Anfangsbedingung
(1.2) fu¨r p gegeben. Gibt es ~# 2 [0; 2] und ~ 2]0; c] mit jp(~#; ~)j < 1, dann
existiert ein Intervall D  [0; 2] mit jp(#; ~)j > 1 fu¨r alle # 2 D.
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Abbildung 1.7: Skizze zum Beweis von Satz 7.
Beweis: Eine Skizze zum Beweis ist in Abbildung 1.7 dargestellt. Mit ~p := p(~#; ~)
gibt es aufgrund j~pj < 1 eine -Umgebung ~U := B(~p; )  C mit  > 0 um ~p,
welche im Einheitskreis liegt: ~U  B(0; 1). Aufgrund der stetigen Abha¨ngigkeit
von den Anfangswerten nach Satz 2 gibt es fu¨r p(~#; 0) = e
i~# eine -Umgebung
B(p(~#; 0); )  C von p(~#; 0) mit  > 0, soda alle Punkte dieser Umgebung
vermittels der Dierentialgleichung fu¨r p in ~U abgebildet werden. Aufgrund der
Anfangsbedingung (1.2) fu¨r p besitzt die Menge U1 := B(p(~#; 0); )nB(0; 1) einen
Fla¨cheninhalt von mehr als 1
2
2. Aufgrund der Anfangsbedingung fu¨r p und
der Lipschitz-Stetigkeit der Dierentialgleichung erha¨lt man fu¨r p(; ) fu¨r jedes
0    c eine einfach geschlossene, doppelpunktfreie Kurve in C { also ei-
ne Jordankurve. Damit teilt p(; ) die komplexe Ebene in ein inneres und ein
a¨ueres Gebiet (Jordanscher Kurvensatz [25, Theorem 9.4.1]). Aufgrund obiger
Konstruktion geho¨rt U1 zum a¨ueren Gebiet. Das Bild ~U1 von U1 vermittels der
Dierentialgleichung fu¨r p geho¨rt ebenfalls zum a¨ueren Gebiet und hat die Ei-
genschaft ~U1  ~U  B(0; 1). Desweiteren gilt aufgrund der fla¨chenerhaltenden
Eigenschaft (1.46): j ~U1j = jU1j > 122. Mit ~U1 wurde eine Fla¨che konstruiert,
welche einen nicht-verschwindenden Fla¨cheninhalt besitzt, nicht Teilmenge der
von der Parameterkurve p(; ~) umschlossenen Fla¨che A(~) ist und im Einheits-
kreis liegt.
Die getroenen Vorbereitungen erlauben es, einen Widerspruchsbeweis zu fu¨hren:
Es gelte die Annahme jp(#; ~)j  1, fu¨r alle # 2 [0; 2]:
Aufgrund obiger Konstruktion benden sich im Einheitskreis mindestens die bei-
den disjunkten Fla¨chen A(~) und ~U1, welche allerdings Aufgrund des Satzes 6
einen Fla¨cheninhalt von jA(~) [ ~U1j = jA(~)j + j ~U1j >  + 122 >  besitzen,
was einen Widerspruch erzeugt. Folglich gibt es ein # 2 [0; 2] mit jp(#; ~)j > 1.
Sowohl fu¨r # 2 f0; 2g als auch fu¨r # 2]0; 2[ existiert aufgrund der Stetigkeit
der Parameterkurve p(; ~) ein Intervall D  [0; 2], so da gilt: jp(#; ~)j > 1 fu¨r
alle # 2 D.
Aufgrund des Ausdrucks jpj, welcher in Satz 4 zur Berechnung der Bewe-
gungsenergie der Elektronen verwendet wird, la¨t sich die Aussage von Satz 7
physikalisch wie folgt interpretieren:
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Immer wenn es Elektronen gibt, die Energie abgeben, wird es Elektronen geben,
die Energie aufnehmen. Auch bei einem Gyrotron mit hohem Wirkungsgrad ?,
bei dem viele Elektronen mo¨glichst viel ihrer anfa¨nglichen Energie zugunsten der
Welle f abgeben, wird es immer Elektronen geben, welche Energie aufnehmen.
Dieses Ergebnis ist sehr erstaunlich, zumal es physikalisch nicht zwingend not-
wendig zu sein scheint (betrachte hierzu die Graken in Abbildung 1.6).
Da die Eigenschaft der Fla¨chenerhaltung eine Eigenschaft der Dierentialglei-
chung fu¨r p ist und daher bereits im Cold-Cavity Modell vorhanden ist, kann man
sich die Aussage von Satz 7 im Nachhinein an den in [18, Seiten 17-19] gemachten
Parameterstudien ansehen und besta¨tigen.
1.6.4 Beschra¨nkte Lo¨sung p fu¨r konstantes f
Im Fall einer konstanten Funktion f 6= 0 ist die in (1.17) gegebene Abscha¨tzung
von jpj fu¨r beliebiges Intervall D nicht beschra¨nkt. Speziell hierfu¨r kann mit-
hilfe der in Abschnitt 1.6.1 berechneten Hamilton-Funktion H eine Abscha¨tzung
angegeben werden, bei der jpj fu¨r alle  beschra¨nkt ist.
Satz 8. Sei f0 2 C und f : IR! C mit f() = f0, fu¨r alle   0. Dann besitzt
(G) eine eindeutige und beschra¨nkte Lo¨sung p:
jp(#; )j  rT ; fu¨r alle # 2 D#;  > 0
mit rT > 0.
Beweis: Gegeben sei die bezu¨glich  konstante Funktion f() = f0, sowie die in
(G) gegebene stetige Anfangsbedingung fu¨r p zu p0(#;  = 0) := e
i#, # 2 D#. Aus
Abschnitt 1.6.1 ist bekannt, da fu¨r die Hamilton-Funktion H = 1
4
(u2 + v2)2 +
1
2
(c1 − 1)(u2 + v2) − xu − yv in (1.44) fu¨r Lo¨sungen p(#; ) = u(#; ) + iv(#; ),
# 2 D# fest, u = <(p), v = =(p) mit f = x+ iy, x; y 2 IR nach (1.45) gilt:
H(u(#; ); v(#; )) = H(u(#; 0); v(#; 0)) = const =: C#; fu¨r alle   0;
# 2 D# fest:
Aufgrund der Stetigkeit von p0, der Stetigkeit von H und der Kompaktheit des
Intervalls D# existiert CT := max#2D#(C#) 2 IR , so da gilt:
C#  CT ; fu¨r alle # 2 D#: (1.49)
Die in (1.44) gegebene explizite Darstellung der Hamilton-Funktion H wird im
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Dieses Ergebnis zeigt, da die Hamilton-Funktion H fu¨r jede Parameterkurve




Folglich ist die Menge DT := f(u; v) 2 IR2jH(u; v)  CTg beschra¨nkt. Das heit,
es gibt ein rT > 0, so da gilt:p
u2 + v2  rT ; fu¨r alle (u; v) 2 DT :
Da f(u(#; ); v(#; )) 2 IR2j # 2 D#;   0g  DT aufgrund von (1.49) erfu¨llt
ist, ist auch jede Parameterkurve (u(#; ); v(#; )), # 2 D# und folglich die ge-
samte Lo¨sung p der Dierentialgleichung fu¨r p in (1.1) mit obigem Anfangswert
beschra¨nkt:
jp(; )j  rT ; fu¨r alle   0:
Aufgrund dieser Beschra¨nkung erha¨lt man fu¨r die Dierentialgleichung d
d
p =
−i(c1 − 1 + jpj2)p+ if = F (p) eine globale Lipschitz-Stetigkeit:
jF (p1)− F (p2)j = j(c1 − 1 + jp1j2)p1 − (c1 − 1 + jp2j2)p2j
 (jc1 − 1j+ 2r2T )  jp1 − p2j:
Dies liefert die Eindeutigkeit der Lo¨sung p.
1.7 Stabilita¨tsbetrachtungen
In diesem Abschnitt wird die Lo¨sung des Dierentialgleichungssystems (1.1) spe-
ziell am Resonatorende, also fu¨r   out untersucht. Hierzu wird die in der Dif-
ferentialgleichung auftretende -abha¨ngige Funktion R als konstante Funktion
fortgesetzt. Damit wird ein dem Resonator anschlieender zylindrischer Hohllei-
ter modelliert. Da fu¨r die Funktion f in diesem Bereich eine Welle erwartet wird,
ko¨nnen hier durch Verwendung eines entsprechenden Ansatzes fu¨r die Funktio-
nen p und f analytische Lo¨sungen berechnet werden. Dies wird in Abschnitt 1.7.1
durchgefu¨hrt. Fu¨r eine Stabilita¨tsuntersuchung werden in Abschnitt 1.7.2 die er-
haltenen analytischen Lo¨sungen mit Sto¨rfunktionen versehen und mittels linearer
Stabilita¨tsanalyse die Eigenwerte des Systems berechnet.
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1.7.1 Lo¨sung im Hohlzylinder
Im folgenden wird die Lo¨sung des Dierentialgleichungssystems (1.1) eines Gyro-
trons betrachtet, wobei das Augenmerk nicht auf der Lo¨sung fu¨r  2 D liegt, son-
dern darin, wie sich die Lo¨sung nach Verlassen des Resonators, also fu¨r   out,
verha¨lt. Dazu wird die Radiusfunktion R fu¨r  > out mit dem Wert R(out)
konstant fortgesetzt. Damit gilt fu¨r die nach (1.3) denierte Funktion γ:
γ(R()) = γ(R(out)) = const; fu¨r   out:
Im Fall der vorgegebenen Funktion R nach Abbildung 1.1 und den in (3.28) gege-
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fu¨r   out. Da erwartet wird, da sich fu¨r f eine Welle ausbildet, wird fu¨r eine
analytische Lo¨sung der folgende Ansatz gewa¨hlt:
p(#; ) = ~peip ; f() = ~feif  ; (1.51)
mit den Konstanten ~p, ~f 2 C, p, f 2 IR. Zu beachten ist, da der Ausdruck fu¨r
p in (1.51) bereits vereinfacht ist, wobei er als unabha¨ngig von # angenommen
wird. Diese Vereinfachung ermo¨glicht es, den Integralterm in der Dierentialglei-
chung fu¨r f analytisch berechnen zu ko¨nnen. Nach Einsetzen von (1.51) in obiges
Dierentialgleichungssystem erha¨lt man das Gleichungssystem
(p + c1 − 1 + j~pj2)~p = ~fei(f−p)
(γ − 2f) ~f = c2 ~pei(p−f )
fu¨r die unbekannten Gro¨en ~p, ~f , p und f . Auf der linken Seite steht jeweils
ein konstanter Ausdruck, wa¨hrend die rechte Seite von  abha¨ngig ist. Damit die
Gleichungen fu¨r alle   out erfu¨llt werden ko¨nnen, mu gelten:
f = p =:  oder ( ~f = 0 und ~p = 0):
Aufgrund der Erhaltung des Energieflusses (siehe Abschnitt 1.5) ist es aufgrund
von c2 > 0 nicht mo¨glich, da p und f gleichzeitig 0 werden. Sonst na¨mlich wu¨rde




0 d# + 2=(0  f  ) = 0, obwohl nach (1.40) gilt
E = c2. Folglich mu die Bedingung f = p =  gelten. Das Gleichungssystem
kann daher weiter vereinfacht werden:
(+ c1 − 1 + j~pj2)~p = ~f
(γ − 2) ~f = c2 ~p: (1.52)
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Hier kann man aus der ersten der beiden Gleichungen folgern, da mit ~f 6= 0 auch
~p 6= 0 gilt. Durch Elimination von ~f erha¨lt man die folgende reelle Gleichung:
(+ c1 − 1 + j~pj2)(γ − 2) = c2: (1.53)
Fu¨r jeden Wert ~p 2 C gibt es fu¨r die gegebenen Werte c1 und c2 nach (1.53)
drei Werte k, k = 1; 2; 3 fu¨r , mit denen man z.B. aus einer der Gleichungen in
(1.52) drei entsprechende Werte ~fk, k = 1; 2; 3 fu¨r ~f erhalten kann. Jedes Tupel
(~p; ~fk), k = 1; 2; 3 liefert bezu¨glich der getroenen Vereinfachungen (1.51) eine
analytische Lo¨sung des Systems (1.50).
Fu¨r eine Abscha¨tzung der Werte k, k = 1; 2; 3 wird die Konstante c2 aufgrund
ihres mit 0:0021 (siehe (3.28)) kleinen Wertes in (1.53) vernachla¨ssigt, wodurch
sich die drei Nullstellen na¨herungsweise zu
1;2  pγ  0:9259; 3  1− c1 − j~pj2 (1.54)
ergeben.
Fu¨r eine weitergehende Betrachtung spielt lediglich der Wert 3 eine physika-
lische Rolle, da er mit seinem betragsma¨ig kleineren Wert die sich in  langsam
vera¨ndernde Lo¨sung beschreibt. Die beiden anderen Nullstellen 1, 2 sind ledig-
lich von analytischem Wert. In der Stabilita¨tsuntersuchung, welche im folgenden
Abschnitt durchgefu¨hrt wird, wird daher 3 verwendet. Mit c1 = 0:439 und dem
Wertebereich [0; 1:1] von jpj ist es ausreichend, 3 im Bereich [−0:6; 0:6] zu be-
trachten.
1.7.2 Stabilita¨t der Lo¨sungen
Wie in Abschnitt 1.7.1 berechnet erha¨lt man fu¨r jeden Wert ~p 6= 0 und den nach
(1.53) entsprechenden Werten fu¨r  und ~f 6= 0 die analytischen Lo¨sungen
p() = ~pei und f() = ~fei
von System (1.50) fu¨r   out. Fu¨r eine Stabilita¨tsanalyse der berechneten
Lo¨sungsfunktionen p und f werden diese mit Sto¨rfunktionen p1 und f1 verse-
hen:
p() = ~pei(1 + p1()); f() = ~fe
i(1 + f1()): (1.55)
Da laut vorigem Abschnitt ~p 6= 0, ~f 6= 0 gilt, erha¨lt man nach Einsetzen von
(1.55) in (1.50) und Verwendung von g1 :=
d
d
f1 ein System erster Ordnung:





p1 − c2 ~p~f f1 − 2ig1
9>=>;
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Dieses System ist nichtlinear bezu¨glich p1. Daher wird fu¨r eine Stabilita¨tsanalyse
die erste Gleichung in p1 linearisiert. Man erha¨lt
p1; = −i











p1 − c2 ~p~f f1 − 2ig1
9>=>;
Hieraus erha¨lt man mit (1.52) fu¨r
y = (p1 + p









0 −ik 0 ik 0 0
−i(3k − 2(+ c1 − 1)) 0 ik 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
γ − 2 0 −(γ − 2) 0 0 −2i






verwendet worden ist. Man erkennt, da bei gegebenen Werten c1 = 0:439, c2 =
0:0021 und γ = γ0:8571 am Ende des Resonators die Matrix A nur noch von 
abha¨ngig ist. Das charakteristische Polynom von A in x la¨t sich berechnen zu
x2  (x4 +K1x2 +K2) (1.56)
mit den -abha¨ngigen Koezienten
K1 = 2γ + 2
2 + 3k2 − 2k− 2kc1 + 2k
K2 = 2k
2γ + 10k22 − 6kγ− 2k3 − 2γ2 + 4
+γ2 − 2kγc1 + 2γk − 6k2c1 + 62k
Man erkennt zuna¨chst, da (1.56) die doppelte Nullstelle x1;2 = 0 besitzt. Mit
der Substitution X := x2 besitzt das noch verbleibende Polynom
X2 +K1X +K2 (1.57)
zwei Nullstellen X1;2. Abbildung 1.8 zeigt K1 und K2 in Abha¨ngigkeit von .
Man erkennt deutlich, da fu¨r  2 [−0:6; 0:6] beide Koezienten stets positiv
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Abbildung 1.8: Koezienten K1, K2 und K
2
1 − 4K2 bei gegebenen Werten c1 =
0:439, c2 = 0:0021 und γ = 0:8571 in Abha¨ngigkeit von  im Bereich [−1:1; 1:1].
sind. Auch die Diskriminante K21 − 4K2 ist in diesem Bereich gro¨er oder gleich
Null. Zusammen bedeutet dies, da die beiden Lo¨sungen X1, X2 von (1.57) gilt:
X1; X2 2 IR− [ f0g. Dies hat zur Folge, da die noch fehlenden Nullstellen x von
(1.56) auf der imagina¨ren Achse liegen, und somit insgesamt gilt
=(x) = 0; fu¨r alle Nullstellen x von (1.56), mit  2 [−0:6; 0:6]:
Wa¨ren die Realteile aller Eigenwerte der Matrix A negativ, dann wa¨re die in
Abschnitt 1.7.1 gefundene Lo¨sung (~p; ~f) asymptotisch stabil. Wa¨re der Realteil
auch nur eines Eigenwertes von A positiv, so wa¨re die Lo¨sung (~p; ~f) instabil.
Im betrachteten Fall fu¨r 3 aus (1.54) mit 3 2 [−0:6; 0:6] sind allerdings die
Realteile aller Eigenwerte gleich Null. Somit la¨t sich leider keine Aussage u¨ber
die Stabilita¨t bzw. Instabilita¨t der gefundenen analytischen Lo¨sung machen.




In diesem Kapitel wird das System (1.1) hergeleitet. Eine Zusammenstellung der
in diesem Kapitel verwendeten Bezeichnungen physikalischer Gro¨en ist in Tabelle
2.2 auf Seite 73 gegeben.
Die Herleitung des selbst-konsistenten Dierentialglchungssystems (1.1) wird
in drei Schritten durchgefu¨hrt: In Abschnitt 2.1 wird eine Eigenmode einer TE-
Welle in einem Gyrotron-Resonator berechnet. Die Herleitung der Bewegungsglei-
chungen fu¨r die Flugbahnen der Elektronen geschieht in Abschnitt 2.2. Die beiden
Resultate werden schlielich in Abschnitt 2.3 zusammengefu¨gt. Es resultiert ein
System, welches das elektromagnetische Feld und die Elektronen miteinander
koppelt.
Ausgehend von den Maxwell-Gleichungen werden die Eigenmoden in einem
zylindrischen Hohlleiter berechnet. Diese stellen eine gute Na¨herung an die Ei-
genmoden eines Gyrotron-Resonators dar. In dieser Arbeit werden nicht mehrere
Moden betrachtet, sondern nur diejenige, welche den Hauptanteil bei der Wechsel-
wirkung mit den Elektronen ausmacht. Die Bewegungsgleichungen der Elektronen
im Resonator lassen sich durch ein mittels Spulen erzeugtes homogenes Magnet-
feld mit Hilfe der Lorenzkraft beschreiben. Um hieraus ein selbst-konsistentes
Modell zu erhalten, werden die Bewegungsgleichungen der Elektronen dazu ver-
wendet, die Amplitudenfunktion der betrachteten Eigenmode zu bestimmen. So-
mit erha¨lt man ein Modell, welches die Elektronenbewegung mit der angeregten
Schwingung koppelt.
Beim sogenannten \cold-cavity"-Modell, welches z.B. in [18] behandelt wird,
wird die Amplitudenfunktion der Eigenmode als Gauglocke fest vorgegeben, und
die Impulse der Elektronen werden u¨ber entsprechende Dierentialgleichungen
berechnet. In diesem Modell erfolgt keine Ru¨ckkopplung auf die Amplituden-
funktion. Untersuchungen der Modellgleichungen eines Gyrotrons fu¨r die \cold-
cavity"-Approximation nden sich z.B. in [9].
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Die in diesem Kapitel durchgefu¨hrte Herleitung des selbst-konsistenten Dif-
ferentialgleichungssystems fu¨r die Bewegungsgleichungen der Elektronen und die
Amplitudenfunktion der Resonanzfunktion in einem Gyrotron-Resonator lehnt
sich an [14] an, wobei die dort nichtausgefu¨hrten Schritte und Berechnungen in
der vorliegenden Arbeit ausgefu¨hrt sind. Auch werden alle dort meist stillschwei-
gend getroenen Annahmen und Vereinfachungen aufgezeigt, sowie manch trick-
reiche Umformung spezieller mathematischer Ausdru¨cke, wie insbesondere der
Bessel-Funktion, explizit vorgefu¨hrt. Desweiteren liefert z.B. [4] eine Erweiterung
bezu¨glich mehrerer betrachteter Moden (welche in dieser Arbeit nicht gemacht
wird).
Abbildung 2.1 zeigt im Querschnitt den schematischen Aufbau eines Gyro-
trons. Durch die ringfo¨rmige Hauptspule wird ein starkes, zeitlich konstantes
Magnetfeld erzeugt, welches im Innern des Resonators nahezu homogen ist. Die
Elektronen, die von der ringfo¨rmigen Elektronenkanone emittiert werden, fliegen
auf helikalen Bahnen (siehe Abbildung 2.2) entlang der Feldlinien des Magnetfel-
des durch den Resonator. Nach dessen Verlassen prallt der Strahl der Elektronen
auf die Platten des Kollektors und wird dort aufgefangen. Beim Durchfliegen der
Elektronen durch den Resonator wird in ihm aufgrund der helikalen Bewegung
der Elektronen eine Eigenmode des Resonators zum Schwingen angeregt. Dabei
handelt es sich um eine elektromagnetische Schwingung, welche mit ihrer Fre-
quenz mit der Frequenz der oszillatorischen Bewegung der Elektronen nahezu
u¨bereinstimmt. Wie in Abbildung 2.1 dargestellt wird die angeregte elektroma-
gnetische Strahlung u¨ber die Antenne seitlich ausgekoppelt, mittels Reflektoren
gebu¨ndelt und verla¨t schlielich u¨ber das Ausgangsfenster das Gyrotron.
Die Bewegungsgleichungen der Elektronen im Resonator leiten sich aus der
Lorenzkraft
~F = q( ~E + ~v  ~B) (2.1)
ab (siehe [21]). Diese Kraft ~F erfa¨hrt ein Teilchen mit Ladung q und Geschwindig-
keit ~v, welches sich in einem Feld mit elektrischer Komponente ~E und magneti-
scher Komponente ~B bewegt. Im betrachteten Fall der Bewegung eines Elektrons
ist q die Elementarladung e. Herrscht kein elektrisches Feld (~E = 0), und ist das
magnetische Feld ~B im betrachteten Bereich konstant und homogen, so erfa¨hrt
das Elektron eine Lorenzkraft, welche zu einer helikalen Flugbahn \entlang der
Magnetfeldlinien" fu¨hrt (siehe Abbildung 2.2). Aufgrund der Gestalt dieser Flug-
bahn spricht man von \gyrierenden" Elektronen. Davon abgeleitet ist auch der
Name \Gyrotron".
Zwischen der Elektronenkanone und dem Kollektor ist eine Spannung ange-
legt, welche die Elektronen auf eine Geschwindigkeit von etwa 30% der Lichtge-
schwindigkeit beschleunigt. Daher sind bei der Herleitung schwach-relativistische
Eekte mit zu beru¨cksichtigen. Nach [21] ist der relativistische Impuls ~u eines









Abbildung 2.2: Flugbahn eines Elektrons in einem zeitlich konstanten, homogenen
Magnetfeld.
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Elektrons gegeben durch den Ausdruck
~u = m0γ~v (2.2)






mit v = j~vj und der Lichtgeschwindigkeit c. Das magnetische Feld ~B im Innern
des Resonators setzt sich aus der U¨berlagerung zweier Magnetfelder zusammen:
Zum einen dem von auen angelegten, homogenen und zeitlich konstanten Ma-
gnetfeld ~B0 und dem Magnetfeld ~Be, welches aufgrund der Anregung einer Mode
im Resonator entsteht. Es ist daher
~B = ~B0 + ~Be: (2.4)
Das Magnetfeld ~B0 sei im Bereich des Resonators axial zur z-Achse ausgerichtet
(siehe Abbildung 2.1) und hat somit die Form
~B0 := (0; 0; B0)
T = B0  z^; mit B0 2 IR (2.5)














Hierbei wurde jener Term mit ~Ft = (Fx; Fy; Fz)
T bezeichnet, welcher die Lorenz-
kraft darstellt, die lediglich vom angeregten elektrischen und magnetischen Feld
herru¨hrt. Mit der Herleitung dieses Feldes bescha¨ftigt sich der na¨chste Abschnitt.
2.1 TE-Welle
Fu¨r die Berechnung der Eigenschwingungen, welche in einem rotationssymmetri-
schen Resonator mit vorgegebener Radiusfunktion R(z) entstehen ko¨nnen, wird
zuna¨chst der Fall eines zylindrischen Hohlleiters betrachtet (siehe Abbildung 2.3).
Die z-Achse des kartesischen Koordinatensystems stimme dabei mit der Sym-
metrieachse u¨berein. Es gibt in einem zylindrischen Hohlleiter drei Typen von




Abbildung 2.3: links: zylindrischer Hohlleiter mit Radius R. rechts: rotationssym-
metrischer Hohlleiter mit z-abha¨ngiger Radiusfunktion R(z).
Die TEM-Moden (transversal elektro-magnetisch) zeichnen sich dadurch aus, da
sowohl die elektrische z-Komponente als auch die magnetische z-Komponente
verschwinden: ~Ez(x; y; z; t) = 0, ~Bz(x; y; z; t) = 0 fu¨r alle Raumpunkte (x; y; z)
im Resonator und fu¨r alle t 2 IR. Fu¨r die TE-Mode (transversal elektrisch) gilt
dementsprechend lediglich die Bedingung ~Ez(x; y; z; t) = 0 fu¨r alle Raumpunkte
(x; y; z) im Resonator und fu¨r alle t 2 IR, und fu¨r die TM-Mode (transversal
magnetisch) ist die Bedingung ~Bz(x; y; z) = 0 fu¨r alle Raumpunkte (x; y; z) im
Resonator und fu¨r alle t 2 IR erfu¨llt. Aufgrund der Flugbahn der Elektronen,
die durch die Lorenzkraft senkrecht zur z-Achse beschleunigt werden, werden
hauptsa¨chlich die TE-Moden zum Schwingen angeregt. Daher werden fu¨r die
weiteren Untersuchungen die TE-Moden in einem zylindrischen Hohlleiter mit
Radius R betrachtet (siehe z.B. [13] oder [31]).
Fu¨r eine elektromagnetische Welle mit elektrischem und magnetischem Anteil
~E und ~H, welche mit der Frequenz ! schwingt, gelten im Vakuum und ohne
Quellterme die Maxwell-Gleichungen in der Form
r ~E = −i!0 ~H
r ~H = i!0 ~E
r  ~E = 0
r  ~H = 0
(2.8)












Neben der Separation der Zeit t durch den Faktor ei!t kann entsprechend der Form
des zylindrischen Hohlleiters ein Separationsansatz bezu¨glich der Ausbreitungs-
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richtung einer Welle in z-Richtung mit der Wellenzahl kz durchgefu¨hrt werden:
~E(x; y; z; t) := ~e(x; y)eikzzei!t =
= (~e?(x; y) + ~ez(x; y))eikzzei!t;
~H(x; y; z; t) := ~h(x; y)eikzzei!t =
= (~h?(x; y) + ~hz(x; y))eikzzei!t:
9>>>=>>>; (2.10)
Fu¨r die x- und y-abha¨ngigen Felder ~e und ~h wird kein zusa¨tzlicher Separationsan-
satz verwendet. In (2.10) wurden sie lediglich in ihre transversalen (x-y-Richtung)
und longitudinalen (z-Richtung) Komponenten getrennt: ~e = ~e?+~ez, ~h = ~h?+~hz.
Da uns die Bestimmung der TE-Welle mit ~Ez(x; y; z; t) = 0 fu¨r alle Raum-
punkte (x; y; z) im Zylinder und fu¨r alle t 2 IR interessiert, gilt in unserem Fall
~ez = 0; (2.11)
und folglich
~E = ~e? eikzzei!t: (2.12)
Zur Berechnung von ~e? in (2.12) werden die Maxwell-Gleichungen (2.8) beno¨tigt.
Aus ihnen wird zuna¨chst hz berechnet, mit dem ~h? und schlielich ~e? berechnet
werden kann. Zuna¨chst wendet man \r" auf die 2. Gleichung in (2.8) an:
r (r ~H) = r (i!0 ~E)
) r(r ~H|{z}
=0
)−r2 ~H = i!0(r ~E)
) −r2 ~H = i!0(−i!0 ~H)




Bei Einsetzen der Darstellung von ~H in (2.10) in die soeben erhaltene Gleichung






und r2z := @
2
@z2
, und somit r2 = r2? + r2z die
Beziehung








) 0 = [(r2? + k2?)~h(x; y)]eikzz
) 0 = (r2? + k2?)(~h? + ~hz);






deniert wird. In der vektorwertigen Gleichung fu¨r ~h? und ~hz ko¨nnen die lon-
gitudinalen und transversalen Komponenten getrennt betrachtet werden. Man
erha¨lt
longitudinal: 0 = (r2? + k2?)~h?;
transversal: 0 = (r2? + k2?)~hz:
(2.14)
Die Gleichung fu¨r ~hz = z^hz mit dem Einheitsvektor z^ in z-Richtung stellt in ihrer
dritten Raumkomponente eine eindimensionale Dierentialgleichung fu¨r hz dar,
welche auf dem Querschnitt des zylindrischen Hohlleiters, also einem Kreis, zu















+ k2?)hz = 0:
Ein Separationsansatz
hz(; #) = ~J()  V (#)
liefert mit der Transformation ~r = k? und J(~r) = ~J() in einem Kreis mit
Radius R fu¨r die beiden Faktoren die Dierentialgleichungen
~r2J 00 + ~rJ 0 + (~r2 −m2)J = 0; mit m 2 IN0; (2.15)
V 00 = −m2V:
Die erste Gleichung ist die Dierentialgleichung fu¨r Bessel-Funktionen erster Art
(siehe (2.62)). Fu¨r eine stetige, beschra¨nkte, in # periodischen Lo¨sung hz erha¨lt
man mit der m-ten Bessel-Funktion Jm die Lo¨sungen
~J() = Jm(k?mn); k?mn :=
jmn
R
; n 2 IN;
jmn ist die n-te Nullstelle von Jm; (jmn > 0)
V (#) = ~Cme
−im#; m 2 ZZ; ~Cm 2 IR beliebiger Faktor.
(2.16)
Hierbei ist die physikalische Bedingung beru¨cksichtigt, da das magnetische Feld
an der Metallwand des zylindrischen Hohlleiters, welche als idealer Leiter ange-
nommen wird, verschwindet:
hz(; #)j=R = 0; fu¨r alle # 2 [0; 2]:
An den Faktoren ~J() und V (#) erkennt man, da der azimutale Index m die
Anzahl der Schwingungen von hz in Richtung # angibt, wobei der Index n auf
die durch die Bessel-Funktion angegebenen geda¨mpften Schwingungen in radia-
ler Richtung verweist. U¨ber die Formel (2.13), welche k? und kz miteinander
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deniert. Um die komplette Lo¨sung der z-Komponente des Magnetfeldes einer
TE-Welle im zylindrischen Hohlleiter mit Radius R zu erhalten, mu¨ten alle Ei-
genfunktionen Jm(k?mn)e−im# aufsummiert werden. Da in dieser Arbeit nicht
u¨ber den Energieaustausch oder die Konkurrenz verschiedener Moden eingegan-
gen wird, reicht es aus, sich auf eine bestimmte Mode mit Indizes m und n zu
konzentrieren. Unter dieser vereinfachenden Annahme erha¨lt man:
hz(; #) = ~CmJm(k?mn)e−im#;  2 [0; R]; # 2 [0; 2]: (2.17)
Um eine Beziehung der noch fehlenden Komponenten ~h? und schlielich ~e?
aus dem soeben berechneten ~hz = (0; 0; hz)
T zu erhalten, werden die Felder ~E
und ~H mit der Bedingung (2.11) fu¨r die TE-Welle in der Darstellung (2.10) in
die erste der vier Maxwell-Gleichungen in (2.8) eingesetzt. Mit r? := ( @@x ; @@y ; 0)T
und rz := (0; 0; @@z )T erha¨lt man
(r? +rz) ((~e?)eikzmnz) = −i!0(~h? + ~hz)eikzmnz
) (r?  ~e?)eikzmnz + ikzmn(z^  ~e?)eikzmnz = −i!0(~h? + ~hz)eikzmnz:
Nach Trennung der Komponenten in transversalen und longitudinalen Anteil
erha¨lt man die beiden Gleichungen
longitudinal: r?  ~e? = −i!0~hz
transversal: kzmn(z^  ~e?) = −!0~h?:
(2.18)
Analog erha¨lt man aus der zweiten der Maxwell-Gleichungen die in longitudinalen
und transversalen Anteil getrennten Bedingungen:
longitudinal: r? ~h? = i!0~ez (2:11)= 0
transversal: r? ~hz + ikzmn(z^ ~h?) = i!0~e?:
(2.19)
Mittels der Gleichung fu¨r ~h? in (2.18) und der Gleichung fu¨r ~e? in (2.19) kann














































Jetzt kann ~h? mittels des bekannten Ausdruckes fu¨r hz in (2.17) berechnet wer-
den. Aufgrund der Verwendung von Polarkoordinaten (; #) fu¨r hz wird der
Nabla-Operator r? ebenfalls in Polarkoordinaten verwendet. Dabei bezeichnet ^




































Um den gewu¨nschten Ausdruck fu¨r ~e? zu erhalten wird die Gleichung fu¨r die
transversale Komponente in (2.18) von links mit \z^" multipliziert:
kzmn(z^  (z^  ~e?)) = −!0z^ ~h?
z^(z^  ~e?| {z }
=0










In die soeben erhaltene Gleichung kann das berechnete Ergebnis fu¨r ~h? eingesetzt
werden. Man erha¨lt die transversale Komponente des elektrischen Feldes einer













Fat man die bisher berechneten Ergebnisse zusammen, so erha¨lt man aufgrund
(2.10), (2.11) und (2.20) das elektrische Feld wie folgt:





Jm(k?mn))^ + (ik?mnJ 0m(k?mn))#^

e−im#eikzmnzei!t:
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Im folgenden wird der Ausdruck fu¨r ~e?, welcher von z und t unabha¨ngig ist,
normiert. Hierzu wird der Normierungsfaktor Cmn so berechnet, da giltZ
K(0;R)
~eT?  ~e ? da = 1: (2.21)
Die Fla¨che K(0; R), u¨ber die zu integrieren ist, ist die Querschnittsfla¨che des
Resonators { ein Kreis um den Ursprung mit Radius R. In der Formel bezeichnet
 die Komplexkonjugation. Man erha¨lt:Z
K(0;R)



























Hier wurde die Substitution ~r = k?mn vorgenommen. Mit partieller Integration
und der Dierentialgleichung fu¨r die Besselfunktion erster Art in (2.62) kann der



















































Fu¨r die Berechnung des Integrals im letzten Schritt wurde (2.68) verwendet.
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Der in unserem Modell verwendete Resonator ist ein rotationssymmetrischer
Hohlleiter, bei dem der Radius R des Querschnittskreises von z abha¨ngig ist
(siehe Abbildung 2.3). Das berechnete elektrische Feld ~E einer TE-Welle wurde
soeben fu¨r einen zylindrischen Hohlleiter mit Radius R hergeleitet. Unter der
Annahme, da die Struktur der Wellen beider Hohlleiter identisch sind, ist es fu¨r
eine einfachere Rechnung ausreichend, das fu¨r den Zylinder erhaltene Feld ~e? in
(2.20) auf den jeweiligen Radius R(z) des Resonators zu strecken. Die TE-Mode
in einem in z-Richtung axialsymmetrischen Resonator mit Radiusfunktion R(z)










f(z) := jf(z)je−i (z);  (z) := kzmnz; (2.23)







Da die Funktion f die Amplitude der elektromagnetischen Schwingung wieder-
gibt, wird f auch als \Prolfunktion des elektrischen Feldes" bezeichnet.
(2.22) liefert eine recht gute und vor allem praktikable Na¨herung fu¨r die weite-
ren Berechnungen. Es darf natu¨rlich ’nicht zu stark’ von der Form eines Zylinders
abgewichen werden. Untersuchungen hierzu nden sich in [3] und [22].
2.2 Bewegungsgleichung der Elektronen
Ausgehend von der Lorenzkraft wird eine Gleichung fu¨r den relativistischen Im-
puls eines Elektrons beim Durchgang durch den Resonator hergeleitet. Dazu wird
die in (2.22) berechnete TE-Welle verwendet.
Auf ein Elektron, welches sich im Vakuum bendet und eine Geschwindig-
keit ~v besitzt, wirkt aufgrund vorhandener elektrischer oder magnetischer Felder
~E bzw. ~B die sogenannte Lorenzkraft (2.1). Herrscht lediglich ein homogenes
Magnetfeld ohne ein elektrisches Feld vor, so fliegt das Elektron auf einer Helix-
Bahn \entlang der Magnetfeldlinien". Durch die Guiding Center Approximation
[33] beschreibt die Flugbahn des Elektrons bei Projektion auf eine zu den Magnet-
feldlinien senkrechte Ebene eine Kreisbahn mit dem sogenannten Larmor-Radius
rL und der Winkelgeschwindigkeit Ω. Abbildung 2.4 zeigt einen Querschnitt durch
den Resonator eines Gyrotrons. Die Elektronen, die von der ringfo¨rmigen Elektro-
nenkanone (siehe Abbildung 2.1) als Hohlstrahl in den Resonator fliegen, kreisen
um ihr jeweiliges Gyrationszentrum, welches sich im Abstand R0 von der z-Achse
bendet. R0 ist als konstant angenommen. Fu¨r den Ort (x; y) eines Elektrons












Abbildung 2.4: Projektion einer Elektronenbahn auf eine Querschnittsebene
durch den Resonator
erha¨lt man folgende Polardarstellung:
x+ iy = R0 + rLe
i; (2.25)
wobei
 := Ω0 +  und  := t− t0: (2.26)
Hierbei bezeichnet t0 den Zeitpunkt, zu dem das Elektron in den Resonator ein-
tritt, und







die Gyrationsfrequenz des Elektrons (siehe [21]) zum Zeitpunkt t0. Es ist γ0 :=
γjt0 . In der Denition von  in (2.26) beschreibt Ω0 den Winkel eines mit kon-
stanter Gyrationsfrequenz Ω0 kreisenden Elektrons. Der zusa¨tzliche, zeitabha¨ngi-
ge Summand  gibt die Abweichung im Winkel  bezu¨glich der konstanten Kreis-
bewegung an. Fu¨r die weiteren U¨berlegungen werden Driftbewegungen vernach-
la¨ssigt, die aufgrund der sich a¨ndernden Geschwindigkeit der Elektronen auftre-
ten. Dies bedeutet, da das in Abbildung 2.4 dargestellte Gyrationszentrum bei
R0 festgehalten wird.
Leitet man (2.25) mit den zeitabha¨ngigen Gro¨en x; y; rL und  nach der Zeit






fu¨r die x- bzw. y-Komponente der
Geschwindigkeit, so erha¨lt man
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Im folgenden wird die Annahme getroen, da der Ausdruck drL
dt
vernachla¨ssigbar
klein ist. In der Formel verschwindet daher der erste Summand auf der rechten




, und folglich ist:
vx + ivy = v?iei; (2.28)
bzw. fu¨r den relativistischen Impuls ~u = (ux; uy; uz)
T mit transversaler Kompo-
nente ~u? = (ux; uy; 0)T mit u? := j~u?j und der z-Komponente ~uz = (0; 0; uz)T
gilt mit (2.2):
ux + iuy = u? iei: (2.29)
Mit dem relativistischen Impuls u? und dem homogenen Magnetfeld ~B0 in (2.5)












berechnen. Um eine Vorstellung der Gro¨e fu¨r den Larmor-Radius rL zu erhalten
berechnet sich dieser bei gewa¨hlten Werten v = 0:3c, v? = 0:2c und B0 = 4 Tesla
zu rL = 8:9  10−2mm. Dahingegen betra¨gt der Radius R des Gyrotrons, welches
in dieser Arbeit numerisch simuliert wird, zirka 29mm.
Um fu¨r die Funktionen u? und  Dierentialgleichungen zu erhalten, wird






(ux + iuy) = _ux + i _uy
= i( _u?ei + u?i(Ω0 + _)ei)
= i( _u?(cos() + i sin()) + u?i(Ω0 + _)(cos() + i sin()))
= [− _u? sin()− u?(Ω0 + _) cos()]
+i[ _u? cos()− u?(Ω0 + _) sin()]:
Durch einen Vergleich der Real- und Imagina¨rteile erha¨lt man das folgende lineare
Gleichungssystem:
_ux = − _u? sin()− u?(Ω0 + _) cos()
_uy = _u? cos()− u?(Ω0 + _) sin();







= 1 fu¨r alle Winkel  eindeutig
nach _u? und u?(Ω0 + _) auflo¨sen la¨t:
_u? = − _ux sin() + _uy cos()
u?(Ω0 + _) = − _ux cos()− _uy sin(): (2.31)
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Im folgenden wird die rechte Seite dieses Dierentialgleichungssystems wei-
ter umgeformt. Hierzu werden _ux und _uy beno¨tigt, welche aus der Bewegungs-
gleichung (2.7) berechnet werden ko¨nnen. In den erhaltenen Ausdruck werden
anschlieend die Komponenten des Feldes ~E aus (2.22) eingesetzt. Als Ergebnis
erha¨lt man ein Dierentialgleichungssystem fu¨r u? und  in Abha¨ngigkeit des
elektromagnetischen Feldes.
Nun zu den Details: Aus (2.7) erha¨lt man nach Ausmultiplizieren des Kreuz-
produktes und Einsetzen des Feldes ~B0 nach (2.5) die Beziehungen0@ _ux_uy
_uz
1A =
0@ Fx + eB0vyFy − eB0vx
Fz
1A ; (2.32)
welche in (2.31) eingesetzt werden ko¨nnen:
_u? = −Fx sin() + Fy cos() (2.33)
u?( _+ Ω0 − Ω) = −Fx cos()− Fy sin(): (2.34)



















= −v? = − u?
γm0
anhand von (2.2) und (2.28) verwendet. Die Kraft ~F mit ihren Komponenten
Fx und Fy erha¨lt man aus dem elektrischen Feld ~E, welches in Abschnitt 2.1 zu
(2.22) hergeleitet ist.
Neben der verwendeten TE-Welle (\transverse electric wave") existieren in ei-
nem Hohlleiter auch TM-Wellen (\transverse magnetic wave") und TEM-Wellen
(\transverse electromagnetic wave"), welche hier vernachla¨ssigt werden, da sie
eine sehr geringe Wechselwirkung mit den Elektronen zeigen. Desweiteren wird
das von den Elektronen erzeugte magnetische Feld ebenfalls vernachla¨ssigt. Somit
gilt insgesamt:
~Be = 0:






0@ E cos(#)−E# sin(#)E sin(#) + E# cos(#)
0
1A : (2.35)
Aufgrund der dritten Komponenten von (2.32) und (2.35) bleibt der Impuls uz
des Elektrons erhalten:
uz = const = (γm0vz)jt=t0 = γ0m0vz0:
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Jetzt kann (2.33) weiter umgeformt werden, indem die Terme fu¨r die Kra¨fte Fx
und Fy nach (2.35) eingesetzt und anschlieend die unterschiedlichen Koordinaten
zusammengefat werden. Aufgrund der komplexwertigen Darstellung von ~E ist
zu beachten, da beim Einsetzen jeweils nur der Realteil < verwendet werden
darf. Fu¨r die Winkel werden die Abku¨rzungen  = −m#+!t− und  = − #
verwendet:
_u? = −Fx sin() + Fy cos()
= jej






































































sin(− )− sin() cos())







−Jm+1(k?mn) sin( + )

: (2.36)
Um eine Darstellung in Zylinderkoordinaten (; #; z) zu erhalten, werden die Win-
kelfunktionen sin(−) und sin(+) aus (2.36) in Terme mit der Abha¨ngigkeit
in # getrennt:
sin(− ) = sin(−m#+ !t−  −  + #)
= sin([!t−  − ]| {z }
=:^
− [(m− 1)#]| {z }
=:^
) = sin(^− ^) =
(2:69)
= sin(^) cos(^)− cos(^) sin(^):
Eine analoge Umformung gilt auch fu¨r den Ausdruck sin(+ ). Daher kann der
folgende Teilausdruck in (2.36) umgeformt werden:
Jm−1(k?mn) sin(− )

























sin(^) cos(k( − ))

















(−1)kJm−1+k(k?mnR0)Jk(k?mnrL) sin(!t−  + (k − 1)):
Hierbei wurde fu¨r das Dreieck mit den Seiten R0, rL und  in Abbildung 2.4
das \Additionstheorem von Graf" (2.65) verwendet. Die Bezeichnungen der dort
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angegebenen Winkel und Seiten des betrachteten Dreiecks sind in Abbildung 2.5
dargestellt.
Zur Umformung des zweiten Ausdrucks in (2.36) mu¨ssen entsprechende Re-
chenschritte durchgefu¨hrt werden. Man erha¨lt:




(−1)kJm+1+k(k?mnR0)Jk(k?mnrL) sin(!t−  + (k + 1)):
Die Umformungen der beiden Ausdru¨cke Jm−1(k?mn) sin(−) und Jm+1(k?mn)






Jm+k−1(k?mnR0) sin(!t−  + (k − 1))
−Jm+k+1(k?mnR0) sin(!t−  + (k + 1))
i
:
Um die zwei Terme in der eckigen Klammer zusammenfassen zu ko¨nnen, wird eine
Indexverschiebung durchgefu¨hrt. Fu¨r den ersten Term wird 1−k ! k verwendet,










In dieser Dierentialgleichung fu¨r u? ist die t-Abha¨ngigkeit auf der rechten Seite
allein durch das Argument des Sinus gegeben:
!t−  − k (2:26)= !t−  − k(Ω0 + ) = (! − kΩ0)t −  − k + kΩ0t0:
Man erkennt, da neben der sich in t langsam vera¨ndernden Funktion  die zeit-
liche Abha¨ngigkeit dieses Ausdrucks hauptsa¨chlich durch die Zahl k bestimmt
wird. Fu¨r die beiden Konstanten ! und Ω0 gilt bei einem Gyrotron aufgrund
der beabsichtigten Resonanz: !  Ω0. Daher erha¨lt man in (2.37) lediglich fu¨r
k = 1 eine sich in t langsam vera¨ndernde rechte Seite. Fu¨r alle anderen Werte
k 2 ZZnf1g erha¨lt man stark oszillierende Anteile, welche bei den weiteren Be-
rechnungen vernachla¨ssigt werden. Physikalisch bedeutet dies die Resonanz der
Elektronen mit der Grundschwingung des elektromagnetischen Feldes. Natu¨rlich
kann man auch die Resonanz mit einer Oberschwingung betrachten, jedoch erha¨lt
man hier eine viel schwa¨chere Kopplung. Daher wird im folgenden lediglich der
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 sin(!t−  − s):
In analoger Weise erha¨lt man aus (2.34) eine entsprechende Dierentialgleichung
fu¨r den Winkel :
_ = −jejCmnjf(z)jk?mn
2u?






Durch Einfu¨hrung des sich zeitlich langsam vera¨ndernden Phasenwinkels (\slow




− Ω0) + !
s
t0 −  (2.38)
und Verwendung von (2.30) fu¨r den Larmor-Radius und (2.26) lautet das Die-
rentialgleichungssystem fu¨r u? und :
_u? = jejCmnjf(z)jk?mn
2

























Betrachtet man die Ausdru¨cke fu¨r die Besselfunktionen, so kann eine Vereinfa-
chung durch Verwendung von Na¨herungen gemacht werden. Auf Seite 57 wurde
eine Abscha¨tzung fu¨r die Gro¨e des Wertes von rL =
u?
jejB0 gemacht. Aufgrund
dessen ko¨nnen die Terme fu¨r Js+1(
k?mnu?
jejB0 ) vernachla¨ssigt werden. Zusa¨tzlich wird
fu¨r die Besselfunktion Js−1 eine Na¨herung um den Entwicklungspunkt 0 gemacht.





(s− 1)! : (2.41)
Die Dierentialgleichungen (2.39), (2.40) ko¨nnen daher vereinfacht werden zu
_u? = Kmnsjf(z)j sin(s−  )us−1? ;

















Die beiden erhaltenen reellen Dierentialgleichungen fu¨r u? und  ko¨nnen mittels
p := u?e−i (2.43)
in einer komplexwertigen Dierentialgleichung fu¨r p zusammengefat werden:
_p = _u?e−i − i _u?e−i












= −iKmnsf(z)  (p)s−1 − i(!
s
− Ω)p:





− Ω)p = −iKmnsf(z)  (p)s−1 (2.44)
Es ist zu beachten, da Ω nach (2.27) keine Konstante ist, sondern u¨ber γ, und
daher u¨ber ~v und ~u wiederum von p abha¨ngig ist. Fu¨r diese Abha¨ngigkeit wird
in Abschnitt 2.4 eine Taylor-Entwicklung durchgefu¨hrt.
Um eine mo¨glichst groe Wechselwirkung der Elektronen mit dem elektrischen
Feld zu erzielen wird der Gyrationsradius R0, welcher bisher noch nicht festgelegt
ist, aufgrund des Faktors Kmns in (2.42) fu¨r gewo¨hnlich so gewa¨hlt, da er mit
dem (ersten) Maximum der Besselfunktion Jm−s u¨bereinstimmt. Damit erha¨lt p
die gro¨tmo¨glichste Interaktion mit f .
2.3 Prolfunktion des elektrischen Feldes
Im Gegensatz zum \cold-cavity"-Modell (siehe z.B. [18]), bei dem die Prolfunkti-
on f explizit vorgegeben wird, wird in diesem Abschnitt eine Dierentialgleichung
fu¨r f hergeleitet. Im selbst-konsistenten Modell geschieht die Wechselwirkung der
Welle mit den Elektronen u¨ber die Maxwell-Gleichungen:
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Hier beschreibt ~H das Magnetfeld, ~E das elektrische Feld, ~J die Stromdichte,
welche durch die Elektronen erzeugt wird, und 0 bzw 0 ist die elektrische bzw.
magnetische Dielektrizita¨tskonstante in Vakuum. Im folgenden wird eine Die-
rentialgleichung fu¨r das in Abschnitt 2.1 berechnete elektrische Feld (2.22) und
dessen Prolfunktion f hergeleitet.
Leitet man die linke Seite von (2.45) partiell nach t ab, so erha¨lt man
@
@t







r (r ~E) = −1
0





Da das betrachtete elektrische Feld im Resonator quellenfrei ist, gilt r ~E = 0.
Aus (2.47) erha¨lt man zusammen mit (2.45)
1
0






bzw. unter Verwendung von (2.9)








Neben der zeitlich periodischen elektromagnetischen TE-Welle ~E nach (2.22) zu
~E = ~e?f(z)ei!t
gelte fu¨r den Strom ~J ebenfalls die Annahme einer mit der Frequenz ! schwin-
genden Funktion
~J = ~J!(x; y; z)e
i!t:




)(~e?f(z)) = i!0 ~J!: (2.49)
Setzt man den Ausdruck fu¨r ~hz aus (2.18) in (2.14) ein, so erha¨lt man
r?~e? = −k2?mn~e?:

































− k2?mn)f = i!0 ~J!: (2.50)
Um hieraus eine Dierentialgleichung fu¨r f zu erhalten, mu man sich noch des
Faktors ~e? entledigen. Daher wird diese Gleichung wird mit ~e ?, dem Komplexkon-
jugierten von ~e?, multipliziert und anschlieend u¨ber die gesamte Querschnitts-
fla¨che K(0; R) des Resonators, einem Kreis um den Ursprung mit Radius R,










~e ?  ~J! da: (2.51)
Im folgenden wird das Integral auf der rechten Seite na¨her betrachtet. Fu¨r eine
einfache Berechnung des Skalarproduktes ~e ?  ~J! werde zuna¨chst der Ausdruck
~e ? mit den in (2.24) gegebenen Polarkoordinaten auf kartesische Koordinaten
umgeschrieben (vgl. Abbildung 2.4):
(ex + iey)
 = ex − iey
= (e cos(#)− e# sin(#))− i(e sin(#) + e# cos(#))
= cos(#)(e − ie#)− i sin(#)(e − ie#)
= (e + ie#)
e−i#:
Setzt man die Komponenten e und e# aus (2.24) in e + ie# ein, so erha¨lt man
mit Bessel-Umformungen





























Mit dem Additionstheorem von Graf (2.65) kann fu¨r den Term Jm−1(k?mn)ei(m−1)#
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Wie bereits vorher wird hier von allen Moden lediglich die Grundmode der
Schwingung genommen. Fu¨r obigen Ausdruck ist dies fu¨r s = 1 − k der Fall.




 = k?mnCmnJm−s(k?mnR0)Js−1(k?mnrL)ei(s−1): (2.52)
Als na¨chstes wird der Ausdruck ~J! in (2.51) na¨her untersucht. Der Strom ~J
wird dafu¨r in seine transversale und axiale Komponente getrennt:
~J = ~J? + Jz z^:
Da die durchzufu¨hrende Berechnung des Skalarproduktes ~e ?  ~J unabha¨ngig von
der z-Komponente Jz z^ ist, wird im folgenden lediglich ~J? betrachtet. Aus ~J?






















Aus (2.52) und dem Ausdruck fu¨r ~J! in (2.53) kann das Integral in (2.51) zuZ
A








berechnet werden. Zusammen mit (2.38) lautet nun die Dierentialgleichung
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Unter Verwendung der Na¨herung (2.41) fu¨r Js−1(k?mnrL), der Denition des


















Um das Integral auf der rechten Seite auswerten zu ko¨nnen, wird mit






vz  vzjt=t0 := vz0 (2.55)
getroen, wobei vz0 die axiale Geschwindigkeit des Elektrons bei Eintritt in den
Resonator bezeichnet. Damit kann das Integral u¨ber !t durch ein Integral u¨ber






t0 − 0 mit 0 := jt=t0
die Beziehung
d(!t0) = sd(0)


















2.4 Einfu¨hrung dimensionsloser Gro¨en
Die in den Abschnitten 2.2 und 2.3 hergeleiteten Dierentialgleichungen (2.44),



















Man erkennt, da die Ableitungen in den Dierentialgleichungen noch von un-
terschiedlicher Art sind: p wird nach t abgeleitet, und f wird nach z abgeleitet.
Mit
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− Ω)~p = −iKmns 1
vz
f(z)  (~p)s−1:














− Ω) ~P = −iKmns 1
vzu?0
f(z)  (u?0 ~P )s−1:
































(j ~P j2 − 1) + )
mit




























 − 1 + j ~P j2) ~P = −iKmns 1
vzu?0














P ((z)) := ~P (z) und ~f((z)) := f(z) (2.59)







(− 1 + jP j2)P = −iKmns 2svz0
vzu?02?0!
~f()  (u?0P )s−1:












(− 1 + jP j2) ~P = −iF (u?0P )s−1: (2.60)
vereinfacht werden.
Unter Verwendung der Transformation (2.58) auf  erha¨lt man entsprechend

















(u?0P )s d0: (2.61)
Die Gleichungen (2.60) und (2.61) stellen ein selbst-konsistentes System fu¨r
die Elektronen (mit der dimensionslose Gro¨e P fu¨r den normierten transversalen
Impuls) und der Amplitude des elektromagnetischen Feldes (mit der dimensions-
losen Gro¨e F ) dar. Neben diesem System gibt es einige Erweiterungen, welche
allerdings in dieser Arbeit nicht betrachtet werden:
 Betrachtung mehrerer Eigenmoden des Resonators (vergleiche (2.17) und
vorangehenden Abschnitt)
 explizit zeitliche Abha¨ngigkeit des Systems. Dies kann zur Modellierung
von Ein- und Ausschaltvorga¨ngen verwendet werden. Unter Hinzunahme
mehrerer Eigenmoden kann zudem der Energieaustausch einzelner Moden
untereinander betrachtet werden (\Modenkonkurrenz")
 Verwendung einer anderen Resonatorform (z.B. koaxialer Resonator)
Fall: s = 1
Bei der Herleitung der Gleichungssystems (2.60), (2.61) wurde bei der Resonanz
der Elektronen mit der Welle lediglich eine Mode s betrachtet. Fu¨r gewo¨hnlich
wird hier die Grundschwingung mit s = 1 verwendet, da hierbei die Resonanz am
eektivsten stattndet. Natu¨rlich kann auch Resonanz mit einer Oberschwingung
der zu erwartenden Frequenz betrachtet werden. So wird beispielsweise zur Zeit
in Japan versucht, ein Gyrotron mit s = 4 zu betreiben. Es zeigt sich aber, da
der Wirkungsgrad dieses Gyrotrons erwartungsgema¨ weit geringer ist als eines,
welches bei s = 1 betrieben wird.
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Betrachtet man bei der Resonanz der Elektronen mit der Welle die Grund-
schwingung der Welle mit s = 1, so erha¨lt man das System:
d
d


























Aufgrund der Normierung (2.57) erha¨lt man fu¨r die Elektronen unter der Annah-
me einer Gleichverteilung beim Eintritt in den Resonator die Anfangsbedingung
P j=0 = ei0 ; 0 2 [0; 2]:
Aufgrund der Form des Resonators ist fu¨r F am Resonatoranfang eine anwach-










F j=0 = −i
q
~γ(Rj=out) F j=out:
2.5 Absichtliche Idealisierungen und ungewollte
Imperfektionen
Bei der Betrachtung jedes Gyrotronmodells mu man sich immer vor Augen hal-
ten, da es sich um ein vereinfachtes Abbild der Realita¨t handelt. Zum einen
werden bei der Herleitung Idealisierungen und Na¨herungen verwendet, um das
Problem leichter behandelbar zu machen. Zum anderen gibt es natu¨rlich in der
Praxis ungewollte Imperfektionen. An ein paar Beispielen soll dies jeweils aufge-
zeigt werden:
Idealisierungen in den Gleichungen:
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 Bei der Resonanz zwischen den Elektronen und dem elektromagnetischen
Feld wurde die Grundmode des elektromagnetischen Feldes verwendet. Ho¨he-
re Moden wurden vernachla¨ssigt. (Seiten 62, 69)
 Fu¨r die Berechnung der Eigenmode im Resonator wurde das elektrische Feld
der TE-Mode verwendet. Dessen magnetische Komponente sowie TEM- und
TM-Moden wurden vernachla¨ssigt. (Abschnitt 2.1)
 Aufgrund der nahezu zylindrischen Form des Resonators wurden die Eigen-
moden unter Verwendung der Eigenmoden eines idealen Zylinders berech-
net. (Seite 55)
 Durch die Guiding Center Approximation [33] beschreibt die Flugbahn des
Elektrons bei Projektion auf eine zu den Magnetfeldlinien senkrechte Ebene
eine Kreisbahn. Eine A¨nderung des Gyrationszentrums aufgrund von Ge-
schwindigkeitsa¨nderungen (Drift der Elektronen) wird vernachla¨ssigt. (Seite
56)
Imperfektionen der real existierenden Gyrotrons:
 Schwankungen in der Stromsta¨rke der Elektronenkanone bzw. in der Be-
schleunigungsspannung fu¨hren zu Schwankungen in den Anfangsbedingun-
gen der Elektronen
 nicht-exakte Einhaltung der verwendeten Parameter
 Abweichungen in der materiell verwendeten Resonatorform durch unver-
meidbare Produktionstoleranzen (zusa¨tzlich wird der Resonator durch die
entstehende Hitze beansprucht)
 durch Verunreinigungen im Ausgangsfenster (siehe Abbildung 2.1) ko¨nnen
Teile der erzeugten Welle reflektiert werden und gelangen so als Sto¨rgro¨e
in den Resonator zuru¨ck
Trotz dieser Unvollkommenheiten stellt dieses Modell eine akzeptable Na¨herung
der Realita¨t dar. Es ist daher zum Design von Gyrotrons benutzt worden [22, 30].




(z) + z dJ
dz
(z) + (z2 − 2)J(z) = 0 [1, S. 358, (9.1.1)] (2.62)
 J 0(z) = −J+1(z) + zJ(z) [1, S. 361, (9.1.27), IV] (2.63)
 2
z
J(z) = J−1(z) + J+1(z) [1, S. 361, (9.1.27), I] (2.64)

8<:
Seien u,v,w, und  wie in










[1, S. 363, (9.1.79)] (2.65)
 J−(z) = (−1)J(z) [1, S. 358, (9.1.5)] (2.66)







[1, S. 360, (9.1.10)] (2.67)

8>><>>:
Sei jmn (jmn > 0) die n-te Nullstelle
von Jm. Dann gilt:R 1
0
t[Jm(jmnt)]




fu¨r m > −1; n > 0
[1, S. 485, (11.4.5)] (2.68)
Trigonometrische Funktionen:
sin(+ ) = sin() cos() + cos() sin()
cos(+ ) = cos() cos()− sin() sin() (2.69)







Abbildung 2.5: Bezeichnungen der Winkel und Seiten des Dreiecks bei der Ver-
wendung des Additionstheorems von Graf (2.65).
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~B Magnetfeld im Resonator; (2.4), S. 48
~B0 homogenes Magnetfeld; von Hauptspule erzeugt; (2.4), S. 48
c Lichtgeschwindigkeit (c = 2:99792458  108[m
s
]); S. 48
~E elektrisches Feld im Resonator; (2.1), S. 46
e Elementarladung (e = −1:60217733  10−19[C]); S. 46
~ez; ~e? x-, y-abha¨ngige Komponenten von ~E; (2.10), S. 50; (2.24)
0; 0 Permittivita¨t (0 = 8:85418781762  10−12[ AsV m ]) und
Permeabilita¨t (0 = 4  10−7[ V sAm ]); (2.8), S. 49
~F Kraft auf ein Elektron (Lorenzkraft); (2.1), S. 46
Fx; Fy; Fz x; y; z-Komponenten des Feldes ~F ; (2.7), S. 48
f Prolfunktion der angeregten elektromagn. Welle; (2.23), 55
γ relativistischer Faktor; (2.3), S. 48
~H Magnetfeld im Resonator; (2.8), S. 49
~hz;~h? x-, y-abha¨ngige Komponenten von ~H , (2.10), S. 50
~J Stromdichte; (2.45), S. 63
Jm m-te Besselfunktion erster Art; (2.16), S. 51
jmn n-te Nullstelle der Besselfunktion Jm; (2.16), S. 51
kz; k? Wellenzahl in z- bzw. transversaler Richtung; (2.10), S. 50
 zeitlich langsam vera¨ndernder Phasenwinkel der
Elektronen; (2.38), 62
m0 Ruhemasse eines Elektrons (m0 = 9:1093897  10−31[kg]);
(2.2), S. 48
m;n azimutaler und radialer Index; (2.16), S. 51
p transversaler Impuls; (2.43), S. 63
P normierter transversaler Impuls; (2.57) u. (2.59), S. 68
 (2.26), S. 56
q Ladung; (2.1), S. 46
R Querschnittsradius des Resonators; S. 48; Abb. 2.4
R0 Hohlstrahlradius; Abb. 2.4
rL Larmor-Radius; (2.30), S. 57; Abb. 2.4
; # Polarkoordinaten; Abb. 2.4
t Zeit; (2.10), S. 50
~u relativistischer Impuls eines Elektrons; (2.2), S. 48
~v Geschwindigkeit eines Elektrons; (2.1), S. 46
x; y; z kartesische Koordinaten; Abb. 2.1; Abb. 2.4
Ω Winkelgeschwindigkeit; (2.27), S. 56
! Frequenz der angeregten Welle; (2.8), S. 49
 (2.26), S. 56; Abb. 2.4
z^; ^; #^ Einheitsvektoren in axialer, radialer und azimutaler Richtung;
S. 48; S. 53
Tabelle 2.2: U¨bersicht der in Kapitel 2 verwendeten Bezeichnungen
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Kapitel 3
Diskretisierungen
In Kapitel 1 wurde gezeigt, da der Energieflu des Systems eine Erhaltungsgro¨e
in  ist. In diesem Kapitel wird gezeigt, da fu¨r jede Semi-Diskretisierung in #
und fu¨r spezielle Integrationsverfahren in  der Wert des diskreten Energieflusses
erhalten bleibt. Die Lo¨sung selbst und die Teilenergien von Elektronen und Ma-
gnetfeld werden allerdings von Diskretisierungsfehlern beeinflut. Dieser Einflu
wird fu¨r zwei Diskretisierungsverfahren na¨her untersucht.
Zuna¨chst wird ein Modellproblem, Gleichung (3.1), na¨her untersucht. Es wird
gezeigt, da der Fehler im Wesentlichen aus zwei Beitra¨gen besteht, die fu¨r man-
che Verfahren miteinander wechselwirken, d.h. es gibt
 Fehler in #, die durch die numerische Approximation des Integrals I ent-
stehen, und von der Ordnung des benutzten Verfahrens sind,
 Fehler in  , die durch die Lo¨sung der Dierentialgleichung in  entstehen,
und von der Ordnung des benutzten Verfahrens sind, und
 gemischte Fehler in  #, die von niedrigerer Ordnung sein ko¨nnen als
die benutzten Verfahren.
Da die verwendete Quadraturformel zur Berechnung des in der Problemstel-
lung vorkommenden Integrals nicht unwesentlich zu den Fehlertermen beitra¨gt,
wird dieser Fehler na¨her analysiert und fu¨r zwei Verfahren 4. Ordnung miteinan-
der verglichen.
Dann wird die numerische Approximation der Gyrotrongleichungen selbst be-
trachtet. Welches Verfahren zu empfehlen ist, ha¨ngt vom gesteckten Ziel ab: Fu¨r
eine robuste Berechnung des Wirkungsgrades eignet es sich am besten, in # ein
a¨quidistantes aber feines Gitter zu nehmen und in  eine adaptive Integrationsme-
thode. Dabei ist fu¨r die Berechnung des Integrals I die Trapezregel ausreichend.
Im Gegensatz hierzu ist fu¨r eine fein aufgelo¨ste Kurve p(; ) eine Gitteradaption
in # zu verwenden. Dementsprechend sollte hierbei das Integral I mit Splines
berechnet werden, um Fehler bei der Quadratur zu vermeiden.
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Anschlieend wird untersucht, ob sich eine Fourierzerlegung in # als gu¨nsti-
ger erweist: dies scheint zuna¨chst naheliegend, da sich dadurch die Formulierung
der Gleichungen vereinfacht. Doch leider stellt sich heraus, da die Anzahl der
beno¨tigten Moden mit fortschreitendem  so rasch anwa¨chst, da sich eine Appro-
ximation der Lo¨sung mittels Fourierzerlegung als nicht praktikabel herausstellt.
3.1 Fehlerentwicklungen
Im folgenden wird die Dierentialgleichung
d
d
u = f(#; ; u; I( ; u)) fu¨r alle (#; ) 2 D  IR2 (3.1)
betrachtet mit D := [0; 1] [0; 1], u : D ! IR, dem Integralterm
I( ; u) :=
Z 1
0
u(#; ) d# (3.2)
und der Anfangsfunktion
u(#; 0) = u0(#); fu¨r alle # 2 [0; 1]: (3.3)
Hierbei sei f : [0; 1] [0; 1] IR IR! IR gegeben , und f und u als so glatt vor-
ausgesetzt, da alle im folgenden auftretenden Ausdru¨cke existieren. (3.1) entha¨lt
die beiden einfachen Spezialfa¨lle:




u(#; ) = f(#; ; u); u(#; 0) = u0(#); fu¨r jedes # 2 [0; 1]:
 Hat f die Form f(; I), so kann die Lo¨sung u wie folgt berechnet werden:
u(#; ) = u0(#) + I()− I(0); d
d




Im folgenden betrachten wir den Fall, in dem f tatsa¨chlich von allen Variablen
abha¨ngt. Auf D# = [0; 1] wird das folgende Gitter eingefu¨hrt:
Ω# := f# 2 D# j 0 = #0 < #1 < : : : < #n−1 < #n = 1;
#k = #k+1 − #k ; h# := maxk(#k)g: (3.4)
In D = [0; 1] sei die folgende Diskretisierung gewa¨hlt:










Abbildung 3.1: Beno¨tigte Werte ukl, k = 0; : : : ; n fu¨r die Berechnung von uk;l+1
auf dem Gitter Ω# in # und Ω in  .





mit Gewichten k, k = 0; : : : ; n entsprechend der gewa¨hlten Quadraturformel
ausgewertet werden. Es sei eine Quadratur der Ordnung q verwendet:
I()− ~I() = O(hq#):
Fu¨r die Auswertung von I bzw. ~I bei l werden die Abku¨rzungen
Il := I(l) und ~Il := ~I(l)
verwendet.
Mit den eingefu¨hrten Diskretisierungen beno¨tigt man zur Berechnung von
uk;l+1 = u(#k; l+1)
aufgrund des in (3.1) auftretenden Integrals I alle Werte
uk;l = u(#k; l); k = 0; : : : ; n
(siehe Abbildung 3.1). Im folgenden werden fu¨r (3.1) zwei Integrationsmethoden
in  na¨her betrachtet und deren lokaler Fehler untersucht. Es handelt sich zum
einen um das explizite Euler-Verfahren und zum anderen die (implizite) Trapez-
Regel.
Lokaler Fehler in # und  bei explizitem Euler-Verfahren in 
Satz 9. Sei die Dierentialgleichung (3.1) mit der Anfangsbedingung (3.3) gege-
ben und f stetig dierenzierbar. Mit dem Gitter (3.4) in # und der Diskretisierung
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(3.5) in  erha¨lt man bei Verwendung des expliziten Euler-Verfahrens in  fu¨r den





− f(#k; l; ukl; ~Il)j
 C1jIl − ~Ilj+ C2 + : : :
mit










f  f j+ j @
@I
f j  C3

j(#k;l;ukl;Il)
C3 = max#2D# jf(#; l; u(#; l); Il)j:
Beweis: Der lokale Fehler E la¨t sich in Fehlerterme trennen die sowohl aus-
schlielich von der Diskretisierung in  abha¨ngig sind, als auch Fehlerterme auf-









j uk;l+1 − ukl

− f(#k; l; ukl; Il)| {z }
=A





Fu¨hrt man fu¨r den Ausdruck uk;l+1 in A eine Taylor-Entwicklung um (#k; l) aus,












uj(#k;l) + : : :































j(#k;l;ukl;Il) + : : : (3.7)
Hier wurde der Fehler in  von linearer Ordnung notiert. Im Ausdruck B wird
mit ~Il = Il−(Il−~Il) eine Taylor-Entwicklung von f(#k; l; ukl; ~Il) um (#k; l; ukl; Il)
durchgefu¨hrt und lautet damit:
B = f(#k; l; ukl; Il)−

f(#k; l; ukl; Il)− (Il − ~Il) @
@I
f j(#k;l;ukl;Il) + : : :

= (Il − ~Il) @
@I
f j(#k;l;ukl;Il) + : : :
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+ jIl − ~Ilj  j @
@I
f j(#k;l;ukl;Il)j + : : :
i
: (3.8)
Hier ist noch der Faktor d
d













u(#; ) d# =
Z 1
0






jf(#; l; u(#; l); Il)j: (3.9)
(3.8) liefert eine lineare Fehlerentwicklung in  und Il− ~Il fu¨r den lokalen Fehler
bei Verwendung des Euler-Verfahrens in  .
Man erkennt am lokalen Fehler E , da die linearen Fehlerterme in  und
Il− ~Il unabha¨ngig voneinander sind. So bleibt beispielsweise bei gewa¨hltem Gitter
Ω# der Quadraturfehler Il− ~Il erhalten, auch wenn man die Schrittweite  gegen
Null gehen la¨t.
Lokaler Fehler in # und  bei Trapezregel in 
In a¨hnlicher Weise wird der lokale Fehler bei Verwendung der (impliziten) Tra-
pezregel hergeleitet.
Satz 10. Sei die Dierentialgleichung (3.1) mit der Anfangsbedingung (3.3) ge-
geben und f zweimal stetig dierenzierbar. Mit dem Gitter (3.4) in # und der
Diskretisierung (3.5) in  erha¨lt man bei Verwendung der Trapezregel in  fu¨r








f(#k; l; ukl; ~Il) + f(#k; l+1; uk;l+1; ~Il+1)

j


























K3 = max#2D# jf(#; l; u(#; l); Il)j
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Beweis: In der Denition von T gilt fu¨r den letzten Term f die folgende Taylor-
Entwicklung:
f(#k; l+1; uk;l+1; ~Il+1) = f(#k; l + ; u(#k; l + ); ~I(l + ))
= f(#k; l; ukl; ~Il) +   d
d
f j(#k;l;ukl;~Il) + : : :
Mit der Entwicklung von 1



















f(#k; l; ukl; ~Il)
+
h
f(#k; l; ukl; ~Il) +   d
d




















































































Die hier auftretende Ableitung d
d
I kann wiederum nach (3.9) abgescha¨tzt werden.
Insgesamt erha¨lt man fu¨r T die Entwicklung:
T = max
#k

























+ : : : j
Mit der Dreiecksungleichung erha¨lt man die Aussage im Satz.
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Die lineare Entwicklung des lokalen Fehlers T zeigt, da { obwohl die Tra-
pezregel ein Integrationsverfahren zweiter Ordnung in  ist { hier der Fehlerterm
 jIl − ~Ilj vorhanden ist.
3.2 Auswertung des Integralterms
Die rechte Seite der Dierentialgleichung (3.2) entha¨lt das Integral




wobei u in # als genu¨gend glatte Funktion vorausgesetzt wird, so da alle im fol-
genden auftretenden Ausdru¨cke existieren. Da in der Modellierung des Gyrotrons
dieser Term eine wichtige Rolle spielt und { wie in vorigem Abschnitt gesehen {
die verwendete Quadratur unmittelbar in die Fehlerabscha¨tzung eingeht, wird die
numerische Berechnung von I() im folgenden na¨her betrachtet.
Mit den Diskretisierungen (3.4) und (3.5) in # bzw.  ist bei der Auswertung
von I zu beachten, da fu¨r jedes l lediglich die durch die Dierentialgleichung
bereits berechneten Werte
ukl = u(#k; l); mit #k 2 Ω#
gegeben sind. Das bedeutet, da die Funktion u nicht ohne weiteres an Zwischen-
stellen # mit #k < # < #k+1, l > 0 zu u(#; l) ausgewertet werden kann und
da Methoden wie die Simpson’s-, die Milne- oder die 3/8-Regel nicht ohne wei-
teres verwendet werden ko¨nnen, da sie zusa¨tzliche Funktionsauswertungen dieser
Art beno¨tigen wu¨rden. Eine einfache Integrationsmethode, welche lediglich die
bereits bekannten Werte ukl, k = 0; : : : ; n bei festem Wert l verwendet und auf





















; fu¨r ein k 2]#k; #k+1[
(3.10)
(siehe z.B. [35]). Fu¨r ein a¨quidistantes Gitter in # mit #k = # erha¨lt man bei













und bei einer in # periodischen Funktion sogar einen Fehler der Ordnung 4.
Die Trapezregel liefert ein robustes und schnelles Verfahren fu¨r die Berechnung
des Integrals I, bei dem die Funktionswerte ukl, k = 0; : : : ; n linear interpoliert
werden.
Eine bessere Approximation erreicht man durch Interpolation der Funktions-
werte mit Polynomen ho¨herer Ordnung, z.B. durch Splines dritter Ordnung.
Fu¨r jedes der Intervalle [#k; #k+1], k = 0; : : : ; n−1 sei das Polynom dritten Grades
wk deniert durch
wk(#) := ak(#− #k)3 + bk(#− #k)2 + ck(#− #k) + dk; # 2 [#k; #k+1];
und den zu bestimmenden Koezienten ak, bk, ck und dk. An den Stellen #k
sollen die Polynome wk nicht nur stetig, sondern auch ihre ersten und zweiten














9=; ; k = 0; : : : ; n− 1:
Analog zum Modell des Gyrotrons sei die Funktion u(; tl) als eine in # periodi-















lassen sich die Koezienten bk der Polynome wk zu0BBB@
2(#0 + #1) #1 #0




#0 #n−1 2(#n−1 + #0)
1CCCA~b = ~D
mit
~b = (b0; b1; : : : ; bn−2; bn−1)T ; ~D = (D0;D1; : : : ;Dn−2;Dn−1)T
und




Dk = 3(uk+1;l−ukl#k −
ukl−uk−1;l
#k−1
); k = 1; : : : ; n− 1
berechnen. Die fehlenden Koezienten ak, ck und dk erha¨lt man aus










(bk+1 + 2bk)#k k = 0; : : : ; n− 2;
cn−1 =
d0−dn−1
#n−1 − 13(b0 + 2bn−1)#n−1:
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ck)#k + dk)#k; k = 0; : : : ; n− 1:
Durch Summation aller Teilintegrale erha¨lt man aus der Interpolation der gege-
benen Punkte (#k; ukl), k = 0; : : : ; n mittels einer periodischen Spline-Funktion
eine Na¨herung ~IS(l) des Integrals I(l) zu













mit den oben berechneten Koezienten ak, bk, ck und dk mit k = 0; : : : ; n− 1.
Nach [35] gilt fu¨r eine Spline-Funktion w die folgende Fehlerabscha¨tzung:













 und K4 := maxk=0;:::;n−1(#k)mink=0;:::;n−1(#k) :

















3.3 Erhaltung des diskreten Energieflusses
In Abschnitt 1.5 wurde die Erhaltung des Energieflusses fu¨r das System (1.1)
gezeigt. Analog dazu soll in diesem Abschnitt gezeigt werden, da fu¨r jede Semi-
Diskretisierung in # und fu¨r spezielle Integrationsverfahren in  der Wert des
diskreten Energieflusses erhalten bleibt.
3.3.1 Semi-Diskretisierung in #
Sei





klassische Lo¨sung des Dierentialgleichungssystems (1.1). In # sei ein Gitter
Ω# := f#k 2 D# j 0 = #0 < #1 < : : : < #n−1 < #n = 2;
#k := #k+1 − #k; h# = maxk(#k)g (3.12)
gegeben. Desweiteren wird mit
uh() := (p1(); : : : ; pn(); f(); g())
T 2 C n+2 (3.13)
eine Semi-Diskretisierung von u bzgl. # bezeichnet, wobei
pk()  p(#k; ); k = 1; : : : ; n:
Wegen der 2-Periodizita¨t von p in # aufgrund der Anfangsbedingung (1.2) gilt









p(#; ) d# − Fh() (3.14)
approximiert mit den Gewichten k > 0, k = 1; : : : ; n mit
nX
k=1
k = 1 (3.15)







(p1; : : : ; pn; f; g)
T = F (uh; ) (3.16)
mit
F (uh; ) :=
0BBBBB@
−i(c1 − 1 + jp1j2)  p1 + if
...






Unter Verwendung der k kann eine hermitesche Sesquilinearform h; i : C n+2
C n+2 ! C deniert werden:

























uh= uh erha¨lt man den diskreten Energieflu
E(uh) := huh; uhi = Ep(uh) + Ef (uh) 2 IR (3.18)





kjpkj2)  0 und Ef(uh) := 2=(fg) 2 IR:
Es sei angemerkt, da E(uh) fu¨r entsprechend gewa¨hlte Komponenten f und g
auch negativ werden kann. Daher stellt kuhk2 = huh; uhi keine Norm dar. Ein
Vergleich mit (1.34) zeigt, da E(uh) den bezu¨glich # diskretisierten Ausdruck
des Energieflusses wiedergibt.
Satz 11. Sei (1.1) mit den Anfangsbedingungen (1.2) fu¨r p und der Randbedin-
gung (1.4) fu¨r f bei  = 0 gegeben. Dann gilt fu¨r jede Semi-Diskretisierung
(3.12):


















Satz 12. Sei das komplexwertige Dierentialgleichungssystem (1.1) fu¨r u gege-
ben. Die durch (3.13) gegebene Semi-Diskretisierung uh erfu¨lle (3.16). Dann gilt
mit der in (3.17) denierten hermiteschen Sesquilinearform
d
d
E(uh()) = 0; fu¨r alle  2 D : (3.19)
E(uh) stellt also in  eine Erhaltungsgro¨e dar, den diskreten Energieflu.
Beweis: Wie leicht nachgerechnet werden kann, deniert (3.17) eine Sesquiline-
arform: h; i ist linear im ersten Argument
h 1uh + 2uh; 3uhi = h 1uh; 3uhi+ h 2uh; 3uhi; fu¨r alle ;  2 C ; 1uh; 2uh; 3uh2 C n+2
und hermitesch
h 1uh; 2uhi = h 2uh; 1uhi; fu¨r alle 1uh; 2uh2 C n+2:
86 3 Diskretisierungen
Folglich gilt:
huh; F (uh; )i = c2
 nX
k=1





























pk + fpk| {z }
=2 Re(fpk)
)
+i(jgj2 + γjf j2)
2 i  IR; fu¨r alle  2 D (3.20)






huh; uhi = h d
d
uh; uhi+ huh; d
d
uhi = huh; d
d
uhi + huh; d
d
uhi
= 2<huh; F (uh; )i (3:20)= 0; fu¨r alle  2 D :
Nach Satz 12 ist E(uh) fu¨r jede gewa¨hlte Diskretisierung (3.12) in # eine Erhal-
tungsgro¨e in  . Da nach Satz 11 fu¨r die speziellen Anfangsbedingungen (1.2),
(1.4) der Wert E(uh(0)) ebenfalls unabha¨ngig von der Diskretisierung in # ist,
gilt:
E(uh()) = c2; fu¨r alle  und alle Ω#:
3.3.2 Diskretisierung in # und 
In  sei auf dem Intervall D = [0; out] eine Diskretisierung




gegeben. Die numerisch berechneten Werte von uh an den Stellen l, l = 0; : : : ; m
werden mit Ul bezeichnet,
Ul  uh(l);
Fl := F (Ul; l); l = 0; : : : ; m:
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Satz 13. Wir betrachten die folgenden Verfahren
(V 1) Ul+1 = Ul + lFl (expliziter Euler);
(V 2) Ul+1 = Ul + lFl+1 (impliziter Euler);
(V 3) Ul+1 = Ul +
1
2
l(Fl + Fl+1) (Trapezregel);
(V 4) Ul+1 = Ul + lF (
1
2
(Ul + Ul+1)) (impl. Mittelpunktregel):
Dann gilt fu¨r Verfahren (Vi) die Aussage (Ai), i = 1; : : : ; 4, mit:
(A1) hUl+1; Ul+1i = hUl; Uli+ 2l hFl; Fli
(A2) hUl+1; Ul+1i+ 2l hFl+1; Fl+1i = hUl; Uli
(A3) hUl+1; Ul+1i+ 142l hFl+1; Fl+1i = hUl; Uli+ 142l hFl; Fli
(A4) hUl+1; Ul+1i = hUl; Uli:
Nach Aussage (A4) erha¨lt die implizite Mittelpunktregel den diskreten Ener-
gieflu:
E(Ul) = c2 = E(uh()); fu¨r alle l = 0; : : : ; m und alle  2 D :
(vergleiche Satz 11 und Satz 12). Nach Aussage (A3) wird bei der Trapezregel fu¨r
konstante Schrittweite l =  ein benachbarter diskreter Energieflu erhalten:
hUl; Uli+ 1
4
2hFl; Fli = const; fu¨r alle l = 0; : : : ; m;
wa¨hrend sich bei einer Schrittweitensteuerung der diskrete Energieflu mit 2l
a¨ndert. Fu¨r die beiden Euler-Verfahren a¨ndert sich im allgemeinen der diskrete
Energieflu von Schritt zu Schritt.
Beweis: Zum Beweis der Aussagen (A1)-(A3) wird die -Methode
Ul+1 = Ul + l(1− )Fl + lFl+1 (3.22)
verwendet, fu¨r die man bei Verwendung der speziellen Werte  = 0,  = 1
2
bzw.
 = 1 die Verfahren (V1)-(V3) erha¨lt. Es gilt:
hUl+1; Ul+1i+ 2l 2hFl+1; Fl+1i − 2l<hUl+1; Fl+1i| {z }
=0
= hUl+1 −lFl+1; Ul+1 −lFl+1i
(3:22)
= hUl + l(1− )Fl; Ul + l(1− )Fli
= hUl; Uli+ 2l (1− )2hFl; Fli+ 2l(1− )<hUl; Fli| {z }
=0
:
Hieraus erha¨lt man die Aussagen (A1)-(A3) fu¨r die entsprechenden Werte fu¨r .
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E = 4:26  10−3











Abbildung 3.2: linke Grak: Diskreter Energieflu E(Ul), l = 0; : : : ; m nach
(3.26). Zur Integration in  wurde Verfahren (A.4) verwendet und # = 2
64
,
 = 0:1 . Hier ist 2:1  10−3  E(Ul)  2:109  10−3, l = 0; : : : ; m, 0    60.
rechte Grak: Darstellung der Gro¨en E, Ep und Ef .




































− hUl; Uli+ hUl+1; Ul+1i

:
Nach Multiplikation mit 2l > 0 ergibt sich die Behauptung (A4).
Die in Satz 13 betrachteten Verfahren sind Runge-Kutta-Verfahren erster bzw.
zweiter Ordnung. In der Praxis werden meist numerische Verfahren ho¨herer Ord-
nung eingesetzt. Als Beispiel ist in Abbildung 3.2 E(Ul) = hUl; Uli, l = 0; : : : ; m
berechnet. Dabei wurde ein Gitter mit # = 2
64
und  = 0:1 verwendet. Zur




p d# wurde die Trapezregel und in  das
Runge-Kutta-Verfahren (A.4)1 4-ter Ordnung verwendet. Der maximale relative






Damit erha¨lt man fu¨r das in Abbildung 3.2 berechnete Beispiel E = 4:26  10−3.
Tabelle 3.1 zeigt E fu¨r weitere Diskretisierungen  und #. Hier erkennt man
1siehe Anhang A
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0:2 0:00623 0:00713 0:00777 0:00798
0:1 0:00447 0:00426 0:00414 0:00403
0:05 0:00221 0:00215 0:00202 0:00211
0:025 0:00108 0:00107 0:00100 0:00103





p d# wurde die Trapezregel, und in  das Runge-Kutta Verfahren
(A.4) verwendet.
sehr scho¨n, da E bei fest gewa¨hltem  nahezu konstant bleibt. Damit besta¨ti-
gen die Beispiele, da der diskrete Energieflu E(Ul) unabha¨ngig von der Diskre-
tisierung in # ist. Nach Satz 13 ist zu erwarten, da fu¨r nicht-speziell gewa¨hltes
Verfahren bei der Integration in  ein Fehler E zu erwarten ist, der von der
Schrittweite  abha¨ngt. Betrachtet man E in Tabelle 3.1 fu¨r festes #, so er-
kennt man da dieser in einem linearen Zusammenhang zu  steht { und dies
obwohl in  ein Verfahren 4-ter Ordnung verwendet worden ist. Dieser Verlust
der Integrationsordnung wurde bereits in Abschnitt 3.1) an zwei Beispielen na¨her
betrachtet und wie man sieht, zeichnet dieser sich wie erwartet auch fu¨r Verfahren
ho¨herer Ordnung ab.
Das fu¨r Abbildung 3.2 benutzte Verfahren (A.4) ist nicht symplektisch (A.3)2.
Fu¨r symplektische Runge-Kutta-Verfahren gilt die folgende Aussage [32, Theorem
10.1 auf Seite 136]):
Satz 14. Sei E(y) = 1
2
yTSy, mit der reellen, konstanten, symmetrischen Matrix
S eine Erhaltungsgro¨e eines (nicht notwendigerweise hamiltonschen) autonomen
Systems d
d
y = F (y), mit einer genu¨gend glatten Funktion F : IRn ! IRn. Dann




(yl)TSyl ist konstant fu¨r alle l:
Dieser Satz ist nicht unmittelbar auf die reelle Version von System (3.16)
anwendbar, weil System (3.16) nicht-autonom ist. Es ist jedoch auallend, da
die Aussagen von Satz 13 groe A¨hnlichkeit mit entsprechenden Aussagen fu¨r
autonome Systeme besitzen ([20], [32]). Insbesondere gilt auch fu¨r System (3.16)
und die symplektische, implizite Mittelpunktregel hUl+1; Ul+1i = hUl; Uli. Es soll
deshalb kurz eine Verallgemeinerung von Satz 11 auf nicht-autonome Systeme
betrachtet werden:
2Denition im Anhang A
90 3 Diskretisierungen
Satz 15. Es sei die Dierentialgleichung _y = F (y; ) mit genu¨gend glattem F :
IRn  IR ! IRn gegeben. Existiert eine reelle, konstante, symmetrische Matrix
S 2 IRnn mit der Eigenschaft
yTSF (y; ) = 0; fu¨r alle y 2 IRn;  2 IR; (3.23)
dann gilt
y()TSy() = const fu¨r alle  2 IR: (3.24)
Erfu¨llt ein Runge-Kutta-Verfahren (A.1),(A.2) mit F ij := F (Yi; l + cjl) fu¨r
alle l = 0; : : : ; m die Bedingung
biaij(F
ii)TSF ji + bjaji(F
ij)TSF jj − bibj(F ii)TSF jj = 0 fu¨r alle i; j = 1; : : : ; s;
(3.25)
so gilt:
~E(yl) := (yl)TSyl = const; fu¨r alle l:









y) = 2yTSF (y; )
(3:23)
= 0:
Mit F ij = F (Yi; l + cjl) und (A.1) la¨t sich der Ausdruck (y
l+1)TSyl+1 wie
folgt berechnen:


















Der zweite Summand wird im folgenden umgeformt. Nach Auflo¨sen und Ein-
setzen von yl aus (A.2) verschwinden aufgrund von (3.23) alle Summanden mit
(Yi)





































ij)TSF jj − bibj(F ii)TSF jj

:
Hier erkennt man die im Satz gegebene Aussage.
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Fu¨r Satz 15 werden nun zwei Spezialfa¨lle na¨her betrachtet:
1. Fall: F autonom
Fu¨r autonomes F reduziert sich (3.25) mit der Darstellung F i := F (Yi) zu
0 = biaij(F
i)TSF j + bjaji(F
i)TSF j − bibj(F i)TSF j
=

biaij + bjaji − bibj| {z }
=mij

(F i)TSF j i; j = 1; : : : ; s
und man erha¨lt fu¨r ein symplektisches Runge-Kutta-Verfahren mit mij = 0,
i; j = 1; : : : ; s das Ergebnis (yl+1)TSyl+1 = (yl)TSyl. Dieser Fall entspricht der
Aussage von Satz 14.
2. Fall: Einstuges Runge-Kutta-Verfahren
Bei Verwendung eines einstugen Runge-Kutta-Verfahrens gilt i = j = 1, und
man erha¨lt aus (3.25) die Bedingung
0 = b1a11(F
11)TSF 11 + b1a11(F
11)TSF 11 − b1b1(F 11)TSF 11
= b1(2a11 − b1)(F 11)TSF 11:




zu wa¨hlen, um die Bedingung (3.25) unabha¨ngig von F 11 zu erfu¨llen.
Dieses einstuge, symplektische Runge-Kutta-Verfahren ist gerade die implizite
Mittelpunktregel, welche bereits in Satz 13 betrachtet worden ist.
Zur U¨berpru¨fung der Anwendbarkeit dieses Satzes auf System (3.16) mu
















−f2 + (c1 − 1 + x21 + y21)y1
f1 − (c1 − 1 + x21 + y21)x1
...
−f2 + (c1 − 1 + x2n + y2n)yn











Fu¨r dieses System kann fu¨r den Vektor vh = (x1; y1; : : : ; xn; yn; f1; f2; f3; f4)
T 2














































und der Einheitsmatrix Id2 2 IR22 angegeben werden. Dies ist die reelle Version
von (3.17). Mit der Schreibweise Wk := (c1 − 1 + x2k + y2k), k = 1; : : : ; n wird die


























Daher erha¨lt man die Erhaltungsgro¨e vTh Svh, also Aussage (3.24).
3.4 Lokale Verfeinerung in #
Betrachtet man Problem (P0), so stellt sich die Frage nach der Diskretisierung fu¨r
die Variable #. Die linke Grak in Abbildung 3.3 zeigt die bei  = out berechnete
Funktion jp(#; out)j, # 2 [0; 2], wobei in # a¨quidistant mit der Gitterweite # =
2
512
diskretisiert worden ist. In  wurde die Schrittweite zu  = 0:2 gewa¨hlt, und
fu¨r die Integration in  Verfahren (A.4) verwendet. Man erha¨lt eine relativ glatt
aussehende Funktion jp(#; out)j in #, welche allerdings bei etwa #  0:45 eine
sehr schnelle A¨nderung aufweist. In der rechten Grak in Abbildung 3.3 ist der
Ausschnitt fu¨r # 2 [0:3; 0:6] dargestellt. Zwischen den berechneten Werten, welche
mit Punkten markiert sind, wurde die Funktion linear interpoliert. Es hat den
Anschein, da die Funktion jp(#; out)j in # glatt ist.
Halbiert man die Schrittweite in # zu # = 2
1024
und berechnet abermals die
Funktion jp(#; out)j, so erha¨lt man das Ergebnis, welches Abbildung 3.4 zeigt.
Vor allem an der rechten Grak, welche wieder den Ausschnitt fu¨r # im Bereich
[0:3; 0:6] zeigt, erkennt man, da hier eine weit feinere Struktur vorzunden ist,
als da diese in der Berechnung mit # = 2
512
aufgelo¨st werden konnte. Um
eine bessere Darstellung der Funktion jp(:; out)j in diesem Bereich zu erhalten,
wurden zusa¨tzlich zu den Gitterpunkten in # mit # = 2
512
, die Punkte im
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Abbildung 3.3: Berechnete Kurve (#; jp(#; out)j) mit # = 2512 ,  = 0:2.
Intervall von etwa [0:4; 0:55] durch 500 a¨quidistant verteilte Punkte ersetzt. Das
Ergebnis ist in der linken der beiden Graken in Abbildung 3.5 dargestellt. Durch
die feinere Auflo¨sung in diesem Bereich ist die Struktur deutlicher zu sehen.
Auallend ist hierbei, da sich die komplette Funktion nach links verschoben hat.
Der Grund hierfu¨r liegt in der numerischen Berechnung des Integralterms I() =R 2
0
p(#; ) d#. Um I() auch bei einer groen Anzahl von Punkten (#k; p(#k; )),




(#k+1 − #k) 1
2
(p(#k; ) + p(#k+1; ))
verwendet. Da am Resonatoranfang, also bei  = 0 fu¨r p die Anfangsbedingung
(1.2) gilt, ist zu erwarten, da gilt ~I(0)  0 + i  0. Dies ist allerdings aufgrund
der durch die nichtsymmetrisch auf dem Einheitskreis hinzugefu¨gten Punkte fu¨r p
nicht der Fall. Bei der Trapezmethode erha¨lt man daher fu¨r die oben beschriebene,
nicht-a¨quidistante Verteilung der Punkte in # den Wert ~I(0) = (0:1638; 0:0850)T 
10−5. Da bei  = 0 der Funktionswert fu¨r f noch sehr klein ist, werden durch sein
nahezu exponentielles Wachstum auch kleine Fehler des Integrals versta¨rkt (siehe
Abschnitt 1.2.3). Diese Abweichung von f u¨bertra¨gt sich wa¨hrend der Integration
auf p und fu¨hrt in diesem Falle zu einer Verschiebung von p in #.
Um den Term I() genauer auszuwerten, wurden die Punkte (#k; p(#k; ))
lokal mittels kubischer Splines interpoliert. Im konkreten Fall wird fu¨r die oben
beschriebene Verteilung der Punkte in # der Wert ~I(0) = (0:5297; 0:2440)T 10−11
berechnet. An der rechten Grak in Abbildung 3.5 erkennt man, da trotz der
hohen Auflo¨sung im Bereich [0:4; 0:55] die Kurve nicht verschoben ist { wie es in
der linken der beiden Graken der Fall ist.
Man erkennt vor allem in Abbildung 3.5 die rasche A¨nderung von jp(; out)j
fu¨r # im Intervall [0:3; 0:6]. So eine empndliche Abha¨ngigkeit der Lo¨sungen vom
Anfangswert ist auch schon fu¨r das Cold-Cavity Modell (CC) in der Diplomarbeit
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Abbildung 3.4: Berechnete Kurve (#; jp(#; out)j) mit # = 21024 ,  = 0:2.














Abbildung 3.5: Berechnete Kurve (#; jp(#; out))j mit nicht-a¨quidistant verteilten
Punkten in #, aber konstanter Schrittweite  = 0:2. Fu¨r die linke Grak wur-
de zur Berechnung von I() die Trapezregel verwendet. Bei der rechten Grak
wurden Splines verwendet (Details im Text).
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[18, Seite 13] beobachtet worden. In Abschnitt 3.7 wird eine Gitteradaption in
# behandelt, mit der die Kurve p(; out) im gesamten Intervall D# fein aufgelo¨st
werden kann. Das Ergebnis ist in Abbildung 3.10 zu sehen. Abbildung 3.8 wurde
mit einem a¨quidistanten Gitter in # mit # = 2
2048
erzeugt. Ein Vergleich zeigt,
da sich auf einem langen Kurvenstu¨ck auerhalb des Einheitskreises mit jpj < 1:5
nur verha¨ltnisma¨ig wenige Elektronen benden, und da es sich hierbei also
um ein sehr kurzes #-Intervall handelt. Dies macht die rasche A¨nderung von
jpj plausibel. Der Grund liegt im ‘bunching’ (vergleiche Seite 36). Je ho¨her der
Wirkungsgrad des Gyrotrons ist, das heit je mehr Elektronen Energie abgeben
und somit einen kleinen Wert jpj besitzen, desto ausgepra¨gter mu der ‘Peak’
sein, damit Fla¨chenerhaltung (vergleiche Satz 7 auf Seite 36) gilt.
Verfolgt man die Kurve in Abbildung 3.10 spiralfo¨rmig von auen nach innen,
so stellt man fest, da deren Abstand jpj zum Ursprung nicht monoton fallend
ist (vergleiche mit dem schwarz eingezeichneten Einheitskreis), sondern mehrfach
nach innen und anschlieend wieder leicht nach auen geht. Man erkennt, da
die Spirale leicht nach oben links verschoben ist. Dies erkla¨rt das Auf und Ab der
Kurve rechts vom ‘Peak’ in Abbildung 3.5.
3.5 (P ) mit Optimierung
Betrachtet man die Problemstellung (P ), so gibt es zuna¨chst mehrere Mo¨glich-
keiten, eine Lo¨sung fu¨r (p; f) zu berechnen und dabei den Wirkungsgrad ? zu
optimieren. Eine Mo¨glichkeit scheint zu sein, das gesamte Problem (P ) auf ein
Randwertproblem umzuformulieren. Bei erhaltener Lo¨sung (p; f) ist eine Opti-
mierungsroutine aufzusetzen, welche die freien Parameter ck, k = 1; : : : ; 5 derart
berechnet, da der Wirkungsgrad ? optimiert wird. Eine andere Mo¨glichkeit be-
steht darin, das auf ein Anfangswertproblem umformulierte Problem (P ) zu be-
rechnen und in der anschlieenden Optimierungsroutine sowohl die rechte Rand-
bedingung von f (diese wird in (3.27) modiziert) als auch den Wirkungsgrad zu
optimieren.
(P ) als Randwertproblem mit Optimierung
Um bei vorgegebenen Parametern ck, k = 1; : : : ; 5 eine Lo¨sung (p; f) zu be-
rechnen, kann man aufgrund der Randbedingung fu¨r f das gesamte System als
Randwertproblem darstellen und lo¨sen. Hierzu sei in # ein Gitter Ω# nach (3.12)
und in  eine Diskretisierung Ω nach (3.21) gegeben. Fu¨r die folgenden Be-
trachtungen wird der Einfachheit halber eine a¨quidistante Diskretisierung in 
angenommen mit l =  . Die zu berechnenden Funktionswerte p(#k; l) und
f(l) fu¨r k = 1; : : : ; n, l = 0; : : : ; m werden mit pkl, bzw. fl bezeichnet. Fu¨r den
Vektor
u = (p10; : : : ; p1m; : : : ; pn0; : : : ; pnm; f0; : : : ; fm)
T 2 C (n+1)(m+1)
96 3 Diskretisierungen
kann nun ein lineares Gleichungssystem aufgestellt werden. Aufgrund der ge-






p(#k; l)  pkl − pk;l−1







f(l)  fl+1 − 2fl + fl−1
2
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1CCCA ;
















0B@  . . .

1CA ; M =
0BBB@
 
 . . . . . .
. . .
. . . 
 
1CCCA ;
k = 1; : : : ; n und dem Vektor
b = (; 0; : : : ; 0; : : : ; ; 0; : : : ; 0; 0; : : : ; 0)T :
Die mit  markierten Eintra¨ge stellen nichtverschwindende komplexe Eintra¨ge
dar. Dies ist ein komplexes lineares Gleichungssystem der Dimension (n+1)(m+
1). Bei einer fu¨r das Problem ‘groben’ Diskretisierung mit n = 32 und m = 100
erha¨lt man bereits ein System der Dimension 3333 fu¨r u { und entsprechend
groer, schwach-besetzter Matrix A. Aus diesem Grund ist das Umschreiben des
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Systems auf ein Randwertproblem nicht ratsam. Auch Versuche das System durch
geschickte Umformung zu reduzieren brachten keine nennbaren Verbesserungen.
Daneben ist vor allem bei einer sich anschlieenden Optimierung zu beden-
ken, da das Randwertproblem nicht nur einmal, sondern etliche Male berechnet
werden mu¨te. Hieran sieht man den sich in diesem Fall ergebenden erheblichen
Aufwand.
(P ) als Anfangswertproblem mit Optimierung
Die Randbedingung fu¨r die Funktion f bei out ist durch die Gleichung (1.5) ge-
geben. Mit ihr soll ausgedru¨ckt werden, da die komplexe Funktion f am Reso-
natorende bei out eine fortschreitende Welle beschreibt. Die Bedingung ist daher
zwar notwendig, allerdings ist sie nicht hinreichend, da es sich bei (1.5) um eine
Bedingung handelt, welche lediglich an einem ‘Punkt’, na¨mlich bei out, ausgewer-
tet wird. Um bei f eine fortschreitende Welle der Form ei
~ mit ~ 6= 0 numerisch











f()− ipγ(R())  f() j (3.27)
nach [22, Seite 37] verwendet. Hierbei entspricht der Za¨hler der Randbedingung
bei out, welche allerdings auf einem gesamten Intervall ausgewertet wird. Der
Nenner stellt eine Normierung dar. Bei bekanntem Wert fu¨r out ist a > out so
zu wa¨hlen, da f im betrachteten Intervall [out; a] noch mindestens eine Periode
durchla¨uft. Die Radiusfunktion R werde in [out; a] als eine Konstante Funktion
mit dem Wert R(out) fortgefu¨hrt, was einen dem Resonator anschlieenden Hohl-
leiter modelliert. Damit kann (P ) durch die Berechnung von (P0) mit f0 2 IR+
(vgl. Abschnitt 1.2.2) und anschlieender Minimierung des Fehlers errkr im rech-
ten Rand ersetzt werden. Im Idealfall ist errkr = 0. Bei zusa¨tzlicher Optimierung
des Wirkungsgrades ? ist dieser Term als ein zusa¨tzlicher (entsprechend gewich-
teter) Summand der Zielfunktion hinzuzufu¨gen.
Fu¨r die Randbedingung von f bei 0 ist keine weitere Umformulierung notwen-
dig. Dies ist der Fall, da aufgrund der Anfangsbedingung fu¨r p gilt
R 2
0
p d# = 0
(vergleiche hierzu die Dierentialgleichung fu¨r f in (1.1)), und dies auch fu¨r klei-
ne Werte von jf j na¨herungsweise so bleibt. Mit den zu Beginn negativen Werten
von γ ist somit gewa¨hrleistet, da f hier eine anwachsende Welle beschreibt.
Bei der Umformulierung eines Randwertproblems in ein Anfangswertproblem
sto¨t das einfache Schieverfahren [35] meist schnell an seine Grenzen. Der Grund
hierfu¨r liegt in der meist groen Lipschitz-Konstanten sowie langen Integrati-
onsintervallen, wodurch ein anfa¨nglich gemachter Rundungsfehler im Laufe der
Integration sehr stark anwa¨chst. Nicht selten sind Beispiele, bei denen der nume-
rische Fehler derart schnell exponentiell wa¨chst, da die zu erwartende Lo¨sung
von diesem dominiert wird. Abhilfe bietet in solchen Fa¨llen die Mehrzielmetho-
de, bei der das Integrationsintervall in mehrere Teilintervalle unterteilt wird, auf
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denen das einfache Schieverfahren angewendet wird. Eine hier verwendete Null-
stellenbestimmung (z.B. mit Newton-Verfahren) soll sowohl die Erfu¨llung der
Randbedingung als auch den stetigen U¨bergang der Teilfunktionen erreichen.
Beim betrachteten Gyrotronproblem (P ) ist bereits eine zu Beginn exponen-
tiell anwachsende Lo¨sung f zu erwarten. Diese ist explizit erwu¨nscht, was sich
durch das negative Vorzeichen der Funktion γ in der Dierentialgleichung fu¨r f
zu Beginn zeigt (siehe Abbildung 1.1). Trotz des oben beschriebenen Vorteils der
Mehrzielmethode erha¨lt man ein entsprechend gro¨eres Optimierungsproblem:
Bereits bei Verwendung einer ‘groben’ Diskretisierung in # mit 32 Punkten und
Unterteilung des Gesamtintervalles [0; out] in 5 Teilintervalle erha¨lt man bei der





) = 266 (die Anfangswerte fu¨r p sind bereits nach (1.2) gegeben).
Im Gegensatz hierzu liefert das einfache Schieverfahren lediglich ein Optimie-
rungsproblem der Dimension 6 { na¨mlich fu¨r die freien Parameter ck, k = 1; : : : ; 5
und f0. Aus diesem Grund wurde fu¨r die Berechnung von (P ) bzw. Optimierung
der verwendeten Parameter das einfache Schieverfahren verwendet. Mit den zu
optimierenden Gro¨en ? und errkr erha¨lt man das Pareto-Optimierungsproblem:
Minimiere 1  (1− ?) + 2  errkr
mit (p; f) erfu¨llt Problem (P0) mit f(0) = f0 2 IR+:
(freie Parameter: f0; c1; c2; c3; c4; c5)
Die beiden Parameter 1, 2 > 0 legen eine Gewichtung der beiden Terme 1−?
und errkr fest.
Neben den bereits verwendeten freien Parametern besteht zusa¨tzlich die Mo¨g-
lichkeit, die Form des Resonators { also die Funktion R { zu optimieren. Sie
wa¨re als Steuerfunktion der Problemstellung hinzuzufu¨gen. Dies wurde aller-
dings nicht durchgefu¨hrt. Zur Optimierung wurde das bereits in [18] verwendete
SQP-Verfahren E04UCF von NAG verwendet. Abbildung 3.6 zeigt eine schema-
tische Darstellung der Optimierung. Grundsa¨tzlich gibt es in der Unterroutine
OBJFUN die Mo¨glichkeit, die partiellen Ableitungen der Zielfunktion 1(1− ?) +
2errkr nach den freien Parametern entweder als auszuwertende Ausdru¨cke vor-
zugeben oder aber diese numerisch berechnen zu lassen. Aufgrund der komplexen
Abha¨ngigkeit ko¨nnen die partiellen Ableitungen allerdings leider nicht vorgege-
ben werden, sondern mu¨ssen mittels Dierenzenverfahren ausgewertet werden.
Durchgefu¨hrte Optimierung
Mit 1 = 1 und 2 = 10 wurden bei vorgegebener Form des Resonators R die
freien Parameter optimiert. Man erha¨lt die folgenden Werte:
f0 = 1:0  10−8; c1 := 0:4390; c2 := 0:0021;





1(1− ?) + 2errkr Berechnung derZielfunktion






Abbildung 3.6: Schematische Darstellung der Verwendung eines SQP-Verfahrens
mit Auswertung der Zielfunktion.
Soweit nicht anders angegeben wurden diese Daten fu¨r alle Berechnungen von An-
fangswertproblemen verwendet. Der bei der Optimierung erzielte Wirkungsgrad
liegt bei ? = 63%, und die Randbedingung fu¨r f bei out wird mit errkr = 0:030
recht gut erfu¨llt.
Abbildung 3.7 zeigt das Resultat fu¨r f . Fu¨r die Darstellung wurde ein an den
Resonatorbereich  2 [0; 60] angeschlossener zylindrischer Hohlleiter bis a =
200 hinzugefu¨gt. Die Integration in  wurde mit dem Runge-Kutta-Verfahren
nach (A.4) durchgefu¨hrt, wobei die Schrittweite  = 0:1 verwendet worden ist.
Mit einer Diskretisierung von # = 2
n
mit n = 512 in # wurde das IntegralR 2
0
p(#; ) d# unter Verwendung von Splines ausgewertet (siehe hierzu Abschnitt
3.2). Die linke Grak zeigt den Realteil (blau), den Imagina¨rteil (rot) und den
Absolutbetrag von f fu¨r  2 [0; 200]. Die rechte Grak zeigt die Parameterkurve
(<(f);=(f)) in der komplexen Ebene. jf j erreicht bei  = 27:1 mit 0:08598775
sein Maximum. Man erkennt gut, da sich fu¨r den Bereich des Hohlleiters ( 2
[60; 200]) eine recht scho¨ne Welle ausgebildet hat. Die kleinen, aber zum Teil
unregelma¨igen Schwankungen in diesem Bereich stammen von p, welche sich




p(#; ) d# auf f auswirken.
3.6 Referenzlo¨sung
Um die verschiedenen Betrachtungen der Gitteradaption in Abschnitt 3.7 bewer-
ten und mit den Diskretisierungen in Abschnitt 3.8 vergleichen zu ko¨nnen, wird
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Abbildung 3.7: Berechnete Funktion f (Details siehe Text): links ist der Realteil
<(f) (blau), der Imagina¨rteil =(f) (rot) und der Absolutbetrag jf j von f fu¨r
 2 [0; 200] dargestellt. Die rechte Grak zeigt f als Parameterkurve (<(f);=(f))
in der komplexen Ebene.
eine Referenzlo¨sung (p; f) mit folgenden Daten berechnet:




Fu¨r die Integration in  wurde Verfahren (A.5) mit rel. und abs.
Fehler 1:0  10−8 verwendet. Es wurden die Parameter (3.28)
verwendet. Der erhaltene Wirkungsgrad wird mit ref bezeichnet
und es ist ref = 0:62807162.
9>>>>=>>>>; (3.29)
Abbildung 3.8 zeigt p der Referenzlo¨sung bei  = 60. Abbildung 3.9 zeigt den
Vergleich mit weiteren Lo¨sungen bei Verwendung gro¨berer Gitter. Die Abbil-
dung zeigt den Wirkungsgrad ? von Problem (P0) bei Verwendung verschiede-
ner a¨quidistanter Ω# und Ω . So wurde # =
2
n
mit n = 16; 32; 256; 2048 und
 mit Werten von 0:025 bis 0:35 verwendet. Man erkennt, da mit n = 2048 die
Diskretisierung in # genu¨gend fein gewa¨hlt ist, so da der Wirkungsgrad nahe-
zu unabha¨ngig von der gewa¨hlten Schrittweite in  ist. Wa¨hlt man eine gro¨bere
Diskretisierung in #, so a¨ndert sich nicht nur der Verlauf der Kurve von ? (in
Abha¨ngigkeit von ), sondern auch dessen Grenzwert fu¨r  ! 0. Dieser Fehler
in der Diskretisierung in # wurde bereits in Abschnitt 3.1 an zwei exemplarischen
Methoden diskutiert.
Obwohl der Wirkungsgrad mit der bei der Referenzlo¨sung verwendeten Dis-
kretisierung ausreichend genau berechnet werden kann, erkennt man an der in
Abbildung 3.8 dargestellten Parameterkurve p(;  = 60) vor allem zwischen den
Punkten mit jpj > 1 gro¨ere Lu¨cken. Eine hierfu¨r hilfreiche Gitteradaption in #
wird im folgenden Abschnitt behandelt.
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Abbildung 3.8: Referenzlo¨sung p bei  = 60.
















Abbildung 3.9: Berechnete Werte ? von Problem (P0) bei a¨quidistanter Schritt-
weite # = 2
n
; n = 16; 32; 256; 2048 und a¨quidistanter Schrittweite  mit Wer-
ten von 0:025 bis 0:35. In  wurde das Runge-Kutta-Verfahren (A.4) verwendet.
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3.7 Gitteradaption in #
Wie man in Abbildung 1.6 auf Seite 35 sehen kann, wird die Parameterkurve p(; )
aufgrund der fest gewa¨hlten a¨quidistanten Diskretisierung in # mit # = 2
2048
mit gro¨er werdendem  immer unsauberer dargestellt. Die Abbildungen zeigen
die Berechnungen fu¨r  = 24:940,  = 32:081 und  = 40:190. Fu¨hrt man die
Berechnung bis  = 60:0 fort, so wird der Abstand benachbarter Punkte immer
gro¨er, wie wir schon in Abbildung 3.8 gesehen haben. Hier erkennt man nur noch
mit Mu¨he, wie die eigentliche Kurve p(; ) zwischen den berechneten Punkten
verla¨uft. Daher wird in diesem Abschnitt eine Gitteradaption in # am Modell
(3.1),(3.2),(3.3) betrachtet.
Da weder die Funktion u(; l) an einer Zwischenstelle # mit #k < # < #k+1
ausgewertet werden kann, noch die Dierentialgleichung Informationen bezu¨glich
des Verhaltens von u(; l) liefert, ist man bei einer Gitteradaption in # aus-
schlielich auf die Werte ukl = u(#k; l) angewiesen. Dabei liefert der Fehler bei
der Berechnung des Integrals I() im folgenden die Grundlage.
Gitterverfeinerung
Obwohl (3.11) eine Abscha¨tzung fu¨r den lokalen Fehler von I(l) bei der Ver-
wendung von Splines darstellt, eignet sie sich aufgrund des schwer zu berech-
nenden Koezienten K3 nicht sehr gut. Besser eignet sich die Formel (3.10) fu¨r




(k; l) kann durch die numerische Berechnung der
zweiten Ableitung von u(; l) an den Stellen #k und #k+1 mittels
d2u
d#2
(#k; l)  ~u00kl :=





approximiert werden. Fu¨r den lokalen Quadraturfehler bei der Berechnung des





u(#; l) d#j  1
12
#3k maxfj~u00klj; j~u00k+1;ljg:
Der Fehler bei der Berechnung des Integrals I(l) soll im Absolutbetrag nicht
gro¨er sein, als ein vorgegebener maximaler Fehler I > 0. Fu¨r den lokalen Qua-
draturfehler im Intervall [#k; #k+1] bedeutet dies dementsprechend
1
12
#3k max(j~u00klj; j~u00k+1;lj)  I
#k
jD#j (3.31)
mit der La¨nge jD#j = 1 des Intervalls D# = [0; 1]. Ist (3.31) erfu¨llt, so mu
im betrachteten Intervall [#k; #k+1] kein weiterer Punkt hinzugefu¨gt werden. Gilt
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die Ungleichung fu¨r alle Teilintervalle [#k; #k+1], k = 0; : : : ; n − 1, so wird die
geforderte Genauigkeit I bei der Berechnung des Integrals I(l) erreicht.
Wird (3:31) nicht erfu¨llt, so ist im betrachteten Intervall [#k; #k+1] das Gitter
durch Hinzufu¨gen eines neuen Punktes zu verfeinern. Die einfachste Mo¨glichkeit
einer Gitterverfeinerung kann mittels linearer Interpolation der bekannten Punkte










Besser allerdings eignet sich eine Interpolation ho¨heren Grades, z.B. eines Poly-
noms dritten Grades:
wk(#) := ak(#− #k)3 + bk(#− #k)2 + ck(#− #k) + dk; # 2 [#k; #k+1]:
Um fu¨r eine lokale Gitterverfeinerung im Intervall [#k; #k+1] nicht eine komplette
Spline-Funktion bezu¨glich aller vorhandenen Gitterpunkte #k, k = 0; : : : ; n − 1
berechnen zu mu¨ssen, wird eine Spline-Funktion berechnet, welche lediglich die
4 Gitterpunkte bei #k−1, #k, #k+1 und #k+2 interpoliert. Fu¨r die Berechnung der
Kru¨mmung der Spline-Funktion in den beiden Randpunkten bei #k−1 und #k+2
wird die Na¨herung (3.30) verwendet. Fu¨r dessen Auswertung werden zusa¨tzlich
die Werte u an den Stellen #k−2 und #k+3 beno¨tigt.
Aus den Beru¨hrbedingungen der Polynome wk bei #k und #k+1 und den Be-
dingungen fu¨r die Funktionswerte und die zweiten Ableitungen bei #k−1 und #k+2
la¨t sich ein lineares Gleichungssystem fu¨r bk und bk+1 aufstellen:
2(#k + #k+1) #k+1










Dk = 3(uk+1;l − ukl
#k
− ukl − uk−1;l
#k−1
):
Die fehlenden Koezienten ak, ck und dk berechnen sich zu









fu¨r die entsprechenden Werte fu¨r k. Mit den Koezienten ak, bk, ck, dk ist wk
bestimmt. Jetzt kann fu¨r eine Gitterverfeinerung ein neuer Punkt im Intervall
[#k; #k+1] hinzugefu¨gt werden:






Im Fall des Gyrotrons kommt es durch das \bunching" (siehe Seite 36) vor, da
sich ein Teil der Elektronen anha¨uft. Daher stellt sich die Frage, ob man fu¨r eine
schnellere Berechnung speziell hier einige Elektronen ausdu¨nnt.
Analog zur Gitterverfeinerung ist bei der Gittervergro¨berung ein Fehler I > 0
vorzugeben. Nach (3.31) lautet hier die entsprechende Aussage
1
12
(#k−1 + #k)3 min(j~u00k−1;lj; j~u00klj; j~u00k+1;lj)  I
#k−1 + #k
jD#j : (3.32)
Ist (3.32) erfu¨llt, so kann der Punkt (#k; ukl) gelo¨scht werden. Im folgenden Ab-
schnitt wird diese Gitteradaption an einem Beispiel gezeigt.
Berechnetes Beispiel
Unter Verwendung der oben vorgestellten Gitteradaption in # wurde (P0) fu¨r
verschiedene I , I gerechnet. Stellvertretend zeigt Abbildung 3.10 das Ergeb-
nis mit den Parametern I = 0:025 und I = 0:0025. Fu¨r die Integration in
 wurde Verfahren (A.5) mit absolutem und relativem Fehler 1:0  10−8 fu¨r die
Schrittweitensteuerung verwendet. Die obere Grak zeigt (<(p);=(p)) bei  = 60.
Man erkennt, da hier die Parameterkurve p(; ) sehr fein aufgelo¨st wird. Ei-
ne Berechnung der von p(; ) eingeschlossenen Fla¨che jAj zeigt, da diese mit
jA( = 60)j = 3:08444418 einen zu  um lediglich 1:8% abweichenden Wert be-
sitzt (vergleiche Abschnitt 1.6.1). Wie schon in Abschnitt 3.4 erwa¨hnt ist eine




p(#; ) d# zuru¨ckzufu¨hren.
Die linke untere Grak zeigt die Anzahl der Gitterpunkte in # gegenu¨ber
 . Die bei  = 0 in D# a¨quidistant verteilten 64 Gitterpunkte werden bei fort-
schreitendem  angepat. Es werden hierbei sowohl Punkte aufgrund des \bun-
chings"(siehe Seite 36) der Elektronen gelo¨scht, als auch neue Punkte hinzugefu¨gt.
Bei  = 60 erha¨lt man schlielich 786 Gitterpunkte in #. Das rechte Bild zeigt
die diskreten Energieflu¨sse E, Ep und Ef (siehe (3.18)). In Abbildung 3.11 ist
jp(#; out)j dargestellt. Hier erkennt man sowohl im Intervall [0; 2] (linkes Bild)
als auch im Ausschnitt [0:3; 0:5] die Gitteradaption in #. Der Wirkungsgrad wird
hier zu ? = 0:63353672 berechnet. Dieser liegt etwa 0:9% u¨ber dem der Refe-
renzlo¨sung.
Wie man sehr scho¨n an der oberen Grak in Abbildung 3.10 sehen kann, wird
durch eine Gitteradaption in # sowohl die Parameterkurve p(; ) als auch die
Gro¨e der von ihr eingeschlossenen Fla¨che jAj sehr gut wiedergegeben. Jedoch
zeigt die fu¨r den Wirkungsgrad entscheidende Kurve jp(; out)j in Abbildung 3.11
einige kleinere ’Unsauberkeiten’. Diese sind dadurch zu begru¨nden, da durch
das Hinzufu¨gen eines Gitterpunktes ein Fehler bei der Berechnung des neuen
Funktionswertes entsteht. Dieser wirkt sich fu¨r das restliche Integrationsintervall
in  aus.
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Daher ist fu¨r eine verla¨liche Berechnung des Wirkungsgrades eine fest gewa¨hl-
te Diskretisierung in # vorzuziehen. Wird diese nicht-a¨quidistant gewa¨hlt, so sollte
fu¨r die Berechnung des Integrals
R 2
0
p(#; ) d# nicht die Trapezregel sondern eine
Quadratur mit Splines verwendet werden (vergleiche Abschnitt 3.4).
3.8 Fourier-Zerlegung in #
In diesem Abschnitt wird untersucht, ob System (1.1) von Problem (P0) bezu¨glich
# fourierzerlegt werden sollte. Da die Funktion p fu¨r alle  2 [0; out] bzgl. # die
Periode 2 hat, scheint dies sinnvoll. Ganz besonders auch, weil sich sowohl der
Anfangswert fu¨r p als auch das Integral u¨ber p in der Dierentialgleichung fu¨r f
jeweils durch eine einzige Fouriermode darstellen lassen.
Obwohl Fourier-Reihen fu¨r glatte Funktionen i.a. gut konvergieren, stellt sich
sehr schnell heraus, da mit fortschreitendem  immer mehr Moden no¨tig werden.
Bei  = 34:4 sind schon etwa 80 Moden zu verwenden (vgl. Abbildung 3.12,b,c),
bei  = out etwa 178 Moden (vgl. Tabelle 3.2). Daher wird die zur Auswertung
der rechten Seite der Dierentialgleichung verwendete Prozedur nicht optimiert.
Zur Untersuchung des Langzeitverhaltens dissipativer Systeme sind nichtli-
neare Galerkin-Methoden entwickelt worden [27, 34], die den Rechenaufwand
erheblich reduzieren ko¨nnen. Da die hier untersuchten Gleichungen jedoch nicht
autonom und nicht dissipativ sind und es hier auch nicht um das Langzeitverhal-
ten geht, sind diese Methoden hier nicht anwendbar.
3.8.1 Fourier-Transformation










p(#; )e−ik# d# : (3.33)
Dabei sind die Koezienten ak -abha¨ngig. Unter der Voraussetzung der Kon-
vergenz dieser Reihe, wird sie in (P0) zu
d
d
p = −i(c1 − 1 + jpj2)p+ if
d2
d2













p−γ(R(0))  f(0) (3.35)
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Abbildung 3.10: Das obere Bild zeigt die berechnete Lo¨sung p von (P0) bei  = 60
bei verwendeter Gitteradaption in # mit I = 0:025, I = 0:0025. In  wurde (A.5)
mit einem relativen und absoluten Fehler von 1:0 10−8 verwendet. Im linken Bild
ist die Anzahl der verwendeten Gitterpunkte in # gegenu¨ber  aufgetragen. Bei
einer anfa¨nglich a¨quidistanten Diskretisierung in # mit 64 Punkten erha¨lt man bei
 = 60 schlielich 786 Punkte. Das rechte Bild zeigt die diskreten Energieflu¨sse
E, Ep und Ef . Hierbei bleibt E im Bereich von 2:0984  10−3 bis 2:1006  10−3.
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Abbildung 3.11: (#; jp(#; out)j) mit dem berechneten p von Abbildung 3.10 fu¨r
das Intervall [0; 2] (links) und dem Ausschnitt [0:3; 0:5] (rechts).






























f = −γf + c2a0 :
Um die einzelnen Dierentialgleichungen fu¨r die Koezienten ak, k = −1; : : : ;1
zu erhalten wird die obere der beiden Dierentialgleichungen mit e−il#, l =
−1; : : : ;1 multipliziert, anschlieend in # von 0 bis 2 integriert und mit dem
Faktor 1
2
multipliziert. Fu¨r die vier Terme Tk, k = 1; : : : ; 4 werden zuna¨chst die
einzelnen Rechenschritte durchgefu¨hrt und anschlieend die Ergebnisse zusam-
mengefat. Mit dem Kronecker-Symbol
kl :=

1; fu¨r k = l
0; sonst































































= −i(c1 − 1)al :

















































ak3  k1−k2+k3; l :













e−il# d# = if0l :
Fat man die berechneten Ergebnisse zusammen, so erha¨lt man fu¨r das Intervall















fu¨r k = −1; : : : ;1
d2
d2
f = −γf + c2a0 :
9>=>; (3.37)
Aus der Anfangsbedingung p(#; 0) = e
i#, # 2 [0; 2] fu¨r p erha¨lt man nach (3.33)
fu¨r die Fourierkoezienten ak die Anfangsbedingungen
ak(0) = 1k; k = −1; : : : ;1: (3.38)
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Die Anfangsbedingungen fu¨r f bleiben unvera¨ndert. Den Wirkungsgrad ? erha¨lt
man entsprechend zu:




















































Verglichen mit den Ausgangsdierentialgleichungen (3.34) fu¨r p und f erkennt
man, da in (3.37),(3.38),(3.35) die Problematik bezu¨glich der Diskretisierung
des Integrals in (3.34) und der Wahl einer passenden Quadraturformel entfa¨llt.
Allerdings werden diese Probleme dahingehend verlagert, da nun eine abza¨hlbare
Menge an Dierentialgleichungen, na¨mlich fu¨r die Fourierkoezienten ak, k =
−1; : : : ;1, zu lo¨sen ist. Unter Anwendung der Galerkin-Methode wird die Suche
nach einer Lo¨sung fu¨r p auf den endlichen Teilraum Spanfeik#jk = −N; : : : ; Ng,
N 2 IN eingeschra¨nkt. Hieraus erha¨lt man ein System von Dierentialgleichungen
fu¨r ak, k = −N; : : : ; N . Speziell bei  = 0 erha¨lt man mit der Anfangsbedingung
(3.38) lediglich fu¨r k = 0 und k = 1 eine nichtverschwindende rechte Seite. Bei
allen anderen Indizes verschwindet die rechte Seite.
Fu¨r eine adaptive Anpassung bezu¨glich der Anzahl der verwendeten Fou-
riermoden wurde bei der Berechnung von (3.37),(3.38),(3.35) zuna¨chst mit einer
geringen Anzahl von Moden gestartet, und zwar fu¨r k = −N; : : : ; N mit N = 5.
Wa¨hrend der Integration in  wurde nach jedem Schritt u¨berpru¨ft, ob fu¨r die
beiden ’Randmoden’ mit k = −N und k = N stets gilt
jakj  r; (3.40)
mit vorgegebenem r > 0. Bei Nichterfu¨llung dieser Ungleichung werden zwei
neue Koezienten initiiert a−N−1 = 0, aN+1 = 0, und anschlieend N um 1
erho¨ht (N ! N + 1). Damit wird das System in seiner Dimension der gefor-
derten Genauigkeit angepat. Aufgrund der Bedingung k1 − k2 + k3 = k fu¨r die
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Indizes k1, k2, k3 und deren bei der Berechnung eingeschra¨nkten Wertebereich
von −N bis N kann die Summe in (3.37) bei dem jeweils gegebenen k durch zwei
geschachtelte for-next-Schleifen ausgewertet werden:
for k1 = -N:1:N
k2min = max( -N , k1-k-N)
k2max = min( N , k1-k+N)
for k2 = k2min:1:k2max
k3 = k-k1+k2






Probela¨ufe zeigen, da fu¨r p viele Fouriermoden notwendig sind (siehe Abschnitt
3.8.4), was zur Folge hat, da die Berechnung der rechten Seite des Systems und
damit die Integration in  sehr zeitintensiv wird. Daher wurden zwei Modika-
tionen vorgenommen:
- Da die gesuchte Lo¨sung komplexwertig ist, ist es zweckma¨ig, die verwen-
deten Fouriermoden nicht von −N bis N zu verwenden, sondern von N1 bis
N2 mit N1; N2 2 ZZ und N1  N2. Dabei wird u¨ber das Kriterium (3.40)
entschieden, ob bei k = N1 oder k = N2 neue Moden hinzugefu¨gt werden.
- Existiert in (3.37) ein Summand ak1a

k2
ak3 mit k1 6= k3, so existiert dieser
zweimal, und zwar einmal fu¨r k1 < k3 und einmal fu¨r k1 > k3. Diese beiden
Terme ko¨nnen bei der Auswertung zusammengefat werden, wodurch sich
die Anzahl der Rechenoperationen reduzieren la¨t.



















Bei entsprechender Programmierung kann der Rechenaufwand im Vergleich zu
vorigem Verfahren nahezu halbiert werden. Die verwendete Prozedur zur Aus-
wertung von (3.41) lautet:
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k1min = max( N1 , k+N1-N2 )
k1max = min( N2 , b1
2
(k+N2-1)c )
for k1 = k1min:1:k1max
k2min = max( N1 , 2k1-k+1 )
k2max = min( N2 , k1-k+N2 )
for k2 = k2min:1:k2max
k3 = k-k1+k2






k1min = max( N1 , d1
2
(k+N1)e )
k1max = min( N2 , b1
2
(k+N2)c )
for k1 = k1min:1:k2max
k2 = 2k1-k
... ’ Berechnung und Addition von (ak1)
2ak2
next
Sicherlich liee sich die Auswertung noch weiter optimieren. Dies wird hier aller-
dings nicht weiter verfolgt.
Aus den berechneten ak, k = N1; : : : ; N2 la¨t sich eine Na¨herung a fu¨r den










3.8.3 Konvergenz der Fourier-Reihe
Sei p(; ) 2 Cn−1[0; 2] eine 2-periodische Funktion, n 2 IN[f0g und dn
d#n
p(#; )






Dann gilt die folgende Konvergenzaussage [17]:
jp(#; )− pN(#; )j = O( 1
Nn
); fu¨r festes (#; ) und N !1:
Dies bedeutet, da pN mit der Ordnung
1
Nn
punktweise gegen p konvergiert. Da
sich diese Aussage auf das asymptotische Verhalten bezieht, folgt daraus leider
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nicht, da wenige Moden ausreichen, um die Funktion p(; ) zu beschreiben.
Wieviele man tatsa¨chlich beno¨tigt, wird im folgenden Abschnitt untersucht.
3.8.4 Anzahl beno¨tigter Moden
Mit den Werten N1 = −5, N2 = 5 bei  = 0, r = 1:0  10−8, dem Verfah-
ren (A.4) und einer Schrittweite  = 0:1 in  wurde eine Berechnung von
(3.37),(3.38),(3.35) gestartet. Nach ca. 3:5 Stunden wurde das Programm bei
 = 34:4 abgebrochen, da bis dahin Moden ak mit den Indizes von −45 bis
92 hinzugefu¨gt worden sind. Fu¨r jede dieser 138 Moden mu (3.41) in jedem
Schritt in  ausgewertet werden, was die Rechenzeit sehr schnell anwachsen la¨t.
Hieraus erkennt man, da es nicht sinnvoll ist, die Integration bis nach out = 60:0
fortzusetzen, da sich dabei die Anzahl der Moden noch weiter erho¨hen und die
Rechenzeit dementsprechend drastisch verla¨ngern wu¨rde. Abbildung 3.12.a) zeigt
die erhaltene Lo¨sung bei  = 34:4. Dieselbe Lo¨sung mit einer reduzierten Anzahl
an Moden ak ist in den Abbildungen 3.12.b) und 3.12.c) gegeben. Man erkennt,
da bei Verwendung von zuwenig Moden die Lo¨sung stark deformiert wird (sie-
he Grak unten rechts). Obwohl Abbildung 3.12.b) nahelegt, da r = 5:0  10−4
akzeptabel wa¨re, fu¨hrte Weiterrechnen mit r = 5:0 10−4 fu¨r ho¨here  zu sehr un-
befriedigenden Ergebnissen. Als Beispiel sei hier Abbildung 3.13 gegeben, welches
das mit (3.43) ausgewertete p bei  = 50:8 zeigt.
Fu¨r eine Abscha¨tzung bezu¨glich der Anzahl der zu verwendenden Moden ak
bei out wurden deshalb von der Referenzlo¨sung (3.29) die Fourierkoezienten
von p nach (3.33) berechnet. Fu¨r die Quadratur wurde die Trapezregel verwen-
det. Da p in # mit einer Diskretisierung von 2048 Punkten berechnet worden
ist, darf fu¨r die Berechnung von ak mit einer maximalen Frequenz jkj = 1024
’abgetastet’ werden. Abbildung 3.14 zeigt p mit seinen Fourierkoezienten ak,
k = −1000; : : : ; 1000.
Werden weniger Moden verwendet, so sieht man an (3.39), da sich der Wert
? erho¨ht. Je nach Anzahl und Gro¨e der weggelassenen Moden ak ergibt sich eine
entsprechende Abweichung in ?. In Tabelle 3.2 wird der relative Fehler bezu¨glich
dem Wirkungsgrad ref der Referenzlo¨sung berechnet, wenn a¨uere Moden ak
abgeschnitten werden. Man erkennt, da bei einem relativen Fehler von etwa 1%
im Wirkungsgrad die Rechnung fu¨r mindestens 178 Moden durchzufu¨hren wa¨re.
Aufgrund der bereits durchgefu¨hrten, zeitintensiven Berechnung mit 138 Moden
(bis  = 34:4) ist eine Berechnung mit mehr Moden nicht anzuraten.
Der Ansatz, Fouriermoden zur Berechnung der Gyrotron-Dierentialgleichung
zu verwenden, klingt zwar im ersten Moment recht vielversprechend, zumal die




p(#; ) d# durch jeweils eine Fou-
riermode dargestellt werden ko¨nnen. Allerdings zeigt es sich, da zur Darstel-
lung der Lo¨sung p(#; ) bei out viele Moden verwendet werden mu¨ten, um eine
verla¨liche Aussage u¨ber den Wirkungsgrad zu erhalten. Daher ist dieser Ansatz
fu¨r eine numerische Berechnung nicht empfehlenswert.
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r = 1:0  10−8


























r = 1:0  10−8
ohne
jakj < 5:0  10−4


























r = 1:0  10−8
ohne
jakj < 1:0  10−2











Abbildung 3.12: Die linke Spalte zeigt die berechneten Fourierkoezienten jakj
nach (3.37) bei  = 34:4. In der rechten Spalte sind die zugeho¨rigen p (mit (3.33)
ausgewertet) gezeigt. Fu¨r Abbildung a) wurde r = 1:0  10−8 verwendet. Man
erha¨lt 138 Moden (N1 = −45, N2 = 92). In Abbildung b) wurden Moden mit
jakj < 5:010−4 unterdru¨ckt (N1 = −9, N2 = 69). In Abbildung c) wurden Moden
mit jakj < 1:010−2 unterdru¨ckt (N1 = −5, N2 = 41). Vergleiche hierzu Abbildung
1.6 auf Seite 35.
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r = 1:0  10−8 fu¨r  2 [0; 34:4]
r = 5:0  10−4 fu¨r  2 [34:4; 50:8]
Abbildung 3.13: Mit den ak aus Abbildung 3.12.b) wurde bis  = 50:8 mit r =
5:0  10−4 weitergerechnet. Die Grak zeigt p(#;  = 50:8), # 2 D# nach (3.43)
ausgewertet. Man erkennt, da zuwenig Moden beru¨cksichtigt worden sind. Ein
Weiterrechnen bis  = 60:0 kann man sich hier ersparen.




















Abbildung 3.14: Referenzlo¨sung p (siehe (3.29)) und ihre Fourierkoezienten ak
(ausgewertet mit (3.33)). Der relative Fehler des nach (3.42) ausgewerteten Wir-
kungsgrades a = 0:62808398 gegenu¨ber dem Referenzwert ref = 0:62807162
betra¨gt 2:0  10−5.
3.8 Fourier-Zerlegung in # 115
a N1 N2
Gesamtanzahl
−N1 +N2 + 1 a
rel.Fehler
von a
−1000 1000 2001 0:62808398 2:0  10−5
1:0  10−3 −314 896 1211 0:62827621 3:3  10−4
5:0  10−3 −119 58 178 0:63449907 1:0  10−2
1:0  10−2 −105 40 146 0:63616602 1:3  10−2
Tabelle 3.2: Berechneter relativer Fehler (a−ref )=ref von a bezu¨glich des aus
der Referenzlo¨sung p berechneten Wirkungsgrades ref = 0:62807162. Aus der
Referenzlo¨sung wurde ak, k = −1000; : : : ; 1000 berechnet (vergleiche Abbildung
3.14) und die a¨ueren Moden abgeschnitten: bei gegebener Schranke a werden
ausgehend von ak mit k = −1000 und k = 1000 alle Moden abgeschnitten, fu¨r die
gilt jakj < a und deren a¨uerer Nachbar ak−1 bzw. ak+1 ebenfalls vernachla¨ssigt




Ein s-stuges Runge-Kutta-Verfahren hat die Form
yl+1 = yl + h
sX
i=1






aijF (Yj; tl + cih); i = i; : : : ; s (A.2)
und dem Koezientenschema




cs as1 : : : ass
b1 : : : bs
:
Ein RK-Verfahren heit symplektisch, wenn gilt
mij := biaij + bjaji − bibj = 0; i; j = 1; : : : ; s: (A.3)




















mit den entsprechenden mij zu





; m11 = 0:
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Das Runge-Kutta-Verfahren \Zonneveld 4(3)" 4-ter Ordnung mit Schrittweiten-









































Fu¨r die o.a. Verfahren (A.4) und (A.5) wurde jeweils die Matrix M = (mij) nach
(A.3) auf vier Nachkommastellen berechnet:
M(A:4) =
0B@ 0:0278 −0:1111 0:0556 0:0278−0:1111 0:1111 −0:0556 0:05560:0556 −0:0556 0:1111 −0:1111




0:2500 −2:3333 −1:1667 −1:0833 3:5000
−2:3333 5:4444 4:2778 5:0556 −11:2778
−1:1667 4:2778 5:4444 2:8889 −10:2778
−1:0833 5:0556 2:8889 4:6944 −11:7222
3:5000 −11:2778 −10:2778 −11:7222 28:4444
1CCA
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