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CURVATURE ESTIMATES OF SPACELIKE SURFACES IN DE
SITTER SPACE.
DANIEL BALLESTEROS-CHA´VEZ
Abstract. Local estimates of the maximal curvatures of admissible space-
like hypersurfaces in de Sitter space for k-symmetric curvature functions are
obtained. They depend on interior and boundary data.
1. Introduction
In this work we will consider solutions to fully nonlinear PDEs of the form
(1) F (A) = f(λ1, . . . , λn) = ψ, in Ω ⊂ S
n,
where A is the second fundamental form of a spacelike hypersurface in de Sitter
space Sn+11 . Furthermore f is a symmetric function of the eigenvalues of A, and ψ
is a function of the position vector and the tilt of the hypersurface to be defined
below. We will assume that the hypersurface is the graph of a function over an
open set of the sphere. More precisely, let Ω ⊂ Sn be an open set and u : Ω → I
a smooth function, where I = [R1, R2] is the real interval 0 < R1 < R2, such that
the graph
(2) Σ = graph(u) = {Y = (u(ξ), ξ) | ξ ∈ Ω} ⊂ Sn+11
is a spacelike hypersurface in de Sitter space Sn+11 .
For λ = (λ1, . . . , λn) ∈ R
n, let Sk(λ) = Σ1≤i1<···<ik≤nλi1 · · ·λik , and define the
normalised symmetric polynomial Hk(λ) =
(
n
k
)−1
Sk. In this paper we consider the
case when f is the homogeneous function of degree one given by
(3) f(λ) = H
1/k
k (λ),
defined in an open convex cone Γ which is symmetric, with vertex at the origin and
contains the positive cone Γ+ = {λ ∈ Rn |λi > 0, ∀i = 1, 2, . . . , n}.
Since f ∈ C2(Γ) ∩ C0(Γ¯) and fλi > 0 for all i = 1, 2, . . . , n, and f(λ) is concave
in Γ, it follows that F is elliptic and concave. A solution u will be called admissible
if the principal curvatures λ = (λ1, . . . , λn) of the spacelike hypersurface Σ given
by (2) belong to the connected component of Γk containing Γ
+, where Γk := {λ ∈
R
n |Hk(λ) > 0}.
The existence of solutions of such equations has been studied in [4] by L. Caf-
farelli, L. Nirenberg and J. Spruck. In [5], they proved the existence of starshaped
hypersurfaces in Euclidean space with prescribed k-symmetric curvature using the
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a priori C2,α estimate needed to carry out the continuity method. By the Evans-
Krylov theorem it is sufficient obtain the apriori C0, C1 and C2 estimates for admis-
sible solutions, where the last one follows from an estimate of the maximal principal
curvature of the hypersurface.
For various ambient Riemannian manifolds, curvature estimates for starshaped
hypersurfaces with given k-symmetric curvature have also been proved. Namely for
hypersurfaces in the sphere, the lower order and the curvature estimate are given
in [2] by M. Barbosa, L. Herbert and V. Oliker. These were used for the existence
result by Y. Li and V. Oliker in [11]. The curvature estimate and the existence
result for hypersurfaces in the hyperbolic space was proved by Q. Jin and Y. Li
in [10] using similar arguments of W. Sheng, J. Urbas and X. Wang in [12]. The
lower order estimates for this case are also contained in [2] and used to complete
the existence result. For spacelike hypersurfaces in Minkowski space and Lorentz
manifolds various results have been proved by R. Bartnik and L. Simons [3], C.
Gerhardt [6, 7, 8], Y. Huang [9] and the references provided in them.
We obtain similar curvature estimates as in [9] in de Sitter space. As in [9] we
impose a growth assumption on the right hand side in terms of the tilt τ (see (17)).
We introduce in Section 2 the geometric formulas of hypersurfaces in Lorentzian
Manifolds, and provide explicit expressions for hypersurfaces in de Sitter space. In
Section 3 we prove the following
Theorem 1. Let Ω ⊂ Sn be a domain in the round sphere, and let u ∈ C4(Ω) ∩
C2(Ω¯) an admissible solution of the boundary value problem{
F (A) = H
1
k
k (λ(A)) = ψ(Y, τ) in Ω
u = ϕ on ∂Ω
,
where A is the second fundamental form of a spacelike surface Σ in de Sitter space
given by (10), ψ ∈ C∞(Ω¯), ψ > 0 and convex in τ . Assume additionally that
ψττ − ψ ≥ ψ(Y, τ).
Then
sup
Ω
|A| ≤ C,
where C depends on n, ‖ϕ‖C1(Ω¯) and ‖ψ‖C2(Ω,I,R) and sup∂Ω |A|.
And finally in Section 4 we give an interior estimate when the growth condition
is strict, and the boudary data is spacelike and affine
Theorem 2. Let Ω ⊂ Sn be a domain in the round sphere, and let u ∈ C4(Ω) ∩
C2(Ω¯) an admissible solution of the boundary value problem{
F (A) = H
1
k
k (λ(A)) = ψ(Y, τ) in Ω
u = ϕ on ∂Ω
,
where A is the second fundamental form of a spacelike surface Σ in de Sitter space
given by (10), ψ ∈ C∞(Ω¯), ψ > 0 and convex in τ . Assume also that
ψττ − ψ > ψ(Y, τ),
and that the domain Ω ⊂ Rn is C2, uniformly convex. If the boundary value ϕ is
spacelike and affine. Then for any Ω′ ⊂⊂ Ω, there is a quantity C depending only
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on n, θ,Ω, dist(Ω′, ∂Ω), ‖ϕ‖C1(Ω¯) and ‖ψ‖C2(Ω,I,R), such that
sup
Ω′
|A| ≤ C.
2. Geometric formulas for hypersurfaces in de Sitter space
We will recall some geometric formulas for hypersurfaces in Lorentzian manifolds
and at the end we will apply them to the case of spacelike hypersurfaces in de Sitter
space.
Let {∂1, ..., ∂n, N} be a basis for a Lorentzian manifold (M¯, g¯) andM a Lorentzian
(not necessarily spacelike) hypersurface with induced metric g such that {∂i} span
TM , and let N be the unit normal field to M and put ǫ = g¯(N,N). When the
induced metric is positive definite, then we say that M is a spacelike hypersurface,
then g can be represented by the matrix gij = g(∂i, ∂j) with inverse denoted by g
ij .
The Gauss formula for X,Y ∈ TΣ reads
DXY = ∇XY + ǫ h(X,Y )N,
here D is the connection on M¯ , ∇ is the induced connection on M and the second
fundamental form h is the normal projection of D. In coordinate basis we write
hij = h(∂i, ∂j).
The shape operator obtained by raising an index with the inverse of the metric
hij = g
ikhkj .
The principal curvatures of the hypersurface Σ are the eigenvalues of the symmetric
matrix (hij). The tangential projection of the covariant derivative of the normal
vector field N on Σ, ∇jN = (D∂jN)
⊤, is related to the second fundamental form
by the Weingarten equation
(4) ∇jN = −h
i
j∂i = −g
ikhkj∂i.
The curvature tensor is defined for X,Y, Z ∈ TΣ as
R(X,Y )Z = ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z.
The Christoffel symbols given by
(5) Γkij =
1
2
gkl (∂igjl + ∂jgil − ∂lgij) ,
and the curvature tensor in terms of Christoffel symbols is
Rijk = R
m
ijk∂m =
(
∂jΓ
m
ik − ∂iΓ
m
jk + Γ
m
jsΓ
s
ik − Γ
m
isΓ
s
jk
)
∂m.
Contracting with the metric
Rijkl = g (R(∂i, ∂j)∂k, ∂l) = glmR
m
ijk.
We can also write the curvature tensor of the ambient manifold in terms of the
curvature of the surface and the second fundamental form
R¯ijk = R
m
ijk∂m
= Dj(Di∂k)−Di(Dj∂k)
= (∇j +D
⊥
j )(∇i∂k + ǫhikN)− (∇i +D
⊥
i )(∇j∂k + ǫhjkN)
= Rijk + ǫhik∇jN − ǫhjk∇iN + ǫD
⊥
j (hN)ik − ǫD
⊥
i (hN)jk,
where D⊥i (hN)jk = D
⊥
i (hjkN)− Γ
r
ikhrjN − Γ
r
ijhrkN .
4 DANIEL BALLESTEROS-CHA´VEZ
From last identity, when the ambient manifold is flat, we obtain the Codazzi
equation is given by the identity
(6) ∇ihjk = ∇jhik.
Note that the first and second covariant derivatives of the second fundamental form
are given by
∇lhij = ∂lhij − Γ
r
lihrj − Γ
r
ljhir,
∇k∇lhij = ∂k(∇lhij)− Γ
r
kl∇rhij − Γ
r
ki∇lhrj − Γ
r
kj∇lhir.
The Gauss Equation expressed in orthonormal coordinates, is given by
(7) R¯ijkl = Rijkl − ǫ (hikhjl − hilhjk) .
When M is a hypersurface of a flat manifold R¯lkij = 0, last equation simplifies
to the identity
Rijkl = ǫ (hik hjl − hjk hil) .
Note that A is a bilinear symmetric tensor, then the following Ricci identity
holds
(8) ∇k∇lAij −∇l∇kAij = RkljrAir +RklirArj .
Let Rn+21 = (R
n+2, g¯) be the Minkowski space with metric g¯ = −dx21 + dx
2
2 +
· · ·+ dx2n+2 and covariant derivative D¯. Then de Sitter space is defined as S
n+1
1 ={
x ∈ Rn+21 : g¯(x, x) = 1
}
with the induced Lorentzian metric which we will denote
by g and covariant derivative D. More over, any point in Sn+11 can be written as
(r, ξ) ∈ R+ × Sn, with the induced metric
g = −dr2 + cosh2(r)σ,
where σ is the round metric on Sn, and later we will use ∇˜ to denote the covariant
derivative for the metric σ. The vector field ∂r will be written separately from any
other index notation ∂α, ∂j , ..., etc., the latter indices taking values form 1 to n.
Let u : Sn → [0,∞) be a smooth function and consider a spacelike hypersurface
in Sn+11 given by the graph Σ = {(u(ξ), ξ)}. The tangent space of the hypersurface
at a point Y ∈ Σ is spanned by the tangent vectors Yj = uj∂r + ∂j , the covariant
derivative ∇ corresponding to the induced metric on Σ is given by
Gij = −uiuj + cosh
2(u)σij .
Since the metric is positive definite, its inverse can be computed
Gij = cosh−2(u)σij +
σiγuγσ
jηuη
cosh4(u)− cosh2(u)|∇˜u|2
,
where ∇˜u = σijuj∂i and |∇˜u| := σ
ijuiuj . Note that for this to be well defined we
need to have |∇˜u|2 6= cosh2(u), and this is the case when the surface is spacelike.
A unit normal vector to Σ at the point Y can be obtained by solving the equation
g(Yα, nˆ) = 0, and then we get
nˆ = −
cosh2(u)∂r + ∇˜u√
ǫ
(
− cosh4(u) + cosh2(u)|∇˜u|2
) ,
and more over, since Σ is spacelike, then the following inequality must hold
(9) |∇˜u| ≤ cosh(u),
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because the unit vector nˆ normal to Σ is time-like, that is g(nˆ, nˆ) = −1.
The second fundamental form is the projection of the second derivatives of the
parameterisationDYαYβ on the normal direction. Notice that from (5), and writing
Γ˜ for the Christoffel symbols of the metric σ, we have
D∂r∂r = 0; D∂r∂j = tanh(r)∂j ; D∂i∂j = cosh(r) sinh(r)σij∂r + Γ˜
k
ij∂k,
and using these identities we compute
DYiYj = Dui∂r+∂i (uj∂r + ∂j)
= ujujD∂r∂r + uiD∂r∂j + uij∂r + ujD∂i∂r +D∂i∂j .
Let W 2 = cosh4(u)− cosh2(u)|∇˜u|2, then Aij = g(DYiYj , nˆ) is given explicitly by
(10) Aij =
cosh2(u)
W
(
∇˜2iju− 2
sinh(u)
cosh(u)
uiuj + sinh(u) cosh(u)σij
)
.
Recalling that the Minkowski space is a flat Lorentzian manifold, and letting h
denote the second fundamental form of de Sitter space Sn+11 , when we apply the
Gauss equation (7) to the surface as a submanifold of codimension two Σ ⊂ Sn+11 ⊂
R
n+1,1, we have
0 = R¯ijkl = R¯ijkl − ǫ1(hikhjl − hilhjk)
= Rijkl − ǫ2(AikAjl −AilAjk)− ǫ1(hikhjl − hilhjk).
(11)
Finally let us remark that at a given point of Σ we can use coordinates such that
the second fundamental form {Aij} is diagonal, thus λi = Aii at the point, and
through the paper we assume λ1 ≥ · · · ≥ λn, and we may also assume that λ1 ≥ 1.
The fact that A is diagonal at a point also implies that F ij is diagonal and we can
also write F ii = fi.
3. Proof of Theorem 1
We are now going to prove that if the curvature of the hypersurface is bounded,
then the C2 estimate of the solution will be a consequence of the equation of the
second fundamental form (10). We will need the commutator formula for second
order derivatives of the second fundamental form, given by Ricci’s identity (8),
together with the Gauss equation of the surface as a 2-codimensional spacelike
submanifold of the Minkowski space. With this in account the equation (11) gives
the following
(12) Rijkl = −(AikAjl −AilAjk) + (hikhjl − hilhjk),
where we are usingAij as the second fundamental form of the spacelike hypersurface
in de Sitter space, and hij denotes the second fundamental form of de Sitter space
in the flat Minkowski space. Substituting in equation (8) we get
∇k∇lAij = ∇l∇kAij +
∑
r
RkljrAir +
∑
r
RklirArj
= ∇l∇kAij +
∑
r
{−(AkjAlr −AkrAlj) + (hkjhlr − hkrhlj)}Air
+
∑
r
{−(AkiAlr −AkrAli) + (hkihlr − hkrhli)}Arj .
6 DANIEL BALLESTEROS-CHA´VEZ
More over, notice that by Codazzi equation and Ricci identity (8) we get
∇i∇jAkk =∇i∇kAkj
=∇k∇iAkj +RikkrArj +RikjrAkr
=∇k∇kAij +RikkrArj +RikjrAkr .
Using coordinates such that A is diagonal, form equation (12) we obtain
(13) ∇j∇jAkk = ∇k∇kAjj +AkkA
2
jj + hjkhjkAjj − hkkhjjAjj
−AjjA
2
kk + hjjhkkAkk − hjkhjkAkk.
The first covariant derivative of (1) is given by
F ij∇kAij = ∇kψ,
and the second covariant derivative
(14) F ij∇k∇kAij + F
ij,ml∇kAij∇kAml = ∇k∇kψ.
By multiplication of F jj with (13) and adding repeated indices
(15) F jj∇j∇jAkk = F
jj∇k∇kAjj +AkkF
jjA2jj − F
jjAjj
− F jjAjjA
2
kk +Akk
∑
j
F jj .
Let H =
∑
k Akk, we will use the identities above to compute F
jj∇j∇jH that
will be used later. From (15) we have
F jj∇j∇jH = F
jj
∑
k
∇k∇kAjj +HF
jjA2jj
− nF jjAjj − F
jjAjj
∑
k
A2kk +H
∑
j
F jj .
Since H
1/k
k is homogeneous of degree 1, it holds that F
jjAjj = ψ, and then
F jj∇j∇jH =
∑
k
F jj∇k∇kAjj
+H

F jjA2jj +∑
j
F jj

− ψ

n+∑
j
A2jj

 .
Using equation (14) we can rewrite the first term of the left hand side above and
we get
(16) F jj∇j∇jH = −
∑
k
F ij,lm∇kAij∇kAlm +
∑
k
∇k∇kψ
+H

F jjA2jj +∑
j
F jj

− ψ

n+∑
j
A2jj

 .
Now we consider the following parameterisation of the hypersurface
Y = sinh(u(ξ))E1 + cosh(u(ξ))ξ, ξ ∈ S
n,
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where E1 = (1, 0, ..., 0) ∈ R
n+1,1. The tangent space to Σ is spanned by the vectors
Yi = ui (cosh(u)E1 + sinh(u)ξ) + cosh(u)ξi = ui∂r + ∂i. We will write Yi = ∇i and
ui = ∂iu = cosh(u)ξiu.
Note that
cosh(u)∂r = E1 + sinh(u)Y.
The tilt and the height functions are given respectively by
(17) τ = 〈nˆ, E1〉 =
cosh2(u)√
cosh2(u)− |∇˜u|2
; η = 〈Y,E1〉 = − sinh(u),
and
exp[Φ(u, ξ)] =
A11
g11
exp[α(τ) − βη].
Proposition 1. For τ and η defined as above, it holds:
(1) ∇ijη = −τAij − ηgij .
(2) ∇jτ = −g
ikAkj∇iη.
(3) ∇j∇iτ = −g
mn∇nAij∇mη + τAmjg
mnAni +Aijη.
Proof. Using the Weingarten equation (4) we obtain
∇jτ = 〈∇j nˆ, E1〉 = −〈A
i
jYi, E1〉
= −gikAkj〈Yi, E1〉 = −g
ikAkj∇i〈Y,E1〉 = −g
ikAkj∇iη.
From Gauss formula note that at any point p ∈ Sn+11 we have hijNp = −gijp, and
this implies hijNη = −gijη. Then it follows using Gauss formula twice
∇ijη = Yj(Yiη)− (∇YiYj)η
= Yj(Yiη)− (DYiYj +Aij nˆ)η
= Yj(Yiη)− (D¯YiYj − hijN +Aij nˆ)η
= Yj(Yiη)− (YjYi − hijN +Aij nˆ)η
= −τAij − ηgij ,
and from this we have
∇ijτ = ∇j(−g
mnAni∇mη)
= −∇jg
mnAni∇mη − g
mn∇jAni∇mη − g
mnAni∇mjη
= −gmn∇jAni∇mη − g
mnAni∇mjη
= −gmn∇nAij∇mη − g
mnAni(−τAmj − ηgmj)
= −gmn∇nAij∇mη + τAmjg
mnAni + g
mnAniηgmj
= −gmn∇nAij∇mη + τAmjg
mnAni +Aijη

Proof of Theorem 1. Since ψ = ψ(Y, τ) and form the assumption that ψ is convex in
τ and from in Proposition 1-(3), in an orthonormal frame such that A is symmetric
it holds (see [9])∑
k
∇k∇kψ ≥ ψτ
∑
k
∇k∇kτ + ψττ
∑
k
(∇kτ)
2
− C1H − C2
≥ ψτ (−∇kH∇kη + τAkiAki +Hη)− C1H − C2.
(18)
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From equation (16), we will use the last inequality (18), the concavity of F , the fact
that H ≥ 0 and
∑
j F
jj ≥ 0. Then, since at the maximum ∇H=˙0 and ∇j∇iH≤˙0,
it also follows 0≥˙F jj∇j∇jH , we have
0 ≥
∑
k
∇k∇kψ +H

F jjA2jj +∑
j
F jj

− ψ

n+∑
j
A2jj


≥ ψτ
(∑
k
τA2kk +Hη
)
− C1H − C2 +HF
jjA2jj − ψ

n+∑
j
A2jj


≥ −C2 − nψ + (ψτη − C1)H + F
jjA2jjH + (ψττ − ψ)
∑
k
A2kk,
Since (ψτ τ − ψ) ≥ 0 and by the Newton-Maclaurin inequalities Hk+1Hk−1 ≤ H
1
2
k
one can show (see [13]) the following
F ijAilAlj ≥
1
n
S
1/k
k S1,
and from this it follows that
0 ≥ −C2 − nψ + (ψτη − C1)H + C3ψH
2
which implies H is bounded, hence bounds for A. 
4. Proof of Theorem 2
Proof. Consider the function γ = ϕ− u, γ > 0 in Ω.
Φ(ξ) = ln(A11) + α(τ) + β ln(γ),
the first covariant derivative
(19) ∇jΦ =
∇jA11
A11
+ α′∇jτ + β
∇jγ
γ
.
The second covariant derivative:
∇j∇jΦ =
∇j∇jA11
A11
−
(
∇jA11
A11
)2
+ α′′ (∇jτ)
2
+ α′∇j∇jτ + β
∇j∇jγ
γ
− β
(
∇jγ
γ
)2
.
Use the commutator formula (13) and computing F jj∇j∇jΦ, we have
F jj∇j∇jΦ =
1
A11
{
F jj∇k∇kAjj + F
jjAkkA
2
jj + F
jjhjkhjkAjj
− F jjhkkhjjAjj − F
jjAjjA
2
kk + F
jjhjjhkkAkk
−F jjhjkhjkAkk
}
− F jj
(
∇jA11
A11
)2
+ α′′F jj (∇jτ)
2
+ α′F jj∇j∇jτ + βF
jj∇j∇jγ
γ
− βF jj
(
∇jγ
γ
)2
.
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Note that from coordinates such that hij = δij , some terms in the bracket cancel.
Now, using the identity F jjAjj = ψ from the homogeneity of (3), we can write
F jj∇j∇jΦ =
1
A11
F jj∇1∇1Ajj + F
jjA2jj −
(
A11 +
1
A11
)
ψ
+
∑
j
F jj − F jj
(
∇jA11
A11
)2
+ α′′F jj (∇jτ)
2
+ α′F jj∇j∇jτ + βF
jj∇j∇jγ
γ
− βF jj
(
∇jγ
γ
)2
.
Using equation (14) in the last equation we get
(20) F jj∇j∇jΦ = −
1
A11
F ij,kl∇1Aij∇1Akl +
∇1∇1ψ
A11
−
(
A11 +
1
A11
)
ψ + F jjA2jj +
∑
j
F jj
− F jj
(
∇jA11
A11
)2
+ α′′F jj (∇jτ)
2 + α′F jj∇j∇jτ
+ βF jj
∇j∇jγ
γ
− βF jj
(
∇jγ
γ
)2
.
Then as in [9], by Proposition 1.(3) and using ψ(Y, τ) we have
∇1∇1ψ ≥ ψτ∇1∇1τ − C1A11 − C2
= ψτ
(
−
∑
r
∇rA11∇rη +A
2
11τ +A11δ11
)
− C1A11 − C2.
Then we have the following inequality:
(21)
∇1∇1ψ
A11
≥ −
ψτ
A11
∑
r
∇rA11∇rη + ψτA11τ + ψτ δ11 − C1 −
C2
A11
.
On the other hand, using the assumption of ϕ is affine then
(22) F jj∇j∇jγ ≥ −C.
Also we are assuming control over |∇jγ| ≤ C, and then
(23) F jj∇jγ∇jγ ≤ C
∑
j
F jj ,
which will be used at the end. If we carry on using inequalities (22) and (21) in
(20) we obtain
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F jj∇j∇jΦ = −
1
A11
F ij,kl∇1Aij∇1Akl −
ψτ
A11
∑
r
∇rA11∇rη
+ ψτA11τ + ψτδ11 − C1 −
C2
A11
+ F jjA2jj
−
(
A11 +
1
A11
)
ψ +
∑
j
F jj − F jj
(
∇jA11
A11
)2
+ α′′F jj (∇jτ)
2
+ α′F jj∇j∇jτ − β
C
γ
− βF jj
(
∇jγ
γ
)2
.
Using again Proposition 1-(3), we replace the term α′F jj∇j∇jτ and we get
F jj∇j∇jΦ = −
1
A11
F ij,kl∇1Aij∇1Akl −
ψτ
A11
∑
r
∇rA11∇rη
+ ψτA11τ + (ψτ + α
′ψ) δ11 − C1 −
C2
A11
+
∑
j
F jj
+ (1 + α′τ)F jjA2jj −
(
A11 +
1
A11
)
ψ − F jj
(
∇jA11
A11
)2
+ α′′F jj (∇jτ)
2
− α′
∑
r
∇rψ∇rη − β
C
γ
− βF jj
(
∇jγ
γ
)2
.
Now, at the maximum, we also have
−ψτ
∑
r
∇rA11
A11
∇rη = ψτ
∑
r
(
α′∇rτ + β
∇rγ
γ
)
∇rη,
and since ∇rψ = ψr + ψτ∇rτ , we have that
−ψτ
∑
r
∇rA11
A11
∇rη − α
′
∑
r
∇rψ∇rη =
∑
r
(
β
∇rγ
γ
− α′ψr
)
∇rη ≥ −
Cβ
γ
− C,
then,
(24) F jj∇j∇jΦ = −
1
A11
F ij,kl∇1Aij∇1Akl − C1 −
C2
A11
− 2β
C
γ
− C
+ (ψτ τ − ψ)A11 + (ψτ + α
′ψ) δ11
+ (1 + α′τ)F jjA2jj −
ψ
A11
+
∑
j
F jj
− F jj
(
∇jA11
A11
)2
+ α′′F jj (∇jτ)
2
− βF jj
(
∇jγ
γ
)2
.
Case 1: In this case we will use the concavity of F and drop the term with the
second derivatives F ij,kl in the inequality (24), and we will suppose that there is
µ > 0 such that
Ann ≤ −µA11,
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this implies that
(25) F jjA2jj ≥
µ2
n
A211
∑
j
F jj ,
and also
Fnn ≥
1
n
∑
j
F jj .
Note that
F jj (∇jτ)
2
= F jjA2jj(∇jη)
2 ≤ CF jjA2jj .
At the maximum of Φ we have ∇jΦ = 0 and from (19) we have
(26)
(
∇jA11
A11
)2
=
(
α′∇jτ + β
∇jγ
γ
)2
,
and moreover, for all ǫ > 0 we have
(27)
(
α′∇jτ + β
∇jγ
γ
)2
< (1 + ǫ)(α′)2(∇jτ)
2 + (1 + ǫ−1)β2
(
∇jγ
γ
)2
,
note now that if
(
α′′ − (1 + ǫ)(α′)2
)
< 0,
(28)
(
α′′ − (1 + ǫ)(α′)2
)
F jj (∇jτ)
2
≥ C1
(
α′′ − (1 + ǫ)(α′)2
)
F jjA2jj ,
then from (24),
(29) F jj∇j∇jΦ = −β
C
γ
− C − β
C
γ
− C1 −
C2
A11
+ (ψτ τ − ψ)A11
+ (ψτ + α
′ψ)δ11 +
{
(1 + α′τ) + C1
(
α′′ − (1 + ǫ)(α′)2
)}
F jjA2jj
−
ψ
A11
+
{
1−
(
β + (1 + ǫ−1)β2
) 1
γ2
}∑
j
F jj .
Now, in order to control the coefficients of F jjA2jj , we solve the following ordinary
equation
α′′ − (α′)2 = 0,
and we find solutions of the form
α = − ln(τ + a),
where a > 0 to be specified. Moreover, the first and second derivatives are
α′ = −
1
τ + a
, α′′ =
1
(τ + a)2
,
and then it is clear that
α′′ − (1 + ǫ)(α′)2 = −
ǫ
(τ + a)2
≤ 0,
from we can also see that for ǫ = a2/2C1 we have
(α′τ + 1) + C1(α
′′ − (1 + ǫ)(α′)2) =
a
τ + a
−
C1ǫ
(τ + a)2
=
a(τ + a)
(τ + a)2
−
C1ǫ
(τ + a)2
>
a2
2(τ + a)2
≥ C3 > 0,
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then form (29) we get
0 ≥ −β
C
γ
− C − β
C
γ
− C1 −
C2
A11
+ (ψτ τ − ψ)A11 + (ψτ + α
′ψ)δ11
+ C3F
jjA2jj
−
ψ
A11
+
{
1−
(
β + (1 + ǫ−1)β2
) 1
γ2
}∑
j
F jj .
Note A11 ≥ · · · ≥ Ann and this implies∑
j
F jj =
1
ψk−1
Hk−1,
from this It follows ∑
j
F jj ≥ C4 > 0.
Using the growth assumption ψτ τ −ψ > 0, the inequality (25), and choosing β > 0
such that {1−
(
β + (1 + ǫ−1)β2
)
1
γ2 } > 0, we obtain
0 ≥ −β
C
γ
− C − β
C
γ
− C1 −
C2
A11
−
ψ
A11
+
µ2
n
C3A
2
11.
Now we make use of the assumption λ1 ≥ 1 then
C(β)
µ
≥ γA11.
Case 2: Looking back at inequality (24), the assumption for this case is the
existence of µ > 0 such that
Ann ≥ −µA11,
and in this case we will make use of the term with F ij,kl. Note also that Ajj ≥
−µA11, for all j = 1, 2, . . . , n since A11 ≥ A22 ≥ · ≥ Ann.
Consider the following partition of the indices {1, 2, . . . , n},
I = {j |F jj ≤ 4F 11}, and J = {j |F jj > 4F 11}.
Now, for j ∈ I, at the maximum, equation (26) and inequality (27) hold for any
ǫ > 0, namely(
α′∇jτ + β
∇jγ
γ
)2
< (1 + ǫ)(α′)2(∇jτ)
2 + (1 + ǫ−1)β2
(
∇jγ
γ
)2
, j ∈ I.
For j ∈ J , at the maximum, since ∇jΦ = 0 in equation (19), we have for any
ǫ > 0 that
β−1
(
α′∇jτ +
∇jA11
A11
)2
≤
1 + ǫ
β
(α′)2(∇jτ)
2 +
1 + ǫ−1
β
(
∇jA11
A11
)2
.
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From these two inequalities we can get
βF jj
(
∇jγ
γ
)2
+ F jj
(
∇jA11
A11
)2
≤ +
1+ ǫ
β
(α′)2
∑
j∈J
F jj(∇jτ)
2 +
1 + ǫ−1
β
(
∇jA11
A11
)2
+ β
∑
j∈I
F jj
(
∇jγ
γ
)2
(1 + ǫ)(α′)2
∑
j∈I
F jj(∇jτ)
2
+ (1 + ǫ−1)β2
(
∇jγ
γ
)2
+
∑
j∈J
F jj
(
∇jA11
A11
)2
≤ 4n{β + (1 + ǫ−1)β2}F 11
(
∇jγ
γ
)2
+ (1 + ǫ)(1 + β−1)(α′)2F jj(∇jτ)
2
+ {1 + (1 + ǫ−1)β−1}
∑
j∈J
F jj
(
∇jA11
A11
)2
.
Using the last two estimates in (24) at the maximum we obtain
0 ≥ −
1
A11
F ij,kl∇1Aij∇1Akl − C1 −
C2
A11
− 2β
C
γ
− C
+ (ψττ − ψ)A11 + (ψτ + α
′ψ) δ11
+ (1 + α′τ)F jjA2jj −
ψ
A11
+
∑
j
F jj
− F jj
(
∇jA11
A11
)2
+ α′′F jj (∇jτ)
2
− βF jj
(
∇jγ
γ
)2
.
Solving α′′ − (α′)2 = 0 as in Case 1, we obtain (28), then
0 ≥ −
1
A11
F ij,kl∇1Aij∇1Akl − C1 −
C2
A11
− 2β
C
γ
− C
+ (ψττ − ψ)A11 + (ψτ + α
′ψ) δ11 −
ψ
A11
− 4n{β + (1 + ǫ−1)β2}F 11
(
∇jγ
γ
)2
+
∑
j
F jj
+ {(1 + α′τ) + C1
(
α′′ − (1 + ǫ)(1 + β−1)(α′)2
)
}F jjA2jj
− {1 + (1 + ǫ−1)β−1}
∑
j∈J
F jj
(
∇jA11
A11
)2
,
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and more over, for ǫ = ǫ(a), there is a C0 > 0 such that the last term is improved
by
(30) 0 ≥ −
1
A11
F ij,kl∇1Aij∇1Akl − C1 −
C2
A11
− 2β
C
γ
− C
+ (ψττ − ψ)A11 + (ψτ + α
′ψ) δ11 −
ψ
A11
− 4n{β + (1 + ǫ−1)β2}F 11
(
∇jγ
γ
)2
+
∑
j
F jj
+ {(1 + α′τ) + C1
(
α′′ − (1 + ǫ)(1 + β−1)(α′)2
)
}F jjA2jj
− {1 + C0β
−1}
∑
j∈J
F jj
(
∇jA11
A11
)2
.
It is also known (see for instance Lemma 2.20 and Lemma 2.21 in [1]) that for
any symmetric matrix ηij we have
F ij,klηijηkl =
∂2f
∂λi∂λj
ηiiηjj +
∑
i6=j
fi − fj
λi − λj
η2ij ,
and whenever F is concave, then the second term of the right hand side of the
equation is non-positive and it should be read as a limit when λi = λj . Then, using
this Lemma, Codazzi equation (6) and since 1 /∈ J we have the following inequality
−
1
λ1
F ij,kl∇1Aij∇1Akl ≥ −
2
λ1
∑
j∈J
f1 − fj
λ1 − λj
|∇1A1j |
2
= −
2
λ1
∑
j∈J
f1 − fj
λ1 − λj
|∇jA11|
2.
Then following from (30) we get
(31) 0 ≥ −C1 −
C2
A11
− 2β
C
γ
− C + (ψττ − ψ)A11 + (ψτ + α
′ψ) δ11
+ C3F
jjA2jj −
ψ
A11
+
∑
j
F jj − 4n{β + (1 + ǫ−1)β2}F 11
(
∇jγ
γ
)2
−
(
1 + C0β
−1
)∑
j∈J
F jj
(
∇jA11
A11
)2
−
2
λ1
∑
j∈J
f1 − fj
λ1 − λj
|∇jA11|
2.
Put δ = C0β
−1, and recall that since j ∈ J we have fj > 4f1. If λj > 0 then the
equation
(32) (1 − δ)fjλ1 ≥ 2f1λ1 − (1 + δ)fjλj , for j ∈ J,
holds with δ = 14 . If λj ≤ 0, then since λn ≥ −µλ1 and thus λj ≥ −µλ1 for all
j = 1, 2, . . . , n, then we have |λj | ≤ µλ1. This implies that (32) is also satisfied if
δ = 1/4 and µ = 1/5. Recall that this choices implies a value for β which depends
on supΩ |∇˜u|.
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Equation (32) implies the inequality
−
2
λ1
f1 − fj
λ1 − λj
≥ (1 + C0β
−1)
fj
λ21
, j ∈ J,
for β sufficiently small, and then we can drop the last two terms in (31)
0 ≥ −C1 −
C2
A11
− 2β
C
γ
− C
+ (ψτ τ − ψ)A11 + (ψτ + α
′ψ) δ11 + C3F
jjA2jj
−
ψ
A11
+
∑
j
F jj − 4n{β + (1 + ǫ−1)β2}F 11
(
∇jγ
γ
)2
Now, recall from (23) we get
0 ≥ −C1 −
C2
A11
− 2β
C
γ
− C + (ψτ τ − ψ)A11 + (ψτ + α
′ψ) δ11
+ C3F
jjA2jj −
ψ
A11
+
∑
j
F jj − 4n{β + (1 + ǫ−1)β2}C
F 11
γ2
,
which gives us at the end and estimate of the type
C4λ1 + C3F
11λ21 ≤ C
(
1 +
1
γ
+
F 11
γ2
)
,
which concludes the proof the theorem.

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