Abstract-We detail a specific algebraic setting for the study of functions from the set of subsets of a finite set into the real numbers, in particular for the study of belief functions.
I. INTRODUCTION
Let U be a finite set and R the real numbers. To give belief functions a natural and convenient setting, we study them in the context of the set of all functions 2u X-+ R, and develop some methods for computations with them. Functions 2u 1-+ R arise in many contexts in reasoning under uncertainty. Some sets of such functions of interest are belief functions, various measures, density functions on 2U, possibility functions, and many others. Our purpose is to give a setting in which many of the properties of these functions can be derived efficiently. The basic tool is casting the vector space of all fimctions 2u -* R as a module over a certain incidence algebra. This is a work in progress. Here we will give the basic definitions, state some relevant theorems and indicate an occasional proof. A detailed account is in progress and will appear elsewhere.
II. BELIEF FUNCTIONS AND INCIDENCE ALGEBRAS
Definition 1: Let U be a finite set, and F = { f: 2u t R}.
For f,g E F and r E JR, let (f + g) (X) = f(X) + g(X)
(rf)(X) = r(f(X)) A with these operations is the incidence algebra of U over the field R. This algebra was introduced by Rota in [6] as a setting for study of combinatorial problems, and has turned out to be an object of interest in itself, and has been thoroughly studied.
Classically the definition is for a locally finite partially ordered set rather that for 2U, but we restrict ourselves here to the partially ordered set 2u with the usual inclusion ordering. The book [9] is a good source, both for study of the algebra itself and for fiurther references. /(X, X) = 1/a(X, X), which is possible since a(X, X) :A 0.
Assume that ,3(X, Z) has been defined for elements X and Z such that the number of elements between the two is < n, and suppose that the number of elements between X and Y is n > 1. The element ( is easy to define: it is simply 1 everywhere.
The element ,t is its inverse. That is, ,t * ( = ( * , = 6, which is easy to check. These functions play an important role in combinatorics, and particularly in elementary number theory. They are also crucial in the study of belief functions and the like, as we will see.
There is a natural operation on the elements of the vector space F by the elements of the incidence algebra A. This operation is a common one in combinatorics, and we will formalize it here and apply it extensively in our development.
Definition 5: For a E A, f E F, and X E 2u, let
We have defined a "multiplication" of the elements of F by elements of A on the right. The analogy with vector spaces is that F is the set of vectors, and A is the set of scalars, with multiplication of scalars on the right of the vectors.
Proposition 6: F is a (right) module over the ring A. That is, 1) f *6=f 2) (f*a)*i3=f*(a*3)
3) (f+g)*a=f *a+g*a 4) f *(a+i3)=f *a+f */ The verifications are straightforward calculations. Notice that for f E F, f * * = f * * = f. [3] , the relevant operations are defined without some of the formal algebraic terminology. That paper is of particular interest in that it investigates a pair of elements in A that are inverses of each other analogous to the Mobius transform and its inverse. The motivation for the study of this transform, called the interaction index, comes from cooperative game theory and multicriteria decision making. That paper is highly recommended. Our motivation comes from the study of belief functions.
III. MONOTONICITY
We begin now with some facts that will be of particular interest in the study of belief functions and certain measures. In [1] , there are many fundamental results on monotonicity, and that excellent paper goes farther afield than we do here. In particular, the results on monotonicity here are in [1] in some form. Our purpose is to develop the theory through a more systematic use of our algebraic setup. 
IV. BELIEFS, DENSITIES AND ALLOCATIONS
We now specialize to functions that are of particular interest to us, namely belief functions. There are several equivalent ways to define them. We take as our definition that given by Shafer [7] . There is an intimate connection between belief functions on U and densities on 2U. We establish that connection now.
Definition 17: A density on 2u is a function f : 2u
[0,1] such that Excu f(X) = 1.
Theorem 18: Let f be a density on 2u with f(0) = 0. 
We need g * tl > 0.
(g * g) (0) = g(0)(0, 0) = g(0) = 0
For {x}, (g * A) ({x}) = g(0)I(0, {x}) + g({x})1({x}, {x}) = g({x}) > 0. Iff is a density on 2u with f (0) = 0, then there is a natural way to construct densities on the set U. These are allocations, assignments of non-negative values to elements of f(X) so that their sum is f (X). Here is the precise definition.
Definition 22: Let f be a density on 2u with f(0) = 0.
An allocation a of f is a function al: U x 2u -[0,1] such that ZuEx a(u, X) = f(X) for all X E 2u.
The following proposition is obvious. Proposition 23: Let a be an allocation of a density on 2u.
EuEX a(u, X), where the sum is over X, is a density on U.
Each belief function g on U gives a density f = g*( on 2u, there are many allocations of f, each such allocation gives a density on U, and each density on U gives a measure on U. There are some relations between these entities that are of interest. First here is some notation. Let g be a belief function.
(We could start with a density f on 2u such that f(0) = 0.) c f = g * A is the density on 2u associated with the belief function g on U. * D is the set of densities on U arising from allocations a of the density f on 2u * M is the set of probability measures P on U such that
Theorem 24: Let g be a belief function on U. In the diagram above, let a be the map that takes a density on U to the corresponding measure on U. Then 1) a maps D ontoM. 2) g = inf{P: P E M}.
Proof: Let a be an allocation of the density f on 2u, and let P be the probability measure it induces. First we show that g(A) < P(A) for all A E 2U, that is, that a maps D intoM. To show that g(A) = inf{P(A) : P E M}, let A E 2u. Let a be an allocation of f such that for u E A, for all B not contained in A, allocate 0 to u. Then g(A) = P(A), and it follows that g(A) = inf{P(A) : P E M}.
We have been unable to find an elementary proof that a is onto M, or equivalently, that every P E M is the probability measure associated with an allocation of the density g * ,t. We refer the reader to [1] and to [4] . As we know, inf{P : P E C} = g. However, it is not true that the inf of any set of probability measures on (U, 2U) is a belief function. There are easy examples to the contrary. It seems to be a difficult problem to give a reasonable classification of sets ofprobability measures on (U, 2U) whose inf is a belief function.
There are some special cases of allocations that are of interest, especially in applications. We give two examples. There are n! such orderings of U, so we get a set P of n! probability measures on 2u in this way. (There may be some duplications.) It is easy to check that g = min{P: P E P}.
