Our work addresses two key challenges, one biological and one methodological. First, we aim to understand how proliferation and cellular migration rates in the intestinal epithelium are related under healthy, damaged (Ara-C treated) and recovering conditions, and how these relations can be used to identify mechanisms of repair and regeneration. We analyse new data, presented in more detail in a companion paper, in which BrdU/IdU cell-labelling experiments were performed under these respective conditions. Second, in considering how to more rigorously process these data and 1/42 interpret them using mathematical models, we develop a probabilistic, hierarchical framework. This framework provides a best-practice approach for systematically modelling and understanding the uncertainties that can otherwise undermine drawing reliable conclusions -uncertainties in experimental measurement and treatment, difficult-to-compare mathematical models of underlying mechanisms, and unknown or unobserved parameters. Both discrete and continuous mechanistic models are considered and related via hierarchical conditional probability assumptions. This allows the incorporation of features of both continuum tissue models and discrete cellular models. We perform model checks on both in-sample and out-of-sample datasets and use these checks to illustrate how to test possible model improvements and assess the robustness of our conclusions. This allows us to consider -and ultimately decide against -the need to retain finite-cell-size effects to explain a small misfit appearing in one set of long-time, out-of-sample predictions. Our approach leads us to conclude, for the present set of experiments, that a primarily proliferation-driven model is adequate for predictions over most time-scales. We describe each stage of our framework in detail, and hope that the present work may also serve as a guide for other applications of the hierarchical approach to problems in computational and systems biology more generally.
Introduction
of number of samples at each grid point. This defines a useful reduction of the system 138 from two spatial dimensions to one.
139
We assumed that each strip was independent of the others as, in general, strips are 140 taken from different crypt-villus units and/or animals after 'identical preparation'.
141
Thus we did not ever directly possess, for example, measurements of a particular crypt 142
with dimensions given in terms of a certain number of strips. We note, however, that 143 in general the dynamics of strips in a given crypt may be affected by those in the same 144 crypt. We did not consider this additional complexity in the present work, and so this 145 complication should be kept in mind when interpreting the results.
146

Materials and methods II: Mathematical framework
147
Our hierarchical probability model was constructed on the basis of conditional 148 probability assumptions. These allowed us to factor out a measurement model, a 149 mechanistic model and a parameter model.
150
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given experimental treatment and known sample size vector n, decomposed 153 according to 154 (y, L, k|n, ) = (y|L, n) (L|k) (k| ).
where k are the cellular proliferation rates (these are discussed more fully in the
155
Process models and Parameter model sections below). This hierarchical factorisation 156 corresponds to the assumption of conditional independence between the various levels, 157
i.e. (y|L, k, n, ) = (y|L, n), (L|k, n, ) = (L|k) and (k|n, ) = (k| ). The Notably, a 'causal' (structural invariance) assumption [30] [31] [32] [42] [43] [44] [45] [46] [47] is made by 162 assuming that the experimental treatment condition affects the process parameter k 163 but not the structure of the measurement or process models. In general, we 164 suppressed, in our notation, the explicit conditioning on sample size n, since it was 165 taken to be fixed and known, as well as the conditioning on (keeping in mind that it 166 only affects k).
167
The assumptions underlying the above factorisation could be checked to some extent.
168
This relied on a distinction between working 'within' the model -e.g. parameter 169 estimation assuming the model and factorisation is valid -and working 'outside' the 170 model, e.g. checking the validity of the model structural assumptions themselves [17, 171 35, 36 ]. This distinction is made in the Results section.
172
Implicit in the model derivations, discussed below, we used a deterministic expression 173 of conservation of probability for the process model, as is typical for such equations 174 [48] . It sufficed for the presentation here to simply replace all functional dependencies 175 on the process variable above with a dependence on the process parameters [18] . information from observations 178 The overall model of the previous section defined our initial 'generative' probabilistic 179 model, prior to explicitly incorporating the information from our experimental data.
180
This enabled samples to be drawn from both prior predictive and prior parameter 181 models, in the usual way (see e.g. [17, 49] and the Computational methods section 182 below). In particular, the prior predictive distribution was used in its usual form 183 y ∼ (y) = ∫ (y| (k)) (k) k (2) which incorporates the aforementioned deterministic link between a given sample of 184 process parameters and the output process variable, L = (k). Note that here ∼ 185 denotes 'distributed as', or more relevantly, 'samples drawn according to'.
186
To incorporate new data y 0 we updated the parameters of the model, hence passing to 187 a 'posterior predictive' model [17] 188 y|y 0 ∼ (y|y 0 ) = ∫ (y| (k)) (k|y 0 ) k
where we used the conditional probability closure assumption
189
(y| (k), y 0 ) = (y| (k)). This closure assumption can be interpreted as maintaining 190 our same mechanistic model despite new observations. This also connects well with 191 current theories of causality as based on ideas of structural invariance [30] [31] [32] [42] [43] [44] [45] [46] [47] .
192
The logical flow of the updating process we used is depicted in Fig 2 
Measurement model
Parameter model
Condition on observations
Bayesian update of components p(y)
(4) Figure 2 . Illustration of the Bayesian predictive and parameter inference processes. Following the arrows (1) to (2) we move from a prior parameter model (left, black) to associated predictive distribution (right, black) via the process and measurement models. Following the arrows (3) to (4) we condition on observed data to obtain a posterior parameter model (left, blue) and associated predictive distribution (right, blue). Our structural assumptions mean that the information gained is represented in updates of the parameter model while the process and measurement models maintain the same form. Modified from [49] , which was based on [50] .
The measurement model (y|L, n) component was taken to be a binomial distribution 200 ℬ of the form
This related our 'raw' observable y, the vector of counts of labelled cells at each grid
This was developed as follows. Firstly we assumed that all observations at a given grid 204 point were exchangeable (see [16, 17] for a formal definition and further discussion)
205
conditional on (L, n). Such exchangeability conditions imply the existence of Bayesian 206 probability models and correspond, in essence, to statistical reduction/symmetry 207 assumptions [16, 17] . We then adopted a slight strengthening [16, 17] 
212
This latter strengthening assumption is worth noting because it is related to the issue, 213 discussed in the section on experimental methods above, of taking each strip to be 214 independent and the corresponding reduction from two spatial dimensions to one 215 spatial dimension. As such it represents a simplifying approximation and should be 216 kept in mind when interpreting the subsequent results.
217
We also took the measurement component to be independent of -i.e. treatment was 218 assumed to affect the underlying process parameters only (this is discussed in more 219 detail in 'Overall hierarchical structure' above, and corresponds to a 'causal' 220 assumption).
221
function ℒ for this measurement model, which is proportional to the probability given 226 by the sampling model evaluated for the observed data and considered as a function of 227
We also used, for interpreting model misfit, the fact that for each , if is sufficiently 229 large and is not too close to 0 or 1 (e.g. and (1 − ) > 5 is typical), then 230 the binomial distribution ℬ( , ) can be replaced by the normal approximation 231 ( , (1 − )). In this case, denoting the set of all measured labelled fractions 232 through the (useful, but slightly non-standard) notation y/n ∶= ( 1 / 1 , ..., / ),
where the standard deviations are given by = √ (1− ) . This normal 234 approximation formulation was not used in the model fitting but provided a useful 235 guide for checking model misfit based on residuals.
236
Process models
237
Our process model was developed in a number of stages and considered at different 238 levels of resolution. Firstly, we considered a discrete probabilistic model at the level of 239 our measurement grid defined above. Then we considered two different continuous 240 approximations to this -one excluding explicit cell-scale effects and one including 241 explicit cell-scale effects.
Our basic 'process' model described the evolution of the (population) 'measurement' 244 probability (labelled fraction) at the scale of the measurement grid. This was derived 245 as follows.
246
With reference to Fig 1, we considered a collection of one-dimensional 'strips' of cells.
247
We used ∈ {0, 1} as an indicator variable denoting the occupancy status of site of a 248
given strip. The full state of this strip was given by the vector l = ( 0 , 1 , ... −1 ).
249
We then sought a description of the probabilistic dynamics in terms of a discrete-time 250
Markov chain for the probability distribution of the full state (l, ) following standard 251
arguments [48, 51] .
252
We began from an explicit joint distribution for the full state and then reduced it to 253 description in terms of the set of 'single-site' probability distributions ( , ) for each respectively. Since ( ( ) = 1) + ( ( ) = 0) = 1 we only needed to consider the 257 probability of occupancy to fully characterise the distribution ( ( )).
258
The equation of evolution for this probability was derived by considering conservation 259 of probability in terms of probability fluxes in and out, giving, to first order in Δ
The first term on the right gave a net 'influx of occupancy probability' due to a single 261 division event somewhere at site < , each division event having a probability given net 'outflux of occupancy probability' due to a division event somewhere at site < .
265
Since ( ) = 0 and ( ) = 1 partitioned the event space of ( ), we could use 266 14/42
and similarly, since −1 ( ) = 0 and −1 ( ) = 1 partitioned the event space of −1 ( ),
267
we had
This led to the simplification in terms of only single-site probability distributions 
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i.e. ( , ) served as the parameter for a single measurement modelled as a Bernoulli 286 trial at that sample location (as in the above Measurement model section).
287
Next, the discrete dynamics of ( ( ) = 1) were 'transferred' to the continuous ( , ) 288 dynamics. In particular, since ( , ) was taken to be a smooth function, we made the 289 
where, for completeness, we also retained higher order terms in Δ for the continuous 296 model. We similarly assumed the existence of smooth functions ( , ) and ( , ) that 297 satisfied the discrete relations
Furthermore, we assumed ( , ) = ( ), ( , ) = ( ) and (0) = 0 in what follows.
299
This assumption is discussed further in the Results section.
300
We obtained 'closure' for the continuous model by keeping only the lowest order terms 301
in both time and space, and further asserting that the equation structure obtained
302
held for all continuous and not just discrete (this could also be motivated by an 303 16/42 assumption of grid translation invariance). This gave the advection equation
When we incorporated cell death, with discrete rates , this led to the same equations 306
with replaced by − , where ( , ) was defined similarly to ( , ). Hence we 307 interpreted in the above as the net cell production rate (which hence could be 308 negative).
309
The above partial differential equation has an interpretation as the advection of a derivatives and hence finite-cell-size effects.
319
As described below, retaining the higher-order spatial derivative naturally gave rise to 320 a Fokker-Planck equation containing a diffusion term [48] . Equations of this (and 321 similar) form have been derived before, also based on continuous approximations to 322 discrete master equations (e.g. [54] [55] [56] [57] also contain similar ideas; [49] gives additional 323 references).
324
To derive this higher-order approximation we reconsidered the expansion in 13. We derivative leading to
where ( ) = (1/2)Δ ( ).
328
Retaining the second spatial derivative hence amounted to accounting for spatial 329 effects due to finite cell sizes. We first evaluated our original 'zeroth-order' (advection) 330 model against our data, but also examined the extent to which higher-order spatial 331 terms such as those considered above could account for any misfits.
332
333
Since we adopted a Bayesian perspective in this work we required a parameter prior 
337
Candidate proliferation profiles, varying with cell locations, were represented as 338 realisations from a prior given in terms of a discretised random field (a random vector) 339 k of length = 5, modelled as a multivariate Gaussian ( , C) with joint
characterised by its mean vector and covariance matrix C. This parameter prior 342 constrained the variability of the spatially varying parameter field a priori to help 343 avoid unphysical solutions.
344
The covariance matrix was first decomposed into a standard deviation matrix given by 345 the outer (tensor) product of the standard deviation vector for each variable, 346 S = , and correlation matrix R. These multiply element-wise to give =
347
(no summation). We then adopted the common, equivalent, representation
where D is a diagonal matrix with diagonal entries = .
349
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This decomposition of the covariance matrix into separate parts was adopted because 
Results
429
Parameter inference under homeostatic (healthy) conditions fitting the full model, with largely independent parameters for each region, it is to be 476 expected that some additional regularisation would be required for greater stability. Hence, to check for the recovery of proliferation, we fitted the model using 1620 min as 482 the initial condition and 2520 min as the final time. it was fitted [17, 70] . If this is the case then we can (provisionally) trust the parameter 502 estimates in the previous figure; if this was not the case then the parameter estimates 503 would be unreliable, no matter how well-determined they seem. Here the model 504 
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appears to adequately replicate the data used for fitting. Location index (crypt-villus axis) Figure 8 . Actual (smoothed) data (left, black box) and one replication based on the model (right; plotting the latent/measurement-error-free process) as visualised in the characteristic plane. This has been discretised and interpolated between the dotted lines to facilitate fair but coarse-grained comparisons. The model structure implies that there should be lines of constant colour tracing out curves with slopes inversely proportional to the migration velocities at that point. The model again captures a number of these key qualitative features, but also fits less well for the out-of-sample (above the horizontal gap at 600 min/10 h) data. There is little variability in the latent model process and so only one replication is shown.
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Here 1140 min ( 
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Ara-C treatment, respectively, i.e to the end of the effect and after the resumption of presentation follows the noise-checking approach in [72] , as well as the general 552 recommendations given in [17, 70] . (see e.g. [17, 70] ). These are also visualised in terms of the corresponding cumulative We consider this in more detail next. we found some indication of a process model error.
574
We see that while the higher-order model appears to give a slightly better qualitative 575 fit to the data, both the higher-order and lower-order models require similar reductions 576 of the parameter values to quantitatively improve the fit to our out-of-sample data.
577
The reduced parameter values shown in Fig 12 correspond to a reduction of 20%,
578
which was chosen visually as a reduction accounting for the bulk of the misfit.
579
Thus the key (yet relatively small) difference between the model and out-of-sample 580 data is likely due to an effect other than finite-cell sizes; in this case it is likely due to Comparison of the modified process model which includes higher-order spatial terms (blue) to the original model (grey, dashed), both at lowered proliferation rates (decreased 20%), which is required for a better fit to the data. The original model at the original fitted proliferation rates is also shown (grey, solid). Although the model with higher-order spatial terms gives a better qualitative fit to the data for the same proliferation rates, it is clear that the dominant cause of misfit is better attributed to (time) varying proliferation rates (in the context of the present set of models). open, despite much investigation [8] [9] [10] [11] [12] [13] [14] .
600
The aim of the present work was to acknowledge and confront these difficulties 601 explicitly, and to present some initial constructive steps in establishing such a 602 framework. To do this we carried out new experiments (described more fully in a 603 companion paper [15] ) aimed at determining how proliferation rates, tissue growth and 604 cellular migration rates are related in the intestinal epithelium under healthy, 605 damaged (Ara-C treated) and recovering conditions. We performed BrdU/IdU 606 cell-labelling experiments under these respective conditions. In considering how to 607 best process these data and interpret them using mathematical models, we then 608 developed a probabilistic, hierarchical (conditional) framework.
609
Our hierarchical framework provides a best-practice approach for systematically to the developing field of probabilistic numerical methods and computing [76] .
631
We also note the connection between the choice of a measurement model as required The benefit of a hierarchical framework is that it offers an explicit guide as to where 654 such modifications should be incorporated.
655
We also agree with the view expressed by [17] work to other researchers to build on.
670
In summary, the main results established using the above framework were
671
• An adequate description of intestinal epithelial dynamics is achievable using a rates (e.g. due to circadian rhythms) or label dilution. 
