How we find what we are looking for in complex visual scenes is a seemingly simple ability that has taken half a century to unravel. The first study to use the term visual search showed that as the number of objects in a complex scene increases, observers' reaction times increase proportionally (Green & Anderson, 1956 ). This observation suggests that our ability to process the objects in the scenes is limited in capacity. However, if it is known that the target will have a certain feature attribute, for example, that it will be red, then only an increase in the number of red items increases reaction time. This observation suggests that we can control which visual inputs receive the benefit of our limited capacity to recognize the objects, such as those defined by the color red, as the items we seek. The nature of the mechanisms that underlie these basic phenomena in the literature on visual search have been more difficult to definitively determine. In this paper, I discuss how electrophysiological methods have provided us with the necessary tools to understand the nature of the mechanisms that give rise to the effects observed in the first visual search paper. I begin by describing how recordings of event-related potentials from humans and nonhuman primates have shown us how attention is deployed to possible target items in complex visual scenes. Then, I will discuss how event-related potential experiments have allowed us to directly measure the memory representations that are used to guide these deployments of attention to items with target-defining features.
Introduction
One of the most stunning aspects of the primate visual system is our ability to rapidly analyze the blooming, buzzing confusion of information that typically lands on our retina (James, 1890) . For example, when we look out on a group of children, knowing that our son has a blue costume on, we can fairly rapidly narrow in on his location in our field of view (see Fig. 1 ). In the laboratory, vision scientists have used tasks known as visual search to study how we process these complex scenes that we constantly encounter in the real world. To my knowledge, the first paper to use the term visual search was published by Green and Anderson (1956) . Green and Anderson demonstrated several fundamental phenomena of observers' behavior during visual search tasks that have since been replicated countless times. In the present paper, I will describe how during the last half century we appear to have figured out the nature of the cognitive and neural mechanisms that underlie the effects reported in the first visual search paper ever published.
The study of Green and Anderson (1956) made two significant observations that I will focus on in the present article. First, both of their experiments clearly show that as the number of possible targets increased observers' reaction times (RTs) increased. For example, in Experiment 1 of their study, when the set size (i.e., the number of potential targets in the search array) increased from 10 to 60 items, the RTs increased from approximately 1800 ms to 4500 ms. This means that each additional possible target added about another 50 ms to the time required to process the array of items. This set size effect is easily measured as the slope of the function relating the manipulations of set size to RT. Second, if observers were told the color in which the target would appear, then RTs were almost completely determined by the number of items of that color. For example, when the observers were told that the target digits would appear in red in the upcoming array, the RTs varied as a function of the number of red items in the array and were essentially insensitive to the number of green items in the search array. These findings demonstrated that when observers adopted what Green and Anderson called a set for a given object feature, that set enabled processing to be focused on just the items in the scene with that feature. Modern theories describe this phenomenon, which Green and Anderson termed the set effect, as being due to observers having a representation of the target item that guides processing to be focused on the potentially taskrelevant items (Wolfe & Horowitz, 2004) . These representations go by various names in the literature. These include attentional template (Bundesen, 1990; Bundesen, Habekost, & Kyllingsbaek, 2005; Desimone & Duncan, 1995; Duncan & Humphreys, 1989) , attentional set (Leber & Egeth, 2006) , attentional control settings (Folk, Remington, & Johnston, 1992) , or simply an attention guiding representation (Wolfe & Horowitz, 2004) . This seminal paper also discussed issues of the heterogeneity of the items in the array (see also Eriksen, 1952) and their density, issues that are central to modern models of visual search and theories attention (Bundesen, 1990; Bundesen, Habekost, & Kyllingsbaek, 2005; Cohen & Ivry, 1991; Duncan & Humphreys, 1989; Wolfe, 2007) . However, the present paper will focus on describing what we have learned during the last 60 years about the mechanisms of visual attention that lead to the set size effect and how knowledge of the target features modulates this set size effect (i.e., the set effect) as described since this first paper on visual search.
For both the set size and the set effects that Green and Anderson (1956) reported during visual search, I will predominately focus on the accumulated evidence from cognitive neuroscience techniques that enables us to understand the nature of processing underlying these behavioral effects. The observers in the experiments of Green and Anderson (1956) were shown an array of digit pairs and were instructed to verbally report target detection (i.e., a specific pair of digits) as quickly as possible and were also required to localize the target using a flashlight pointer so that accuracy could be measured. Much of what we have inferred about how subjects can rapidly process complex scenes comes from behavioral studies of visual search in the laboratory (e.g., Chun & Jiang, 1998; Chun & Wolfe, 1996; Duncan, 1995; Egeth, Jonides, & Wall, 1972; He & Nakayama, 1992; Horowitz & Wolfe, 1998; Kim & Cave, 1995; Klein, 1988; Kristjansson, 2006; Krummenacher, Mueller, & Heller, 2001; Luck et al., 1989; McElree & Carrasco, 1999; McLeod, Driver, & Crisp, 1988; Neisser, 1964; Nothdurft, 1993; Pashler, 1987; Potter, 1975; Rauschenberger & Yantis, 2001; Sperling & Melchner, 1978; Theeuwes, 1991; Treisman, 1977; Vickery, King, & Jiang, 2005; Wolfe, 1998a Wolfe, , 1998b Yantis & Jonides, 1984) . In addition, models have been developed to account for how an additional distractor in a visual search array can add 50 ms to the ultimate behavioral RT (e.g., Bundesen, 1990; Duncan & Humphreys, 1989; Humphreys & Muller, 1993; Palmer, Verghese, & Pavel, 2000; Treisman, 1988; Treisman & Gelade, 1980; Treisman & Sato, 1990; Wolfe, 2003 Wolfe, , 2007 . But is it possible to more directly observe processes that unfold so quickly?
If we are interested in studying a process that happens very quickly, such as the dynamics of processing a complex scene with multiple stimuli, then few techniques other than those that record electrophysiological responses will have the temporal resolution to reveal how the brain is working. For example, based on Green and Anderson (1956) we might expect that the processing of each item takes approximately 50 ms because the addition of each possible target adds that much time to RTs. If the underlying processing of an item is hypothesized to take 50 ms, then we need to measure the processing of information in the brain that can track that time course. Due to this necessity to measure fast processes, the goal of this paper is to describe several key properties of how the visual system selectively processes information that have been revealed through electrophysiological experiments. I will focus on how the visual system finds targets in scenes that vary in complexity because of having different numbers of objects (i.e., the set size effects of Green & Anderson, 1956 ) and describe how electrophysiological studies have shown how we tune attention to select certain objects in those scenes (i.e., the set effects of Green & Anderson, 1956 ).
2. Time to process the scene increases with the set size of the objects in the scene One of the primary findings of Green and Anderson (1956) was that as the set size of the number of possible targets increased, the observers' RTs increased. This basic finding has been central in shaping models of how information is processed during visual search. Neisser (1967) was one of the first to propose that these visual search arrays are initially processed through a stage that extracts the basic feature information across the entire visual field in parallel and is not limited in capacity. This intuitively fits with the evidence that the neurons in primary visual cortex appear to detect the presence of simple feature attributes such as line orientations, colors, disparity, etcetera, as soon as information is sent to the cortex (Hubel & Livingstone, 1987; Hubel & Wiesel, 1959; Pouget, Arita, & Woodman, 2012; Zeki, 1978) . Neisser then proposed that this simple feature information was feed into a limited-capacity stage in which attention is shifted in a serial manner between the possible targets until the target was found. Treisman and colleagues (Treisman, 1988 (Treisman, , 2006 Treisman & Gelade, 1980; Treisman & Sato, 1990; Treisman, Sykes, & Gelade, 1977) proposed a similar variant in which the second stage of serial shifts of attention serves to bind together the features of the attended objects, providing an extremely influential explanation of what a mechanism of attention actually does beyond filtering irrelevant information (Broadbent, 1957) or increasing the speed or efficiency with which attended information is processed (Posner & Snyder, 1975) . The general framework of a parallel stage of simple feature processing followed by a serial stage of attentional deployment to possible targets provides an effective account of the behavioral RT and accuracy data of Green and Anderson (1956) and subsequent studies (Wolfe, 1994 (Wolfe, , 1996 (Wolfe, , 2007 . These models provide an intuitive account for why RTs increase with each additional possible target. If attention must be shifted to each item in a serial manner, then adding an additional possible target will require an additional shift of attention to process all of the items in the array. However, the models that propose attention shifts between items in a serial manner are not unique in being able to account for the behavioral data from visual search tasks.
Contrary to the models of processing during visual search that involve the serial deployment of attention, it is also possible to account for the increase in RTs with set size by proposing that attention is deployed to the possible targets in a purely parallel manner. That is, a parallel stage of feature extraction followed by a stage in Fig. 1 . Example of a common visual search task outside the laboratory. In this case you can quickly locate your child in the blue monster costume. However, you might be slowed in finding him because of looking at the other children dressed in blue and your reaction time (RT) would be even slower if a larger group of children dressed in blue were visible when you rounded the corner.
which attention is deployed to multiple items in parallel. A host of models have proposed that attention is simultaneously spread across the possible targets in an array of objects (Bundesen, 1990; Bundesen, Habekost, & Kyllingsbaek, 2005; Duncan, 1996; Duncan & Humphreys, 1989 ) instead of having a unitary focus of attention that shifts between items in a scene. Similarly, models based on a signal-detection theory framework have effectively accounted for behavioral data by proposing that decision noise accompanies the processing of each item, with more simultaneously processed items resulting in more noise (Palmer, Verghese, & Pavel, 2000) . In this way signal-detection models can account for increases in RT or lower accuracy when the set size of an array increases. The exception to this are visual search tasks in which targets are defined by spatial configurations of features with such search tasks resulting in particularly steep slopes relating RTs to the set size of the array (Palmer, 1994) . The debate between serial versus parallel models of attentional deployment during visual search has proven difficult to settle using behavioral data alone because these classes of models often mimic one another. In addition, a serial model is really a special case of the larger category of parallel models (Townsend, 1990) . Because both serial and parallel models of visual attention can effectively account for the behavioral RTs and accuracy found across the visual search literature, it was necessary to test these models with converging evidence from recordings of brain activity.
3. Distinguishing between serial and parallel models of the set size effect in visual search Steve Luck and I set out to distinguish between the models of visual attention that explain the set size effect shown by Green and Anderson (1956) by measuring event-related potentials (ERPs) from human observers performing visual search (Woodman & Luck, 1999 ). An observer's ERPs are measured by averaging the continuous electroencephalogram (EEG) relative to an event of interest, such as the onset of a visual search array. The ERP technique is well suited to study the nature of attentional deployment during visual search because of the temporal resolution of the technique. Specifically, ERPs can measure millisecond-by-millisecond changes in neural activity within a trial (Luck, 2005; Woodman, 2010) . To determine whether visual attention was spreading across items in the visual field or shifting rapidly between items, we needed to be able to measure the shifts of attention that were hypothesized to be brief neural events (e.g., the 50 ms between shifts that can be inferred from Experiment 1 of Green & Anderson, 1956) .
To measure the deployment of visual attention to objects in visual search arrays we focused on a specific component of the observer's ERPs. This component is known as the N2pc. This abbreviation indicates that this component typically begins in the time range of the second negative going waveform (i.e., Negative 2) and has a posterior and contralateral distribution relative to where attention is focused in the visual field. That is, if an observer focuses attention on an item in the left visual field, then the posterior electrodes over the right hemisphere become more negative than those over the right hemisphere approximately 175-200 ms after the onset of the stimulus array (Eimer, 1996; Luck, 2012; Luck & Hillyard, 1994a , 1994b . Our goal was to use this index of the deployment of attention to determine if attention was being shifted between items in a serial manner or distributed across the possible targets in a parallel manner during visual search. Fig. 2A shows an example of the type of visual search arrays we presented to the observers. In these arrays we presented possible targets of a given color, such as red, using a paradigm similar to that of Green and Anderson (1956) in which the possible targets were distinguished by color. Note that one of the possible targets was closer to the fixation point than the other. We used this manipulation so that we could predict how attention would likely be shifted, given a serial model, or spread across items, given a parallel model. Previous experiments had shown that targets presented nearer fixation are responded to more quickly and accurately than targets that appear at more eccentric locations (Carrasco et al., 1995 (Carrasco et al., , 1998 , but this behavioral effect is reduced or eliminated in some experiments by scaling the stimuli using Luck (1999, 2003) . (A) Search arrays composed of Landolt-square stimuli in which subjects searched for a target with a gap on the top among distractors with gaps on the left, right and bottom. Observers made a speeded button press response to indicate whether the target was present or absent on each trial. They knew the target would be one of the red items if present. (B) The ERP waveforms show that first the near possible target (i.e., the red item) elicited an N2pc, then, the far possible target elicited an N2pc. Because these items were in opposite hemifields the N2pc was observed bouncing between hemispheres. Adapted with permission of the American Psychological Association and Nature Publishing Group.
the cortical magnification factor that compensates for the greater density of receptors near fixation (Carrasco & Frieder, 1997; Wolfe, O'Neill, & Bennett, 1998) . Thus, if we shift attention between possible targets (e.g., the red items) in a serial manner, then we should be able to watch the N2pc first emerge contralateral to the possible target nearest to fixation and then flip between hemispheres as attention is shifted to the possible target further from fixation in the other hemifield. In contrast, if attention is spread across the possible target objects in a parallel manner, then we should not observe the dynamic flip of the N2pc, but instead we should observe a slightly greater N2pc contralateral to the near possible target, accounting for the RT benefit for near possible targets during visual search. Fig. 2B shows the waveforms we recorded from observers searching for a target Landolt square with a gap to the top. On half of the trials the target was present and on the other randomly interleaved half of trials it was absent. Participants pressed one of two buttons on a gamepad as quickly and accurately as possible to indicate whether the target was present or absent on that trial. The waveforms shown are from target absent trials in which both items would need to be processed to respond correctly (i.e., both possible targets must be processed to report that the target was absent). These findings were consistent with predictions of a serial model of attentional deployment to items in the search array. In subsequent experiments, we placed one of the possible targets on the vertical midline between hemispheres so that we could isolate and measure just the N2pc to each item (Woodman & Luck, 2003) . Then we compared the time course of attentional deployment to near items and far items using different array configurations that isolated these two types of deployments to see if they overlapped. In that case, we again found that the time course of the N2pc to each item did not overlap, as predicted by the serial models of visual attention. Our findings represent a pattern of electrophysiological results that are difficult to account for with parallel models, except those that can be configured to operate in a serial mode of visual processing (e.g., Bundesen, 1990) . These findings provide an example of how measurements of the electrical activity of the brain can be used to distinguish between models of visual processing that account for behavioral data with similar success.
The ERP results that I just discussed used the timing of the N2pc effect to distinguish between models of attention. However, the research I will turn to now was focused on trying to understand the substrates of the ERP components that we measure noninvasively from human subjects. This work allows us to answer questions about the nature of the mechanism indexed by ERP components, like the N2pc. For example, which structures in the brain are generating this electrophysiological index of attentional deployment during visual search? 4. What is the nature of the network underlying the observer's N2pc component?
The great advantage of recording ERPs from humans is that we can noninvasively measure brain activity with millisecond-to-millisecond temporal resolution. However, the great disadvantage of this neuroscience technique is that it does not provide definitive information about the neural generators of the effects measured at the scalp. This is because there are an infinite number of mathematical models of activity in the brain for any pattern of voltage measured outside the head (Helmholtz, 1853) . Although mathematical algorithms exist for estimating possible neural generators of ERP and EEG effects, none of these can overcome the basic limitations of the physics of electrical fields in the brain (Nunez & Srinivasan, 2006 ). However, it is possible to understand the neural circuitry underlying ERP and EEG effects if we can get microelectrodes into the heads of our observers and simultaneously record the ERPs and EEG from the surface electrodes outside the head. Because this type of simultaneous recording of activity both inside and outside the head is only possible with human subjects undergoing treatment for epilepsy (Canolty et al., 2006; Halgren et al., 1980 Halgren et al., , 2002 and other neurological conditions (Voytek et al., 2010) our strategy has been to use a nonhuman primate model. Several years ago, I was surprised to learn that the type of EEG signals that we commonly record from humans has very rarely been recorded from nonhuman primates (for a review see Woodman, 2012) . This is surprising because measuring the EEG and the averaged ERPs from monkeys can provide a validation of the nonhuman primate model of the human visual system. In addition, the nonhuman primate model provides the opportunity to record EEG and ERPs, like we do with human subjects, but also record intracranial activity to determine the nature and source of the activity within the brain that underlies the electrophysiological effects that we use as tools to study human visual processing. Our research that has pursued this strategy began with experiments examining the N2pc component described earlier.
The first step in studying an ERP effect in monkeys that was initially discovered in human observers is to determine if monkeys exhibit such an effect. To determine if monkeys have ERP components that are homologous to those in humans there are three primary criteria that we use. The first is the timing of the effect in the general sequence of visual ERP components. The second is the distribution of the ERP component across the head. The third, and probably most important, is the sensitivity of the ERP component to manipulations of task or cognitive demands that are known to modulate the homologous ERP in humans.
Our first step in studying the N2pc in macaque monkeys was to determine whether a component exists in the monkeys satisfying these three criteria. We found that macaques do exhibit an ERP component with the same relative timing, distribution, and sensitivity to task manipulations as the human N2pc (Woodman et al., 2007) . Interestingly, the macaque homolog of the N2pc appears as a positivity over posterior electrodes contralateral to targets in visual search arrays, however, this is likely due to differences in the pattern of folding across species. The polarity of a given ERP component is arbitrary and simply indicates which end of the electrical dipole generated in the brain is oriented toward the electrodes from which the effect is measured.
When the human N2pc was discovered, it was proposed that this ERP index of visual attention might be generated in ventral extrastriate cortex, such as the human equivalent of V4 or inferotemporal cortex (Luck & Hillyard, 1994b ). This idea is consistent with the observation that several factors that influence the firing rates of neurons in the ventral visual stream also influence the amplitude of the N2pc. Specifically, the N2pc amplitude is larger when distractors are presented nearer the attended target compared to more distant locations, is larger when the target needs to be localized with a saccadic eye movement compared with being responded to with a manual response, and is larger for conjunction search tasks than simple feature tasks. These characteristics mirror the characteristics of single neuron responses in studies of attention effects in area IT (Luck et al., 1997) . However, it was also initially proposed that the N2pc might be due to feedback from an attentional control structure (Luck & Hillyard, 1994b) . This assumption follows from the timing of the N2pc relative to the significantly earlier attention effects observed on the P1 and N1 components when the location of task-relevant information is known prior to the onset of the stimuli (Mangun, 1995) . Our simultaneous recordings of monkey ERPs and intracranial activity afforded us the unique opportunity to test the hypothesis that the N2pc was due to feedback within the visual system.
To test the hypothesis that the macaque N2pc (or m-N2pc) was due to feedback, we simultaneously recorded the ERPs and the activity in the frontal eye field (or FEF) of monkeys performing visual search (Cohen et al., 2009 ). Fig. 3A shows a schematic diagram of our recording set up and the search task the monkeys performed. The macaques searched for a T among Ls on 1 day and an L among Ts on the next. Microelectrodes were lowered into FEF so that we could record the action potentials of individual neurons as well as the local-field potentials (or LFPs). The LFPs recorded from a microelectrode in the brain are believed to be a weighted average of the postsynaptic potentials generated within approximately 1 mm of the electrode tip or contact point (e.g., Katzner et al., 2009 ). Measurement of these LFPs is critical if we want to understand the neural generators of EEG and ERP effects. This is because LFPs are generated by the same postsynaptic potentials that give rise to the EEG and ERP measures. It is believed that the LFPs generated in the brain simply summate and propagate through the skull to become the EEG and ERP signals recorded at the surface of the head (Luck, 2005; Nunez & Srinivasan, 2006) . Thus, by recording multiple electrophysiological signals concurrently we can understand how the electrical fields that are measured outside the head are produced inside of the brain.
We reasoned that if the N2pc was due to feedback from FEF in prefrontal cortex, then we should observe attentional selection within FEF just before the N2pc emerges over posterior ERP electrodes. As shown in the example recording session in Fig. 3B , this was just what we found. That is, we first observed that the single unit activity of the neurons in FEF appeared to discriminate the location of the task-relevant target relative to the distractors composed of the same visual features of one vertical and one horizontal line segment. This neuronal metric of selection by visual attention is defined as the point at which the spike rate of the neuron is higher when a target is present in the neuron's receptive field compared to when a distractor is presented in the receptive field. This signature of attentional selection in terms of higher firing rates for targets than distractors had been observed across many previous single unit studies and across a variety of visual areas (Bichot & Schall, 1999; Chelazzi et al., 1993 Chelazzi et al., , 1998 Chelazzi et al., , 2001 McPeek, Maljkovic, & Nakayama, 1999; Schall & Hanes, 1993; Thompson, Biscoe, & Sato, 2005; Thompson et al., 1996) . After the neurons had selected the target in the visual search array, we observed that the LFP activity in FEF discriminated between targets versus distractors. Finally, we observed the emergence of the m-N2pc at the posterior electrodes of the simultaneously recorded ERPs. Fig. 3C shows that this was consistently found across all measurements and that all of these metrics of selection by visual attention took place 75-100 ms before the ultimate saccadic response to the target was made. The relative timing of these electrophysiological indices of attentional selection were as expected if FEF were contributing to the generation of the N2pc via feedback.
Another prediction that follows from the hypothesis that feedback from FEF contributes to the generation of the N2pc is that the amplitude of the electrical activity measured in FEF should be related to the amplitude of the N2pc subsequently measured at the posterior electrode sites. To test this prediction we performed trial-by-trial correlations between the visual attention effects measured in FEF and with the ERP electrodes that exhibit the N2pc. We found that the amplitude of the LFP attention effect recorded in FEF was significantly correlated with the amplitude of the N2pc on a trial-by-trial basis. Interestingly, the spike rate of the FEF neurons was not related to the amplitude of the N2pc. These observations are consistent with the idea that it is postsynaptic activity that is more directly related to the generation of ERP components than is the spiking activity of neurons (e.g., Luck, 2005) . However, they also challenge the simple hypothesis that LFPs are the input to the neurons in an area and spikes are the output of that area (Logothetis et al., 2001) .
Our findings suggest that the attentional selection of the target in the visual search array is either computed locally within the circuitry of the FEF or between the FEF and another area that participates in attentional selection (such as the lateral intraparietal area, i.e. LIP, or the superior colliculus). Only following this local or inter-regional selection operation is the outcome fed back to posterior areas in which the electrical dipoles are generated which give rise to the observed distribution of the N2pc. This would help explain why the N2pc has such a posterior distribution that does not include lateralized activity above prefrontal areas. We recently found that this same orderly cascade of attentional selection across FEF neurons, FEF LFPs, and the m-N2pc occurs during 'pop out' visual search tasks (Purcell et al., 2010; . In pop-out search, the target is distinguished from distractors by a simple feature (e.g., red among green items), like that initial used by Green and Anderson (1956) to distinguish between possible targets in their search arrays. This observation demonstrates that the electrophysiological measures of attentional selection operate in the same way whether or not the search tasks exhibit search slopes that significantly increase with set size. These neuroscientific data appear to help settle another long-standing debate about whether pop-out search involves a qualitatively different mode of processing than the demanding search tasks in which RTs increase with set size (Duncan & Humphreys, 1989; Treisman & Gelade, 1980; Wolfe, 1998b; Wolfe, Cave, & Franzel, 1989) . The power of our simultaneous recordings of intracranial activity and the monkey ERPs enables us to determine the nature of the neural network underlying specific ERP components, as well as understand the architecture of visual processing in the brain more generally.
The tips of the icebergs
At this point, I feel that it is necessary to highlight a basic conclusion of this work that may be unsettling to some readers. Then I will discuss a puzzling aspect of the story that remains from our intracranial and surface recordings of activity from nonhuman primates. The basic conclusion is that when we human electrophysiologists measure an ERP component on the surface of the head, we are really only seeing the tip of what is a large iceberg of electrical activity under the skull. The N2pc appears on the scalp as a very focused negativity compared with much more broadly distributed components related to other cognitive processes (Luck, 2012; Rugg & Coles, 1995; Woodman, 2010) . This scalp distribution would suggest that the N2pc might have a neural generator that is circumscribed and does not include a broad network of areas. However, our work recording ERPs and intracranial activity from nonhuman primates has demonstrated that even a component like the N2pc is due to activity that is broadly spread throughout multiple regions of the brain. As I discuss below, this calls for much more work including the use of causal techniques to determine which nodes of the network are essential for the generation of a component like the N2pc. However, the conclusion from our work is clear. We cannot easily model the generation of ERP components using algorithms that assume a single dipole or even a simple configuration of electrical fields underlying an effect measured at the surface of the head. Instead, previous suggestions that ERPs and the EEG are due to the pattern of activity across the entire head or cortical sheet (Nunez & Srinivasan, 2006 ) appear closer to the truth.
The most salient puzzle regards the nature of the wiring between FEF in prefrontal cortex and posterior visual areas. Much of our visual neurophysiology focuses on areas that are retinotopically mapped. For example, V4 and TEO are areas that are hypothesized to contribute to the generation of the N2pc (Luck & Hillyard, 1994b) and recent studies have focused on responses in V4 that appear to be due to feedback from FEF (Moore & Armstrong, 2003; Noudoost et al., 2010) . Area V4 is retinotopically mapped such that there is an orderly relationship between the spatial arrangement of the neurons and the spatial layout of their receptive fields across the visual field. However, the spatial arrangement of neurons in the FEF is not retinotopic (Suzuki & Azuma, 1983) . It is easy to imagine how connections between two retinotopically mapped areas could be reciprocal and allow for clear feedforward and feedback interactions between these areas. It is significantly more difficult to imagine how one retinotopically mapped area (i.e., V4) is connected to another area (i.e., FEF) without this organizing principle. Even more complex is that projections from V4 and TEO to FEF are convergent in nature because the FEF receptive fields are much larger than those in ventral stream visual areas like V4, whereas the feedback from FEF to V4 is fairly sparse (Bullier, Schall, & Morel, 1996; Schall et al., 1995) . This means that a spike from a V4 neuron can precisely target the relevant FEF neuron, but an output spike from FEF might not be able to find its way back during the feedback sweep of information processing. A related issue with regard to the lack of retinotopy of FEF is that we often conceptualize this area of prefrontal cortex as instantiating a salience map, or attentional priority map (Schall, 2004) . Indeed, our own data are consistent with that explanation. But the internal wiring of FEF must be fairly complex if neurons that neighbor each other in FEF do not have spatially adjacent receptive fields. One might argue that FEF has an orderly map of saccadic end point represented by the motor neurons and that attention might be controlled by activity in motor neurons that also govern saccadic eye movements (Rizzolatti et al., 1987) . However, it does not appear that the neuronal connections exist to directly link the neurons in FEF that control gaze to extrastriate visual cortex with retinotopic mapping (Pouget, Arita, & Woodman, 2012) . This necessary type of connectivity across longer chains of neurons in FEF is clearly possible and may include additional brain areas (Amiez & Petrides, 2009; Anderson et al., 2012) , but the interface between an area like the FEF and retinotopically organized areas like V4 is a computational puzzle that deserves more measured consideration in the future.
In summary, our recordings of human ERPs have allowed us to determine the nature of the processing limitations that make visual search tasks difficult. Our ERP evidence indicates that we cannot attend to all of the possible targets in an array at the same time. Then, by establishing nonhuman primate homologs of these critical ERP components, we can determine the neural circuitry underlying their generation and address further theoretically important questions about how information from visual search arrays is processed in the brain. Our findings using these methods demonstrate that prefrontal areas control the shifts of attention to the possible targets in a visual search array, consistent with neuroimaging studies of humans (Yantis & Serences, 2003) . As a result, we have made considerable progress understanding how visual attention is deployed in real time to possible target objects in the search arrays of Green and Anderson (1956) and subsequent vision researchers (Wolfe, 2003) . The next question we turn to is how the observers in the experiments of Green and Anderson could limit their deployments of visual attention to items of a specific target color and be essentially unaffected by items that were not of that target color.
6. Attention can be guided to select to certain object features and not others, but how does this work?
Recall that one of the first observations in the visual search literature (Green & Anderson, 1956 ) is that the presence of items that do not have the necessary target defining features barely influence search performance. Only the set size of the possible target items increases the time it takes to perform visual search. If you know a target will be red, your RT to find the target is essentially insensitive to the number of green items in the array. This means that it must be possible to set attention so that it only shifts between possible targets as objects are processed in a visual search array, avoiding items that do not contain target features. This shows that we can tune our visual system to only process inputs that are potentially task relevant. The next topic I will discuss is how we tune attention to select these potentially task-relevant items, excluding completely irrelevant items from processing by the limited-capacity mechanisms of visual attention.
Psychologists have hypothesized about the origin of attentional control for centuries. James (1890) proposed, ''When. . . sensorial attention is at its height, it is impossible to tell how much of the percept comes from without and how much from within; but . . . the preparation we make for it always partly consists of the creation of an imaginary duplicate of the object in the mind, which shall stand ready to receive the outward impression'' (pp. 439). Similarly, Pillsbury (1908) described at length how both primary memory representations (akin to short-term memory or working memory in modern theories) and secondary memory representations (or long-term memory) determine what visual information we process from the world when it meets our eye. The basic idea that memory representations are critical in determining what is selected by mechanisms of visual attention continues to dominate theoretical debates.
Modern theories of attention are built on the idea that the fundamental source of top-down control over visual attention is visual working memory. 1 Various proposals have been made about the details of the mechanisms of perceptual attention. These include the explanation that visual attention is determined by salience (Baluch & Itti, 2011) , that items simultaneously race to be categorized (Bundesen, 1990; Bundesen, Habekost, & Kyllingsbaek, 2005) , that information competes for representation by neurons in the brain (Desimone & Duncan, 1995) , and that attention spreads across items based on the inter-item similarity (Duncan & Humphreys, 1989) . However, all of these models are similar in that they propose that what is selected by attention is determined by the content of visual working memory. This top-down control from visual working memory then engages the machinery studied in the work described above that allows visual attention to become focused on the task-relevant target in the search array (Yantis, 2008) . Returning to our example of the Green and Anderson (1956) paper, this would mean that to perform this task we hold a representation of the red target digits in visual working memory. By maintaining such a representation in visual working memory, the mechanism of perceptual visual attention that shifts between possible targets would be focused on the red digits until a match is found between the target representation in memory and a specific visual input. Although most modern theories of attention propose that visual working memory representations are the source of attentional control, typically known as top-down control of attention, the evidence for this idea is not overwhelmingly strong. The empirical observations that have most strongly motivated this theoretical mechanism of attentional control come from a single-unit recording study of monkeys performing visual search (Chelazzi et al., 1993 (Chelazzi et al., , 1998 . In this work, macaque monkeys were first shown an object that they would need to find in an upcoming array of multiple objects. Three seconds after that target cue, the search array was presented and the monkeys either needed to make a saccade to the target or release a lever if that target appeared in the array. This study showed that during the interval between the presentation of the cue and the onset of the search array, the neurons recorded in the inferotemporal (IT) cortex exhibited elevated firing rates. This observation is consistent with the idea that the brain was actively maintaining the target representation in anticipation of searching for this object in the upcoming array of objects. As beautiful as these data are, they represent some of the only direct evidence that the top-down control of attention when we process complex scenes is made possible by maintaining target representations in visual working memory. Our goal in the next set of experiments I will discuss was to determine whether similar evidence could be found when humans perform search.
With the goal of determining whether human mechanisms of perceptual attention are controlled by representations in visual working memory, we designed a paradigm similar to that of Chelazzi et al. (1998 Chelazzi et al. ( , 2001 . This involved presenting a target cue approximately 1 s before a search array. On each trial we cued observers to search for a different target shape, that is, a Landolt square with a gap on a different side. An example of one such stimulus sequence and visual search task is shown in Fig. 4A . In this task, subjects were told that the cue would appear in one color 1 For all practical purposes, the terms visual short-term memory and visual working memory are different descriptions of the same cognitive construct. These essentially refer to the ability to temporarily store representations from the visual modality, with these more recent terms being elaborations of the primary memory terminology of James (1890). The general model of working memory proposes that the storage of information in visual working memory is distinct from verbal working memory in that there are separate subordinate systems for information acquired from these different modalities (Baddeley, 1986 (Baddeley, , 2003 .
(e.g., green) and that the potential cue of the other color could be ignored. This other item was simply presented so that equivalent sensory input appeared in both the left and right visual field because this prevents lateralized sensory confounds and allows us to measure the nature of the high-level representation of the target cue (Woodman, 2010) .
Presenting lateralized target cue stimuli was critical because one of the key ERP components used to directly measure what representations the visual system is maintaining in working memory is lateralized. Specifically, Vogel and colleagues (Ikkai, McCollough, & Vogel, 2010; McCollough, Machizawa, & Vogel, 2007; Vogel & Machizawa, 2004; Vogel, McCollough, & Machizawa, 2005) have shown that when we hold a representation of an item in visual working memory that was initially seen in the left visual field, a sustained negativity is observed over right posterior electrodes relative to left posterior electrodes. If that to-be-remembered item was presented in the right visual field, then the left electrodes show this sustained negativity during the memory retention interval relative to electrodes on the right side of the head. Because this signal is observed during the delay period of a visual working memory task, this component was named the contralateral delay activity, or CDA. The amplitude of this ERP component increases with each additional object that an observer needs to remember (Vogel & Machizawa, 2004) , with this amplitude increase reaching asymptote at each individual observer's working memory capacity. This sensitivity to the active maintenance of information in visual working memory makes this ERP component an ideal tool with which to test theories about how visual working memory representations are used to process complex visual scenes.
In our experiments, we used this CDA component as a tool to determine whether the target representation was being held in visual working memory to control perceptual attention. The prediction was simple. If people guide the focus of visual attention to target-like inputs by holding a representation of the target in visual working memory, then we should see that the target cue elicits a CDA that is sustained until the search array appears, just as Chelazzi and colleagues had observed in the spike rates of IT neurons. Fig. 4B illustrates the pattern of results observed across a series of experiments (Carlisle et al., 2011; . Following the presentation of the cue, we saw that a CDA emerged and was sustained until the search array appeared. In the experiment shown in Fig. 4 , we found that the amplitude of the cueelicited CDA was highly correlated with the accuracy of the observers in this inefficient visual search task in which the cued target shape was difficult to find in the array of Landolt squares. In other experiments in which accuracy was at ceiling, but reaction time (RT) varied across observers, we found that the amplitude of the CDA before presentation of the search array was highly correlated with the observers' RTs to the subsequent search arrays (Carlisle et al., 2011) . These correlational relationships are what we expected if the amplitude of the CDA following the target cue provides a measure of the quality of the target representation. That is, a high amplitude CDA indicates that a more veridical target representation is being held in visual working memory. These are the first electrophysiological findings from humans to support the prediction that visual working memory representations serve to control visual attention and focus this limited-capacity mechanism on items that are similar to the sought after target.
Visual working memory is important, but what role does long-term memory play?
The findings I just discussed appear to support the popular view of attention researchers and theorists that the top-down control of visual attention is as simple as holding a target representation in visual working memory (for a review see Olivers et al., 2011) . However, this conclusion seems to be at odds with the learning literature and theories of skill acquisition or automaticity. Specifically, we have known for decades that if you perform the same visual search task (i.e., look for the same target) trial after trial, the speed of your responses will decrease dramatically (Schneider & Chein, 2003; . The dominant theoretical explanation for these effects is that visual processing and the selection of the task relevant response is initially controlled by working memory (Anderson, 2009; Logan, 1988) . However, across practice we shift from using working memory to relying upon long-term memory to control processing. If we integrate this theoretical perspective with the findings we have just reviewed, it leads to the prediction that if we cue people to search the arrays of objects for the same target across a series of trials, then we should find that the CDA disappears as the attentional template is handed off to long-term memory.
My colleagues and I tested the prediction that visual working memory should only be used to control visual attention when the target is new, with long-term memory taking over control with each instance of search for a particular object (Carlisle et al., 2011) . This involved essentially the same cued-search paradigm I have just discussed. That is, a target cue was presented on each trial before a search array in which that target would either be present or absent (see Fig. 5A ). The key manipulation was that we cued observers to search for the same target object across runs of trials that varied in length (i.e., 3-7 trials long). Fig. 5B shows that for the first couple trials of searching for a particular object, we observed a large amplitude CDA following the target cue. However, as search continued across trials for this same target shape, the CDA progressively decreased in amplitude. The decrease in CDA amplitude across target repetitions mirrored the decrease in RTs averaged across observers. Moreover, the decrease in CDA amplitude for a given observer was significantly correlated with their speeding in RT across target repetitions. This is as expected if learning to search for a specific item, measured in terms of the RT decrease across trials, is due to how quickly the visual system of an observer transitions from relying upon visual working memory to relying upon long-term memory to control attention.
The CDA measure showing that visual working memory decreases across target repetitions is one observation that should be made if attention transitions from reliance on working memory to long-term memory. However, we would be more confident in our conclusions about this dynamic shift in the control of visual attention if we could simultaneously measure an ERP component that indexes the accumulation of information in long-term memory. To find such a component, we turned to the literature. This is when we came across evidence of a frontal ERP component that becomes increasingly negative when a previously seen object is presented again (Voss, Schendan, & Paller, 2010) . Several studies have shown what Voss, Schendan, and Paller (2010) called a P170 (Danker et al., 2008; Diana, Vilberg, & Reder, 2005; Duarte et al., 2004; Tsivilis, Otten, & Rugg, 2001 ). This is a modulation of the first frontal positivity following stimulus onset (i.e., the anterior P1) that is more negative when elicited by a stimulus that the observer has previously seen. In addition, the modulation of this component is correlated with the RT benefit an individual observer shows when responding to a basic feature of an item that was previously shown at the beginning of the experiment compared to a completely novel item (i.e., priming from long-term memory, Voss, Schendan, & Paller, 2010) .
This long-term memory ERP component appeared to be an ideal candidate for us to use to measure the accumulation of information in long-term memory while using the CDA to measure the involvement of visual working memory in controlling attention. First, this anterior P1 has a distribution that is confined to electrodes over frontal cortex, meaning that it does not spatially overlap with the CDA. Second, the timing of this long-term memory component does not overlap with when the CDA is observed, as we discuss further below. These two characteristics mean that we can measure these two indices of memory with essentially no crosstalk or interference. Fig. 6 shows the amplitude of the anterior P1 (or P170) that we measured across target repetitions at the same time that we recorded the systematic reduction of the CDA in Experiment 3 of Carlisle et al. (2011) . As is evident, the amplitude of this ERP effect systematically varied across target repetition in the direction we would expect if each target repetition were laying down a longterm memory trace. One concern when recording ERP components that appear to tradeoff amplitude in the manner shown in Fig. 6 is that we are measuring two ends of the same dipole. That is, the same electrical field might be measured at different points on the scalp. However, the fact that these two signals are observed in completely different time windows (i.e., 150-200 ms postcue for the P170 and 300-900 ms postcue for the CDA) indicates that this is not the case. Similarly, the observation that one of these effects is a lateralized negativity while the other is a midline effect is hard to reconcile with this account. Thus, our ERP findings indicate that we can measure two different components indexing the accumulation of representations in long-term memory and the active maintenance of representations in visual working memory as observers learn to search complex scenes for specific objects. Our recent work has shown that these ERP components can be studied in macaque monkeys (e.g., Reinhart et al., 2012) , so that the network circuitry and neuronal mechanisms underlying these effects can be definitively determined.
Conclusions
The research that I have discussed here used electrophysiological measurements from humans and monkeys to bring two points into clear view. First, as predicted by certain theories of visual attention, limited-capacity perceptual processing mechanisms are focused on individual items, or perhaps small groups of items, in a serial fashion. This provides an explanation for why behavioral RTs increase as the complexity of scenes that need to be searched increases. When more possible targets are presented in the scene, then additional shifts of attention are required to process the array and determine whether and where the target is present. This explains one of the key findings of the first study of visual search (Green & Anderson, 1956) . Second, the recordings of ERPs and intracranial activity from macaque monkeys show that these shifts of perceptual attention are carried out by a distributed network of frontal and posterior visual areas. These network-level properties of attentional selection are often noted in neuroimaging studies of visual attention (Corbetta & Shulman, 2002; Serences & Yantis, 2006) . The combination of electrophysiological measures I discussed have the temporal and spatial resolution to determine the sequence of events within the network and address questions about whether the entire network works in concert or whether specific areas of the visual system send signals to others to direct this selection by visual attention.
The next set of studies I discussed addressed the other fundamental observation made by Green and Anderson (1956) that only items that shared features with the target object influenced observers' behavioral RTs. To explain this type of finding, theories of attention have proposed that top-down control over the deployment of visual attention to items in a complex scene must exist. Specifically, visual attention is only deployed to items that match the target along certain feature dimensions (e.g., color, shape, size, disparity, motion). The ERP studies of humans performing search show that we guide attention to items defined by particular target features by holding a representation of that target in visual working memory. However, these experiments also showed that visual working memory only plays this controlling role under certain circumstances. Our experiments that involved measuring multiple memory-related ERP components show that visual working memory holds a representation of the target for the first handful of trials until the visual system transitions to being controlled by long-term memory representations. These findings unify predictions from two literatures. Whereas the visual attention literature has focused on the role of visual working memory in controlling attention, the learning and skill acquisition literature has emphasized the switch to the reliance upon long-term memory in accounting for behavioral effects. In the experiments of Green and Anderson (1956) , the observers searched for the same targets across multiple trials. Our recent electrophysiological experiments indicate that these observers were relying on long-term memory representations to guide the deployment of attention to possible target items after only a handful of trials with the same target.
The experiments I have described here are really just a beginning. The simultaneous recordings of ERPs and intracranial activity in nonhuman primates have begun to reveal details about the nature of attentional selection in the brain, but much work remains to be done. Not only do we need to simultaneously record from a larger number of areas of the visual system while measuring the surface ERPs, but we also need to directly manipulate the activity within these areas to determine whether they play a causal role in the generation of the electrophysiological effects recorded from humans and nonhuman primates. The research described above also highlights the necessity to understand the nature and interplay of different types of memory representations to understand how visual attention works. It seems evident that the complexity of the questions and techniques needed to answer them will require the dedication of many more young vision scientists.
