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Metabolism is one of the defining factors of life (1) which in turn can be seen as a 
thermodynamic process and, like a combustion engine, requires a constant influx 
of energy to maintain a homeostasis (2). This uptake of energy (e.g. in the form 
of chemical energy in nutrients) is subsequently transformed and broken down 
in usable portions to drive cellular processes. Next to the conversion of nutrients 
to energy cells need to synthesize precursors for crucial cell components and 
eliminate waste products. These conversions are done by a large network of 
chemical and physical processes in their entirety referred to as cellular metabo-
lism.
As the core structure of the cellular metabolic reaction network (i.e. glycolysis, 
pentose phosphate pathway and citric acid cycle – providing all crucial precur-
sors for the synthesis of RNA, DNA, lipids, energy and redox coenzymes and 
amino acids) is strikingly similar across all organisms (3), it has been suggested 
that metabolism emerged early on in the evolution of life and thus its topology is 
likely shaped by fundamental thermodynamic constraints (4). In fact the question 
if metabolism preceded the emergence of what we understand as life is heavily 
debated when it comes to the question of the origin of life (5). Thus a better 
understanding of the design principles of cellular metabolism could lead to a 
better understanding of the conditions under which life can emerge.
The advent of experimental high-throughput technologies has generated 
a large volume of high-dimensional biological data such as genomic (6), tran-
scriptomic (7), proteomic (8) and metabolic (9) profiles of cells. Alongside these 
experimental developments mathematical methods emerged to systematically 
analyze this argosy of data and to gain new functional insight (10). On the level 
of cellular metabolism this included kinetic models (11), cybernetic models (12), 
stochastic models (13), metabolic control analysis (14), and constraint-based 
methods (15,16). Kinetic models, on the one side, provide a mechanistic account 
of intracellular functioning by accurately describing the detailed dynamic nature 
of cellular metabolism through ordinary differential equations. While small scale 
models, encompassing the central metabolism of Saccharomyces cerevisiae (17) 
and Escherichia coli (18), have be constructed and generated new insights in e.g. 
the dynamic flux adjustments upon a switch in carbon source, kinetic models are 
limited by the vast amount of experimental information needed to construct them 
(i.e. kinetic constants) which, in addition, can vary across populations and can 
change over time (19). Further the computational demands to solve large scale 
ordinary differential equation models additionally puts an upper constraint on the 
model size. To tackle these limitations various approaches have been developed 
in which either experimental data are used to estimate kinetic parameter to fill 
the gaps in the parametrization of kinetic models (20–22) or small scale kinetic 
models were combined with genome-scale stoichiometric metabolic models to 
e.g. identify strategies for metabolic engineering in Saccharomyces cerevisiae 
and Escherichia coli (23).
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1On the other side constraint-based models require only a stoichiometric 
network of metabolic processes and are formulated using linear equations 
around a mass balance (Fig. 1a and b). This allows the construction and analysis 
of genome-scale models using various mathematical methods (24). The required 
stoichiometric networks can be reconstructed from the annotated genome 
sequence and experimental literature of a given organism (25,26) but are already 
available in an ever-growing amount, even including multicellular metabolic 
interactions (27–29), signaling (30,31), transcriptional regulation (32) and macro-
molecular synthesis (33).
Constraint-based modeling
Constraint-based modeling itself does not strive to identify a unique solution but 
rather uses the fact that cellular operation is subject to constraints. By excluding 
model states which do not satisfy the opposed constraints a space of possible 
solutions is defined corresponding to the phenotypic capabilities of the cell. It is 
thus key to identify the right constraining elements governing cellular operation 
(34).
In general, cellular metabolism needs to abide physico-chemical laws such as 
the conservation of mass and energy. Further, the intracellular environment is 
densely packed, which generates slow diffusion rates of macromolecules (35) and 
reaction rates might depend on local concentration gradients. Additionally, the 
confinement of the cytosol, enclosed by a semi-permeable membrane, generates 
high osmolarities (36) and thus cells might have to deviate energy do deal with 
high osmotic pressures. Next to these inviolable constraints, cellular growth 
can be constrained by the environment e.g. by the availability of nutrients, pH, 
temperature or osmolarity in the medium. In contrast to the above mentioned 
constraints, opposed by the outside, cells can self-impose constraints by regu-
lating the amount of gene products (translation or transcription) or their activity 
to prevent suboptimal phenotypes. These constraints (and many others) can be 
implemented by means of balances (e.g. the conservation of mass and energy) 
or by numerical bounds on certain model variables or parameters (e.g. an upper 
bound of the reaction rate corresponding to a capacity constraint or the uptake 
of a substrate).
In its most basic form, constraint-based models are formulated around the 
conservation of mass, which is a balance constraint. In a steady-state there is no 
accumulation of mass, i.e. the rate of production of a metabolite equals its rate of 
consumption (Fig. 1b). Mathematically this can be formulated as,
where S is the stoichiometric matrix describing the stoichiometry of the metabolic 
network and v the rate of the respective metabolic processes. The columns in S 
correspond to j metabolic processes and the rows to the i metabolites in the system. 
, Eq. 10ij jS v =
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The stoichiometric coefficients of a process are then represented as element, Sij, 
in the matrix S. Similar balances can be formulated for osmotic pressure (37), 
electroneutrality (38), and free energy around biochemical loops (39,40).
Further constraints can be implemented by opposing numerical limits on 
variables and parameters, such as rates of cellular processes, but also concen-
trations or kinetic constants (both not covered in Eq. 1 but can also be part of 
constraint-based models). For instance metabolite concentrations need to be 
always positive and upper bounds can be derived from solubility constraints or 
the medium composition. In case of (Eq. 1) lower (lo) and upper (up) limits can 
be formulated for the rate of a cellular process, vlo ≤ v ≤ vup. An upper bound of 
the rate, vup, can be set corresponding to enzymatic capacity constraints, indi-
vidual processes can be defined as irreversible by setting the lower bound to 
0, following thermodynamic considerations, and lower and upper bounds can 
be assigned based on the medium composition to allow the uptake of specific 
nutrients.
Next to the conservation of mass, Eq. 1, in particular two areas, thermody-
namics and enzymatic capacity, have been shown to yield constraints which 
improve the predictive power of constraint-based models and shall thus be 
discussed in the following.
Thermodynamic constraints
Thermodynamic constraints have the advantage that they have a physical foun-
dation and are thus organism- and condition-independent.
As mentioned above, most commonly, directionalities of cellular processes 
can be constrained based on thermodynamic quantities (i.e. change in Gibbs 
energy). A cellular process (e. g. the interconversion of metabolite A in metabo-
lite B) proceeds always, according to the second law of thermodynamics, in the 
direction of a negative change in Gibbs energy, ΔrGAB (41). The change in Gibbs 
energy of this process can be determined as the difference between the Gibbs 
energies of formation of both metabolites, Δf GA and Δf GB,
The Gibbs energies of formation of each metabolite can, in turn, be computa-
tionally determined (42) additionally taking into account the pH, ion strength 
and temperature in the cellular environment as well as the respective metabolite 
concentration (for which a range can be defined based on literature references). 
In such a manner the change in Gibbs energy of every cellular process (or, as we 
assume a concentration range, a feasible range) can be estimated and the direc-
tionality (i.e. lower and upper limits of the rate) systematically assigned (43).
Next to the second law of thermodynamics, the stoichiometric network needs 
to abide the first law of thermodynamics, which ensures that energy must not 
be destroyed or created and can thus be seen as the energetic equivalent to 
. Eq. 2r AB f B f AG G G∆ = ∆ − ∆
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1the conservation of mass (Eq. 1). Specifically, the first law of thermodynamics 
ensures that the change in Gibbs energy of a cyclic series of chemical conver-
sions equals zero. Combining the first and second law of thermodynamics forbids 
a metabolic flux through such a cyclic series of chemical conversions. This is also 
referred to as loop-law (39).
Enzymatic capacity constraints
Michaelis-Menten kinetics states that the rate of a metabolic reaction is 
proportional to the concentration of the catalyzing enzyme. Thus the extent of 
cellular metabolism (in terms of the sum of absolute reaction rates across the 
entire metabolic network) must be ultimately limited by the finite volume of 
the cell. Following this reasoning constraint-based models have been extended 
by a capacity constraint on the total cellular volume occupied by all metabolic 
enzymes (44) or the total enzyme mass (45). To account for the differences in 
molecular weight and efficiency of individual enzymes, the total mass of enzyme 
can be constraint as,
where MWj is the molecular weight and kcat,j the catalytic efficiency of the indi-
vidual enzymes realizing the rates vj and C is the imposed limit in the total 
mass of enzyme. Using such constrained models, a low catalytic efficiency of 
the oxidative phosphorylation has been identified to be responsible for acetate 
formation in Escherichia coli (44,46), ethanol formation in Saccharomyces 
cerevisiae (47,48) and lactate formation in cancerous mammalian cells (45,49). 
Following a similar reasoning, but stating that a constant proteome pool needs to 
be allocated in protein sectors (such as carbon catabolite or biosynthesis sector) 
(50), accurate predictions of cellular phenotypes could be obtained when imple-
mented in flux balance analysis.
In a different method, the stoichiometric metabolic model is extended by a 
detailed description of cellular processes required for the synthesis of functional 
proteins including transcription and translation (51). Using this approach a limi-
tation of cellular operation by the enzyme capacity at high growth rates was 
shown in Escherichia coli (52). However, as detailed knowledge of all steps of 
the protein synthesis (protein maturation, protein folding, metal binding etc.) is 
required, genome-scale, so called ME-models, are only available for Thermotoga 
maritima (53) and Escherichia coli (52).
However, while the incorporation of constraints stemming from a limited 
enzyme solvent capacity generally improve the predictions of flux balance 
analysis, often these methods are limited by the availability of data needed to 












Evaluation of the solution space
The combination of all formulated constraints results in a space, encompassing 
all solutions in compliance with all imposed constraints (i.e. the phenotypic 
potential of the organism) (Fig. 1c). This solution space can be evaluated using 
various methods such as extreme pathway analysis (55), elementary mode 
analysis (56,57) minimizing of flux adjustments (58) and flux balance analysis 
(16,59).
Figure 1 | Constraint-based modeling. (a) The network of all cellular processes is reconstructed from 
annotated genome sequences. (b) This reaction network can be mathematically represented as a stoichio-
metric matrix S in which the rows correspond to individual reactions and the columns to individual metab-
olites. (c) Using the reaction stoichiometry and additional constraints, such as the conservation of mass, 
a solution space can be constructed. This space encompasses all possible combinations of reaction rates 
possible under the stated constraints. (d) This solution space can then be evaluated by mathematical opti-
mization with respect to an objective function. This objective function in general follows an evolutionary 
justification such as the maximization of growth.
Flux balance analysis is the oldest and still widely used method. Here a partic-
ular model function, called objective function, is optimized (i.e. minimized or 
maximized) within the solution space of the constraint-based model (Fig. 1d). 
This can be done for various purposes, (i) to assess the phenotypic potential 
(i.e. to explore the size of the solution space), (ii) to identify intervention sites 
for strain engineering by e.g. maximizing the production of a certain desired 
component, and (iii) to identify a likely phenotype. For the later, it is assumed 
that cellular metabolism is organized in such a way to achieve a certain objective. 
While accurate predictions were obtained by maximizing biomass formation 
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1a universal objective function (62). In fact it has been suggested that cellular 
metabolism is organized as a trade of between the three objectives, growth maxi-
mization, maximal generation of energy and minimizing the total reaction flux 
across the network (63). 
RESEARCH QUESTION UNDERLYING THIS THESIS
While a multitude of different models and methods have been developed to analyze 
experimental data or predict cellular phenotypes they either suffer from a lack of 
adequate data (kinetic models) or fail to predict phenotypes across various condi-
tions (constraint-based models). One fundamental question in this context is the 
switch towards a suboptimal fermentative phenotype with high substrate uptake 
rates as this behavior seemingly contradicts the premise (growth maximization) 
of flux balance analysis. However, as this phenomenon occurs across species, we 
ask whether a fundamental thermodynamic limitation could be responsible.
The aim of this thesis is thus to develop an understanding of thermodynamic 
limitations of cellular operations and specifically to unravel why cells operate at 
a seemingly suboptimal metabolism at high glucose uptake rates (i.e. ferment). 
Building on this understanding we aim to develop computational constraint-
based models to better predict cellular behaviors.
OUTLINE OF THIS THESIS
In Chapter 2 we identify a fundamental thermodynamic principle governing 
metabolic operations. We formulated constraint-based models of Saccharo-
myces cerevisiae and Escherichia coli consisting of a mass- and energy balanced 
description of cellular metabolism. Using these models, we analyzed a series of 
experimental data and found that cellular metabolism seemed to be limited by the 
Gibbs energy cells can dissipate during metabolic operation. Applying this limit 
in conjunction with growth maximization in otherwise ordinary flux balance 
analysis we obtained predictions of cellular physiology in excellent agreement 
with experimental data leading us to the conclusion that cellular metabolism is 
shaped by the conjunction of growth maximization and a limited rate of cellular 
Gibbs energy dissipation.
Given the excellent predictions obtained in Chapter 2, in Chapter 3 we 
present a detailed workflow how to build a constraint-based model suitable for 
this predictive method starting from any metabolic network reconstruction. Here 
we put an emphasis on how to formulate cellular operations thermodynamically 
consistent in large scale models and how to computationally handle such models.
In Chapter 4 we apply this new computational predictive method together 
with a new experimental cultivation technique to obtain large quantities of aged 
Saccharomyces cerevisiae cells to unravel physiological changes over the course 
of cellular aging. Here, we found that cells undergo vast metabolic rearrange-
Chapter 1
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ments, switching from a fermentative to a respiratory metabolism, accompanied 
by a global decrease in glucose uptake rate and intracellular metabolite levels.
Finally in Chapter 5 we explore mechanistic explanations how the identified 
limit in cellular Gibbs energy dissipation can be understood. We derive a hypoth-
esis after which the Gibbs energy dissipated during metabolic operation results 
in an increase in intracellular motion. This motion, above a critical limit, could 
have detrimental effects for cellular functioning by e.g. disrupting gene regula-
tion. Thus, cells supposedly have evolved to limit their Gibbs energy dissipation.
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The principles governing cellular metabolic operation are poorly understood. 
Because diverse organisms show similar metabolic flux patterns, we hypoth-
esized that a fundamental thermodynamic constraint might shape cellular 
metabolism. Here, we developed a constraint-based model for Saccharomyces 
cerevisiae with a comprehensive description of biochemical thermodynamics 
including a Gibbs energy balance. Nonlinear regression analyses of quantitative 
metabolome and physiology data revealed the existence of an upper rate limit for 
cellular Gibbs energy dissipation. Applying this limit in flux balance analyses 
with growth maximization as the objective, our model correctly predicted the 
physiology and intracellular metabolic fluxes for different glucose uptake rates 
as well as the maximal growth rate. We found that cells arrange their intracel-
lular metabolic fluxes in such a way that, with increasing glucose uptake rates, 
they can accomplish optimal growth rates, but stay below the critical rate limit 
in Gibbs energy dissipation. Once all possibilities for intracellular flux redistri-
bution are exhausted, cells reach their maximal growth rate. This principle also 
holds for Escherichia coli and different carbon sources. Our work proposes that 
metabolic reaction stoichiometry, a limit in the cellular Gibbs energy dissipa-
tion rate, and the objective of growth maximization shape metabolism across 
organisms and conditions.




A key question in metabolic research is to understand how and why cells organize 
their metabolism, i.e. their fluxes through the metabolic network, in a particular 
manner. Such understanding is highly relevant from a fundamental point of view, 
but also should enable us to devise computational methods for metabolic-flux 
prediction; an important capability for fundamental biology and biotechnology.
The archetype question in this context is why many pro- and eukaryotic cells 
– also under aerobic conditions – often use an inefficient fermentative metabo-
lism. To this end, numerous explanations were offered, including the economics 
of enzyme production (1,2), a ‘make-accumulate-consume’ strategy (3), intracel-
lular crowding (4), limited nutrient transport capacity (5), and adjustments to 
growth-dependent requirements (6,7). Recently, the integration of proteome allo-
cation constraints in metabolic models has led to predictions in good agreement 
with experimental data (8,9). However, the fact that respiration and aerobic 
fermentation occur in many organisms, including bacteria (4), fungi (3), mammals 
(6,7), and plants (10), with fermentation occurring at high glucose uptake rates 
(GURs) and respiration at low GURs (7,11), prompted us to ask, whether rather 
a fundamental thermodynamic principle could govern metabolism, on top of 
which the specific protein allocation constraints have evolved. Specifically, we 
hypothesized that the rate at which cells, as far-from-equilibrium systems, can 
dissipate Gibbs energy to the extracellular environment may be limited and that 
such a limit, should it exist, may constrain the metabolic fluxes.
Here, using a constraint-based thermodynamic model of Saccharomyces cere-
visiae and nonlinear regression analysis of quantitative metabolome and physi-
ology data, we identified an upper limit for the cellular Gibbs energy dissipation 
rate. When we used this rate limit in flux balance analyses (FBA) with growth 
maximization as objective function, we could generate correct predictions of 
metabolic phenotypes at diverse conditions. As we found the same principle to 
also hold in Escherichia coli, our work suggests that growth maximizing under 
the constraint of an upper rate limit in Gibbs energy dissipation must have 
been the general governing principle in shaping metabolism and its regulation. 
Furthermore, our work provides an important contribution to current predictive 
metabolic modelling for fundamental biology and biotechnology.
RESULTS
Development of a combined thermodynamic and stoichiometric model
To test our hypothesis, according to which cellular metabolism is limited by a 
certain critical rate of Gibbs energy dissipation, we used the yeast S. cerevi-
siae as a model and aimed to estimate cellular Gibbs energy dissipation rates 
from experimental data using regression analysis (Fig. 1). Specifically, we formu-
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lated a combined thermodynamic and stoichiometric metabolic network model, 
describing cellular metabolic operation through the variables metabolic flux (i.e. 
reaction rate), v, and metabolite concentration, c. At the basis of this model is 
a stoichiometric metabolic network model (12) (Method 1.1 and Supplementary 
Information 1), which describes 241 metabolic processes of primary metabolism 
(i.e. chemical conversions and metabolite transport, MET) and their mitochon-
drial or cytosolic localization with mass balances for 156 metabolites (Tables 1-5 
from Supplementary Data 1) as well as with pH-dependent proton and charge 
balances (Tables 6 and 7 from Supplementary Data 1). The boundary of the 
system was defined around the extracellular space and the exchange of matter 
with the environment was realized through 15 exchange processes (EXG) (cf.
Fig. 1). 
Figure 1 | Overview of the workflow and model used. We developed combined thermodynamic and stoi-
chiometric constrained-based models for Saccharomyces cerevisiae and Escherichia coli. With these models 
and experimental data, we performed regression analyses to identify model parameters, amongst which 
is the limiting rate of cellular Gibbs energy dissipation. Using these parameters in flux balance analyses, 
we then predicted various cellular phenotypes. S is the stoichiometric matrix, v the rates of the respec-
tive processes (i.e. fluxes), c the metabolite concentrations, ΔrG the Gibbs energies of reaction, Δf G the 
metabolites’ Gibbs formation energies, g the Gibbs energy dissipation rates, and the subscript MET denotes 
metabolic processes and EXG exchange processes with the environment. Detailed model descriptions can be 
found in the Methods 1.1-1.6, with the S. cerevisiae-specific details in Supplementary Information 1 and the 
E. coli-specific details in Supplementary Information 2.
To this model, we added a Gibbs energy balance stating that the sum of the 
Gibbs energy dissipation rates of the individual metabolic processes (i.e. the total 
cellular rate of Gibbs energy dissipation, gdiss) must equal the sum of the rates at 
which Gibbs energy is exchanged with the environment (Method 1.2). We defined 
the rate of Gibbs energy dissipation of a metabolic process as the product of 
the metabolic flux of the process and its Gibbs energy. The Gibbs energy of a 
metabolic process, in turn, was made a function of the substrate and product 
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of the metabolite’s transmembrane transport (13). We transformed the standard 
Gibbs energies of the reaction to the respective compartmental pH values (14) 
(Method 1.3). Finally, for each metabolic process, we added the second law of 
thermodynamics stating that the Gibbs energy dissipation rate must be negative 
for a metabolic process carrying flux (Method 1.4). All metabolic processes in the 
model were considered reversible.
Existence of a limit in the rate of cellular Gibbs energy dissipation
To determine cellular Gibbs energy dissipation rates, gdiss, at different growth 
conditions, we analysed experimental data with regression analysis, using the 
developed model (Supplementary Fig. 1 and Method 2.1). Specifically, we used 
physiological (i.e. growth rates, metabolite uptake and excretion rates) and 
metabolome data of S. cerevisiae obtained from eight different glucose-limited 
chemostat cultures (15). In these cultures, metabolic operation ranged from 
respiration at low GURs to aerobic fermentation with ethanol production at high 
GURs. As Gibbs energies estimated with the component contribution method 
(16) contained uncertainties, and Gibbs energies were also not available for 
all metabolic reactions, we included the available standard Gibbs energies of 
reaction together with their respective uncertainties as experimental data in the 
regression.
To enforce one common set of standard Gibbs energies of reaction across 
all experimental conditions with the same thermodynamic reference state (i.e. 
obeying the first law of thermodynamics, which we enforced by applying the 
loop law (17,18)), we performed one large regression across all conditions. In this 
large-scale multi-step nonlinear regression, we estimated for each condition its 
condition-dependent variables (i.e. fluxes, metabolite concentrations), and for all 
conditions together, a set of condition-independent standard Gibbs energies of 
reaction with minimal distance to the experimental data.
To prevent overfitting, we employed a parametric bootstrap approach (Supple-
mentary Fig. 2a). The regression and a subsequent variability analysis of the 
solution space provided us with physiological ranges for the intracellular metab-
olite concentration and for the Gibbs energies of reaction (i.e. the lowest and 
highest possible values across all experimental conditions reflecting the physi-
ological bounds of metabolic operation), which we used to refine the scope of the 
model (Method 2.2 and Tables 8 and 9 from Supplementary Data 1).
First, we found that the model with its thermodynamic and stoichiometric 
constraints could excellently be fitted to all data sets (Supplementary Fig. 2b-d), 
demonstrating that the developed model is able to describe the broad range of 
underlying metabolic operations, ranging from fully respiratory to fermenta-
tive conditions. Second, examining the cellular Gibbs energy dissipation rates, 
gdiss, determined for the different experimental conditions, we found that gdiss first 
linearly increased with increasing growth rate µ, and then plateaued at µ’s above 
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0.3 h-1 (Fig. 2). The existence of a plateau above a certain µ suggested – in line 
with our hypothesis – that there could be an upper rate limit, gdl ii sms, at which cells 
can dissipate Gibbs energy; here corresponding to -3.7 kJ gCDW-1 h. Because the 
growth rate, at which this limit is reached, coincided with the onset of ethanol 
excretion, we speculated that this limit might cause the switch to fermentation at 
high GURs.
Accurate predictions of metabolic phenotypes
To test whether such an upper limit in the Gibbs energy dissipation rate might 
govern metabolic operation, i.e. might be responsible for the different flux distri-
butions at different GURs, we resorted to flux balance analysis, which computes 
metabolic flux distributions on the basis of a stoichiometric metabolic network 
model and mathematical optimization using an evolutionary optimization 
criterium (12). Specifically, we used the objective of growth maximization (i.e. 
identifying the flux distribution that generates the maximal amount of biomass 
from the available nutrients) to simulate the combined thermodynamic and stoi-
chiometric model, which we now additionally constrained by the hypothesized 
upper limit in the Gibbs energy dissipation rate, gdl ii sms (Method 2.2). To solve this 
non-convex bilinear optimization problem, we transferred it into a mixed integer 
nonlinear program, which we then solved using a branch-and-cut global optimi-
zation algorithm (19) (Methods 1.5, 1.6 and 2.3).
While the objective of growth maximization alone could not predict flux 
distributions across experimental conditions (20), using it in combination with 
the identified upper limit in gdiss we could correctly predict physiologies as 
observed in glucose-limited chemostat cultures and in glucose batch cultures, 
solely using the respective glucose uptake rates as input. For instance, growth 


































Limit of the Gibbs energy 
dissipation rate
Figure 2 | Rate of cellular Gibbs energy dissipa-
tion does not exceed an upper limit. The median 
Gibbs energy dissipation rate, gdiss (black dots), as 
determined by regression analysis including a para-
metric bootstrap (n = 2000) using the combined ther-
modynamic and stoichiometric constrained-based 
model, the physiological and metabolome data (15) 
and the Gibbs energies from the component contri-
bution method (16), reached an upper limit, which 
coincides with the onset of aerobic fermentation, i.e. 
ethanol excretion. gdl ii sms was determined from the gdiss 
values at the plateau. The solid red line represents 
the median of those values and the dashed red lines 
the 97.5 % confidence interval. Note that although 
the regression was largely underdetermined (107 
degrees of freedom, Supplementary Fig. 2a), gdiss 
could be estimated with high confidence, because 
gdiss could in principle already directly be estimated 
using perfect physiological rate measurements (cf. 
Eq. 4 in Method 1.2). Error bars represent the 97.5 % 
confidence intervals as determined by the para-
metric bootstrap (n = 2000).
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GURs (< 3 mmol gCDW-1 h-1, Fig. 3b-d) and aerobic fermentation with lowered 
oxygen uptake rates at GURs > 3 mmol gCDW-1 h-1 (Fig. 3b and c). At a GUR of 
22 mmol gCDW-1 h-1, we predicted a maximal growth rate, followed by a decrease 
in the growth rate and glycerol production at further increased GURs, notably 
while still maximizing the growth rate in the optimization.
FBA simulations without a limit in gdiss predicted a respiratory metabolism 
for all GURs, and no maximal growth rate (cf. dotted lines in Fig. 3a-d) and FBA 
simulations with other frequently-used objectives (‘minimal sum of absolute 
fluxes’, ‘maximal ATP yield’, ‘maximal ATP yield per flux sum’, ‘maximal 
biomass per biomass’) and the gdl ii sms-constraint were unable to correctly predict 
the physiologies (cf. dashed lines in Fig. 3a-d and Supplementary Fig. 6). Together 
with exhaustive sensitivity analyses with regards to various model parameters, 
e.g. lower and upper bounds of the intracellular metabolite concentrations, and 
Gibbs energies of reaction (Supplementary Fig. 3-5), this shows, that the excellent 
predictions obtained with growth maximization as objective and the constrained 
cellular Gibbs energy dissipation rate are not a trivial result of the earlier regres-
sion, nor are enforced by isolated elements of our model.
To further examine the predictions obtained with the model constrained by 
the rate limit in Gibbs energy dissipation, we compared intracellular flux predic-
tions with results from 13C-based metabolic flux analysis (13C-MFA). Here, we 
found that our predictions are in excellent agreement with fluxes determined with 
13C-MFA, as evident from metabolic reactions located at key branch points in 
Figure 3 | Accurate predictions of cellular physi-
ology with flux balance analysis (FBA) using the 
combined thermodynamic and stoichiometric 
model constrained by gdl ii sms. (a–d) Predictions of 
physiological rates for S. cerevisiae growth on 
glucose (solid black line) with growth maximiza-
tion as objective and constrained by the identified 
upper limit in the Gibbs energy dissipation rate, 
gdl ii sms, of -3.7 kJ gCDW-1 h-1 as a constraint. Red circles 
represent experimentally determined values from 
glucose-limited chemostat cultures (15,21) and 
red triangles values from glucose batch cultures 
(21,22). The black arrow points to the GUR at 
which the maximum growth rate was observed; 
solid grey lines represent predictions above this 
GUR. Notably, at GURs > 22 mmol gCDW-1 h-1 we 
found that the growth rate decreased again and cells 
started to massively increase glycerol production. 
The fact that we could not find any experimental 
values with GURs > 22 mmol gCDW-1 h-1 suggests 
that cells restrict their glucose uptake rate in order 
to retain the maximal possible growth rate. The 
dotted black lines represent FBA simulations with 
growth maximization as an objective, but without a 
constraint in gdiss. The dashed black lines represent 
predictions with the ‘minimal sum of absolute 
fluxes’ as an objective and the gdl ii sms-constraint. The 
excellent predictions are not a trivial result of our 
earlier regression as shown through sensitivity 
analyses with regards to various model param-
eters, e.g. lower and upper bounds of intracellular 
metabolite concentrations, and the Gibbs energies of 
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central metabolism (Fig. 4a-d and Supplementary Fig. 7). We found the expected 
flux reorganization patterns; for instance, redirection of flux from the pentose-
phosphate pathway to glycolysis with increasing GUR (Fig. 4a and b). 
The fact that we could correctly predict extracellular physiologies including 
the maximal growth rate, as well as the experimentally observed reorganization 
pattern of intracellular metabolic fluxes with increasing GURs suggests that the 
objective of growth maximization under the constraint of an upper limit in the 
Gibbs energy dissipation rate could have been the governing principle in the 
evolution of metabolism and its regulation, at least in yeast.
Identified principle also applies to E. coli
Because we conjectured that the two elements of this principle, i.e. growth 
maximization and the upper limit in the Gibbs energy dissipation rate might be 
of universal nature, next, using E. coli as model, we investigated whether this 
principle also applies to prokaryotes. Following the same workflow as outlined 
for S. cerevisiae, we formulated a combined thermodynamic and stoichiometric 
metabolic model; this time in genome-scale, encompassing 626 unique metabo-
lites involved in 1062 metabolic processes (27) (Methods 1.1-1.5, Supplementary 
Information 2 and Supplementary Data 2). Using this model and nonlinear regres-
sion (Methods 3.1 and 3.2) with data from glucose-limited chemostat cultures 
(28), we found, similar to yeast, that the cellular Gibbs energy dissipation rate, 
gdiss, first linearly increased with increasing GURs and then reached a plateau (at 
-4.9 kJ gCDW-1 h-1), at conditions where acetate is excreted (Supplementary Fig. 9 
and 10). When we performed FBA simulations with growth maximization as 
Figure 4 | Accurate predictions of intracellular 
fluxes with flux balance analysis (FBA) using the 
model constrained by gdl ii sms. (a–d) FBA predicted 
and through 13C based metabolic flux analysis 
inferred intracellular fluxes at key branch points 
in the central metabolism. These FBA predictions 
were obtained by means of flux variability analysis 
with the growth rates fixed to the values obtained in 
the FBA optimizations and sampling of the solution 
space (Supplementary Fig. 8 and Methods 2.3 and 
2.4). The graphs show flux boundaries from flux 
variability analyses (light grey areas) and the multi-
variate distribution of intracellular fluxes obtained 
by sampling the solution space (n = 10’000’000) of 
the gdl ii sms-constrained model for optimal growth rates, 
with the black lines representing medians and the 
dark blue areas the 97.5 % confidence intervals. The 
symbols denote fluxes determined by 13C-based 
MFA; diamonds from (23); squares (24); triangles 
(25); circles (26). Note that the models used for 
these 13C-based metabolic flux analyses were small 
networks with about 20-30 reactions and included 
heuristic assumptions on the reversibility of 
metabolic reactions. Therefore, these flux estimates 
may contain errors and biases as discussed in Ref. 
(23) and should be understood as a comparison 
rather than a benchmark. PGI: glucose-6-phosphate 
isomerase; GND: phosphogluconate dehydrogenase; 
PDHm: pyruvate dehydrogenase; SUCOAS1m: 
succinate-CoA ligase. Additional intracellular 
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objective, and the identified upper rate limit in Gibbs energy dissipation, gdl ii sms, as 
constraint (Methods 3.3 and 3.4), we again correctly predicted the metabolic shift 
from respiration to fermentation with increasing GURs, as well as the maximal 
growth rate (Fig. 5a). Notably, we found this flux reorganization pattern to be 
reflected in measured changes in protein abundances (Supplementary Fig. 11).
Next, we used this model to perform FBA simulations with different nutrients, 
where we allowed for unlimited substrate uptake. Specifically, we simulated 
growth in unlimited batch cultures on eight different carbon sources (acetate, 
fructose, galactose, gluconate, glucose, glycerol, pyruvate and succinate), on 
simultaneously present glucose and succinate, and on either glucose or glycerol 
supplemented with all proteinogenic amino acids; notably all conditions that 
were not used in the regression. Here, we found that our model could across the 
board predict the maximal growth rates, as well as uptake and excretion rates 
(Fig. 5b and Supplementary Fig. 12). Remarkably, this was even true for the cases 
where we simulated complex media with the possibility of unlimited uptake of 
all proteinogenic amino acids. The same model, not constrained by the upper 
rate limit in Gibbs energy dissipation, is not able to predict maximal growth rates 
(as maximization of growth would lead to an infinite substrate uptake and thus 
to infinite growth), and failed to predict the fermentative phenotypes (Supple-
mentary Fig. 13). A comparison of the FBA predicted intracellular fluxes with 
13C-based MFA-inferred flux distributions showed good agreement (Supplemen-
tary Fig. 14). 
As our model connects fluxes and metabolite levels through the Gibbs energies 
of reaction, we next asked whether the metabolic rearrangements, necessary 
with increasing GURs, would require metabolite levels to follow certain trends. 
Indeed, for 36 metabolites we found a correlation (Spearman correlation coef-
ficient > 0.6) between their concentrations and GUR. Of these 36 metabolites, 
experimental data as a function of GUR were available for coenzyme A, ribose 
5-phosphate and α-ketoglutarate. The profiles of these metabolites remarkably 
well matched with the predicted profiles (Fig. 5c). Notably, α-ketoglutarate has 
been identified as an important metabolic regulator molecule (29). Our analysis 
here suggests that the concentration of this metabolite is constrained in a 
GUR-dependent manner by thermodynamics, and thus having made it an ideal 
candidate as regulatory metabolite.
With these E. coli predictions agreeing well with respective experimental 
data, extending even to the predictions of some metabolite concentrations, this 
suggests that growth maximization under the constraint of a limited cellular 
Gibbs energy dissipation rate as metabolism-governing principle also applies to 
E. coli and carbon sources other than glucose, including complex media. This 
provides strong evidence for this principle to universally shaping cellular metab-
olism across organisms. Further, as the E. coli model was a genome-scale model, 
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this shows that the concept can also be implemented and applied on the genome-
scale.
Maximal growth under the rate limit in Gibbs energy dissipation
Finally, we aimed to understand how the upper limit in Gibbs energy dissipa-
tion rate, gdl ii sms, governs metabolism. Therefore, we went back to yeast and the 
respective flux balance analyses simulations, from which we determined the 
Gibbs energy dissipation rate of each metabolic process, g, at different GURs. 
From these process- and GUR-specific dissipation rates, we identified seven 
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Figure 5 | Predictive capabilities of flux balance 
analysis (FBA) using the genome-scale combined 
thermodynamic and stoichiometric model of E. 
coli constrained by gdl ii sms. (a) Predictions of physi-
ological rates for E. coli growth on glucose with 
growth maximization as objective and the identi-
fied upper limit in the Gibbs energy dissipation 
rate, gdl ii sms, of -4.9 kJ gCDW-1 h-1 as a constraint (solid 
black line). Red circles represent experimentally 
determined values from glucose-limited chemostat 
cultures (28,30–33), and red triangles values from 
glucose batch cultures (34). The black arrow points 
to the GUR, at which the maximum growth rate was 
obtained in the simulation; solid grey lines represent 
predictions above this GUR and the shaded grey 
area the variability determined through variability 
analysis. (b) Predictions of the maximal growth 
phenotype for growth on eight different carbon 
sources, on simultaneously present glucose and 
succinate, or on either glucose or glycerol supple-
mented with all proteinogenic amino acids; in all 
cases allowing for unlimited carbon source uptake 
(35–37). The horizontal error bars represent the 
variability determined at the optimal solution. The 
correlation was assessed by spearman’s rho (ρ), 
where the p-value was estimated using the AS89 
algorithm. (c) Concentration profiles of three metab-
olites (coenzyme A (CoA), ribose-5-phosphate (r5p) 
and α-ketoglutarate (akg)), which in our simulations 
showed a correlative behavior with GUR, and for 
which experimental data were available. The exper-
imental metabolite profiles were obtained in accel-
erostat experiments with E. coli MG1655(31). Note 
that here the onset of acetate production occurs at 
a lower GUR of 3.6 mmol gCDW-1 h-1. For both, the 
predictions and experimental data, the concentra-
tion profiles (solid grey line) were obtained using a 
local polynomial regression method.
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tion trends with increasing GURs (Fig. 6a and Supplementary Fig. 15). Below 
GURs of 3 mmol gCDW-1 h-1, we found that the processes related to respiration 
(respiration and energy metabolism clusters in Fig. 6a) contributed 45 % to the 
total cellular Gibbs energy dissipation rate, which – in absolute terms – is still 
low at this point. After, with increasing GUR, gdl ii sms is reached, cells redirected 
metabolic fluxes from dissipation-intense pathways to less dissipation-intense 
pathways, i.e. to fermentative processes (pyruvate decarboxylase and pyruvate 
kinase clusters in Fig. 6a), which produced about 40 % of the gdiss at GURs above 
20 mmol gCDW-1 h-1.
Such flux redirection not only occurred between respiration and fermentation, 
but also between other processes as indicated by the changes in the direction-
ality patterns (Supplementary Fig. 17). Thus, the flux redirection, which occurs 
at increasing GURs, allows cells to achieve higher growth rates, while staying 
below gdl ii sms. Such flux redirection results in usage of pathways with lower carbon 
efficiencies and thus lower biomass yields (Fig. 6b). Once all possibilities for 
flux redirections are exhausted, upon a further enforced increase in the nutrient 
uptake, cells – in order to stay below the Gibbs energy dissipation rate limit – 
need to reduce their growth rate and to excrete other by-products (for instance, 
glycerol), which defines the maximal growth rate (cf. Fig. 2).
DISCUSSION
Our finding answers central questions in metabolic research, e.g. what shapes 
metabolic fluxes, what limits growth rate, and what causes cells to change the 
way they operate their metabolism, as exemplified by the paradigm switch from 
respiration to aerobic fermentation. Our work identifies growth maximization 
Figure 6 | Cells redistribute flux to avoid 
critical Gibbs energy dissipation rates. (a) 
The limit in the Gibbs energy dissipation rate 
causes flux redistribution with increasing GURs, 
globally leading to a change from respiratory to 
fermentative pathways. Seven clusters of metabolic 
processes were identified by cluster analysis using 
the Euclidean distance between the Gibbs energy 
dissipation rates of metabolic processes at different 
GURs (for details of the processes in the clusters 
refer to Supplementary Fig. 15). The Gibbs energy 
dissipation rates of the metabolic processes were 
obtained by sampling the solution space of the gdl ii sms-
constrained model for optimal growth. The numbers 
in brackets indicate the number of processes in each 
cluster. The dashed line indicates the GUR at which 
ethanol production starts. An identical analysis of 
the data from the regression yielded similar results 
(cf. Supplementary Fig. 16). Out of the 31 possible 
ATP or NAD(P)H consuming futile cycles, none 
carried a flux in the FBA optimizations and thus 
Gibbs energy is not dissipated through futile cycles. 
(b) The shift to less carbon-efficient pathways leads 






























































under the constraint of an upper limit in the cellular Gibbs energy dissipation rate 
as the basic principle underlying metabolism; also offering an explanation for the 
empirical description of Pareto-optimality in metabolism (38) (Supplementary 
Fig. 18). The limit in cellular Gibbs energy dissipation rate leads to a redirection 
of metabolic fluxes (for instance, from respiration to fermentation) as substrate 
uptake rates increase, while cells try to maximize growth. The identified upper 
rate limit in cellular Gibbs energy dissipation suggests that higher rates of Gibbs 
energy dissipation cannot be sustained, because this presumably has detrimental 
consequences for the functioning of cells.
What could such consequences be? If the dissipated Gibbs energy is dissi-
pated as heat, then the identified limit could be understood as a limit in heat 
transfer. Although it was suggested that mitochondria (notably a compartment 
where at certain conditions we predicted > 50 % of the total cellular Gibbs 
energy dissipation, cf. Fig. 6) could have an elevated temperature (39,40), theo-
retical considerations argue against a significant and detrimental temperature 
increase inside individual cells (41). On the other hand, during their catalytic 
cycle, enzymes are set in motion and Gibbs energy is therefore translated into 
work (42–45). In fact, active metabolism has been found to increase cytoplasmic 
diffusion rates above the ones expected from thermal motion alone (46–48). In 
turn, cytoplasmic motion was shown to negatively affect biomolecular functions, 
such as kinetic proofreading and gene regulation (49,50). It is thus possible that 
the upper limit in the rate of cellular Gibbs energy dissipation reflects the limit of 
critical non-thermal motion inside the cell, beyond which biomolecular function 
would be compromised.
To maximize growth rate and at the same time avoid exceeding the critical 
Gibbs energy dissipation rate, cells need to have evolved respective sensing 
mechanisms and means to control metabolic fluxes by adjusting enzyme 
abundance and kinetics. If indeed cytoplasmic motion reflects the cellular Gibbs 
energy dissipation rate, then this could directly lead to differential regulation 
of gene expression. Alternatively, the recently uncovered cellular capability for 
metabolic flux sensing and flux-dependent regulation (11,51) could have evolved 
in a manner to ultimately avoid detrimental Gibbs energy dissipation rates.
Our approach of a limit in the cellular Gibbs energy dissipation rate is struc-
turally similar to recent approaches using protein allocations constraints (8,9), 
with a weighted sum of fluxes being the limiting element in both. In the protein 
allocation approaches, metabolic fluxes are weighted e.g. by the molecular mass 
and the catalytic efficiency of the respective enzymes (9). In contrast to these 
static weights, in our approach, the weighting is provided by the Gibbs energies 
of reaction, which – being a function of flexible metabolite concentrations – can 
vary to some extent. We argue that the similarity is not only of technical nature, 
but likely has a biological or physical reason: To harness the energy, which is 
released during catabolism, cells need to partition their metabolism into reaction 
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steps that release Gibbs energy amounts that can be stored, e.g. as ATP. Thus, 
an overall larger change in Gibbs energy in a pathway (e.g. as in respiration 
compared to fermentation) requires a higher number of reaction steps, and thus a 
larger amount of enzyme.
Our work presents a fundamental understanding of metabolism, i.e. that the 
operation of cellular metabolism is constrained by a limit in the cellular Gibbs 
energy dissipation rate. This limit is likely a universal, physical constraint on 
metabolism and could also explain the Warburg effect in cancer cells. Future 
work will need to show how the Gibbs energy dissipation rate limits biomolecular 
function, and how it could have shaped the evolution of enzyme expression and 
kinetics. Moreover, our concept for metabolic flux prediction, although computa-
tionally demanding, can offer an advantage over current FBA-based methods as 
it does not require assumptions on reaction directionalities, and does not require 
any organism-specific hard-to-obtain information on e.g. protein abundances and 
catalytic efficiencies (52). Thus, with this work, we not only present a funda-
mental understanding of metabolism, but also provide an important contribution 
to predictive metabolic modelling.
METHODS
Method 1 | Development of the combined thermodynamic and stoichiometric 
model
Method 1.1 | Stoichiometric metabolic network model
The stoichiometric network model describes the steady-state mass balances for 
the metabolites i (Table 1 in Supplementary Data 1 and 2),
where S is the stoichiometric matrix, whose elements are the stoichiometric coef-
ficients Sij of the metabolic ( j∈MET) and exchange processes (i∈EXG) (Tables 2-5 
Supplementary Data 1 and 2 and Supplementary Information 1 and 2); vj∈MET are 
the rates of the metabolic processes, i.e. the chemical conversions and/or metabo-
lite (incl. proton) transport; and vi∈EXG are the rates of the exchange processes, 
which describe transfer of metabolites across the system boundary, where the 
system boundary is defined between the extracellular space and the environment. 
Note that we define for the exchange processes the transfer of a metabolite from 
the inside to the outside of the cell as the positive direction (i.e. the uptake has a 
negative and the production has a positive sign).
The translocation of charge and protons across cellular membranes – for 
instance in the respiratory chain or the ATP synthase – is an important contributor 
to cellular energetics. Thus, we carefully modelled charge- and proton-dependent 
ij j i EXG
j MET
S v v i∈
∈
= ∀∑ , Eq. 1
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metabolite transport, and included charge and pH-dependent proton balances. In 
biochemistry, we typically only work with reactants i (for instance, the reactant 
ATP). However, reactants actually consist of different chemical species ι (e.g. the 
reactant ATP consists of the chemical species ATP3+ and ATP4+). Because the 
thermodynamics and the number of protons/charge translocated in metabolite 
transport depend on the chemical species, here, we used chemical species to 
model the transport of metabolites according to an earlier described approach 
(13). Further, because the exactly transported species and types of transport 
mechanism are often not known, we also included for transported reactants 
a number of different mechanisms (e.g. proton symporters or antiporters) 
with additionally including variants for the transport of, at the respective pH, 
abundant species. In this way, given the existing uncertainty in the biochemistry 
of metabolite transport, we did not over-constrain the model by assuming one 
fixed transport stoichiometry, but in fact, allowing the model to choose between 
options. Further, we modeled in detail all redox reactions across membranes (e.g. 
the respiratory chain), where we took into account their precise stoichiometry 
including the translocation of electrons/charge and protons (Table 4 in Supple-
mentary Data 1 and 2 and Supplementary Information 1 and 2).
For each intra-cellular compartment separately, we included steady-state 
pH-dependent proton balances, enforcing that the metabolic fluxes are such that 
the pH in the respective compartment is kept constant. To formulate these proton 
balances, we determined the compartment-specific stoichiometric coefficients of 
proton (h+) appearance or disappearance connected with each metabolic process 
(Table 6 in Supplementary Data 1 and 2). These stoichiometric coefficients were 
determined based on changes in proton abundance due to the following sub-
processes: (i) chemical conversions; (ii) transports of species between compart-
ments with different pH value and the concomitant release or binding of protons 
caused by the protonation or de-protonation of the transported species; (iii) trans-
locations of protons by proton sym-/anti-porters or proton pumps. Combining all 
these changes (note: depending on the metabolic process, multiple sub-processes 
operate simultaneously, such as in the ATP synthase or the respiratory chain 
complexes), the stoichiometric coefficients for the appearance or disappearance 
of protons h+ in the respective compartment, comp, (e.g. cytosol, mitochondria or 
the extracellular space) due to metabolic process j∈MET become,
, Eq. 2
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where Sij is stoichiometric coefficient of the ith reactant in the chemical conversion 
of j∈MET; sιj is the chemical species’ ɩ stoichiometric coefficient for the metabo-
lite transport of j∈MET; N̅iH is the number of hydrogen atoms H of reactant i; NHɩ 
is the number of hydrogen atoms of the species ɩ. The number of hydrogen atoms 
of the reactants ,N̅iH, were determined from the dissociation constants of the 
metabolites and the pH values in the compartments. The dissociation constants 
were predicted using Marvin 14.12.1.0 (ChemAxon, Budapest, Hungary). We 
also included an exchange process for the transfer of protons across the system 
boundary to allow for a change in the pH of the extra-cellular environment.
Finally, we introduced steady-state charge balances for the intracellular 
compartments. These balances ensure that the membrane potentials across the 
membranes (e.g. mitochondrial and the plasma membrane) are kept constant. To 
this end, we defined the stoichiometric coefficients for the changes in the total 
charge Q[comp] in the intracellular compartments due to the transport of metabo-
lites by processes j∈MET (Table 7 in Supplementary Data 1 and 2) as,
where zɩ is the charge of the metabolic species ι (Table 4 in Supplementary Data 1 
and 2). Note, to not constraint the model by an incomplete charge balance, we 
modeled the redox reactions and the ion transporters by introducing an unspecific 
unit-charge species (cf. Table 4 in Supplementary Data 1 and 2). This unspecific 
unit-charge species allowed us to account for the changes in total charges asso-
ciated with the transfer of electrons across membranes. Further, this unspecific 
unit-charge species allowed us to not distinguish in the model between specific 
ions but instead to introduced unspecific ion uniporters (Table 4 in Supplemen-
tary Data 1 and 2), which account for the changes in total charge associated with 
transport of these ions.
The proton and the charge balances are included into the model by adding the 
stoichiometric coefficients for the changes in the protons (Eq. 2) and the charge 
(Eq. 3) occurring in each compartment to the stoichiometric matrix S (Eq. 1).
Method 1.2 | Cellular Gibbs energy balance and the cellular
                        Gibbs energy dissipation rate, gdiss
Next to the mass, charge and proton balances, we also introduced a Gibbs energy 
balance, which states that the cellular Gibbs energy dissipation rate, gdiss, equals 
the sum of Gibbs energy exchange rates, gi∈EXG,
The rate of cellular Gibbs energy dissipation, gdiss, is also the sum of the Gibbs 
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In turn, the metabolic processes’ Gibbs energy dissipation rates, gj∈MET, are 
defined by,
where vj∈MET are the rates of the metabolic processes, and ∆rG’j are the Gibbs 
energies of reaction (Eq. 8).
The Gibbs energy exchange rates, gi∈EXG, depend on the metabolite exchange 
rates, vi∈EXG, and the Gibbs energies of formation, ∆f G’i∈EXG, (Eq. 9) of the metabo-
lites transferred across the system boundary by the exchange processes,
Note, because the rates of the exchange processes do not describe chemical 
conversions or a metabolite transport, Gibbs energies of formations are used to 
determine the Gibbs energy exchange rates of the exchange processes, i.e. the 
transfers of metabolites across the system boundary with their corresponding 
Gibbs energies of formation.
Method 1.3 | Gibbs energies of metabolic and exchange processes
The metabolic processes have Gibbs energies of reactions, ∆rG’j∈MET, which are 
due to chemical conversions and/or metabolite transport. Here, we defined the 
Gibbs energies according to,
where ∆rG’oj∈MET are the standard Gibbs energies of the chemical conversions 
(Eq. 10), ∆rG’tj∈MET are the Gibbs energies of the metabolite transports (Eq. 11), ln ci 
are the natural logarithm of the concentrations ci of the reactants i (i.e. metabo-
lites), Sij is the stoichiometric coefficient of j∈MET, T is the temperature and R is 
the universal gas constant. For the Gibbs energy exchange rates, gi∈EXG (Eq. 7), we 
used Gibbs energies of formations, ∆f G’i∈EXG, of the respective reactants i∈EXG 
that are transferred across the system boundary,
where ∆f G’i o∈EXG are the transformed standard Gibbs energies of formation of the 
metabolites i∈EXG. Note, because the relationships for ∆rG’ (Eq. 8) and ∆f G’ 
(Eq. 9) are linear in the natural logarithm of the concentrations ci, we used ln ci as 
variables in these relationships.
The standard Gibbs energies of reactions were calculated by,
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The changes in Gibbs energies accompanying metabolite transport, ∆rG’tj∈MET 
are due to (i) the transport of species ɩ between compartments with different 
pH values and the concomitant release or binding of protons caused by the 
protonation or de-protonation of the transported species, (ii) the translocations 
of protons by proton sym-/anti-porters or proton pumps; (iii) the transport of 
charged metabolites across electrical membrane potentials. The Gibbs energies 
associated with metabolite transport were calculated as was previously done (13),
where γι are the fractions of the species ι in the reactant i determined from the 
dissociation constants of the metabolites and the pH in the compartment; sιj is 
the stoichiometric coefficient for the change in the chemical species ι due to the 
metabolite transports of j∈MET (Table 4 in Supplementary Data 1 and 2); SQj is 
the stoichiometric coefficient for the changes of the total charges in the intracel-
lular compartments due to transport associated with j∈MET (Table 7 in Supple-
mentary Data 1 and 2); ∆φj is the membrane potential; [in] indicates the compart-
ment at the inner side, and [out] indicates the compartment at the outer side of 
the membrane, where the inner- and outer-side is defined to match the positive 
direction of the membrane potential ∆φj; and F is the Faraday’s constant.
All Gibbs energies used were values transformed (14) (indicated by the apos-
trophe) to the pH values in the respective compartment. Further, we used the 
extended Debye-Hückel equation to take into account the effect of electrolyte 
solution on charged metabolites (14). The standard Gibbs energies of formation, 
∆f G’i o, were estimated from measured equilibrium constants of the enzymatic 
reactions (57) and from the group-contribution method (58) using the compo-
nent-contribution method (16). With the component contribution method, we also 
determined standard errors for the estimated standard Gibbs energies of reaction, 
∆rG’o,SE. As outlined below, we used these standard errors to later determine a 
consistent set of the standard Gibbs energies of reaction (Tables 9 in Supplemen-
tary Data 1 and 2).
Method 1.4 | Second law of thermodynamics for intracellular 
                        metabolic processes
The directionalities of the fluxes through the metabolic processes j∈MET are 
generally assumed to be reversible but need to obey the second law of thermody-
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where the Gibbs energy dissipation rates, gj, of j∈MET\{H2Ot,H2Otm} has to be 
smaller than zero, in case there is flux through this metabolic process. Note, we 
assumed the water transports (H2Ot, H2Otm) to be fully reversible.
Because a formulation as in Eq. 12 cannot be used for mathematical optimiza-
tions (because optimizations do not allow strict inequalities), we reformulated 
the second law of thermodynamics as,
where we constrained the absolute value of the Gibbs energies of a reaction |∆rG’j | 
by a lower bound of 0.5 kJ mol-1 for j∈MET\{H2Ot,H2Otm}. This constraint, 
|∆rG’j | ≥ 0, ensured a negative rate of Gibbs energy dissipation when there is a flux 
through the metabolic process, and a zero rate of Gibbs energy dissipation when 
there is no flux through the metabolic process. Note, we choose the technical 
lower bound of 0.5 kJ mol-1, such that enforcing the inequality in Eq. 13 did not 
introduce numerical instabilities, but was still small enough to not perturb the 
actual ∆rG’j  and not bias the predictions (Supplementary Figure 4).
Method 1.5 | Formulation of the thermodynamic constraint-based model
We formulated a constraint-based metabolic network model M(v,ln c) ≤ 0, which is 
a set of equalities and inequalities of the variables v, i.e. the rates of the metabolic 
processes j∈MET and the exchange processes i∈EXG and ln c, i.e. the natural 
logarithm of the concentrations of the metabolites i:
where we combined the relevant equations mentioned above: the mass balances 
including charge and proton balances (Eq. 1), the cellular Gibbs energy balance 
(Eq. 4), the equation to calculate the cellular Gibbs energy dissipation rate, gdiss 
(Eq. 5), the equations to calculate the metabolic processes’ Gibbs energy dissi-
pation rates, gj∈MET (Eq. 6), the equation to calculate the Gibbs energy exchange 
rates, gi∈EXG (Eq. 7), the equation to calculate the Gibbs energies of reactions, 
∆rG’j∈MET (Eq. 8), the equation to calculate the Gibbs energies of formation, 
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(Eq. 9) and the second law of thermodynamics for j∈MET excluding the transport 
of water (Eq. 13).
The nonlinear, nonconvex structure of this model poses a huge computational 
challenge when used in mathematical optimization. Thus, before performing 
any optimizations, we applied two strategies to reduce the model size, without 
reducing the model’s degrees of freedom. First, we defined the scope of the 
predictions in terms of allowed exchange processes (Supplementary Informa-
tion 1 and 2) and removed all reactions that can never carry any metabolic flux 
under the specified conditions (i.e. allowed exchange processes) from the model. 
Second, we identified reactions, which are fully coupled (i.e. carry proportion-
ally always the same flux) as done in Ref. (53) and reformulated the model, 
M(v,ln c) ≤ 0 (Eq. 14), by replacing the reaction fluxes v with the flux through 
the group of coupled reactions, vgrp, where rjk and rik are the coupling constants 
between the reactions j∈MET and i∈EXG and the groups of reactions k∈METgrp 
(reaction groups containing metabolic reactions) and k∈EXGgrp (reaction groups 
containing exchange reactions). Note that one reaction group k can belong to both 
METgrp and EXGgrp if it contains both metabolic and exchange reactions. Both 
steps reduced the number of variables in the model (and thus the computational 
demands in certain analyses), while maintaining the original degree of freedom. 
where gkgrp is the average rate of Gibbs energy dissipated by the group of reactions 
k, ∆rG’kgrp the average change in Gibbs energy of the group of reactions k and 
∆f G’kgrp the average Gibbs energy of formation of exchanged metabolites in the 
reaction group k. All average Gibbs energies of reaction groups were calculated 
as average over all reactions in one reaction group weighted by the respective 
coupling constant.
Note that the model strictly still only depends on the fluxes, v, and metabolite 
concentrations, ln c, and that while the mass balance and Gibbs energy balance 
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are formulated using the flux through the reaction groups, vgrp, the second law of 
thermodynamics is still formulated for every metabolic process individually to 
not lose any directionality constraints.
The constraint-based metabolic network model Mgrp(v,ln c) ≤ 0 (Eq. 15) 
together with a set of bounds, B(v,ln c) ≤ 0, on the variables v and ln c, define the 
solution space Ω. Ω contains the space of mass-, proton- and charge-balanced 
and thermodynamically-feasible steady-state solutions, in terms of rates v and 
metabolite concentrations ln c,
The set of bounds B(v,ln c) ≤ 0 consist of (combinations are possible) constraints 
on the rates of the extracellular exchange processes, e.g. the uptake rate of a 
carbon source, which specifies the growth condition, the physiological ranges 
of the intracellular metabolite concentrations, ln c, or of the Gibbs energies of 
reactions, ∆rG’, or an upper limit in the cellular Gibbs energy dissipation rate, 
gdiss. Note that ∆rG’ and gdiss are functions of v and/or ln c and therefore the 
solution space is defined only by the variables v and ln c.
Method 1.6 | Implementation and analysis of the thermodynamic 
                        constraint-based model
We analyzed the solution space of the metabolic network model Ω (Eq. 16) 
using mathematical optimization, where we formulated different optimization 
problems, e.g. regression-, flux balance- and variability analyses. Generally, these 
optimization problems, which optimize an objective function f of the variables vj 
and ln ci in the solution space Ω, had the following form,
where the superscript * indicates the optimal solution for the variables with 
respect to the objective function f and the solution space Ω of the metabolic 
network model Mgrp(v,ln c) ≤ 0 (Eq. 16).
Because Ω is non-convex and non-linear, the optimization problems (Eq. 17) 
can contain multiple local optima. In order to efficiently solve these problems, 
we first determined an approximate solution by solving a linear relaxation of 
the optimization problem with the mixed integer programming solver CPLEX 12 
(IBM ILOG, Armonk, USA), where we used a feasibility tolerance (eprhs) of 
1e-9, a integrality tolerance (epint) of 1e-9 and otherwise default settings. This 
relaxation was based on the mixed integer reformulation of the second law of 
thermodynamics (Eq. 13) as done in Ref. (60), and linear convex hulls (61) for 
the functions defining the Gibbs energy dissipation rates (Eq. 6) and the Gibbs 
energy exchange rates (Eq. 7).
The formulation of the linear convex hulls of Eq. 6 and Eq. 7 requires lower 
and upper bounds of the variables vj and ∆rG’j. The bounds of vj were defined for 
. Eq. 16
, Eq. 17
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every set of optimizations (e.g. based on the experimental data in the case of the 
regression, or glucose uptake rate in case of the GUR limited FBAs). The lower 
and upper bounds of ∆rG’j were – in case of the regression and the ‘maximal 
growth rate FBAs’ – derived from the standard Gibbs energies of reactions, 
∆rG’o, and the lower and upper bounds of the metabolite concentrations found in 
literature (Supplementary Information 1 and 2), and in case of the glucose limited 
FBAs based on the, through variability determined, solution space of the optimal 
regression solution (i.e. the extreme values across all conditions) (cf. Methods 2.2 
and 3.2).
Then, we used this approximate solution as starting point for the solution 
of the optimization problem (Eq. 17) with the global optimization solver 
ANTIGONE 1.0 (19) or the local solver CONOPT3 (54). To facilitate the conver-
gence of the solver, we kept the linear relaxation as auxiliary constraints and 
variables in the model.
Generally, we implemented all these optimization problems in the mathemat-
ical programming system GAMS (GAMS Development Corporation, General 
Algebraic Modeling System (GAMS) Release 24.2.2, Washington, DC, USA). 
The optimization problems were solved on computational clusters, where we 
used for the model development and testing a small test cluster, which consisted 
of 30 cores. For the large scale studies, where we solved > 100’000 of optimiza-
tion problems, we set up a cluster in Amazon’s Elastic Compute Cloud, which 
consisted of 1248 cores, or used a managed HPC cluster, which consisted of 5640 
cores. Solving these optimization problems typically took between 30 minutes 
and 14 hours.
Method 2 | Analyses with S. cerevisiae model
Method 2.1 | Estimation of gdiss and standard Gibbs energies of reactions 
                        using nonlinear regression analysis 
We estimated the cellular rates of Gibbs energy dissipation, gdiss, (Fig. 2), and 
a thermodynamic consistent set of standard Gibbs energies of reactions, ∆rG’o 
(Table 9 in Supplementary Data 1), i.e. a set of ∆rG’o with the same thermo-
dynamic reference state, from experimental data and the constraint-based 
model Mgrp(v,ln c) ≤ 0 (Eq. 15). The experimental training data consisted of (i) 
56 measured extracellular physiological rates v͂i (i∈MR (MR means measured 
rates)) and (ii) 422 intracellular metabolite concentrations c͂i (i∈MC = MC1∪MC2 
(MC1/2 means measured metabolites present in one/two compartments, see 
below)), both determined for glucose-limited chemostat cultures of S. cerevisiae 
CEN.PK-7D at eight different dilution rates, ranging from 0.02 to 0.39 h-1 (15), 
and (iii) 166 standard Gibbs energies of reactions, ∆rG͂’oj ( j∈CC (CC means deter-
mined by component contribution method)), determined from the component 
contribution method (16). Note that the component contribution method can only 
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determine the standard Gibbs energies with certain certainty and fails for certain 
metabolites (e.g. phospholipids) to predict standard Gibbs energies. Therefore, 
we determined a thermodynamic consistent set of standard Gibbs energies of 
reactions through the regression analysis as outlined in the following.
For the regression analysis with the thermodynamic constraint-based model, 
Mgrp(v,ln c) ≤ 0 (Eq. 15), we formulated the solution space of the regression 
analysis, Ωreg,
where we indexed the thermodynamic constraint-based model (including its 
variables v and ln c) over the different experimental conditions k (i.e. different 
chemostat cultures). Further, we considered the ∆rG’o as variables and stated that 
they have to be within the null space of the stoichiometric matrix SMET (which only 
includes the stoichiometry of the metabolic processes). This null space constraint 
enforced the same thermodynamic reference state for all ∆rG’o. Additionally, 
the lower and upper bound of reaction rates, vi∈MR, and metabolite concentra-
tions, ln ci∈MC1∪MC2, for which measurements were used, were set according to the 
99.95 % confidence interval of the respective measurement. Further, the extracel-
lular metabolite concentrations were set to be within the concentration ranges 
measured in the growth medium of the chemostat cultures at the respective 
growth condition (i.e. the upper and lower bounds of these concentrations were 
set to the lowest and highest concentrations measured in the respective replicate 
experiments (15)).
On the basis of the solution space Ωreg (Eq. 18) and the experimental (training) 
data, we formulated a nonlinear regression analysis that we regularized by the 
Lasso method (55). This regularization – done to prevent over fitting the data – 
included a regularization parameter α, which was determined by model selection 
(see below) (Supplementary Figure 1). The regression consisted of two steps: (i) 
determining the minimal training error errα(y*) (* indicates a value at deter-
mined optimality) as a function of α; (ii) determining the goodness of fit using the 
reduced chi square χ2red,α as a function of α. The model selection was performed 
by repeating these two steps for different α and selecting the α with a reduced chi 
square χ2red,α of 1 (here, we found that an α of 0.05 gave the right χ2red,α, cf. Supple-
mentary Figure 2a), which means that the model and the data fit each other. In the 
following, the two steps will be explained in detail:
(i) The training error errα(y) is the average loss of the model over the training 
data using a squared loss (corresponding to the mean squared error) as a measure 
for the error between the model and the training data (55). Here we determined 
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the squared loss of all standardized (by the standard error) measured quantities 
using,
where yn are the model values, which correspond to the n (#n = 644) measured 
quantities y͂n (with means and standard errors SE), i.e. physiological rates ṽ i(k)∈MR, 
intracellular metabolite concentrations c͂i(k)∈MC1∪MC2 (see below), and standard Gibbs 
energies of reactions ∆rG͂’oj∈CC. In order to formulate errα(y) (Eq. 19), we trans-
formed the logarithmic concentrations, ln c, back to the linear scale c. Further, 
for those metabolites that can be present in the cytosol and the mitochondria, 
we specified (as it was previously done in Ref. (59)) that the sum of the metab-
olite concentrations in the respective compartment weighted by the fractional 
compartmental volume had to be equal to the measured (cell-averaging) metabo-
lite concentration. Here, we used a fractional compartmental volume of 0.1 for 
the mitochondria and 0.9 for the cytosol (62). Then, we determined the minimal 
training error errα(y*) as a function of the regularization parameter α. Here, we 
minimized the training error errα(y) with an additional Lasso regularization for 
the standard Gibbs energies of reactions, for which no values could be estimated 
by the component contribution method, ∆rG͂’oj∈⁄ CC,
where nunk (#nunk = 7) is the number standard Gibbs energies of reactions, ∆rG͂’oj∈⁄ CC, 
for which no values could be estimated by the component contribution method.
(ii) The goodness of fit of the regression analysis was determined as a function 
of the regularization parameter α using reduced chi square χ2red,α,
where EPEα is the expected prediction error, and DFα is the degree of freedom of 
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the reduced chi square is 1. If it is below 1, then the model overfits the data, and 
if above 1, then the model underfits the data. To estimate the reduced chi square, 
we first generated using parametric bootstrap (55), (#b = 2000) new training data 
sets ỹ (b) using the optimal model quantities y* from Eq. 20,
where the Gaussian noise ε was drawn (using a random number generator) from 
a normal distribution N with the standard deviation sd*. The standard deviation 
sd* was determined from the normalized residuals of minimal training error 
errα(y*) (Eq. 20) with,
With the newly generated training data sets ỹ (b) (Eq. 22), we then determined 
b new minimal training errors errα(y(b)*) by solving Eq. 20 with the training data. 
Then, based on the b new optimal model quantities yn(b)* (from the new minimal 
training errors errα(y(b)*)) and the original training data ỹ, we estimated the 
expected prediction error EPEα (55) with,
and the degree of freedom using the effective degrees of freedom (45) with,
Additionally, we used the b new optimal model quantities y(b)* to determine 
the confidence intervals and medians for these model variables, which were later 
used to determine physiological variable bounds (cf. Method 2.2). The 97.5 % 
confidence intervals were determined from the 1.25 % and 98.75 % quantiles of 
y(b)* and the medians were determined from the 50 % quantile of y(b)*.
For several reasons, the optimization problem in Eq. 20 is huge: First, it 
includes all experimental conditions k at once, because the set of thermodynamic 
consistent standard Gibbs energies of reaction has to be the same across all 
conditions. Second, the exponential function, which was introduced to transform 
the logarithmic concentrations to concentrations on the linear scale, introduces 
additional nonlinearity. 
Therefore, we solved the full problem in Eq. 20 in three steps. First, we deter-
mined an approximated estimate for the thermodynamic consistent set of standard 
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the measured metabolite concentrations (avoiding the exponential functions). 
Second, we used this approximate estimate for the standard Gibbs energies of 
reactions to decompose the full optimization problem (Eq. 20) into smaller sub-
problems. The model was decomposed by fixing the standard Gibbs energies, 
obtained in the first step, and then minimizing the training error (Eq. 19) for each 
experimental conditions independently. Third, we used the approximate solution 
determined in the second step as a starting point, i.e. approximated model 
values for the standard Gibbs energies of reactions, metabolite concentrations 
and metabolic rates, and solved the full optimization problem (Eq. 20), using the 
local optimization solver CONOPT3 (54). Note, the optimization problems for 
the parametric bootstrap only required the third step, since the solution of Eq. 20 
was used as a starting point for these optimizations.
Method 2.2 | Determination of physiological bounds for the concentrations
                        and reaction’s Gibbs energies
Next, we determined physiological bounds for the Gibbs energies, ∆rG’j∈MET, of 
the metabolic processes j∈MET (Table 9 in Supplementary Data 1) and for the 
metabolite concentrations ci (Table 8 in Supplementary Data 1). These physio-
logical bounds (lower lo, and upper up) are required in our strategy to solve the 
flux balance analysis optimizations to formulate the linearized model version (cf. 
Method 1.6) and were defined by the infimum and supremum, i.e. the smallest 
and greatest values, of c and ∆rG’ across all experimental conditions k of the 
training data set,
and
where the superscripts min/max indicate the extreme values of c and ∆rG’ at 
condition k.
To determine the extreme values for c and ∆rG’ at the different experimental 
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where we further constrained the solution space of the regression analysis Ωreg 
(Eq. 18) by fixing the standard Gibbs energies of reactions to the thermodynamic 
consistent set ∆rG’o,50 % (i.e. the median which we had identified by parametric 
bootstrap, Table 9 in Supplementary Data 1), and constrained the physiological 
rates i∈MR and the metabolite concentrations i∈MC1∪MC2 by the 97.5 % confi-
dence intervals (which we had identified by parametric bootstrap). Then, we 
determined the extreme values of intracellular concentrations c by solving,
and the Gibbs energies of the reaction ∆rG’ by solving,
Note, since the optimal regression solution space Ωreg* (Eq. 28) had a fixed set 
of standard Gibbs energies of reactions, it could be decomposed for the different 
conditions k to reduce the solution time of these optimization problems (Eq. 29 
and Eq. 30).
Method 2.3 | Flux balance analyses with the thermodynamic
                        constraint-based model
For different growth conditions, i.e. glucose uptake rates, we predicted metabolic 
fluxes using the thermodynamic constraint-based model Mgrp(v,ln c) ≤ 0 (Eq. 15). 
Here, we defined the solution spaces of the flux balance analysis (FBA) ΩFGBUAR for 
Mgrp(v,ln c) ≤ 0 (Eq. 15) with varying glucose uptake rates (GUR),
where the metabolite concentrations, ln c, and the Gibbs energies of the metabolic 
processes, ∆rG’, were constrained by the identified physiological bounds, and 
the standard Gibbs energies of reactions, ∆rG’o, were set to the identified ther-
modynamic consistent set, ∆rG’o,50 %, (Tables 8 and 9 in Supplementary Data 1), 
the cellular Gibbs energy dissipation rate, gdiss, was constrained by its identified 
upper limit gdl ii sms (Fig. 2) and the extracellular rates were constrained by the growth 
condition (GC), such that any quantity of oxygen, phosphate, ammonium, water, 
protons, sulfate (resembling of what was available in the growth medium) could 
be taken up, and all other compounds could be excreted. 
Then, we used flux balance analyses (FBA) (12), where we maximized the 
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where µGUR* is the optimal growth rate at a specific glucose uptake rate, and 
BMSYN is the biomass synthesis reaction (cf. Table 5 in Supplementary Data 1). 
To compare the predictions obtained with growth maximization with various 
other commonly used objective functions (20) (Supplementary Figure 6), we 
minimized the absolute sum of flux (Eq. 33), maximized the growth rate per 
absolute sum of flux (Eq. 34), maximized the ATP yield (Eq. 35) and maximized 
the ATP yield per absolute sum of flux (Eq. 36) in the solution space ΩFGBUAR (Eq. 31), 
where j∈ATPprod are all ATP producing metabolic processes.
We solved the flux balance analysis problems for GURs ranging from 0.25 
to 30 mmol gCDW-1 h-1, where we used intervals of 0.25 mmol gCDW-1 h-1. The 
solution of these optimization problems typically took around 10 hours using 4 
CPUs.
Method 2.4 | Characterization of the solution space
We characterized the solution space ΩFµB*A(GUR) for optimal growth rates at a given 
GUR,
using flux variability analyses, and, as done earlier (12,38,56), using Markov 
Chain Monte Carlo (MCMC) sampling.
Here, we first used flux variability analysis to determine the lower and upper 
values (lo/up) in the solution space for optimal growth rates, ΩFµB*A(GUR), (Eq. 37) for 
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Because it is computationally not feasible to sample the non-linear solution 
space ΩFµB*A(GUR), we sampled from the linear convex hull of this solution space 
ΩFµB*A(G,LUIRN). ΩFµB*A(G,LUIRN) was formulated using the extreme values of the different model 
quantities x, the linear equations of the constraint-based metabolic network 
model, Mgrp(v,ln c) ≤ 0 (Eq. 15), and the linear convex hulls (61) of the functions 
describing the Gibbs energy dissipation (Eq. 6) and the Gibbs energy exchange 
rates (Eq. 7). Then, we used artificial centering hit and run sampling (63) to sample 
the linear constrained space ΩFµB*A(G,LUIRN). In order to rigorously sample this solution 
space, we generated 10’000 sampled points, s, in ΩFµB*A(G,LUIRN) representing quantities 
xLIN,(s) (i.e. vLIN,(s), ∆rG’LIN,(s), gLIN,(s), gdiss,LIN,(s), and ln cLIN,(s)) of the linearized model 
per GUR. Because the sampling algorithm always performed 1000 steps between 
each sampled point, we generated for each GUR in total 10’000’000 points in 
the linearized solution space. Then, we estimated for the model quantities x the 
97.5 % confidence intervals with the 1.25 % and 98.75 % quantiles of xLIN,(s), and 
the median with the 50 % quantile of xLIN,(s). Similarly, the standard deviation and 
the average of x were also estimated from the sampled xLIN,(s).
Method 3 | Analyses with E. coli model 
Method 3.1 | Estimation of gdiss and standard Gibbs energies of reactions 
                        using nonlinear regression analysis 
The regression to estimate the cellular rates of Gibbs energy dissipation, gdiss, 
(Supplementary Figure 10), and a thermodynamic consistent set of standard 
Gibbs energies of reactions, ∆rG’o, (Table 9 in Supplementary Data 2) was in 
essence performed as described for Saccharomyces cerevisiae (Method 2.1) with 
the following differences:
The experimental training data consisted of (i) 21 measured extracellular 
physiological rates v͂i∈MR (growth, glucose uptake and acetate production rates) 
determined from glucose-limited chemostat cultures of E. coli MG1655 at seven 
different dilution rates, ranging from 0.05 to 0.6 h-1 (28), and (ii) 679 standard 
Gibbs energies of reactions, ∆rG͂’oj∈CC, determined using the component contribu-
tion method (16).
For the regression analysis with the thermodynamic constraint-based model 
Mgrp(v,ln c) ≤ 0 (Eq. 15), we formulated the solution space of the regression 
analysis, Ωreg,
, Eq. 39( )
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where we indexed the thermodynamic constraint-based model (including its 
variables v and ln c) over the different experimental conditions k. The lower 
and upper bound of reaction rates, vj∈MR were adjusted according to the 99.95 % 
confidence interval of the respective measurement and the upper bound of the 
extracellular metabolite concentrations was adjusted according to the medium 
composition.
Due to the genome-scale model size, combining all seven conditions, as done 
for Saccharomyces cerevisiae, in one optimization problem (to estimate one 
thermodynamic consistent set of standard Gibbs energies of reactions) is compu-
tationally no longer possible. Therefore, we indexed the standard Gibbs energies 
of reactions, ∆rG’o, as well over the different experimental conditions and solved 
each sub-problem independently from each other resulting in seven (slightly) 
different but within itself consistent sets of standard Gibbs energies of reaction. 
Later, for the flux balance analyses we then stated that the standard Gibbs energies 
of reactions needed to lie within the minimal and maximal observed values of 
these seven sets rather than constraining them to one fixed set.
The training error errα(y) was then determined as,
where yn are the model values, which correspond to the n (#n = 714) measured 
quantities y͂n and k (#nk = 7) experimental growth conditions. Next, we minimized 
the training error errα(y) with an additional Lasso regularization for those 
standard Gibbs energies of reactions, for which no values could be estimated by 
the component contribution method, ∆rG͂’oj∈⁄ CC,
where nunk (#nunk = 114) is the number standard Gibbs energies of reactions, 
∆rG͂’oj∈⁄ CC, for which no values could be estimated by the component contribution 
method. Following an otherwise unaltered procedure (Method 2.1) we identified 
an α of 4 to give the right χ2red,α of 1 (Supplementary Figure 9).
Since the full problem (Eq. 41) could be decomposed in sub-problems, corre-
sponding to each individual experimental condition, we solved each sub-problem 
directly in one step, starting from an approximated solution (cf. Method 1.6), 
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Method 3.2 | Determination of physiological bounds for the concentrations 
                        and reaction’s Gibbs energies
Next, we determined physiological bounds for the Gibbs energies, ∆rG’j∈MET, of 
the metabolic processes j∈MET (Table 9 in Supplementary Data 2) and for the 
metabolite concentrations ln c (Table 8 in Supplementary Data 2), which were 
defined by the infimum and supremum of ln c and ∆rG’ across all experimental 
conditions k of the training data set, as described in Method 2.2 with the following 
differences:
To determine the extreme values for c and ∆rG’ at the different experimental 
conditions k, we formulated the optimal regression solution space Ωreg*,
where we constrained the solution space of the regression analysis, Ωreg (Eq. 39), 
by the 97.5 % confidence intervals of the physiological rates i∈MR (which we had 
identified by parametric bootstrap) (Method 3.1). Further, we stated that – since 
the regression procedure yielded not one but seven thermodynamic consistent 
sets of standard Gibbs energies of reactions – the standard Gibbs energies of 
reactions, ∆rG’o, needed to be within the, in the regression observed, extreme 
values (for numerical reason ± 15 % of the respective standard deviation (SE)) 
and additionally have to lie within the null space of the stoichiometric matrix 
SMET. Then, we determined the extreme values of intracellular concentrations, 
ln c, and the Gibbs energies of the reaction, ∆rG’, as described in Method 2.2.
Method 3.3 | Flux balance analyses with the thermodynamic 
                        constraint-based model
For different growth conditions, we predicted metabolic fluxes using the thermo-
dynamic constraint-based model Mgrp(v,ln c) ≤ 0 (Eq. 15) and flux balance analysis 
as described in Method 2.3 with the following differences:
When predicting the growth at glucose limited conditions at different glucose 
uptake rates (GUR), the solution spaces of the flux balance analyses (FBA) (12), 
ΩFGBUAR, was defined as,
, Eq. 42
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where the metabolite concentrations, ln c, and the Gibbs energies of the metabolic 
processes, ∆rG’, were constrained by the identified physiological bounds (Tables 8 
and 9 in Supplementary Data 2) and the cellular Gibbs energy dissipation rate, 
gdiss, was constrained by its identified upper limit gdl ii sms (Supplementary Figure 10). 
The extracellular rates were constrained by the growth condition (GC), such 
that H2O, H+, O2, NH3, Pi, SO4, CO2, corresponding to the medium composition 
could be freely exchanged with the environment and the mixed acid fermentation 
products acetate, ethanol, formate, fumarate, lactate and succinate produced as 
well as glucose as carbon source taken up. Then, we used flux balance analyses, 
where we maximized the growth rate, µ, in the solution space ΩFGBUAR (Eq. 43) (cf. 
Eq. 32). 
We solved the flux balance analysis problems for GURs ranging from 0.25 
to 12 mmol gCDW-1 h-1, where we used intervals of 0.25 mmol gCDW-1 h-1 in two 
steps. First, we determined 1000 approximate solutions by solving a linear relax-
ation of the optimization problem (cf. Method 1.5) using the CPLEX solution pool 
populate procedure aimed to generate a set of diverse solutions (solnpoolpop 2 
and solnpoolreplace 2). Next, we solved the non-linear flux balance analysis 
problem (Eq. 32) from every approximate solution as start point using the local 
nonlinear solver CONOPT3 and picked the highest objective value (i.e. growth 
rate).
When predicting the maximal growth rates for the unlimited uptake of 
various carbon sources the solution spaces of the flux balance analysis ΩFCBsAource 
was defined as,
where the metabolite concentrations ln c and the Gibbs energies of the metabolic 
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by the literature derived bounds, which were used in the regression procedure 
(Table 8 in Supplementary Data 2). This was done to prevent any bias as the phys-
iological bounds were derived from the data originating from different glucose-
limited chemostat cultures. The cellular Gibbs energy dissipation rate, gdiss, was 
constrained by its identified upper limit, gdl ii sms (Supplementary Figure 10), and the 
extracellular rates were constrained by the growth condition, such that H2O, H+, 
O2, NH3, Pi, SO4, CO2, corresponding to the medium composition could be freely 
exchanged with the environment, the mixed acid fermentation products acetate, 
ethanol, formate, fumarate, lactate and succinate produced as well as the respec-
tive carbon source(s) taken up. When predicting the growth in rich/amino acid 
medium we additionally allowed the exchange (i.e. production and consumption) 
of all proteinogenic amino acids. Then, we again used flux balance analyses (12), 
where we maximized the growth rate, µ, in the solution space ΩFCBsAource (Eq. 44) 
(cf. Eq. 32).
Due to the wider bounds of the metabolite concentrations, ln c, and Gibbs 
energies of the metabolic processes, ∆rG’, the linear approximation of the 
solution space and thus the approximated start values become more distant from 
the true non-linear solution space, resulting in suboptimal or infeasible solutions. 
Thus, we solved the flux balance analysis problems as outlined for the glucose-
limited FBAs but repeated the process until no higher objective function value 
(i.e. growth rate) was found for 50 consecutive repeats (50’000 start values) (cf. 
Supplementary Figure 12).
Method 3.4 | Characterization of the solution space
We characterized the solution space ΩFµB*A(GUR) (Eq. 43) and ΩFµB*A(Csource) (Eq. 44) at 
optimal growth rates,
as described in Method 2.4 using flux variability analyses.
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The combined thermodynamic and stoichiometric metabolic models of Saccha-
romyces cerevisiae (Supplementary Data 1) and Escherichia coli (Supplementary 
Data 2) are avaiable under DOI: 10.5281/zenodo.1405146 and the code to perform 
the flux balance analyses is avaiable under DOI: 10.5281/zenodo.1401220.
REFERENCES
1. Molenaar D, Van Berlo R, De Ridder D, Teusink B. Shifts in growth strategies reflect tradeoffs 
in cellular economics. Mol Syst Biol. 2009;5. 
2. Basan M, Hui S, Okano H, Zhang Z, Shen Y, Williamson JR, et al. Overflow metabolism in 
Escherichia coli results from efficient proteome allocation. Nature. 2015;528(7580):99–104. 
3. Rozpędowska E, Hellborg L, Ishchuk OP, Orhan F, Galafassi S, Merico A, et al. Parallel 
evolution of the make–accumulate–consume strategy in Saccharomyces and Dekkera yeasts. 
Nat Commun. 2011;2:302. 
4. Beg QK, Vazquez A, Ernst J, de Menezes MA, Bar-Joseph Z, Barabási A-L, et al. Intracel-
lular crowding defines the mode and sequence of substrate uptake by Escherichia coli and 
constrains its metabolic activity. Proc Natl Acad Sci U S A. 2007;104(31):12663–8. 
5. Zhuang K, Vemuri GN, Mahadevan R. Economics of membrane occupancy and respiro-
fermentation. Mol Syst Biol. 2014;7(1):500–500. 
6. Koppenol WH, Bounds PL, Dang C V. Otto Warburg’s contributions to current concepts of 
cancer metabolism. Nat Rev Cancer. 2011;11(5):325–37. 
7. Vander Heiden MG, Cantley LC, Thompson CB. Understanding the Warburg Effect: The 
Metabolic Requirements of Cell Proliferation. Science. 2009;324(5930):1029–33. 
8. Mori M, Hwa T, Martin OC, De Martino A, Marinari E. Constrained Allocation Flux Balance 
Analysis. Patil KR, editor. PLOS Comput Biol. 2016;12(6):e1004913. 
9. Sánchez BJ, Zhang C, Nilsson A, Lahtvee P-J, Kerkhoven EJ, Nielsen J. Improving the 
phenotype predictions of a yeast genome-scale metabolic model by incorporating enzymatic 
constraints. Mol Syst Biol. 2017;13(8):935. 
10. Zabalza A, van Dongen JT, Froehlich A, Oliver SN, Faix B, Gupta KJ, et al. Regulation of 
respiration and fermentation to control the plant internal oxygen concentration. Plant Physiol. 
2009;149(2):1087–98. 
11. Huberts DHEW, Niebel B, Heinemann M. A flux-sensing mechanism could regulate the 
switch between respiration and fermentation. FEMS Yeast Res. 2012;12(2):118–28. 
12. Lewis NE, Nagarajan H, Palsson BO. Constraining the metabolic genotype–phenotype rela-
tionship using a phylogeny of in silico methods. Nat Rev Microbiol. 2012;10(4):291–305. 
13. Jol SJ, Kümmel A, Hatzimanikatis V, Beard DA, Heinemann M. Thermodynamic calcula-
tions for biochemical transport and reaction processes in metabolic networks. Biophys J. 
2010;99(10):3139–44. 
14. Alberty R a, Cornish-Bowden A, Goldberg RN, Hammes GG, Tipton K, Westerhoff H V. 
Recommendations for terminology and databases for biochemical thermodynamics. Biophys 
Chem. 2011;155(2–3):89–103. 
15. Canelas AB, Ras C, ten Pierick A, van Gulik WM, Heijnen JJ. An in vivo data-driven 
framework for classification and quantification of enzyme kinetics and determination of 
apparent thermodynamic data. Metab Eng. 2011;13(3):294–306. 
Chapter 2
52
16. Noor E, Haraldsdóttir HS, Milo R, Fleming RMT. Consistent estimation of Gibbs energy 
using component contributions. PLoS Comput Biol. 2013;9(7):e1003098. 
17. Beard D a, Liang S, Qian H. Energy balance for analysis of complex metabolic networks. 
Biophys J. 2002;83(1):79–86. 
18. Price ND, Famili I, Beard DA, Palsson BØ. Extreme pathways and Kirchhoff’s second law. 
Biophys J. 2002;83(5):2879–82. 
19. Misener R, Floudas CA. ANTIGONE: Algorithms for coNTinuous / Integer Global Optimi-
zation of Nonlinear Equations. J Glob Optim. 2014;59:503–26. 
20. Schuetz R, Kuepfer L, Sauer U. Systematic evaluation of objective functions for predicting 
intracellular fluxes in Escherichia coli. Mol Syst Biol. 2007;3(1):119. 
21. van Hoek P, Flikweert MT, van der Aart QJ, Steensma HY, van Dijken JP, Pronk JT. Effects 
of pyruvate decarboxylase overproduction on flux distribution at the pyruvate branch point in 
Saccharomyces cerevisiae. Appl Environ Microbiol. 1998;64(6):2133–40. 
22. Kümmel A, Ewald JC, Fendt S-M, Jol SJ, Picotti P, Aebersold R, et al. Differential glucose 
repression in common yeast strains in response to HXK2 deletion. FEMS Yeast Res. 
2010;10(3):322–32. 
23. van Winden W, van Dam J, Ras C, Kleijn R, Vinke J, van Gulik W, et al. Metabolic-flux 
analysis of CEN.PK113-7D based on mass isotopomer measurements of C-labeled primary 
metabolites. FEMS Yeast Res. 2005;5(6–7):559–68. 
24. Fendt S-M, Sauer U. Transcriptional regulation of respiration in yeast metabolizing differ-
ently repressive carbon substrates. BMC Syst Biol. 2010;4(1):12. 
25. Gombert AK, Moreira dos Santos M, Christensen B, Nielsen J. Network Identification and 
Flux Quantification in the Central Metabolism of Saccharomyces cerevisiae under Different 
Conditions of Glucose Repression. J Bacteriol. 2001;183(4):1441–51. 
26. Frick O, Wittmann C. Characterization of the metabolic shift between oxidative and fermen-
tative growth in Saccharomyces cerevisiae by comparative 13 C flux analysis. Microb Cell 
Fact. 2005;4(1):30. 
27. Reed JL, Vo TD, Schilling CH, Palsson BO. An expanded genome-scale model of Escherichia 
coli K-12 (iJR904 GSM/GPR). Genome Biol. 2003;4(9):R54. 
28. Vemuri GN, Altman E, Sangurdekar DP, Khodursky AB, Eiteman MA. Overflow metabolism 
in Escherichia coli during steady-state growth: transcriptional regulation and effect of the 
redox ratio. Appl Environ Microbiol. 2006;72(5):3653–61. 
29. You C, Okano H, Hui S, Zhang Z, Kim M, Gunderson CW, et al. Coordination of bacterial 
proteome with metabolism by cyclic AMP signalling. Nature. 2013;500(7462):301–6. 
30. Perrenoud A, Sauer U. Impact of Global Transcriptional Regulation by ArcA, ArcB, Cra, Crp, 
Cya, Fnr, and Mlc on Glucose Catabolism in Escherichia coli. J Bacteriol. 2005;187(9):3171–9. 
31. Valgepea K, Adamberg K, Nahku R, Lahtvee P-J, Arike L, Vilu R, et al. Systems biology 
approach reveals that overflow metabolism of acetate in Escherichia coli is triggered by 
carbon catabolite repression of acetyl-CoA synthetase. BMC Syst Biol. 2010;4(1):166. 
32. Nanchen A, Schicker A, Sauer U. Nonlinear dependency of intracellular fluxes on growth 
rate in miniaturized continuous cultures of Escherichia coli. Appl Environ Microbiol. 
2006;72(2):1164–72. 
33. Peebo K, Valgepea K, Maser A, Nahku R, Adamberg K, Vilu R. Proteome reallocation in Esch-
erichia coli with increasing specific growth rate. Mol BioSyst Mol BioSyst. 1184;11(11):1184–
93. 
Limit in Gibbs Energy Dissipation Governs Cellular Metabolism
53
2
34. Gerosa L, Haverkorn van Rijsewijk BRB, Christodoulou D, Kochanowski K, Schmidt TSB, 
Noor E, et al. Pseudo-transition Analysis Identifies the Key Regulators of Dynamic Metabolic 
Adaptations from Steady-State Data. Cell Syst. 2015;1(4):270–82. 
35. Gerosa L, Haverkorn van Rijsewijk BRB, Christodoulou D, Kochanowski K, Schmidt TSB, 
Noor E, et al. Pseudo-transition Analysis Identifies the Key Regulators of Dynamic Metabolic 
Adaptations from Steady-State Data. Cell Syst. 2015; 
36. Schmidt A, Kochanowski K, Vedelaar S, Ahrné E, Volkmer B, Callipo L, et al. The quantita-
tive and condition-dependent Escherichia coli proteome. Nat Biotechnol. 2015;34(1):104–10. 
37. Scott M, Klumpp S, Mateescu EM, Hwa T, Acevedo‐Rocha C, Fang G, et al. Emergence 
of robust growth laws from optimal regulation of ribosome synthesis. Mol Syst Biol. 
2014;10(8):747. 
38. Schuetz R, Zamboni N, Zampieri M, Heinemann M, Sauer U. Multidimensional Optimality 
of Microbial Metabolism. Science. 2012;336(6081):601–4. 
39. Okabe K, Inada N, Gota C, Harada Y, Funatsu T, Uchiyama S. Intracellular temperature 
mapping with a fluorescent polymeric thermometer and fluorescence lifetime imaging 
microscopy. Nat Commun. 2012;3:705. 
40. Lane N. Hot mitochondria? PLOS Biol. 2018;16(1):e2005113. 
41. Baffou G, Rigneault H, Marguet D, Jullien L. A critique of methods for temperature imaging 
in single cells. Nat Methods. 2014;11(9):899–901. 
42. Weber JK, Shukla D, Pande VS. Heat dissipation guides activation in signaling proteins. Proc 
Natl Acad Sci. 2015;112(33):10377–82. 
43. Slochower DR, Gilson MK. Motor-Like Properties of Non-Motor Enzymes. bioRxiv. 
2018;121848. 
44. Riedel C, Gabizon R, Wilson CAM, Hamadani K, Tsekouras K, Marqusee S, et al. The 
heat released during catalytic turnover enhances the diffusion of an enzyme. Nature. 
2014;517(7533):227–30. 
45. Golestanian R. Anomalous diffusion of symmetric and asymmetric active colloids. Phys Rev 
Lett. 2009;102(18):188305. 
46. Gallet F, Arcizet D, Bohec P, Richert A. Power spectrum of out-of-equilibrium forces in living 
cells: amplitude and frequency dependence. Soft Matter. 2009;5(15):2947. 
47. Milstein JN, Chu M, Raghunathan K, Meiners JC. Two-color DNA nanoprobe of intracellular 
dynamics. Nano Lett. 2012;12(5):2515–9. 
48. Weber SC, Spakowitz AJ, Theriot JA. Nonthermal ATP-dependent fluctuations contribute to 
the in vivo motion of chromosomal loci. Proc Natl Acad Sci. 2012;109(19):7338–43. 
49. Chen Y-F, Milstein JN, Meiners J-C. Protein-mediated DNA loop formation and breakdown 
in a fluctuating environment. Phys Rev Lett. 2010;104(25):258103. 
50. Milstein JN, Meiners J-C. On the role of DNA biomechanics in the regulation of gene expres-
sion. J R Soc Interface. 2011;8(65):1673–81. 
51. Kochanowski K, Volkmer B, Gerosa L, Haverkorn van Rijsewijk BR, Schmidt A, Heinemann 
M. Functioning of a metabolic flux sensor in Escherichia coli. Proc Natl Acad Sci. 
2013;110(3):1130–5. 
52. Nilsson A, Nielsen J, Palsson BO. Metabolic Models of Protein Allocation Call for the 
Kinetome. Cell Syst. 2017;5(6):538–41. 
53. Goldberg RN, Tewari YB, Bhat TN. Thermodynamics of enzyme-catalyzed reactions--a 
database for quantitative biochemistry. Bioinformatics. 2004;20(16):2874–7. 
Chapter 2
54
54. Mavrovouniotis ML. Estimation of standard Gibbs energy changes of biotransformations. J 
Biol Chem. 1991;266(22):14440–5. 
55. Kümmel A, Panke S, Heinemann M. Putative regulatory sites unraveled by network-embedded 
thermodynamic analysis of metabolome data. Mol Syst Biol. 2006;2:2006.0034. 
56. Burgard AP, Nikolaev E V, Schilling CH, Maranas CD. Flux coupling analysis of genome-
scale metabolic network reconstructions. Genome Res. 2004;14(2):301–12. 
57. Henry CS, Broadbelt LJ, Hatzimanikatis V. Thermodynamics-based metabolic flux analysis. 
Biophys J. 2007;92(5):1792–805. 
58. McCormick GP. Computability of global solutions to factorable nonconvex programs: Part 
I — Convex underestimating problems. Math Program. 1976;10(1):147–75. 
59. Drud AS. CONOPT—A Large-Scale GRG Code. ORSA J Comput. 1994;6(2):207–16. 
60. Hastie TJ., Tibshirani R, Friedman J. The elements of statistical learning: data mining, 
inference, and prediction. 2011; 
61. Visser W, van Spronsen EA, Nanninga N, Pronk JT, Gijs Kuenen J, van Dijken JP. Effects of 
growth conditions on mitochondrial morphology in Saccharomyces cerevisiae. Antonie Van 
Leeuwenhoek. 1995;67(3):243–53. 
62. Schellenberger J, Lewis NE, Palsson BØ. Elimination of Thermodynamically Infeasible 
Loops in Steady-State Metabolic Models. Biophys J. 2011;100(3):544–53. 
63. Kaufman DE, Smith RL. Direction Choice for Accelerated Convergence in Hit-and- Run 
Sampling. Oper Res. 1998;46(1). 
64. Zampar GG, Kummel A, Ewald J, Jol S, Niebel B, Picotti P, et al. Temporal system-level 
organization of the switch from glycolytic to gluconeogenic operation in yeast. Mol Syst Biol. 
2014;9(1):651–651. 




Supplementary Information 1 | S. cerevisiae specific model input data
We developed the combined thermodynamic/stoichiometric metabolic network 
model for the yeast Saccharomyces cerevisiae on the basis of the stoichiometric 
model presented in Ref. (64). This model includes the metabolic processes of 
glycolysis, gluconeogenesis, tricarboxylic acid cycle, amino acid-, nucleotide-, 
sterol-synthesis and considers the processes’ location in the cytosol, mitochon-
dria and extracellular space. The stoichiometric coefficients of the biomass 
synthesis reaction (Table 5 in Supplementary Data 1) are based on an earlier 
determined biomass composition (65). We included the precursors of membrane 
biosynthesis and an ATP-demand for the synthesis of biomass macromolecules of 
23.9 mmol gCDW-1 (66) directly into the biomass synthesis reaction. No further 
ATP-demands (i.e. GAM and NGAM) were included in the model. Further, we 
allowed every chemical species of every transported reactant (i.e. metabolite) to 
be transported over the membrane, and additionally added symporter and anti-
porter variants, in which various numbers of protons (from 1 to fully balancing 
the charge) are co-translocated. Overall, the model contains 156 metabolites, 241 
metabolic processes, and 15 exchange processes (Tables 1-5 in Supplementary 
Data 1).
For the transformation of Gibbs energies as well as for the calculation of the 
proton and charge balance we used a pH of 5.0 in the extracellular space, 7.0 
in the cytosol and 7.4 in the mitochondria1 (5), a ionic strength of 0.2 M for all 
compartments (67) and a membrane potential of 60 mV across the cytoplasmic 
membrane (68), and a membrane potential of 160 mV across the inner mitochon-
drial membrane (69). The standard Gibbs energy of formation of the biomass 
of -80.27 kJ C-mol-1 was taken from Ref. (70), normalized to gram dry weight 
and transformed to pH 7.0 with an average number of hydrogen atoms in the 
biomass, N̅ Hbiomass, of 67 mmol gCDW-1 (15). The temperature was considered to be 
303.15 K. The upper and lower bound of intracellular metabolite concentrations 
were set to 1 µM and 10 mM, but for 24 concentrations the bounds were adjusted 
according to literature values. For certain redox factors (e.g. NAD+/NADH) we 
rather defined ranges for the ratio between reduced and oxidized form instead 
of providing bounds for the individual concentrations (practically by fixing the 
concentrations of one parameter of the redox couple to 1). The concentration of 
the dissolved carbon dioxide was determined on the basis of the Henry constants 
from Ref. (71) and a partial pressure for CO2 between 1 and 35 mbar (15). The 
concentration of water had a fixed concentration of 1 M corresponding to a 
chemical activity of 1 (Table 8 in Supplementary Data 1).
For the model reduction, we allowed for the exchange of H2O, H+, O2, NH3, Pi, 
SO4, CO2, corresponding to the medium composition, the exchange of fermenta-
tion products acetate, ethanol, glycerol, pyruvate and succinate as well as the 
exchange of glucose as carbon source.
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Supplementary Information 2 | E. coli specific model input data
The combined thermodynamic and stoichiometric genome-scale model of Esche-
richia coli was developed on the basis of the genome-scale metabolic reconstruc-
tion iJR904 (27) accounting for 904 gens. We revised the complete transport stoi-
chiometry in the following manner: In case of passive transport mechanisms (e.g. 
symporter and antiporter or diffusion) only one charge neutral transport variant 
and in case of active transport mechanisms (e.g. phosphotransferase system and 
ABC transporter) one transport variant for each abundant species was modeled. 
For the ABC transport processes, we assumed a hydrolysis of 2 mol ATP per mol 
transported species (72) (Table 4 in Supplementary Data 2). The respiratory chain 
as well as the growth and non-growth associated ATP maintenance (GAM and 
NGAM) were modeled identical as done in Ref. (73). The final model encom-
passes 626 unique metabolites involved in 917 metabolic processes (724 chemical 
conversions and 193 transport processes) and 144 exchange processes (Tables 1-5 
in Supplementary Data 2).
For the transformation of Gibbs energies as well as for the calculation of 
the proton and charge balance, we used a pH of 7.0 in the extracellular space, 
and 7.6 in the cytosol (74), a ionic strength of 0.15 M for the cytosol (75), and 
0.2 M for the extracellular medium and a transmembrane potential of 150 mV 
across the cell membrane (76). The standard Gibbs energy of formation of the 
biomass of -71.075 kJ C-mol-1 was taken from Ref. (77), normalized to gram cell 
dry weight and transformed to pH 7 with an average number of hydrogen atoms 
in the biomass, N̅ Hbiomass, of 74 mmol gCDW-1 (78). The temperature was consid-
ered to be 310.15 K. The intracellular metabolite concentrations were assumed 
to be within 0.1 µM and 1 mM and for 110 concentrations, where metabolomics 
data were available, the concentration ranges were adjusted according reported 
minimum and maximum values across a broad range of experimental condi-
tions. Lower and upper bounds for the concentrations of dissolved oxygen and 
carbon dioxide were calculated based on their solubility at the respective pH and 
ionic strength and assuming atmospheric pressure ± 50 %. The concentration of 
water and biomass had a fixed concentration of 1 M corresponding to a chemical 
activity of 1 (Table 8 in Supplementary Data 2).
For the model reduction, we allowed for the exchange of H2O, H+, O2, NH3, 
Pi, SO4, CO2, corresponding to the medium composition, the exchange of the 
mixed acid fermentation products acetate, ethanol, formate, fumarate, lactate 
and succinate as well as the exchange of galactose, gluconate, glucose, glycerol, 
pyruvate and all proteinogenic amino acids as carbon sources.




Supplementary Figure 1 | Overview of regression procedure. We estimated the cellular rates of Gibbs 
energy dissipation, gdiss, and a consistent set of standard Gibbs energies of reactions, ∆rG’o, from the experi-
mental data and the constraint-based model Mgrp(v,ln c) ≤ 0 through regression analyses. The experimental 
training data consisted of measured extracellular physiological rates, intracellular metabolite concentrations 
and standard Gibbs energies of reactions, ∆rG͂’o, determined from the component contribution method. The 
nonlinear regression analysis was regularized by the Lasso method (55). This regularization included a regu-
larization parameter α, which was determined by model selection. The regression consisted of two steps: 
(i) determining the minimal training error errα(y*) (* indicates a value at optimality) as a function of α; (ii) 
determining the goodness of fit using the reduced chi square χ
2
red,α as a function of α. The model selection was 
performed by repeating these two steps for different α and selecting the α with a reduced chi square χ2red,α of 1.
Repeated for various α 
Experimental data
    Growth, uptake  and secretion rates
    (Metabolite concentrations)
    Standard Gibbs energies
Training Data
minimal training error errα(y*) 
(i.e. sum of normalized residuals) 
with the standard deviation 
sdα of the normalized residuals
b = 2000 
training data sets
Growth, uptake  and secretion rates
(Metabolite concentrations)
Standard Gibbs energies
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0 0.047 0.093 69 0.86
0.01 0.047 0.114 100 0.73
0.05 0.075 0.166 107 1.00














































































Supplementary Figure 2 | Results of the regression analysis for S. cerevisiae. (a) Goodness of fit obtained 
in the regression analysis. The goodness of fit was determined by the reduced chi square statistics, χ
2
red, 
(the expected prediction error was determined by parametric bootstrap with n = 2000 training data sets, 
Method 2.1), which we evaluated for different choices of the regularization parameter α. We found that the 
model fits the data the best for an α of 0.05 (χ
2
red,α = 1.00). Fitted values from the regression analysis with a 
regularization factor α of 0.05 versus measured values; (b) extracellular rates; (c) intracellular metabolite 
concentrations; (d) standard Gibbs energies of reactions, where the measured values are here the ones from 































































median rel. err. = 0.17
median rel. err. = 0.13
median rel. err. = 0.11
median rel. err. = 0.15











Supplementary Figure 3 | Sensitivity analysis of gdl ii sms constrained FBA predictions of S. cerevisiae 
regarding the maximal Gibbs energy dissipation rate. Predictions of physiological rates for S. cerevisiae 
growth on glucose with growth maximization as objective and various limiting Gibbs energy dissipation 
rates, gdl ii sms: -3.7 kJ gCDW-1 h-1 (black line) and -3.7 ± 0.3 kJ gCDW-1 h-1 and -3.7 ± 0.6 kJ gCDW-1 h-1 (grey lines). 
Red circles represent experimentally determined values from glucose-limited chemostat cultures (15,21) and 
red triangles values from glucose batch cultures (21,22). Predictions made with the, in the regression identi-
fied, maximal Gibbs energy dissipation rate of -3.7 kJ gCDW-1 h-1 (“0”) have the smallest median of the relative 
errors between predictions and n = 49 experimental data.



























































median rel. err. = 0.11
median rel. err. = 0.11
median rel. err. = 0.12
Supplementary Figure 4 | Sensitivity analysis of gdl ii sms constrained FBA predictions of S. cerevisiae 
regarding the technical lower bound on the absolute Gibbs energies of reaction. The solver cannot handle 
strictly smaller statements and thus an arbitrary lower bound on the absolute Gibbs energies of reaction of 
0.5 kJ mol-1 was chosen (black line). Predictions of physiological rates for S. cerevisiae growth on glucose 
with growth maximization as an objective and different lower bounds (0.1, 0.5, 1) on the absolute value of 
the Gibbs energies of reaction. Red circles represent experimentally determined values from glucose-limited 
chemostat cultures (15,21) and red triangles values from glucose batch cultures (21,22). The chosen lower 
bound on the absolute Gibbs energies of reaction has no significant effect on the goodness of the predictions, 
as evident from the same median of relative errors between n = 49 experimental data and predictions obtained 



























































± 25 % physiological bounds
± 50 % physiological bounds
literature bounds median rel. err. = 0.14
median rel. err. = 0.11
median rel. err. = 0.12
median rel. err. = 0.12
Supplementary Figure 5 | Sensitivity analysis of gdl ii sms constrained FBA predictions in S. cerevisiae using 
relaxed bounds on ∆rG’ and ln c. Predictions of physiological rates for S. cerevisiae growth on glucose with 
an upper limit in the Gibbs energy dissipation rate, gdisslim, of -3.7 kJ gCDW-1 h-1 as a constraint. As bounds 
for the variables ∆rG’ and ln c the bounds derived from the variability analysis of the optimal regression 
results (physiological bounds) were relaxed by ± 25 % and 50 %. In another predictions, the bounds used in 
the regression (literature bounds) were used. Red circles represent experimentally determined values from 
glucose-limited chemostat cultures (15,21) and red triangles values from glucose batch cultures (21,22). The 
refinement of the model bounds slightly improves the predictions as evident from the smaller median of 
relative errors between n = 49 experimental data and predictions obtained with the physiological bounds. The 
switch from a respiratory to a fermentative metabolism with increasing GURs is, however, predicted with all 
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median rel. err. = 0.11
median rel. err. = 0.20
median rel. err. = 0.96
median rel. err. = 0.60
median rel. err. = 0.73
Supplementary Figure 6 | gdl ii sms constrained flux balance analysis predictions of S. cerevisiae with 
different commonly used objective functions. Predictions of physiological rates for S. cerevisiae growth 
on glucose with an upper limit in the Gibbs energy dissipation rate, gdl ii sms, of -3.7 kJ gCDW-1 h-1 as a constraint 
and various objective functions: maximization of growth (black line), maximization of ATP yield (green 
line), minimization of absolute sum of flux (red line), maximization of biomass yield per unit flux (blue line) 
and maximization of ATP yield per unit flux (brown line). Red circles represent experimentally determined 
values from glucose-limited chemostat cultures (15,21) and red triangles values from glucose batch cultures 
(21,22). The objective of maximization of growth generated the best predictions as evident from smallest 
median of relative errors between n = 49 experimental data and predictions obtained with this objective.
Supplementary Figure 7 | Predictions of intracellular fluxes of S. cerevisiae with flux balance analysis 
using the model constrained by gdl ii sms. Predicted and measured intracellular fluxes in Saccharomyces cere-
visiae. The graphs show flux boundaries from flux variability analyses (light grey areas) and the multi-
variate distribution of intracellular fluxes obtained by sampling (n = 10’000’000) the solution space of the 
gdl ii sms-constrained model for optimal growth rates, with the black lines representing medians and the dark 
blue areas the 97.5 % confidence intervals. The symbols denote fluxes determined by 13C-based metabolic 
flux analysis; diamonds from Ref. (23); squares Ref. (24); triangles Ref. (25); circles Ref. (26). Note that these 
fluxes were determined with small metabolic networks (in the order of 20-30 reactions) and included heuristic 
assumptions on the reversibility of metabolic reactions. Therefore, these estimates may contain errors and 
biases as discussed in Ref. (23) and should be understood as a comparison rather than a benchmark. The ther-
modynamic S. cerevisiae model and the stoichiometric models used in the 13C-based metabolic flux analyses 
had different sizes. In case of combined consecutive reactions (GAPD/PGK, ENO/PGM, AKGDm/ComplexII/
FUM(m) and CS(m)/ICDHxm/ICDHy(m)/ACONT(m)), we thus compared the respective 13C-MFA inferred 
flux to each individual reaction. In case of combined parallel reactions we compared the 13C-MFA inferred 
flux to the sum of the corresponding reactions in the thermodynamic S. cerevisiae model. In those cases, no 
variability was plotted. FBA: fructose-bisphosphate aldolase; TPI: triose-phosphate isomerase; GAPD: glyc-
eraldehyde-3-phosphate dehydrogenase; PFK: phosphofructokinase; PGM: phosphoglycerate mutase; 
ENO: enolase; PYK: pyruvate kinase; TALA: transaldolase; TKT1: transketolase 1; TKT2: transketolase 2; 
CS(m): citrate synthase (mitochondrial); ACONT(m): aconitate hydratase (mitochondrial); ICDHxm: NAD+ 
dependent isocitrate dehydrogenase, mitochondrial; ICDHy(m): NADP+ dependent isocitrate dehydrogenase 
(mitochondrial); AKGDm: oxoglutarate dehydrogenase, mitochondrial; ComplexII: complex II of the respi-
ratory chain; FUM(m): fumarase (mitochondrial); PGPS: phosphoglycerate dehydrogenase/phosphoserine 
transaminase/phosphoserine phosphatase; GHMT2: glycine hydroxymethyltransferase; PYRDC: pyruvate 
decarboxylase; ALDD2xm: NAD+ dependent aldehyde dehydrogenase, mitochondrial; ALDDy(m): NADP+ 
dependent aldehyde dehydrogenase (mitochondrial); ACS(m): acetyl-CoA synthetase (mitochondrial); 
ACOAH: acetyl-CoA hydrolase; MEm: malic enzyme, mitochondrial; PC: pyruvate carboxylase.
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Supplementary Figure 8 | Global flux variability of the 144 linear independent processes at different 
GURs for S. cerevisiae. The flux variability of the 144 linear independent processes (determined by flux 
coupling analysis (53)) was determined by subtracting the lower from the upper flux bound as determined 
by flux variability analyses of the solution of the gdl ii sms-constrained flux balance analysis (Method 2.4). In the 
figure, the distribution of these flux variabilities is shown as a box plots (black bars indicate the 0 % and 
100 % quartiles, blue bars the 25 % and 75 % quartiles and black dots the median flux variability). These data 




















0.1 0.008 0.012 18 0.46
1 0.015 0.025 30 0.60
4 0.045 0.045 69 1.03
















































Supplementary Figure 9 | Results of the regression analysis for E. coli. (a) Goodness of fit obtained 
in the regression analysis. The goodness of fit was determined by the reduced chi square statistics, χ
2
red, 
(the expected prediction error was determined by parametric bootstrap with n = 2000 training data sets, 
Method 3.1), which we evaluated for different choices of the regularization parameter α. We found that the 
model fits the data the best for an α of 4 (χ
2
red,α = 1.03). Fitted values from the regression with a regularization 
factor α of 4 versus measured values; (b) extracellular rates; (c) standard Gibbs energies of reactions, where 
the measured values are here the ones estimated using the component contribution method. Figure b and c 
show the values of all 7 sub-problems (cf. Method 3.1).






































Supplementary Figure 10 | The Gibbs energy dissipation rate does not exceed an upper limit also in E. 
coli. The Gibbs energy dissipation rate, gdiss (black dots), as determined by regression analysis including a 
parametric bootstrap (n = 2000) and using the genome-scale model of E. coli, the physiological data (growth, 
glucose uptake and acetate production rates (28)) and the Gibbs reaction energies, ∆rG’j o, from the component 
contribution method (16), reaches an upper limit. The plateau coincides with the onset of aerobic fermenta-
tion. gdl ii sms was determined from the gdiss values, at which mixed acid fermentation occurred. The solid red 
line represents the median of those values and the dashed red lines the 97.5 % confidence interval. Error bars 

















































Supplementary Figure 11 | Spearman correlation of metabolic flux and protein abundance for glucose-
limited conditions at different growth rates and unlimited growth on glucose. The Spearman correlation 
is calculated between the absolute values of fluxes obtained from flux balance analysis (Method 3.3) and 
measured protein abundances in E. coli (79). 57 % of the measured proteins correlate with the respective 
metabolic flux (Spearman correlation coefficient ≥ 0.6). Genes and reactions were mapped using the assign-
ments in the original reconstruction. In a similar fashion we compared absolute fluxes obtained from GUR 
limited flux balance analysis with and without a limit of the Gibbs energy dissipation rate with measured 
protein abundances in E. coli (79). Here, we found that when using the limit in the Gibbs energy dissipa-
tion rate, a higher number of fluxes (75 out of 154) correlate with a Spearman correlation coefficient ≥ 0.8 
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Supplementary Figure 12 | Convergence of objective function during predictions of maximal growth 
phenotypes in E. coli. To solve the FBAs with unlimited substrate uptake, constrained by the upper limit 
in the Gibbs energy dissipation rate (whose results are shown in Figure 5b), we repeated the optimization 
procedure until for 50’000 consecutive executions no change in growth rate was observed.
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Supplementary Figure 13 | Comparison of predicted yields, with and without maximal Gibbs energy 
dissipation rate constraint in E. coli. Predictions of the maximal growth phenotype on different carbon 
sources allowing for the unlimited uptake of the respective carbon source and with growth maximization as 
an objective. Predictions shown in (a-c) were constrained by the identified upper limit in the Gibbs energy 
dissipation rate, gdl ii sms, of -4.9 kJ gCDW-1 h-1 and are also shown in Figure 5b. The model without said constraint 
fails to predict the fermentative phenotype (d). Experimentally determined yields were taken from Ref. (34). 
Error bars correspond to the standard deviation obtained from at least three biological replicates.
Limit in Gibbs Energy Dissipation Governs Cellular Metabolism
65
2













































acetate fructose glucose glycerol
galactose pyruvate gluconate succinate
ME1 ME1
ME1
ME1 PPCK PPCK PPCK
PPCKME1 PPCK
Supplementary Figure 14 | Comparison of 13C-based MFA predicted intracellular fluxes on various 
carbon sources with FBA predictions using the genome-scale model of E. coli constrained by gdl ii sms. 
Predicted and 13C-based MFA inferred intracellular fluxes in E. coli. The FBA predicted intracellular fluxes 
were obtained by constraining the uptake rate of the respective carbon source to the one measured in Ref. 
(34) and maximizing for growth rate. The horizontal error bars show the variability as determined through 
variability analysis (Method 3.4). The correlation was assessed by spearman’s rho (ρ), where the p-value 
was estimated using the AS89 algorithm. Note that the 13C derived fluxes were determined with a small 
metabolic model (25 reactions) including heuristic assumptions on the reversibility on metabolic reactions. 
For instance, the flux of the malic enzyme (ME1) was constrained as unidirectional (preventing a negative 
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Supplementary Figure 15 | Clusters of 
linear independent metabolic processes 
in S. cerevisiae with similar trends in the 
Gibbs energy dissipation rate. The average 
Gibbs energy dissipation rates, g, of the 
processes at a given GUR were determined 
from the sampled points of the solution 
space (Method 2.4) and then normalized to 
the average cellular Gibbs energy dissipa-
tion rate, gdiss, at the given GUR. We identi-
fied the clusters using consensus clustering 
(80) with partitioning around medoids (81), 
where we used the Euclidean distance of the 
gdiss-normalized Gibbs energy dissipation 
rates as a distance measure. For reactions 
names refer to Tables 2-5 in Supplementary 
Data 1.
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Supplementary Figure 16 | Cellular redistribution of flux to avoid critical Gibbs energy dissipation 
rates as determined from the regression analysis in S. cerevisiae. This figure shows that the limit in the 
Gibbs energy dissipation rate causes flux redistribution with increasing GURs, globally leading to a change 
from respiratory to fermentative pathways, similar as what Figure 6 shows on the basis of FBA predictions. 
Seven clusters of metabolic processes were revealed by cluster analysis using the Euclidean distance between 
the average entropy production rates of metabolic processes at different GURs (for details of the processes in 
the clusters refer to Supplementary Figure 15). The Gibbs energy dissipation rates of the metabolic processes 
were obtained from the regression analysis described in Supplementary Method 2.1. The numbers in brackets 
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Supplementary Figure 17 | Flux redirec-
tion occurs at increasing GURs. The flux 
variability analyses as done in Supplemen-
tary Figure 8 showed that certain processes 
can either operate in both directions (bidirec-
tional) or in one (unidirectional) – depending 
on the GUR. (a) With changing GUR, the 
fraction of processes that need to operate in 
one distinct direction changes. This suggests 
that discrete changes in metabolic operations 
occur at different GURs. Note, the plot only 
shows processes which change their direction-
ality between GURs. (b) Here, a selection of 
reactions is shown that exhibit discrete changes 
in the directionality. For reactions names refer 
to Tables 2-5 in Supplementary Data 1.
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Supplementary Figure 18 | Model predictions are 
Pareto optimal. Sampled points of the gdl ii sms-constrained 
FBA predictions at a GUR of 15 mmol gCDW-1 h-1 are 
closer to the Pareto surface (comprised of three biolog-
ical relevant objective functions, i.e. maximization of 
biomass yield, maximization of ATP yield and mini-
mization of the sum of absolute fluxes) than random 
sampled points of the thermodynamic constraint-based 
model Mgrp(v,ln c) ≤ 0 (Eq. 15 in Method 1.5) without 
the gdl ii sms-constraint. The sampling was performed as 
described in the Method 2.4. The Pareto surface of 
Mgrp(v,ln c) ≤ 0 (gdl ii sms-constrained) was determined using 
the ε-constraint method, where we used 2500 grid 
points to describe the Pareto surface. The distance of a 
sampled point was defined by the Euclidean distance to 
the Pareto surface were we weighed each objective by 
its minimum and maximum value. For further details 
on the Pareto optimality analysis refer to Ref. (38).
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Flux balance analysis (FBA) has become a widely applied method for the compu-
tation of steady-state fluxes through metabolic networks. We recently showed 
that by additionally accounting for cellular thermodynamics, flux predictions 
with unpreceded accuracy and extend could be obtained. However, applying this 
method requires a careful and thermodynamic consistent formulation of cellular 
processes. To facilitate the wide-spread use of this new predictive method, e.g. in 
metabolic engineering or for the integration of large-scale omics datasets, we here 
present a detailed workflow, exemplified for a genome-scale metabolic model of 
Escherichia coli, how to develop such a model and apply this method, starting 
from any stoichiometric metabolic reconstruction. Given the limited amount of 
required input data, and the precision and extent of possible model predictions, 
this method resembles a major improvement of current FBA.




Prediction of metabolic fluxes is important in many fields of research and appli-
cation – ranging from basic science, to application in medical or biotechno-
logical areas. The most widely used methods for metabolic flux prediction are 
exploiting stoichiometric metabolic network models together with constraint-
based modelling, e.g. flux balance analysis (FBA) (1). Here, the solution space of 
allowed flux distributions is defined by the mass balance, established through the 
metabolic network, as well as capacity constraints (i.e. lower and upper bounds) 
of metabolic fluxes. Within this solution space, flux balance analysis then uses 
linear programming to identify a flux distribution that fulfills a certain evolu-
tionary objective (e.g. biomass or ATP production optimality) (2). However, in 
order to obtain biological meaningful results, heuristic assumptions, such as 
predefined reaction directionalities or an ATP maintenance reaction, are often 
required. Recently the integration of proteome allocation constraints in flux 
balance analyses models has led to predictions in good agreement to experi-
mental data (3,4). However, the vast number of required input data (i.e. enzyme 
masses and kinetic parameter) severely limits this approach (5).
In Chapter 2 we proposed that cellular metabolism is shaped by the conjunc-
tion of biomass optimality and an upper limit in the rate of cellular Gibbs energy 
dissipation. By applying this principle (i.e. objective and constraint) to otherwise 
ordinary FBA, we were able to obtain predictions with unpreceded accuracy and 
extent. Specifically, we were able to correctly predict growth physiologies as well 
as a maximal growth phenotype (i.e. growth in unlimited batch cultures) for a 
variety of carbon sources, including the intracellular flux distributions. Addi-
tionally, we could even predict a change in the concentration of several metabo-
lites. To apply this new type of FBA, a metabolic network model needs to be 
extended by a comprehensive description of biochemical thermodynamics. This 
includes the second law of thermodynamics for every metabolic process and a 
Gibbs energy balance, which enforces that the rate of Gibbs energy dissipation 
of all cellular processes is equal to the rate of Gibbs energy exchanged with 
the environment and must not exceed an upper limit. This upper limit of the 
Gibbs energy dissipation rate needs to be estimated from experimental data (i.e. 
physiological rates and metabolite levels) using regression analysis. To solve this 
regression analysis and the final FBAs, a complex (mixed-integer) non-linear 
optimization problem has to be solved. This poses, due to the model size together 
with the nonlinear and nonconvex solutions space, enormous challenges on its 
own which need to be addressed.
To allow other researchers to build and use such a combined thermodynamic 
and stoichiometric model, here, we give detailed guidance how this concept needs 
to be applied. We will give a step-by-step description how such a model can be 
devised from published metabolic reconstruction networks, how this model needs 
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to be computationally implemented and parametrized, and how FBA predictions 
can be obtained (Fig. 1). When applied correctly this will enable researchers to 
obtain FBA predictions with unpreceded accuracy and extend.
Figure 1 | General overview of the workflow how to build a combined thermodynamic and stoichio-
metric model, starting from any metabolic reconstruction. This model needs to be parametrized by esti-
mating the limiting rate of Gibbs energy dissipation and variable bounds for the metabolite concentrations 
and Gibbs energies of reaction from experimental data. Then this model can be used to predict cellular 
phenotypes, such as the extra and intracellular flux distribution, maximal growth phenotypes and metabolite 
concentrations, using flux balance analysis.
RESULTS
Building a stoichiometric and thermodynamic metabolic model
Metabolic network reconstructions – typically derived from gene annotations 
– are stoichiometric descriptions of the cellular metabolic reaction network. 
The reaction network encompasses the stoichiometry of all metabolic processes 
j∈MET (MET means metabolic processes), including chemical conversions 
and transport processes, of all present metabolites i. While published models 
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often contain also additional information, such as the mapping of metabolites 
to biochemical databases or the amount of protons and the charge of metabo-
lites, this information is not mandatory. The presented workflow only requires 
the reaction stoichiometry of all metabolic processes j∈MET and all involved 
metabolites i.
Here, we used as a starting point for the development of the combined thermo-
dynamic and stoichiometric model, the genome-scale metabolic reconstruction 
of Escherichia coli iJR904, which consists of 931 unique biochemical reactions, 
corresponding to 904 genes, and 625 unique metabolites (6). We used this recon-
struction, instead of more recent ones, because a large fraction of additions made 
in (7) or (8) cannot be accurately modeled thermodynamically (e.g. the biosyn-
thesis of large cell wall components or iron-sulfur cluster), do not add more 
degrees of freedom (e.g. diffusion through the periplasm or other linear pathways) 
or would be condensed/removed again while reducing the model later on (e.g. 
linear pathways or pathways for utilizing some alternative carbon sources).
Step 1 | Introduction of chemical species and Gibbs energy of 
              formation
Metabolic reconstructions are typically formulated considering only metabo-
lites in the sense of biochemical reactants, although several chemical species 
(i.e. protonation states) could be present for the very same metabolite (e.g. the 
reactant ATP is a mixture of the species ATP4−, HATP3−, and H2ATP2− in the 
physiological pH range). While such a formulation is legitimate when applying 
only mass balances (traditional FBA), it was shown that considering chemical 
species increases the accuracy of the estimation of Gibbs energies of formation 
(9) and allows for a more precise modeling of metabolite transport processes (10) 
as well as for the precise modeling of the proton and charge balances, which is 
required here.
Thus, we need to assign to each metabolite i all possible species ɩ of i 
together with their fractional abundance at the respective pH and Gibbs energy 
of formation, ∆f Goɩ of i. Therefore, we first map the molecular structure, encoded 
as IUPAC International Chemical Identifier (InChI) (11), from biochemical 
databases, such as KEGG (12) or EcoCyc (13) to each metabolite in the metabolic 
reconstruction. At this point, it is advised to verify a correct and stoichiomet-
rically consistent mapping by evaluating a mass balance for each element and 
curate discrepancies if necessary (e.g. in iJR904 the metabolite glycogen consists 
of one glucose subunit, while the molecular structure deposited in KEGG consists 
of four glucose subunits). From these molecular structures, we then estimate, 
using the component contribution method (CCM) (9), for every metabolite i the 
Gibbs energy of formation of every constituting species, ∆f Goɩ of i. The CCM itself 
relies on molecular structures deposited in the KEGG database but allows for the 
manual addition of structures encoded as InChI. Thus, for metabolites, which 
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are not present in the KEGG database we need to assign an arbitrary identifier in 
the KEGG ID format (Cxxxxx) and additionally provide the annotated molecular 
structures as input. Note, that for a more precise modeling of redox reactions in 
e.g. the respiratory chain, the CCM also allows for the addition of redox poten-
tials between the involved redox pairs (e.g. cytochrom Cox/red). These redox poten-
tials can be found in literature references.
The estimated Gibbs energies of formation of species, ∆f Goɩ of i, are then trans-
formed to the respective pH value (pH) in each compartment using a Legendre 
transformation and the extended Debye-Hückel equation to take into account the 
effect of electrolyte solution on charged metabolites (14),
where ∆f G’oɩ of i is the transformed Gibbs energy of formation of the species ɩ 
belonging to the metabolite i, NHɩ of i the number of hydrogen atoms in the species 
ɩ, R the universal gas constant (8.314 J mol-1 K-1), T the temperature, IS the ionic 
strength and zɩ of i the charge of the species ɩ. Note that every species ɩ of i is 
defined through its charge and protonation state and thus zɩ of i and NHɩ of i are given 
by definition.
Here, in case of the E. coli model, we used a pH of 7.6 in the cytosol (15) and 
7.0 in the extracellular space, a temperature of 310.15 K and an ionic strength of 
0.15 M in the cytosol (16) and 0.2 M in the extracellular space.
Next to the Gibbs energy of formation of species, ∆f Goɩ of i, the Gibbs energy of 
formation of the biomass needs to be taken from literature references to later on 
in Step 5 correctly formulate the rate of Gibbs energy exchange with the environ-
ment.
Here, for the E. coli model, the Gibbs energy of formation of the biomass 
was previously estimated as -71.075 kJ C-mol-1 (17), normalized to gram cell dry 
weight (using a value of 26.4 C-mol gCDW-1) and transformed to the cytosolic pH 
with an average number of hydrogen atoms in the biomass (cf. Eq. 1), N̅ Hbiomass, of 
74 mmol gCDW-1 (18).
The fractional abundance of each species at the respective pH values, xɩ of i, 
can then be calculated from the transformed Gibbs energy of formation of the 
metabolites, ∆f G’oi,
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To keep the model compact, we only consider species with an abundance of at 
least 10 % but ensure that the total fractional abundances add up to 100 %. This 
is achieved by removing all species ɩ of i with a fractional abundance below 10 % 
and calculating the transformed Gibbs energy of formation of the metabolites 
(Eq. 2) and the fractional abundances (Eq. 3) again, but this time only considering 
the species with an initial fractional abundance of at least 10 %.
For metabolites, whose structures cannot be encoded as InChI, such as 
complex organometallics (e.g. heme O) or metal ions, or for metabolites with 
unknown or ambiguous molecular structures, such as proteins (e.g. acyl carrier 
proteins) the CCM cannot estimate Gibbs energies and consequently we cannot 
estimate the constituting species and fractional abundances. For those metabo-
lites, we consider only one species with a protonation state (charge and number of 
hydrogen atoms) based on literature references (such as the original publication 
of the used metabolic reconstruction).
This was the case for 46 metabolites in the E. coli model.
At the end of the first step, we have now assigned to each metabolite its Gibbs 
energy of formation, as well as the fractional abundance of all species consti-
tuting each metabolite. These data are used in the next steps to refine the stoichi-
ometry and introduce thermodynamic constraints.
Step 2 | Augmenting reaction stoichiometry for transport processes 
              and to capture pH-dependent charge and proton balances
Accurate modeling of transport processes as well as correct and pH-dependent 
charge and proton balances are of key importance for a realistic description of 
the biochemical thermodynamics of a cell (10). However, metabolic network 
reconstructions often consider only the most abundant species when formulating 
metabolite transport processes and proton balances, and rarely contain charge 
balances. Thus, we need to remove the predefined proton balance, reformulate all 
transport processes and introduce pH-dependent charge and proton balances as 
described in the following.
For every transported metabolite i, we formulate a process for the transport 
of every species ɩ of i, which occurs, at the respective pH, in both compart-
ments between, which the transport takes place. Here, we need to identify, based 
on the respective transport mechanism, which species and consequently how 
much charge is transferred (including possible cotransport of e.g. protons and 
the transfer of electrons) and if a chemical conversion simultaneously takes place 
(e.g. the hydrolysis or synthesis of ATP), and if so the location (i.e. the respective 














The metabolic reconstruction of Escherichia coli, iJR904, initially contained 
207 transport processes. For 118 cases, where species are transported by diffusion, 
(proton) symport, (proton) antiport, or unknown transport mechanism, we formu-
lated a charge-neutral transport. Here, protons, balancing the charge of the trans-
ported species, are co-translocated if necessary (Fig. 2a). For 41 species trans-
ported by an ABC transporter, we assumed, next to the transport, the hydrolysis 
of 2 ATP per transported molecule in the cytoplasm, as most of these ABC trans-
porters have 2 ATP binding sites (19) (Fig. 2b). For 14 species that are transported 
by PEP group translocation, we modeled the un-phosphorylated species as trans-
ported and the subsequent phosphorylation reaction taking place in the compart-
ment into which the transport takes place (20) (Fig. 2c). Finally, to model the 20 
redox reactions, where half reactions are taking place in both compartments, e.g. 
complexes of the respiratory chain, we introduced a metabolite electron (having 
a charge of -1) to account for the transfer of electrons between reactants in both 
compartments (Fig. 2d). To ensure a realistic P/O ratio of 1.375, we merged the 
NADH dehydrogenase 1 and 2 together in one reaction with a stoichiometry of 
1.5 H+/e- (21,22). Additionally, we added a proton leak (i.e. a transport process for 
electron not coupled to any further reaction or transport). At this point, we also 
removed redundant reactions, e.g. the additional reversible transport variant of 
a metabolite transport. Overall, after reformulating the metabolite transport, the 
model had 194 transport processes.
Next, to specify the proton stoichiometry in every metabolic process j∈MET, 
we calculate the stoichiometric coefficients of the proton changes, SH+[comp] j, in 
Figure 2 | Modelling of transport processes. To increase the accuracy of metabolite transport processes 
and to account for all abundant species, we remodeled all transport process, present in iJR904, consid-
ering the abundant species of every transported metabolite. (a) For species transported by diffusion, (proton) 
symport, (proton) antiport, or unknown transport mechanism, we formulated a charge-neutral transport 
where, protons, balancing the charge, are co-translocated if necessary. (b) For species transported by an 
ABC transporter, we assumed, next to the transport, the hydrolysis of 2 ATP per transported molecule in 
the cytoplasm. (c) For species transported by PEP group translocation, we modeled the un-phosphorylated 
species as transported and the subsequent phosphorylation reaction taking place in the cytoplasm. (d) To 
model redox reactions, we introduced a metabolite electron (e-) to account for the transfer of electrons 
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each compartment, comp, considering the fractional abundance of every chemical 
species. The proton stoichiometry of a metabolic process is dependent on (i) the 
chemical conversion, (ii) the transport of species between compartments with 
different pH values and the concomitant release or binding of protons caused by 
protonation or de-protonation of the transported species, and (iii) the translocation 
of protons by sym-/anti-porter reactions or proton pumps as,
where Sij is the stoichiometric coefficient of the metabolite i in the metabolic 
process j∈MET, N̅ Hi is the average number of hydrogen atoms of the metabolite i 
and sιj is the stoichiometric coefficient of the chemical species ɩ in the metabolite 
transport process j∈MET. The average number of hydrogen atoms of the 
metabolite i, N̅ Hi , was determined as weighted average from the above estimated 
fractional abundance of each chemical species at the respective pH value, xɩ of i 
(Eq. 3), and the number of hydrogen atoms in the respective species. The number 
of hydrogen atoms of the biomass N̅ Hbiomass can be found in literature references.
In the case of the Escherichia coli model, we used a value for the number of 
hydrogen atoms in the biomass of 74 mmol gCDW-1, which was determined by 
elemental analyses (18).
Next to the proton balances, we formulate charge balances for all metabolic 
processes j∈MET involving a metabolite transport. The stoichiometric coeffi-
cient of the charge change in the metabolic process j∈MET, SQj, is only dependent 
on the translocation of a metabolic species across a membrane as,
where zɩ of i is the charge of the translocated species.
The proton and charge balance are implemented by introducing a new metab-
olite for charge, Q, and adding the stoichiometric coefficients of proton change, 
SH+j (Eq. 4), and charge change, SQj (Eq. 5), to the stoichiometric matrix S.
Now, we define the system. The system boundary is drawn around the 
network of metabolic processes j∈MET (representing the metabolism of one 
cell) in the extracellular space. The exchange of matter (and energy) is allowed 
through exchange reactions i∈EXG (EXG means exchange processes). We can 
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where Sij is the stoichiometric coefficient of the ith metabolite in the metabolic 
process j∈MET and vj and vi are the rates of the metabolic j∈MET and exchange 
process i∈EXG.
Step 3 | Formulation of the (standard) Gibbs energies of 
               formation/reaction
Next, we define for every metabolic process j∈MET the concomitant change 
in Gibbs energy, ∆rG’j, (Eq. 7), which we later use in the combined thermody-
namic and stoichiometric model to constrain the directionality of the metabolic 
processes through the second law of thermodynamics and to calculate the Gibbs 
energy dissipated in every metabolic process. The change in Gibbs energy 
of a metabolic process, ∆rG’j, is due to chemical conversion and/or metabolite 
transport as,
where ∆rG’oj is the standard Gibbs energy of reaction of the metabolic process 
j∈MET, ∆rGtj is the Gibbs energy of metabolite transport of the metabolic process 
j∈MET and ln ci is the natural logarithm of the concentration ci of the metabolite 
i. The standard Gibbs energy of a reaction, ∆rG’oj , in turn is defined as the differ-
ences in the reactants’ standard Gibbs energies of formations, ∆f G’oi , (Eq. 2),
In addition to the standard Gibbs energies of formations (cf. Step 1), the CCM, 
when given a reaction network, provides error estimates for the standard Gibbs 
energies of reaction, ∆rG’oj ,SE, taking the covariance of the estimation of the respec-
tive Gibbs energies of formation of species, ∆f Goɩ of i, into account. Thus, despite 
being by definition constant values, the standard Gibbs energies of reaction are 
implemented as variables with the lower (lo) and upper (up) bound,
meaning that the standard Gibbs energies of reaction had to lie within the 
99.5 % confidence interval of the estimation. Later, using regression analysis 
and experimental data (see Model parametrization), we shrink these bounds. For 
metabolic processes containing a reactant, for which no standard Gibbs energies 
of formation can be estimated, due to the lack of information about its chemical 
structure, the ∆rG’oj is allowed to vary by ± 1000 kJ mol-1 by setting the lower and 
upper bound accordingly.
Overall, in the model of E. coli we could estimate standard Gibbs energies of 
reaction for 805 (87 %) of the 918 metabolic processes.
, Eq. 7
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The concentration-independent change in Gibbs energy accompanying metab-
olite transport, ∆rGtj, is due to (i) the transport of species ı between compartments 
with different pH value and the concomitant release or binding of protons caused 
by protonation or de-protonation of the transported species and (ii) the transloca-
tion of protons by proton sym-/anti-porters or proton pumps,
where ∆ᴪ is the transmembrane potential and F the Faraday’s constant 
(96.49 kC mol-1).
In case of the E. coli model we used a transmembrane potential between 
cytoplasm and extracellular space of 150 mV (23).
Finally, we defined lower and upper bounds for the concentration of each 
metabolite i. Typically intracellular metabolite concentrations vary between 
0.1 µM and 1 mM (24), which is chosen as default concentration range. For 
metabolites, for which actual concentration measurements are available in the 
literature (e.g. from metabolomics), these bound can be adjusted based on the 
minimal and maximum reported values.
In case of the E. coli model, experimental data were available for 112 metab-
olites, mainly metabolites of central carbon metabolism, amino acids, redox 
cofactors, oxygen or carbon dioxide (24–26). The measured raw data were repro-
cessed to consolidate the various datasets stemming from different papers to the 
same condition-dependent cell volume, using a dry weight - volume correlation 
of 0.0023 L gCDW-1 (25) and a condition-dependent cell volume (27). To account 
for measurement inaccuracies, the bounds were additionally extended by 25 %. 
The upper bounds of gases, such as CO2 and O2, were defined based on their 
maximal solubility at atmospheric pressure.
Step 4 | Model reduction
The Gibbs energy balance and the second law of thermodynamics create a 
nonlinear and nonconvex solution space. This fact, in combination with the large 
size of genome-scale metabolic models, poses significant computational chal-
lenges for the mathematical optimizations required in the regression analysis (i.e. 
model parametrization) and FBA simulations. To facilitate the convergence of 
these optimizations and reduce the computation time of certain analyses (e.g. 
variability analysis), a reduction in the number of reactions (and thus variables) 
is necessary without reducing the predictive capabilities of the model. For this 
model reduction, we first remove processes that can never carry a metabolic 
flux at specified experimental conditions (i.e. so-called blocked processes), and 
second identify linearly dependent processes, i.e. processes, which have fully 
coupled fluxes. Note, while the first measure resembles a true reduction in model 
, Eq. 10of'
t




G RT s x FSι ι
ι +≠





size, the second one just represents a reduction in the computational effort in the 
later analyses but retains the full scope of the model.
In preparation for the model reduction, we first define bounds for the rates of 
all metabolic j∈MET and exchange processes i∈EXG. As lower and upper bound 
for all metabolic processes j∈MET, we choose ± 500 mmol gCDW-1 h-1 assuming 
that all metabolic processes are in principle reversible. Then, we define a set of 
growth substrates that we want to investigate and products that cells can excrete 
as well as other mandatory required metabolites, such as CO2, O2, NH4, H2O 
etc., that can be exchanged by the cell, and define the bounds of the respec-
tive exchange processes accordingly (i.e. allow the exchange of the considered 
metabolites).
In the case of the E. coli model, we allowed for the uptake of acetate, fructose, 
galactose, gluconate, glucose, glycerol, pyruvate and succinate and for the 
production of acetate, ethanol, formate, fumerate, lactate and succinate.
Next, we adjust the bounds of the rates, vj∈MET, based on the extremes of the 
concomitant change in Gibbs energy. Therefore, we first determine the lower and 
upper bound of the Gibbs energies of reaction of all metabolic processes j∈MET,
If the Gibbs energy of reaction of a metabolic process is always negative, we set 
the lower bound of the respective flux to 0, enforcing a positive flux, and if the 
Gibbs energy of reaction is always positive we set the upper bound to 0, enforcing 
a positive flux:
Now, to implement the first aspect of the model reduction, using the defined 
and adjusted bounds of the rates vj∈MET and vi∈EXG together with the mass balance 
(Eq. 6), we formulate the solution space of the mass balanced reaction network,
To then identify processes (including both metabolic and exchange processes), 
which never can carry any flux, we perform flux variability analysis,
where we minimize and maximize the flux through each process. If in this 
analysis the minimum and the maximum fluxes of a process turn out to be both 
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zero, then we consider the respective process to be blocked for the set of experi-
mental conditions, and thus we remove it from the network.
To implement the second aspect of the model reduction, we have to identify 
linearly dependent processes (including both metabolic and exchange processes) 
using flux coupling analyses (28). Therefore, we determine the minimum and 
maximum flux ratios Rm,minn/max between any pair of rates vm and vn, 
Pairs, for which we find the minimum and maximum to be identical 
(Rm,minn = Rm,maxn), are classified as linearly dependent, and combined in one group of 
processes k. Note that if a process m is coupled to a process n, and m is coupled 
to a process o, then n is also coupled to o. Thus, in such cases, the flux ratio Rn/o 
does not need to be extra reviewed. Further, one group of processes k can contain 
more than two processes (and also both metabolic and exchange processes). Each 
metabolic j∈MET or exchange process i∈EXG in the group of processes k is 
coupled with the coupling constant rjk and rik, respectively.
In the case of the E. coli model, the optimizations formulated in Eq. 13 and 
Eq. 14 were implemented in the General Algebraic Modeling System (GAMS) 
(Release 24.2.2, GAMS Development Corporation, Washington, DC, USA) 
and solved using the linear programming solver CPLEX (IBM ILOG, Armonk, 
USA), where we used a feasibility tolerance (eprhs) of 1e-9, a optimality tolerance 
(epopt) of 1e-9, an absolute and relative stopping tolerance (epagap and epgap) of 
0 and otherwise default settings. Following the outlined workflow and using the 
above mentioned carbon sources, we identified 423 blocked reactions (primarily 
involved in the degradation of alternative (not considered) carbon sources and in 
cofactor and prosthetic group biosynthesis), reducing the stoichiometric network 
by 40 % from 1062 to 639 processes. For the second aspect, we found that the 639 
processes (after the first step) could be grouped in 439 sets of coupled processes 
(Fig. 3).
Figure 3 | Illustration of the two model reduction measures. The initial stoichiometric network, consisting 
of 918 metabolic (solid lines) and 144 exchange processes (dotted lines), could be reduced to 619 metabolic 
and 20 exchange processes by removing processes which can never carry a flux at specified conditions 
(depicted in grey). The remaining 639 processes could then be grouped into 439 groups of processes by iden-
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Step 5 | Formulation of the combined stoichiometric and
              thermodynamic model
The combined thermodynamic and stoichiometric constraint-based model, 
M(v,ln c,∆rG’o ) ≤ 0, consists of a set of equalities and inequalities of the variables 
v, the reaction rate of the metabolic j∈MET and exchange processes i∈EXG, ln c, 
the natural logarithm of the concentrations of each metabolite i, and ∆rG’o, the 
standard Gibbs energies of reaction of the metabolic processes j∈MET,
The above mentioned equations are: (i) the mass balance including pH-dependent 
charge and proton balances, (ii) the Gibbs energy balance, which ties the rates 
of Gibbs energy exchanged with the environment (through exchange processes 
i∈EXG) to the rates of Gibbs energy dissipated by metabolic processes j∈MET 
and to the cellular rate of Gibbs energy dissipation, gdiss, (iii) the definition of the 
transformed Gibbs energies of reaction and Gibbs energies of formation, (iv) the 
second law of thermodynamics for all metabolic processes j∈MET, assuming a 
fully reversible H2O transport. In our model, all metabolic processes are assumed 
to be in principle reversible and their directionality is only defined by the second 
law of thermodynamics. Note, we use here the natural logarithm of the metabo-
lite concentrations as model variable because then the formulation of the Gibbs 
energies becomes linear.
Since the standard Gibbs energies of reaction are implemented as variables 
(cf. Step 3), we have to state additionally that all ∆rG’oj have to be within the null 
space of the stoichiometric matrix Sij∈MET, (which only includes the stoichiometry 
of the metabolic processes j∈MET as exchange processes i∈MET are not phys-
iochemical processes and thus do not have a change in Gibbs energy). This null 
space constraint enforces the same thermodynamic reference state for all ∆rG’oj .
To remove redundant model equations, caused by the in Step 4 identified 
coupled processes, we reformulate the model M(v,ln c,∆rG’o ) ≤ 0 (Eq. 15) by 
replacing the flux v of every metabolic j∈MET or exchange process i∈EXG by 
the flux of the respective group of cellular processes group vgrp,
. Eq. 15{ }
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where rjk and rik are the coupling constants between the metabolic j∈MET and 
exchange processes i∈EXG and the groups of processes k∈METgrp (group of 
processes containing metabolic processes) and k∈EXGgrp (group of processes 
containing exchange processes) (note that one group of processes k can belong to 
both METgrp and EXGgrp if it contains both metabolic and exchange processes), 
ggkrp the average Gibbs energy dissipated by the group of reactions k, ∆rG’kgrp, 
the average change in Gibbs energy of the group of reactions k and ∆f G’kgrp the 
average Gibbs energy of formation of exchanged metabolites in the reaction 
group k. All average Gibbs energies of reaction groups are calculated as average 
over all processes in one group of processes weighted by the respective coupling 
constant.
Note, that while the mass and Gibbs energy balance is formulated using the 
group of processes k, to not lose any directionality constraints on individual 
metabolic processes j∈EXG, the second law of thermodynamics is still formu-
lated for every individual metabolic process. Further, this model strictly still 
only depends on the rates v, metabolite concentrations ln c and standard Gibbs 
energies of reaction ∆rG’o.
To cope with the computational challenges posed by this nonlinear and 
nonconvex model, such as local optima and slow convergence, we developed a 
multi-step strategy to solve the optimization problems (cf. Model parametriza-
tion and Flux balance analysis). This strategy requires a convex linear approxi-
mation of the combined thermodynamic and stoichiometric constraint-based 
model, Mgrp(v,ln c,∆rG’o ) ≤ 0,
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where *1/*2 and *3 indicate the approximated equations (see below). 
To this end, we approximate both sides of the nonlinear Gibbs energy balance 
by a linearization using McCormick envelopes (29). Specifically, we replaced for 
every group of processes k the nonlinear definition of the rate of dissipated and 
exchanged Gibbs energy,
by the McCormick envelopes,
Note that these McCormick envelopes are formulated using the lower and 
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3
bounds (as done in the model parametrization) improves the accuracy of the 
approximation.
Next, we replace the nonlinear formulation of the second law of thermody-
namics for every metabolic process j∈MET,
by a mixed-integer formulation,
where v+j, v-j, ∆rG’j +, and ∆rG’j- are positive auxiliary variables of the rate and Gibbs 
energy of reaction of the metabolic process j∈MET and bj a binary auxiliary 
variable indicating the directionality of the metabolic process j∈MET.
Model parametrization
To accurately predict metabolic phenotypes using flux balance analyses with the 
combined thermodynamic and stoichiometric model, we need to identify from 
experimental data (e.g. physiological rates and metabolite concentrations) three 
kinds of parameters: (i) the limiting rate of cellular Gibbs energy dissipation, 
gdl ii sms, (ii) a set of condition-independent bounds of the intracellular metabolite 
concentrations, ln cilo/up, and of the Gibbs energies of reaction, ∆rG’j lo/up, and (iii) 
thermodynamically consistent (i.e. with the same thermodynamic reference state) 
standard Gibbs energies of reaction, ∆rG’oj (i.e. a set of lower and upper bounds 
of the standard Gibbs energies of reaction, ∆rG’oj lo/up). We determine these values 
by regression and variability analyses from experimental data and the combined 
thermodynamic and stoichiometric model Mgrp(v,ln c,∆rG’o ) ≤ 0 (Eq. 16). To not 
bias the later FBA predictions by too tight bounds and to correctly determine the 
limiting rate of Gibbs energy dissipation, the experimental data should contain 
a range of diverse conditions (e.g. a series of different substrate uptake rates) 
and more importantly contain various conditions, in which cells are thought to 
operate at the limiting rate of Gibbs energy dissipation (i.e. excrete fermenta-
tion products). Note, that while the inclusion of measured intracellular metabolite 
concentrations gives more accuracy to the change in Gibbs energies of reaction, 
they are not crucial.
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In the case of the E. coli model, the experimental data consisted of (i) 
measured extracellular physiological rates v (i.e. growth, glucose uptake and 
acetate production rates) determined from glucose-limited chemostat cultures of 
E. coli MG1655 at seven different dilution rates, ranging from 0.05 to 0.6 h-1 (30) 
and (ii) standard Gibbs energies of reactions (including uncertainty), determined 
from the component contribution method (9) but no metabolite concentrations.
Step 1 | Determine the condition-dependent model variables by 
              regression analysis
To identify the limiting rate of cellular Gibbs energy dissipation and the condition-
independent variable bounds for ln ci, ∆rG’j  and ∆rG’oj , we first need to determine 
the condition-dependent model variables (i.e. v, ln c, ∆rG’o) of the combined ther-
modynamic and stoichiometric model Mgrp(v,ln c,∆rG’o ) ≤ 0 (Eq. 16) for every 
experimental condition by regression analysis. To this end, we formulate for each 
experimental condition d the solution space of the regression analysis, Ωreg,(d), as,
On the basis of the solution space Ωreg,(d) we formulate a regression analysis, 
in which we minimize for every condition d the average sum of squares, rssd(y) 
(Eq. 20), regularized by the Lasso method (31),
This regularization is done to prevent over- or underfitting the data as #nunk 
standard Gibbs energies of reaction could be estimated from the CCM and 
includes a regularization parameter α. This regularization parameter needs to be 
determined by model selection (cf. Chapter 2).
The average sum of squares (i.e. the loss of the model over the experimental 
training data) is defined as,
where vj and ∆rG’oj  are the model values, which correspond to the #nṽ and #n∆rG͂ 
measured/estimated quantities with means and standard error SE.
. Eq. 18 
. Eq. 19 
, Eq. 20 
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To solve the regression problems and predict the average sum of squares, 
rssd(y) (Eq. 19), we need to employ a two-step strategy. First, we solve the linear 
relaxation of each regression problem,
where Ωreg,lin,(d) is the approximation of the solution space,
The approximate solutions, rsslin,(d)(y*,lin) (Eq. 21), can then be used in the 
second step as start values to solve the original regression problem and predict 
the average sum of squares, rssd(y) (Eq. 19).
Here, the optimizations were implemented in GAMS. The linear relaxation of 
the regression problems in Eq. 21 were solved using the mixed integer program-
ming solver CPLEX, where we used a feasibility tolerance (eprhs) of 1e-9, an inte-
grality tolerance (epint) of 1e-9 and otherwise default settings. Further, to reduce 
the memory demands, we enabled the memoryemphasis option. The nonlinear 
optimization problems in Eq. 19 were solved using the global nonlinear solver 
ANTIGONE, where we used an absolute feasibility tolerance (feas_tolerance) 
of 1e-9, a time limit for an NLP solve (feas_soln_time_limit) of 4000, a relative 
stopping tolerance (rel_opt_tol) of 1e-6 with piecewise-linear partitioning 
(piecewise_linear_partitions) enabled and 50 partitioned quantities (max_parti-
tioned_quantities) and otherwise default settings. As secondary MIP solver, we 
used CPLEX, where we used identical setting as described above but an absolute 
and relative stopping tolerance (epagap and epgap) of 0.1. As secondary NLP 
solver, we used CONOPT3, where we used a limit on number of iterations with 
slow progress (LFNICR) of 100, a bound filter tolerance for solution values close 
to a bound (RTBND1) of 1e-9, a bound tolerance for defining variables as fixed 
(RTBNDT) of 1e-10, an upper bound on the value of a function value or Jacobian 
element (RTMAXJ) and upper bound on solution values and equation activity 
levels (RTMAXV) of 1e15, a minimum and maximum feasibility tolerance (after 
scaling) (RTNWMI and RTNWMA) of 5e-11 and 1e-9, a feasibility tolerance 
for triangular equations (RTNWTR) of 1e-9, an optimality tolerance for reduced 
gradient (RTREDG) of 1e-9, an unlimited memory factor for Hessian generation 
(RVHESS) and otherwise default settings.
, Eq. 21 
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Step 2 | Limiting rate in Gibbs energy dissipation and concentration and 
              Gibbs energy of reaction ranges
The limiting Gibbs energy dissipation rate and variable bounds can now be deter-
mined from the variable values of the regression solutions, y*(d). The limiting 
Gibbs energy dissipation rate, gdl ii sms, is determined from the median of Gibbs 
energy dissipation rates of experimental conditions thought to operate at the 
Gibbs energy dissipation limit (i.e. fermentative conditions) as,
where the superscript lim indicates the subset of the experimental conditions d, 
in which fermentation products were detected.
The standard Gibbs energies of formation can likewise be determined from 
the regression results as the extreme values observed across all experimental 
conditions d,
 
As multiple combinations of v and ln c can lead to the same optimal solution, 
we need to evaluate the solution space of the optimal solution of the regression, 
Ωreg,*,
To explore its edges and thus the possible extreme values of metabolite concen-
trations and Gibbs energies of reaction, we employ variability analysis. To this 
end, we determine the lower and upper values in the solution space for the two 
model quantities x, i.e. ln c and ∆rG’,
As start value for the variability analysis (Eq. 26), the optimal solution of the 
regression analysis, y*(d), identified in Step 1 of the model parametrization, can 
be used.
Based on the results of the variability analysis, we can then define the bounds 
for metabolite concentrations, ln c, and Gibbs energies of reaction, ∆rG’, as,
and
Here, the optimizations of the variability analyses (Eq. 26) were implemented in 
GAMS and solved using the global nonlinear programming solver ANTIGONE, 
, Eq. 23 
. Eq. 25 
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where we used identical settings as described in Step 1 of the model parametriza-
tion.
Flux balance analysis
To predict cellular phenotypes using flux balance analysis, we formulate the 
solution space as,
where the cellular Gibbs energy dissipation rate, gdiss, is constrained by the, in the 
model parametrization identified, limiting rate gdl ii sms and the metabolite concen-
trations, ln c, as well as the (standard) Gibbs energies of reaction, ∆rG’oj  and 
∆rG’j , by the, in the model parametrization identified, lower and upper bounds. 
The bounds for the rates vi∈EXG of metabolite exchange processes, need to be 
picked according to the desired predictions. E.g. the substrate uptake rate can be 
constrained if the physiology at a specific uptake rate should be predicted, or can 
be left unconstrained, if the maximal growth phenotype (i.e. growth in unlimited 
batch cultures) should be investigated.
This solution space can then be evaluated using mathematical optimization, 
where we maximize the formation of biomass (i.e. the growth rate, µ),
where the subscript * indicates the optimal solution for the variables with respect 
to an objective function (i.e. maximal growth rate) and the solution space ΩFBA.
To solve the flux balance analysis (Eq. 30), we need to employ a two-step 
multistart strategy, where we first solve a linear relaxation of the flux balance 
analysis problem,
where ΩFBA,lin is the approximation of the solution space,
While solving the linear relaxation of the flux balance analysis (Eq. 31) we 
generate x = 1000 values, yx,lin, in the approximated solution space, ΩFBA,lin (Eq. 32), 
which can then be used as start values to solve the original flux balance analysis 
. Eq. 32 
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problem (Eq. 31). These two steps need to be repeated until the objective function 
(i.e. predicted growth rate) does not increase for 50 consecutive iterations (i.e. 
50’000 start values).
Here, the optimizations were implemented in GAMS. The linear relaxation of 
the flux balance analysis (Eq. 31) was solved using the mixed integer program-
ming solver CPLEX, where we used identical settings as described for Step 1 
of the model parametrization. Multiple points in the approximated solution 
space, ΩFBA,lin (Eq. 32), were determined by solving the linear relaxation of the 
flux balance analysis problem (Eq. 31) using the CPLEX solution pool populate 
procedure aimed to generate a set of diverse solutions (solnpoolpop 2 and soln-
poolreplace 2). The nonlinear flux balance analysis problem (Eq. 30) was solved 
using CONOPT and identical settings as described in Step 1 of the model param-
etrization.
DISCUSSION
Genome-scale metabolic reconstructions become available for an ever growing 
number of organisms. Here, we present a framework how to convert any genome-
scale metabolic reconstruction into a combined thermodynamic and stoichio-
metric model, which can then be used to predict cellular physiologies using 
biomass maximization under the constraint of a limited cellular Gibbs energy 
dissipation rate. Given the limited amount of required input data and possible 
predictions with unpreceded precision and extent, we predict that this easy, 
hands-on guide will enable the widespread of this method and lead to a redis-
covery of flux balance analysis.
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A comprehensive description of the phenotypic changes during cellular aging is 
key towards unraveling its causal forces. Using recently developed experimental 
tools and model-based inference methods, here, we generated a comprehensive 
account of the metabolic changes during the entire replicative life of Saccharo-
myces cerevisiae. With age, we found decreasing metabolite levels, decreasing 
growth and substrate uptake rates accompanied by a switch from aerobic fermen-
tation to a respiratory metabolism, with increased glycerol and acetate production. 
The identification of intracellular metabolic fluxes revealed an increase in redox 
cofactor turnover, likely to combat the increased production of reactive oxygen 
species. The identified metabolic changes possibly reflect a dynamic adaptation 
to the age-associated, non-homeostatic increase in cell volume. With metabolism 
being an important factor of the cellular phenotype, this work complements our 
recent mapping of the transcriptomic and proteomic changes towards a holistic 
description of the cellular processes during aging.




Cellular aging is a complex multifactorial process affected by an intertwined 
network of effectors such as protein translation, protein quality control, mito-
chondrial dysfunction and metabolism (1–4). Disentangling cause and effect is 
a major challenge in aging research (5). A key requisite towards unraveling the 
causal forces of cellular aging is a comprehensive account of the concomitant 
phenotypic changes. In the replicatively aging budding yeast Saccharomyces 
cerevisiae, a common model for mitotic aging (6), unfortunately, the applica-
tion of cell ensemble-based omics methods has been difficult due to the rapid 
outgrowth of aging mother cells by the newly formed daughter cells. Through a 
novel cultivation technique, allowing us to generate large amounts of aged cells, 
we could recently perform proteome and transcriptome profiling throughout the 
whole lifespan of S. cerevisiae. There, on the basis of an identified gradually 
increasing uncoupling between protein and transcript levels of biogenesis-related 
genes, we conjectured that this uncoupling is one of the causal forces of aging 
(7). Furthermore, we found changes in metabolic protein expression and, consis-
tent with an earlier report (8), in metabolic gene expression, suggesting an altered 
metabolism with increasing replicative age. Here, exploiting the novel cultivation 
technique, metabolomics and model-based inference methods (9), we identified 
a metabolic shift during the replicative lifespan of S. cerevisiae. With this work, 
we complement our recent proteome and transcriptome profiling data with the 
corresponding metabolome, and generate a description of the functional pheno-
typic changes accompanied with cellular aging which ultimately lead to senes-
cence and cell cycle arrest.
RESULTS
Column-based cultivation to enrich aged mother cells
To generate large quantities of aged cells, required for the metabolic profiling, we 
used our earlier developed column-based cultivation technique. Here, biotinyl-
ated cells attached to streptavidin-conjugated iron beads are immobilized inside 
a column positioned in the center of a ring magnet. A continuous nutrient flow 
through the column removes emerging daughter cells, while largely retaining 
mother cells (Method 1) (7). Several columns operated in parallel, allowed 
harvesting cells at different time points, corresponding to cell age. At each 
harvesting, we obtained three samples differently enriched with aged mother cells; 
(1) from the column effluent, (2) from the column after an additional washing step, 
and (3) from the washing solution (in the following referred to as mix 1, 2 and 3) 
(Fig. 1). The exact sample composition (i.e. the fraction of mother, daughter and 
dead cells) was determined by flow cytometry using a combined dye-staining of 
propidium iodide and avidin–FITC. We then acquired the cell population-aver-
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aged intracellular metabolite concentrations and, to assess physiological param-
eters, measured the change in extracellular metabolites due to cell growth over 
a period of 3 h. To infer the aged mother cells’ metabolite levels, physiological 
parameters and intracellular metabolic fluxes from the mixed-sample measure-
ments, we employed different mathematical model-based methods (Fig. 1).
Figure 1 | Overview of the experimental and model-based analyses to determine the metabolite levels, 
physiological parameters and intracellular metabolic fluxes of replicatively aging budding yeast. 
Samples were harvested at various time points (corresponding to different cell ages) from a column-based 
cultivation system (7), designed to enrich aged mother cells. The fractional abundance of mother, daughter 
and dead cells in each sample was determined by flow cytometry and a combined dye-staining of propidium 
iodide and avidin–FITC. Aliquots were used to determine the intracellular metabolite concentrations, c̄i, 
by LC-MS/MS and the cell count, ncell(t), by flow cytometry, extracellular metabolites (i.e. substrates and 
products), cS(t) and cP(t), by HPLC and the integral of oxygen and carbon transfer rates, OTR and CTR 
(i.e. total consumed oxygen and produced carbon dioxide) by a Respiration Activity Monitoring System 
(RAMOS), in the mixed population samples. Next, the age-dependent intracellular metabolite concentra-
tions (ci ) were inferred from the acquired population-average data using non-negative least square regression 
(NNLS) and the physiological parameters (growth (µ) and metabolite exchange rates (q)) of mother (mo) 
and daughter (da) cells) from an ordinary differential equation (ODE) model. The inferred physiological 
parameters and intracellular metabolite levels of aged mother cells were then analyzed using a combined 
stoichiometric-thermodynamic metabolic model and regression analyses to obtain the intracellular metabolic 
flux distribution.
Intracellular metabolite concentrations decrease with proceeding cell age
The intracellular concentrations of 18 metabolites were quantified by LC-MS / MS 
in the differently mixed samples (i.e. mix 1, 2 and 3), taken at various time points 
(after 10, 20, 44 and 68 h). As these concentration measurements resembled the 
average concentration of metabolites originating from mother and daughter cells, 
we used non-negative linear regression to infer the metabolite concentration 
in each individual population, using the determined fractional abundances of 
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microfluidics and microscopy (Method 2 and 5 and Supplementary Fig. 1). To 
confirm the validity of the regression approach, where in general a good fitting 
was achieved (R2 = 0.89) (Supplementary Fig. 2a), we compared the concentra-
tions for daughter cells, inferred from the mixed population samples, with metab-
olite concentrations determined from young streptavidin-labeled cells. Here, we 
found an excellent agreement (R2 = 0.99) (Supplementary Fig. 2b).
Focusing on the intracellular metabolite dynamics in aging mother cells, we 
found that the concentrations of all quantified metabolites on average decreased 
to about 25 % of their initial values (Fig. 2a and Supplementary Fig. 2c). Remark-
ably, despite the drop in ATP levels, the adenylate energy charge was main-
tained between 0.8 and 0.95 (Supplementary Fig. 3), which corresponds to values 
of exponentially growing cultures (10). The drop in metabolic concentrations 
suggests that metabolic activities are globally decreased in aged cells and, as 
many metabolites have also regulatory function (11,12), the observed concentra-
tion changes are expected to lead to metabolic rearrangements.
Cells switch from a fermentative to a respiratory metabolism with age
To assess changes on the level of metabolic fluxes, we next determined the physi-
ological rates, i.e. growth, metabolite uptake and excretion rates of aging cells. 
At each time point (after 10, 20, 44 and 68 h), we measured the evolution of cell 
count and extracellular concentrations of glucose, pyruvate, acetate, glycerol and 
ethanol over a period of three hours in each harvested sample (i.e. mix 1, 2 and 3). 
The fractional abundance of each cell population was determined before and after 
that period. We used a second set of aliquots to measure the evolution of produced 
carbon dioxide and consumed oxygen using a Respiration Activity Monitoring 
System (RAMOS) (13). To infer the population-specific physiological rates from 
the mixed-population samples, we fitted the acquired dynamic data to an ordinary 
differential equation model, describing the changes of the biomass and extracel-
lular metabolite concentrations in the samples, due to mother and daughter cell 
growth and their respective metabolism (Method 3 and Supplementary Fig. 4). 
To assess the validity of the inference approach, we compared the physiological 
rates inferred for daughter cells to physiological rates obtained from unlabeled as 
well as from streptavidin-labeled cell cultures, both consisting of predominantly 
young cells. Here, we found a good agreement between the rates inferred for 
daughter cells and the rates obtained for both cultures containing young cells 
(Fig. 2b).
In aging cells, we found that the specific glucose uptake rate decreased drasti-
cally towards the end of their lifespan to almost 10 % of the value of young cells 
(Fig. 2b). This decrease was accompanied by a reduction of the growth rate, which 
we confirmed with single-cell measurements (Supplementary Fig. 5). Further-
more, while at a young age, cells showed a fermentative metabolic phenotype 
indicated by ethanol production and a low oxygen uptake rate (although oxygen 
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was sufficiently available in the setup (7)), with increasing age cells shifted 
towards a respiratory phenotype as indicated by an increase in oxygen uptake 
and reduced ethanol excretion (Fig. 2b). However, unlike a normal respiratory 
metabolism, where no byproducts would be excreted, up to half of the carbon 
influx was directed to glycerol and acetate excretion. The production of glycerol 
indicates a stress response (14) and acetate metabolism was linked to apoptosis 
(15). At the end of their lifespan (starting from time point 44 h), cells started 
to co-consume ethanol, produced by surrounding daughter cells. The identified 
stress responsive metabolism and decreased glucose uptake rate are consistent 
with signatures related to starvation and oxidative stress, as determined in our 
earlier proteome and transcriptome analysis (7).
Figure 2 | Changes in metabolite concentra-
tions and physiological parameters during 
cellular aging. (a) The intracellular metabolite 
concentrations of 18 metabolites at various cell 
ages were inferred from LC-MS/MS measure-
ments, cell volume measurements and the frac-
tional abundances of each cell population using 
non-linear least square regression. Grey dashed 
lines depict the change of intracellular metabo-
lite concentrations relative to concentrations 
inferred for daughter cells (i.e. young cells at an 
age of 0 h). The change in ATP concentration is 
highlighted in red. Supplementary Fig. 2c shows 
the data for each metabolite in absolute units. (b) 
The growth (µ), metabolite uptake and produc-
tion rates at various cell ages were obtained by 
measuring the evolution of cell count and extra-
cellular metabolites (including produced carbon 
dioxide and consumed oxygen) and fitting the 
acquired data to an ordinary differential equation 
model. A positive value indicates metabolite 
production and a negative uptake. To assess the 
validity of the inference approach physiolog-
ical rates were independently determined from 
unlabeled and streptavidin-labeled cell cultures 
(time point 0 h), consisting of predominantly 
young cells. The shading reflects the inverse of 
the relative uncertainty of the estimation (i.e. 
values which are depicted with a higher trans-
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Phenotypical metabolic changes are accompanied by drastic intracellular 
flux rearrangements
To infer the intracellular flux distributions from the acquired physiological data, 
we used a recently developed computational method (9). This method rests on a 
thermodynamic and stoichiometric model of cellular metabolism (as a function 
of metabolite concentration and metabolic flux) and was shown to yield predic-
tions in good agreement with 13C based metabolic flux analysis, while not relying 
on labelling data (9). The model consists of a mass balanced metabolic reaction 
network, including glycolysis, gluconeogenesis, tricarboxylic acid cycle, amino 
acid-, nucleotide-, sterol-synthesis and two reactions accounting for the NAD(P)
H demand required for scavenging of reactive oxygen species (ROS). The reaction 
directionalities are constrained by the associated changes in Gibbs energy, and 
the Gibbs energy dissipated by the sum of all metabolic processes is balanced 
with the Gibbs energy exchanged with the environment through exchange 
processes (i.e. the production and consumption of extracellular metabolites). 
Using this model and regression analysis, we analysed the inferred metabolite 
concentrations (Fig. 2a) and physiological rates (Fig. 2b) (Supplementary Fig. 6). 
Subsequently, we assessed the solution space of the regression solution by mini-
mizing the absolute sum of fluxes (16) to obtain the intracellular flux distribu-
tions during aging (Method 4).
The inferred intracellular flux rearrangements with age echo our findings 
from the extracellular physiology. Up until an age of 20 h the intracellular 
physiology depicted a fermentative phenotype with a low flux into the pentose 
phosphate pathway and a low flux in an incomplete tricarboxylic acid cycle as the 
majority of carbon was leaving glycolysis through the pyruvate decarboxylase 
towards ethanol. After 20 h, cells began to gradually shift towards a respiratory 
flux distribution, where an increasing proportion of the incoming carbon flux 
was directed into the pentose phosphate pathway and half of the carbon flux 
leaving the upper glycolysis going each towards glycerol excretion and through 
the lower glycolysis in the tricarboxylic acid cycle, while part of the carbon loss 
was compensated by the uptake of ethanol and pyruvate (Fig. 3).
Figure 3 | Redirection of intracellular metabolic fluxes during cellular aging. The flux distributions 
were obtained by minimizing the absolute sum of fluxes within the solution space of the regression analysis 
of the inferred intracellular metabolite concentrations and physiological rates. The thickness of the arrows 
corresponds to the absolute value of the fluxes, normalized to the glucose uptake rate. The grey dots show 
the intracellular metabolite concentrations inferred for cells of the respective age where the diameter corre-
sponds to the natural logarithm of the respective concentration. Note, that this flux map does not show the 
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This switch in metabolic operation was accompanied by an increased redox 
nucleotide turnover (Fig. 4). Up until an age of 20 h, the majority of NADH was 
generated in glycolysis and regenerated through the alcohol dehydrogenase. 
After the switch to respiration, the tricarboxylic acid cycle became the major 
source of NADH, which in turn was regenerated in the respiratory chain. During 
the first 20 h, NADPH turnover was low but after the switch towards respira-
tion NADPH was produced in the pentose phosphate pathway and through the 
aldehyde dehydrogenase. The increase in redox nucleotide turnover can be attrib-
uted to increased demands to combat emerging reactive oxygen species (ROS) 
(Fig. 4). Despite these dramatic changes in cofactor turnover, cells managed to 
maintain a constant NAD(P)H levels, as observed in age-spanning time-lapse 
analysis in single cells (Supplementary Fig. 7).
 
DISCUSSION
Here, we complemented our earlier generated transcriptome and proteome 
account during the replicative aging of the budding yeast Saccharomyces cere-
visiae, with the metabolic phenotype, inferred from cell ensemble measure-
ments. Next to globally decreased metabolite levels, we found that cells shift 
with age from a fermentative towards a respiratory phenotype accompanied by 
a decrease in growth and glucose uptake rate. We hypothesize that the increase 
in cellular volume with age (cf. Supplementary Fig. 1) is responsible for the 
observed decrease in the volumetric (i.e. dry weight specific) substrate influx. 


























































Figure 4 | The metabolic rear-
rangements with age are accom-
panied by shifts in redox cofactor 
turnover. The redox cofactor 
production and consumption rates 
(normalized by the respective 
glucose uptake rate) were obtained 
by minimizing the absolute sum 
of fluxes within the solution space 
of the regression analysis of the 
inferred intracellular metabolite 
concentrations and physiological 
rates. Reactions with a maximal 
turnover of < 0.5 mol molglc-1 were 
combined and depicted as various. 
Note, that we did not enforce the 
emergence of ROS, however, the 
model could fit the experimental 




trigger a switch towards a respiratory metabolism (11). Increased respiratory 
activity (Fig. 2b and 3) could then lead to an increased generation of reactive 
oxygen species (17) necessitating an increase in redox cofactor turnover (Fig. 
4) for ROS scavenging. This cascade of metabolic changes, likely induced by 
the non-homeostatic volume increases and the concomitant collapse in substrate 
uptake rate, might not only cause detrimental effects due to e.g. ROS production, 
but the reduced metabolic rates might also be responsible for the entry into senes-
cence, as it was recently shown that sufficiently high enough metabolic rates are 
necessary for cells to pass cell cycle start (18).
METHODS
Method 1 | Strain and cultivation conditions
The haploid prototrophic Saccharomyces cerevisiae strain, YSBN6 (MATa, FY3 
ho::HphMX4) (19), which is derived from S288c, was used in this study. All 
cultivations were performed using yeast nitrogen base (YNB) without amino 
acids (ForMedium, Norfolk, UK) supplemented with 2 % glucose at 30 °C and 
300 rpm, unless indicated differently.
Column-based cultivation of yeast cells and sampling
To generate large quantities of aged yeast cells, necessary to perform bulk 
measurements, we used a method, in which cells were immobilized on iron 
beads and trapped inside a column (7). Briefly, cells were labelled with biotin 
and linked to streptavidin-coated iron beads. This iron bead bound cell culture 
was then grown in a column, equipped with an iron grid, in which the beads 
(and the cells attached to them) were trapped by a magnet. A continuous medium 
flow through the column washed out most emerging daughter cells and kept the 
mother cells in a constant, nutrient-rich environment. With the used flow rate of 
170 mL h-1, the glucose concentration stayed almost constant (only dropped from 
21.7 to 20.1 g L-1) and the concentration of major byproducts (pyruvate, succinate, 
glycerol, acetate and ethanol) never exceeded 1 g L-1. Furthermore, the dissolved 
oxygen saturation never dropped below 75 %. The precise instrumental as well 
as experimental setup for the column-based cultivation and harvest can be found 
in (7).
As samples harvested from the column still resembled a mixture of mother, 
daughter and dead cells and any subsequent sorting step, aiming at an abso-
lutely pure mother cell fraction would have inherently led to a distortion of the 
metabolic phenotype, we opted for an approach also followed in our previous 
study (7), to computationally infer the phenotype of each subpopulation. Specifi-
cally, we generated at each aging time point three samples with different propor-
tions of mothers, daughter and dead cells (i.e. (1) from the column effluent, (2) 
from the column after an additional washing step, (3) from the washing solution 
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(in the following referred to as mix 1, 2 and 3)). After harvesting and before the 
respective analysis (and for the physiological characterization additionally at the 
end of the growth experiment), the cell count specific fractional abundance of 
each subpopulation in each sample was determined by flow cytometry and a 
combined dye-staining of propidium iodide and avidin – FITC. Later the metabo-
lite concentrations and the cellular physiologies of each individual cell population 
(i.e. mother, daughter and dead cells) were mathematically inferred from data 
originating from the mixed samples and the determined fractional abundance.
Method 2 | Inference of intracellular metabolite concentrations
Regeneration
To allow the cells to recover from any possible stress during the sampling 
procedure, all samples were transferred in an Erlenmeyer flask containing 10 mL 
medium, adjusted to a cell density of 2x107 cells mL-1 and incubated for 20 min at 
30 °C and 300 rpm prior analysis.
Sample preparation
A sample of 3x107 cells was taken from the Erlenmeyer flask and immedi-
ately quenched in 10 mL -40 °C methanol. The cells were separated from the 
organic solvent by centrifugation (5 min, 21’000 g, 4 °C), washed with 2 mL 
-40 °C methanol, separated again by centrifugation and stored at -80 °C. For the 
following analysis, the cell pellet was re-suspended in 900 µL -40 °C extraction 
buffer (methanol, acetonitrile and water, 4:4:2 v/v/v supplemented with 0.1 M 
formic acid) and an internal standard of 13C-labeled metabolites was added to 
the extraction. This standard was obtained and quantified from exponentially 
growing cell cultures prior to the experiment (20). The extraction was agitated 
for 10 min at room temperature and thereafter centrifuged at maximum speed. 
The supernatant was transferred to a new vial and the cell pellet re-suspended 
in 900 µL -40 °C extraction buffer and the extraction procedure was repeated a 
second time. The supernatants from both steps were combined and centrifuged 
for 45 min at 4 °C and 21’000 g to remove any remaining non soluble parts. There-
after, the supernatant was vacuum-dried at 45 °C for approximately 1.5 h and 
prior to the further analysis resolved in 200 µL water.
Measurement of intracellular metabolites
The extracted metabolite samples were analyzed using a UHPLC-MS/MS system. 
The chromatographic separation was performed on a Dionex Ultimate 3000 RS 
UHPLC (Dionex, Germering, Germany) equipped with a Waters Acquity UPLC 
HSS T3 ion pair column with precolumn (dimensions: 150 x 2.1 mm, particle 
size: 3 μm; Waters, Milford, MA, USA). The injection volume was 10 μL and 
the samples were permanently cooled at 4 °C. A binary solvent gradient was 
employed (0 min: 100 % A; 5 min: 100 % A 10 min: 98 % A; 11 min: 91 % A; 
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16 min: 91 % A; 18 min: 75 % A, 22 min: 75 % A; 22 min: 0 % A; 26 min: 0 % A; 
26 min: 100 % A; 30 min: 100 % A) at a flow rate of 0.35 mL min-1 where solvent 
A was composed of 5 % methanol in water v/v supplemented with 10 mM tribu-
tylamine, 15 mM acetic acid and 1 mM 3,5-heptanedione and isopropanole as 
solvent B. The detection was done using multiple reaction monitoring (MRM) 
on a MDS Sciex API365 tandem mass spectrometer, upgraded to EP10+ (Ionics, 
Bolton, Ontario, Canada) and equipped with a Turbo-Ionspray source (MDS 
Sciex, Nieuwerkerk aan den Ijssel, Netherlands) with the following source 
parameter: NEB (nebulizing gas, N2): 12 a.u., CUR (curtain gas, N2): 12 a.u., 
CAD (collision activated dissociation gas): 4 a.u., IS (ion spray voltage): −4,500 V, 
TEM (temperature): 500 °C.
Mathematical inference of intracellular metabolite concentrations of mother 
and daughter cells using non-negative least squares regression
The concentrations of intracellular metabolites were determined from samples 
harvested after 10, 20, 44, and 68 h. The samples were measured in 6 replicates 
and the average of this replicates was used for the mathematical inference. To 
validate the interference approach we independently determined the intracellular 
metabolite concentrations of biotin labeled cells before loading them onto the 
column.
The in each sample (with ncell cells) measured amount of metabolite, nmeas, 
contains metabolites originating from mother (mo) and daughter (da) cells. As 
dead cells were considered to be lysed and their metabolite content accordingly 
leaked into the medium, we assumed that their contribution to the total metabo-
lite pool can be neglected. With taking the respective volumes of mother and 
daughter cells (Method 5 and Supplementary Fig. 1), and the fractional abundance 
of each population into account, the amount of substance of each metabolite in 
each cell is given by,
where nmi, ej,aks is the measured amount of substance (unit mol) of the metabolite i in 
the sample j at the aging time point k, ncj,ekll the total amount of cells in the respec-
tive sample, αj,k and βj,k the cell count specific fractional abundance of mother and 
daughter cells, Vkmo and Vda the cell volume (unit L cell-1) of mother and daughter 
cells and cim,ko and cida the metabolite concentration (unit M) in mother and daughter 
cells. Note that cida and Vda are not indexed over the aging time points k, as we 
assumed that the daughter cell phenotype does not change over time (i.e. with 
proceeding mother cell age). To infer the intracellular metabolite concentrations 
ckmo and cda from the measurements, nmeas, we formulated a non-linear least square 
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where the matrix A contains all fractional volumes αj,k Vkmo and βj,k Vda in every 
sample j at every aging time point k, the vector c the unknown concentrations cim,ko 
and cida of the metabolite i in mother and daughter cells at every aging time point 
k and the vector n all metabolite measurements, nmi, ej,aks, normalized by the total 
amount of cells in the sample, ncj,ekll, in every sample j at every aging time point k.
The regression problem in Eq. 2 was implemented in MATLAB (Release 
R2013, MathWorks, Inc., Massachusetts, USA) and the unknown metabolite 
concentrations, c, in mother and daughter cells were identified using the function 
“lsqnonneg”. The uncertainty of the estimation was then determined by leave-
one-out cross-validation, where we one-by-one removed data points from the set 
and repeated the estimation procedure (Supplementary Fig. 2).
Method 3 | Inference of growth, metabolite uptake and production rates
The physiological parameters (i.e. growth, metabolite uptake and production 
rates) were determined from two independent experimental campaigns. In 
campaign I, samples were harvested after 20, 44 and 68 h and in campaign II 
after 10, 20, 44, and 68 h where the samples from campaign II were split and 
analyzed in duplicates. The three data sets of both campaigns were combined 
for the inference. Additionally, we determined the physiologies of biotin labeled 
cells (referred to as ‘0 h’) and unlabeled cells (referred to as ‘unlabeled’).
Batch cultivation conditions in minimal medium
The three samples obtained from the cultivation column (i.e. mix 1, 2 and 3) as 
well as the two reference samples (i.e. 0 h and unlabeled) were transferred each 
in a 250 mL Erlenmeyer flask (or RAMOS flasks) containing 25 mL medium, 
adjusted to a cell density of 2x107 cell mL-1, and incubated at 300 rpm and 30 °C.
Determination of cell dry weight from cell count
The cell count was measured every 20 min between 1 and 3 h after inoculation 
using a BD Accuri C6 flow cytometer (Becton, Dickinson and Company, Franklin 
Lakes, NJ). The samples were diluted with PBS at pH 7 to < 106 cells mL-1 and 
20 µL sample were counted at 'medium' flow. The FSC-H thresholds was set to 
80’000 in order to cut off most of the electronic noise. To correct the measured 
dry weight for the mass of iron beads in the sample, the iron beads were gated 
separately and counted as well. The data were analyzed using the Accuri CFlow 
Plus software.
Towards converting the measured cell counts to dry weight (biomass), we 
first determined the cell specific dry weight (i.e. the weight of one cell) of 
mother / dead, mmo/de, and daughter cells, mda. After 3 h, at the end of each batch 
cultivation, 20 mL of culture were filtered through a pre-weighed nitrocellulose 
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dried at 80 °C for two days and afterwards weighed again. The total weight of 
iron beads attached to mother cells (here we assumed that one mother cell is 
attached to one iron bead (7)) and free beads, which was determined from the 
counted number of iron beads in the sample and the weight of one individual 
bead, was subtracted from the total dry weight of each sample. The bead weight 
had been determined to be 8.49x10-13 g per bead by filtration and weighting of a 
known amount of beads. Next, the cell specific dry weight of mother/dead and 
daughter cells was inferred from the measured population-average dry weight in 
the samples, mmeas, by following a similar approach as done for the intracellular 
metabolite concentrations. Specifically, we assumed that dead cells (i.e. died 
mother cells) and mother cells have the same dry mass and that the dry mass of 
newly formed daughter cells does not change over the aging time points. Taking 
the fractional abundances of each cell population into account, the measured cell 
specific dry mass in each sample is given as,
where mj,mkeas is the measured population-average dry mass (unit g) after 3 h culti-
vation in the sample j at the aging time point k, ncj,ekll the total amount of cells in the 
respective sample, αj,k the cell count specific fraction of mother cells, γ j,k the cell 
count specific fraction of dead cells, mkmo/de the cell specific dry mass (unit g) of 
mother or dead cells, βj,k the cell count specific fraction of daughter cells and mda 
the cell specific dry mass (unit g) of daughter cells. Next, we formulated a least 
square regression problem of the form,
where the matrix A contains all fractional abundances αj,k + γj,k and βj,k in every 
sample j at every aging time point k, the vector m the unknown cell specific dry 
weights mkmo/de and mda at every aging time point k and the vector n all measured 
cell dry weights, mj,mkeas, normalized by the total amount of cells in the sample, 
ncj,ekll, in every sample j at every aging time point k. The regression problem in 
Eq. 4 was implemented in R (Release 3.2.0) and the unknown cell specific dry 
weights, m, of mother/dead and daughter cells were identified using the function 
“lm”.
The inferred cell specific dry weights of mother/dead and daughter cells were 
then used to convert the measured cell counts to dry weight. At the beginning 
of each cultivation (t = 0) the total dry weight, Xt = 0, is constituted of mother/dead 
and daughter cells, taking their fractional abundance into account, while in the 
following all new emerging cells are daughter cells. The total dry weight at every 
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where Xt,j,k is the dry weight of the mixed population sample j of the aging time 
point k at time t, αt = 0,j,k + γt = 0,j,k and βt = 0,j,k the cell count specific fractional abun-
dances of mother/dead and daughter cells at the beginning of the cultivation, 
nt = 0,j,k the cell count at the beginning of the cultivation and nt,j,k the cell count at 
the time t. Note that k refers to the cell age (i.e. aging time point) and t refers to 
the cultivation time at each aging time point (between 0 and 3 h).
Additionally, the inferred cell specific dry weights of mother/dead and daughter 
cells were used to convert the cell count specific fractional abundances, αj,k, βj,k, 
and γj,k, in the dry mass specific fractional abundances of mother, daughter and 
dead cells, αj,dwk, βj,dwk, and γj,dwk, in every sample j at every aging time point k:
Determination of glucose and extracellular metabolite concentration 
0.3 mL samples were taken every 20 min from 1 to 3 h after inoculation. To 
separate the cells from the medium, the samples were centrifuged at maximum 
speed for 3 min, the supernatant transferred onto a filter column (SpinX, pore size 
0.22 µm), again centrifuged at maximum spend and the flow through was further 
analyzed. The glucose, pyruvate, glycerol, acetate and ethanol concentration was 
detected using an Agilent 1290 LC HPLC system equipped with a Hi-Plex H 
column and 5 mM H2SO4 as eluent at a constant flow rate of 0.6 mL min-1. The 
injection volume was 10 µL and the column temperature was kept constant at 
60 °C. Glucose, glycerol, ethanol and acetate were detected by refractive index 
and pyruvate by UV (constant wave length of 210 nm) and the respective concen-
trations were determined using an external standard with known concentrations. 
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Determination of total consumed oxygen and produced carbon dioxide
The oxygen transfer rate (OTR) and carbon dioxide transfer rate (CTR) were 
determined from exhaust gas analysis using a respiration activity monitoring 
system (RAMOS) (13). The RAMOS measurement flask, containing 25 mL 
medium, was inoculated with 2x107 cell mL-1 and the cultivation conditions were 
identical to the batch cultures used to determine the other physiological param-
eters. One RAMOS measurement cycle encompassed a 10 min measuring phase 
and a 20 min rinsing phase. The total consumption of oxygen and the produc-
tion of carbon dioxide in a time interval were calculated from the mean of two 
consecutive OTR and CTR measurement cycles multiplied by the time.
Inference of growth, metabolite uptake and production rates of mother and 
daughter cells
To infer the physiological parameter of mother (mo), daughter (da) and dead 
(de) cells from the mixed population measurements, we formulated an ordinary 
differential equation model describing the dynamic change of biomass and extra-
cellular metabolites during the 3 h cultivation in each sample. To this end, we 
assumed that the physiology of daughter cells stays constant over all aging time 
points and that within the 3 h cultivation the physiology of the mother cells stays 
constant. Finally, due to the short experiment time the evaporation of water and 
metabolites was neglected. 
The total biomass in the sample is constituted of mother, dead and daughter 
cells and thus the differential mass balance can be formulated as, 
Due to the short experiment time (3 h) compared to their life span (> 50 h), we 
assumed that the amount of initial mother and dead cells stays constant (i.e. no 
new mother cells emerge and no mother cell die during the experiment). Thus, 
and
where Xj,k is the total biomass and Xj,mok  and Xj,dek  the biomass of mother and dead 
cells in sample j at the aging time point k.
From Eq. 9, Eq. 10 and Eq. 11 follows that the change in total biomass is only 
due to the change in daughter cell biomass, Xj,dak , which in turn can be either due to 
the emergence of new daughter cells originating from mother cells (i.e. budding 
, , ,0
dw dw dw
j k j k j k
d d d
dt dt dt
α β γ= + + . Eq. 9
, , ,( ) 0
mo dw
j k j k j k
d dX X
dt dt
α= = , Eq. 10
, , ,( ) 0
de dw
j k j k j k
d dX X
dt dt
γ= = , Eq. 11
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of mother cells) or originating from daughter cells (i.e. budding of daughter cells). 
Thus, the change of the total biomass is given as,
where µkmo is the growth rate (unit h-1) of mother cells and µda is the growth rate 
(unit h-1) of daughter cells.
Reformulating the partial derivatives in Eq. 10 and Eq. 11 yields the change in 
dry mass specific fractional abundance of mother and dead cells as,
and
and plugging Eq. 13 and Eq. 14 in the differential biomass balance (Eq. 9) yields 
the change in fractional abundance of daughter cells due to budding of mother 
and daughter cells as,
Next, the change in glucose concentration in the medium can be due to the 
uptake by mother and daughter cells as in,
where cglc,j,k is the measured glucose concentration (unit g gCDW-1 h-1) in sample 
j at the aging time point k, qS,mok and qSda the specific uptake rates of mother and 
daughter cells and YXSmo,k and YXSda the biomass yields (unit g gCDW-1) of mother and 
daughter cells.
In a similar way, the mass balance for oxygen, carbon dioxide and other 
fermentation products can be formulated:
,
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where qO2mo,k, qO2da, qPmo,k and qPda are the biomass specific oxygen uptake and product 
(including carbon dioxide) excretion rates (unit g gCDW-1 h-1) of mother and 
daughter cells at the aging time point k and YO2moS,k, YO2daS, YPSmo,k and YPSda the respec-
tive oxygen and product yields (unit g gCDW-1) of mother and daughter cells.
To increase robustness in the estimation, we stated that the mother and 
daughter cell physiology needs to fulfill the carbon balance within a certain 
range.
where qCS and qCP are the specific carbon uptake and excretion rates (unit 
C-mol gCDW-1 h-1) of mother and daughter cells.
All three datasets were combined into one parameter estimation problem 
subject to the Eq. 12 to 19. All parameters (including initial conditions) as well 
as the associated uncertainties were estimated using Maximum Likelihood esti-
mation implemented in the software gPROMS ModelBuilder (Release 4.0, PSE 
software systems) with the MINLP solver SRQPD where a constant variance 
(error model) was assumed for all measurements.
Method 4 | Inference of intracellular metabolic fluxes
Computational model of cellular metabolism
To determine the intracellular fluxes at different cell ages from the inferred 
metabolite concentrations and physiologies, we made use of a recently published 
computational inference method (9). This method rests on a combined thermo-
dynamic and stoichiometric network model of cellular operation, M(v, ln c) ≤ 0 
(Eq. 20), consisting of a mass balanced metabolic reaction network, in which the 
reaction directionalities are constraint by the associated changes in Gibbs energy 
– as a function of the metabolite concentrations c – through the 2nd law of thermo-
dynamics. Additionally, the Gibbs energy, which is dissipated through metabolic 
operation (i.e. the sum of all metabolic processes, MET) is balanced with the 
Gibbs energy exchanged with the environment through exchange processes (i.e. 
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where Sij is the stoichiometric coefficient of the ith reactant (i.e. metabolite) in 
reaction j, vj the rate of the reaction j (i.e. the flux through this reaction), ΔrG’j (ln c)
the Gibbs energy of reaction of the metabolic process j and Δf G’i (ln c) the Gibbs 
energy of formation of the reactant i.
The published, and here used, model for Saccharomyces cerevisiae encom-
passes the metabolic processes of glycolysis, gluconeogenesis, tricarboxylic acid 
cycle, amino acid-, nucleotide-, sterol-synthesis and considers the processes’ 
location in the cytosol, mitochondria and extracellular space. To account for 
cofactor turnover due to the combatting of reactive oxygen species, which 
is known to occur at high replicative ages (21), the model was extended by 
reactions describing the oxidation of NADH and NADPH through glutathione 
in the cytoplasm as well as the glutathione exchange (i.e. a sink and a source). 
This exchange does not represent any direct metabolic process but needed to be 
included since the glutathione metabolism is not part of this model.
nadh[c] + gthox[c] => nad[c] + (2) gthrd[c]
nadh[c] + gthox[c] => nad[c] + (2) gthrd[c]
                    gthox[c] <=>
                    gthrd[c] <=>
A more detailed description of this model and its implementation can be 
found in (9).
Regression analysis
Using this model and the inferred age-dependent metabolite concentrations and 
physiologies, we formulated a regression problem minimizing the weighted 
residual sum of squares, rss(y) (Eq. 21). As data we used (i) the inferred yields, 
Ỹi(k) (i∈PY means physiological yield), (ii) the inferred metabolite concentrations 
c͂ i(k) (i∈MC1∪i∈MC2 means metabolite concentration set 1 or 2 (see below)), 
both of daughter and aged mother cells at a replicate age of 0, 10, 20, 44 and 68 h 
and (iii) standard Gibbs energies of reaction, ∆rG͂j’o. The later were determined 
(including uncertainty) using the component contribution method (22) and as 
this was not possible for all standard Gibbs energies, to prevent overfitting, the 
regression was regularized by the Lasso method (23).
To ensure the same thermodynamic reference state (i.e. the same standard 
Gibbs energies of reactions) in all experimental conditions, we bundled all 




where #nY and #nc are the number of inferred yields and metabolite concentra-
tions, #nCCM the number of standard Gibbs energies of reaction, which could 
be estimated by the component contribution method and #nunk the number of 
reactions where no standard Gibbs energy of reaction could be calculated. The 
residuals were weighted by the respective prediction uncertainty, indicated by the 
superscript SE. Metabolites can occur in the cytoplasm and/or in the mitochon-
drial space (MC1 means metabolites occurring in one compartment and MC2 
means metabolites occurring in two compartments). Thus, we stated that the sum 
of the metabolite concentrations in the respective compartments, weighted by 
the fractional compartmental volume (0.9 for the cytoplasm and 0.1 for the mito-
chondrial space), had to be equal to the inferred (cell-averaging) concentration. 
Last, to facilitate the convergence of the optimization and for an easy conversion 
of reaction rates to yields, the glucose uptake rate, vglc-D_EX, was constraint to a 
value of 1 mmol gCDW-1 h-1.
The regression analysis was implemented in the mathematical programming 
system GAMS (GAMS Development Corporation. General Algebraic Modeling 
System (GAMS) Release 24.2.2. Washington, DC, USA).
Evaluation of the solution space
To obtain a picture of the intracellular flux distribution, we formulated the 
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Within this solution space we then minimized the ‘absolute sum of fluxes’,
The optimization problem in Eq. 23 was implemented in the mathematical 
 programming system GAMS (GAMS Development Corporation, General 
 Algebraic Modeling System, Release 24.2.2., Washington, DC, USA).
Method 5 | Determination of NAD(P)H concentration, budding rate and cell 
size using single cell analysis
Microscopy
For microscopy experiments, cells from exponentially growing batch cultures 
were used to load a microfluidic device (24,25). Individual cells were monitored 
using an inverted fluorescence microscope (Eclipse Ti-E; Nikon) housed in an 
custom-made microscope incubator (Life Imaging Services GmbH) that retained 
temperature constant at 30 °C. During the experiment, cells were continuously 
fed with fresh medium. An LED-based excitation system (pE2; CoolLED) was 
used for illumination, and images were recorded using either an Andor 897 
Ultra EX2 EM-CCD camera. NAD(P)H autofluorescence (excitation at 365 nm 
using a 357/44 nm filter and a 409 nm beam-splitter, 200 ms exposure time, 15 % 
light intensity, 435/40 nm emission, EM gain 1) was recorded every 60 min to 
minimize phototoxic effects, and brightfield images every 10 min to reliably 
track individual cells and determine their division times. A CSI S Fluor 40x Oil 
(NA = 1.3; Nikon) objective was used for NAD(P)H. Automated hardware (PFS; 
Nikon) was used for correction of axial focus fluctuations during imaging.
Image and data analysis
Cell segmentation for estimation of cell volume and fluorescence intensity took 
place in a semi-automated manner using the ImageJ plugin BudJ (26). For cell 
volume estimation, brightfield images captured with the 60x objective were used. 
Fluorescent intensity measurements were corrected for background fluorescence 
using the Rolling Ball Radius algorithm of ImageJ. For budding rate estimations 
on the basis of single-cells, the doubling time, td, (time from bud emergence to 
bud emergence) was measured for each cell in 60x brightfield images, and the 
budding rate for each doubling event (ln(2) td-1) was calculated.
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Supplementary Figure 1 | The cellular volume gradually increases with cellular age. Individual cells 
of Saccharomyces cerevisiae were tracked in a microfluidics device (24,25) and bright field images were 
recorded throughout their whole lifespan. The cellular volume was subsequently determined from the 
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Supplementary Figure 2 | Inference of intracellular concentrations of 18 metabolites with cell age. (a) 
The intracellular concentration of 18 metabolites in daughter and aging mother cells was inferred from data 
obtained in various mixed population samples using non-negative least square regression where we obtained 
an excellent fit. (b) To confirm the validity of inference method for intracellular metabolite concentrations, 
we determined the metabolite concentration of young streptavidin-labeled cells and compared them to the 
inferred metabolite concentrations of daughter cells, which, by definition, should have the same phenotype. 
Here, we found a good consensus, confirming our approach. (c) We found a drastic decrease of metabolite 
concentrations with cell age (starting from young daughter cells (da)) of all 18 metabolites: adenosindiphos-
phat (ADP), adenosinmonophosphat (AMP), aspartic acid (Asp), adenosintriphosphat (ATP), citric acid (Cit), 
dihyroxy acetone phosphate (DHAP), fructose 1,6-bisphosphate (FBP), fructose-6-phosphate (F6P), glucose-
1-phosphate (G1P), glucose-6-phosphate (G6P), glutamic acid (Glu), malic acid (Mal), phenylalanine (Phe), 
phosphoenolpyruvic acid (PEP), ribose-5-phosphate (R5P),  ribulose-5-phosphate (Ru5P), sedoheptulose-
7-phosphate (S7P) and succinic acid (Succ). The standard errors were determined by leave-one-out cross-
validation, where we one-by-one removed data points from the set and repeated the estimation procedure.
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Supplementary Figure 3 | The energy charge remains constant with cell age. Despite the vast decrease of 
the inferred concentrations of all three adenosin nucleotides with cell age, the energy charge was maintained 
between 0.8 and 0.95, which corresponds to values of exponentially growing cultures (10).
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Supplementary Figure 4 | Inference of physiological parameters from dynamic changes in extracellular 
metabolites. At each time point (after 10, 20, 44 and 68 h), we measured the evolution of cell count (which 
was converted to dry weight (i.e. biomass)) and extracellular concentrations of acetate, ethanol, glycerol, 
pyruvate and glucose over a period of three hours in each harvested sample (i.e. mix 1 (a), 2 (b) and 3(c)). The 
dry mass specific fractional abundance of each cell population was determined before and after that period. 
We used a second set of aliquots to measure the evolution of produced carbon dioxide and consumed oxygen 
using a Respiration Activity Monitoring System (RAMOS) (13). To infer the population-specific physiolog-
ical rates from the mixed-population samples, we fitted the acquired dynamic data to an ordinary differential 
equation model, describing the changes of the biomass and extracellular metabolite concentrations in the 
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Supplementary Figure 5 | The decreasing growth rate was confirmed using single cell analysis. The 
decreasing growth rate inferred with cell age was confirmed using microfluidics and microscopy. Cells from 
an exponentially growing batch culture were loaded onto a microfluidics device and monitored for > 70 h. The 
doubling time (time from bud emergence to next bud emergence) was measured for each cell in bright-field 
images, and the growth rate for each doubling event (ln(2) td-1) was calculated. Growth rates within 6 hours 
windows were averaged. Note, that the growth rate in Fig. 2b was inferred from the increase of biomass in 
the culture while here the growth rate is determined from the budding rate of individual cells. Because of the 
prolonged G1 phase of newborn cells, deviations in the absolute value are possible. Both methods, however, 
show a decrease in growth rate.
Supplementary Figure 6 | Results of the regression analysis using the combined thermodynamic and 
stoichiometric metabolic mode. The inferred extracellular metabolic rates (normalized by the respective 
glucose uptake rate) and intracellular metabolite concentrations of mother cell at an age of 0, 10, 20, 44 and 
68 h were analyzed using regression analysis and a combined thermodynamic and stoichiometric metabolic 
network model. Fitted values from this regression analysis versus inferred values; (a) extracellular rates and 
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4Supplementary Figure 7 | The intracellular NAD(P)H concentration remains constant with cell age. 
Individual cells of Saccharomyces cerevisiae were tracked in a microfluidics device and fluorescence images 
were recorded throughout their whole lifespan. The NAD(P)H concentration was inferred from the acquired 
autofluorescence (18).
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On our quest to understand and correctly predict cellular metabolic behaviors, 
we had previously identified the conjunction of growth maximization and an 
upper limit of cellular Gibbs energy dissipation rate as the principle thought to 
govern metabolic operation. While we could make correct predictions of cellular 
metabolism by preventing cellular operation to exceed a critical limit in Gibbs 
energy dissipation, a theory to interpret this limit remained elusive. Here, we 
explore several potential explanations. We conclude that, despite experimental 
evidence, the heat dissipated during metabolism is too little (or the heat transfer 
too rapid) to raise the intracellular temperature to levels at which they would 
be detrimental for cells. As an alternative, we derive a hypothesis stating that 
the observed limit results from intracellular nonthermal motion, which has been 
shown to be proportional to the energy dissipated during active metabolism. We 
speculate that this motion is induced by self-propelling enzymes, harvesting 
the energy from out-of-equilibrium chemical reactions. Exceeding the limit in 
Gibbs energy dissipation (and following our hypothesis the limit in the extent 
of nonthermal intracellular motion) would potentially have detrimental conse-
quences for cells, by e.g. disrupting gene regulation. Altogether, we here offer a 
mechanistic explanation for the observation that cellular metabolism is limited 
by its Gibbs energy dissipation rate.




One goal of systems biology is to understand the functioning of cellular systems 
such as metabolism. Building on this understanding, computational tools can 
then be devised to predict cellular behavior. One of the most widely used compu-
tational method to predict intracellular flux distributions is flux balance analysis, 
which rests on a mass balanced stoichiometric reaction network and an objective 
function. Since the advent of flux balance analysis, a key quest is to identify the 
right objective function and additional constraints allowing for the correct flux 
prediction across various conditions (1). We recently found such combination of 
objective function and constraints resting on a novel thermodynamic description 
of cellular operation.
Specifically, in Chapter 2 we determined the cellular Gibbs energy dissipation 
rate of metabolic operations during a variety of metabolic conditions of Saccha-
romyces cerevisiae and Escherichia coli from experimental data (i.e. physiolog-
ical rates and metabolite concentrations) obtained from chemostat cultures. Here, 
we found that the cellular Gibbs energy dissipation rate reaches a plateau, which 
coincides with the onset of ethanol or acetate excretion (i.e. the onset of fermen-
tation) (Fig. 1). Using this observed maximal Gibbs energy dissipation rate as 
additional constraint in flux balance analyses maximizing for biomass produc-
tion (i.e. growth), we obtained correct predictions of cellular metabolism. This 
included the shift from a respiratory towards a seemingly suboptimal fermen-
tative metabolism occurring with increasing glucose uptake rate, the maximal 
growth rate, intracellular flux distribution and even metabolite concentrations.
Figure 1 | Cellular Gibbs energy dissipation rate has an upper limit. The Gibbs energy dissipation rate, 
gdiss (black dots), as determined by regression analyses, reaches an upper limit, which coincides with the onset 
of aerobic fermentation (indicated by the grey shaded area). The rate of cellular Gibbs energy dissipation is 
defined as the sum of the rate of Gibbs energy exchange with the environment or as the sum of Gibbs energy 
dissipation rates of all metabolic processes.
While we computationally showed that growth maximization under the 
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lism-governing principle, a mechanistic interpretation of the Gibbs energy dissi-
pation limit is missing. In this work, we examine possible explanations and try to 
answer the question how this limit can be mechanistically understood.
Energy dissipation and heat conduction during active metabolism of indi-
vidual cells
The most intuitive explanation for the observed upper limit in the Gibbs energy 
dissipation rate is that all dissipated energy has the form of thermal energy and 
that the observed limit results from a limit in heat transfer. If this indeed would 
be the case, then, with increased metabolic activity, the temperature of the cell 
(or parts) would increase and metabolic operations would be limited by a critical 
temperature as rising above this critical temperature would have detrimental 
effects on e.g. the integrity of proteins or other macromolecules.
To assess intracellular temperatures, a variety of thermosensors based on e.g. 
thermosensitive dyes (2–5), polymer bound fluorophores (6,7), quantum dots (8) 
or green fluorescent protein (9) have been used. On the basis of such sensors, it has 
been suggested that local temperature gradients could exist within the subcellular 
environment and that the mitochondria, a place where we expect a high energy 
dissipation (as we identified the respiratory chain as contributing almost half of 
the total Gibbs energy dissipation at certain conditions (cf. Chapter 2 Fig. 6)), can 
have an elevated temperature of a few Kelvin (7), or even up to 10 K higher than 
the surrounding (5).
These experimental findings, however, are heavily questioned by thermody-
namic considerations using the heat diffusion equations (Eq. 1). Considering a 
steady-state system, where the heat is uniformly delivered within the cell (here 
approximated as sphere), the temperature gradient is given as,
where L is the size of the heat source (here the radius of a yeast cell, 2.2 µm), P 
the delivered power (here the identified Gibbs energy dissipation limit, 28 pW) 
and κ the thermal conductivity of the watery environment (here 1 W m-1 K-1). 
Solving Eq. 1, the energy dissipated through metabolic operation would only 
result in a temperature increase (i.e. a temperature gradient in reference to the 
surrounding) in the order of 10-6 K. Even accounting for variations in spatial (e.g. 
originating from scattered mitochondria) or temporal heat source variations or 
a finite thermal conductivity of membranes (i.e. the resistivity for the conduc-
tion of heat caused by the cell membrane) could not realistically explain this 
discrepancy (10). Thus, given the discrepancy of a factor of 106-107 to what was 
described experimentally, it is highly questionable that cells would be able to 
substantially raise their temperature by endogenous thermogenesis, given the 
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Energy dissipation and heat conduction during active metabolism in high 
cell density environments
Alternatively, as e.g. fermentation (a metabolic mode with high Gibbs energy 
dissipation rates) goes in hand with high substrate concentrations and high cell 
densities, it can be envisioned that ensembles of cells are constrained by their 
combined heat dissipation in order to not exceed a critical temperature increase 
of their surrounding; meaning that they are constrained by the heat transfer of 
said surrounding. This seems plausible since many microorganisms grow in 
biofilms with restricted heat and mass transfer (11). Furthermore, it was found 
that the (body) mass of all living organisms is universally proportional to their 
metabolic rate and thus energy dissipation. This concept, originally formulated 
for higher organisms, is known as Kleiber’s law (12) and extends to microor-
ganisms and even cell compartments (13). While the exact correlation coeffi-
cient and mechanism behind this phenomenon is still debated (14), some authors 
suggested that ultimately an upper boundary on the total energy dissipation (and 
thus metabolic rate) is imposed by a maximal capacity to dissipate heat (15,16).
However, due to different ambient temperature and geometry of the environ-
ment, the heat conductivity in the native surrounding of Escherichia coli growing 
in the intestine is vastly different to the one of Saccharomyces cerevisiae growing 
in e.g. grape juice, and yet both organisms evolved a similar biomass-specific, 
limit in cellular Gibbs energy dissipation (i.e. -3.7 kJ gCDW-1 h-1 in S. cerevisiae 
and -4.9 kJ gCDW-1 h-1 in E. coli, cf. Fig. 1). Thus, given the multitudes of different 
cellular environments with vastly different heat conduction properties, it seems 
unlikely that the combined energy dissipation of cells is the causal force behind 
the observed limit in cellular Gibbs energy dissipation rate as it is strikingly 
similar across (at least the two) organisms.
Active metabolism induces intracellular nonthermal fluctuations
Since neither the heat dissipation of an individual cell, nor the combined dissipa-
tion of cells growing in high cell density environments can serve as convincing 
explanation for the identified upper limit in the Gibbs energy dissipation rate, 
we next explore an alternative explanation. Specifically, we conjecture that the 
majority of energy dissipated during metabolic operations could have the form of 
kinetic energy, i.e. is dissipated in the form of mechanical work.
Molecular functions in cells, such as signaling, transport or metabolic 
processes, rely on microscopic random motion of molecules (i.e. diffusion). 
This intracellular motion was for a long time thought to be caused by Brownian 
motion, the random movement of suspended particles driven by thermal fluctua-
tions of the solvent (17), alone. However, Brownian motion is defined for a system 
at thermodynamic equilibrium, which is clearly not the case in living organisms.
By means of intracellular diffusion measurements, it has become increas-
ingly clear in recent years that, next to Brownian motion, metabolic operation 
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in cells induces additional nonthermal fluctuations that can appear surprisingly 
like Brownian motion but are of greater magnitude and can enhance intracel-
lular motion (18–21). These metabolism-induced nonthermal fluctuations were 
shown to be responsible for the fluidization of an otherwise glass-like cytoplasm 
and for allowing the diffusion of bigger macromolecules in the first place (22). 
Initially, it was suggested that the main driving force behind this nonthermal 
fluctuations is active gliding of macromolecules along the microtubule network 
(23,24), however, as we will derive in the following, recent studies point in the 
direction of a collective, directly metabolism related, driving force.
Specifically, a study of the in vivo jiggle of chromosomal loci in yeast and 
bacteria found a direct connection to metabolic activity (25). When cells were 
treated with sodium azide and 2-deoxyglucose, inhibiting the synthesis of ATP, 
the apparent diffusion coefficient of the observed chromosomal loci 84’ decreased 
by half compared to untreated cells, while cells only treated with sodium azide, 
allowing for the synthesis of some ATP through glycolysis, exhibited an inter-
mediate phenotype. Further, if the loci movement would only be due to thermal 
fluctuations, following the Einstein Smoluchowski relation, a linear relationship 
between the apparent diffusion coefficient and temperature would be expected. 
However, when varying the temperature, the apparent diffusion coefficient, as a 
function of temperature, failed to fit a linear curve but rather showed an exponen-
tial connection to temperature similar to the Arrhenius equations, which describes 
among others the influence of temperature on chemical reactions. Attempts to 
attribute these nonthermal fluctuations to one single molecular process, by selec-
tively inhibiting promising candidates, such as RNA polymerase or DNA gyrase, 
failed (26). Thus, it can be concluded that (i) nonthermal fluctuations, in addition 
to Brownian motion, exists in living cells, (ii) the extent of these fluctuations is 
proportional to the metabolic activity (and thus is correlating to some extent with 
Gibbs energy dissipation), and (iii) has no unique origin but is rather caused by 
the combined effect of all cellular processes, including metabolism.
Nonthermal fluctuations could be induced through self-propelling enzymes
The question is then how an active metabolism can induce nonthermal fluc-
tuations. Generally, nanoscale objects, including enzymes, can self-propel by 
harnessing the chemical free energy from the environment through substrate 
catalysis of out-of-equilibrium chemical reactions. For instance, it has been 
demonstrated that the energy arising from catalytic processes can drive the 
movement of asymmetric micro- and submicrometer particles by self-elec-
trophoresis, self-diffusiophoresis, and bubble propulsion (27,28). In fact, for a 
growing number of enzymes it was found that their rate of diffusion increases 
in a substrate-dependent manner during catalysis. Specifically, for urease and 
catalase, it was shown that the diffusion rate increases with increasing substrate 
concentrations, indicating, following Michaelis–Menten kinetics, a connection 
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to the reaction rate and thus Gibbs energy dissipation rate (29,30). While the 
exact physical cause of this self-propulsion has not been fully resolved yet, theo-
retical studies, using molecular dynamics simulations, showed that the enzymes 
protein kinase A, HIV-1 protease and adenylate kinase exhibit reciprocating 
motions and directional rotation induced through substrate binding during their 
catalytic cycle, which would lead to a self-propulsion. In fact, the authors argue 
that virtually any chiral molecule undergoing conformational transitions during 
catalysis should be expected to induce a directed motion (31).
Thus, we argue that enzymes likely self-propel during their catalytic cycle, 
fueled by the energy dissipated by catalyzed out-of-equilibrium chemical 
reactions. Due to the additional rotational Brownian motion of the enzyme, this 
propulsion does not result in a directed net movement but an increase in diffusion 
rate (i.e. the enzyme is constantly propelled in a changing random direction).
Further strengthening this argument, a recent study, using fluorescence corre-
lation spectroscopy, showed that the gradual, substrate-dependent enhancement 
in diffusion of four enzymes (catalase, urease, alkaline phosphatase and triose 
phosphate isomerase) correlates with the rate of the reaction and loosely with 
the released enthalpy during catalysis. Thus, effectively the heat released during 
catalysis was proposed as root of the increase in diffusion rate of the enzyme 
upon catalysis. To experimentally support their claim, the authors heated, using 
a short laser pulse, the catalytic center of catalase and were able to quantita-
tively reproduce a similar increase in diffusivity as observed during catalysis. 
As mechanism, the authors proposed that the heat released during each catalytic 
cycle causes a pressure wave and if the active side of the enzyme is asymmetri-
cally placed, this wave creates differential stress at the enzyme-solvent interface, 
which in turn propels the enzyme (32). While this is an appealing explanation it 
is only one among several and still needs to stand up to a theoretical validation.
Thus, the aforementioned proposed theory, here called boost in kinetic 
energy, and three others, self-thermophoresis, stochastic swimming and collec-
tive heating, which could all explain the connection of the increased diffusion 
rates of enzymes and the dissipated energy of the catalytic reaction, have been 
theoretically examined (33). The impact of self-thermophoresis was found to be 
15 orders of magnitude too low to account for the observed increase in diffusion 
rate and the impact of boost in kinetic energy 4 orders of magnitude too low. It 
was thus speculated that local heat released during catalysis could lead, through 
disruption of the tertiary structure, to conformational changes of the enzymes. 
These periodical conformational changes could have an impact on the diffusivity 
in the right order of magnitude. Thus, it seems possible that the energy dissi-
pated by an individual reaction could propel the catalyzing enzyme, which in 
turn would be responsible for the occurrence of nonthermal fluctuations in the 
cytoplasm proportional to the Gibbs energy dissipated by all cellular operations, 
which we claim to be a limiting factor that governs metabolism.
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Influence of nonthermal motion on biomolecular function
If the Gibbs energy dissipation during metabolic operation indeed induces 
nonthermal fluctuations, the last remaining questions is how these fluctuations 
can influence cellular processes and how they would ultimately pose a limitation.
Given the general importance of random motion for cellular processes, cyto-
plasmic fluctuations could represent a kind of microscopic mixing that is crucial 
for the distribution of key cellular machineries, such as ribosomes and protea-
somes, to facilitate efficient translation and degradation of proteins or ensure 
that actin monomers are in continual supply to rapidly growing filaments in the 
cell periphery (34). Furthermore, they might influence signal transmission by 
mechanically perturbing elements of the cytoskeleton, which have been specu-
lated to play a role in intracellular signaling (35).
Given the dependence of the nonthermal fluctuations on the metabolic rate, 
it was even speculated that the magnitude of nonthermal fluctuations might be 
a crucial readout of the metabolic status of a cell and a tool to regulate gene 
expression through mechanosensing pathways (36). In fact, in vitro studies of 
LacI mediated DNA looping, a key regulatory element of the lactose utiliza-
tion operon in Escherichia coli, showed that the association rate of DNA loop 
formation doubled through only an increase of fluctuations equivalent to 5 % of 
the thermal fluctuations from the ambient temperature (37). This high sensitivity 
of protein-mediated DNA looping, a ubiquitous motif for the transcriptional 
control of gene expression, to nonthermal fluctuations was shown as well in vivo 
by following the dynamics of quantum dot-labeled DNA (38).
Considering all the above mentioned multilayered mechanisms with which 
nonthermal fluctuations can influence cellular operations, it could be easily envi-
sioned that exceeding a critical limit could have detrimental consequences for the 
functioning of the cell by e.g. disrupting gene regulation or signaling pathways.
CONCLUSION
Here, we evaluated possible explanations on how the identified limit in cellular 
Gibbs energy dissipation rate could be understood and why this limit might 
exist. Despite experimental evidence, due to the rapid heat exchange with the 
environment, we conclude that cells likely are not limited by the heat released 
during metabolism. We rather consider it likely that during their catalytic cycle, 
enzymes exert work and are thus brought into motion (Fig. 2a). This motion leads 
to an increase in the diffusivity of biomolecules inside the cell (Fig. 2b). Notably, 
the introduction of additional cellular motion would increase the effective 
temperature inside the cell and could explain the described deviation between 
measured temperature and thermodynamic considerations (39). We can envision 
that an above-critical increase in non-thermal fluctuations (following an increase 
in metabolic activity and a high energy dissipation rate) could have detrimental 
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effects on cellular functioning (e.g. by disrupting gene regulation (Fig. 2c)), which 
the cells have evolved to avoid, by adhering to an upper limit in their energy 
dissipation rate.
Figure 2 | Proposed mechanistic explanation for the observed limit in cellular Gibbs energy dissipa-
tion rate thought to govern metabolic operations. (a) Catalytic active enzymes can harness the energy of 
out-of-equilibrium chemical reactions and self-propel during their catalytic cycle. (b) The sum of self-prolu-
sion of individual enzymes induces nonthermal intracellular fluctuations during active metabolism which 
globally increases intracellular diffusion rates. (c) An above-critical raise of intracellular fluctuations can 
lead to the disruption of important regulatory elements such as DNA loops.
While we here present a theoretical framework to understand the observed 
limit in energy dissipation the final (experimental) proof still needs to be estab-
lished.
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In Chapter 2 we constructed new metabolic models for Saccharomyces cere-
visiae (core metabolism) and Escherichia coli (genome-scale) resting on a mass 
and Gibbs energy balanced stoichiometric metabolic network reconstruction. 
With these models and experimental data (uptake- and consumption rates and 
intracellular metabolite concentrations in case of S. cerevisiae and uptake- and 
consumption rates in case of E. coli) we estimated the Gibbs energy dissipated 
by cellular operations at various conditions (i.e. different glucose uptake rates) 
by performing a regression analysis. Here we found that the Gibbs energy dissi-
pation rate reaches a plateau (i.e. has seemingly an upper limit) with increasing 
glucose uptake rates which coincides with the onset of fermentation.
When constraining otherwise normal flux balance analysis by this identified 
limit in cellular Gibbs energy dissipation and maximizing for biomass produc-
tion we could, both in S. cerevisiae and E. coli, correctly predict the switch, with 
increasing glucose uptake rates, from a fully respiratory metabolism towards a 
seemingly suboptimal fermentative metabolism as well as a maximal growth 
rate. With the E. coli model we could further predict the correct maximal growth 
phenotype (i.e. the growth rate expected in unlimited cultures) on a variety of 
carbon sources. Thus we conjectured that growth maximization constrained by 
a limited cellular Gibbs energy dissipation rate is the governing principle which 
shaped the evolution of cellular metabolism across organisms and carbon sources.
Given the excellent predictions, both in extent and accuracy, which can be 
obtained from only a few input data, in Chapter 3, we developed a detailed 
workflow how to construct such combined thermodynamic and stoichiometric 
models starting from any metabolic network reconstruction.
In Chapter 4 we further demonstrate the capabilities of this predictive method 
developed in Chapter 2 and 3 by inferring phenotypic changes (i.e. intra and extra-
cellular rates as well as intracellular metabolite concentrations) over the course 
of cell aging in S. cerevisiae. Here we found that cells switch with increasing age 
from a fermentative towards a respiratory metabolism, accompanied by drastic 
metabolic rearrangements.
Finally, we develop in Chapter 5 a mechanistic theory how Gibbs energy 
dissipation could limit cellular operation. We speculate that the dissipated energy 
has the form of kinetic energy and leads to a fluidization of the cytoplasm (i.e. 
increases intracellular motion). This motion, while at lower levels being benefi-
cial for cellular functioning, could have detrimental effects for the cells once a 
certain threshold (corresponding to the identified limit in energy dissipation) is 
exceeded, by e.g. disrupting gene regulation.
For future work we anticipate that the in Chapter 2 and 4 demonstrated 
potential of the here developed predictive method for cellular phenotypes, 
together with the detailed protocol in Chapter 3, will spark the development of 
new models for different organisms, as metabolic reconstructions are available 




further strengthen our conjecture that this principle universally holds across 
species. Here we can envision that this principle, although not covered in this 
thesis but standing to reason, could offer an explanation for the so called Warburg 
effect in cancerous cells.
Further the developed theory in Chapter 5 leads the way for an experimental 
conformation of the here, based on our computational analysis, conjectured 
metabolism governing principle. This could be done by examining the degree 
of intracellular fluidization (by determining intracellular diffusion coefficients 
in single cell experiments) at various conditions (i.e. substrate uptake rates). We 
postulate that, corresponding to the limit in cellular Gibbs energy dissipation, 
the degree of fluidization would reach a plateau with increasing substrate uptake 
rates.
In summery we here present a thermodynamic principle thought to govern 
metabolic operation. Based on this finding we develop a computational method 
to predict cellular phenotypes. This principle, although devised by a robust 
computational analysis and shown to yield predictions in good agreement with 




In hoofdstuk 2 hebben we nieuwe metabolische modellen ontwikkeld voor 
Saccharomyces cerevisiae (kernmetabolisme) en Escherichia coli (genoom-
schaal), gebaseerd op massa- en Gibbs-energiegebalanceerde stoichiometrische 
reconstructies van metabolische netwerken. Met deze modellen en experimentele 
data (opname- en consumptiesnelheden en intracellulaire metabolietconcentra-
ties in het geval van S. cerevisiae en opname- en consumptiesnelheden in het 
geval van E. coli) hebben we een schatting gemaakt van de energiedissipatie van 
cellulaire werking in verscheidene condities (verschillende glucoseopnamesnel-
heden) door het uitvoeren van een regressieanalyse. Hierbij vonden we dat de 
snelheid van de energiedissipatie een plateau bereikt (klaarblijkelijk heeft het 
een bovengrens) met toenemende glucoseopnamesnelheden, wat samenvalt met 
de aanvang van fermentatie.
Wanneer we een verder normale fluxbalansanalyse beperkten met deze 
gevonden limiet in cellulaire energiedissipatie en maximaliseerden voor biomas-
saproductie, konden we, zowel in S. cerevisiae als in E. coli, de omschakeling van 
een volledig respiratief metabolisme naar een schijnbaar suboptimaal fermen-
tatief metabolisme, alsmede de maximale groeisnelheid, correct voorspellen 
bij een toenemende glucoseopnamesnelheid. Met het E. coli-model konden we 
bovendien de maximale groeisnelheid (dat wil zeggen, de verwachte groeisnel-
heid in ongelimiteerde cultures) correct voorspellen bij een verscheidenheid aan 
koolstofbronnen. Dus we vermoeden dat groeimaximalisatie beperkt door een 
cellulaire energiedissipatielimiet, het sturende principe is dat de evolutie van het 
cellulaire metabolisme heeft vormgegeven in verschillende organismen en kool-
stofbronnen.
Gegeven de excellente voorspellingen, zowel in omvang als nauwkeurigheid, 
die verkregen kunnen worden uit slechts weinig data, ontwikkelden we in 
hoofdstuk 3 een gedetailleerde workflow voor het construeren van dergelijke 
gecombineerde thermodynamische en stoichiometrische modellen, beginnend 
met iedere willekeurige reconstructie van een metabolisch netwerk.
In hoofdstuk 4 demonstreren we de mogelijkheden van de voorspellende 
methode die we in hoofdstukken 2 en 3 ontwikkeld hebben, door het afleiden 
van fenotypische veranderingen (intra- en extracellulaire snelheden en intracel-
lulaire metabolietconcentraties) gedurende celveroudering in S. cerevisiae.  Hier 
vonden we dat cellen bij het ouder worden omschakelen van een fermentatief 
naar respiratief metabolisme, wat samengaat met drastische herschikkingen in 
het metabolisme.
Tenslotte ontwikkelen we in hoofdstuk 5 een mechanistische theorie over hoe 
energiedissipatie cellulaire werking zou kunnen beperken. We speculeren dat de 
gedissipeerde energie de vorm heeft van kinetische energie en leidt tot een fluïdi-
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satie van het cytoplasma (oftewel een toename in cellulaire beweging). Deze 
beweging, hoewel in beperkte mate juist voordelig voor het functioneren van 
de cel, kan schadelijke gevolgen hebben wanneer een bepaalde drempelwaarde 
(namelijk de geïdentificeerde limiet in energiedissipatie) wordt overschreden, 
bijvoorbeeld door het verstoren van genregulatie.
Samenvattend presenteren we hier een thermodynamisch principe waarvan 
we denken dat het leidend is voor metabolische werking. Gebaseerd op deze 
bevinding, ontwikkelen we een computationele voorspellende methode om 
cellulaire fenotypes te voorspellen. Ook al is dit principe gebaseerd op robuuste 
computationele analyse en is er aangetoond dat de voorspellingen in overeenk-
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