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ABSTRACT 
Sensing coverage is one of the key performance indicators of a large-scale sensor network. 
Sensing coverage holes may appear anywhere in the network field at any time due to random 
deployment, depletion of sensor battery power, or natural events in the deployment environ-
ment such as strong wind blowing some sensors away. Discovering the exact boundaries of 
coverage holes is important because it enables fast and efficient patching of coverage holes. 
In this thesis, we propose a framework of sensing coverage maintenance in sensor networks. 
In our framework, a sensor network consists of stationary and mobile sensors, where mobile 
sensors are used as patching hosts. We divide the coverage maintenance into two components: 
coverage hole discovery and coverage hole patching, and propose new solutions to both compo-
nents. (1) We present two efficient distributed algorithms that periodically discover the precise 
boundaries of coverage holes. Our algorithms can handle the case that the transmission range 
of a sensor is smaller than twice the sensing range of the sensor. This case is largely ignored by 
previous work. (2) We present an efficient hole patching algorithm, which runs in linear time, 
based on the knowledge of the precise boundary of each coverage hole. We further propose 
new solutions for looking up available patching hosts, and movement planning. 
We present rigorous mathematical proofs of the correctness of the proposed hole discovery 
algorithms. We also show the running time and the performance bound in terms of mobile 
sensors needed of our hole patching algorithm through solid mathematical analysis. 
Our simulation results show that our distributed discovery algorithms are much more effi-
cient than their centralized counterparts in terms of network overhead and total discovery time 
while still achieving the same correctness in discovering the boundaries of coverage holes. Fur-
thermore, our patching algorithm performs well in terms of number of mobile sensors needed 
viii 
with a linear running time, and our hole patching scheme can achieve fast hole patching time 
when moving mobile sensors in a parallel manner. 
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CHAPTER 1. INTRODUCTION 
Intensive research and development effort in recent years has help to fuel an increase in the 
deployment of wireless sensor networks. Sensor networks have been used in military battle-
fields, habitat monitoring, disaster rescue, etc. thanks to their low cost and ease of deployment. 
Since most sensor networks operate in an uncontrolled and harsh environment with very lim-
ited power supply, many fundamental system design issues as well as several unique research 
problems have risen. Among these problems, the sensing coverage problem is a paramount one 
because a sensor network is useless when it has a limited sensing coverage. 
Every sensor in a sensor network has a transmission range and a sensing range. The 
transmission range of a sensor is the maximum distance the sensor can send its data. The 
sensing range of a sensor is the maximum distance to a point that can be sensed by the sensor. 
A sensor network is typically deployed in a target field. A point in the target field is considered 
covered by a sensor if it can be sensed by the sensor (i.e., the point is within the sensing range 
of the sensor). The sensing coverage of a sensor is the area that can be covered by the sensor. 
The sensing coverage of the entire sensor network is the accumulation of the sensing areas 
of all sensors in the network. The sensing coverage problem is to ensure that the sensing 
coverage of a sensor network satisfies a given coverage requirement. In this thesis, we define 
the coverage requirement as that every point in the network field is covered by at least one 
sensor in the network (i.e., 1-coverage requirement). We define a coverage hole as a continuous 
area in which no points in the area satisfies the coverage requirement. In other words, any 
point in the coverage hole is not covered by any sensors in the network. 
Having a sensor network with no coverage hole is difficult due to several reasons. In order 
to ensure a 100% sensing coverage, one possible approach is to precisely deploy each sensor 
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in a sensor network so that the target field is completely covered. However, when the target 
field is hostile or unapproachable for a human being, or when the cost constraint makes it 
impossible for a precise deployment, random deployment becomes a feasible alternative. In 
random deployment, airplanes or other kinds of vehicles can be used to scatter sensors into the 
target field. Unfortunately, with random deployment, locations of sensors are not predictable. 
Sensors may cluster at some places while leaving coverage holes in some other places. This 
situation is undesirable. Furthermore, even if each sensor is carefully placed at a precise 
location, a coverage hole may still appears as time evolves. This is because some sensors may 
deplete their battery power faster than others do or a natural event may relocate or damage 
some sensors. For example, a gale of wind or running water may sweep away amote-level 
sensor. 
The presence of coverage holes in a sensor network arises performance and security issues. 
For instance, a surveillance system may miss critical events happening in the coverage holes. 
In a military application, enemies may take advantage of the coverage holes to avoid being 
detected, or even compromise the whole sensor network. Thus, maintaining the sensing cover-
age during the lifetime of a sensor network is one of most important issues in sensor networks. 
Existing work addressed this issue by detecting whether there exists a point in the target field 
that is not covered by any sensors. Mobile sensors are then told to relocate to cover such a 
point if any. To the best of our knowledge, no existing schemes besides our work 
find the precise boundary of coverage holes. We argue that the knowledge of the 
precise boundary of a coverage hole is important for fast and efficient patching of 
the coverage hole. In other words, without the knowledge of the coverage hole boundary, 
it is difficult to quickly and efficiently patch the network to a 100% coverage. Mobile sensors 
may relocate multiple rounds before reaching their final destination. 
1.1 Framework of Sensing Coverage Maintenance 
The objective of our sensing coverage maintenance is to maintain 1-coverage of a sensor 
network. Our framework adopts a reactive approach; it heals any coverage hole once it is 
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detected. Furthermore, our framework makes the network autonomous. It does not need 
support from any control center; the network itself will take care of its coverage breach. From 
a standpoint of functionality, sensing coverage maintenance consists of two major components, 
coverage hole discovery and hole patching. 
In the framework, the sensor network comprises of stationary sensors and mobile sensors. 
The mobile sensors can be used as patching hosts. At the beginning, all the mobile sensors 
are available for patching. As time evolves, if a mobile sensor is already used for patching 
some coverage hole, it is can not be used any more; i.e., it becomes unavailable for patching 
purpose. When the network performs hole discovery, only stationary sensors and the mobile 
sensors already used for patching participate. If a coverage hole is detected, the hole discovery 
component returns the precise boundary of the coverage hole. The hole patching component 
then takes over the task. 
The hole patching component consists of three phases: 
1. Find the minimum number of mobile sensors needed to patch the coverage hole, and 
destinations of those mobile sensors. We refer to this problem as the patching problem. 
2. Search for enough available mobile sensors close to the coverage hole. We refer to this 
problem as the searching problem. 
3. Move the available mobile sensors to the destinations in an efficient way such that it meets 
certain requirements and optimization goal. We refer to this problem as the movement 
planning problem. 
In this thesis, we present solutions to the both components. 
1.2 Coverage Hole Discovery 
The ability to discover the coverage hole (its boundary and location) is highly desirable 
because it offers the following two important advantages. First, it facilitates patching of a 
sensor network to a 100°~o coverage. An efficient patching algorithm can use the boundary 
information of a given hole to find as a small number of mobile sensors as possible to patch the 
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hole. This efficiency is not achievable when the exact boundary is not available. This is because 
without knowing exactly the hole boundary we may have to use either many more sensors or 
too few sensors than necessary. Second, exact boundary detection enables the estimation of the 
values of the sensing data inside a coverage hole provided that the sensing data have certain 
properties. For instance, the temperature in a target field is usually continuously distributed. 
If we know the exact boundary of a coverage hole and the temperature measured by all sensors 
on the hole boundary, we may be able to derive the temperature of various points inside the 
coverage hole. 
The general process for discovering the boundary of a coverage hole is as follows. The first 
step is to let each sensor detect whether itself is adjacent to any coverage hole. This can be 
done by inspecting its sensing circle (the perimeter of the sensing area) and all the sensing 
circles of its one-hop neighbors Huang and Tseng (2003); Huang et al. (2004). We call a sensor 
adjacent to a coverage hole a border sensor. After each sensor decided whether it is a border 
sensor or not, either a centralized approach or a distributed approach can be considered to find 
the boundary of the coverage hole. In the centralized approach, each border sensor reports 
to the sink node its location and the arcs) of a sensing perimeter that are not covered by its 
neighboring sensors. The sink node will then determine the boundary of each coverage hole 
based on information from all border sensors. The distributed approach does not require a 
border sensor to send a message to the sink node. However, it requires the border sensors 
surrounding the same coverage hole to collaborate to discover the boundary of the hole. 
1.3 Coverage Hole Patching 
After getting the exact boundary of coverage holes, we can start to patch the coverage 
holes. Recall that the hole patching component consists of three phases, and the first phase 
is to solve the patching problem. The patching problem can be characterized into the general 
geometric cover problem Hochbaum (1997), and thus, it is NP-complete. 
We propose an efficient approximation algorithm addressing the patching problem. Our 
algorithm is based on so-called honeycomb (regular hexagon) structure, which is known as the 
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best structure to cover a planar area. Our analysis shows that the algorithm runs in linear 
time and achieves a performance bound in terms of the number of mobile sensors needed. 
Our solution to the searching problem is based on a multicast technique similar to Location-
Based Multicast (LBM) Ko and Vaidya (1999, 2002). We provide two optimizations to LBM 
to make it efficient for our problem. 
Finally, we formulate the movement planning problem as weighted bipartite matching prob-
lem Ahujua et al. (1993) 1, and solve the problem with the hungarian algorithm. Furthermore, 
as improvements, we modifies the hungarian algorithm to meet different requirements and 
optimization goals. 
1.4 Contributions 
Our contributions in this thesis are as follows. 
1. We investigate the problem of discovering the exact boundary of a coverage hole in a 
sensor network given that the network is connected. 
2. We propose two efficient distributed algorithms to address the above problem. As long 
as the network is connected, our algorithms discover coverage holes regardless of whether 
the transmission range is at least twice the sensing range or not. The case when the 
transmission range is smaller than twice the sensing range is largely ignored by previous 
work. We provide proofs of the correctness of our distributed algorithms taking into 
account the relationship between the sensing range and the transmission range. We 
show via simulations that our distributed algorithms incur much less network overhead 
and less time to discover all coverage holes compared to a centralized algorithm. 
3. We propose a coverage hole patching algorithm that runs in linear time. We also give 
the bound of the performance in terms of the number of mobile sensors needed. The 
analysis shows that our algorithm produces approximately optimum results for certain 
hole boundary shapes when the size of the coverage holes goes to infinity. 
l It is also known as the assignment problem in some literature 
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4. We propose new solutions for searching for patching hosts and movement planning. 
The rest of the thesis is organized as follows. We present the literature review of the work 
in this area in Chapter 2. We present our algorithms for discovering the boundaries of coverage 
holes in Chapter 3. Chapter 4 gives rigorous mathematical proofs of the correctness of our 
hole discovery algorithms. We discuss our solutions to all the three phases of the hole patching 
component in Chapter 5. Chapter 6 gives the simulation results regarding our algorithms, and 
Chapter 7 concludes our work. 
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CHAPTER 2. LITERATURE REVIEW 
The coverage problem is one of the oldest research problems in sensor networks. Meguerdichian 
et al. investigated the problem of finding the maximum breach path and the maximum 
support path in a sensor network by utilizing Voronoi diagram and Delaunay triangula-
tion Meguerdichian et al. (2001). The maximum breach path is the path across the network 
that a moving object will be least "observed" by the network if travelling along this path. The 
maximum support path is the opposite. Huang et al. proposed a centralized scheme to detect 
whether any point in a target field is covered by a sensor or not Huang and Tseng (2003); 
Huang et al. (2004). In other words, their work determines whether there exists a coverage 
hole, but does not identify the boundary of the hole. Their idea is to inspect the sensing circle 
of each sensor and determine whether all points on the sensing circle are covered by other 
sensors. Our work employs a similar approach to decide whether a sensor is a border sensor. 
However, our work aims at finding the boundary of a coverage hole, not only deciding whether 
there is a coverage hole. Besides, their algorithm adopts a centralized approach. 
Many studies Zhou et al. (2004); Xing et al. (2005); Wang et al. (2003b); Gupta et al. 
(2003); Zhang and Hou (2005) on the coverage problem also consider the connectivity of the 
sensor network. These studies share a common motivation to select a subset of sensors from 
the entire set of sensors in the network to be active sensors such that the sub-network formed 
by the active sensors is connected and satisfies a specific coverage requirement. Thus, the 
precious energy of sensors is well utilized. The lifetime of the network is also prolonged. Their 
assumptions are that the network is over-deployed, and if all the sensors are active, the coverage 
requirement is satisfied. However, because of random deployment, we may not easily eliminate 
the probability of existence of coverage holes even if we deploy more than enough sensors. 
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Furthermore, natural events may suddenly produce a coverage hole. Our work focusing on 
finding the boundaries of the coverage holes is complementary to these works. 
Wang et al. Wang et al. (2003a) presented a mixed network architecture with stationary 
sensors and mobile sensors. In their work, when a stationary sensor detects that its Voronoi cell 
is not completely covered, it sends a bid to the closest mobile sensor. A mobile sensor responses 
to the stationary sensor giving the highest bid. In Wang et al. (2004), Wang et al. utilized only 
mobile sensors. When a mobile sensor finds that its Voronoi cell is not completely covered, it 
will move to a new location to better cover its Voronoi cell. Ghosh et al. adopted atwo-step 
sensor deployment process Ghosh (2004). In the first step, a large number of stationary sensors 
are deployed. If any sensor finds that its Voronoi cell is not completely covered, it calculates 
whether additional mobile sensors should be deployed around its Voronoi vertices, and reports 
this finding to the sink node. In the second step, a small number of mobile sensors are deployed 
for patching purpose. Our work is distinct from these works in that all of these schemes employ 
Voronoi diagrams to estimate coverage holes, but none of these techniques attempts to discover 
the exact boundaries of the coverage holes. One limitation of the Voronoi diagram approach is 
that if the transmission range is too small compared to the sensing range, a sensor may not be 
able to calculate its Voronoi cell correctly based on its local information. Furthermore, all of 
these schemes intend to maximize the coverage, but do not attempt to guarantee a complete 
coverage. 
Christ and et al. Christ and Muhammad (2005) proposed a solution to detect the existence 
of coverage holes. Their solution is significantly different from the Voronoi diagram approach. 
The authors applied the homology theory to the sensor network research, and their solutions 
assumed least information known to each sensor; for example, each sensor does not know its 
location or own orientation capability. However, their criterion for cover hole is sufficient, but 
not necessary, and thus they may give false negative results. Furthermore, they did not give a 
distributed solution. 
All the aforementioned schemes do not give the precise boundary of a coverage 
hole. It is very difficult to patch a sensor network to a 100% coverage in a fast and efficient 
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way without knowing the precise boundary of coverage holes. Wang et al.'s solutions patch 
the sensor network round by round Wang et al. (2003a, 2004), which may incur a large delay 
in a large-scale sensor network. Besides, a patching mobile sensor may move multiple times 
before it settles down. Their algorithm Wang et al. (2004) does not necessarily terminate with 
a 100% coverage even though there are enough mobile sensors. 
Given the boundary of a coverage hole, the patching problem can be characterized into 
the general geometric cover problem Hochbaum (1997), and thus, it is NP-complete. Refer-
ence Kershner (1939) indicated that the best structure to completely cover a planar region is 
honeycomb structures. Honeycomb structures have been used in frequency reuse for cellular 
phone network Bi et al. (2001) for decades. However, to the best of our knowledge, no 
previous work used this structure to solve the patching problem in sensor networks. 
To search for available mobile sensors to patch a coverage hole, we need efficient look-up 
mechanisms. In Reference Wang et al. (2003a), a mobile sensor broadcasts its location locally, 
and thus static sensors may send their patching requests to the mobile sensors when necessary. 
However, a static sensor whose Voronoi cell is not completely covered may not be able to find 
an available mobile sensors because no mobile sensor is present locally. Wang et al. Wang et al. 
(2005) proposed acrid-Quorum solution to find available mobile sensors. However, if a grid 
resides entirely in the coverage hole, their approach needs be modified to route the query for 
available mobile sensors around the hole, which incurs additional overhead. Recent Geocast 
protocols Maihofer (2004) can also be used to reduce the search overhead. Geocast protocols 
are a spectrum of multicast protocols that deliver messages to a given geographical region. 
Location Based Multicast (LBM) Ko and Vaidya (1999) is a flooding based Geocast protocol. 
LBM defines a destination region and a forwarding zone. Any node within the forwarding 
zone will broadcast a message it receives if the message is not duplicated. Anode outside 
the forwarding zone will discard any message it receives. We optimize LBM to make it more 
efficient for our searching problem. 
To assign mobile sensors to their destination, a good movement plan should satisfy specific 
optimization goals. Wang et al. Wang et al. (2005) proposed a cascaded movement plan 
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that balances the total energy consumption and minimum remaining energy. However, their 
method only addresses the problem of moving one mobile sensor to its target location. On 
the contrary, we formulate our movement planning problem as a weighted bipartite matching 
problem Ahujua et al. (1993), which enables us to move several mobile sensors to different 
locations in parallel. The weighted bipartite matching problem is a special case of a minimum 
cost flow problem, and has applications in many fields, such as in Robotics Broucke (2003) and 
Peer to Peer computing Amini et al. (2004) . 
Another interesting solution to mobile sensor deployment is proposed in Wu and Yang 
(2005) . The work applies the concept of load balancing and scan from parallel computing. 
This scheme partitions a rectangular sensing target field into a number of smaller 2D grids 
through clustering. After two rounds of scans, all the mobile sensors are evenly distributed 
among these clusters, which implies a complete coverage. However, this scheme needs to deploy 
many unnecessary sensors since it assumes that the sensing range r = ~x, where the cluster 
size is x ~ x. 
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CHAPTER 3. COVERAGE HOLE DISCOVERY 
3.1 Terminologies 
We assume a 2-D plane target field. As we mentioned before, every sensor has a trans-
mission range and a sensing range. We assume that the transmission range and the sensing 
range are the same in all directions. This means that the scope within which a sensor can 
communicate or read sensing data is a perfect disc centered at the sensor. We give following 
definitions: 
Definition 1 The sensing circle is the circle centered at a sensor with the radius equal to 
the sensor's sensing range. The sensing disc is the area enclosed by the sensing circle. The 
transmission circle is the circle centered at a sensor with the radius equal to the sensor's 
transmission range. 
Definition 2 If a point in the target field can be sensed by a sensor in the network, the point 
is called covered by the network. 
Definition 2 can be generalized to a k-covered case, i.e., if a point in the target field can be 
sensed by at least k(k > 1) sensors, the point is called k-covered by the network. 
Definition 3 If any point in the target field is covered by the sensor network, then the whole 
target field is covered by the network. 
Similarly, we can define a k-covered (k > 1) target field, in which every point is k-covered by 
the network. 
Definition 4 A coverage hole is a continuous area in which no point satisfies coverage re-
quirements, for instance, 1-coverage or k —coverage (k > 1). 
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Definition 5 The neighbors of a sensor are the sensors within the transmission range of the 
sensor; i. e., a sensor can send data to its neighbors directly. Neighbors are also referred as 
one-hop neighbors. 
Definition 6 An orifice of a sensor is an arc on its sensing circle that are not covered by any 
other sensor. 
Definition 7 A boundary of a coverage hole is a list of connected orifices that are adjacent to 
the coverage hole. 
3.2 Problem Statement and Assumptions 
Our problem is to discover the enact boundaries of coverage holes with respect to 
1 -coverage. Our work is based on the following assumptions. 
1. Each sensor knows its exact location via a positioning system such as GPS or non-GPS 
localization methods; each sensor also knows the boundary of the target field. 
2. The network is connected. 
3. All sensors have the same sensing range denoted as Rs. All sensors have the same 
transmission range denoted as Rt . 
These assumptions have also been used in previous work mentioned in the literature review. 
3.3 Distributed Hole Discovery Algorithms 
Recall that coverage holes may appear right after a random deployment and at any time 
during the lifetime of a sensor network. Therefore, our coverage hole discovery algorithms run 
periodically based on apre-determined time interval T. We call T the discovery interval. The 
discovery interval T is determined by the tolerance of the network to coverage holes, and thus is 
application-dependent. Applications that require stringent coverage all the time should use a 
small value for T. In our algorithms, each sensor only needs to know its one-hop neighbors. At 
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the beginning of a discovery interval, each sensor broadcasts a Hello message to its neighbors, 
and this message includes the sensor's coordinate. 
The first step for coverage hole discovery is to let each sensor determine whether it is 
adjacent to any coverage hole (i.e., whether it is a border sensor). Next, a list of border sensors 
that form the boundary of a coverage hole needs to be found. We have two approaches for 
this step. In the centralized approach, border sensors report to the sink node; the sink node 
then determines the list of border sensors of each coverage hole after receiving information 
from all the border sensors of all the coverage holes in the network. On the other hand, in the 
distributed approach, the discovery of multiple boundaries of coverage holes in the network 
is done simultaneously. All the border sensors on a hole boundary of a given hole exchange 
hole-discovery messages. Finally, some sensors on the hole boundary obtain the boundary 
information about the coverage hole. We provide the details of our distributed algorithms 
below. 
3.3.1 Orifice discovery 
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Figure 3.1 Illustration of orifice. 
This step is the first step of our algorithms. Each sensor determines whether it is adjacent 
to any coverage hole. After a sensor gets its neighbor's location, it calculates the distance 
between itself and each of its neighbors. Based on these distances, the sensor can determine 
the intersection points of its sensing circle with each of its neighbors' sensing circles, and arcs 
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that are covered by its neighbors' sensing discsl . After that, the arcs that are not covered 
by any neighbor's sensing disc need to be identified. Recall that we call an uncovered arc an 
orifice. 
In Figure 3.1, sensor A has four neighbors, i.e., sensors B,C,D, and E. Sensor A has one 
orifice. An orifice has two endpoints: start point and end point. The start point and the end 
point are defined in the following way. Consider sensor A. We traverse the sensor's sensing 
circle counter-clockwise from one endpoint to the other. If the traversal passes the orifice, the 
first endpoint of the orifice is the start point, and the second endpoint is the end point. In 
Figure 3.1, s is the start point of the orifice se, and e is the end point. We also define the start 
angle of an orifice as the angle between the line connecting the start point of the orifice with 
the origin and the positive x-axis. We define the end angle of an orifice as the angle between 
the line connecting the end point of the orifice with the origin and the positive x-axis. The 
middle angle of an orifice is the average of the start angle and the end angle of the orifice. The 
start neighbor of an orifice is the neighbor whose sensing circle intersects the sensor's sensing 
circle at the start point, and the end neighbor of an orifice is the neighbor whose sensing circle 
intersects the sensor's sensing circle at the end point. In Figure 3.1, the start neighbor and end 
neighbor of the orifice se are sensor B and sensor C, respectively. If a sensor finds an orifice 
on its sensing circle, it concludes that it is adjacent to a coverage hole. In other words, this 
sensor knows that it is a border sensor. The sensor keeps information about all the orifices it 
has found. 
Algorithm discOrifice calculates whether the sensor has orifices and records any orifice 
found. Each sensor maintains an orifice list. Each element of the orifice list represents an 
orifice, and it contains the start angle, end angle, start neighbor, and end neighbor of the 
orifice. The algorithm first sorts all the covered arcs by their start angles into a list, and then 
scans the list. Let startAngles denote the start angle. Let c~crEndAngle denote the end angle 
that has been reached so far. 
As long as we know all the border sensors of a coverage hole, we may start to discover 
1Some neighbors's sensing circle may not intersect with its sensing circle 
15 
Algorithm 3.3.1 discOrifice 
1: reset the orifice list to empty 
2: sort all the covered arcs by their start startAngles 
3: curEndAngle F- 0 
4: for each covered arci do 
5: if EndAnglei > curEndAngle then 
6: curEndAngle f- EndAngle2
7: if StartAnglei > curEndAngle then 
8: Add orifice [curEndAngle, StartAngle] to the orifice list 
the boundaries of coverage holes. There are two kinds of coverage holes: closed coverage holes 
and open coverage holes. Figure 3.2 shows examples of closed coverage holes. The dark grey 
areas in this figure represent coverage holes whereas the white areas are completely covered by 
the network. As can be seen, closed coverage holes are located inside a boundary formed by 
border sensors, or a boundary formed by border sensors and the boundary of the target field. 
Figure 3.3 shows examples of open coverage holes. Open coverage holes are located outside a 
boundary formed by border sensors. 
Figure 3.2 Closed coverage holes. Figure 3.3 Open coverage hole. 
One important consideration for the sensing coverage problem is that the relationship 
between the sensing range (RS ) and transmission range (Rt ) can make a difference fora dis-
tributed discovery algorithm. Many of previous works assume that transmission range is twice 
the sensing range, i.e., Rt > 2RS. However, this is not always true in reality. References 
Wang et al. (2003b); Zhang and Hou (2005) both prove that if Rt > 2RS, coverage implies 
connectivity. Furthermore, the condition Rt > 2RS means that if the two sensors' sensing circle 
intervenes, they are able to communicate with each other. On the other hand, if Rt < 2RS , 
two neighboring sensors may not be aware that their sensing circles intervene based on their 
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local information. This complicates the distributed coverage hole discovery algorithm. In the 
following, we first show our distributed discovery algorithm for the case that Rt > 2RS , which 
is followed by an algorithm for the case that Rt < 2RS. 
3.3.2 Coverage hole discovery when Rt > 2RS
First we consider the coverage hole in the center of Figure 3.2. As can been seen, sensors A 
through I are on the boundary of the coverage hole. In our algorithm, a discovery message will 
be created to traverse the boundary of a coverage hole. During the travel, this message collects 
the information about each border sensor. After the message returns to its origin, it contains 
boundary information about the hole. As a matter of fact, any sensor on the boundary can 
initiate a discovery process. However, if this is the case, the traffic load on the hole boundary 
will be very intensive. To avoid this situation, we select some sensors to initiate the discovery 
process. 
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Figure 3.4 Orifice illustration of coverage hole in Figure 3.2. 
Four sensors, B, A, I, and H in Figure 3.2 are enlarged in Figure 3.4. Sensor A has 
an orifice towards the coverage hole. The start neighbor of the orifice is sensor B. Before 
the discovery process, each sensor reports the middle angle of each of its orifices to its start 
neighbor of the orifice. Once a sensor receives the report, it checks whether the received middle 
angle is less than ~r, and its own middle angle corresponding to the same coverage hole is at 
least ~r. If this condition holds, the sensor decides to initiate a discovery process. We will 
prove in Chapter 4 that if the hole boundary is closed, as in the case of the coverage hole at 
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the center of Figure 3.2 and the coverage hole in Figure 3.3, there has to be at least one sensor 
that finds that the above condition for initiating the discovery process is true. This way the 
number of border sensors that initiate a discovery process is reduced. 
A sensor executes algorithm DecideTolnitiateDiscovery at every discovery interval to decide 
whether it should initiate a hole discovery process. We call the sensor that actually initiates 
the hole discovery process as an initiating sensor. Let midAngle denote the middle angle of 
the orifice of the sensor. Let startNeighbor denote the start neighbor of the sensor. 
Algorithm 3.3.2 DecideToInitiateDiscovery 
1: scan its orifice list for an orifice with the end neighbor matching the sensor originating the message 
2: if (its own midAngle >_ ~-) and (received midAngle < ~r) then 
3: initiate the discovery process 
If there are more than one initiating sensors, we can further reduce the number of messages 
transmitted in the hole discovery process. We need to make use of the id of each sensor. If an 
initiating sensor receives a discovery message initiated from another initiating sensor regarding 
the same coverage hole, it compares its own id with the id of that initiating sensor. If its own 
id is greater, then simply drops the message. This way only one sensor on the boundary of 
the coverage hole will have the boundary information. 
With respect to the coverage hole in the center of Figure 3.2, sensor A is chosen as an 
initiating sensor. Sensor A sends a discovery message to its start neighbor of its current 
orifice, which is sensor B. The message includes the coordinate and id of sensor A. Sensor 
B must have an orifice that connects to sensor A's orifice; otherwise, it will not be sensor A's 
start neighbor of sensor A's current orifice. When sensor B gets this message, it appends its 
own coordinate and id to the message, and forwards the message to its start neighbor of its 
current orifice, which is sensor C. Sensor C does the same job, and so do sensors D, E, etc. 
As long as the entire boundary of the coverage hole is closed, the message is bound to travel 
back to sensor A. Thus, sensor A has the boundary information about the coverage hole. 
It is possible that a boundary of a coverage hole is not closed, i.e., the initiating sensor is 
not the terminating sensor. In this case, the boundary must contain two orifices that connects 
to the boundary of the target field, as the case shown in the right-bottom corner of Figure 3.2. 
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Sensors J and N are on the boundary of the coverage hole. At the same time, they are also on 
the boundary of the target field. In addition to the selection of the initiating sensors) based 
on the above condition, we also choose one of these two sensors to be an initiating sensor. By 
observing the orifices of the two sensors J and N, we know that sensor J's orifice has a start 
neighbor, i.e., sensor K while sensor N's orifice does not have a start neighbor. The orifice 
of sensor N starts from the boundary of the target field. Therefore, sensor J is chosen as an 
initiating sensor. Sensor J sends a message including its coordinate and id to sensor K. Upon 
receiving sensor J's message, sensor K appends its own coordinate and id to the message and 
forwards it to its start neighbor of its current orifice, which is sensor L. This message must 
end at a sensor on the boundary of the target field, which is sensor N. Thus, sensor N has the 
boundary information about the coverage hole. It is possible that some sensors, that are not 
on the boundary of the target field, also initiate the discovery process because they satisfy the 
condition (line 2 of DecideTolnitiateDiscovery algorithm). When a sensor on the boundary of 
the target field receives such a message, it simply drops the message. In order to differentiate 
whether the hole boundary starts from the boundary of the target field or not, the initiating 
sensor puts a special tag in the discovery message, and this tag indicates whether its orifice 
connects to the boundary of the target field or not. The overall coverage hole discovery process 
is summarized in Algorithm HoleDiscovery. 
Algorithm 3.3.3 HoleDiscovery 
1: if the discovery message is initiated by itself then 
2: /* a coverage hole is found */ 
3: record the boundary 
4: drop the hole-discovery message 
5: else 
6: scan through its orifice list for an orifice with the end point matching the sensor sending the 
message 
7: if the matched orifice is adjacent to the boundary of the target field, but the first orifice in the 
discovery message does not connect to the boundary of the target field then 
8: discard the message 
9: else 
10: append its own information to the list of border sensors 
11: send the message to its start neighbor 
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3.3.3 Coverage hole discovery when Rt < 2RS
As mentioned before, if Rt < 2RS , a sensor may not realize that its sensing circle intervenes 
with that of its neighbors since it is not able to hear from the neighbor. In this case, we can 
still make use of the above algorithm, but need to modify it slightly to accommodate the 
smaller transmission range. The first step of the new algorithm is still to let each sensor decide 
whether its sensing circle is entirely covered or not. If not, the sensor calculates the start 
neighbor and the end neighbor of each orifice. However, in the new algorithm, we do not use 
the real sensing range Rs, but use a sensing range that is one-half of the transmission range. 
i.e. R'S = Rt /2. Note that R'S is not an actual sensing range, but a virtual sensing range. 
We employ this virtual sensing range to estimate the boundaries of coverage holes. If we use 
Algorithm HoleDiscovery to calculate the boundaries of the coverage holes based on the virtual 
sensing range, we will get a list of border sensors on the hole boundary. However, this list does 
not represent the exact boundary of a coverage hole. The reason is that this kind of coverage 
hole estimation is too conservative due to the fact that the actual sensing range is greater than 
the virtual sensing range: i.e. RS > Rs = Rt l2. There might be several small real coverage 
holes inside the estimated coverage "hole" . 
Figure 3.5 Hole-discovery with Rt < 2RS. 
In Figure 3.5, we assume the sensing range is equal to the transmission range, i.e., Rt = RS. 
If we use the above discovery algorithm with the virtual sensing range R'S = Rt /2, we will 
get a list of border sensors, which contains sensors A through L. In fact, there are two small 
coverage holes inside the boundary formed by sensors A through L. 
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Fortunately, it can be shown that as long as the network is connected, only the sensors on 
the boundary of the estimated big "hole" can contribute to the exact boundaries on the real 
coverage holes. We will prove this as a theorem in Chapter 4. If we know the sensors on the 
boundary of the estimated big "hole", and the real sensing range RS , there will be no difficulty 
in calculating the boundaries of the small real coverage holes. This calculation can be done 
by the sensor that ends the discovery process. In Figure 3.5, sensor A will start and end the 
discovery process, and it will figure out the boundaries for the two small coverage holes inside. 
The aforementioned algorithms are applicable to both closed coverage holes and open cov-
erage holes. A noteworthy fact is that if a coverage hole is closed, a discovery message travels 
in acounter-clockwise direction; while if a coverage hole is open, the discovery message travels 
in a clockwise direction. This is because a sensor always forwards a discovery message to its 
start neighbor. 
A coverage hole may have multiple boundaries formed by orifices. However, if the network 
is connected, one sensor on a boundary can obtain all the boundaries of the coverage hole by 
sending query messages to sensors that have information about other boundaries . A coverage 
hole may also be bounded partially by the boundary of the target field. The details about 
obtaining all boundaries around a coverage hole are omitted due to the space limit. 
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CHAPTER 4. CORRECTNESS OF THE DISCOVERY ALGORITHMS 
Our algorithms heavily rely on the correctness of the predicates we made in the above 
discussion, and in this chapter we provide rigorous mathematical proof of these claims. 
4.1 Initiation of the Discovery Process 
If the boundary of the coverage holes is not closed, there must be a sensor on the boundary 
of the target field that initiates a discovery process. If the boundary of a coverage hole is 
closed, we use the following criteria: each sensor sends its middle angle of a orifice to its start 
neighbor of the orifice, the sensor with the following condition true will initiate a discovery 
process: the received middle angle is less than ~r, and its own middle angle corresponding to 
the same coverage hole is equal to or greater than ~r. We need to prove that as long as the 
boundary is closed there is at least one sensor on the boundary that finds this condition is 
true. In order to proof this Theorem, we first prove the following Lemma. 
Lemma 4.1.1 If a bo~cndary of a coverage hole is closed, there has to be at least one sensor 
on the boundary with its middle angle of the corresponding orifice equal to or greater than ~r; 
and at least one sensor with its middle angle of the corresponding orifice less than ~r. 
Proof We proof the lemma by contradiction. 
Suppose that the proposition is false, then the middle angles for all the border sensors are 
either less than ~r, or equal to or greater than ~r. Without loss of generality, we consider the 
case that all the middle angles are less than ~r. First, we pick an orifice whose middle angle 
is not equal to 0 from the boundary of the coverage hole at random, say orifice C in Figure 4.1. 
Such an orifice is bound to exist, since if all the middle angles are equal to 0, the boundary 
of the coverage hole will not be closed. Assume that the x coordinate of the left endpoint of 
B 
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Figure 4.1 Example for proving Lemma 4.1.1. 
orifice C is xo, and the x coordinate of the right endpoint of orifice C is xl. Obviously we have 
~o G xl. Since the boundary of the coverage hole is closed, there is an orifice that connects 
to orifice C at its right endpoint. The orifice is orifice D in Figure 4.1. Assume that the x 
coordinate of the other endpoint of orifice D is ~2. Since all the middle angles are less than ~r, 
we have xl G x2. Similarly, since orifice E connects to orifice D, and the ~ coordinate of its 
other endpoint is ~3, we have ~2 G ~3. 
Next, we consider the left endpoint of orifice C. There must be an orifice that connects to 
orifice C at its left endpoint, and it is orifice B in Figure 4.1. Assume that the x coordinate 
of the other endpoint of orifice B is x_1. Since orifice B's middle angle is less than ~r, we have 
x_1 G xo. Similarly, we have x_2 G ~_1. 
Putting the inequalities together, we have 
~_2 G ~_1 G xp G xl G x2 G xg 
In other words, if we start with an orifice, and connect other orifices one by one. the x 
coordinates of the two endpoints of the already connected orifice sequence will never be equal, 
which implies the two endpoints will never meet. It follows that the boundary of the coverage 
hole is not closed, which contradicts with the assumption. 
Theorem 4.1.1 If a boundary of a coverage hole is closed, and each sensor always sends its 
middle angle of the corresponding orifice to its start neighbor, there is at least one sensor on 
the boundary with the following condition true: the received middle angle is less than ~r, and 
its own middle angle is equal to or greater than ~-. 
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Proof We know from Lemma 4.1.1 that there has to be at least one orifice on the boundary 
having its middle angle equal to or greater than ~r, and at lease one orifice on the boundary 
has a middle angle less than ~r. We pick one orifice whose middle angle is less than ~r, and 
then move to its start neighbor of the orifice. If the middle angle of the start neighbor's 
corresponding orifice is less than ~r, we proceed to the next start neighbor. Since we know that 
there exists an orifice on the boundary whose middle angle is equal to or greater than ~r, our 
search will stop at that sensor. This sensor will find that the above condition is true. 
4.2 Hole Discovery when Rt < 2RS
Our algorithm for the case Rt > 2RS is correct since a sensor can hear from any other 
sensor whose sensing circle intersects with its own sensing circle. We provide the proof of the 
correctness of our algorithm for the case Rt < 2RS in the following. 
Recall that in our algorithm for the case Rt < 2RS , the virtual sensing range Rs = Rt /2 is 
used for calculating orifices. A discovery message will be created to discover the boundary of 
a coverage hole. the discovery message traverses a list of border sensors. Assume L denote the 
border sensors list. We need to prove that only sensors in the border sensors list L are able to 
contribute to the boundaries of coverage holes. 
To prove this, we introduce the concept of barrier. Figure 4.2(a) shows a closed coverage 
hole inside L. In Figure 4.2(a), for any two consecutive sensors, we draw an arc centered at 
the inner intersection point with the radius RS, and the two endpoints of the arc are the two 
sensors. Obviously, all the arcs connect to form a closed border. We call this closed border a 
RS inner barrier. Figure 4.2(b) shows an open coverage hole outside L. In Figure 4.2(b), for 
any two consecutive sensors, we draw an arc centered at the outer intersection point with the 
radius RS , and the two endpoints of the arc are the two sensors. All the arcs are connected to 
form a closed border, and we call this border a RS outer barrier. 
If the coverage holes are inside L, we first prove that no sensor outside the RS inner barrier 
can contribute to the boundaries of the inner coverage holes. Next we prove that no sensor 
exists inside the RS inner barrier provided the network is connected. Putting the two results 
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together, we conclude that no sensors other than ones in L can contribute to the boundaries 
of the inner coverage holes. If the coverage holes are outside L, we follow a similar procedure 
for proof. 
We need to prove the following lemmas before move on to the proof of the correctness of 
our algorithm. 
(a) inner barrier 
Figure 4.2 Examples of barriers 
(b) outer barrier 
Lemma 4.2.1 If the coverage holes are inside L, any sensor outside the RS inner barrier 
cannot contribute to the boundaries of the coverage holes inside L; If the coverage holes are 
outside L, any sensor inside the RS outer barrier can not contribute to the boundary of the 
coverage holes outside L. 
Proof We prove the first part of the lemma, and the second part can be proved in a similar 
way. The proposition can be rephrased into an equivalent one as follows: for any sensor outside 
the RS inner barrier, if it covers a point inside the Rs inner barrier, there must be a sensor in 
L that also covers that point. 
Next we prove this equivalent proposition. As shown in Figure 4.3, suppose there is sensor N 
outside the Rs inner barrier, which covers a point p inside the RS inner barrier. The line joining 
sensor N and point p must intersect with the RS inner barrier 1. Suppose the intersection 
point o is on the arc between sensor A and sensor B, i.e. on AB. we connect point o and sensor 
l If the line intersects with multiple arcs on the RS inner barrier, we choose the one with the intersection 
point closest to point p 
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B with a line segment, and the extension of the line segment intersects B's sensing circle at 
point z; similarly, we connect point o and sensor A with a line segment, and the extension of 
the line segment intersects A's sensing circle at point x. It can be shown that the distance 
between point o and any point on arc xyz is greater than or equal to RS (proof is omitted). 
Since the point o is within the sensing range Rs of sensor N, the distance between sensor N 
and the point o is less than Rs. It follows the distance between the point o and p is smaller 
than Rs , and thus point p must be covered either by sensor A or sensor B. Therefore, the first 
part of the lemma is correct. 
Figure 4.3 Example for proving Lemma 4.2.1 . 
Lemma 4.2.2 If the coverage holes are inside L, the RS inner barrier is located within the 
Rs = Rt /2 inner barrier; if the coverage holes are outside L, the RS outer barrier is located 
outside the Rs = Rt /2 outer barrier. 
Proof We prove the first part of the lemma, and the second part can be proved in a similar 
way. 
As can be seen from Figure 4.4, two consecutive sensors A and B are connected by two arcs 
— — — --CyB and CxB. The arc CyB is part of the Rs = Rt /2 inner barrier, and the arc CxB is part 
of the RS inner barrier. Since Rs < RS, the curvature of the arc CyB is greater than that of 
the arc CAB. It follows that the "height" of the arc CyB relative to the line CB is larger than 
that of the arc CxB. Therefore, the RS inner barrier is located within the Rs = Rt/2 inner 
barrier. 
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Figure 4.4 Example for proving Lemma 4.2.2. 
Lemma 4.2.3 If the coverage holes are inside L, no sensor exists in the area that satisfies (1) 
within the transmission range of any sensor in L, and (~) inside the Rs = Rt /2 inner barrier; 
If the coverage holes are outside L, no sensor exists in the area that satisfies (1) within the 
transmission range of any sensor in L, and (~) outside the Rs = Rt /2 outer barrier. 
Proof We prove the first part, and the second part can be proved in a similar way. 
As can be seen from Figure 4.5, the area is sandwiched by the Rs = Rt /2 inner barrier and 
the inner border formed by the transmission circles of all the sensors in L. We need to prove 
that no sensor exists in this area. 
RJ2 
barrier 
inner 
border 
Figure 4.5 Example 1 for proving Lemma 4.2.3. 
We prove this lemma by contradiction. As shown in Figure 4.6, suppose there is a sensor 
S in the area, and S is not in the list L. Assume that sensor B is the closest sensor to sensor 
S. Two neighbors of sensor B in L are sensors A and C. The inner intersection point between 
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the sensing circles of sensors B and A is il , and inner intersection point between the sensing 
circles of sensors B and A is i2. j l and j2 are intersection points between transmission circles 
of sensors B and A, and sensors B and C respectively. Sensor S must be located in the sanded 
area enclosed by Bt1, tij1, jij2, ~2t2, and t2B; otherwise sensor B will not be the closest sensor 
to sensor S. It can be shown that the minimum distance from sensor S to the arc ili2 is less 
than Rs = Rt /2. It follows that sensor S must cover partial or entire i1z2. In other words, 
sensor S can contribute to the hole boundary if we use the virtual sensing range R's = Rt /2. 
Furthermore, sensor S is within the transmission range of sensor B. Thus, sensor S should be 
included in L due to our Algorithm discOrifice. This contradicts our assumption. 
Therefore, no sensor exists in the indicated area. 
Rt/2 
barrier 
Inner border 
Figure 4.6 Example 2 for proving Lemma 4.2.3. 
Lemma 4.2.4 Given a connected networl~, if the coverage holes are inside L, no sensor exists 
within the inner border formed by the transmission circles of all the sensors in L; if the coverage 
holes are outside L, no sensor exists outside the o~cter border formed by the transmission circles 
of all the sensors in L; 
Proof We prove the first part of the lemma, and the second part can be proved in a similar 
way. 
We prove the lemma by contradiction. As shown in Figure 4.7, suppose there is a sensor S2 
within the inner border formed by the transmission circles of all the sensors in L. We first 
show that sensor S2 can not communicate with any sensor outside the virtual sensing range 
R'S = Rt /2 inner barrier. 
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Suppose there is a sensor Sl outside the inner barrier that can communicate with sensor 
S2. We connect sensor Sl and S2 with a line, and this line must intersect with the Rs = Rt/2 
inner barrier 2. Suppose the intersection point o is on the arc between sensor A and sensor 
B, i.e. on AB. we connect point o and sensor B with a line segment, and the extension of the 
line segment intersects B's transmission circle at point z; similarly, we connect point o and 
sensor A with a line segment, and the extension of the line segment intersects A's transmission 
circle at point x. It can be shown that the distance between point o to any point on arc xyz is 
greater than or equal to Rt (proof is omitted). It follows that the distance between Sl and S2 is 
greater than Rt, which contradicts our assumption. Therefore, sensor S2 can not communicate 
with any sensor outside the R's = Rt /2 inner barrier. 
Now that sensor S2 can not communicate with any sensor outside the Rs = Rt /2 inner 
barrier as well as any sensor in L, we are not able to find a communication path between S2 
and any sensor outside the Rs = Rt /2 inner barrier or in L, which implies that the network 
is disconnected. This goes against our assumption. Therefore, as long as the network is 
connected, no sensor exists within the inner border formed by the transmission circles of all 
the sensors in L. Next we show that only the sensors in L are able to contribute to the 
Figure 4.7 Example for proving Lemma 4.2.4. 
boundaries of coverage holes. 
Theorem 4.2.1 If the sensor networl~ is connected, only the sensors in L can contribute to 
the boundaries of coverage holes, no matter that the coverage holes are inside L or outside L. 
ZIf the line intersects with multiple arcs on the Rs = Rt /2 inner barrier, we choose the one with the 
intersection point closest to sensor S2 
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Proof We only prove the case that the coverage holes are inside L, and the other case can be 
proved similarly. 
If the network is connected, Lemma 4.2.3 and Lemma 4.2.4 guarantee that no sensor exists 
with the Rs = Rt /2 inner barrier. Lemma 4.2.2 ensures that the Rs inner barrier is inside the 
Rs = Rt /2 inner barrier, and thus no sensor exists within the RS inner barrier. Lemma 4.2.1 
ensures that sensors outside the RS inner barrier can not contribute to the boundaries of 
coverage holes for real sensing range Rs. Therefore, no sensor besides the sensors in L can 
contribute to the boundaries of coverage holes for real sensing range Rs. 
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CHAPTER 5. PATCHING SENSING COVERAGE HOLES 
Our hole discovery algorithms can find exact boundaries of coverage holes as long as the 
network is connected. One of the benefits of knowing this information is that we are able 
to patch a sensor network to a complete (100%) 1-coverage given enough number of mobile 
sensors. We define the patching problem in the following way: Given the boundary information 
of a coverage hole, patch the hole with a minimum number of available mobile sensors. The 
patching problem can be characterized into the general geometric cover problem Hochbaum 
(1997), and thus, it is NP-complete. Since the coverage hole can be of any size and shape, it is 
challenging to come up with an efficient patching algorithm that works well for any coverage 
hole size and shape. 
Recall from Chapter 1, the hole patching component consists of three phases. In this 
chapter, we present our solutions to the three phases of the hole patching component. 
5.1 Algorithm for the Patching Problem 
The best structure to completely cover a planar region is through so-called honeycomb 
structure (regular hexagon) Kershner (1939). A nice feature of the honey structure is the 
following: Once we place the first honeycomb structure on a plane, we can easily place other 
honeycomb structures to seamlessly and completely cover a given planar area. This feature 
enables us to come up with a simple and general algorithm with a performance bound in terms 
of the number of mobile sensors needed. As can be seen in Figure 5.1, we inscribe a honeycomb 
within a sensing circle with the radius RS. We use such a honeycomb to approximately represent 
a sensing circle, with the sensor located at the geometric center of the honeycomb. Next, we 
place a number of these honeycombs to cover a coverage hole, which is denoted as the dark gray 
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area in Figure 5.1. Clearly, the honeycombs we need are those that intersect with at least one of 
the orifices or reside entirely within the boundary. Furthermore, the target location of mobile 
sensors for patching are the centers of these honeycombs. In Figure 5.1, such honeycombs are 
bold, and 6 mobile sensors are needed in this case. 
The remaining problem is how to place those honeycombs. As mentioned above, after we 
place the first honeycomb, the locations of all the other honeycombs needed to completely cover 
the coverage hole can be easily determined. However, this leaves us a question: How to deter-
mine which honeycombs are really needed to cover the coverage hole? In other words, which 
honeycombs intersect with at least one of the orifices or reside entirely within the boundary? 
To address this question, we propose an efficient patching algorithm. 
Figure 5.1 Example 1 for hole patching using honeycomb structures. 
5.1.1 Example 
Before presenting our algorithm, we first see an example. For the coverage hole in Fig-
ure 5.1, we start to place the first honeycomb at sensor A. This sensor is the one that has 
the entire boundary information of the coverage hole. Although we put honeycombs straight 
in Figure 5.1, we do not restrict the orientation and location of the honeycomb, except that it 
should cover completely or partially A's orifice regarding the coverage hole. In the following 
discussion, we alway put honeycombs straight for simplicity. However, it can be easily verified 
that our algorithm works for all orientations with a small modification. 
We initialize a list H with the coordinate of the center of the first honeycomb (honeycomb 
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Figure 5.2 Example 2 for hole patching using honeycomb structures. 
1) . After honeycomb 1 is placed, we start to place the second honeycomb. We move forward 
in the orifice list in acounter-clockwise direction, and check whether each orifice intersects any 
edge of honeycomb 1. 
Since honeycomb 1 completely covers sensor A's orifice, we proceed to the next orifice in 
the orifice list, i.e., sensor B's orifice. Observe that sensor B's orifice gets out of honeycomb 
1 on edge 3 (in acounter-clockwise direction), we place honeycomb 2 adjacent to honeycomb 
1 on edge 3 of honeycomb 1. We then append the coordinate of the center of the honeycomb 
2 into H. Since honeycomb 2 completely covers the remaining part of sensor B's orifice, we 
move forward in the orifice list to sensor C's orifice. Similarly, sensor C's orifice gets out of 
honeycomb 2 on edge 5, we therefore place honeycomb 3 adjacent to honeycomb 2 on edge 
5 of honeycomb 2, and append the coordinate of the center of honeycomb 3 into H. Since 
honeycomb 3 does not completely cover the remaining part of sensor C's orifice, we do not 
move to the next orifice in the orifice list, but stay at sensor C's orifice. Sensor C's orifice 
gets out of honeycomb 3 on edge 3, we place honeycomb 4 adjacent to honeycomb 2 on edge 
3 of honeycomb 3, and append the coordinate of the center of honeycomb 4 into H. Observe 
that honeycomb 4 completely covers the remaining part of sensor C's orifice, we proceed to 
sensor D's orifice. Notice that honeycomb 4 completely cover sensors D's orifice, we proceed to 
sensor E's orifice. Since sensor E's orifice gets out of honeycomb 4 on edge 6, we place another 
honeycomb adjacent to honeycomb 4 on edge 6 of honeycomb 4, and append the coordinate of 
its center into H. Interestingly, this honeycomb has a same location with honeycomb 3. 
In our algorithm, we allow duplicated coordinates in H. The kind of duplication can be 
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easily removed after we sort H by coordinates. We will see later that we need H with the 
original order and duplication to prove the performance bound in terms of the number of 
available mobile sensors needed of our algorithm. 
We continue to place honeycombs until all the orifices are processed. One noteworthy 
fact is that our numbering of honeycombs does not count duplicated honeycombs, but their 
coordinates do exist in H. In other words, there are 7 coordinates in H for six honeycombs. 
Once we process all the orifices, all honeycombs that intersects with at least one orifices are 
placed. At this point, if the coverage hole is completely covered by these honeycombs, which is 
the case in Figure 5.1, then we are done. If there are still uncovered areas inside the boundary, 
we need to fill these uncovered areas with honeycombs. This can be done as follows. 
Recall the each element of H is a 2D coordinate, which is composed of x-coordinate and 
y-coordinate. We call coordinates that have same y-coordinate are in the same row. 
Figure 5.3 Filling the uncovered areas 
We sort H using the x-coordinate and y-coordinate as two sorting keys, where the y-
coordinate is the primary key. The radii sorting algorithm is a natural choice in this case. 
After the sorting is finished, we can remove the duplication with one scan through H. In order 
to fill the uncovered areas with honeycombs, we scan H from the front to the end. Assume 
that hs and he are consecutive coordinates that are in the same row. hs 's x-coordinate and y-
coordinate is denoted by hsx and hsy respectively; similarly, he's ~-coordinate and y-coordinate 
is denoted by hex and hey respectively. Apparently, we have hsy =h ey . If the difference between 
their x coordinates hex — hsx is greater than ~R s (the distance between the opposite edges 
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of one honeycomb), there is an uncovered area between them in the same row, and hence 
more honeycombs are needed to fill this uncovered area. For example, in Figure 5.3, three 
honeycombs are needed to fill the uncovered area. The number of honeycombs for the row 
(Ny ) can be easily computed by the following equation: 
y 
Ny = hex — hsx 1 (5.1) 
V JRs 
The locations for these honeycombs are: (hZx , hsy ), where hex is given by: 
hZx = hsx -I- i * ~R S, for i = 1, 2, ~ • • , Ny (5.2) 
Note that the boundary of a coverage hole may take a concave shape, and thus there might 
be more than two coordinates in the same row in H. Care needs to be taken to decide whether 
the gap between two consecutive coordinates is a real uncovered area or not. This issue can 
be addressed by adding a tag to each element in H. 
5.1.2 Algorithm and analysis 
Now we discuss the running time of Algorithm 5.1.1. Assume A is the area of the coverage 
hole, and n is the number of orifices of the boundary, which is also the number of border sensors 
on the boundary. Lines 2-4 each run in O(1) time. The while statement in lines 7-14 runs in 
O(n) time. This can be explained as follows. The longest orifice may take the entire sensing 
Figure 5.4 A sensing circle intersects with at most 7 honeycombs. 
circle. It can be shown that a sensing circle intersects with at most 7 honeycombs (proof is 
omitted). Thus the while loop in lines 7-14 iterates at most 7n times. The radix sort in line 16 
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Algorithm 5.1.1 PatchHole (L) 
1: /*Lis the list of orifices */ 
2: Put the first honeycomb to completely or partially cover the orifice of the initiating sensor 
3: Let the current orifice be the orifice of the initiating sensor and assign the first honeycomb as the 
current honeycomb 
4: Initialize list H with the coordinate of the center of the current honeycomb 
5: /* Place honeycombs on the hole boundary */ 
6: /* Scan the orifice list L from the front to the end */ 
7: while the entire length of the last orifice in L is not covered by honeycombs in H do 
8: if Current orifice exits the current honeycomb on edge e then 
9: Place a new honeycomb adjacent to the edge e of the current honeycomb 
10: Append to H the coordinate of the center of the new honeycomb 
11: Make the new honeycomb the current honeycomb 
12: else 
13: Make the next orifice in the orifice list the current orifice 
14: end while 
15: /* Place honeycombs inside the hole */ 
16: Radix sort H using the key pair (y-coordinate, ~-coordinate) 
17: /* y-coordinate is the primary key */ 
18: /* Scan H from the front to the end */ 
19: for each pair of consecutive honeycombs in the same row do 
20: if there is a gap between them then 
21: Compute the number of honeycombs needed and locations of these honeycombs based on 
Equations 5.1 and 5.2 
runs in O(n) time if we use the counting sort as subroutine. The for statement in lines 19-21 
runs in O (n -I- A) time. Therefore, the PatchHole algorithm runs in D (n -}- A) time. 
The radix sort in line 10 runs in O(n) time, if we use the counting sort as subroutine. The 
for statement in lines 11-13 runs in O(n ~- A) time. Therefore, the algorithm runs in O(n -~ A) 
time. 
Next, we give the upper bound regarding the number of available mobile sensors needed 
produced by Algorithm 5.1.1. We present the following theorem. 
Theorem 5.1.1 Given the perimeter C of the hole boundary and the area A of a coverage 
hole, Algorithm 5.1.1 outputs O(C ~- A) honeycombs. 
In order to prove Theorem 5.1.1, we first present the concept of coverage group and a 
lemma. 
Let H be the list of coordinates with original order and possible duplication of honeycombs 
(before the radix sort in line 16 of the PatchHole algorithm). Given the ith coordinate, we start 
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from this coordinate, and search forward step by step until we get three distinct coordinated . 
These three coordinates form a group G27 and the order of the three distinct coordinates in GZ
is the order in which they are found. Suppose that our search ends at the jth coordinate. If 
the (j -I- 1)th coordinate in H is the same as any member in Gi , we also move forward in H 
one step and repeat this process until we find a subsequent honeycomb that is different from 
any coordinate in GZ. Let the sub-sequence of H starting from the ith coordinate and ending 
at the jth coordinate be denoted by H(i, j). We call GZ a coverage group that spans H(i, j). 
We have the following lemma. 
Lemma 5.1.1 Assume H is the list of coordinates with original order and possible duplication, 
a coverage group GZ, where i = 1, 2, • • • , ~H~, covers at least a length of RS of the hole boundary. 
Proof For a coverage group GZ, we use hl to denote the first coordinate, and h2 to denote the 
second coordinate, and h3 to denote the last coordinate. The honeycombs corresponding to 
the three coordinates can only take four topologies, which are shown in Figure 5.52. We will 
need to prove the lemma for the four cases. 
Figure 5.5 Honeycomb structures for Lemma 5.1.1 
Case 1: The hole boundary needs to pass the common edge between honeycomb hl and h2, and 
the common edge between honeycomb h2 and h3. Assume that the intersection points 
of the hole boundary with the two common edges are A and B. Since the length of each 
l If the end of H is reached, we move to the start of H. 
2The relative position of honeycombs represented by hl , ha and h3 can be different from that shown in the 
figures; however, this does not affect the correctness of the proof. 
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edge of a honeycomb is RS, the length of line segment joining A and B is greater than 
Rs. Apparently, the length of the segment of the hole boundary between A and B is 
greater than RS. Therefore, honeycomb hl , h2, and h3 cover a segment with a length at 
least RS of the hole boundary. 
Case 2: Similar to Case 1, the hole boundary needs to pass the common edge between honeycomb 
hl and h2, and the common edge between honeycomb h2 and h3. A and B are intersection 
points between the boundary and the two common edges. Since the length of line segment 
joining A and B is greater than Rs, the segment of the hole boundary between A and B 
is greater than RS . Therefore the lemma also holds for this case. 
Case 3: Once the boundary enters the structure, it needs to get out. Otherwise, this case degen-
erates into a trivial one, where the structure of the three honeycombs completely cover 
the coverage hole. The boundary needs to intersect with the common edge between 
honeycomb hl and h2 i and the common edge between honeycomb h2 and h3. A and B 
are intersection points between the boundary and the two common edges. Suppose, the 
boundary gets out of the structure at point C. Note that C can be on an uncommon 
edge of any of the three honeycombs. It can be easily verified that no matter which 
uncommon edge on which C is located, either the length of the line segment joining A 
and C or the length of the line segment joining B and C is greater than RS. Thus the 
lemma also holds for this case. 
Case 4: We can follow same method for Case 2 to prove this case. 
Now we prove the Theorem 5.1.1. 
Proof We classify honeycombs into two categories: Category 1 includes the honeycombs that 
intersect with the boundary. While Category 2 includes the honeycombs that reside within 
the hole boundary. We use cntl to denote the number of distinct honeycombs in Category 1, 
and cnt2 to denote the number of distinct honeycombs in Category 2. We consider the two 
categories separately. 
Category 1: We start from the first honeycomb in H, and compute G1. Suppose G1 spans 
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H(l, j l ), we then compute Gjl +1• If Gjl+1 spans H(j1 ~-- 1, j 2), we then compute Gj2+1• This 
process is repeated until we reach some i such that ji > ~H~. We will get a sequence of coverage 
groups: G1, G~1, Gj2 , • • • , Gji_1 , and each coverage group consists of three distinct coordinates. 
By Lemma 5.1.1, the honeycombs corresponding to the coordinates in each coverage group 
covers a segment of the boundary with a length at least RS. Recall that C is the perimeter of 
the coverage hole. We have 
cntl < i < 
C 
3 — — Rs 
cntl < 
3C = O(C) 
RS
Category 2: Observe that the area enclosed by the honeycombs in H is smaller than the area 
of the coverage hole. We have 
cnt2 <  
A  
= O(A) 
3~R S /2 
Where 3~R S /2 is the area of a honeycomb (the length of an edge of a honeycomb is RS ) . 
Therefore, the total number of distinct honeycombs is O(C -~ A). Ideally, the minimum 
number of available mobile sensors needed is ~Al~rRs~ . Although this lower bound is not 
achievable in most circumstances, we use it as a performance index of our algorithm. It is 
clear that the ratio of the number of mobile sensors needed by our algorithm to the optimum 
is bounded by O(C/A -~ 1). For certain hole boundary shapes that satisfies the following 
property: When the area of the coverage hole goes to infinity, the ratio of C to A goes to 0, 
our algorithm gives approximately minimum number of available sensors needed. The example 
of such shapes include circles, squares, regular n-gons and etc. 
5.2 Searching for Available Mobile Sensors 
After we decide the number of available mobile sensors needed and their destinations, we 
can start to search for available mobile sensors nearby. We employ a similar idea as Location 
Based Multicast Ko and Vaidya (1999, 2002), but provide two optimizations to make the 
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protocol more efficient for our problem. First, we make the forwarding zone equal to the 
destination region. In our problem setting, the initiating sensor is always located within the 
destination region, thus having the forwarding zone same as the destination region makes 
our search efficient without any adverse effect3. Second, we encode the destination region 
taking the advantage of symmetry in honeycomb structures, which avoids complex geometric 
computation. 
Our search algorithm runs in rounds and terminates when (i) apre-defined maximum num-
ber of rounds is reached or (ii) the number of available mobile sensors found is at least the 
number of mobile sensors needed from the PatchHole algorithm. In the first round, the initiat-
ing sensor sets the destination region to be within the area bounded by the honeycombs that 
immediately surrounding the honeycombs in the honeycomb list H as shown in Figure 5.6 (a) . 
This destination region consists of rows of honeycombs. For each of these rows, we append the 
coordinates of the left boundary honeycomb and the right boundary honeycomb of the row 
into an array R. Table 5.6(b) shows an example of the array R with five rows of honeycombs. 
The initiating sensor then broadcasts a req~cest message to its neighbors. The message 
includes the array R. When a neighboring sensor receives the message, it checks whether itself 
is in the destination region. If it is not, it discards the message; otherwise, it rebroadcasts the 
message to its neighbors. Sensors in the destination region also discard duplicated messages. 
When an available mobile sensor receives the message, it sends a reply message to the initiating 
sensor. Since there can be multiple holes in the target field at the same time, a mobile sensor 
should not send out a reply message after it has already sent out one reply. 
A mobile sensor that sends a reply message may not be used for patching the intended 
coverage hole. In this case, the initiating sensor will send a release message to the mobile 
sensor, such that it will be available for other requests. 
The initiating sensor waits for a timeout period to receive replies from the destination 
region. If it has received enough replies, the initiating sensor proceeds to the next phase, i.e. 
determine a movement plan for the mobile sensors. Otherwise, it enlarges the destination 
3A search does not necessarily find all the available mobile sensors in the destination region. As can be seen 
later, if the number of mobile sensors found is not enough, we simple enlarge the destination region. 
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row start location end location 
1 (30, 30) (47.32, 30) 
2 (25.67, 37.5) (51.65, 37.5) 
3 (30, 45) (55.98, 45) 
4 (25.67, 52.5) (51.65, 52.5) 
5 (30, 60) (47.32, 60) 
(b) Encoded destination region corresponding to Fig-
ure 5.6(a) 
(a) Destination region for the first round Geocast 
Figure 5.6 The first round Geocast 
region to include the honeycombs immediately surrounding those used in the previous round 
and broadcasts the request message again. The destination region of the second round multicast 
is illustrated in Figure 5.7. This procedure is repeated until enough mobile sensors are found 
or no more than the pre-defined number of search rounds. 
Figure 5.7 Destination region for the second round Geocast 
5.3 Movement Planning for Mobile Sensors 
Now we have a set of destinations D and a set of mobile sensors S, where ~ S ~ > ~ D ~ . Our 
mission is to move D mobile sensors out of S to the destinations in D. we move those mobile 
sensors in parallel such that the total patching time can be significantly reduced. We will show 
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Figure 5.8 Bipartite weighted matching 
Figure 5.9 The Hungarian algorithm 
the patching time of our parallel approach in comparison with moving mobile sensors one by 
one. 
A fundamental principle for a sensor network is to save energy whenever possible. Since 
moving involves electronic mechanical operations, and thus is the most energy consuming 
operation over all the others. A natural approach to move the mobile sensors, therefore, is the 
one that minimizes the total energy consumption. Besides, we will also consider the recovery 
delay requirement and fairness issues regarding energy consumption. 
5.3.1 Basic problem 
In this section, we solve the problem of moving mobile sensors with minimum total en-
ergy consumption. We formulate this problem into a weighted bipartite matching problem as 
follows. The energy consumption for moving a mobile sensor between two locations is pro-
portional to the distance between them. We thus use the distance as the measure of energy 
consumption. Before presenting our formal problem statement, we first see an example. 
Figure 5.8 shows five available mobile sensors represented as solid dots and three destina-
tions represented as hollow dots. In other words, five mobile sensors are available to move to 
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three destinations. The corresponding bipartite graph is shown on the right side of Figure 5.8. 
In order to formulate the problem into a weighted bipartite matching problem, which requires 
~S = ~D~, we add two dummy destinations di and d'2. The weight of edges joining 5 mobile 
sensors and 3 destinations are the Euclidean distances between them. The weight of the edges 
joining the 5 mobile sensors and the two dummy destinations are 0. 
Formally, we construct a bipartite graph G(V, E) in the following way: 
• V=SUD', where D'=DU{d'~~1~=1,2, • • • ,(S~—~D~)} 
• E _ {(s2, d~) s2 E S, d~ E D'; i = 1, 2, • • • , ~5~, j = 1, 2, • • • , D'~} 
Here ~ S = ~ D' ~ . We also define a weight function for edges: w E ~ R. w is defined as 
follows: 
the Euclidean distance between si and d~ si E S, d~ E D 
w(sz, d~) _ 
0 sZ ES,d~ED'—D 
We associate with each node v in V a number b(v). For s2 E S, b(si) = 1, for d~ E D', 
b(d~) _ —l. Our problem can be stated as follows: 
subject to 
Minimize ~ w(s2, d~) f (si, d~ ) 
(si,dj )EE 
(5.3) 
f (si, d~) = 1 for all s2 E S (5.4) 
f (s2, d~) = 1 for all d~ E D' (5.5) 
f (si, d~) > 0 for all (s2, d~) E E (5.6) 
The weighted bipartite matching problem is a special case of the minimum cost flow prob-
lem. Since it is simpler, there are several algorithms that achieve better running time than the 
general problem Ahujua et al. (1993). A classical algorithm for this problem is the Hungarian 
algorithm. 
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The Hungarian algorithm first transforms the problem into one with a single supply node 
s* and a single demand node t*. 
For each node si E S, we add a zero cost arc (s*, si) with capacity 1; and for each node 
d~ E D', we add a zero cost arc (d~, t*) with capacity 1. Then, we set b(s*) _ ~5~, b(t*) _ —~D'~, 
b(si) = 0 for all sZ E S, and b(d~) = 0 for all d~ E D'. An example of the transformed network is 
shown in Figure 5.9. The first number in a pair for each additional edge represents weight, and 
the second one represents capacity. It is obvious that a minimum cost flow in the transformed 
network gives a minimum cost flow in the original network. 
At each iteration, the algorithm computes shortest path distances from s* to all other 
nodes, and then solves a maximum flow problem that sends maximum possible flow from node 
s* to node t* over the edges on the shortest paths. 
Algorithm 5.3.1 Hungarian 
1: e(s) F- b(s) 
2: e(t) f- b(t) 
3: while e(s) > 0 do 
4: determine shortest paths from the node s to all other nodes in the corresponding residual network 
Gf
5: define the admissible network Gf 
6: establish a maximum flow from node s to node t in Gf . 
7: update e(s), e(t), and Gf
The admissible network Gf contains all the node in the corresponding residual network 
G f, and only the edges that are on the shortest path between s* and any other node in G f. 
The time complexity of the Hungarian algorithm is O(n3), where n is number of mobile 
sensors. 
After deciding which of the available mobile sensors will be used for patching, the initiating 
sensor will send out a release message to mobile sensors assigned to the dummy destinations 
so that they can be available for other patching requests. 
It is possible that the search for available mobile sensors results in fewer mobile sensors 
than needed (i.e., ~S~ < ~D~). For instance, there could already be many holes being patched 
by several mobile sensors. In this case, we discard some destinations to make S~ _ ~D~ . The 
criterion for removing some destinations is up to the priority policy decided by the network 
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operator. For instance, the operator may want to give the central part of the hole a higher 
priority for patching. The maximum number of search rounds can also be set based on the 
priority of the different parts of the target area. For instance, a hole close to a sink node be 
considered more important since more hops are needed to route packets around it to reach the 
sink. 
5.3.2 Improvements 
In this section, we consider other requirements and optimization goals for patching coverage 
holes. Our first metric of interest is recovery delay. we define the recovery delay as the maximum 
time period of an area being uncovered by any sensor. Since different areas in a target field 
may have different level of sensitivity, they may have different recovery delay. If we move a 
mobile sensor all the way to its corresponding destination, the recovery delay may be violated 
due to the distance between the mobile sensor and its destination. Reference Wang et al. 
(2005) addressed this problem via a cascading schedule. Their idea is to utilize unavailable 
mobile sensors (already used for patching other coverage holes) in the midway from the mobile 
sensor to its destination, and thus make the distance of each movement shorter. We apply 
same techniques in our case. The difference between our work and their work is that we move 
multiple mobile sensors in parallel. They only consider moving one sensor a time. Our work 
can be viewed as a generalization of their work. 
Ode 
•s5 
O~2 
• S3 
S2 
di
Asa O ~s, 
O da 
O
2 
Figure 5.10 Cascaded movement 
Considering recovery delays in a moving plan requires modification to our search algorithm 
for mobile sensors. That is, we require not only available mobile sensors to reply, but also 
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unavailable mobile sensors. For instance, in Figure 5.10, we have two unavailable mobile 
sensors i t and i2i they are already used for patching other coverage holes. We can make use of 
it and i2 to satisfy the requirement of recovery delay; we move i t and i2 to the destinations, 
and move other mobile sensors to take their places. We construct a corresponding bipartite 
graph, which is shown on the right side of Figure 5.10. For i1 or i2, we make an additional 
node ii or i2. Nodes i t and i2 are added to S, while nodes ii and i2 are added to D'. The 
weight on the edges of (i1, il) and (i2 i i2 ) is 0. 
We modified the Hungarian algorithm in a similar way that Wang et al. modified the 
Dijl~stra algorithm Wang et al. (2005). The basic idea is to remove the edges from the bipartite 
graph if they do not satisfy the recovery delay requirement. 
The second metric of interest is fairness of energy consumption. If a mobile sensor travels 
for a long distance to its destination, it may consume most of its energy and die quickly later. 
In other words, we do not want to penalize any single mobile sensor, but try to maximize the 
minimum remaining energy among the mobile sensors that have replied. Minimizing the total 
energy consumption and maximizing the minimum remaining energy compromise each other 
in most cases. 
Our goal is to balance the tradeoff between the total energy consumption and the minimum 
remaining energy. We can apply a similar approach as Reference Wang et al. (2005) to solve 
this problem. Suppose that E denotes the total energy cost, while E„2Zn denotes the minimum 
remaining energy, of a moving plan. After the first time we get the moving plan, compute 
the difference between the total energy consumption and the minimum remaining energy, 
i.e., E — Emin• We then delete all the edges that cause some nodes achieving the minimum 
remaining energy, and run our modified h~ngarian algorithm again. This process in repeated 
until E — E,,,,Zn does not decrease anymore. At this point, we get the movement plan that best 
balances the total energy cost and the minimum remaining energy. 
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CHAPTER 6. PERFORMANCE STUDY 
6.1 Objectives, Metrics, and Methodology 
We evaluated the efficiency of our distributed hole discovery algorithms in comparison 
with the centralized algorithm. Both the distributed algorithm and centralized algorithm can 
discover the exact boundaries of coverage holes as long as the network is connected. We used 
the number of data packets and the discovery time as our two performance metrics. Number 
of data packets means the total number of data packets needed to discover the boundaries 
of all the coverage holes present in the network. This metric can also be understood as the 
network overhead. Discovery time means the time elapsed from the time the first sensor 
starting discovery process to the time all the hole boundaries discovered. One time unit in our 
results is the time it takes to transmit a data packet at MAC layer from one sensor to another 
neighboring sensor. 
In our simulation, we set up a square target field and we deploy a number of sensors (static 
and mobile) at random in the target field. All our experiments were conducted on a randomly 
deployed network. For each specific experiment settings, we repeated the experiment 100 times 
and take the average of the results. Furthermore, we only considered connected network in 
our simulation. If the network is not connected, we continuously deploy a new one at random 
until the network is connected. 
We assumed that the sink node is located at the center of the target field. In order to 
evaluate the performance of the centralized algorithm, we adopted a routing protocol similar 
to the TinyOS application SurgeLevis et al. (2003). We also use IEEE 802.15.4 for MAC layer 
protocol, which has a MAC layer payload size of 102 bytes. 
Because we can run the distributed discovery algorithms in parallel to find the boundaries 
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of many holes. The discovery time for distributed algorithms is decided by the time spent to 
discover the largest hole boundary, i.e., the boundary with largest number of border sensors. 
On the other hand, the discovery time in the centralized algorithm is the time spent for the 
sink node to receive all the report messages. 
6.2 Simulation Results 
6.2.1 EfFect of number of sensors 
In this study, the target field size was set to 100m x 100m, the sensing range was 5m, and 
the transmission range was lOm. We varied the number of sensors deployed from 300 to 600. 
First, Figure 6.1(a) shows that the number of data packets for the distributed algorithm is 
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Figure 6.1 Performance for different number of sensors 
much less than the centralized algorithm. For instance, if we deploy 600 sensors, the number 
of data packets for the distributed algorithm is approximately one half of that of the centralized 
algorithm. Second, the number of data packets for both algorithms decreases as more sensors 
are deployed. The reason is that more sensors present in the target field decrease the number 
and size of coverage holes. Next, Figure 6.1(b) shows that the discovery time for the distributed 
algorithm is much less than that for the centralized algorithm, and the gap is huge when the 
number of sensors is small. This is because the discovery time for the distributed algorithm is 
decided by the largest hole boundary, while the discovery time for the centralized algorithm is 
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lower-bounded by the number of sensors that are adjacent to a coverage hole. The discovery 
time for both algorithms decreases as more sensors are deployed. This is because there are less 
coverage holes as more sensors are deployed. 
6.2.2 Effect of target field size 
In this study, we fixed the density of sensors in the target field to 0.08sensors/m2 while 
varying the size of target field from 50m x 50m to 150m x 150m. Since the density of sensors 
are fixed, when the size of the target field changes, the number of sensors also changes. For 
example, when the target field size is 50m x 50m, 2500 x .08 = 200 sensors are deployed. The 
justification for fixing the density is that the number and size of coverage holes per square 
meter should be fixed on average no matter what target field size is used. 
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Figure 6.2 Performance for different target field sizes 
As shown in Figure 6.2, both of the number of data packets and discovery time for the 
distributed algorithm are less than that of the centralized algorithm. Furthermore, the number 
of data packets and discovery time for the centralized algorithm increase very fast as the target 
field size increases; while the number of data packets and discovery time for the distributed 
algorithm increase moderately. The result implies that the distributed algorithm scales very 
well, and fits large-scale networks in particular. 
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6.2.3 Effect of Rt /RS
In this study, the target field size was set to 100m * 100m, the sensing range was 5m. 1200 
sensors were deployed in the target field. We varied the transmission range from 1.6 times to 
2.4 times of sensing range. 
N
um
be
r o
f m
es
sa
ge
s 
200 
150 
100 
50 
Distributed algorithm ~ 
Centralized algorithm --~--
0  i i i i 
1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 
R_t/R_s 
(a) Number of messages 
m 
E 
0 
U 
N 
0 
12 
10 ~ 
0 
Distributed algorithm i 
Centralized algorithm -- ~--
-~ 
i i i 
1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 
R_t/R_s 
(b) Discovery time 
Figure 6.3 performance for different number of sensors 
Figure 6.3 shows three points. First, both of the number of data packets and discovery time 
for the distributed algorithm are less than centralized algorithm. Second, when RtlRs > 2, the 
number of data packets and discovery time keep constant. This implies that larger transmission 
range (Rt /RS > 2) does not help in distributed approach as it does in centralized algorithm. 
Finally, when the transmission range (RtIRS < 2) decreases, the performance gap between two 
algorithms diminishes. The reason for that is that if RtIRS < 2, we use the virtual sensing 
range Rs = Rt /2 in distributed algorithm, while use the real sensing range Rs in the centralized 
algorithm for calculating orifices. 
6.2.4 Number of mobile sensors needed for patching 
In this study, we compare our patching algorithm with a patching algorithm derived from 
a greedy algorithm Wang et al. (2003a) for the set cover problem in terms of the number of 
mobile sensors needed. Their algorithm does the following: (i) Partitions a coverage hole into 
a number of small square grids, and dictates that a patching mobile sensor can only be placed 
at the center of the grids. (ii) Assign each grid a weight value, which is the number of grids 
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that a patching mobile sensor can cover, if the mobile sensor is placed at the center of that 
grid. (iii) The problem becomes a set cover problem: Find the minimum number of grids such 
that if patching mobile sensors are placed at the center of these grids, all the grids representing 
the coverage hole will be covered. A common greedy approximation algorithm is then applied 
to the patching problem. 
In this study, we refer to our patching algorithm as the honeycomb-based algorithm, and 
the algorithm with which we are comparing as the grid-based algorithm. The target field size 
was set to 100m * 100m, the sensing range was 5m, the transmission range was lOm. We set 
the grid size to lm x 1m, and varied the number of static sensors deployed from 300 to 600. 
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Figure 6.4 Comparison between the honeycomb-based algorithm and the 
grid-based algorithm 
As can be seen in Figure 6.4, the honeycomb-based algorithm performs much better than 
the grid-base algorithm. For example, the grid-based algorithm needs more than three times 
patching mobile sensors than the honey-comb based algorithm when 300 static sensors are 
deployed. This large margin is caused by the greedy approach: many small holes are left 
in the end, hence more than necessary mobile sensors are needed to patch these small holes. 
Furthermore, the grid-based algorithm needs significant running time, especially when the grid 
size is small. 
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Figure 6.5 Average number of rounds and message size per hole 
6.2.5 Number of rounds and size of messages 
We investigate the performance of our searching algorithm in this study. We use two 
performance metrics: the average number of rounds of searching needed per coverage hole, 
and the average message size for encoding the destination region per coverage hole. 
In the study, the target field size was set to 100m x 100m, the sensing range was 5m, and 
the transmission range was lOm. The number of mobile sensors was set to 200, and we varied 
the number of static sensors from 300 to 600. 
As can be seen in Figure 6.5, the number of rounds is rather small even when a moderate 
number of static sensors are deployed. For example, the average number of rounds per hole is 
below 1.4 when 300 static sensor are deployed. The average message size per hole is also small. 
When the number of static sensors decreases from 600 to 300, the message size increases by 
only about 30 bytes. This is because the size of messages is determined by the number of rows 
of honeycombs used to patch a coverage hole. 
6.2.6 Average patching time 
We compare the average patching time per coverage hole using different moving schemes. 
Once the sets of patching mobile sensors and their destinations are determined using our 
solution for movement planning, we can schedule the mobile sensors to move to their destination 
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in two different manners: parallel or serial. Serial move may be preferable if we need to keep 
stealthy of the network, or to reduce the probability of collision. However, in terms of patching 
time, the parallel approach performs much better in our study. 
In this study, we fixed the target field size to 100m ~ 100m, the sensing range to 5m, the 
transmission range to lOm. We assume that the mobile sensors move at a speed of lm/s. We 
varied the number of static sensors and mobile sensors respectively. 
In the first set of experiments, we fixed the number of mobile sensors to 200, and varied 
the number of static sensors from 300 to 600. As can be seen in Figure 6.6(a), the parallel 
approach patches coverage holes much faster than the serial approach on average. Besides, the 
average patching time decreases in both cases. This is because the average size of coverage 
holes decreases when more static sensors are deployed, and thus the average number of mobile 
sensors needed per coverage hole decreases. It can also be seen that the gap of the average 
patching time between the parallel approach and the serial approach diminishes as the number 
of the static sensor increases, and this is also an effect of decreasing average number of mobile 
sensors needed per coverage hole. 
In the second set of experiments, we fixed the number of static sensors to 300, and varied 
the number of mobile sensors from 100 to 400. As shown in Figure 6.6(b), in both cases, the 
average patching time decreases. The reason for this is that when more mobile sensors are 
deployed, the initiating sensor of a coverage hole will be likely to find mobile sensors closer to 
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the coverage hole. Interestingly, the gap of the average patching time between two approaches 
does not change much. This is due to the fact that the average number of mobile sensors 
needed per coverage hole does not change in this case. 
Compared to the patching scheme presented in reference Wang et al. (2003a), our patching 
scheme moves a mobile sensor only once, and furthermore, all the movement occurs in one 
round if the parallel approach is employed. Assume the same technique is used for searching 
for mobile sensors in our scheme and their scheme, our patching scheme will be faster than 
their scheme. The reason is that in their scheme, the duration of one round is the time needed 
for the slowest (or farthest) patching mobile sensor to arrive at its destination. 
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CHAPTER 7. CONCLUSIONS AND FUTURE WORK 
In this thesis, we present a framework of sensing coverage maintenance in sensor networks. 
Our framework consists of two components: coverage hole discovery and coverage hole patching. 
First, we propose two distributed coverage-hole discovery algorithms in large-scale sensor 
networks. Both algorithms discover the boundaries of all the coverage holes present in the 
network. One of our algorithms addresses the case that the transmission range is at least twice 
the sensing range while the other addresses the case that the transmission range is smaller 
than twice the sensing range. The latter case is largely ignored by previous work. 
Second, we propose an efficient distribute patching algorithm, which runs in linear time, 
based on the knowledge of the precise boundary of each coverage hole. We then employ 
a Geocast technique for searching for available mobile sensors. Furthermore, we formulate 
the movement planning problem as a weighted bipartite matching problem, and employ the 
Hungarian algorithm to solve it. 
We present a rigorous mathematical proof of the correctness of the hole discovery algo-
rithms. We also show the running time and the performance bound in terms of mobile sensors 
needed of our hole patching algorithm through solid mathematical analysis. 
The simulation results show that our algorithm performs much better than their centralized 
counterparts in terms of network overhead and total discovery time. Therefore, our algorithm 
can run periodically without incurring large overhead. Furthermore, our patching algorithm 
performs well in terms of number of mobile sensors needed with a linear running time, and 
our hole patching scheme can achieve fast hole patching time when moving mobile sensors in 
a parallel manner. 
As part of our future work, we would like to introduce various QoS metrics into our cov-
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erage hole discovery and patching algorithms. We will also work on extending our algorithms 
to accommodate heterogeneous sensing ranges. Furthermore, we will study different failure 
models in wireless sensor networks, and investigate how our patching algorithm behaves under 
these models. We also would like to study distributed coverage breach detection and healing 
for the barrier coverage problem. 
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