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Abstract
A wireless ad-hoc network can be represented as a graph in which the nodes represent wireless devices, and the links represent
pairs of nodes that communicate directly by means of radio signals. The interference caused by a link between two nodes u and v
can be defined as the number of other nodes that may be disturbed by the signals exchanged by u and v. Given the position of the
nodes in the plane, links are to be chosen such that the maximum interference caused by any link is limited and the network fulfills
desirable properties such as connectivity, bounded dilation or bounded link diameter. We give efficient algorithms to find the links
in two models. In the first model, the signal sent by u to v reaches exactly the nodes that are not farther from u than v is. In the
second model, we assume that the boundary of a signal’s reach is not known precisely and that our algorithms should therefore be
based on acceptable estimations. The latter model yields faster algorithms.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Wireless ad-hoc networks consist of a number of wireless devices spread across a geographical area. Each device
has wireless communication capability, some level of intelligence for signal processing and networking of the data,
and a typically limited power source such as a small battery.
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directly with each other. In practice however, this is often a bad idea: if nodes that are far from each other would
exchange signals directly, their signals may interfere with the communication between other nodes within reach. This
may cause errors, so that messages have to be sent again. Communicating directly over large distances would also
require sending very strong signals, since the necessary strength depends at least quadratically on the distance (in
practice the dependency tends to be cubic or worse). Both issues could lead to rapid depletion of the devices’ limited
power sources. Therefore it is advisable to organize communication between nodes such that direct communication is
restricted to pairs of nodes that can reach each other with relatively weak signals that will only disturb a small number
of other nodes. We model such a network as a graph G = (V ,E), in which the vertices V represent the positions
of the mobile devices in the plane, and the links (or edges) E represent the pairs of nodes that exchange signals
directly. Communication between nodes that do not exchange signals directly should be routed over other nodes on
a path through that network. According to Prakash [19], the basic communication between direct neighbors becomes
unacceptably problematic if the acknowledgement of a message is not sent on the same link in opposite direction.
Therefore we will assume that the links are undirected.
Our problem is therefore to find an undirected graph on a given set of nodes in the plane, such that all nodes are
connected with each other through the network (preferably over a short path), interference problems are minimized,
and direct neighbors in the network can reach each other with signals of bounded transmission radius. In this paper
we focus on guaranteeing connectivity and minimizing interference; bounding the transmission radius is an easy
extension, which we discuss in Section 4. Since wireless devices tend to move frequently, we need to be able to
construct networks with the desired properties fast.
The optimal network structure depends ultimately on the actual communication that takes place. This is generally
not known a priori. Therefore we aim to optimize a network property that we believe to be a good indicator of the
probability that interference problems will occur. Assuming that each node can adjust the strength of each signal so
that it can just reach the intended receiver, such indicators may be:
sending-link-based interference of a link {u,v}: the number of nodes that are within reach of the signals from the
communication over a particular link {u,v} in the network (proposed by Burkhart et al. [2], also studied by
Moaveni-Nejad and Li [16])—in other words, the number of nodes that are hindered when the link {u,v} is
active. This is the definition of interference we focus on in this paper.
sending-node-based interference of a node u: the number of nodes that receive signals transmitted by u (proposed by
Moaveni-Nejad and Li [16])—in other words, the number of nodes that are hindered when u is active.
receiving-node-based interference of a node u: the number of nodes transmitting signals that reach u (proposed by
Rickenbach et al. [22])—that is, the number of nodes that may prevent u from communicating effectively.
Previous results. To construct a network that connects all nodes and minimizes the maximum and total sending-
link-based interference, we could run Prim’s minimum-spanning-tree algorithm [20] with a Fibonacci heap. Assuming
that the interference for each feasible link is given in advance, this takes O(m + n logn) time, where n is the number
of nodes and m is the number of eligible links. If all possible links are considered, we can compute their interference
values in O(n9/4 polylogn) time (see the proof of Lemma 3). This will then dominate the total running time.
To make sure that nodes are connected by a relatively short path in the network, one could construct a t-spanner
on the given set of nodes. A network G is said to be a t-spanner if, for every pair of vertices u and v, the length of
the shortest path in the network is at most a chosen constant t times the Euclidean distance between u and v. The
dilation of a graph G is the smallest t such that G is a t-spanner. Burkhart et al. [2] presented a first algorithm to
construct a t-spanner for given t > 1 such that the maximum interference of the edges in the spanner is minimized. It
was later improved by Moaveni-Nejad and Li in [16]. Assuming that the interference for each possible link is again
given in advance, the running time of their algorithm is O(n logn(m + n logn)). If all possible links are considered,
the running time is O(n3 logn).
The approach for sending-linked-based interference can be modified to optimize sending-node-based interference
by defining the interference of a link {u,v} to be the maximum of the sending-node-based interferences of u and v.
The maximum occurring interference of a link will then be the maximum occurring node interference in the original
sending-node-based setting. Unfortunately, we cannot apply this modification to fit the receiving-node-based interfer-
ence. With sending-link-based interference we can decide whether a link causes too much interference independently
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Running times of our algorithms to find a minimum-interference network with the required property
Exact model
(expected running times)
Estimation model
(deterministic)
spanning tree min{n9/4 polylogn,nk2 + nk logn} n
ε2
( 1ε + logn)
t-spanner n2 log k(k + logn) n2 log k( 1
ε2
+ logn)
d-hop network min{n9/4 polylogn,nk2} + n2 logn log k n
ε2
( 1ε + n log k)
The running times are given in big-Oh notation, n is the number of nodes, k is the maximum interference of any link in the resulting network, and
ε specifies the relative inaccuracy with which a signal’s reach and the dilation of a spanner are known. Worst-case running times for deterministic
algorithms for the exact model are slightly worse than the expected running times of the randomized algorithms listed in the table. The listed
running times for the estimation model are worst-case.
of the other links that may be active. With receiving-node-based interference this is not possible, so that completely
different algorithms would be needed. Rickenbach et al. [22] only give an approximation algorithm for the case where
all nodes are on a single line (the highway model).
Our results. We improve and extend the results of Burkhart et al. and Moaveni-Nejad and Li in two ways.
First, apart from considering networks that are simply connected (spanning trees) and networks with bounded
dilation (t-spanners), we also consider networks with bounded link diameter, that is, networks such that for every pair
of nodes {u,v} there is a path from u to v that consists of at most d links (or ‘hops’), where d is a parameter given
as input to the algorithm. Such d-hop networks are useful since much of the delay while sending signals through
a network is typically time spent by signals being processed in the nodes rather than time spent by signals actually
traveling.
Second, we remove the assumption that the interference of each possible link is given in advance. For each of the
three properties (connectivity, bounded dilation or bounded link diameter), we present algorithms that decide whether
the graph Gk with all links of interference at most k has the desired property. The main idea is that we significantly
restrict the set of possible links for which we have to determine the interference, in such a way that we can still decide
correctly whether Gk has the desired property. To find the smallest k such that there is a network with interference k
and the desired property, we do a combined exponential and binary search that calls the decision algorithm O(logk)
times. The resulting algorithms are output-sensitive: their running times depend on the interference of the resulting
network.
Our algorithms work for sending-link-based and sending-node-based interference. We present two models: the
exact model and the estimation model. In the exact model, we assume that the signal sent by a node u to a node
v reaches exactly the nodes that are not farther from u than v is. Our algorithms for this model are faster than the
algorithm by Moaveni-Nejad and Li [16] for k ∈ o(n). In the estimation model, we assume that it is not realistic that
the boundary of a signal’s reach is known precisely: for points w that are slightly farther from u than v is, counting w
as being disturbed by the signal sent from u to v is as good a guess as not counting w as disturbed. It turns out that
with this model, the number of links for which we actually have to compute the interference can be reduced much
further, so that we get faster algorithms, especially for spanning trees with larger values of k. Our results are listed in
Table 1.
This paper is organized as follows. In Section 2 we propose our output-sensitive algorithms for the case of ex-
act interference values, and examine their running times. In Section 3 we introduce our model for estimations of
link interference and describe one algorithm for each of the network properties (connectivity, bounded dilation, and
bounded link diameter). In Section 4 we briefly discuss some generalizations of our algorithms: nodes with bounded
transmission radius and weighted nodes.
2. Computing exact-interference graphs
We are given a set V of n points in the plane in general position, that is, we assume that no three points lie on
a straight line or a circle.1 Our aim is to establish a wireless network that minimizes interference. First, we define
1 None of the algorithms presented in this paper explicitly requires the point set to be in general position, however, some of the tools used assume
general position, for example the concept of higher-order Delaunay edges and the range searching data structures used in Section 2.1.
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interference. Let u,v be any two points in V . If the edge (link) {u,v} is contained in a communication network,
the range of u must be at least |uv|. Hence, if u sends a signal to v this causes interferences within the closed disk
D(u, |uv|) that has center u and radius |uv|. The same holds for v. This leads to the following definition that was first
given by Burkhart et al. [2]. See also Fig. 1.
Definition 1. (See [2].) Let (V2) denote the set of all pairs {u,v} ∈ V with u = v. The sphere of an edge e = {u,v}
is defined as S(e) := D(u, |uv|) ∪ D(v, |uv|). For any edge e = {u,v} ∈ (V2) we define the interference of e by
Int(e) := ∣∣V ∩ S(e) \ {u,v}∣∣. The interference Int(G) of a graph G = (V ,E) is defined by Int(G) := maxe∈E Int(e).
In this section, we will give algorithms to compute minimum-interference networks of three types. The first type
is a spanning tree T , the second type of network is, for an additionally given t  1, a t-spanner, and the third type is
a d-hop network, for a given integer d > 1.
The main idea of the algorithms is the same. For given j  0 let Gj = (V ,Ej ) denote the graph2 where Ej
includes all edges e with Int(e) j . Assume that Ej can be computed by calling a subroutine ComputeEdgeSet with
arguments V and j . Exponential and binary search are used to determine the minimum value of k for which Gk has
the desired property P , see Algorithm 1. We first try upper = 0, and compute all edges of G0. If G0 does not have
the desired property, we continue with upper = 1 and then keep doubling upper until Gupper has the desired property.
We compute the interference values for each of its edges, and continue with a binary search between lower = upper/2
and upper. In each step we construct Gmiddle, the graph to be tested, by selecting the edges with interference at most
middle = 12 (lower + upper) from Gupper , which has already been computed. Note that in the binary search phase, the
search interval boundaries lower and upper are always even.
// exponential search
upper ← 1/4
repeat
upper ← 2 · upper
Eupper ← ComputeEdgeSet(V , upper	)
Gupper ← (V ,Eupper)
until FulfillsProperty(Gupper,P)
lower ← upper/2	
// binary search
while upper > lower + 1 do
middle ← 12 (lower + upper)
Gmiddle ← (V , all edges in Eupper with interference at most middle)
if FulfillsProperty(Gmiddle,P) then upper ← middle
else lower ← middle
return Gupper
Algorithm 1. MININTERFERENCENETWORK(V,P).
2 If the sphere of an edge is defined as D(u, |uv|) ∩ D(v, |uv|) then Gj is the j -relative neighborhood graph, and if the sphere is the disk
D((u+ v)/2, |uv|/2) (shaded in Fig. 1) then Gj is the j -Gabriel graph [11].
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ENCENETWORK to find the minimum k for which Gk is connected, we run a standard minimum spanning tree
algorithm on Gk . The result is a tree T that minimizes both maxe∈T Int(e) and
∑
e∈T Int(e) among all spanning
trees. For the t-spanner and the d-hop network, the test consists of determining the dilation or the link diameter of the
network. We do this with an all-pairs-shortest-paths computation.
Note that the only non-trivial steps in algorithm MININTERFERENCENETWORK are the subroutines FulfillsProp-
erty and ComputeEdgeSet. We first give details on how to implement ComputeEdgeSet, that is, how to compute Ej
and the interference values of the edges in Ej efficiently for any j .
2.1. Computing edge interferences
An edge {u,v} is an order-j Delaunay edge if there exists a circle through u and v that has at most j points of V
inside [7].
Lemma 1. All edges in Ej are order-j Delaunay edges.
Proof. Let e = {u,v} be an edge with Int(e)  j . Then by Definition 1, the sphere S(e) contains at most j points
other than u and v. The disk that has e as diameter and u and v on its boundary, see Fig. 1, contains at most j points
in its interior as it is contained in S(e) and does not contain u and v. Thus, e is an order-j Delaunay edge. 
There is a close connection between order-j Delaunay edges and higher-order Voronoi diagrams that we will use.
Lemma 2. (See Lemma 2 in [7].) Let V be a set of n points in the plane, let j  n/2 − 2, and let u,v ∈ V . The edge
{u,v} is an order-j Delaunay edge if and only if there are two incident faces, F1 and F2, in the order-(j + 1) Voronoi
diagram such that u is among the j + 1 points closest to F1 but not among the j + 1 points closest to F2, while v is
among the j + 1 points closest to F2 but not among those closest to F1.
Since the worst-case complexity of the order-(j + 1) Voronoi diagram is O((j + 1)(n − j − 1)) [13], it follows
that O(nj) pairs of points give rise to all order-j Delaunay edges. This is because any two incident faces induce
exactly one point pair that corresponds to a Delaunay edge. These pairs can be computed in O(nj2c log∗ j + n logn)
expected time [21] (the best-known deterministic algorithm has a worst-case running time that is only worse by a
polylogarithmic factor [3]). Note that this also implies that the number of edges in Ej is bounded by O(nj).
Lemma 3. Given n points in the plane, (i) any edge set Ej with j  n/2 − 2 can be computed in O(nj2 + nj logn)
expected time; (ii) after O(n9/4 polylogn) preprocessing time, any edge set Ej can be computed in O(nj) worst-case
time.
Proof. (i) Computing the order-(j + 1) Voronoi diagram and thus all O(nj) order-j Delaunay edges takes
O(nj log j + n logn) expected time. A data structure of the order-(j + 1) Voronoi diagram can be built in O(nj logn)
time that supports point location queries in O(logn) time. Thus, the time for the construction of the diagram (and the
point-location data structure) dominates the time we need to determine for each node v ∈ V the cell in the order-(j +1)
Voronoi diagram in which it lies. This cell corresponds to a list Lv of the j + 1 nearest nodes to v in V .
According to Lemma 1, Ej is contained in the set of all order-j Delaunay edges. We simply test for each of the
O(nj) candidate edges in Ej whether its interference is at most j . For a candidate edge e = {u,v} we look at the lists
Lu and Lv that we have precomputed. If v is not included in Lu we conclude Int(e) j +1 and reject e. Analogously,
we reject e if u is not included in Lv . Otherwise we traverse Lu until we find v and count the number of points found.
After that we traverse Lv until we find u and count the number of points that are not in D(u, |uv|) ∩ D(v, |uv|) as
these points have already been counted. We accept e as an edge of Ej if and only if we count at most j points.3 Since
3 Note that the computation of the order-j Voronoi diagram instead of the order-(j + 1) Voronoi diagram would not be sufficient to decide
whether Int(e)  j . For example, the nearest neighbor of u could be v while u is not one of the j nearest neighbors of v. Then we would have
Int(e) j , but we cannot decide whether Int(e) = j .
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(ii) Project all input points (x, y) parallel to the z-axis on a three-dimensional parabola z = x2 + y2, and build
a data structure on them so that we can report the number of points lying inside the intersection of two halfspaces
efficiently. We use the structure by Matoušek [15], who showed that one can build such a data structure of size O(M)
in time O(n1+δ + M polylogn), such that queries can be answered in O((n/M1/3)polylogn) time, where δ is an
arbitrarily small positive constant. We choose M = n9/4, and get preprocessing time O(n9/4 polylogn) and query time
O(n1/4 polylogn). Observe that in the plane, an input point lies inside a circle if and only if in three dimensions, its
projection on the parabola lies below the plane that contains the projection of the circle on the parabola. The number
of points in D(u, |uv|) and D(v, |uv|) can thus be determined by halfspace queries in the data structure mentioned
above, and the number of points lying in D(u, |uv|) ∩ D(v, |uv|) is determined by querying the data structure with
the intersection of two halfspaces.
We use this to compute Int(e) for all O(n2) possible edges e in O(n9/4 polylogn) total query time, sort the results
for all edges by increasing interference value in O(n2 logn) time, and store the results. After that, any edge set Ej can
be found in O(nj) time by simply selecting the edges e with Int(e) j from the head of the sorted list. 
2.2. The total running time
Theorem 1. Algorithm MININTERFERENCENETWORK runs in O(min{nk2+nk logn,n9/4 polylogn}+P(n,nk) logk)
expected time, where n is the number of nodes, k is the interference of the network output, and P(n,m) is the running
time of FulfillsProperty on a graph with n nodes and m edges.
Proof. During the exponential-search phase, ComputeEdgeSet is called 
logk times to compute an edge set Ej in
time O(nj2 + nj logn). As the j ’s in the running time are geometrically increasing values, the terms in the running
time that depend on j are dominated by the computation of Ek . The total expected time spent by ComputeEdge-
Set is thus O(nk2 + nk logn) (by Lemma 3(i)). Once the total time spent by ComputeEdgeSet has accumulated to
(n9/4 polylogn), we compute the interference values for all possible edges at once and sort them in O(n9/4 polylogn)
time. After this, we can identify all sets Eupper	 for geometrically increasing values of upper up to at most 2k easily
in O(nk) time (by Lemma 3(ii)). In the binary-search phase, selecting edges of Emiddle from Eupper takes O(nk) time,
which is done O(logk) times for a total of O(nk logk). A total of O(logk) tests for the property P on graphs with
O(nk) edges takes O(P (n,nk) · logk) time. 
2.3. Minimum-interference spanning trees
In this section we consider the basic problem of computing a connected graph with minimum interference. For
a graph with n nodes and m edges, we can test by breadth-first search in O(n + m) worst-case time whether it is
connected. We have P(n,nk) = O(nk) and by applying Theorem 1 we get:
Corollary 1. We can compute a connected graph with minimum-interference in expected time O(min{nk2 + nk logn,
n9/4 polylogn}), where k is the interference of the network output.
We can compute the minimum spanning tree of the resulting graph in O(nk+n logn) time (for example with Prim’s
algorithm), with the weights of the edges set to their interference values. Note that any minimum spanning tree T on
the given set of vertices not only minimizes
∑
e∈T Int(e) but also Int(T ) = maxe∈T Int(e) for the set of all connected
trees. Therefore such a tree can be found in the minimum-interference graph Gk obtained by Corollary 1. By running
Prim’s algorithm on Gk , we can compute T from Gk in O(nk + n logn) time, i.e., P(n,nk) = O(nk + n logn). We
get the following corollary:
Corollary 2. We can compute a spanning tree T of V with minimum-interference that minimizes ∑e∈T Int(e) and
maxe∈T Int(e) in expected time O(min{nk2 + nk logn,n9/4 polylogn}).
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It is often desired that a network is not only a connected network, but also a t-spanner for some given constant
t [2,14]. Given two vertices u and v of a graph G, we denote by |uv| the Euclidean distance between u and v and by
dG(u, v) the length of a shortest path between u and v in G (with respect to the Euclidean metric). A graph G is a
t-spanner, if for any (u, v) ∈ (V2) it holds that dG(u, v) t · |uv|. For a graph with n nodes and m edges, the dilation
can be computed in O(nm + n2 logn) time by computing all pairs’ shortest paths with Dijkstra’s algorithm [5]. We
have P(n,nk) = O(n2k + n2 logn) and by applying Theorem 1 we get:
Corollary 3. For any t > 1 we can compute a t-spanner of V with minimum-interference in O(n2 logk(logn + k))
expected time.
The weight of a graph G, denoted wt(G), is defined as the sum of its edge lengths. By adding a postprocessing step
to the computation of a minimum-interference t-spanner, we obtain the following:
Lemma 4. For any constants t > 1 and ε > 0 we can compute a (1 + ε)t-spanner of V with weight O(wt(MST(V ))
and interference k in O(n2 logk(logn + k) + nk
ε7
logn) expected time, where MST(V ) is a minimum weight spanning
tree of V and k is the interference of the minimum-estimated interference of any t-spanner of V .
Proof. Compute a t-spanner G of V with minimum-interference using Corollary 3, and let k be the interference of
G. Note that G has O(nk) edges. Now we argue that we can compute a (1 + ε)-spanner G′ of G in O( nk
ε7
logn) time
such that G′ has interference k and weight O(wt(MST(V ))).
Let G be an arbitrary t-spanner for a point set V having m edges, where t > 1 is a constant. Let ε be an arbitrary
positive real constant. The greedy algorithm in [8] computes a subgraph G′ of G that is a (1+ε)-spanner of G and that
satisfies the so-called leapfrog property. The graph G′ can be computed in O( m
ε7
logn) time, for details see the book
by Narasimhan and Smid [18]. Das and Narasimhan [6] have shown that any set of edges that satisfies the leapfrog
property has weight O(wt(MST(V ))). This completes the proof of the lemma. 
2.5. Minimum-interference d-hop networks
We can test whether a given graph is a d-hop network by computing its link diameter and checking if it is at most
d . For a graph with n nodes and m edges, the link diameter can be computed in O(nm) worst-case time by doing a
breadth-first search from every vertex. Alternatively, since all edge weights for the distance computation are ‘1’ we
can compute the link diameter in O(n2 logn) expected time with the all-pairs-shortest-paths algorithm by Moffat and
Takaoka [17]. Thus, P(n,nk) = O(n2 logn) and by applying Theorem 1 we get:
Corollary 4. For any integer d > 1 we can compute a d-hop network with minimum-interference in O(min{nk2,
n9/4 polylogn} + n2 logn logk) expected time.
3. Estimated interference
In this section we show how to compute minimum-interference networks in the estimated model. We define esti-
mated interference as follows (see Fig. 2(a)):
Definition 2. Let D(u, r) be the closed disk centered at u with radius r . The (1 + ε)-sphere S1+ε(e) of an edge
e = {u,v} is defined as S1+ε(e) := D(u, (1 + ε) · |uv|)∪D(v, (1 + ε) · |uv|). For 0 ε1  ε2 we say that an integer I
is an (ε1, ε2)-valid estimation of the interference of e if and only if |V ∩S1+ε1(e)\{u,v}| I  |V ∩S1+ε2(e)\{u,v}|.
We will use ε-valid estimation as a shorthand for (0, ε)-valid estimation. Our aim is to compute minimum-
interference networks based on ε-valid estimations of interference. To do so we will need to fix a particular assignment
Intε :
(
V
)→ N of ε-valid estimations for all edges, which will be explained in more detail below.2
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3.1. The well-separated pair decomposition
Our construction uses the well-separated pair decomposition by Callahan and Kosaraju [4], which we briefly
present here.
Definition 3. (See [4].) Let s > 0 be a real number, and let A and B be two finite sets of points in R2. We say that A
and B are well-separated with respect to s, if there are two disjoint disks DA and DB of same radius r , such that
(i) DA contains A,
(ii) DB contains B , and
(iii) the minimum distance between DA and DB is at least s · r .
The parameter s will be referred to as the separation constant. The next lemma follows easily from Definition 3.
Lemma 5. (See [4].) Let A and B be two finite sets of points that are well-separated with respect to s, let u and x be
points of A, and let v and y be points of B . Then
(i) |uv| (1 + 2/s) · |uy|,
(ii) (1 − 4/s) · |xy| |uv| (1 + 4/s) · |xy|, and
(iii) |ux| (2/s) · |xy|.
Definition 4. (See [4].) Let V be a set of n points in R2, and let s > 0 be a real number. A well-separated pair decom-
position (WSPD) for V with respect to s is a sequence of pairs of non-empty subsets of V , {A1,B1}, {A2,B2}, . . . ,
{Am,Bm}, such that (i) Ai and Bi are well-separated with respect to s, for i = 1, . . . ,m, and (ii) for any two distinct
points u and v of V , there is exactly one pair {Ai,Bi} in the sequence, such that (a) u ∈ Ai and v ∈ Bi , or (b) v ∈ Ai
and u ∈ Bi . The integer m is called the size of the WSPD.
Callahan and Kosaraju [4] showed that a WSPD of size O(s2n) can be computed in O(s2n+ n logn) time.
3.2. A sparse interference-estimation graph
Consider the complete graph Gε = (V ,Eε), where the weights of the edges are computed as follows.
Let {Ai,Bi}1im be a well-separated pair decomposition of V with separation constant s = 8 + 18/ε. For each
well-separated pair {Ai,Bi} select two arbitrary points u ∈ Ai and v ∈ Bi , and compute an ( 1ε, 2ε)-valid interference3 3
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interference estimations for all edges e ∈ Eε is denoted by Intε(e).
We will denote by Gεj = (V ,Eεj ) the subgraph of Gε containing all the edges of weight at most j . The following
lemma shows that Intε correctly represents ε-valid estimations of interference.
Lemma 6. Let V be a set of points and let {Ai,Bi}1im be a WSPD of V with separation constant s = 8+18/ε. Let
e˜ = {u,v} and e = {x, y} be two edges such that u,x ∈ Ai and v, y ∈ Bi . It holds that every ( 13ε, 23ε)-valid interference
estimation for e˜, denoted I , is an ε-valid interference estimation for e.
Proof. We will prove the lemma in two steps. First we show (i) that D(x, |xy|) ⊆ D(u, (1+ 13ε)|uv|) (and analogously
D(y, |xy|) ⊆ D(v, (1 + 13ε)|uv|)) which implies that S1(e) ⊆ S1+ε/3(e˜), and thus |V ∩ S1(e)| |V ∩ S1+ε/3(e˜)| I .
Then, in the second step, we show (ii) D(u, (1+ 23ε)|uv|) ⊆ D(x, (1+ε)|xy|) (and analogously D(v, (1+ 23ε)|uv|) ⊆
D(y, (1 + ε)|xy|)) which implies that S1+2ε/3(e˜) ⊆ S1+ε(e), and thus I  |V ∩ S1+2ε/3(e˜)|  |V ∩ S1+ε(e)|. As
a consequence of the two bounds we have |V ∩ S1(e)|  I  |V ∩ S1+ε(e)| and thus I is an ε-valid interference
estimation for e.
(i): Let px be the point on the perimeter of D(u, (1 + 13ε)|uv|) closest to x. It suffices to show that |xpx | |xy|.
We use the triangle inequality and Lemma 5(ii) and (iii).
|xpx | |pxu| − |xu|
=
(
1 + ε
3
)
· |uv| − |xu|

(
1 + ε
3
)(
1 − 4
s
)
· |xy| − 2
s
· |xy|
=
(
1 + ε
3
− 4ε
3s
− 6
s
)
· |xy|
 |xy|.
The last inequality follows from s = 8 + 18/ε  4 + 18/ε.
(ii): Let qx be the point on the perimeter of D(u, (1 + 23ε)|uv|) furthest from x. It suffices to show that |xqx | 
(1 + ε) · |xy|. We use the triangle inequality and Lemma 5(ii) and (iii).
|xqx | |qxu| + |xu|
=
(
1 + 2ε
3
)
· |uv| + |xu|

(
1 + 2ε
3
)(
1 + 4
s
)
· |xy| + 2
s
· |xy|
=
(
1 + 2ε
3
+ 8ε
3s
+ 6
s
)
· |xy|
 (1 + ε) · |xy|.
The last inequality follows from the assumption that s  8 + 18/ε. 
Next we define the edge set E˜ε as follows. For each well-separated pair {Ai,Bi} select exactly one pair of points
u,v such that u ∈ Ai and v ∈ Vi . The edge {u,v} is added to E˜ε setting its weight to be the ε-valid estimation
Intε({u,v}). Note that the number of edges in Eε is n(n − 1)/2 while the number of edges in E˜ε is bounded by
O(n/ε2), that is, the number of well-separated pairs.
3.3. Computing minimum-estimated-interference networks
We will use the same approach as we used in Section 2, with one difference, instead of using the graphs Gj we
will use the graphs Gε . Actually we will go one step further, instead of using Gε we will use G˜ε = (V , E˜ε).j j j j
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upper ← 1/4
repeat
upper ← 2 · upper
E˜εupper ← all edges in E˜ε with weight at most upper
G˜εupper ← (V , E˜εupper)
until FulfillsProperty(G˜εupper,P)
lower ← upper/2	
while upper > lower + 1 do
middle ← 12 (lower + upper)
E˜ε
middle ← all edges in E˜ε with weight at most upper
G˜ε
middle ← (V , E˜εmiddle)
if FulfillsProperty(G˜ε
middle,P) then upper ← middle
else lower ← middle
return G˜εupper
Algorithm 2. MINESTIMATEDINTERFERENCENETWORK(V,P).
The general algorithm for finding a minimum-interference network based on estimated interferences is given in
Algorithm 2. Next we analyze the running time of the general algorithm and then prove the correctness for each of the
three properties that we consider.
Lemma 7. The graph G˜ε = (V , E˜ε) can be constructed in O(n/ε2(logn+ 1/ε)) time.
Proof. Initially set E˜ε to be empty. Construct a well-separated pair decomposition with respect to s = 8 + 18/ε in
O(n/ε2 + n logn) time. For each well-separated pair {Ai,Bi} select an arbitrary pair of points u ∈ Ai and v ∈ Bi .
Perform an ε′-approximate range counting query [1] with S1+ε/2(u, v) as the query range, where ε′ = ε12+6ε . The
number of reported points (minus u and v) determines an estimated interference between |V ∩ S1+ε/3(u, v)| and
|V ∩ S1+2ε/3(u, v)| and hence an ε-estimated interference for every edge in Eε , according to Lemma 6. Since the
query range has constant complexity, each such query can be answered in O(logn + 1/ε) time with the BBD-tree by
Arya and Mount [1] (following the analysis by Haverkort et al. [10]). In total this requires O(n/ε2(logn+ 1/ε)) time
since O(n/ε2) queries are performed. 
Theorem 2. Algorithm MINESTIMATEDINTERFERENCENETWORK runs in O(n/ε2(logn+ 1/ε)+P(n,n/ε2) log k)
time, where n is the number of nodes, k is the maximum ε-valid estimated interference of any edge in the network
output, and P(n,m) is the running time of FulfillsProperty on a graph with n nodes and O(m) edges.
Proof. The graph G˜ε = (V , E˜ε) is constructed in O(n/ε2(logn + 1/ε)) time. The exponential and binary search is
iterated at most 
logk times. Each time the edge set E˜εj is computed in O(n/ε2) time by looking at all edges in
E˜ε . The graph is tested for the desired property in O(P (n,n/ε2)) time. Summing up the time bounds gives a total of
O(n/ε2(logn+ 1/ε)+ P(n,n/ε2) log k) time. 
Before we study the three desirable properties (connectivity, bounded dilation, and bounded link diameter) we need
two basic properties of the graph G˜ε .
3.4. Two properties of the sparse graph
For technical reasons we have to ensure that the interference estimations of all shortest edges in Gε are zero. This
can be accomplished during the processing of the well-separated pair decomposition without requiring any extra time.
In Theorem 3 below we show that G˜εj closely approximates G
ε
j . For the proof we require the following technical
lemma.
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Lemma 8. For a well-separated pair {Ai,Bi} let {u,v} be an arbitrary edge, where u ∈ Ai and v ∈ Bi , with ε-valid
interference estimation j . Then for every edge {x, y} with x, y ∈ Ai or x, y ∈ Bi it holds that every ε-valid interference
estimation of {x, y} is at most j .
Proof. The distance between x and y is bounded by 2/s · |uv| according to Lemma 5. By the choice of s this is less
than ε/9 · |uv| and thus, for reasonably small values of ε, it holds that S1+ε(x, y) ⊆ S(u, v), see Fig. 3(a). Hence, even
if {u,v} attains its minimum possible ε-valid interference estimation j , each ε-valid interference estimation of (x, y)
is at most j . 
Let dj (u, v) and d˜j (u, v) denote the Euclidean length of the shortest path between u and v in Gεj and G˜
ε
j , respec-
tively.
Theorem 3. For any u,v ∈ V and any non-negative integer j we have dj (u, v)  d˜j (u, v)  (1 + ε) · dj (u, v).
Proof. Since E˜εj is a subset of E
ε
j the left inequality follows. It remains to prove the right inequality. For this it is
sufficient to show that for every edge e = {u,v} in Eεj there is a path P in E˜εj such that |uv| |P | (1 + ε)|uv|.
Sort the edges of Eεj with respect to their length in increasing order. We denote the edges in the sorted sequence by
e1, . . . , em. The theorem is now proven by induction on the length of the edges.
Base cases: Consider a shortest edge e1 = {u,v} in Eεj . Our claim is that e1 is also in E˜εj . From Definition 4 it
follows that there is a well-separated pair {Ai,Bi} with Ai = {u} and Bi = {v} (or Ai = {v} and Bi = {u}). As {u,v}
is a closest pair in V , its interference estimation is zero by construction. Hence, e1 is in E˜εj .
Induction hypothesis: Assume that the theorem holds for all edges of Eεj shorter than ei .
Induction step: Consider the edge ei = {u,v}, and let {Ai,Bi} be the well-separated pair such that u ∈ Ai and
v ∈ Bi . According to the construction of E˜εj there exists an edge {x, y} in E˜εj such that x ∈ Ai and y ∈ Bi , see
Fig. 3(b). For ease of explanation we assume that {x, y} ∩ {u,v} = ∅ (the case of {x, y} ∩ {u,v} = ∅ is only easier, as
the rest of the proof will show).
The length of {x, y} is at most (1 + 4/s) · |uv|, according to Lemma 5. According to Lemma 8, the edges {u,x}
and {y, v} are in Eεj . Hence, as {u,x} and {y, v} are shorter than ei , there is path Pux between u and x of length at
most (1 + ε) · |ux|, and a path Pyv between y and v of length at most (1 + ε) · |yv| in G˜εj by induction hypothesis.
For the u-v path Pux, {x, y},Pyv in G˜εj we have:
d˜(u, v) d˜(u, x) + d˜(x, y)+ d˜(y, v)
 (1 + ε) · |ux| +
(
1 + 4
s
)
· |uv| + (1 + ε) · |yv|
 (1 + ε) · 2 |uv| +
(
1 + 4
)
· |uv| + (1 + ε) · 2 |uv| =
(
1 + 8 + 4ε t
)
· |uv| (1 + ε) · |uv|.
s s s s s
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4 + 8/ε. 
3.5. Minimum-estimated interference spanning trees
We start with the most basic property, namely connectivity. We will prove the corresponding estimated versions of
Corollaries 1 and 2 in Section 2.3.
From Theorem 3 it immediately follows that Gεj is connected if and only if G˜
ε
j is connected. Thus a simple
approach to test the connectivity is to use a breadth-first search in G˜εj which takes linear time with respect to the size
of E˜εj . By filling in P(n, kn) = O(n/ε2) in Theorem 2 we get:
Corollary 5. We can compute a minimum-estimated-interference connected graph in O(n/ε2(logn+ 1/ε)) time.
And by running Kruskal’s algorithm on the graph G˜εk we get:
Theorem 4. We can compute a minimum-estimated-interference spanning tree T of V with∑
e∈T
Intε(e) =
∑
e∈Tmin
Intε(e)
in O(n/ε2(logn+ 1/ε)) time, where Tmin is a minimum spanning tree of Gεk with respect to Intε .
Proof. Running Kruskal’s algorithm [12] on G˜εk takes O(n/ε2 + n logn) time and thus the running time is dominated
by the computation of G˜εk according to Corollary 5.
It remains to show that G˜εk contains a spanning tree T of cost equal to the cost of Tmin. Consider the edges in Eεk and
order them with respect to their interference estimations. If two edges have the same interference estimation then we
order them with respect to the Euclidean distance between their endpoints. For simplicity, let Tmin denote the minimum
spanning tree obtained by running Kruskal’s algorithm using this ordering. Let {u1, v1}, {u2, v2}, . . . , {un−1, vn−1} be
the edges of Tmin in the order in which they were added to Tmin.
Consider the subgraph F˜ of G˜εk constructed as follows: for each edge {uj , vj } in Tmin, find the well-separated pair
(Ai,Bi) such that uj ∈ Ai and vj ∈ Bi , and add the edge {x, y} ∈ G˜εk with x ∈ Ai and y ∈ Bi to F˜ . Clearly the cost
of F˜ is equal to the cost of Tmin, since for every edge {u,v} in Tmin an edge {x, y} is added to F˜ whose interference
estimation equals the estimation of {u,v}. It remains to prove that F˜ is a spanning tree.
We will prove the following statement:
(∗) For every edge {uj , vj } in Tmin there is a path in F˜ between uj and vj .
Since F˜ contains n − 1 edges, it follows that F˜ must be a spanning tree. Our proof of (∗) is by induction over the
index j of the edges in Tmin.
Base case: The first edge added to Tmin is {u1, v1}. By construction, {u1, v1} is the shortest edge in
(
V
2
)
and its
interference estimation is zero. Then the well-separated pair that contains it must be a pair (Ai,Bi) with Ai = {u1}
and Bi = {v1} and hence, {u1, v1} is also in F˜ .
Induction hypothesis: Assume that condition (∗) holds for all edges {u1, v1}, . . . , {ui−1, vi−1} in Tmin.
Induction step: Let {xi, yi} be the edge in F˜ corresponding to {ui, vi}, and let {Ai,Bi} be the well-separated pair
such that ui, xi ∈ Ai and vi, yi ∈ Bi . Our claim is that there is a path between ui and xi , and a path between vi and
yi , only containing edges from the set {{u1, v1}, . . . , {ui−1, vi−1}}. According to Lemma 8 an interference estimation
of the edge {ui, xi} does not exceed the interference estimation of the edge {ui, vi}, and obviously {ui, xi} is shorter
than {ui, vi}. Thus {ui, xi} was considered before {ui, vi} and either it was added to Tmin, or ui and xi were already
connected in Tmin and adding {ui, xi} would have created a cycle in Tmin (at the time when {ui, xi} would have
been inserted according to the order). In both cases it follows that ui and xi are connected in Tmin by a path that only
contains edges from the set {{u1, v1}, . . . , {ui−1, vi−1}}, and thus, by the induction hypothesis, they are also connected
in F˜ . The same argument yields a path in F˜ between vi and yi . This completes the proof of (∗). 
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We use the same approach as in Section 2.4 and apply Dijkstra’s algorithm to compute the dilation in G˜εj . This
takes O(n2/ε2 + n2 logn) time. Note that according to Theorem 3, G˜εj is at least an (1 + ε)t-spanner if Gεj is a
t-spanner. Thus, we implement the answer of the routine FulfillsProperty to be ‘yes’ if and only if G˜εj is an (1 + ε)t-
spanner. This only implies that Gεj is an (1+ε)t-spanner, but the interference of Gεj is at most the minimum-estimated
interference of a t-spanner with respect to Intε . Thus, P(n,n/ε2) = O(n2/ε2 + n2 logn) and by applying Theorem 2
we obtain:
Corollary 6. In O(n2 logk(1/ε2 + logn)) time we can compute a (1 + ε)t-spanner of V with estimated interference
at most the minimum-estimated interference of any t-spanner of V .
3.7. Minimum-estimated-interference d-hop networks
When one wants to construct a d-hop network with minimum estimated interference value it seems hard to avoid
studying all the edges in Eεj . A simple way to check if a graph is a d-hop network is to perform a breadth-first search
(BFS) in Gεj from each of the nodes. The problem is that the running time is linear in the number of edges, thus
running the n searches in Gεj would give a cubic running time. Also, we cannot perform the BFS in G˜
ε
j since G˜
ε
j does
not approximate Gεj when it comes to the number of hops. We will show, however, that for every G
ε
j we can perform
an implicit breadth-first search in a graph T that has only O(n/ε2) edges.
The graph T is the split tree [4] S that is built in the first step of Algorithm 2 in order to compute the WSPD,
augmented with a number of non-tree edges. In particular, S is a binary tree in which each vertex corresponds to a
subset of V . We identify each vertex with its corresponding point set. The root of S is V . For any non-leaf vertex
A ∈ S and its two children A1,A2 it holds that A1 ∩A2 = ∅ and A1 ∪A2 =A. All leaves correspond to single points
and for every well-separated pair {Ai,Bi}1im there is exactly one vertex A ∈ S with A= Ai and one vertex B ∈ S
with B = Bi . (However, not all vertices in S correspond to a set Ai or Bi .) To avoid confusion we will always refer
to the nodes of T as vertices. For a given vertex A, our algorithm needs to access all vertices B such that {A,B}
corresponds to a pair {Ai,Bi} of the WSPD. Therefore we extend S with edges between all pairs of vertices that
correspond to pairs of the WSPD. This extended version of S constitutes the graph T that we will use for our breadth-
first search. The non-tree edges are distinguishable from the tree edges and can be inserted without additional cost
when computing the WSPD. Observe that the number of tree edges is at most 2(n− 1) while the number of edges that
join well-separated sets is O(n/ε2). Therefore T has O(n/ε2) edges.
The idea is now to perform n implicit BFS’s, one for each point x ∈ V . The value MaxHops(x) obtained by the
implicit BFS for x is the depth of a BFS-tree of Gεj with root x. After performing all implicit BFS’s, we have access
to the link diameter of Gεj which is maxx∈V MaxHops(x).
We will first give the algorithm to compute MaxHops(x) and then prove its correctness. The algorithm is essentially
the same as the one by Gudmundsson et al. [9] but slightly modified to fit our setting. It computes a breadth-first forest
consisting of breadth-first trees rooted at all vertices of T which contain x, these are exactly x itself and all its ancestors
in the split tree. As usually the breadth-first search features a queue Q of vertices that still have to be processed and it
terminates as soon as Q is empty. For each vertex A of the split tree, the algorithm maintains two variables:
• color(A), whose value is either white, gray, or black, and
• dist(A), whose value is the minimum distance to get from x to at least one point of A in Gεj (as computed by the
algorithm).
The algorithm will maintain the following invariants: All vertices that are white have not been visited yet. The
vertices that are grey have been visited and are stored in the queue Q. All vertices A that are black have been
processed already and dist(A) contains the correct distance from x.
Step 1. For each vertex A ∈ T set color(A) := white and dist(A) := ∞.
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encountered, set color(A) := gray and, if A corresponds to a set in a well-separated pair, set dist(A) := 0 and append
A to the end of Q.
Step 3. If Q is empty then go to Step 4. Otherwise, let A be the first element of Q. Delete A from Q and set
color(A) := black. For each well-separated pair {Ai,Bi} for which Ai = A (or Bi = A) and whose edges have
interference estimations of at most j , let B be the vertex in T with B = Bi (B = Ai ). If B is white do the following:
Step 3.1. Starting at vertex B, walk up the split tree until the first non-white vertex is reached. For each white vertexA′
encountered, set color(A′) := gray and, if A′ corresponds to a set in a well-separated pair, set dist(A′) := dist(A)+ 1
and add A′ to the end of Q.
Step 3.2. Visit all vertices in the subtree of B. For each vertex A′ in this subtree, set color(A′) := gray and, if A′
corresponds to a well-separated set, set dist(A′) := dist(A)+ 1 and add A′ to the end of Q.
After all such vertices B have been processed, go to Step 3.
Step 4. Return MaxHops(x) = max{dist(A) |A ∈ T is a set in a well-separated pair}.
Observe that, if A′ is the first non-white vertex reached in Step 3.1, all vertices on the path from A′ to the root
of the split tree are non-white. Also, if color(B) = white, then all vertices in the subtree of B (these are visited in
Step 3.2) are white.
To estimate the running time of the algorithm, we first note that Step 1 as well as Step 2 takes O(n) time. The total
time for Step 3 is proportional to the number of edges in T and the total time for walking through T in Steps 3.1
and 3.2. It follows from the algorithm that each edge of T is traversed at most once. Therefore, Step 3 takes O(n/ε2)
time, which is also the total running time of the BFS from x. We now prove its correctness.
Theorem 5. The value returned by the above algorithm is MaxHops(x).
Proof. We show (∗): for each A ∈ T that corresponds to a set in a well-separated pair, dist(A) is the minimum
distance to get from x to at least one point of A in Gεj . This proves the claim as all nodes V are stored in a leaf of
T and correspond to a well-separated set, thus the set in Step 4 over which the maximum is taken contains all the
distances from x to every other node in Gεj and no bigger values than that.
Note that, besides initializing with ∞, dist(A) is set only once for each A, namely when A is encountered for the
first time. We show the following two invariants: (i) when dist(A) is set, there is at least one node in A that is at most
dist(A) steps away from x in Gεj and (ii) no vertex in A can be reached from x by less than dist(A) steps. This proves
(*). Step 2 sets dist(A) to zero for all A ∈ T that contain x and thus fulfills the two invariants for these vertices.
Next, we show that invariant (i) holds for Step 3.1 and Step 3.2. Let {Ai,Bi} be the well-separated pair that caused
the calls of Step 3.1 and Step 3.2 and let B = Bi . Since dist(Ai) = dist(Bi) − 1, we can prove by induction that the
invariant holds for Ai and thus there is at least one point a ∈ Ai that can be reached from x in dist(B) − 1 steps.
However, as the interference estimations of all edges between Ai and Bi is at most j this means that in Gεj all points
in B can be reached from x via a in dist(B) steps. This shows invariant (i) for Step 3.1 as all vertices on the path from
B to the first non-white ancestor contain supersets of the point set that corresponds to B. It also shows invariant (i) for
Step 3.2 as the vertices in the subtree of B contain subsets of the point set that corresponds to B.
We prove that invariant (ii) holds throughout the algorithm by contradiction. Let B ∈ T be the first vertex encoun-
tered for which (ii) is violated. This means that there exists a path e1, . . . , e ∈ Gεj connecting x and a node v ∈ B with
 < dist(B) edges. Let e = {u,v} and {Ai,Bi} be the unique well-separated pair with u ∈ Ai and v ∈ Bi . The path
e1, . . . , e−1 connects x with u ∈ Ai by  − 1 edges. Since B is a minimal counterexample, invariant (ii) holds for Ai
which means that dist(Ai) − 1. This is a contradiction because then dist(B) dist(Ai)+ 1 =  as again all edges
between Ai and Bi are in Gε . j
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ment the split tree S of the WSPD with the O(n/ε2) edges that correspond to well-separated sets whose representative
edges have interference estimation of at most j . Then we run the above algorithm once for each node in V . We have
P(n,n/ε2) = O(n2/ε2) and by applying Theorem 2 we get:
Corollary 7. Given a set V of n points in the plane and an integer d , one can compute a d-hop network with minimum
estimated interference value in O(n/ε2(n logk + 1/ε)) time.
4. Generalizations and extensions
In this section we consider different models and different interference functions, and we discuss the possibility to
modify the presented algorithms to handle these cases.
Bounded transmission radius. Burkhart et al. [2] and Moaveni-Nejad and Li [16] considered the case where each
transmitter has a bounded transmission radius. The algorithms in Section 2 can be modified to handle this case. In the
estimated interference model a fundamental result breaks down, namely Lemma 8. However, this result, and all other
results in Section 3, can easily be shown to hold if the input is guaranteed to have the following (reasonable) property:
For every point p with transmission radius T (p) it holds that every point within distance ε · T (p) of p has trans-
mission radius at least 2ε · T (p), for some given positive constant ε.
Weighted points. In the scenario in which the points are weighted, the weights can be thought of as a measure of
importance assigned to the nodes. Points with a very high weight are very important and thus interference with those
nodes should be avoided. The changes to the algorithms in Section 2 are trivial, since range counting queries can
easily be modified to handle weighted points. In the estimated interference model the same bounds also hold for the
weighted case. The only difference is in computing the interference value of an edge—fortunately the BBD-tree [1]
can also be used for weighted range queries without additional preprocessing or query time.
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