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THE RANDOM PINNING MODEL WITH CORRELATED DISORDER
GIVEN BY A RENEWAL SET
D. CHELIOTIS, Y. CHINO, AND J. POISAT
Abstract. We investigate the effect of correlated disorder on the localization transition
undergone by a renewal sequence with loop exponent α > 0, when the correlated sequence
is given by another independent renewal set with loop exponent αˆ > 0. Using the renewal
structure of the disorder sequence, we compute the annealed critical point and exponent.
Then, using a smoothing inequality for the quenched free energy and second moment
estimates for the quenched partition function, combined with decoupling inequalities, we
prove that in the case αˆ > 2 (summable correlations), disorder is irrelevant if α < 1/2 and
relevant if α > 1/2, which extends the Harris criterion for independent disorder. The case
αˆ ∈ (1, 2) (non-summable correlations) remains largely open, but we are able to prove
that disorder is relevant for α > 1/αˆ, a condition that is expected to be non-optimal.
Predictions on the criterion for disorder relevance in this case are discussed. Finally, the
case αˆ ∈ (0, 1) is somewhat special but treated for completeness: in this case, disorder has
no effect on the quenched free energy, but the annealed model exhibits a phase transition.
1. Introduction
The goal of this paper is to study the phase transition of the pinning model in presence of
a correlated disorder sequence built out of a renewal sequence. We first present the general
set-up of pinning models before introducing our specific model. For a review on pinning
models, we refer to the three monographs [26, 27, 29] and references therein. In this paper
we write N = {1, 2, . . .} and N0 = {0, 1, 2, . . .}.
1.1. General set-up. The pinning model provides a general mathematical framework
for studying various physical phenomena such as the wetting transition of interfaces, DNA
denaturation or (de)localization of a polymer along a defect line. This statistical-mechanical
model is formulated in terms of a Markov chain (Sn)n∈N0 which is given a reward/penalty
ωn (depending on the sign) when it returns to its initial state 0 at time n.
Let us denote by τ = (τn)n∈N0 the sequence of return times to 0, whose law is denoted
by P. It is a renewal sequence starting at τ0 = 0, and we assume that the inter-arrival law
satisfies
(1.1) K(n) := P(τ1 = n) = L(n)n
−(1+α), α > 0, n ∈ N,
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where L is a slowly varying function whose support is aperiodic, that is, gcd{n ≥ 1: L(n) >
0} = 1. We also assume that the renewal process is recurrent, that is P(τ1 < ∞) =∑
n≥1K(n) = 1 (otherwise it is said to be transient). By a slight abuse of notation, we shall
use τ to refer to the set {τk}k∈N0 and write δn = 1{n∈τ}. Independently of τ , we introduce a
disorder sequence, that is a sequence of real valued random variables ω = (ωn)n∈N0 whose
law is denoted by P.
The object of interest is the sequence of Gibbs measures, also called polymer measures,
defined by:
(1.2)
dPn,β,h
dP
=
1
Zn,β,h
exp
{ n∑
k=1
(h+ βωk)δk
}
δn, n ∈ N, β ≥ 0, h ∈ R,
where
(1.3) Zn,β,h = E
(
e
∑n
k=1(h+βωk)δkδn
)
is the quenched partition function, h is called a pinning strength or chemical potential and
β is the inverse temperature.
The free energy of the model is defined by
(1.4) F (β, h) = lim
n→∞
1
n
logZn,β,h ≥ 0,
where the limit holds P-a.s. and in L1(P) under rather mild assumptions on ω, namely
if ω is a stationary and ergodic sequence of integrable random variables. Then the two
phases of the model are the localized phase L = {(β, h) : F (β, h) > 0}, where the contact
fraction ∂hF (β, h) = limn→∞(1/n)En,β,h(|τ ∩ {1, . . . , n}|) is positive, and the delocalized
phase D = {(β, h) : F (β, h) = 0}, where it is zero. The two main features of the transition
are the quenched critical point and the critical exponent:
(1.5) hc(β) = inf{h : F (β, h) > 0}, νq(β) = lim
hցhc(β)
logF (β, h)
log(h− hc(β))
,
when the limit exists. The critical curve separates the two phases whereas the critical
exponent indicates how smooth the transition is between them.
Disorder relevance. One reason for the success of this model is the solvable nature of the
homogeneous case, which corresponds to the choice β = 0 and which is treated in detail
in [26]. For the moment, we recall that hc(0) = 0 and νhom := νq(0) = max(1, 1/α), see
Theorem 2.1 in [26].
An important challenge in statistical mechanics is to understand the effect of quenched
impurities or inhomogeneities in the interaction on the mechanism of the phase transition.
This can be done by comparing the critical features of the quenched model to that of the
annealed model, which is defined by
(1.6)
dPan,β,h
dP
=
1
Zan,β,h
E
(
exp
{ n∑
k=1
(h+ βωk)δk
}
δn
)
, n ∈ N, β ≥ 0, h ∈ R,
where
(1.7) Zan,β,h = EE
(
e
∑n
k=1(h+βωk)δkδn
)
= E(Zn,β,h)
is the annealed partition function, and the annealed free energy is also defined by
(1.8) F a(β, h) = lim
n→∞
1
n
logZan,β,h
PINNING ON A RENEWAL SET 3
when the limit exists. The annealed features are then
(1.9) hac (β) = inf{h : F
a(β, h) > 0}, νa(β) = lim
hցhac (β)
log F a(β, h)
log(h− hac (β))
,
when the limit exists (along the paper we may omit β to lighten the notation, when there is
no ambiguity). A simple application of Jensen’s inequality leads to the following comparison
(1.10) F (β, h) ≤ F a(β, h) for all h ∈ R, β ≥ 0,
and consequently
(1.11) hac (β) ≤ hc(β).
If the annealed and quenched critical points or exponents differ at a given value of β then
disorder is said to be relevant for this value of β.
The Harris criterion. There has been a lot of studies on this problem in the past few years
in the case when disorder is given by a sequence of i.i.d. random variables with exponen-
tial moments (under this assumption the annealed model coincides with the homogeneous
model after a suitable shift of h). All these works put on a firm mathematical ground
the prediction known in the physics literature as the Harris criterion [28], which in this
context states that disorder should be irrelevant if α < 1/2 (at least for small values of
β) and relevant if α > 1/2. Several approaches have been used: direct estimates such as
fractional moment and second moment estimates [2, 3, 9, 7, 12, 17, 24, 25], martingale
theory [31], variational techniques [16] and more recently chaos expansions of the partition
functions [13, 14, 15]. The limiting case α = 1/2 has been the subject of a lot of controver-
sies and has been fully answered only recently [9]. Finally, the full criterion for relevance
(in the sense of critical point shift) reads
(1.12) ∀β > 0, hc(β) > h
a
c (β) ⇐⇒
∑
n≥1
L(n)−2n2(α−1) =∞,
that corresponds to the intersection of two independent copies of τ being recurrent.
Correlated disorder: state of the art. The study of pinning models in correlated disorder is
more recent, see [5, 6, 8, 10, 35]. From a mathematical perspective, it is quite natural to
try and understand how crucial the assumption of independence is for the basic properties
of the polymer and in particular for the validity of the relevance criterion. Also, in several
instances, the sequence of inhomogeneities may present more or less strong correlations:
let us mention for instance the sequence of nucleotides which play the role of the disorder
sequence in DNA denaturation [30]. The main idea is that the relevance criterion should be
modified only if the correlations are strong enough. Note that with correlated disorder, even
the annealed model may not be trivial. Mainly two types of correlated disorder have been
considered until now: correlated Gaussian disorder [5, 10, 35] and random environments
with large attractive regions of sub-exponential decay, also referred to as infinite disorder [6,
8].
1.2. Scope of the paper. The disorder sequence we consider is based on another renewal
sequence τˆ , independent of τ , starting at the origin and whose law shall be denoted by Pˆ.
More specifically, we assume that if the Markov chain visits the origin at time n then it
is given a reward equal to one if n ∈ τˆ , zero otherwise. We are therefore dealing with the
following binary correlated disorder sequence:
(1.13) ωn = δˆn := 1{n∈τˆ}, n ∈ N0.
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From now on, the inter-arrival laws of τ and τˆ satisfy
(1.14) K(n) := P(τ1 = n) ∼ cK n
−(1+α), Kˆ(n) := Pˆ(τˆ1 = n) = cKˆ n
−(1+αˆ), n ∈ N
with α, αˆ > 0, and
(1.15) µ := E(τ1), µˆ := Eˆ(τˆ1),
which may be finite or infinite. Note that these definitions ensure aperiodicity for both
renewal processes. In principle, the constants cK and cKˆ may also be replaced by slowly
varying functions, which would allow to include the special case α ∈ {0, 1} in the discussion,
but we refrain from doing so for the sake of simplicity. Also, we write an equality in the
definition of Kˆ(n) to ensure log-convexity. This technical condition is actually only needed
for proving Theorem 2.8 (see Lemmas 4.2 and 4.3), which we actually believe to hold when
the equality sign is replaced by the equivalent sign in the definition of Kˆ in (1.14).
The definitions of the basic thermodynamical quantities is the same as in the previous
section, except that P and E are replaced by Pˆ and Eˆ. The condition that n ∈ τ in the
definition of the polymer measures above could be removed, leading to the free versions.
The versions with this condition are called the pinned versions. It is a standard fact [26,
Remark 1.2] that this minor modification does not have any effect on the limiting free
energies as defined in Propositions 2.1 and 2.7.
A first dichotomy arises:
• If αˆ < 1, then the quantity in front of β in the Hamiltonian is at most |τˆ∩{1, . . . n}|,
which is of order nαˆ = o(n), and therefore disorder has no effect on the quenched
free energy, which reduces to the homogeneous free energy. However the annealed
model is non-trivial, so we include this case for completeness.
• If αˆ > 1, then (i) we may replace Pˆ by its stationary version, denoted by Pˆs,
under which the distribution of the increments (τˆn+1− τˆn)n∈N0 is the same as in Pˆ,
whereas that of τˆ0 becomes {Pˆ(τˆ1 > n)/µˆ}n∈N0 , see e.g. [4, Chapter V, Corollary
3.6] (Again, this does not affect the free energy, see Propositions 2.1 and 2.7) ; (ii)
the correlation exponent of our environment is αˆ− 1, since for n > m,
(1.16)
CovPˆs(δˆm, δˆn) = Eˆs(δˆmδˆn)− Eˆs(δˆm)Eˆs(δˆn)
= Pˆs(m ∈ τˆ)
(
Pˆs(n ∈ τˆ | m ∈ τˆ)− Pˆs(n ∈ τˆ)
)
=
1
µˆ
(
Pˆ(n−m ∈ τˆ)−
1
µˆ
)
∼ c(n −m)1−αˆ, as n−m→∞,
for some positive constant c. The latter can be deduced from the Renewal Theorem
and the following renewal convergence estimate [21, Lemma 4]
(1.17) Pˆ(n ∈ τˆ)−
1
µˆ
∼
cKˆ
αˆ(αˆ− 1)µˆ2
1
nαˆ−1
, n→∞.
Although our choice of disorder may seem at first quite specific, it is motivated by the
following:
• By tuning the value of the parameter exponent αˆ, one finds a whole spectrum of
correlation exponents ranging from non-summable correlations to summable cor-
relations, according to whether the sum
∑
n≥0CovPˆs(δˆ0, δˆn) is infinite or finite.
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According to (1.16), correlations are summable when αˆ > 2 and non-summable
when αˆ < 2.
• Our disorder sequence is bounded, therefore the annealed free energy is always
finite, in contrast to the case of Gaussian variables with non-summable correla-
tions [5].
• The probability of observing a long sequence of ones decays exponentially in the
length, which rules out the infinite disorder regime discussed in [6].
• The renewal structure of the disorder sequence makes the study of the annealed
model and decoupling inequalities more tractable.
1.3. Summary of our results. What we prove in this paper is the following: for the case
αˆ > 2 (summable correlations), disorder is irrelevant if α < 1/2 (both in the sense of critical
points and critical exponents, at least for small values of β) and relevant if α > 1/2 (in the
sense of critical exponents), which extends the Harris criterion for independent disorder.
For the case αˆ ∈ (1, 2) (non-summable correlations) all we are able to prove is that disorder
is relevant when α > 1/αˆ, a condition that we expect to be non-optimal. We discuss a list
of predictions for disorder relevance in that case. Finally, in the case αˆ ∈ (0, 1) disorder has
no effect on the quenched free energy, but the annealed model exhibits a phase transition.
1.4. Outline. We present our results in Section 2. Section 2.1. is dedicated to the annealed
model and Section 2.2. to the quenched model. The proofs for the annealed (respectively
quenched) model are in Section 3 (resp. Section 4). Results on renewal theory and homo-
geneous pinning are collected in the appendix.
2. Results
The intersection set of τ and τˆ , which we denote by
(2.1) τ˜ = τ ∩ τˆ ,
will play a fundamental role in the sequel of the paper. Let us notice that it is itself a
renewal starting at τ˜0 = 0. We denote its law by P˜ and write
(2.2) δ˜n := 1{n∈τ∩τˆ} = 1{n∈τ}1{n∈τˆ} = δnδˆn, n ∈ N0.
2.1. Results on the annealed model. We begin with the existence of the annealed free
energy.
Proposition 2.1. For all β ≥ 0 and h ∈ R, the annealed free energy
(2.3) F a(β, h) = lim
n→∞
1
n
logZan,β,h
exists and it is finite and non-negative. The result still holds, without changing the value
of the free energy, when µˆ <∞ and Pˆ is replaced by Pˆs.
The following basic properties of the annealed free energy are standard: the function
(β, h) 7→ F a(β, h) is convex, continuous and non-decreasing in both variables.
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An auxiliary function: the number of intersection points. Before stating further results, we
need to introduce an auxiliary function which will help us to characterize the annealed
critical point. For h ≤ 0, denote by Ph the probability of the transient renewal process
with τ0 = 0 and inter-arrival law
(2.4) Kh(n) = e
hK(n), n ∈ N, Kh(∞) = 1− e
h.
We denote the corresponding expectation by Eh. The expected number of points in the
renewal set τ˜ (including 0) under the law Ph × Pˆ is denoted by
(2.5) I(h) := EhEˆ(|τ˜ |) ∈ [1,∞].
Note that
(2.6)
I(h) =
∑
n∈N0
Ph(n ∈ τ)Pˆ(n ∈ τˆ) =
∑
n,k∈N0
ehkP(τk = n)Pˆ(n ∈ τˆ)
=
∑
k∈N0
ehkP× Pˆ(τk ∈ τˆ).
The function I is finite and infinitely differentiable in (−∞, 0). It is also continuous in
(−∞, 0], increasing and strictly convex. Its range is [1,I(0)] with I(0) = EEˆ(|τ ∩ τˆ |), which
may be finite or infinite. It follows from Proposition A.1 that
(2.7) p(h) := Ph × Pˆ(τ˜1 <∞) = 1− I(h)
−1.
Our next result provides an expression for the annealed critical curve involving the
function I.
Proposition 2.2. Let β0 = − log p(0). The annealed critical curve is
(2.8) hac (β) =
{
I−1
(
1
1−e−β
)
if β > β0,
0 if 0 ≤ β ≤ β0.
Remark 2.3. From (2.7) we have that β0 = − log(1 − {EEˆ(|τ˜ |)}
−1) is non-negative.
Therefore, using Proposition A.3, we see that
(2.9) β0
{
> 0 if α+ αˆ < 1,
= 0 if α+ αˆ > 1.
By the properties of I we get that β 7→ hac (β) is infinitely differentiable in [0,∞)\{− log p(0)}
and has negative derivative in (− log p(0),∞). Moreover, β 7→ hac (β) is concave because
(β, h) 7→ F a(β, h) is convex, see Figure 1.
The next two propositions provide the scaling behaviour of the annealed critical curve
close to β0.
Proposition 2.4. Suppose α+ αˆ > 1 (then β0 = 0). There exists ca > 0 such that
(2.10) hac (β) = −
β
µˆ
− caβ
γann [1 + o(1)], as β ց 0,
where
(2.11) γann =
{
1 +
[
αˆ−1
α∧1 ∧ 1
]
. if αˆ > 1 and αˆ 6= 1 + α ∧ 1
α∧1
αˆ−1+α∧1 if αˆ < 1.
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Figure 1. Shape of the annealed critical curve (in blue). The critical point
β0 = − log p(0) and the slope at β0 might be positive or equal to zero,
depending on the values of α and αˆ, see Remark 2.3 and Proposition 2.5.
If αˆ = 1 + α ∧ 1, we get instead
(2.12) hac (β) = −
β
µˆ
− caβ
2| log β|[1 + o(1)].
The first term −β/µˆ simply accounts for the fact that our disorder sequence is not
centered and that by the Renewal Theorem, limn→∞ Eˆ(δˆn) = 1/µˆ. Note that by Jensen’s
inequality, hac (β) ≤ −β/µˆ, and this already gives that ca ≥ 0 in Proposition 2.4. If αˆ >
1 + α ∧ 1, then γann = 2, as in the i.i.d. case, but if αˆ < 1 + α ∧ 1, there is an anomalous
scaling of the annealed critical curve. Moreover, if αˆ < 1 then µˆ = ∞ so the term β/µˆ
disappears and γann > 1 gives the first order term.
Proposition 2.5. Suppose α + αˆ < 1 (then β0 > 0). As β ց β0, there is a constant
c ∈ (−∞, 0) such that
(2.13) hac (β) ∼ c
(β − β0)
γann
1 + | log(β − β0)|1{1−αˆ=2α}
, where γann = 1 ∨
α
1− α− αˆ
.
Our next result is about the order of the annealed phase transition.
Proposition 2.6 (The annealed critical exponent). Suppose αˆ > 0. Let β > 0. There
exists a constant C = C(β) ∈ (0,∞) such that
(2.14) (1/C) ≤
F a(β, h)
(h− hac (β))
νa(β)
≤ C
for all 0 < h− hac (β) ≤ 1, with
(2.15) νa(β) :=
{
1
αeff
∨ 1 if β > β0,
1
α ∨ 1 if 0 ≤ β ≤ β0,
where αeff := α+ (1− αˆ)+ and (a)+ := max{a, 0}.
Therefore, the annealed critical exponent remains unchanged compared to the homoge-
neous case if αˆ > 1, but is changed for large values of β when αˆ < 1 and α < 1.
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2.2. Results on the quenched model. We start with the existence of the quenched free
energy.
Proposition 2.7. For β > 0 and h ∈ R the sequence {(1/n) logZn,β,h}n∈N converges
Pˆ-a.s. and in L1(Pˆ) to a non-negative constant F (β, h) called the quenched free energy.
Moreover, if µˆ =∞ then F (β, h) = F (0, h), and if µˆ <∞ then the convergence still holds
Pˆs-a.s. and in L1(Pˆs) (without changing the value of the free energy).
We are able to prove the following smoothing inequality:
Theorem 2.8. Let αˆ > 1 and β > 0. There exists a constant C = C(β) ∈ (0,∞) such that
for 0 ≤ h− hc(β) ≤ 1,
(2.16) F (β, h) ≤ C(h− hc(β))
2∧αˆ(1 + | log(h− hc(β))|1{αˆ=2}).
The exponent 2 ∧ αˆ in the theorem above is not expected to be optimal, but in view of
Proposition 2.6, this already tells us that disorder is relevant (in the sense that νq > νa)
if αˆ > 2 and α > 1/2, or if αˆ ∈ (1, 2) and αˆ > 1/α. This result extends the smoothing
inequality obtained by Giacomin and Toninelli [24] in the i.i.d. case.
We also prove the following result on disorder irrelevance:
Theorem 2.9. If αˆ > 2 and α < 1/2 then disorder is irrelevant for β small enough,
meaning that hc(β) = h
a
c (β) and
(2.17) lim
hցhac (β)
log F (β, h)
log(h− hac (β))
=
1
α
.
To the best of our knowledge, such a result on disorder irrelevance (in both critical
points and exponents) has not yet been proven for other instances of correlated disorder,
e.g. Gaussian disorder with summable correlations.
When µˆ is infinite, the issue of critical point shift is settled thanks to Proposition 2.2 and
Proposition 2.7, which tells us that hc(β) = 0 for all β ≥ 0. Thus we get that h
a
c (β) = hc(β)
when β ≤ − log p(0) and hac (β) < hc(β) when β > − log p(0). The next proposition gives a
condition under which hac (β) < hc(β) for large β when µˆ is finite.
Proposition 2.10. If µˆ < ∞, then a sufficient condition under which hac (β) < hc(β) for
large enough values of β is
(2.18) − log P× Pˆ(τ1 ∈ τˆ) > −
1
P× Pˆ(τ1 ∈ τˆ)
∞∑
n=1
Pˆ(n ∈ τˆ)K(n) logK(n).
If we assume that K is of the form Kα(n) = cαn
−(1+α) for all α > 0 and n ∈ N where
cα = 1/ζ(1 + α), then (2.18) is satisfied if α is large enough.
Finally, our results on the issue of disorder relevance are summed up in Figure 2.
2.3. Discussion. We collect here remarks about our results.
1. Note that when β0 > 0, that is, when EEˆ(|τ ∩ τˆ |) < ∞, then for small β, the annealed
critical exponent is the same as in the case when the renewal τˆ is absent. The reason be-
hind this is that the reward β given at each intersection point in τ ∩ τˆ is too weak for τˆ to
contribute to the free energy.
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2. According to the Weinrib-Halperin criterion [39], which aims to generalize the Harris
criterion, disorder should be relevant if ν < 2ξ∧1 (at least for small disorder) and irrelevant
if ν > 2ξ∧1 , where ν is the critical exponent of the pure (homogeneous) system and ξ is
the correlation exponent of the environment. The application of this criterion to pinning
models was introduced and discussed in [5]. In our case, ν = (1/α)∨1, ξ = αˆ−1 (assuming
that αˆ > 1) and the Harris criterion should not be changed if ξ > 1, i.e. αˆ > 2, which
is confirmed by Theorem 2.8 and Theorem 2.9. If αˆ ∈ (1, 2), the criterion predicts that
disorder is relevant (resp. irrelevant) if α > αˆ−12 (resp. α <
αˆ−1
2 ). However, there is no clear
evidence that this criterion gives the right prediction out of the Gaussian regime and it has
actually been disproved in several examples [5, 6].
3. The recent work of Caravenna, Sun and Zygouras [13] has opened a new perspective
on the issue of disorder relevance. Their work examines conditions under which we may
find a weak-coupling limit of quenched partition functions, with randomness surviving in
the limit. More precisely, they determine conditions under which there exist sequences of
parameters in the Hamiltonian (the coupling constants hn, βn in our case) that converge to
zero as the size of the system goes to infinity and such that the properly rescaled quenched
partition function converges in distribution to a random limit, which is obtained in the form
of a Wiener chaos expansion. In several instances, including the one of the pinning model
in i.i.d. environment, it was shown that these conditions coincide with those of disorder
relevance. Applying this approach to our model leads to the following conjecture:
Conjecture 2.11. Disorder is relevant for all β > 0 (in the sense of critical point shift) if
(2.19) α > 1−
1
αˆ ∧ 2
,
in which case
(2.20) lim sup
β→0
log(hc(β)− h
a
c (β))
log β
=
(α ∧ 1)(αˆ ∧ 2)
1− (αˆ ∧ 2)(1 − (α ∧ 1))
.
This problem will be attacked in a future work. The reason for the term 1/αˆ in place of
the usual 1/2 when αˆ ∈ (1, 2) is that the partial sums of our disorder sequence is in the
domain of attraction of an αˆ-stable law. More specifically:
(2.21)
1
n1/αˆ
n∑
k=1
(δˆk − 1/µˆ) −→ αˆ-stable law, as n→∞, αˆ ∈ (1, 2).
Therefore we expect that white noise is replaced by a Levy noise in the weak-coupling
limit of the quenched partition function. Note that (2.19) and (2.20) coincide with the case
of i.i.d. disorder when αˆ > 2, that is the summable correlation scenario. Finally, another
reason to believe in this conjecture is that the chaos expansion approach gives the right
prediction for a pinning model in i.i.d. γ-stable environment (1 < γ < 2), which has been
studied recently by Lacoin and Sohier [32]. There, it has been proved that disorder is rele-
vant (resp. irrelevant) if α > 1− 1/γ (resp. α < 1− 1/γ), which is to be compared to our
conjecture.
4. The picture that has emerged for the moment regarding disorder relevance for this model
can be summed up in the following exponent diagram, see Figure 2.
• The blue area is where we have proven relevance for small β.
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0 1/2 1 α
1
2
αˆ
Figure 2. Disorder relevance/irrelevance in the exponent diagram.
• In the region αˆ < 1 we have relevance in the blue area because the quenched critical
curve is trivially 0 while the annealed is strictly negative.
• In the blue region with αˆ > 1, we have relevance due to smoothing, see Theorem 2.8.
We do not know yet whether the critical points differ but we conjecture that they
do so (see Conjecture 2.11 above).
• In the yellow triangle we have irrelevance because there also the annealed critical
curve is 0 for small β and the critical exponents agree.
• In the yellow part with αˆ > 2, we have irrelevance due to Theorem 2.9.
• The dashed line marks the border of relevance/irrelevance according to the chaos
expansion heuristics when α ∈ (0, 1) and αˆ ∈ (1, 2), see Conjecture 2.11.
• The dotted line marks the border of relevance/irrelevance according to the Harris-
Weinrib-Helperin criterion when α ∈ (0, 1) and αˆ ∈ (1, 2), see Item 2 in Discussion.
5. Finally, let us mention the recent work of Alexander and Berger [1] who also consider
a pinning model with disorder built out of a renewal sequence. Even if they may look
similar, the model studied in [1] and the one considered in this paper are actually different
in spirit. Indeed, in [1] all the interactions up to the n-th renewal point of the disorder
renewal (denoted here by τˆn) are taken into account, and the only parameter is the inverse
temperature β (no pinning strength h). As a consequence, the results obtained therein
are also quite different as for instance, the critical line deciding disorder relevance is at
α+ αˆ = 1. However, we do not exclude that the two models are related. For instance, the
line α+ αˆ = 1 also appears in Remark 2.3 above and, incidentally, in Proposition 2.6 (see
also Figure 2).
3. Proof of the annealed results
The main idea is that the annealed model can be viewed as a homogeneous pinning
model for the intersection renewal τ˜ = τ ∩ τˆ after the law of τ has been tilted.
3.1. Existence of the free energy.
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Proof of Proposition 2.1. We use standard techniques, see the proof of Lemma 3.5 in [27].
Let us first introduce the fully-pinned annealed partition function
(3.1) Za,cn,β,h := EˆE
(
e
∑n
k=1(h+βδˆk)δkδnδˆn
)
.
We shall write Za,cn,β,h(A) when the expectation above is restricted to the event A and use
the same convention for other versions of the partition function appearing in the proof. By
super-additivity, the sequence {n−1 logZa,cn,h,β}n∈N converges to the limit
(3.2) F a,c(β, h) := sup
n∈N
{n−1 logZa,cn,β,h}.
From the bounds
(3.3) e|h+β|n ≥ Za,cn,β,h ≥ Z
a,c
n,β,h(τ1 = τˆ1 = n) = e
h+βK(n)Kˆ(n),
we get that F a,c(β, h) ∈ [0,∞). Let us now prove that F a(β, h) exists and that F a(β, h) =
F a,c(β, h). Let R = sup{k ≤ n : k ∈ τ˜} be the last point in τ˜ before n. Then,
(3.4)
Zan,β,h = EˆE
(
e
∑n
k=1(h+βδˆk)δkδn
)
=
n∑
r=0
EˆE
(
e
∑r
k=1(h+βδˆk)δke
∑n
k=r+1(h+βδˆk)δk1{R=r}δn
)
=
n∑
r=0
EˆE
(
e
∑r
k=1(h+βδˆk)δkδr δˆr
)
EˆE
(
e
∑n
k=r+1(h+βδˆk)δk1{τ˜∩[r+1,n]=∅}δn | r ∈ τ˜
)
=
n∑
r=0
Za,cr,β,hEˆE
(
eh
∑n
k=r+1 δk1{τ˜∩[r+1,n]=∅}δn | r ∈ τ˜
)
.
From (3.2) we know that Za,cr,β,h ≤ e
rF a,c(β,h). Moreover,
(3.5)
EˆE
(
eh
∑n
k=r+1 δk1{τ∩τˆ∩[r+1,n]=∅}δn | r ∈ τ˜
)
≤ EˆE
(
eh
∑n
k=r+1 δkδn | r ∈ τ˜
)
= Za,cn−r,0,h
1
Pˆ(n− r ∈ τˆ)
≤ e(n−r)F
a,c(0,h) 1
Pˆ(n− r ∈ τˆ)
≤ e(n−r)F
a,c(β,h) 1
Pˆ(n− r ∈ τˆ )
.
Thus,
(3.6) Zan,β,h ≤
n∑
r=0
erF
a,c(β,h)e(n−r)F
a,c(β,h) 1
Pˆ(n− r ∈ τˆ)
= enF
a,c(β,h)
n∑
r=0
1
Pˆ(r ∈ τˆ)
.
By Proposition A.3, the last sum increases polynomially in n. Combining this inequality
with Za,cn,β,h ≤ Z
a
n,β,h, we get that the free energy F
a(β, h) exists and equals F a,c(β, h).
We now prove the second part of the result, namely that the limit for Pˆs is the same
as for Pˆ. Suppose that µˆ < ∞, and define Za,sn = EEˆs
(
exp
{∑n
k=1(h + βδˆk)δk
}
δn
)
(we
temporarily remove β and h, for conciseness). By restricting the expectation to the event
{0 ∈ τˆ}, we get on the one hand Za,sn ≥ Zan/µˆ. On the other hand, by decomposing on the
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value of τ˜1, we obtain
(3.7)
Za,sn = Z
a,s
n (τ˜1 > n) +
n∑
k=1
Za,sn (τ˜1 = k)
≤ en(F (0,h)+o(1)) +
n∑
k=1
ekF (0,h)Zan−k.
To go from the first to second line, we used the Markov property at τ˜1 and the fact that
δk δˆk = 0 for all k < τ˜1. Combining (3.7), (3.6), and using that F (0, h) ≤ F
a(β, h), we get
that
(3.8) lim sup
n→∞
1
n
logZa,sn ≤ F
a(β, h),
hence the result. 
3.2. Annealed critical curve. This subsection is organized as follows: we start with
Lemma 3.1 below, which we use to prove Proposition 2.2. From Lemma 3.2 we get Propo-
sition 2.5 and Lemma 3.3, which in turn yields Proposition 2.4.
Lemma 3.1. Let h ≤ 0. Then, F a(β, h) = 0 if and only if β ≤ − log p(h).
Proof of Lemma 3.1. Let h ≤ 0. We know from the proof of Proposition 2.1 that F a(β, h)
is the limiting free energy of the fully-pinned partition function in (3.1), which we may
rewrite, using (2.4) and (2.2), as
(3.9) Za,cn,β,h = EˆEh
(
eβ
∑n
k=1 δ˜k δ˜n
)
,
which is the partition function of the homogenous pinning model with reward β for the
renewal τ˜ under the law Ph × Pˆ. It now follows from a standard fact about homogeneous
pinning models (see [26, Section 1.2.2, Equation (1.26)]) that its critical point (as β varies
and h is fixed) is at
(3.10) β = − log PhPˆ(τ˜1 <∞) = − log p(h),
see (2.7). 
Proof of Proposition 2.2. We distinguish two cases. Suppose first that β ≤ β0 = − log p(0).
On the one hand, if h ≤ 0, then F a(β, h) ≤ F a(β, 0) = 0, by Lemma 3.1. On the other
hand, if h > 0 then F a(β, h) ≥ F a(0, h) > 0, by [26, Theorem 2.7], since τ is recurrent.
Thus, hac (β) = 0 in this case. Suppose now that β > β0. If h ≥ 0, F
a(β, h) > 0 for the same
reason as above, so we restrict to h < 0. Then, by Lemma 3.1, F a(β, h) = 0 if and only if
β ≤ − log p(h), that is I(h) ≥ (1− e−β)−1 (recall (2.7) and the lines above). Since β < β0,
we have I(0) = (1 − e−β0)−1 > (1 − e−β)−1 > 1, that is, (1 − e−β)−1 is in the range of I,
so we get
(3.11) β ≤ − log p(h) if and only if h ≥ I−1
( 1
1− e−β
)
,
hence the result. 
Proof of Proposition 2.4. Let us first consider the case αˆ > 1 and αˆ 6= 1+α∧ 1, and write
(3.12) hac (β) = −
β
µˆ
(1 + εβ) with lim
β↓0
εβ = 0.
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Note that αˆ > 1 implies β0 = 0, by (2.9). Therefore, from Proposition 2.2, we get on the
one hand
(3.13) I(hac(β)) =
1
1− e−β
=
1
β
(
1 +
1
2
β + o(β)
)
, β ↓ 0,
and on the other hand, from Lemma 3.3 below and (3.12), as β ↓ 0,
(3.14)
I(hac(β)) =
1
µˆ
1
1− ehac (β)
+ c (−hac (β))
γann−2[1 + o(1)]
=
1
β
(
1− εβ[1 + o(1)] +
1
2µˆ
β[1 + o(1)] + c βγann−1[1 + o(1)]
)
,
where c is a positive constant that may change from line to line and γann is defined as in
(2.11). The result follows by identifying the right-hand sides in (3.13) and (3.14). Indeed
we get εβ ∼ cβ
γann−1 when γann < 2 and εβ ∼ (c −
1
2(1 − 1/µˆ))β when γann = 2. Note
that in the latter case the constant c − 12 (1 − 1/µˆ) is indeed positive by Lemma 3.3. If
αˆ = 1+α∧1, the same method leads us to εβ ∼ cβ| log β|, which proves our claim. Finally,
the case αˆ < 1 is easier. Indeed, (3.13) gives I(hac (β)) ∼ 1/β and the result follows from
Lemma 3.3. 
Proof of Proposition 2.5. Since β0 > 0 we have by Proposition 2.2
(3.15) I(hac (β0))− I(h
a
c(β0 + ε)) ∼
e−β0
(1− e−β0)2
ε, ε→ 0.
Moreover, for some positive constant c > 0,
(3.16) I(0)− I(h) =
∑
k∈N0
(1− ehk)EPˆ(τk ∈ τˆ) ∼ c|h|
1∧ 1−αˆ−α
α (1 + | log |h||1{1−αˆ=2α})
as h → 0−. The equivalence above follows from Lemma A.8. We get the final result by
noting that hac (β0) = 0 and combining (3.15) and (3.16). 
Lemma 3.2. (i) If αˆ > 1 then, as k →∞,
(3.17) EPˆ(τk ∈ τˆ )−
1
µˆ
∼
cKˆ
µˆ2αˆ(αˆ− 1)
{
µ1−αˆk1−αˆ if α > 1,
E(X1−αˆα )k
1−αˆ
α if α ∈ (0, 1),
where Xα is an α-stable random variable totally skewed to the right, with scale parameter
σ > 0 depending on the distribution of τ1 and shift parameter 0 (see relation (A.3) in the
appendix for a reminder of these terms).
(ii) If αˆ ∈ (0, 1),
(3.18) EPˆ(τk ∈ τˆ) ∼
Cαˆ
cKˆ
{
µαˆ−1kαˆ−1 if α > 1,
E(Xαˆ−1α )k
αˆ−1
α if α ∈ (0, 1),
where Cαˆ is as in Proposition A.3.
Proof of Lemma 3.2. (i) From the renewal convergence estimates in [21, Lemma 4], for
αˆ > 1, we get
(3.19) Pˆ(n ∈ τˆ)−
1
µˆ
∼
cKˆ
µˆ2αˆ(αˆ− 1)
n1−αˆ, n→∞,
so we have P-a.s.,
(3.20) Pˆ(τk ∈ τˆ)−
1
µˆ
∼
cKˆ
µˆ2αˆ(αˆ− 1)
τ1−αˆk , k →∞,
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Since τk ≥ k, we may take the expectation in the line above and write
(3.21) EPˆ(τk ∈ τˆ)−
1
µˆ
∼
cKˆ
µˆ2αˆ(αˆ− 1)
E(τ1−αˆk ), k →∞,
and we may conclude the proof with Lemma A.5.
(ii) From Proposition A.3, we have P-a.s, if αˆ ∈ (0, 1),
(3.22) Pˆ(τk ∈ τˆ) ∼
Cαˆ
cKˆ
τ αˆ−1k , k →∞,
and with the same argument as in (i),
(3.23) EPˆ(τk ∈ τˆ) ∼
Cαˆ
cKˆ
E(τ αˆ−1k ), k →∞.
We may conclude thanks to Lemma A.5. 
Lemma 3.3. Suppose that α+ αˆ > 1. As h ↑ 0−,
(3.24) I(h)−
1
µˆ
1
1− eh
∼

c|h|
1−αˆ
α∧1
−1 if αˆ ∈ (1− α ∧ 1, 1),
c|h|
αˆ−1
α∧1
−1 if αˆ ∈ (1, α ∧ 1 + 1),
c| log |h|| if αˆ = α ∧ 1 + 1,
c if αˆ > α ∧ 1 + 1,
where c is a positive constant (note that in the first case µˆ = ∞ and the left-hand side is
simply I(h)). Moreover, in the case αˆ > α∧ 1+1, the constant c satisfies c > (1− µˆ−1)/2.
Proof of Lemma 3.3. Recall (2.6). For h < 0, write
(3.25) I(h)−
1
µˆ
1
1− eh
=
∑
k∈N0
ehkE
[
Pˆ(τk ∈ τˆ)−
1
µˆ
]
.
Then, in the first three cases, the result follows from Lemma 3.2 and the standard Tauberian
arguments recalled in Lemma A.8 (iii). In the fourth case, we have
c =
∑
k∈N0
E
[
Pˆ(τk ∈ τˆ)−
1
µˆ
]
.
Note that the set σ := {k ∈ N0 : τk ∈ τˆ} defines a renewal process. Call σ1 its first positive
point. This has mean µˆ because P× Pˆ(k ∈ σ)→ 1/µˆ as k →∞. Let us call v ∈ (0,∞] its
variance. We now use Problem 19 in Chapter XIII of [19], which needs a fix : we let the
reader check that in the equations (12.1) and (12.2) therein, u0 should be removed and the
sums should start at n = 0. According to this, we have
c =
∑
k∈N0
E
[
Pˆ(k ∈ σ)−
1
µˆ
]
=
v2 + µˆ2 − µˆ
2µˆ2
,
so that c− (1− µˆ−1)/2 = v2/(2µˆ2) > 0. 
3.3. The annealed critical exponent. Recall the definition of Ph in (2.4). When β >
β0 = − log p(0), it will be useful for the proof of Proposition 2.6, which follows, to introduce
the inter-arrival law
(3.26) K˜β(n) := e
βPhac (β) × Pˆ((τ ∩ τˆ)1 = n), n ≥ 1.
We denote by E˜β the expectation with respect to this law (note that for β = 0, it coincides
with the law of τ˜ under P × Pˆ). It is a by-product of the proof of Lemma 3.1 that hac (β)
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is chosen such that the sequence (K˜β(n))n∈N sums up to 1, and thus defines a recurrent
renewal.
Remark 3.4. Note that if Fβ is the free energy of the homopolymer with inter-arrival law
distribution n 7→ Phac (β) × Pˆ((τ ∩ τˆ)1 = n), then the homopolymer with inter-arrival law
distribution K˜β and pinning reward h ≥ 0 has a free energy equal to Fβ(β + h).
Let us start with a uniform estimate on the mass renewal function under Ph × Pˆ, that
will be used in the proof of Proposition 2.6 below.
Lemma 3.5. For any compact subset J of (−∞, 0) there are constants 0 < c1 < c2 such
that
(3.27) c1 ≤ Ph × Pˆ(n ∈ τ ∩ τˆ)n
1+αeff ≤ c2,
where αeff = α+ (1− αˆ)+, for all h ∈ J and n ≥ 1.
Proof of Lemma 3.5. First, the probability in the display equals Ph(n ∈ τ)Pˆ(n ∈ τˆ). As a
lower bound for Ph(n ∈ τ), we get
(3.28) Ph(n ∈ τ) ≥ Kh(n) = e
hcK [1 + o(1)]n
−(1+α),
while for an upper bound we let h0 = supJ < 0 and use the fact that P(τk = n) ≤ k
cK(n)
for all n, k ≥ 1 and some constant c > 0 (see [26, Lemma A.5]) to get
(3.29) Ph(n ∈ τ) =
n∑
k=1
ehkP(τk = n) ≤ K(n)
n∑
k=1
eh0kkc,
for all h ∈ J . It is crucial here that the compact set J does not include 0 so that h0 < 0.
Combining these estimates with Proposition A.3, we get the result. 
Proof of Proposition 2.6. We consider the two possible cases for β:
Case 1: Assume β > β0. Then h
a
c (β) < 0 by Proposition 2.2.
Lower bound: We bound the partition function from below, as follows:
(3.30)
Zan,β,hac+ε ≥ EEˆ
(
e(h
a
c+ε)
∑n
k=1 δk+β
∑n
k=1 δk δˆkδnδˆn
)
= Ehac Eˆ
(
eε
∑n
k=1 δk+β
∑n
k=1 δk δˆkδnδˆn
)
≥ Ehac Eˆ
(
e(β+ε)
∑n
k=1 δk δˆkδnδˆn
)
= E˜β
(
eε
∑n
k=1 δ˜k δ˜n
)
,
where in the last equality we use (3.26). By Lemma 3.5 applied to the set J = {hac (β)},
we know that the mass renewal function n 7→ Phac (β) × Pˆ(n ∈ τ˜) satisfies (3.27). The lower
bound then follows if one recalls Remark 3.4 and use Lemma A.6, where the singleton {β}
and the renewal n 7→ Phac (β) × Pˆ(τ ∩ τˆ)1 = n) play the role of the compact set I and the
renewal Kγ therein.
Upper bound: Pick β1 ∈ (β0, β), and let ε > 0 be small enough so that h
a
c (β) + ε <
hac (β1) < 0. By continuity of h
a
c , there is βε ∈ (β1, β) so that h
a
c (β)+ ε = h
a
c (βε). Moreover,
by the mean value theorem, there is ξε ∈ (βε, β) with h
a
c (β) − h
a
c (βε) = (h
a
c )
′(ξε)(β −
βε). Thus, β − βε = c(β, ε) ε with c(β, ε) = −1/(h
a
c )
′(ξε), which converges to c(β, 0) =
−1/(hac )
′(β) > 0 as ε → 0+, by Proposition 2.2 and the regularity properties of I. Then,
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since hac (β) + ε < 0, (recall (3.1))
(3.31)
Za,cn,β,hac+ε
= EEˆ
(
e(h
a
c+ε)
∑n
k=1 δk+β
∑n
k=1 δk δˆkδnδˆn
)
= Ehac+εEˆ
(
eβ
∑n
k=1 δk δˆkδnδˆn
)
= Ehac (βε)Eˆ
(
e{βε+c(β,ε)ε}
∑n
k=1 δk δˆkδnδˆn
)
= E˜βε
(
ec(β,ε)ε
∑n
k=1 δ˜k δ˜n
)
≤ E˜βε
(
e2c(β,0)ε
∑n
k=1 δ˜k δ˜n
)
for ε small enough,
where E˜βε is the expectation with respect to the renewal defined in (3.26) above with βε
in place of β. As in the lower bound part, the result follows by using Remark 3.4 and
Lemma A.6 with I = [β1, β] and with the role of Kγ played by the law n 7→ Phac (γ) ×
Pˆ((τ ∩ τˆ)1 = n). The assumptions of the lemma are satisfied due to Lemma 3.5, because
J := hac (I) is a compact subset of (−∞, 0) as h
a
c is continuous, decreasing, with h
a
c (β1) < 0.
Case 2: Assume β ≤ β0. Then h
a
c (β) = 0, by Proposition 2.2.
Lower bound: Since
(3.32) Zan,β,ε ≥ EEˆ
(
eε
∑n
k=1 δkδnδˆn
)
= E
(
eε
∑n
k=1 δkδn
)
Pˆ(n ∈ τˆ),
the lower bound follows from standard results on homogeneous pinning, see [26, Theorem
2.1].
Upper bound: We assume that ε ∈ (0, β). Pick p > 1 so that p(β − ε) ≤ β0, and let
q > 1 be defined by p−1 + q−1 = 1. Then, by Ho¨lder’s inequality,
(3.33)
Za,cn,β,ε = EEˆ
(
eε
∑n
k=1 δk+β
∑n
k=1 δk δˆkδnδˆn
)
≤ EEˆ
(
e2ε
∑n
k=1 δk+(β−ε)
∑n
k=1 δk δˆkδnδˆn
)
≤ EEˆ
(
e2qε
∑n
k=1 δkδn
)1/q
EEˆ
(
ep(β−ε)
∑n
k=1 δk δˆkδnδˆn
)1/p
.
Observe that the quantity EEˆ(ep(β−ε)
∑n
k=1 δk δˆkδnδˆn) is the partition function at p(β − ε)
for the homopolymer defined by the renewal τ ∩ τˆ , whose critical parameter is β0. Thus,
we obtain F a(β, ε) ≤ 1qF (0, 2qε) and the required bound follows again from [26, Theorem
2.1]. 
4. Proof of the quenched results
4.1. Existence of the free energy.
Proof of Proposition 2.7. When β = 0, the model reduces to the homogeneous pinning
model, for which we know that the free energy F (0, h) exists. Therefore we assume that
β > 0, and consider two cases:
Case 1: Assume that µˆ =∞. Then,
(4.1) E
(
eh
∑n
k=1 δkδn
)
≤ Zn,β,h ≤ e
β|τˆ∩{1,...,n}|E
(
eh
∑n
k=1 δkδn
)
.
Since, by the Renewal Theorem, |τˆ ∩ {1, . . . , n}|/n → 1/µˆ = 0 as n → ∞, almost surely
and in L1(Pˆ), we get that (n−1 logZn,β,h)n∈N converges to F (0, h).
Case 2 : Assume that µˆ < ∞. Suppose first that τˆ is distributed according to Pˆs, in
which case we apply Kingman’s subadditive ergodic theorem. Indeed, if we define (let us
temporarily omit β and h)
(4.2) Zm,n = E
(
e
∑n
k=m+1(h+βδˆk)δkδn | m ∈ τ
)
, n > m ≥ 0,
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then, by restricting Z0,n to the event {m ∈ τ} and using the Markov property, we get
(4.3) Z0,n ≥ Z0,mZm,n,
so that the process {− logZ0,n : n ≥ 0} is sub-additive. The remaining assumptions of
Kingman’s subadditive ergodic theorem can be shown to be satisfied, see [18, Theorem
7.4.1]) (it is crucial here that τˆ is stationary), and the claim of the proposition follows. Let
us temporarily denote by Fs(β, h) the quenched free energy in this case.
Suppose now that τˆ is distributed according to Pˆ. For 0 ≤ m < n, we define
(4.4) Zm,n = Zτˆm,τˆn = E
(
e
∑τˆn
k=τˆm+1
(h+βδˆk)δkδτˆn | τˆm ∈ τ
)
.
Then, similarly to (4.3),
(4.5) Z0,n ≥ Z0,mZm,n,
and one can check that the process {Y0,n := − logZ0,n : n ≥ 0} satisfies the conditions
of Kingman’s subadditive ergodic theorem. Note that condition (iv) in that theorem [18,
Theorem 7.4.1] is satisfied because Eˆ(logZ0,n) ≤ (|h|+β)µˆn and logZ0,1 ≥ h+β+logK(τˆ1),
which is integrable w.r.t. Pˆ. Thus, limn→∞
1
nY0,n exists Pˆ-a.s. and in L
1(Pˆ), and is non-
random. Let us denote this limit by φ(β, h). Now, for any n ∈ N, there exists a unique
k(n) ≥ 0 such that n ∈ (τˆk(n), τˆk(n)+1]. Therefore,
(4.6) Z0,n ≥ Z0,τˆk(n)Zτˆk(n),n ≥ Z0,τˆk(n)e
h+βK(n− τˆk(n)),
and with the same reasoning,
(4.7) Z0,n ≤ e
−(h+β)Z0,τˆk(n)+1/K(τˆk(n)+1 − n).
Using the fact that (n−1 log τˆn)n∈N converges to zero Pˆ-a.s. and in L
1(Pˆ), in combination
with the lower and upper bounds above, we obtain that limn→∞
1
n logZ0,n exists Pˆ-a.s. and
in L1(Pˆ), and equals F (β, h) = φ(β, h)/Eˆ(τˆ1).
We now prove that Fs(β, h) = F (β, h). Assume in the rest of the proof that τˆ is dis-
tributed according to Pˆs. In the following we shall temporarily write Zn with a superscript
indicating on which environment we are considering the partition function. By imposing
the first step of τ to be equal to τˆ0, we get
(4.8) Z τˆn+τˆ0 ≥ Z
τˆ−τˆ0
n K(τˆ0)e
β+h, n ∈ N,
where τˆ − τˆ0 = {τˆi − τˆ0 : i ≥ 0}. Since τˆ − τˆ0 has law Pˆ, we get Fs(β, h) ≥ F (β, h). In the
other direction, we get, since |τ ∩ (0, τˆ0]| ≤ τˆ0,
(4.9) Z τˆn+τˆ0 ≤ e
τˆ0(β+|h|)Zˇ τˆ−τˆ0n , n ∈ N,
where Zˇn is the partition function obtained by replacing P by a slightly modified law Pˇ
in which the distribution of the first inter-arrival τ1 is the one of the overshoot of τ with
respect to τˆ0, namely
(4.10) Pˇ(τ1 = ℓ) = P(inf{n ≥ τˆ0 : n ∈ τ} = τˆ0 + ℓ), ℓ ≥ 0.
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Note that this distribution depends on the random variable τˆ0. By decomposing on this
first inter-arrival, we get
(4.11)
Zˇ τˆ−τˆ0n = Pˇ(τ1 > n) +
n∑
k=0
Pˇ(τ1 = k)Z
τˆ−τˆ0−k
n−k
≤ 1 + e−h
n∑
k=0
K(k)−1Z τˆ−τˆ0n , (with the convention K(0) = 1 and Z0 = 1)
where in the last inequality we have bounded the probabilities by one and used that
Z τˆ−τˆ0n ≥ K(k)e
hZ τˆ−τˆ0−kn−k , similarly to (4.8). Combining (4.9) and (4.11), and using that∑n
k=1K(k)
−1 is only polynomially increasing in n, we may now compare the almost-sure
limits of (1/n) logZ τˆn+τˆ0 and (1/n) logZ
τˆ−τˆ0
n and obtain that Fs(β, h) ≤ F (β, h). This
completes the proof. 
4.2. Smoothing inequality. This section is devoted to the proof of Theorem 2.8. Our
proof is inspired by the original work of Giacomin and Toninelli in the i.i.d. disorder set-
up [24] and is based on a localization strategy, which for the polymer consists in hitting
favorable regions of the environment, where disorder is tilted. The cost of finding such
regions is given by the entropy estimate in Lemma 4.1. Inspired by Caravenna and den
Hollander [12], we also compare the free energy for a tilted disorder with that for a shifted
disorder, see Lemma 4.3.
Let us start by considering the family of tilted disorder measures defined by
(4.12)
dPˆn,θ
dPˆ
=
eθ
∑n
k=1 δˆk
Zˆn,θ
δˆn, n ∈ N, θ ∈ R.
Note that this is nothing else than a pinning measure for the disorder renewal and the
normalizing constant in (4.12) is just the partition function of the homopolymer (β = 0)
with pinning strength θ and underlying renewal τˆ . The corresponding relative entropy rate
is defined as
(4.13) h∞(θ) = lim
n→∞
1
n
h(Pˆn,θ|Pˆ) = lim
n→∞
1
n
Eˆn,θ
(
log
dPˆn,θ
dPˆ
)
.
The proof of Lemma 4.1 below shows that this limit exists. Furthermore, it is non-negative
as the limit of non-negative real numbers.
For the proof of Theorem 2.8 we will need three lemmas, which we now state and prove.
Lemma 4.1 (Asymptotics of the relative entropy rate). There exists a constant c ∈ (0,∞)
such that
(4.14) h∞(θ) = θFˆ
′(θ)− Fˆ (θ) ∼ c θ2∧αˆ(1 + | log θ|1{αˆ=2}) as θ ↓ 0
+,
where Fˆ (θ) is the free energy of the homogeneous pinning model with parameter θ and
renewal τˆ .
Proof of Lemma 4.1. A straightforward computation gives
(4.15)
1
n
h(Pˆn,θ|Pˆ) =
1
n
Eˆn,θ
(
log
dPˆn,θ
dPˆ
)
= θ Eˆn,θ
( 1
n
n∑
k=1
δˆk
)
−
1
n
log Zˆn,θ,
PINNING ON A RENEWAL SET 19
and it is now a standard fact for homogeneous pinning models that the expectation above
converges to Fˆ ′(θ), see [26, Section 2.4]. Thus, as n→∞, the quantities in (4.15) converge
to
(4.16) θFˆ ′(θ)− Fˆ (θ) = {θ(Fˆ ′(θ)− Fˆ ′(0))} + {θFˆ ′(0)− Fˆ (θ)}.
A Tauberian analysis reveals that both terms are of order θ2∧αˆ(1 + | log θ|1{αˆ=2}), as proved
in Proposition A.7, and the precise values of the constants in (A.26) show that the constant
c in Lemma 4.1 is indeed positive. 
Let [n] = {1, 2, . . . , n}. The probability distribution Pˆn,θ naturally induces a measure
on {0, 1}[n], which is a partially ordered set with the following order relation: for the
configurations η, η′ ∈ {0, 1}[n], we write η ≤ η′ if η(x) ≤ η′(x) for every x ∈ [n]. The law
Pˆn,θ is called monotone if
(4.17) Pˆn,θ(δˆk = 1 | δˆ([n]\{k}) = η([n]\{k})) ≤ Pˆn,θ(δˆk = 1 | δˆ([n]\{k}) = η
′([n]\{k})),
for every k ∈ [n] and η, η′ ∈ {0, 1}[n] such that η ≤ η′ (see Definition 4.9 in [23]) and both
conditional probabilities are well-defined.
Lemma 4.2 (Monotonicity property). If the sequence {Kˆ(n)}n∈N is log-convex
∗ then the
law Pˆn,θ is monotone for every n ≥ 1.
We may prove that this is actually an equivalence, but we won’t need that fact.
Proof of Lemma 4.2. Pick k ∈ {1, . . . , n − 1} and η ∈ {0, 1}[n] (the case k = n is trivial
since both sides of (4.17) equal one). Writing the definition of the conditional probability
in (4.17), we see that proving the claimed monotonicity is equivalent to proving that the
function
(4.18)
Pˆn,θ(δˆk = 0, δˆ([n]\{k}) = η([n]\{k}))
Pˆn,θ(δˆk = 1, δˆ([n]\{k}) = η([n]\{k}))
is non-increasing in η. Let a = max({j < k : ηj = 1}∪{0}), b = min({j > k : ηb = 1}∪{n})
and r = #{j ∈ [n]\{k} : ηj = 1}. Then the ratio in (4.18) equals
(4.19)
eθrKˆ(b− a)
eθ(r+1)Kˆ(k − a)Kˆ(b− k)
= e−θ
Kˆ(b− a)
Kˆ(k − a)Kˆ(b− k)
.
Now, pick η′ ∈ {0, 1}[n] with η ≤ η′ and define a′, b′ for η′ similarly as for η above.
Necessarily 0 ≤ a ≤ a′ < k < b′ ≤ b ≤ n and we would like to have that
(4.20)
Kˆ(b− a)
Kˆ(k − a)Kˆ(b− k)
≥
Kˆ(b′ − a′)
Kˆ(k − a′)Kˆ(b′ − k)
.
This actually follows from the log-convexity of Kˆ. Indeed,
(4.21)
Kˆ(b− a)
Kˆ(k − a)Kˆ(b− k)
=
Kˆ((a′ − a) + (b− a′))
Kˆ((a′ − a) + (k − a′))Kˆ(b− k)
,
which, by log-convexity and since b− a′ ≥ k − a′, is greater than
(4.22)
Kˆ(b− a′)
Kˆ(k − a′)Kˆ(b− k)
=
Kˆ((b− b′) + (b′ − a′))
Kˆ(k − a′)Kˆ((b− b′) + (b′ − k))
,
∗We say that a sequence of positive real numbers {un}n∈N is log-convex if u
2
n ≤ un−1un+1 for all n ≥ 2.
It is equivalent to that
u
n+m
u
n+m′
≤ um
u
m
′
for all m,m′, n ∈ N with m ≤ m′.
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which in turn, since b′ − a′ ≥ b′ − k, is greater than the right-hand side of (4.20). 
Lemma 4.3 (Comparison between tilting and shifting). Suppose that the sequence {Kˆ(n)}n∈N
is log-convex. For all h ∈ R, there exist a positive constant c and β, θ > 0 such that
(4.23) F (β, h; θ) ≥ F (β, h + cβθ; 0), 0 ≤ θ ≤ θ, β ≤ β,
where
(4.24) F (β, h; θ) = lim
n→∞
1
n
Eˆn,θ(logZn,β,h).
Proof. Define
(4.25) Fn(β, h; θ) =
1
n
Eˆn,θ(logZn,β,h), n ≥ 1.
The idea is borrowed from [12] and consists in deriving a differential inequality for Fn
involving its partial derivatives with respect to h and θ. As it can be easily checked,
(4.26)
∂
∂h
Fn(β, h; θ) =
1
n
Eˆn,θE
{( n∑
k=1
δk
)
1
Zn,β,h
e
∑n
k=1(h+βδˆk)δkδn
}
= Eˆn,θEn,β,h
(
1
n
n∑
k=1
δk
)
,
where Pn,β,h is the Gibbs law as defined in (1.2), and
(4.27)
∂
∂θ
Fn(β, h; θ) =
1
n
n∑
k=1
Eˆn,θ{(δˆk − Eˆn,θ(δˆk)) logZn,β,h}.
For the random configuration δˆ ∈ {0, 1}[n], we consider the following functions
(4.28) δˆ 7→ δˆk − Eˆn,θ(δˆk) (∀k ∈ [n]) and δˆ 7→ logZn,β,h|δˆk=y (∀y ≥ 0)
Since these functions are non-decreasing in δˆ and Pˆn,θ is monotone (this is a consequence
of Lemma 4.2, which we may use since Kˆ is log-convex, by (1.14)), we can say by applying
the FKG inequality (as stated in [23, Theorem 4.11]) that for all k ∈ [n] and y ≥ 0,
(4.29)
Eˆn,θ{(δˆk − Eˆn,θ(δˆk)) logZn,β,h|δˆk=y} ≥ Eˆn,θ{(δˆk − Eˆn,θ(δˆk))}Eˆn,θ{logZn,β,h|δˆk=y} = 0.
Therefore, we have
∂
∂θ
Fn(β, h; θ) ≥
1
n
n∑
k=1
Eˆn,θ
(
(δˆk − Eˆn,θ(δˆk))(logZn,β,h − logZn,β,h|δˆk=Eˆn,θ(δˆk))
)
=
1
n
n−1∑
k=1
Eˆn,θ
(
(δˆk − Eˆn,θ(δˆk))
∫ δˆk
Eˆn,θ(δˆk)
∂
∂y
(
logZn,β,h|δˆk=y
)
dy
)
,
(4.30)
where we have removed the term k = n which is zero. For each k ∈ [n], we introduce the
function
(4.31) fk(y) =
1
β
( ∂
∂y
logZn,β,h|δˆk=y
)
= En,β,h|δˆk=y(δk).
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Notice that fk(δˆk) = En,β,h(δk). Since the fk’s are non-negative for any k and δˆk takes
values 0 or 1, we obtain
β
n
n−1∑
k=1
Eˆn,θ
(
(δˆk − Eˆn,θ(δˆk))
2 1
δˆk − Eˆn,θ(δˆk)
∫ δˆk
Eˆn,θ(δˆk)
fk(y) dy
)
≥ Cn,θ ×
β
n
n−1∑
k=1
Eˆn,θ
(
1
δˆk − Eˆn,θ(δˆk)
∫ δˆk
Eˆn,θ(δˆk)
fk(y) dy
)
,
(4.32)
where
(4.33) Cn,θ := min{(1 − Eˆn,θ(δˆk))
2, Eˆn,θ(δˆk)
2 : k = 1, 2, . . . , n− 1}.
Note that the denominators in (4.32) are nonzero and that Cn,θ is positive, because we
have previously removed the case k = n.
To estimate the integrals in the second line of (4.32), we will show that each fk is almost
constant in y. Indeed, let us first write its derivative as
∂
∂y
fk(y) = β
(
En,β,h|δˆk=y(δ
2
k)− {En,β,h|δˆk=y(δk)}
2
)
= β Varn,β,h |δˆk=y(δk)
≤ βEn,β,h|δˆk=y(δ
2
k) = βfk(y).
(4.34)
The first line shows that fk is non-decreasing in y while the second line shows that e
−βyfk(y)
is non-increasing in y. This gives in particular that fk(y1) ≥ e
−βfk(y2) for all y1, y2 ∈ [0, 1].
Looking back at (4.32), we obtain
Eˆn,θ
(
1
δˆk − Eˆn,θ(δˆk)
∫ δˆk
Eˆn,θ(δˆk)
fk(y) dy
)
≥ e−βEˆn,θ(fk(δˆk))
(4.31)
= e−βEˆn,θEn,β,h(δk).
(4.35)
Taking into account (4.26), (4.30), (4.32) and (4.35) we obtain
(4.36)
∂
∂θ
Fn(β, h; θ) ≥ βe
−βCn,θ
[ ∂
∂h
Fn(β, h; θ)−
1
n
]
≥ cβ
[ ∂
∂h
Fn(β, h; θ)−
1
n
]
for β ∈ (0, 1),
where c = (1/e) infθ≤θ0 infn≥1Cn,θ is positive for θ0 small enough (we shall prove this point
later) and the term 1/n above comes from the fact that the term k = n appears in (4.26)
but not in (4.32). Therefore we obtain
(4.37)
∂
∂θ
F˜n(β, h; θ) ≥ cβ
∂
∂h
F˜n(β, h; θ), where F˜n(β, h; θ) = Fn(β, h; θ)−
h
n
.
Thus the function g(t) := F˜n(β, h+ cβθ(1− t); θt), having non-negative derivative, is non-
decreasing in [0, 1]. Therefore, g(0) ≤ g(1), which means that
(4.38) Fn(β, h+ cβθ; 0) ≤ Fn(β, h; θ) +
cβθ
n
.
Therefore, we conclude the desired result by taking the superior limit as n→∞.
We are left with proving that inf0≤θ≤θ0 infn≥1Cn,θ > 0 for θ0 small enough. Since αˆ > 1
we may apply Lemma A.10 to the renewal τˆ and get that
(4.39) η := inf
0≤θ≤θ0
inf
n≥1
Pˆθ(n ∈ τˆ) > 0,
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where Pˆθ is the law of a renewal with inter-arrival distribution Pˆθ(τˆ1 = n) = exp(θ −
F (θ)n)Kˆ(n), for n ≥ 1. Also, as we will justify it in (4.59), Pˆn,θ(k ∈ τˆ) = Pˆθ(k ∈ τˆ |n ∈ τˆ)
for 0 ≤ k ≤ n. We conclude as follows: for all 0 < k < n and 0 ≤ θ ≤ θ0,
(4.40) Eˆn,θ(δˆk) = Pˆθ(k ∈ τˆ |n ∈ τˆ) ≥ η
2,
and
(4.41)
1− Eˆn,θ(δˆk) = Pˆθ(k /∈ τˆ |n ∈ τˆ) ≥ Pˆθ(k − 1 ∈ τˆ)Pˆθ(τˆ1 = 2)Pˆθ(n− k − 1 ∈ τˆ)
≥ e−2Fˆ (θ0)K(2)η2.

Proof of Theorem 2.8. The proof is divided into four steps.
Step 1. Lower bound on F (β, h). Let us cut the system into blocks of size m ∈ N,
namely
(4.42) B
(m)
j = (jm, (j + 1)m], j ≥ 0.
A block is declared to be good if on this block the environment is favorable for the polymer.
More precisely, pick a ∈ (0, 1) (for the moment its precise value is irrelevant) and define
(recall (4.2)):
(4.43) G =
{
j ≥ 0: Zjm,(j+1)m,β,h ≥ exp{aEˆθ(τˆ1)
−1F (β, h; θ)m}
}
, θ > 0,
where Pˆθ is the law of a renewal with inter-arrival distribution Pˆθ(τ1 = n) = exp(θ −
F (θ)n)Kˆ(n), for n ≥ 1, and F (β, h; θ) is defined in (4.24). The factor Eˆθ(τˆ1)
−1 in the
exponential is essentially harmless and the reason for its presence will appear clearer at
the end of the proof. We now consider the blocks for which both endpoints are in τˆ , i.e.,
(4.44) J = {j ≥ 0: jm ∈ τˆ , (j + 1)m ∈ τˆ}.
Then, denote by {σk}k∈N the elements of J ∩ G, which form a renewal sequence.
Our first task is to relate F (β, h) to the free energy associated to partition functions
whose endpoints are in J ∩ G. By Kingman’s subadditive ergodic theorem there exists a
non-negative number F(β, h) such that
(4.45) F(β, h) = lim
k→∞
1
k
Eˆ(logZ(σk+1)m) = sup
k≥1
1
k
Eˆ(logZ(σk+1)m),
and
(4.46)
1
k
logZ(σk+1)m
k→∞
−→ F(β, h) Pˆ-a.s. and in L1(Pˆ).
The theorem can be applied since the process {Eˆ logZ(σi+1)m,(σj+1)m}i<j∈N is super-additive,
while the other conditions are easily verified. Moreover, by the Renewal Theorem and
Proposition 2.7,
(4.47)
1
k
logZ(σk+1)m = m
σk + 1
k
1
(σk + 1)m
logZ(σk+1)m → mEˆ(σ1)F (β, h), k ր∞,
which yields F(β, h) = mEˆ(σ1)F (β, h). Finally we obtain
(4.48) mEˆ(σ1)F (β, h) ≥ Eˆ(logZ(σ1+1)m,β,h).
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Step 2. Lower bound on the right-hand side of (4.48). We now apply the following
strategy: the polymer makes a large jump until σ1m and visits the atypical block [σ1m, (σ1+
1)m]. Using (4.43), we obtain the following lower bound:
(4.49) logZ(σ1+1)m,β,h ≥ logK(σ1m) + (h+ β) + aEˆθ(τˆ1)
−1F (β, h; θ)m,
and looking back at (4.48), we are left with bounding from below the quantity
(4.50) Eˆ logK(σ1m) = log cˆK − (1 + α) logm− (1 + α)Eˆ(log σ1).
By Jensen’s inequality, Eˆ(log σ1) ≤ log Eˆ(σ1). To bound Eˆ(σ1), enumerate J as an increas-
ing sequence (jk)k∈N and define R as the unique integer for which σ1 = jR. By the Markov
property, the random variable R has a geometric distribution with probability of success
(4.51) pm := Pˆ
(
Zm,β,h ≥ exp{aEˆθ(τˆ1)
−1F (β, h; θ)m} | m ∈ τˆ
)
.
The (jk+1 − jk)k≥0 are i.i.d. , with j0 = 0. From Wald’s equality, Eˆ(σ1) = Eˆ(j1)Eˆ(R) =
Eˆ(j1)/pm. Then, limm→∞ Eˆ(j1) = µˆ
2 because J is a renewal process on N with inter-arrival
time j1 whose mean value has inverse (by the Renewal Theorem)
(4.52) lim
s→∞
Pˆ(s ∈ J) = lim
s→∞
Pˆ(sm ∈ τˆ)Pˆ(m ∈ τˆ) = µˆ−1Pˆ(m ∈ τˆ),
and the last quantity tends to µˆ−2 as m → ∞. Assume for the moment the following
entropy estimate: for some constant c > 0,
(4.53) pm ≥ c e
−h(Pˆm,θ |Pˆ)[1+o(1)], m ↑ ∞.
(for the sake of clarity, we will establish the latter at the end of the proof), from which we
obtain
(4.54) Eˆ(σ1) ≤ c
−1 µˆ2eh(Pˆm,θ |Pˆ)[1+o(1)], m ↑ ∞.
Therefore,
(4.55)
Eˆ(logZ(σ1+1)m,β,h) ≥ log cKˆ − (1 + α) log(mc
−1µˆ2) + h+ β
+ aEˆθ(τˆ1)
−1F (β, h; θ)m − (1 + α)h(Pˆm,θ | Pˆ)[1 + o(1)]
= m
(
aEˆθ(τˆ1)
−1F (β, h; θ)− (1 + α)h(Pˆm,θ | Pˆ)/m+ om↑∞(1)
)
.
Step 3. Conclusion of the proof. Using (4.48) at h = hc(β), (4.55), (4.13) and letting
m ↑ ∞, then a ↑ 1, we get
(4.56) F (β, hc(β); θ) ≤ (1 + α)Eˆθ(τˆ1)h∞(θ).
One can check that (1.14) implies Kˆ(n)2 ≤ Kˆ(n − 1)Kˆ(n + 1) for n ≥ 2, so {Kˆ(n)}n∈N is
log-convex. Therefore, we may apply Lemma 4.3, along with Lemma 4.1 and the fact that
Eˆθ(τˆ1)→ µˆ as θ → 0, to get the desired estimate.
Step 4. Proof of (4.53). Using the fact that for any two probability measures µ, ν on the
same space and event E with ν(E) > 0 it holds
(4.57) log{µ(E)/ν(E)} ≥ −(h(ν | µ) + e−1)/ν(E)
[26, Equation (A.13)], it is actually enough to prove that
(4.58) lim
m→∞
Pˆm,θ
(
Zm,β,h ≥ exp{aEˆθ(τˆ1)
−1F (β, h; θ)m}
)
= 1.
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For the proof of (4.58), the idea is to compute this limit when Pˆm,θ is replaced by Pˆθ and
then relate the two measures. The crucial observation is that for all bounded measurable
functions φ,
(4.59) Eˆn,θ[φ(δˆ1, . . . , δˆn)] =
1
Pˆθ(n ∈ τˆ)
Eˆθ[φ(δˆ1, . . . , δˆn)δˆn] = Eˆθ[φ(δˆ1, . . . , δˆn) | n ∈ τˆ ].
Using the same arguments as in Proposition 2.7, we get
(4.60) Pˆθ-a.s.,
1
n
logZn
n→∞
−→ F (β, h; θ) := lim
n→∞
1
n
Eˆθ(logZn).
Moreover,
(4.61) F (β, h; θ) ≥ Eˆθ(τˆ1)
−1F (β, h; θ).
Indeed, by (4.59),
(4.62)
Eˆθ[logZn] = Eˆθ[(logZn)δˆn] + Eˆθ[(logZn)(1− δˆn)]
≥ Pˆθ(n ∈ τˆ)Eˆn,θ(logZn)− Eˆθ[(logZn)−]
≥ Pˆθ(n ∈ τˆ)Eˆn,θ(logZn) + logK(n)− h− since Zn ≥ K(n)e
h,
and (4.61) follows by considering the superior limit and using the Renewal Theorem. Fi-
nally, by using (4.59) one more time, we get that
(4.63)
Pˆm,θ
(
Zm,β,h ≥ exp{aEˆθ(τˆ1)
−1F (β, h; θ)m}
)
=
1
Pˆθ(m ∈ τˆ)
Pˆθ
(
Zm,β,h ≥ exp{aEˆθ(τˆ1)
−1F (β, h; θ)m}, m ∈ τˆ
)
,
which goes to 1 as m→∞ by virtue of (4.60) and (4.61) and since a < 1. This completes
the proof. 
Proof of Proposition 2.10. We follow Section 6.2 from [27]. We fix h > 0 and 11+α < γ ≤ 1.
Then Σγ :=
∑∞
n=1K(n)
γ < ∞. Let K(γ) be the renewal function defined by K(γ)(n) =
K(n)γ/Σγ for all n ∈ N and, for s < 0, let K
(γ)
s be the renewal function derived from K(γ)
according to the prescription in (2.4). The γ-th power of the quenched partition function
at hac (β) + h is bounded as follows:
(4.64)
Zγn,β,hac+h ≤
n∑
r=1
∑
0=ℓ0<ℓ1<···<ℓr=n
r∏
i=1
K(ℓi − ℓi−1)
γeγ(βδˆℓi+h+h
a
c )
=
n∑
r=1
∑
0=ℓ0<ℓ1<···<ℓr=n
r∏
i=1
K(γ)(ℓi − ℓi−1)e
γ(βδˆℓi+h+h
a
c )+logΣγ
=: E
K
(γ)
η
(
eγβ
∑n
k=1 δˆkδk
)
,
where η = η(γ, h) := γ(h + hac ) + log Σγ is negative provided h is close enough to 0 and β
is large enough. Consequently, by Lemma 3.1, Eˆ(Zγn,β,hac+h
) does not grow exponentially in
n if
(4.65) βγ + log pγ(η(γ, h)) ≤ 0,
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where pγ is the function defined in (2.7) when the law of the renewal τ is determined by
K
(γ)
η . In other words,
(4.66)
pγ(η(γ, h)) = 1− I(γ, h)
−1, with I(γ, h) = EˆE
K
(γ)
η
(|τ˜ |) =
∞∑
n=0
P
K
(γ)
η
(n ∈ τ)Pˆ(n ∈ τˆ).
(Note that here τˆ is not the stationary version.) Let a(γ, h) := log pγ(η(γ, h)). Since β +
a(1, 0) = 0 (by our characterization of hac (β)) and a(γ, h) is continuous in h, there exists a
γ ∈ (0, 1) so that relation (4.65) holds for some h > 0 if
(4.67) β + ∂γa(1, 0) > 0.
Using I(1, 0) = I(hca) = (1− e
−β)−1, we compute
(4.68) ∂γa(1, 0) = (e
β + e−β − 2)∂γI(1, 0),
and
(4.69) ∂γI(1, 0) =
∞∑
n=1
Pˆ(n ∈ τˆ)∂γ |γ=1PK(γ)
η(γ,0)
(n ∈ τ),
and
(4.70)
∂γ |γ=1PK(γ)η
(n ∈ τ)
=
n∑
k=1
ekh
a
c
∑
0=ℓ0<ℓ1<···<ℓk=n
(
khac +
k∑
i=1
logK(ℓi − ℓi−1)
) k∏
i=1
K(ℓi − ℓi−1).
A consequence of Proposition 2.2 and (2.6) is that
(4.71) eh
a
c+β =
1
P× Pˆ(τ1 ∈ τˆ)
+O(e−β)
as β →∞, so that in the previous sum the dominant term as β →∞ is the one with k = 1,
and in fact we can check that
(4.72) ∂γI(1, 0) = e
hac
∞∑
n=1
Pˆ(n ∈ τˆ)K(n){hac + logK(n)}+O(βe
−2β).
Indeed, we may write
(4.73)
∣∣∣∂γI(1, 0) − ehac ∞∑
n=1
Pˆ(n ∈ τˆ)K(n)
(
hac + logK(n)
)∣∣∣ ≤ (I) + (II),
where
(4.74) (I) =
∞∑
n=1
Pˆ(n ∈ τˆ)
∑
k≥2
ekh
a
ck|hac |
∑
0=ℓ0<ℓ1<···<ℓk=n
k∏
i=1
K(ℓi − ℓi−1),
and
(4.75)
(II) =
∞∑
n=1
Pˆ(n ∈ τˆ)
∑
k≥2
ekh
a
c
∑
0=ℓ0<ℓ1<···<ℓk=n
( k∑
i=1
− logK(ℓi − ℓi−1)
) k∏
i=1
K(ℓi − ℓi−1).
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By interchanging the sums in k and n and bounding Pˆ(n ∈ τˆ) by one, we get
(4.76) (I) ≤
∑
k≥2
ekh
a
ck|hac | = O(βe
−2β) by (4.71),
and
(4.77) (II) ≤ (1− eh
a
c )−1 E
[ ∑
1≤i≤Nβ
(− logK(Ti))1{Nβ≥2}
]
,
where Nβ is a geometric random variable with parameter 1− e
hac , independent from τ , and
the Ti’s are the increments of τ . Therefore,
(4.78) (II) ≤ (cst) E(− logK(T1))× E(Nβ1{Nβ≥2}) = O(e
−2β),
again by (4.71). This settles (4.72).
Since eβ + e−β − 2 = eβ(1 +O(e−β)), the left hand side of (4.67) equals
(4.79) β+[1+O(e−β)]
[
eβ+h
a
c
{
hacP×Pˆ(τ1 ∈ τˆ)+
∞∑
n=1
Pˆ(n ∈ τˆ)K(n) logK(n)
}
+O(βe−β)
]
.
Now using (4.71) and its consequence, hac + β = − log P × Pˆ(τ1 ∈ τˆ) + O(e
−β), we have
that the previous quantity equals
(4.80) − log P× Pˆ(τ1 ∈ τˆ) +
1
P× Pˆ(τ1 ∈ τˆ)
∞∑
n=1
Pˆ(n ∈ τˆ )K(n) logK(n) +O(βe−β),
and the main claim of the proposition follows.
To prove the assertion about the case of large α we will prove that
lim
α→∞
P× Pˆ(τ1 ∈ τˆ) = Kˆ(1),(4.81)
lim
α→∞
∞∑
n=1
Pˆ(n ∈ τˆ)Kα(n) logKα(n) = 0,(4.82)
and note that Kˆ(1) ∈ (0, 1). For all α > 0 the quantity cα := 1/ζ(1 + α) is less than 1 and
its limit as α → ∞ is 1. Also limα→∞Kα(n) = limα→∞ cαn
−1−α = 1{n=1} for all n ∈ N.
Then in the sum
(4.83) P× Pˆ(τ1 ∈ τˆ) =
∞∑
n=1
Kα(n)Pˆ(n ∈ τˆ),
as α→∞, the first term converges to Kˆ(1), the second to zero, while the rest of the sum
converges to zero also as it is bounded by
∫∞
2 x
−α−1 dx < ∞. Thus (4.81) follows. For
(4.82) we write
(4.84)
∞∑
n=1
Pˆ(n ∈ τˆ)Kα(n) logKα(n) = cα log cα
∞∑
n=1
Pˆ(n ∈ τˆ )
1
n1+α
− cα
∞∑
n=2
Pˆ(n ∈ τˆ)
(1 + α) log n
n1+α
.
As α → ∞, the first sum goes to Kˆ(1), while limα→∞ cα log cα = 0. In the second sum,
the n = 2 term converges to zero as α → ∞, and the same is true for the rest of the sum
because it is bounded by (1 + α)
∫∞
2 x
−1−α log xdx <∞. 
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4.3. Irrelevance. Proof of Theorem 2.9. The proof of Theorem 2.9, which can be found
at the end of this section, essentially relies on Lemma 4.4 below, that is a control on the
second moment of the partition function at the annealed critical point. Second moment
methods and replica arguments have been used in the i.i.d. case in [38]. The extra difficulty
in our context is to deal with correlations, which we tackle by means of a decoupling
inequality, see (4.95).
Lemma 4.4. Suppose αˆ > 2 and α < 1/2. Then, for β small enough,
(4.85) sup
n≥1
Eˆ[(Zn,β,hac )
2] <∞.
Proof of Lemma 4.4. The proof is split into several steps. In Step 0, we change the partition
function to a slightly modified version, which turns out to be more convenient in our
context. In Step 1, we provide alternative expressions for the first and second moments
of the partition function, using a cluster (or Mayer) expansion. In Step 2, we prove the
decoupling inequality in (4.95), which we use in Step 3 to bound the second moment from
above, uniformly in the size of the polymer. In Step 4 we prove that a simplified version of
this upper bound is finite. The idea is to use the correlation decay of τˆ (αˆ > 2) to reduce the
problem to the usual second moment control for pinning models with i.i.d. disorder, which
in turn makes use of the transient nature of the overlap of two copies of τ (0 < α < 12 ),
see [27] and references therein. In Step 5, we conclude the main line of proof. Finally, Step 6
proves a technical point used in Step 4. Note that during this proof we will work only with
free partition functions, i.e., δn is removed from the definitions in (1.2), (1.3), (1.6) and
(1.7).
Step 0. During this proof we shall use the convention introduced below (3.1). We introduce,
for h ≤ 0,
(4.86) Z¯n,β,h = Eh
(
eβ
∑n
k=1 δk δˆk
)
,
where Ph is defined in (2.4), and note that Z¯n,β,h(n ∈ τ) = Zn,β,h(n ∈ τ), as it was already
observed in (3.9). By decomposing according to the last renewal before n, we get
(4.87)
Zn,β,h = Zn,β,h(n ∈ τ) +
n∑
k=1
Zn−k,β,h(n − k ∈ τ)P(τ1 > k)
= Z¯n,β,h(n ∈ τ) +
n∑
k=1
Z¯n−k,β,h(n − k ∈ τ)P(τ1 > k)
≤ Z¯n,β,h(n ∈ τ) + e
−h
n∑
k=1
Z¯n−k,β,h(n− k ∈ τ)Ph(τ1 > k)
= Z¯n,β,h(n ∈ τ) + e
−h(Z¯n,β,h − Z¯n,β,h(n ∈ τ))
= e−hZ¯n,β,h + (1− e
−h)Z¯n,β,h(n ∈ τ) ≤ Z¯n,β,h.
Therefore, it is enough to prove that
(4.88) sup
n≥1
Eˆ(Z¯2n,β,hac ) <∞.
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Step 1. We first rewrite the first and second moments of the modified partition functions.
Namely, for h < 0,
(4.89) Eˆ(Z¯n,β,h) = Z¯
a
n,β,h =
∑
I⊆[n]
z|I|Uh(I)Uˆ (I),
and
(4.90) Eˆ(Z¯2n,β,h) =
∑
I,J⊆[n]
z|I|+|J |Uh(I)Uh(J)Uˆ (I ∪ J),
where
(4.91) z = z(β) = eβ − 1, Uh(I) = Ph(I ⊆ τ), Uˆ(I) = Pˆ(I ⊆ τˆ).
Let us first prove (4.89). Since δk δˆk is {0, 1}-valued, we may write
(4.92)
Z¯an,β,h = EˆEh(e
β
∑
1≤k≤n δk δˆk) = EˆEh
 ∏
1≤k≤n
(1 + zδk δˆk)

= EˆEh
( ∑
I⊆[n]
z|I|
∏
i∈I
δiδˆi
)
,
which gives (4.89) after interchanging sum and expectation. To get (4.90), we use the
so-called replica trick and obtain
(4.93) Eˆ(Z¯2n,β,h) = EˆE
⊗2
h (e
β
∑
1≤k≤n δˆk(δk+δ
′
k)),
where τ ′ is an independent copy of τ . Then,
(4.94)
Eˆ(Z¯2n,β,h) = EˆE
⊗2
h
 ∏
1≤k≤n
(1 + zδk δˆk)
∏
1≤ℓ≤n
(1 + zδℓδˆℓ)

= EˆE⊗2h
∑
I⊆[n]
z|I|
∏
i∈I
δiδˆi
∑
J⊆[n]
z|J |
∏
j∈J
δ′j δˆj

= EˆE⊗2h
( ∑
I,J⊆[n]
z|I|+|J |
∏
i∈I
δi
∏
j∈J
δ′j
∏
ℓ∈I∪J
δˆℓ
)
,
and again the result follows by interchanging sum and expectation.
Step 2. We now provide an upper bound on Uˆ(I ∪ J), namely
(4.95) Uˆ(I ∪ J) ≤ Uˆ(I)Uˆ(J)
∏
1≤m≤g(I,J)
(1 + r(∆m)),
where
(4.96) r(i) = sup
j≥i
∣∣∣∣1− uˆ(i)uˆ(j)
∣∣∣∣ , uˆ(i) = Pˆ(i ∈ τˆ), i ∈ N0,
g(I, J) is the total number of gaps defined by (4.101) below and (∆m)1≤m≤g(I,J) is a
sequence of gaps between the sets I and J . Informally, we say that there is a gap each time
a point in I (resp. J) is followed by a point in J (resp. I), see also Figure 3. We give a
rigorous definition below.
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0
∆6 ∆5 ∆4 ∆2 ∆1
∆3 = 0
Figure 3. A sequence of gaps, as defined in (4.100). The white and black
dots are the points in I and J , respectively.
Definition of the gaps. When one of I, J is empty, we let g(I, J) = 0. Then, the last product
in (4.95) is 1 and the inequality is obviously true (note that Uˆ(∅) = 1). When I and J are
both non-empty, we give a recursive definition of the gaps using a backward exploration,
which will prove to be useful later in the proof of (4.95). Therefore, we first need to define
the last gap of two sets I and J that are both non-empty, which we denote by gap(I, J).
Let us write
(4.97)
I = {i1, i2, . . . , ik} with i1 < i2 < . . . < ik,
J = {j1, j2, . . . , jℓ} with j1 < j2 < . . . < jℓ.
If ik 6= jℓ then w.l.o.g. we may assume that ik < jℓ, in which case we define
(4.98) σ = inf{s ≥ 1: js > ik} (σ ≤ ℓ),
and set
(4.99) gap(I, J) = jσ − ik, p(I, J) := jσ.
If ik = jℓ, then define gap(I, J) = 0 and set p(I, J) = ik = jℓ. We may now define the
sequence of gaps iteratively, as follows: start with I0 = I and J0 = J and define for m ≥ 0,
(4.100)
∆m+1 = gap(Im, Jm),
Im+1 = Im \ [p(Im, Jm),∞),
Jm+1 = Jm \ [p(Im, Jm),∞),
taking care that the iteration only makes sense until
(4.101) g(I, J) = inf{m ≥ 1: Im = ∅ or Jm = ∅},
which is the total number of gaps.
Proof of the decoupling inequality (4.95). Inequality (4.95) follows by iterating the following
inequality:
(4.102)
Uˆ(I ∪ J)
Uˆ(I)Uˆ(J)
≤
Uˆ(I ′ ∪ J ′)
Uˆ(I ′)Uˆ(J ′)
[1 + r(gap(I, J))], where
{
I ′ = I \ [p(I, J),∞),
J ′ = J \ [p(I, J),∞).
Indeed, if ik < jℓ (using the notations above), then,
(4.103)
Uˆ(I ∪ J) = Uˆ(I ′ ∪ J ′)uˆ(jσ − ik)
∏
σ≤s<ℓ
uˆ(js+1 − js),
Uˆ(I)Uˆ (J) = Uˆ(I ′)Uˆ(J ′)uˆ(jσ − jσ−1)
∏
σ≤s<ℓ
uˆ(js+1 − js).
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Therefore,
(4.104)
Uˆ(I ∪ J)
Uˆ(I)Uˆ(J)
×
(
Uˆ(I ′ ∪ J ′)
Uˆ(I ′)Uˆ (J ′)
)−1
=
uˆ(jσ − ik)
uˆ(jσ − jσ−1)
≤ 1+r(jσ−ik) = 1+r(gap(I, J)).
The case jℓ < ik is similar. If ik = jℓ, we have (assume w.l.o.g. that jℓ−1 ≤ ik−1)
(4.105) Uˆ(I∪J) = Uˆ(I ′∪J ′)uˆ(ik−ik−1), Uˆ(I)Uˆ (J) = Uˆ(I
′)Uˆ(J ′)uˆ(ik−ik−1)uˆ(jℓ−jℓ−1),
from which we get
(4.106)
Uˆ(I ∪ J)
Uˆ(I)Uˆ (J)
×
(
Uˆ(I ′ ∪ J ′)
Uˆ(I ′)Uˆ (J ′)
)−1
=
1
uˆ(jℓ − jℓ−1)
≤ 1 + r(0) = 1 + r(gap(I, J)),
and (4.95) is proved.
Step 3. Recall (4.89). From Lemma 4.5 below, we have
(4.107) s := sup
n≥1
Z¯an,β,hac(β) =
∑
I⊆N,|I|<∞
z|I|Uhac (β)(I)Uˆ (I) ≤ 2,
which allows us to define a probability measure on {I ∈ P(N) : |I| <∞}, which we denote
by P. Namely,
(4.108) P({I}) = s−1z|I|Uhac (β)(I)Uˆ (I) for all I ⊆ N s.t. |I| <∞.
Upper bound on the second moment. Using (4.90), (4.95), (4.107) and (4.108) we may write
(4.109)
sup
n≥1
Eˆ(Z¯2n,β,hac (β)) ≤ 4E
⊗2
( ∏
1≤m≤g(I,J)
(1 + r(∆m))
)
≤ 4E⊗2
(
e
∑
1≤m≤g(I,J) r(∆m)
)
= 4E⊗2
(
e
∑
i≥0 r(i)#{m≥1: ∆m=i}
)
,
where the gaps (∆m)1≤m≤g(I,J) are associated to two sets I and J drawn independently
from P.
Step 4. This is an intermediate step to control the right hand side of (4.109). If the sets
{m ≥ 1: ∆m = i} therein were all replaced by {m ≥ 1: ∆m = 0}, it would be enough to
control the following quantity:
(4.110) Z := E
(
C#{m≥1: ∆m=0}
)
with C := e2
∑
i≥0 r(i).
We prove in this step that Z is finite if β is small (recall that P depends on z = z(β)).
Note that C is finite because αˆ > 2 and r(i) = O(i1−αˆ). Indeed, for i ≥ 0,
(4.111) r(i) = sup
j≥i
∣∣∣ uˆ(j)− uˆ(i)
uˆ(j)
∣∣∣ ≤ 2
infj≥1 uˆ(j)
× sup
j≥i
∣∣∣uˆ(j) − 1
µˆ
∣∣∣,
which is O(i1−αˆ), by (1.17). Then, observe that
(4.112) #{m ≥ 1: ∆m = 0} = |I ∩ J |,
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which yields Z = supn≥1Z
(n) with
(4.113) Z(n) := s−2
∑
I,J⊆[n]
z|I|+|J |C |I∩J |U˜hac (β)(I)U˜hac (β)(J),
where U˜h(I) = Uh(I)Uˆ (I) is the renewal mass function of τ˜ = τ ∩ τˆ under the transient
renewal process P˜h = Ph × Pˆ (h < 0). Using that |I ∩ J | = |I|+ |J | − |I ∪ J |, we get
(4.114)
Z(n) = E˜⊗2h
∑
I,J⊆[n]
(∏
i∈I
Czδ˜i
)(∏
j∈J
Czδ˜′j
)( 1
C
)|I∪J |
= EXE˜
⊗2
h
∑
I,J⊆[n]
(∏
i∈I
Czδ˜iXi
)(∏
j∈J
Czδ˜′jXj
)
,
where τ˜ ′ refers to an independent copy of τ˜ and the Xi’s are independent Bernoulli random
variables with parameter 1/C (it is clear from (4.110) that C > 1). Since the δ˜iXi’s and
the δ˜′jXj ’s are {0, 1}-valued, we may write
(4.115) Z(n) = EXE˜
⊗2
h
[
(1 + Cz)
∑
1≤k≤nXk(δ˜k+δ˜
′
k)
]
.
Integrating over X, we get:
(4.116) Z(n) = E˜⊗2h
∏
1≤k≤n
[
1 +
1
C
(
(1 +Cz)δ˜k+δ˜
′
k − 1
)]
.
Using that
(4.117) (1 + Cz)δ˜k+δ˜
′
k = (1 + Czδ˜k)(1 + Czδ˜
′
k) = 1 + Cz(δ˜k + δ˜
′
k) + (Cz)
2δ˜k δ˜
′
k,
we obtain that
(4.118)
Z(n) = E˜⊗2h
∏
1≤k≤n
[
1 + z(δ˜k + δ˜
′
k) + Cz
2δ˜k δ˜
′
k
]
≤ E˜⊗2h
∏
1≤k≤n
(1 + z)δ˜k+δ˜
′
k(1 + Cz2)δ˜k δ˜
′
k
= E˜⊗2h
[
eβ
∑
1≤k≤n(δ˜k+δ˜
′
k)+β¯
∑
1≤k≤n δ˜k δ˜
′
k
]
,
where (recall (4.91))
(4.119) β¯ = log(1 + Cz2) ∼ Cz2 ∼ Cβ2 as β ց 0.
From (2.7) and Proposition 2.2,
(4.120) eβP˜h(τ˜1 <∞) = e
βPhPˆ(τ˜1 <∞)
{
< 1 if h < hac (β),
= 1 if h = hac (β).
Consequently, the relation
(4.121) P˜β,h(τ˜1 = n) := e
βP˜h(τ˜1 = n) = e
βPhPˆ((τ ∩ τˆ)1 = n), h ≤ h
a
c (β),
defines a renewal which is recurrent when h = hac (β) and transient when h < h
a
c (β).
Therefore, we get from (4.118)
(4.122) Z(n) ≤ E˜⊗2β,h
[
eβ¯
∑
1≤k≤n δ˜k δ˜
′
k
]
.
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It is now a standard result about homogeneous pinning models (Theorem 2.7 and the
relation (2.13) in [27]) that the right hand side of (4.122) remains bounded provided that
(4.123) eβ¯ <
1
P˜⊗2β,h((τ˜ ∩ τ˜
′)1 <∞)
.
But this is satisfied when h = hac (β) and β is small enough since, as β ց 0, exp(β¯) converges
to 1 and
(4.124)
P˜⊗2β,hac (β)
((τ˜ ∩ τ˜ ′)1 <∞)→ P
⊗2Pˆ⊗2((τ ∩ τ ′ ∩ τˆ ∩ τˆ ′)1 <∞) ( as β ց 0)
≤ P⊗2((τ ∩ τ ′)1 <∞),
which is strictly less than 1 because α < 1/2 (see Proposition A.4). Note that the con-
vergence in (4.124) does not seem to follow from simple arguments since Portmanteau’s
Theorem does not apply and Fatou’s lemma would go in the opposite direction. Therefore,
we give an argument at the end of the proof, in Step 6, in order not to disrupt the main
line of proof.
Step 5. We now prove that the right hand side of (4.109) is finite using that Z is finite
and a stochastic domination argument. For I, J finite subsets of N define
Yi = #{m ≥ 1: ∆m = i}
for all i ∈ N0. We claim that if I, J are independent, each with law P, then one can find
for all i ≥ 1 a pair of random variables Y
(1)
i and Y
(2)
i such that
(4.125) Yi ≤ Y
(1)
i + Y
(2)
i , Y
(1)
i  1 + Y0, Y
(2)
i  1 + Y0.
We will prove (4.125) at the end of this step. Apply Ho¨lder’s inequality with
(4.126) pi =
1
r(i)
∑
m≥0
r(m) for all i ∈ N0,
which have
∑
i≥0
1
pi
= 1, to get
(4.127)
E˜⊗2
(
e
∑
i≥0 r(i)Yi
)
≤
∏
i≥0
[
E˜⊗2
(
eYi
∑
m≥0 r(m)
)]1/pi
by (4.125)
≤
∏
i≥0
[
E˜⊗2
(
e{
∑
m≥0 r(m)}(Y
(1)
i +Y
(2)
i )
)]1/pi
(Cauchy-Schwarz)
≤
∏
i≥0
{[
E˜⊗2
(
e2{
∑
m≥0 r(m)}Y
(1)
i
)]1/2 [
E˜⊗2
(
e2{
∑
m≥0 r(m)}Y
(2)
i
)]1/2}1/pi
by (4.125)
≤
∏
i≥0
{
e2
∑
m≥0 r(m)E˜⊗2
(
e2{
∑
m≥0 r(m)}Y0
)}1/pi
=e2
∑
m≥0 r(m)E˜⊗2
(
e2{
∑
m≥0 r(m)}Y0
)
,
which is finite when β is small enough, as we have proven in Step 4.
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We are left with proving (4.125). Note that P is the law of a transient renewal with first
return time distribution
(4.128) K(n) :=
{
zPhac (β)(n ∈ τ)Pˆ(n ∈ τˆ) if n ∈ N,
1
s if n =∞.
We point out that indeed s ≥ 1, as can be seen by restricting the sum in (4.107) to the
empty set. Then Yi ≤ |I ∩ (J − i)|+ |(I− i)∩J |. If I ∩ (J − i) 6= ∅ and we call ζ its smallest
element, then, given ζ, the pair (I − ζ) ∩ N, (J − i − ζ) ∩ N has the same law as I, J , by
the renewal property. Thus,
(4.129) |I ∩ (J − i)|  1 + |I ∩ J | = 1 + Y0.
The same bound applies to |(I − i)∩J | and we obtain (4.125) with Y
(1)
i = |I ∩ (J − i)| and
Y
(2)
i = |(I − i) ∩ J |.
Step 6. It remains to prove the convergence in (4.124). Let us use as a shorthand notation:
(4.130) P˜β(τ˜1 = n) := e
βPˆ× Phac ((τ ∩ τˆ)1 = n) = P˜β,hac (τ˜1 = n), n ∈ N.
We want to prove that
(4.131) P˜⊗2β ((τ˜ ∩ τ˜
′)1 <∞)→ P˜
⊗2
0 ((τ˜ ∩ τ˜
′)1 <∞), β ց 0,
which we do by means of Fourier series (a similar convergence problem was treated in [34]
with the same technique). By the Renewal Equation, it is actually enough to prove that
(4.132) E˜⊗2β (|τ˜ ∩ τ˜
′|)→ E˜⊗20 (|τ˜ ∩ τ˜
′|), β ց 0,
that is, convergence of the series
(4.133)
∑
n≥0
P˜
⊗2
β (n ∈ τ˜ ∩ τ˜
′) =
∑
n≥0
P˜β(n ∈ τ˜)
2 as β ց 0,
which may be seen as the L2-norm of some function. More precisely, if we define
(4.134) ϕβ(t) = E˜β
(
eitτ˜1
)
, t ∈ R,
then
(4.135) P˜β(n ∈ τ˜) =
1
E˜β(τ˜1)
+
1
2π
∫ π
−π
e−int2Re
[ 1
1− ϕβ(t)
]
dt, β ≥ 0,
where Re(·) is the real part of a complex number. The equation (4.135) can be recovered
from equation (8) in [37, Chap. II.9]. Note that the integral in the right-hand side of (4.135)
is real and even in n ∈ Z since then the complex exponential may be replaced by a cosine.
Moreover,
(4.136) P˜β(τ˜1 = n) ≥ e
β+hacP(τ1 = n)Pˆ(n ∈ τˆ) =
1
µˆ
eβ+h
a
cP(τ1 = n)(1 + o(1)),
so E˜β(τ˜1) = ∞ and the first term in the right hand side of (4.135) is zero. Therefore, the
sum in (4.133) is related to the L2 norm of 2Re[(1− ϕβ(·))
−1] in [−π, π] via
(4.137) ‖2Re[(1− ϕβ(·))
−1]‖22 =
∑
n∈Z
P˜β(|n| ∈ τ˜ )
2 = 1 + 2
∑
n≥1
P˜β(n ∈ τ˜)
2,
and we only need to show convergence of the L2-norms of Re[(1 − ϕβ(·))
−1] to that of
Re[(1− ϕ0(·))
−1] as β → 0.
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We now observe that
(4.138) ϕβ(t) = EEˆ
(
Ψβe
itτ˜1
)
, where Ψβ := exp(β + h
a
c |τ ∩ (0, τ˜1]|)
is such that EEˆ(Ψβ) = 1. Since h
a
c (β) ≤ 0, we get by the Dominated Convergence Theorem
that limβ→0 ϕβ(t) = ϕ0(t). To show the convergence of the L
2 norm of Re[(1−ϕβ(·))
−1] to
the one of Re[(1−ϕ0(·))
−1] we show domination by a square integrable function in [−π, π]
for all β ∈ [0, β0] where β0 > 0 is fixed. Note that
(4.139) Re[(1− ϕβ(t))
−1] ≤ [Re(1− ϕβ(t))]
−1, t 6= 0,
and
(4.140) 1− ϕβ(t) = EEˆ(Ψβ(1− e
itτ˜1)).
We treat first values of t close zero. Since 1− cos(tτ˜1) ≥ 0 a.s., we may write for β ∈ [0, β0].
(4.141)
Re(1− ϕβ(t)) = EEˆ
(
Ψβ[1− cos(tτ˜1)]
)
≥
∑
1≤n≤1/|t|
(1− cos(tn))EEˆ
(
exp{β + hac |τ ∩ (0, n]|}1{τ˜1=n}
)
≥ eh
a
c (β0)
(
min
ℓ≥1
Pˆ(ℓ ∈ τˆ )
) ∑
1≤n≤1/t
(1− cos(tn))P(τ1 = n)
∼ eh
a
c (β0)
(
min
ℓ≥1
Pˆ(ℓ ∈ τˆ )
)
(c |t|α) as t→ 0.
Note that the minimum in the line above is positive as a consequence of the Renewal
Theorem (αˆ > 1). To go from the second to the third line, we restrict the expectation
to the event {τ1 = n}, on which |τ ∩ (0, n]| = 1, and use the monotonicity of h
a
c (β). The
last step is a standard Riemman sum approximation. Thus there is t0 ∈ (0, π] so that for
|t| ≤ t0 and β ∈ [0, β0] it holds Re(1−ϕβ(t)) ≥ c |t|
α for some constant c > 0. The function
|t|−α is in L2[−π, π] since α < 1/2.
Then for t ∈ [−π, π]\[−t0, t0] we have
(4.142)
Re(1− ϕβ(t)) = EEˆ
(
Ψβ[1− cos(tτ˜1)]
)
≥ (1− cos(t))eh
a
c (β0)PPˆ(τ˜1 = 1) ≥ (1− cos(t0))e
hac (β0)PPˆ(τ˜1 = 1).
The last quantity does not depend on t and is positive. This completes the proof. 
Proof of Theorem 2.9. The proof can be done by following the same steps as in the proof
of Theorem 4.5 in [27]. The main ingredient is the fact that the sequence (Xn)n∈N :=
(Z¯n,β,hac )n∈N is uniformly integrable, which is proven in Lemma 4.4. The fact that our
disorder is correlated does not necessitate any change here. However, it is useful that the
disorder is bounded. The conclusion of Lemma 4.6 in [27], needed in the proof, still holds
because (Xn)n∈N satisfies Eˆ(Xn) = Ehac Eˆ(e
β
∑n
k=1 δk δˆk) ≥ 1, and this is enough for the proof
of the theorem. 
Lemma 4.5. The sequence (Z¯n,β,hac )n∈N is bounded (by 2).
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Proof of Lemma 4.5. Recall that τ˜ = τ ∩ τˆ , and decompose Zn,β,hac according to the events
{τ˜1 > n} and {τ˜1 ≤ n} to get
(4.143)
Z¯n,β,hac
= Phac Pˆ(τ˜1 > n) +
∑
1≤k≤n
∑
0=i0<i1<...<ik≤n
( k∏
j=1
eβPhac Pˆ(τ˜1 = ij − ij−1)
)
Phac Pˆ(τ˜1 > n− ik)
≤ Phac Pˆ(τ˜1 > n) +
∑
1≤k≤n
∑
0=i0<i1<...<ik≤n
( k∏
j=1
eβPhac Pˆ(τ˜1 = ij − ij−1)
)
eβPhac Pˆ(τ˜1 > n− ik)
= Phac Pˆ(τ˜1 > n) + P˜β(τ˜1 ≤ n) ≤ 2,
where P˜β has been defined in (3.26). 
Appendix A. results on renewals and homogeneous pinning
We collect here a few results on renewal processes and the homogeneous pinning model.
Proposition A.1 (See [4] Proposition 2.4, Chapter I). If τ is a (possibly transient) renewal
with τ0 = 0, then E(|τ |) = P(τ1 =∞)
−1.
Proposition A.2 (See [26] Theorem A.4, Appendix A.5.2). If τ is a transient renewal
that satisfies (1.1) then
(A.1) P(n ∈ τ) ∼
P(τ1 = n)
P(τ1 =∞)2
as n→∞.
Proposition A.3. If τ is a recurrent renewal that satisfies (1.1) then as n→∞,
(A.2) P(n ∈ τ) ∼

K(n)
(K¯(n))2
if α = 0,
Cα
L(n)n1−α if α ∈ (0, 1),{∑n
j=0 K¯(j)
}−1
if α ≥ 1,
with K¯(j) =
∑∞
r=j+1K(r) for each j ∈ N0 and Cα = α sin(πα)/π.
When α = 0, the sequence (K¯(n))n∈N is slowly varying ([11], Proposition 1.5.9 (b)),
while when α = 1, the sequence (
∑n
j=0 K¯(j))n∈N is slowly varying ([11], Propositions 1.5.10
and 1.5.9 (a)).
The proof of the statement for α = 0 is in [33, Theorem 1.1], for α ∈ (0, 1) in [22,
Theorem 1.1], for α = 1 in [11, Theorem 8.7.5], while for α > 1 it is the Renewal Theorem.
Proposition A.4. Let τ and τ ′ be two independent copies of a recurrent renewal process
that satisfies (1.1). If α < 12 , or α =
1
2 and
∑
n≥1 n
−1L(n)−2 <∞, then τ ∩ τ ′ is transient.
Proof. Use that E⊗2(|τ ∩ τ ′|) =
∑
n≥0 P(n ∈ τ)
2, in combination with Proposition A.3. 
Before stating the next lemma, we recall that an α-stable random variable X has three
parameters κ ∈ [−1, 1], σ ≥ 0 andm ∈ R (skewness, scale and shift, respectively) appearing
in its characteristic function:
(A.3)
E(eiθX) =
{
exp(−σ|θ|(1 + iκ(2/π) sign(θ) log |θ|) + imθ) if α = 1,
exp(−σα|θ|α(1− iκ sign(θ) tan(πα/2)) + imθ) if α ∈ (0, 1) ∪ (1, 2),
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see Definition 1.1.6 in [36]. If κ = 1 (resp. −1), X is said to be totally skewed to the right
(resp. left).
Lemma A.5. If r > 0, then
(A.4) E(τ−rk ) ∼
{
(µk)−r if α > 1
E(X−rα )k
−r/α if α ∈ (0, 1)
, k →∞,
where Xα is an α-stable random variable totally skewed to the right, with scale parameter
σ > 0 depending on the distribution of τ1 and shift parameter 0.
Proof. If α > 1, the result follows by bounded convergence since, by the Renewal Theorem,
(τk/k)
−r converges P-a.s. to µ−r and is bounded from above by 1. If α ∈ (0, 1), we use
that τk/k
1/α converges to an α-stable random variable Xα. The only complication is that
(τk/k
1/α)−r is not bounded, but the result still holds by uniform integrability, namely, by
Exercise 3.2.5 in [18], it is enough to show that for some γ > r we have
(A.5) sup
k≥1
E({τk/k
1/α}−γ) <∞.
To show this, first note that
(A.6) E({τk/k
1/α}−γ) =
∫ ∞
0
P({τk/k
1/α}−γ > t) dt =
∫ ∞
0
P(τk < k
1/αt−1/γ) dt.
With the use of Chernoff’s bound, the probability inside the integral is bounded as
(A.7) P(τk/k < k
(1/α)−1t−1/γ) ≤ exp
{
− k sup
λ≤0
{λk(1/α)−1t−1/γ − logM(λ)}
}
,
where M(λ) := E(eλτ1). A standard Tauberian argument [20, (5.22) of Chapter XIII]
shows that there exists a constant C > 0 such that M(λ) ≤ exp(−C|λ|α) for all λ ≤ 0.
This implies, for x > 0, the following bound
(A.8) sup
λ≤0
{λx− logM(λ)} ≥ sup
λ≤0
{λx+C|λ|α} = C1x
−α/(1−α),
where C1 := (1 − α)C
(1−α)−1αα(1−α)
−1
> 0. Consequently, the probability in (A.7) is
bounded from above by exp{−C1t
α
(1−α)γ }, which completes the proof. 
Lemma A.6. Let I be a compact subset of (0,∞), {Kγ : γ ∈ I} a family of transient
renewal inter-arrival laws with Kγ(∞) = 1−e
−γ and mass renewal function {uγ(n)}n≥0 =
{PKγ (n ∈ τ)}n≥0 for each γ ∈ I, and such that there are α ≥ 0, c1, c2 > 0 and a slowly
varying function L so that
(A.9) c1
L(n)
n1+α
≤ uγ(n) ≤ c2
L(n)
n1+α
for all n ≥ 1 and γ ∈ I. Let Fγ be the free energy corresponding to the homopolymer defined
by Kγ . Then there are C1, C2 > 0 and a slowly varying function Lˆ so that
(A.10) C1 ≤
Fγ(γ + h)
h(1/α)∨1Lˆ(1/h)
≤ C2
for all h ∈ (0, 1] and γ ∈ I. For α = 0, (A.10) means that for h ց 0, Fγ(γ + h) vanishes
faster than any polynomial.
Recall that Fγ is zero exactly in (−∞, γ] and positive elsewhere.
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Proof. For h > 0, Fγ(γ + h) is the unique solution in x of the equation
(A.11)
∞∑
n=1
Kγ(n)e
−nx = e−(γ+h),
which we write as
(A.12) Ψγ(x) = 1− e
−h,
with
(A.13) Ψγ(x) = 1− e
γ
∞∑
n=1
Kγ(n)e
−nx.
Now for any function f : N0 → [0,∞), we define fˆ(z) =
∑∞
n=0 f(n)z
n for all z ∈ [0, 1].
Then the equality
(A.14) uγ(n) = 1{n=0} +
n∑
j=1
Kγ(j)uγ(n− j)
gives
(A.15) Kˆγ(z) = 1−
1
uˆγ(z)
.
In particular, e−γ = 1− (uˆγ(1))
−1, so that
(A.16) Ψγ(x) = 1− e
γKˆγ(e
−x) = eγ
(
1
uˆγ(e−x)
−
1
uˆγ(1)
)
=
eγ
uˆγ(e−x)uˆγ(1)
Aγ(e
−x),
with
(A.17) Aγ(z) := uˆγ(1) − uˆγ(z) = (1− z)
∞∑
n=1
uγ(n)
n−1∑
k=0
zk = (1− z)
∞∑
k=0
zk
∞∑
n=k+1
uγ(n).
Of interest to us is the behavior of Ψγ close to 0, and thus of Aγ close 1. The following
claim addresses the issue. To state it, we let m :=
∑∞
n=1 L(n)/n
α.
Claim: (a) If α = 0, then there are 0 < C3 < C4 so that
(A.18) C3 ≤
Aγ(z)
L0((1− z)−1)
≤ C4,
for all z ∈ [1/2, 1], where L0 is the slowly varying function defined in (A.24).
(b) If α ∈ (0, 1), then there are 0 < C3 < C4 so that
(A.19) C3 ≤
Aγ(z)
(1− z)αL((1− z)−1)
≤ C4,
for all z ∈ [1/2, 1].
(c) If α = 1 and m =∞, then there is a slowly varying function L1 and 0 < C3 < C4 so
that
(A.20) C3 ≤
Aγ(z)
(1− z)L1((1− z)−1)
≤ C4,
for all z ∈ [1/2, 1].
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(d) If m <∞ then there are 0 < C3 < C4 so that
(A.21) C3 ≤
Aγ(z)
1− z
≤ C4,
for all z ∈ [1/2, 1].
Proof of the claim: By the bounds we have on uγ , it suffices to examine the behavior
of
(A.22) Q(z) :=
∞∑
k=0
zk
∞∑
n=k+1
L(n)
n1+α
.
Denote by qk the coefficient of z
k in this power series. We have qk ∼
L(k)
αkα , for α > 0, by
Proposition 1.5.10 in [11], while for α = 0, qk is slowly varying (Proposition 1.5.9.b in [11]).
Thus,
(A.23)
r∑
k=0
qk

∼ r qr if α = 0,
∼ L(r)r
1−α
α(1−α) , if α ∈ (0, 1),
is slowly varying if α = 1 and m =∞,
→ m if m <∞.
This follows from Proposition 1.5.8 and Proposition 1.5.9(a) in [11]. Then, parts (a)-(c) of
the claim follow from Corollary 1.7.3 in [11], while for the case m < ∞ we just note that
Q(z) maps [1/2, 1] to a compact set of (0,∞). The corollary specifies that for L0 in (A.18)
we can take
(A.24) L0(y) = q[y]
for all y ∈ [0,∞).
We continue with the proof of the lemma. The claim above and (A.16) give that there
are constants 0 < C5 < C6 and a slowly varying function L2 so that
(A.25) C5 ≤
Ψγ(x)
xα∧1L2(1/x)
≤ C6,
for all x ∈ (0, log 2] and γ ∈ I.
Let C > 0 be fixed. For α > 0, by Proposition 1.5.15 in [11], there is a slowly varying
function Lˆ so that a solution xC(h) of x
α∧1L2(1/x) = (1 − e
−h)/C is asymptotically
equivalent to a constant multiple of h1∨1/αLˆ(1/h) as h → 0+ (Lˆ is the same for all C).
If α = 0, call xC(h) the smallest solution of L0(1/x) = (1 − e
−h)/C. Then xC(h) =
1/L−10 ((1 − e
−h)/C) with L−10 an obviously defined “inverse” of L0. It is easy to see, by
bounding qk from below by
∑∞
n=k+1 L(n)/n
1+ε for any ε > 0, that each xC goes to zero
faster than any power of h. Since Ψγ(x) is increasing in x, for each γ ∈ I the solution of
(A.12) is between xC6(h) and xC5(h) (xC6(h) < xC5(h)), which finishes the proof of the
lemma. 
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Proposition A.7. Let F be the free energy of the homogeneous pinning model for the
renewal τ with return exponent α > 1, as in (1.14). Then, as hց 0,
(A.26)
F (h)− hF ′(0) ∼

1
2µ3
Var(τ1)h
2 if α > 2
cK
2µ3 | log h|h
2 if α = 2
c(α)
µα+1
hα if α ∈ (1, 2)
,
F ′(h) − F ′(0) ∼

1
µ3 Var(τ1)h if α > 2
cK
µ3 | log h|h if α = 2
αc(α)
µα+1
hα−1 if α ∈ (1, 2)
,
where c(α) = cK
∫∞
0 (e
−t − 1 + t)t−(1+α) dt.
Proof. Recall that F ′(0) = 1/µ, and define φ(F ) = E(e−Fτ1) for F ≥ 0. Using Lemma A.8,
we get that as F → 0,
(A.27) φ(F ) = 1− µF + [1 + o(1)]

1
2E(τ
2
1 )F
2 if α > 2,
cKF
2| log F |/2 if α = 2,
c(α)Fα if α ∈ (1, 2),
and
(A.28) φ′(F ) = −µ+ [1 + o(1)]

E(τ21 )F if α > 2,
cKF | log F | if α = 2,
αc(α)Fα−1 if α ∈ (1, 2),
with c(α) as in the statement of the proposition. We used the fact that for the functions
A2, A4 of that lemma it holds A2(α) = αA4(1 + α), which follows by integration by parts.
In combination with φ(F (h)) = e−h = 1− h+ 12h
2[1 + o(1)], see [26, Section 2.1, Equation
(2.2)], relation (A.27) yields the first result. To get the second result, differentiate the
previous relation to get F ′(h)φ′(F (h)) = − exp(−h), which we expand around h = 0, and
use relation (A.28). 
Lemma A.8. Let (rk)k≥1 be a sequence of positive numbers so that rk ∼ k
−λ as k → ∞
for some λ > 0. Then
(i)
(A.29)
∞∑
k=1
(1− e−xk)rk ∼

xA1 if λ > 2,
x| log x| if λ = 2,
xλ−1A2(λ) if λ ∈ (1, 2)
as x→ 0+, where A1 =
∑∞
k=1 krk and A2(λ) =
∫∞
0 (1− e
−t)t−λ dt are positive and finite.
(ii)
(A.30)
∞∑
k=1
(e−xk − 1 + xk)rk ∼

x2A3 if λ > 3,
x2| log x|/2 if λ = 3,
xλ−1A4(λ) if λ ∈ (2, 3)
as x → 0+, where A3 = (1/2)
∑∞
k=1 k
2rk and A4(λ) =
∫∞
0 (e
−t − 1 + t)t−λ dt are positive
and finite.
40 D. CHELIOTIS, Y. CHINO, AND J. POISAT
(iii)
(A.31)
∞∑
k=1
e−xkrk ∼
{
| log x| if λ = 1,
A5(λ)x
λ−1 if λ ∈ (0, 1)
as x→ 0+, where A5(λ) =
∫∞
0 e
−tt−λ dt is positive and finite.
Proof. References for λ ∈ (1, 2] in (i) and λ ∈ (0, 1] in (iii) are Corollary 8.1.7 and Theo-
rem 1.7.1 in [11], respectively. If λ > 2 in (i), we have
1
h
∞∑
k=1
(1− e−hk)rk =
∞∑
k=1
1− e−hk
hk
krk
and to the last sum we apply the Dominated Convergence Theorem since (1 − e−x)/x is
positive and bounded from above by 1 while
∑∞
k=1 krk <∞. Case (ii) follows from similar
arguments and is left to the reader. 
In the following two lemmas we denote by Pθ the renewal such that Pθ(τ1 = n) =
eθ−F (θ)nK(n), where θ ≤ 0. Note that P0 coincides with P. We also define φθ(t) = Eθ(e
itτ1),
for t ∈ R.
Lemma A.9. Let α > 1. There exist ε > 0, θ0 > 0 and c > 0 such that, for |t| ≤ ε,
(1) t/c ≤ | Im(1− φθ(t))| ≤ ct, uniformly in 0 ≤ θ ≤ θ0,
(2) | Im(φ0(t)− φθ(t))| ≤ εθt,
(3) 0 ≤ Re(1− φθ(t)) ≤ ct
2∧α(1 + | log t|1{α=2}), uniformly in 0 ≤ θ ≤ θ0,
(4) |Re(φ0(t)− φθ(t))| ≤

cθα/6tα if α ∈ (1, 2) and 0 < θ1/2 ≤ t,
cθ1/3t2| log t| if α = 2 and 0 < θ1/2 ≤ t| log t|1/2,
εθt
2 if α > 2,
where limθ→0 εθ = 0.
Proof. Along the proof c will be a constant uniform in θ and t which may change from line
to line.
Proof of (1). We have − Im(1 − φθ(t)) = Eθ(sin(tτ1)), which is an odd function of t, so
we restrict the study to 0 ≤ t ≤ ε. In one direction, we have
(A.32) Eθ(sin(tτ1)) = E(sin(tτ1)e
θ−F (θ)τ1) ≤ eθ0E(τ1)t,
and on the other one,
(A.33) Eθ(sin(tτ1)) = Eθ(sin(tτ1)1{τ1≤1/t}) + Eθ(sin(tτ1)1{τ1>1/t}).
For the second term, we have by using that sinxx is bounded on R\{0}
(A.34) |Eθ(sin(tτ1)1{τ1>1/t})| ≤ ctEθ(τ11{τ1>1/t}),
while for the first term,
(A.35) Eθ(sin(tτ1)1{τ1≤1/t}) ≥ ctEθ(τ11{τ1≤1/t}) = ct[Eθ(τ1)− Eθ(τ11{τ1>1/t})].
We get the desired result provided θ0 and ε are small enough, since Eθ(τ1) → E(τ1) and
Eθ(τ11{τ1>1/t}) ≤ e
θ0E(τ11{τ1>1/ε}) = o(1) as ε→ 0.
Proof of (2). By using that sinxx is bounded on R\{0}, we obtain
(A.36) | Im(φ0(t)− φθ(t))| = |E(sin(tτ1)(1 − e
θ−F (θ)τ1))| ≤ ctE(τ1|1− e
θ−F (θ)τ1 |),
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and the expectation following t is o(1) as θ → 0 by the Dominated Convergence Theorem.
Proof of (3). We have
(A.37)
0 ≤ Re(1− φθ(t)) = Eθ[(1− cos(tτ1))] = E[(1− cos(tτ1))e
θ−F (θ)τ1 ] ≤ eθ0E[(1− cos(tτ1))],
and the result follows by using a standard Tauberian theorem with the fact that 1−cos x
x2
is
bounded on R\{0}.
Proof of (4). Case α > 2. Reusing the same arguments as in the proofs of (2) and (3),
we get
(A.38) |Re(φ0(t)− φθ(t))| ≤ ct
2E(τ21 |1− e
θ−F (θ)τ1 |),
and we conclude again with the Dominated Convergence Theorem.
Proof of (4). Case α ∈ (1, 2). We write
(A.39)
Re(φθ(t)− φ0(t)) = E[(1− cos(tτ1))(1 − e
θ−F (θ)τ1)]
= eθE[(1− cos(tτ1))(1 − e
−F (θ)τ1)]− (eθ − 1)E[(1 − cos(tτ1))],
where both terms in the difference are positive. By (3) the second term is less than cθtα.
We now deal with the expectation of Xt,θ := (1− cos(tτ1))(1 − e
−F (θ)τ1), which we split:
(A.40) E[Xt,θ] = E[Xt,θ1{τ1>(bθt)−1}] + E[Xt,θ1{τ1≤(bθt)−1}],
where bθ = o(1) shall be specified later. For the first, we use the rough bound
(A.41) E[Xt,θ1{τ1>(bθt)−1}] ≤ P(τ1 > (bθt)
−1) ≤ cbαθ t
α.
For the second term, we use that F (θ) ∼0 θ/µ and that the functions
1−e−x
x and
1−cos x
x2
are bounded on (0,∞) and R\{0}, respectively, in order to get
(A.42) E[Xt,θ1{τ1≤(bθt)−1}] ≤ ct
2θ
∑
n≤(bθt)−1
n2−α ≤ ct2θ(bθt)
α−3 ≤ ctαθ1/2bα−3θ .
The last inequality is obtained by using our assumption that θ1/2 ≤ t, and the result follows
by choosing bθ = θ
1/6.
Proof of (4). Case α = 2. The proof is the same as in case α ∈ (1, 2), except that the
splitting is done according to whether τ1 is smaller or larger than bθt| log t|
1/2. 
Lemma A.10. Suppose that α > 1 and K(n) > 0 for all n ≥ 1. Then inf0≤θ≤θ0 infn≥1 Pθ(n ∈
τ) > 0 for θ0 small enough.
Proof. From our assumption on K, P(n ∈ τ) > 0 for all n ≥ 1. Morover, P(n ∈ τ) converges
to 1/µ by the Renewal Theorem. Therefore, infn≥1 P(n ∈ τ) > 0 and it is enough to prove
that
(A.43) sup
n≥1
|Pθ(n ∈ τ)− P(n ∈ τ)| → 0 as θ → 0.
By the inversion formula, which can be recovered from equation (8) in [37, Chap. II.9],
(A.44) Pθ(n ∈ τ) =
1
Eθ(τ1)
+
1
2π
∫ π
−π
e−int 2Re
( 1
1− φθ(t)
)
dt,
and we get by the triangular inequality
(A.45)
sup
n≥1
|Pθ(n ∈ τ)−P(n ∈ τ)| ≤
∣∣∣ 1
Eθ(τ1)
−
1
E(τ1)
∣∣∣+1
π
∫ π
−π
∣∣∣Re( 1
1− φθ(t)
)
−Re
( 1
1− φ0(t)
)∣∣∣dt.
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By Dominated Convergence, Eθ(τ1) converges to E(τ1) as θ → 0 so the first term is a
o(1) and we now focus on the integral, which we split it in two parts: the first one is the
integral over a neighborhood of 0, say (−ε, ε), and the second one is the integral outside
this neighborhood. Since the only zeros of 1 − φ0 are at 2πZ (by aperiodicity of τ1), the
second part converges to 0 simply because φθ converges uniformly to φ0. We now deal with
the first part, which is more delicate. First, let us write
(A.46)
1
1− φθ(t)
−
1
1− φ0(t)
=
(φθ(t)− φ0(t))(1 − φ¯θ(t))(1 − φ¯0(t))
|1− φθ(t)|2 |1− φ0(t)|2
.
Pick ε as in Lemma A.9. From the items (1) and (3) of the latter, the denominator in
the right-hand side is always of the order of t4. For the rest we distinguish according to
the value of α. Suppose first that α > 2. Collecting all items in Lemma A.9, we see that
for all |t| < ε, the real part of (A.46) is bounded in absolute value by a constant times
εθ = o(1) as θ → 0, which is enough. Suppose now that α ∈ (1, 2). By the items (1) to (3)
in Lemma A.9, we get for all |t| < ε
(A.47) |Re[(A.46)]| ≤ c[ |Re(φθ(t)− φ0(t))|t
−2 + εθt
α−2 ].
The second term gives what we want since tα−2 is now integrable close to 0. To deal with
the second part, we further distinguish between θ1/2 ≤ t and t < θ1/2, and get
(A.48)
∫ θ1/2
0
|Re(φθ(t)− φ0(t))|t
−2dt ≤ c
∫ θ1/2
0
tα−2dt = o(1),
(A.49)
∫ ε
θ1/2
|Re(φθ(t)− φ0(t))|t
−2dt ≤ cθα/6
∫ ε
0
tα−2dt = o(1),
by using the items (3) and (4) of Lemma A.9, respectively. The case α = 2 is essentially
the same, except that in the three lines above tα−2 is replaced by | log t| and the condition
t ≤ θ1/2 by t| log t|1/2 ≤ θ1/2. This completes the proof. 
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