In statistical practice, a realistic Bayesian model for a given data set can be defined by a likelihood function that is analytically or computationally intractable, due to large data sample size, high parameter dimensionality, or complex likelihood functional form. This in turn poses challenges to the computation and inference of the posterior distribution of the model parameters. For such a model, a tractable likelihood function is introduced which approximates the exact likelihood through its quantile function. It is defined by an asymptotic chi-square confidence distribution for a pivotal quantity, which is generated by the asymptotic normal distribution of the sample quantiles given model parameters. This Quantile Implied Likelihood (QIL) gives rise to an approximate posterior distribution, which is fully-interpretable as a confidence distribution, and can be estimated by using penalized log-likelihood maximization or any suitable Monte Carlo algorithm. The QIL approach to Bayesian Computation is illustrated through the Bayesian analysis of simulated and real data sets having sample sizes that reach the millions, involving various models for univariate or multivariate iid or non-iid data, with low or high parameter dimensionality, many of which are defined by intractable likelihoods. Models include the Student's t, g-and-h, and g-and-k distributions; the Bayesian logit regression model with many covariates; exponential random graph model, a doubly-intractable model for networks; the multivariate skew normal model, for robust inference of inverse-covariance matrix when it is large relative to the sample size; and the Wallenius distribution model.
Introduction
For any Bayesian model, statistical inference focuses on the posterior distribution of the model's parameters, which combines the model's data likelihood with a prior distribution on the parameter space. However, a realistic Bayesian model for the data may be defined by a likelihood function that is intractable or difficult to manage, possibly due to large data sample size, number of parameters, or complex likelihood functional form. Then, computations of the posterior distribution can become slow, cumbersome, or impossible.
In such a situation, a likelihood-free method can provide a more tractable approximate likelihood, which combined with the prior distribution, yields an approximate posterior distribution that can be more rapidly estimated using any suitable Markov chain Monte Carlo (MCMC), importance sampling (IS), or other Monte Carlo (MC) or optimization-based computational algorithm (Robert & Casella, 2004) . Each likelihood-free method is based on a specific approximate likelihood that is constructed in each iteration of a Monte Carlo (MC) posterior sampling algorithm run, as follows (Karabatsos & Leisen, 2018) . Standard Approximate Bayesian Computation (ABC) employs an indicator function of whether the distance between summary statistics for the data set and summary statistics of a synthetic data set sampled from the intractable likelihood, is within a user-chosen threshold. The synthetic likelihood (SL) method (Price et al. 2018 ) employs a multivariate normal pdf for the data summary statistics, with mean and covariance parameters estimated from synthetic data sets that are iid sampled from the intractable likelihood. Brute force SL employs nonparametric kernel density estimation from synthetic data sets without summary statistics (Turner & Sederberg, 2014) . Other methods either estimates an empirical likelihood (EL) under the constraints defined by given intractable likelihood per sampling iteration (Mengersen et al. 2013 ), or estimates a bootstrap likelihood (BL) before running a posterior sampling algorithm (Zhu et al. 2016) .
Likelihood-free methods have clearly become one of the standard statistical tools and have allowed the Bayesian paradigm to be routinely applied to sophisticated models that adequately describe modern data, including models defined by intractable likelihoods. These methods have been applied in many fields over the past two decades, including archaeology, astronomy, many biology subfields, climate science, economics, health sciences, hydrology, social sciences, signal processing, stereology, structural dynamics, and related fields (Karabatsos & Leisen, 2018) .
However, various scientific fields will continue to make rising expectations for likelihood-free methods to provide Bayesian statistical inferences for models with intractable likelihoods, possibly with more complex forms, and for larger and high-dimensional data sets which are continually becoming easier to collect with ongoing advances in computer technology. However, despite their past successes, the standard likelihood-free methods mentioned earlier are not fully satisfactory (Karabatsos & Leisen, 2018) , for the following reasons. They construct approximate likelihoods that depend on subjective choices of tuning parameters such as summary statistics, tolerance level, and distance measure (ABC), or on the number of synthetic data sets to sample per MC sampling iteration (SL); or rely on iterative fast sampling or point estimation based on the given intractable likelihood (ABC, SL, EL, BL), which can be slow or cumbersome per sampling iteration when the likelihood function is complex, or when the data sample size or the number of model parameters is large. Besides, point-estimators are not available for many Bayesian models. Nevertheless, the rising expectations by scientific fields can be addressed through the development of a theoretically-driven andjustifiable likelihood-free methodology defined by a general approximate likelihood that can be constructed and easily computed in an automatic, routine and a computationally efficient manner, in each iteration of a posterior distribution estimation algorithm.
We introduce the Quantile Implied Likelihood (QIL), a novel method for constructing approximate likelihoods based on pivotal inference (Barnard, 1980) and on the asymptotic implied likelihood approach (Efron, 1993) to confidence distribution theory (Schweder & Hjort, 2016) . The QIL is useful for providing approximate posterior inference of Bayesian models with intractable likelihoods. The QIL is an asymptotic chi-square (χ 2 d ) pdf, and thus can be efficiently computed and avoids many of the problems of the previous likelihood-free methods. The QIL has lower computational cost than the synthetic, empirical, and bootstrap likelihoods, and does not rely on ABC tuning parameters, point-estimation, or synthetic data or bootstrap sampling. Indeed, low computational cost is a hallmark of implied likelihoods (Efron, 1993) . In short, the QIL provides an answer to the scientific fields' rising expectations for likelihood-free methods.
The QIL was developed from the fundamental observation that a likelihood-free method can be based on an approximate likelihood defined by the pdf of the sampling distribution of a 'distribution test' statistic. The QIL is the asymptotic χ 2 d pdf for the sampling distribution for a pivotal quantity of a new quantilebased distribution test of the null hypothesis that the true data-generating distribution equals the likelihood distribution given model parameters, against the alternative hypothesis of inequality. This pivotal quantity is defined by the Mahalanobis distance between data sample quantiles and the quantiles of the model likelihood given parameters, on d ≤ n evenly-spaced quantile probabilities and degrees of freedom; and has a χ 2 d distribution under the null hypothesis by virtue of the asymptotic multivariate normality of the d sample quantiles given model parameters (Walker, 1968) . The corresponding χ 2 d cdf provides a p-value function (Fraser, 1991) for an asymptotically uniformly most powerful (and unbiased) distribution test. This test is based on an exact, minimum-volume, and transformation-invariant confidence set for the unknown d quantiles of the true data-generating distribution, conditionally on any given model parameters and associated quantile function. The QIL may be efficiently computed from a number of d ≤ n quantiles that can be chosen naturally to yield sample quantiles that are close in Kolmogorov distance to the full data set, even for Big Data (large n) sets, while still factoring in the total sample size n in the likelihood computation.
The QIL can be applied to univariate or multivariate, iid or non-iid observations. The QIL can handle multivariate observations after taking one-dimensional transformations of the data using the Mahalanobis depth function (Liu & Singh, 1993) , to provide a basis for multivariate quantiles. The QIL can be extended to non-iid grouped (or regression) data by employing a product of chi-square pdfs over the multiple groups of observations, which employs the same conditional independence assumption as that of the exact model likelihood. Such a QIL for non-iid data is an example of a composite likelihood (Varin, et al. 2011) .
For the given Bayesian model, the approximate posterior distribution is formed by combining the QIL and the chosen prior distribution for the model parameters. The QIL is a partial likelihood that goes beyond the median (Doksum & Lo, 1990) by summarizing the data by a vector of quantiles, to give rise to a new type of 'limited information likelihood' posterior distribution. Also, under the uninformative flat prior, the posterior distribution for the model parameters is based on the matching prior for the pivotal quantity (Welch & Peers, 1963) . In addition, the QIL's simple and explicit χ 2 pdf form makes it possible to use with any standard MC or optimization algorithm for posterior estimation, unlike the EL method which relies exclusively on IS algorithms. Further, the maximum a posteriori (MAP) estimate and the posterior covariance matrix of the model parameter can be quickly estimated through penalized QIL maximization, adding to previous work on maximum intractable likelihood estimation (Rubio & Johansen, 2013) .
The QIL approach goes beyond providing posterior inference for Bayesian models with intractable likelihoods. This approach gives rise to posterior distributions that are fully-interpretable as confidence distributions, since the QIL is based on a linear location model (Fraser, 2011a) representing the asymptotic multivariate normal distribution for the sample quantiles. This is important because arguably, the concept of confidence is the most substantive ingredient in modern model-based statistical theory (Fraser, 2011b) . Alternatively, the EL method does not necessarily admit posterior distributions that are easily interpretable as confidence distributions, because it is possible under the EL for the data to nonlinearly relate with the model parameters (Fraser, 2011a) . The same is true for the BL method.
More details about the QIL approach to Bayesian inference is described next in §2. This section also reviews some penalized likelihood, adaptive Metropolis, and IS methods for inference from approximate posterior distribution based on QIL. §3 illustrates the QIL approach on 27 Bayesian models through the analysis of many large or complex real and simulated data sets, including multiple versions of some of these models employing different prior distributions. Results include computation times and accuracies of QILbased posterior inferences from simulated data in terms of Root Mean Squared Error (RMSE).
The 27 Bayesian models include 19 familiar low-dimensional parametric probability models which provide basic benchmarks for QIL (e.g., Student's t model). They also include models with more intractable likelihoods as follows:
1. (Univariate iid data). The generalized g-and-h and g-and-k distributions (MacGillivray, 1992) are each defined by a likelihood function through its quantile function. This likelihood has no closed-form expression and high computational cost for large data sets. For each model, we will show that it provides improved accuracy in posterior inferences and competitive computational speed compared to standard ABC methods.
(Univariate non-iid data).
The Bayesian binary regression model has regression coefficients that may be assigned a multivariate normal prior, or even a LASSO prior with unknown shrinkage hyperparameter for variable selection. For the binary logit or probit model, standard Gibbs sampling MCMC methods are computationally slow for large data samples sizes because they rely on iterative sampling of a latent variable for each observed binary dependent response. Such a method is further decelerated when a LASSO prior applied to the regression coefficients. This is because then, per sampling iteration, additional steps are needed to perform sampling updates of the coefficient scale parameters and the shrinkage hyperparameter, and to perform a matrix inversion to obtain the conditional posterior covariance matrix of the coefficients (Park & Casella, 2008) . We will show that the QIL, as an approximate likelihood for the Bayesian binary regression model, provides improved speed in posterior computations compared to Gibbs sampling MCMC methods, for any choice of smooth link function.
3. (Matrix-variate iid data). The Bayesian exponential random graph (ERG) model for network data is a doubly-intractable model, defined by a likelihood with an intractable normalizing constant (Z(β)) formed by a sum over a large number of all possible events, and by an intractable normalizing constant in its posterior density function (Caimo & Friel, 2011) . Similar examples of doubly-intractable likelihood models include the Ising, Potts, Spatial point process, Massive Gaussian Markov random field, and Mallows models. Due to the intractability of Z(β), standard (e.g., MCMC) posterior estimation algorithms are inapplicable for doubly-intractable models, and it may also be difficult to sample directly from the given likelihood. Different MC posterior sampling methods have been proposed for such models which either eliminate or estimate Z(β) or Z(β)/Z(β ′ ), but these methods are non-trivial to implement and not fully satisfactory (Liang et al. 2016) . The QIL approach can provide posterior inferences of a doubly-intractable model, by specifying the QIL as a surrogate to the model's implied low-dimensional model that does not depend on Z(β), which for example is a binary logit model implied by the ERG model (Strauss & Ikeda, 1990) . Also, we will show that a LASSO prior can lead to more reasonable marginal posterior variances of the ERG model parameters, compared to the overly-high variances (standard errors) that can be obtained from Maximum Likelihood Estimation (MLE) methods (Caimo & Friel, 2011) . 4. (Multivariate iid data). The Bayesian multivariate skew normal distribution is an attractive model that is robust to empirical violations of distributional symmetry. However, it has a rather unmanageable likelihood function for parameter estimation purposes (Liseo & Parisi, 2013; Azzalini & Capitiano, 1999) . Also, in many statistical applications, including those where the ratio (p/n) of the number of variables to the sample size is large, it is of interest to perform posterior distribution inferences of the inverse covariance matrix Ω = (ω jk ) p×p (Fan et al. 2014) , which describes the partial correlation −ω jk / √ ω jj ω kk between each variable pair (Y j , Y k ) after removing the linear effect of the other p − 2 variables, for 1 ≤ j < k ≤ p; and describes the partial variance 1/ω jj of each variable Y j after removing the linear effect of the other p − 1 variables, for 1 ≤ j ≤ p (Pourahmadi, 2011) . A robust inference method for the inverse covariance matrix was only developed from a frequentist (non-Bayesian) perspective (Zhao & Liu, 2014) . We will show that after approximating the multivariate skew-normal likelihood by a QIL, this model can provide robust and computationally-fast posterior inferences of the inverse-covariance matrix through importance sampling of the posterior distribution, while avoiding computations of costly matrix inverses and nuisance parameters, which in turn simplifies posterior distribution estimation. 5. (Multivariate non-iid data). The Bayesian approach to the multivariate Wallenius (noncentral hypergeometric) distribution (Wallenius, 1963; Chesson, 1976) is useful for the analysis of preference data from individuals, where each person chooses (without replacement) any number of objects from a total set of objects (resp.) from mutually-exclusive categories (Grazian et al. 2018) . The exact likelihood of this model contains a computationally-costly integral for each individual from the person sample. In this study, we will show that the QIL approach can provide tractable and accurate posterior inferences of Wallenius model choice weight parameters, based on a QIL that depends on means and variances calculated from all model parameters. The original Bayesian Wallenius model (Grazian et al. 2018) assumes that the choice weight parameters are the same for all persons in a given sample. The current study also introduces a new hierarchical Bayesian Wallenius model, which allows for the choice weight parameters to differ across persons. It turns out that the QIL can be easily extended and applied to provide inference of the posterior distribution of this hierarchical model.
As we shall see, our QIL framework is suitable for Bayesian inference with the above models, but extends far beyond these applications and allows us to push further the boundaries of the class of problems can be addressed by likelihood-free methods. The Supporting Information provides software code that was used for all data analyses.
Quantile Implied Likelihood (QIL) for Bayesian Inference
More formally, any Bayesian statistical model for a set of iid data observations
f θ (y i ) (with dim(y) ≥ 1, and y = y if dim(y) ≥ 1), with prior density function π(θ) (cdf Π(θ)) defined on the parameter space Θ ⊆ R dim(θ) . The (exact) likelihood f θ (y) has cdf F θ (y), and for univariate y, quantile function q θ (λ) = F −1 θ (λ), for λ ∈ [0, 1]. According to Bayes' theorem, the data set Y n updates the prior to a posterior distribution, defined by the density function
and posterior predictive density function f n (y) = f θ (y)dΠ(θ | Y n ). These ideas easily extend to a Bayesian model for non-iid data, defined by likelihood f θ (Y n ) = K k=1 n i=1 f θ,k (y i,k ) for K ≥ 1 independent groups. The QIL, described next, provides approximation to the likelihood f θ that may be intractable.
QIL for Univariate (iid or non-iid) Data
First, consider a data set Y n of size n sampled as
iid ∼ F , where F (f ) is a given but unknown true continuous cdf (pdf) on R, with corresponding quantile function q(λ) = F −1 (λ) defined for any quantile probability 0 ≤ λ ≤ 1. The data Y n are fully-described by empirical cdf F n (·) = 1 n n i=1 1(y i ≤ ·) and n order statistics q n,n = ( q j ) n j=1 = (y (1) < · · · < y (n) ). The QIL is based on a subset of d ≤ n sample quantiles q n,d = (
j=1 in (0, 1). These sample quantiles q n,d can be found by linear interpolation (Hyndman & Fan, 1996) . For large n, we can write
where ⌈·⌉ is the ceiling function.
As an aside, a more computationally efficient Bayesian analysis of data Y n having large sample size n can be achieved by focusing the analysis on a subset of d ≤ n sample quantiles on equally-spaced quantile probabilities
Here, d can be selected as the value d(ǫ; F n ) which yields, for a chosen constant ǫ ≥ 0 (e.g., ǫ = .01), an empirical distribution F d (y i ) that well-approximates the full data empirical distribution F n , according to:
(2.1)
We now formally state the assumptions of the QIL for univariate data.
Assumption 1. The (univariate) empirical distribution of the data, F n , is well-approximated by the empirical distribution F d formed by q n,d , the d(ǫ; F n ) sample quantiles on the equally-spaced quantile probabilities
Assumption 2. For the given (univariate) data set Y n generated by the unknown true distribution F , the specified Bayesian model is correct in the sense that the equality F = F θ exists for some parameter θ ∈ Θ supported by the prior with pdf π(θ) > 0.
The QIL is based on asymptotic large-sample theory. If Assumption 2 holds, then for any d ≥ 1 the corresponding sample quantiles Walker, 1968; Ferguson, 1996) , with mean
and covariance matrix:
which implies the (asymptotic) normal linear location model for the observed quantiles q n,d ,
and that the following pivotal quantity: DeGroot & Schervish, 2012) . When f θ is intractable, then V(f θ ) in (2.2) can be calculated by V(f e θ ) using the equiprobability pdf (Breiman, 1973) :
where 1(·) is an the indicator function and λ 0 ≡ ǫ > 0 is a small constant.
The χ 2 d distribution in (2.6) has the following attractive features: • It provides an example of the pivotal approach to statistical inference (Barnard, 1980) , formally defined by elements {R d , Θ, t θ , R, F T }, where R d is the sample space of the sample quantiles q n,d ; and t θ is called a basic pivotal having pivotal space R, with inverse mapping t −1 θ : R + → R d one-to-one and measurable; and F T is the space of probability distributions for the basic pivotal, defined by χ • It provides an asymptotic confidence distribution for t θ , meaning that:
holds for all u ∈ (0, 1) and all (Y n , θ), with cdf χ
of coverage probability u = 1 − α (Xie & Singh, 2013; Nadarajah et al. 2015) . The confidence cdf χ 2 d (t θ ) constitutes a pivot because (2.8) is an invertible function of t θ which has a uniform distribution independent of θ ( Barndorff et al. 1994; Schweder & Hjort, 2002) ; and is a p-value function (Fraser, 1991) of the possible values of the parameter θ ∈ Θ, which outputs the probability for pivotal quantities located to the 'left' of the pivotal quantity t θ (Y n ) observed from the data Y n , given θ;
• It corresponds to a χ 2 d pdf that defines a confidence density and an asymptotic implied likelihood (Efron, 1993) s, and defines the QIL (for iid data), given by:
The implied likelihood approach to statistical inference is based on a realvalued function of all model parameters θ (Efron, 1993) . The QIL in particular employs the real-valued, pivotal function t θ (Y n ). Notably, while the QIL (2.9) is computed from a subset of d ≤ n quantiles, it still depends on the total sample size n of the full data set Y n via the pivotal statistic t θ (Y n ) in (2.5). Also, log f Q θ (Y n ) gives a proper scoring rule for predictive quality (Geneiting & Raftery, 2007) ;
• It provides a new (asymptotic) distribution test of the null hypothesis
The null H 0 is rejected if and only if the pivotal quantity t θ (Y n ), which summarizes q n,d , falls within the rejection region
. This is by virtue of the close relationship between the χ 
of the unknown true distribution F , estimated by q n,d , and based on the asymptotic normal distribution (2.3) conditionally on a given θ, is given by:
This confidence set C α θ (q d ) in (2.10), asymptotically as n → ∞, is analogous to a confidence set for X based on a known d-variate normal population distribution X ∼ N d (µ, Σ) (Siotani, 1964) ; is an exact 100(1 − α)% confidence set for q d , that is, Pr(q d ∈ C α θ (q d )) = 1 − α for all θ ∈ Θ, and thus is a transformation-invariant confidence set; and has the smallest volume among all 100(1 − α)% level confidence sets for each θ ∈ Θ, implying that it provides a uniformly most powerful (asymptotic) test of the hypothesis H 0 : F = F θ (q d = q θ,d ), and that the confidence set averaged over any distribution of θ is also minimized in volume (Pratt, 1961) . Also, given a 100
However, when θ is of dimension greater than one and viewed as a function
is a set estimator of θ with confidence coefficient greater than (1 − α) (Rao, 1965) . This reflects that the QIL f
including corresponding pivotal quantities:
is an example of a composite likelihood (Varin et al. 2011 ).
Other Considerations
Despite the similarity in name, the QIL for univariate iid data (2.9) is not the 'product spacings' or 'quantile' likelihood (Cheng & Amin, 1983; Ranneby, 1984; Titterington, 1985; Heathcote et al. 2002; Heathcote & Brown 2004 . The product spacings likelihood is instead defined by a multinomial distribution that assigns univariate iid data observations into disjoint interval categories bounded by sample quantiles, and based on multiple integrals of the exact model likelihood f θ which can be time-consuming to compute when f θ is intractable.
Also, as an alternative to the QIL, one may consider the pdf of the sampling distribution of a classical distribution test, such as the Anderson-Darling or Kolmogorov-Smirnov test (Stephens, 1974) . However such a classical test requires computation of the likelihood cdf, which can be time consuming when the likelihood is intractable. For example, the g-and-k distribution has no closed-form expression of the likelihood, and evaluating this likelihood's cdf for a given input y requires the use of time-consuming numerical optimization methods (Prangle, 2017) .
The above computation cost issues are compounded in the context of a posterior π Q (θ | Y n ) estimation algorithm ( §3.5), which in practice typically computes the likelihood for hundreds or thousands of values of θ.
QIL for Multivariate Data
The QIL (2.9) or (2.11) can be extended to multivariate iid or non-iid data. Specifically, first consider a multivariate iid data set sampled as
iid ∼ f , with unknown continuous pdf f (cdf F ) defined on R p , and p = dim(y) ≥ 1. For a Bayesian model with likelihood f θ , the Mahalanobis depth function (Liu & Singh, 1993 ) is defined by:
where D M : R p → R + , and (µ θ , Σ θ ) is the mean and covariance matrix of f θ (F θ ), with M θ (y) a Mahalanobis distance. The Mahalanobis depth, which obviously depends on the existence of the second moments, is consistent with four axioms that every reasonable notion of depth should satisfy (Mosler, 2013) . These axioms are: • Upper semicontinuity:
• Monotone on rays: If y 0 is of maximal depth (y 0 = max y∈R p D M (y; µ θ , Σ θ )), then for each r ∈ R p , the function λ → D M (y 0 + λr; µ θ , Σ θ ) is monotone decreasing in λ, with λ ≥ 0; Also, the Mahalanobis depth is strictly monotone in the sense that, for each α ∈ (0, α max (F θ )), each neighborhood of y contains points of depth larger than α, with α max ( (Dyckerhoff, 2017) .
The Mahalanobis depth provides a coherent basis for multivariate quantiles, and has the same probabilistic interpretations analogous to the univariate case (Serfling, 2002b) . The rank order of the sample Mahalanobis depths D M (y 1 ; F θ ), . . . , D M (y n ; F θ ) define multivariate order statistics y (1) , . . . , y (n) (Liu et al. 1999) , where y (1) has the highest depth and defines a multivariate median (Rousseeuw & Leroy, 1987) , and y (n) has the smallest depth and is the most outlying point. For the one-dimensional transformed data
, it is possible to select d(ǫ) sample quantiles on equally-spaced quantile probabilities
for some ǫ ≥ 0 using (2.1) with y in place of y. Here, ( µ, Σ) denotes a robust estimator of the mean and covariance matrix (Rousseeuw & Van Driessen 1999) .
It turns out that the QIL for multivariate data has a tractable and convenient form, as a consequence of the following assumption and theorem.
Assumption 3. For the given (multivariate) data set Y n sampled from the unknown true distribution F , the specified Bayesian model is correct in the sense that F = F θ for some parameter θ ∈ Θ supported by the prior π(θ), and F is in the family of multivariate skew normal distributions.
Recall that the multivariate skew normal distribution SN p (ξ, Σ, α) is defined by the pdf:
14)
with zero-mean p-variate normal pdf φ p , Normal(0, 1) cdf Φ, and parameters θ = (ξ, α, Σ) of location ξ ∈ R p , shape α ∈ R p , and normal p × p covariance matrix Σ = ωΣ z ω, all which define the skew-normal with mean and p × p covariance matrix (µ θ , Σ θ ) (Azzalini & Capitanio, 1999) . The following theorem establishes conditions that will ultimately provide a convenient form for the QIL for multivariate data. 
, and that by a simple extension of Proposition 5 of Azzalini and Capitanio (1999) 
holds true, because as a consequence of the skew-normality assumption for F θ and the strict monotonicity and affine invariance properties of the Mahalanobis depth D M (the latter implying the affine invariance of D R ), the contours of constant D are of the form ( Liu & Singh, 1993) . Also, it is easy to verify that the depth D M satisfies strict monotonicity for the family of skew-normal distributions. That is for the given depth D M (y; µ θ , Σ), it is always possible to find a value y * near y with higher depth. (c) follows from the probability integral transform, given (b) which establishes the continuity of the Mahalanobis depth distribution (Liu & Singh, 1993) . 16) with f R,θ (r) = 1(0 < r < 1) and q R,θ (λ) = F −1 R,θ (λ) = λ the Uniform(0, 1) pdf and quantile function (resp.). It then follows that for multivariate iid observations, the QIL is still given by (2.9), with χ 2 d distributed pivotal statistic (2.5)-(2.6), and the direct connections between pivotal inference, the confidence distribution, and hypothesis testing of H 0 : F = F θ (vs. H 1 : F = F θ ) still remain. For the multivariate setting, such a test is sensitive to location or dispersion departures from F θ (Liu & Singh, 1993) . Also, by extension, for multivariate non-iid observations in K groups, the QIL is still given by the composite likelihood (2.11), with corresponding pivotal statistics (2.12).
Now, if Assumption 3 holds, then the sample quantiles
q n,d = (D R (y j ; µ θ , Σ θ )) d j=1 on d quantile prob- abilities λ d = (λ j ) d j=1 have an asymptotic normal distribution (Serfling 2002a), here, with mean q θ,d = (F −1 R,θ (λ j )) d j=1 = λ d and covariance matrix: V(f θ ) = min(λ j , λ k )[1 − max(λ j , λ k )] f R,θ (q R,θ (λ j ))f R,θ (q R,θ (λ k )) d×d = (min(λ j , λ k )(1 − max(λ j , λ k ))) d×d ,(2.
Other Considerations
If F θ = F for some parameter θ ∈ Θ and F θ is not supported by family of multivariate skew normal distributions, then M θ (Y ) (with Y ∼ F θ ) has a non-standard distribution (e.g., a beta mixture) (Fang, 2003; Shah & Li, 2005) , with corresponding depth functions D R and D M and multivariate QIL which would be computationally-cumbersome in general. This is especially true in the context of a posterior distribution estimation algorithm ( §2.5) which would need to compute this distribution for hundreds or thousands of θ values. However, additional variables z can be introduced into a MC posterior estimation algorithm ( §2.3.2), such that f θ (· | z) remains within the skew normal family and has marginal pdf f θ (·), to provide a tractable QIL via (2.9) or (2.11) after replacing f θ (y) with f θ (y | z).
The multivariate QIL may instead be defined by the Bates distribution of the mean of d iid Uniform(0,1) random variables . This is the exact distribution of the test statistic t * (Liu & Singh 1993) . Unfortunately, the Bates pdf is based on combinatorial terms (n − 1)! and d j which cannot be accurately computed when n or d is large.
The Posterior Distribution Based on the QIL
For any Bayesian model, the QIL f Q θ , which acts as a surrogate to the exact model likelihood, combines with its prior π(θ) to yield an approximate posterior distribution defined by probability density function
The QIL-based posterior distribution π Q (θ | Y n ) has at least two interesting characterizations, which are most easily explained based on the QIL for iid observations (2.9), but can be easily extended to the composite QIL (2.11) for non-iid data. First, the posterior density π Q (θ | Y n ) provides a new type of 'limited information likelihood' posterior, based on an approximate likelihood that depend on not only on the a median (Doksum & Lo, 1990 ) but also on multiple (d ≥ 1) quantiles. Second, since the QIL is based on the asymptotic linear location model (2.4) for the observed quantiles q d , giving rise to the χ 2 d distributed pivotal quantity (2.6), it follows that the posterior distribution π Q (θ | Y n ) provides a confidence distribution (Fraser, 2011a) . As mentioned earlier, confidence is perhaps the most substantive ingredient in modern modelbased statistical theory (Fraser, 2011b) . In contrast, a posterior distribution based on a model that assumes nonlinear relationships between the data and parameters will yield posterior distributions that depart from confidence distributions (Fraser, 2011a) .
Posterior Distribution Based on QIL with Uninformative Flat Prior
Under the uninformative flat prior π(θ) ∝ 1 for the model parameters θ, the QIL-based posterior distribution π Q (θ | Y n ) has connections with certain approaches to providing "prior-free" statistical inference, specifically, for the inference of the probability distribution of q θ,d or of t θ . This is most easily explained in terms of the the QIL (2.9) for iid observations, with no loss of generality, as follows. (It is straightforward to extend the following ideas in terms of the QIL (2.11) for non-iid observations, using additional notation which index the given K data groups).
The pivotal approach to "prior-free" statistical inference (Barnard, 1980) , generally speaking, proceeds by taking a one-to-one transformation of the given pivotal quantity t θ (Y n ) of interest to yield the partition
, and then inferring the distribution of t ′ θ (Y n ) conditionally on the ancillary statistic a(Y n ) (Barnard, 1980) . Recall that an ancillary statistic is a function of the data but not a function of the parameters θ, which has a sampling distribution that does not depend on θ (Ghosh et al. 2010 ). The QIL (2.9), for the pivotal quantity t θ (Y n ) in (2.5), provides "prior-free" pivotal inference under the specification t ′ θ (Y n ) = 1 n t θ (Y n ) and a(Y n ) = n and the flat prior π(θ) ∝ 1. Then, marginally,
, and the conditional distribution of 1 n t θ (Y n ) given n is defined by the χ 2 d pdf, which is identical to the QIL confidence density (2.9) and to the "prior-free" posterior distribution of the original pivotal quantity
Furthermore, according to the asymptotic implied likelihood approach to inference (Efron, 1993) , the posterior distribution π Q (t θ | Y n ) is based on a matching prior distribution (Welch & Peers, 1963) which coincides with the confidence interval system χ −2 d (u) of the pivotal quantity t θ . Then by definition, for all 0 < u < 1, the QIL f
and the posterior density π(t θ | Y n ) must satisfy (Efron & Hastie, 2016) :
Further, this relation (2.17) holds for all θ ∈ Θ, because t θ is a pivotal quantity which by definition has the same (χ 2 d ) distribution for all θ.
Methods for Inference from the Posterior Distribution Based on QIL
We now describe some methods for performing inference from the QIL-based posterior distribution π Q (θ | Y n ).
MAP and Posterior Covariance Estimation Using Penalized QIL
The MAP estimator θ Q is the mode of the approximate posterior distribution π Q (θ | Y n ), which coincides with the mean when the posterior is unimodal and symmetric (specifically,
The posterior covariance is the Hessian matrix inverse evaluated at the mode. Under the flat prior π(θ) ∝ 1, the posterior mode θ Q is called the QMLE, which approximates the MLE ( θ MLE = arg max θ∈Θ f θ (Y n )) having standard errors (SEs) given by the square-roots of the diagonal elements of the Fisher information matrix inverse. As n → ∞, the posterior π Q (θ | Y n ) approaches a multivariate normal distribution with mean θ Q and covariance equal to 1/n times the Fisher information matrix inverse (Ferguson, 1996) . For any Bayesian model, the MAP estimate θ Q is the solution which minimizes the negative penalized log-likelihood:
If the degrees of freedom d takes on values of 1 or 2, then the MAP solution θ Q (2.18) resembles a minimum chi-square estimator (Ferguson, 1996) because then the χ ) (Wilson & Hilferty, 1931) . Then the MAP estimate θ Q can be obtained from the penalized least-squares solution:
A suitable algorithm can be used to quickly compute the MAP estimate via the solution (2.18) or (2.19), and corresponding and Hessian matrix, when the algorithm is supplied with a good starting value of θ (e.g., θ MLE ). A good starting value can be easily found when the posterior π Q (θ | Y n ) is unimodal or low-dimensional. Otherwise, multiple runs of this algorithm are needed for several plausible starting values of θ (resp.), in order to obtain θ Q as the minimizing solution over the multiple runs. This approach has some risk of finding a local minimum, depending on how well the starting values are chosen.
Monte Carlo (MC) Algorithms for QIL Posterior Distribution Inference
For the given Bayesian model and parameter function h(θ) of interest, after replacing the exact model likelihood with the QIL, any standard Monte Carlo (MC) algorithm (Robert & Casella, 2004) can be employed to produce a (possibly-weighted) sample {h(θ s )} S s=1 with average h S that converges as S → ∞ to the target posterior quantity:
Two alternative general algorithms include an adaptive random walk Metropolis (AM) algorithm (Roberts & Rosenthal, 2009) , and a Vanilla Importance Sampling (VIS) algorithm (Mengersen et al. 2013) , summarized as follows. The AM algorithm, at each sampling iteration s = 1, 2, . . . , S of a S algorithm run, generates a proposal θ * from the multivariate normal mixture proposal distribution:
and then accepts it with θ s = θ * with probability: 22) and otherwise rejects with θ s = θ s−1 , where w s = .95 · 1(s > 2 dim(θ)), Σ s is the covariance matrix of the previously accepted samples {θ t } s−1 t=1 , and q = dim(θ). Convergence can be accelerated by setting the algorithm's starting value θ 0 to the MLE θ 0 = θ MLE or QMLE θ 0 = θ Q . This algorithm is most suitable for a posterior distribution that has at least roughly-elliptical contours, as when the posterior approaches normality when the sample size n is large. If the posterior is not roughly-elliptical, then the search space of the AM algorithm can be expanded by using multiple proposals per sampling iteration (Liu et al. 2000) .
The VIS algorithm generates iid prior samples {θ s }
S s=1
iid ∼ π(θ) and then respectively sets their weights by
. This algorithm can be easily parallelized to increase savings in computational time. From the VIS output, the weighted estimator h S = S s=1 h(θ s )ω s S s=1 ω s has finite variance and converges h S a.s.
→ E πQ(θ|Yn) [h(θ)] by the strong law of large numbers, where ω s = ω s / S s=1 ω s , because the prior π(θ) (instrumental density) has thicker tails than those of π Q (θ | Y n ), and supp(π Q (θ | Y n )) ⊂ supp(g(θ)) (Casella & Robert, 2000; Robert & Casella, 2004) . The convergence of IS output can be evaluated by the Effective Sample Size statistic, ESS = 1/ iid ∼ π Q (θ | Y n ) (Liu, 2001 ).
Empirical Illustrations of QIL
We now illustrate QIL methodology through the analysis of many real and simulated data sets, using 27 Bayesian models (see §1), and using corresponding likelihoods (QIL, ABC based, SL, exact) and posterior distribution estimation algorithms. For any one of these models, applying the QIL for iid data (non-iid data, resp.) simply involves the specification of a hypothesis test for the equality of distributions, and the corresponding χ 2 pdf of the pivotal quantity under the null hypothesis, all which have theoretical justifications (see §2). In the estimation of the posterior distribution π Q (θ | Y n ) of the model parameters, this hypothesis test is applied (or tests are applied, resp.) to the data repeatedly for many trial values of the parameter θ within the context of the given posterior distribution estimation algorithm (see §3). The 27 models provide a rather representative array of Bayesian models, including those with either tractable or intractable likelihoods, for the purposes of illustrating the QIL. The QIL can be applied to achieve posterior distribution inference of any other Bayesian model that may be considered.
For each of the 27 Bayesian models, Table 1 
QIL for each Bayesian model ( §1)
For each of the univariate models for iid data (Tables 1-3) , the QIL presented in §2.1 can be applied in a straightforward manner. This is because for these models, the quantile function can be directly computed given model parameters.
For the Bayesian binary regression model, involving non-iid univariate data, the pivotal statistics t θ (y i ) for QIL shown in Table 1 are obtainable using algebra (with d i = 1 and λ = 1/2, for i = 1, . . . , n and K = n groups, with i = k), hold for any inverse link function G, and are based on a support vector machine approach to classification using hinge loss. Specifically, each t θ (y i ) equals the squared hinge loss
, and equals zero for a correct classification (Hastie et al. 2009 ). This is also true for the binary logit model implied by the exponential random graph (ERG) model (Strauss & Ikeda, 1990) .
The multivariate skew normal model for iid data has shape parameters α, and normal p × p inversecovariance matrix Ω = Σ −1 , with µ = 0. Throughout, before analyzing each data set using this model, the observations for each of the p variables were rescaled to have sample mean zero and variance 1. The QIL for this multivariate skew normal model can be directly applied for posterior inferences of the inverse-covariance parameters θ = Ω, while treating α (and µ) as ignorable nuisance parameters to simplify inferences.
For the Wallenius distribution model for multivariate non-iid data, and for the Hierarchical Wallenius model (see Tables 1, 4 ), the QIL was specified assuming that each individual vector observable y = (y 1 , . . . , y c ) ⊺ has a distribution that can be well-approximated by a multivariate skew-normal distribution. This is a reasonable assumption since Wallenius distributions are unimodal with possible skewness.
Real Data Examples
We describe the real data sets used to illustrate the corresponding models mentioned in Table 4 .
Sulfur Dioxide Data, Analyzed by Models for Univariate iid Data
This data set contains 65 533 observations of the pollutant sulfur dioxide, measured in ppb/100 concentration, obtained from hourly measurements collected at the Marylebone (London) air quality monitoring supersite between 1st January 1998 and 23rd June 2005 (Carslaw & Ropkins, 2012) . This data set was used to illustrate the models for univariate iid data (Tables 1 and 2 ). They include the normal N(µ, σ 2 ) model assigned normal inverse-gamma prior pdf exp[−µ 2 /(2σ 2 10 2 ) − σ −2 ], and the g-and-k and g-and-h distributions each assigned either a flat prior π(θ) ∝ 1 (for QIL applications) or assigned independent uniform prior distributions with large variance (for ABC applications).
Diabetes Data, Analyzed by Bayesian Logistic Regression
This data set, analyzed using Bayesian binary regression, contains the medical record information of n = 101 766 hospital patients. These data were obtained to study the relationship between an early hospital readmission indicator, and p = 27 covariates defined by binary (0 or 1) indicators of discharge type, race, gender, admission source, medical specialty, age category, primary diagnosis, and glucose control levels (HbA1c) interacted with an indicator of change in diabetes medications (Strack et al. 2014 ). This data set was analyzed using the binary regression model, with covariate vector x = (1, x 1 , . . . , x 27 ) ⊺ , and with coefficients β = (β 0 , β 1 , . . . , β 27 ) ⊺ assigned an improper uniform prior for the intercept β 0 and the LASSO shrinkage prior for the other slope coefficients (see Tables 1 and 2) . Before data analysis, the observations of each of the 27 covariates were standardized to have sample mean zero and variance 1, so that the shrinking parameter λ becomes more meaningful.
Florentine Network Data, Analyzed by the Bayesian ERG
This data set contains observations of business ties (financial ties such as loans, credits and joint partnerships) among 16 Renaissance Florentine families who were locked in a struggle for political control of the city of Florence around 1430 (Breiger & Pattison, 1986; Padgett, 1994) . The Florentine data set reports the network ties (y = 1) among the 16 families, as follows. Family 3 had ties with families 5, 6, 9, and 11 (resp.); family 4 had ties with families 7, 8, 11; 5 with 3, 8, 11; 6 with 3, 9; 7 with 4, 8; 8 with 4, 5, 7, 11; 9 with 3, 6, 10, 14, 16 ; 10 with 9; 11 with 3, 4, 5, 8; 14 with 9; 16 with 9. All other pairs of families have no ties (y = 0). This data set is used to illustrate the QIL and binary logit model approximation to the ERG model (Table  1) , using two covariates, namely, the number of network ties x 1 (Y n ) = i<j y ij and the number of two-stars x 2 (Y n ) = i<j<k y ik y jk . A quadratic version of this model was also considered, which included the same two covariates, their squares, and the two way interactions. For each model version, there was no intercept parameter β 0 , and the coefficients β = (β 1 , . . . , β p ) ⊤ were assigned the LASSO prior (Table 2) .
Breast Cancer Data, Analyzed by the Multivariate Skew Normal Model
This data set contains n = 116 observations of p = 10 variables of Age (in years), BMI (kg/m2), Glucose (mg/dL), Insulin (µU/mL), HOMA, Leptin (ng/mL), Adiponectin (µg/mL), Resistin (ng/mL), MCP-1(pg/dL), and breast cancer indicator (1 = Healthy, 2 = Patients) (Patricio, 2018) . To analyze this data set using the multivariate skew normal model (Tables 1, 2) , we assigned an informative prior distribution Ω ∼ Wishart( 1 p−1 I p , p−1) on the inverse-covariance matrix parameter Ω = (ω jk ) p×p of interest. According to 100 000 random samples from this Wishart prior distribution, the partial correlation −ω jk / √ ω jj ω kk between each variable pair (Y j , Y k ) has a symmetric prior distribution with median 0, prior interquartile (50%) range ±.24, and prior 99.9% range ±.84, for 1 ≤ j < k ≤ p. Also, the partial variance 1/ω jj of each variable Y j has a prior distribution with median 1.08, prior interquartile (50%) range (.79, 1.53), and prior 99.9% range (.32, 7.90) , for 1 ≤ j ≤ p.
Activities Data, Analyzed by the Wallenius Model
This data set, shown in Table 5 , contains the preferences of age 15 secondary school students to engage in before-or after-school extracurricular activities, obtained from the 2015 Program of International Student Assessment (OECD, 2017) . Each student was from one of four United States secondary schools that did not offer any extracurricular activities for students. Each student indicated whether they did any of 11 items in 6 mutually exclusive categories (colors), before and/or after school during their most recent school day. They are: (1: Eat) Ate breakfast or dinner; (2: StudyRead) Study for school or homework, or Read a book/newspaper/magazine; (3: FriendsPlay) Internet/Chat/Social networks (e.g., Facebook, Twitter), Met with friends or talk to friends on the phone, Watch TV/DVD/Video, or Play video-games; (4: TalkParents) Talk to your parents; (5: Work) Work in the household or take care of other family members, or Work for pay; and (6: Exercise) Exercise or practice a sport. For the six categories of 11 items, the total number of items are respectively given by (m 1 , . . . , m 6 ) = (2, 4, 8, 2, 4, 2) with N = 22. For each person i, the observation vector y i = (y i,1 , . . . , y i,6 ) ⊺ where y i,k ∈ {0, 1, . . . , m k } is the number of activities performed in category k, for k = 1, . . . , c = 6. This data set was used to illustrate the Wallenius model (Table 1) , assigned uniform prior (θ 1 , θ 2 , θ 3 , θ 4 , θ 5 , θ 6 ) ∼ Dirichlet(1, 1, 1, 1, 1, 1) for the choice weight parameters, assumed to be the same for all 56 persons. The prior simplex constraints 0 ≤ θ k ≤ 1, 6 k=1 θ k = 1, ensures identifiability of the Wallenius likelihood (Grazian et al. 2018) . We also illustrate the hierarchical Wallenius model through the analysis of the Activities data set. This model allows the choice weight parameters to vary across the 56 persons, based on the multivariate normal prior {(log(θ 1,i /θ 6,i ), . . . , log(θ j,i /θ 6,i ))} 56 i=1
iid ∼ N 5 (0, I 5 ) for the choice weight parameters.
Data Simulation Designs
For all 27 Bayesian models, Tables 3 and 4 describe the models, priors, data simulation designs, and data simulating parameters, which were used to evaluate how well the given likelihood method (QIL, exact, ABC likelihood, etc.) and corresponding posterior distribution estimation algorithm, recover the true-data generating parameters according to Root Mean Squared Error (RMSE), and to evaluate computation times. For each model and simulation design condition, RMSE was calculated as the square root of the average squared difference between the given true data-generating parameter and MC parameter samples (or point estimates, e.g., MAP), averaged over all (or a chosen subset of) model parameters and data replications. In general, for the g-and-h, g-and-k, normal N(µ, σ 2 ), binary logit regression, multivariate skew-normal, and Wallenius models, the same prior distributions that were used for the real data sets (described earlier) were also used for the simulated data.
For the data simulations, each model for univariate iid data was subjected to large sample size data, the binary regression models were subjected to a range of large sample sizes for the data, having either a small or very large number of covariates. The multivariate skew-normal model was subjected to a true data generating 10×10 inverse-covariance matrix parameter being a sparse matrix with 35 of 45 randomly-selected correlation parameters set to zero, and the other 10 correlation parameters were set as iid Uniform(−1, 1) random draws. Also, a relatively small sample size (n = 20, 40, or 60) was considered to ensure large p/n. For each of the three sample size conditions (n = 20, 40, or 60), 100 replications of data sets were considered. RMSE was calculated separately for entries for non-zero correlations, entries corresponding to zero correlations, and for entries for the diagonal elements. For the Wallenius model, a data set was simulated using the same posterior means and data design obtained from the Activities data set.
Conclusions of the Numerical Illustrations
The results of all of the real and simulated data analyses are presented in Figures 1-4 and in Tables 5-8 . In all analyses based on Metropolis or Gibbs sampling methods, univariate trace plots showed good mixing of each model parameter over sampling iterations.
The top part of Table 5 , based on simulated data and the 19 basic distributions, provides results showing the sensitivity in RMSE for the QIL-based penalized least-squares estimation (PLS) procedure, in the estimation of the posterior mean of model parameters. Sensitivity was examined with respect to the choice of ǫ for the selection of d(ǫ) quantiles based on the subset selection procedure mentioned in §2.1, considering ǫ = .1, .01, or .001; and with respect to sample size (n = 200, 2000, 20000) , in comparison maximum likelihood estimation (MLE) of the model parameters from the full data set. The PLS procedure resulted in RMSEs that were similar to those of MLE, especially for large sample sizes. For all sample size conditions, it seems that ǫ = .01 provides a reasonable choice for d(ǫ), which gives the best balance between computational cost (with the choice ǫ = .001 having the highest cost) and RMSE (with the choice ǫ = .1 tending to have highest RMSE).
Summarizing the analysis of the real data sets, Figure 1 (top panel) shows that the QIL based posterior distribution of the normal model closely matches that based on the exact posterior distribution. The remaining panels in the figure present the marginal posterior distributions of the g-and-h and g-and-k model parameters, based on QIL. Figure 2 (top panel) presents the marginal posterior distribution estimates of the logistic regression model parameters, based on QIL, for the Diabetes data set. The results of the analysis of the Florentine network data using the doubly-intractable, ERG model, deserve elaboration (Figure 2, bottom panel) . The MC-MLE method based on the exact ERG likelihood (Table 1) , and the MPLE method, each produced unreasonably large standard errors (SEs) of β = (β 1 , β 2 ) ⊺ , for the two network covariates (Caimo & Friel, 2011) . Specifically, β MC-MLE = (−3.39, .30) with corresponding SEs (21.69, .79), and β MPLE = (−3.39, .35) with SEs (.70, .14). A previous implementation of an adaptive exchange MCMC algorithm for inference of the posterior distribution π(β | Y n ) relied on priors β 1 ∼ Uniform(−4, 0) and β 2 ∼ Uniform(0, 8) informed by the MPLE and SE estimates (Jin et al. 2013) , and therefore produced empirical-Bayes rather than fully-Bayes inferences. In contrast, the QIL-based posterior analysis, with β assigned the LASSO shrinkage prior, resulted in posterior means β = (−.07, −.03) ⊺ and corresponding marginal posterior standard deviations of (.06, .04), indicating smaller and more reasonable posterior uncertainties. A leave-one-out cross validation analysis (Gelfand & Dey, 1994) indicated that this QIL-based ERG model fit the Florentine data reasonably well, with minimum, maximum, and 5-number summaries of log conditional predictive ordinate (log CPO) values of −1.6, −1.4, −1.4, 7.7, 17, 17, 17, over the n = 16 total observations. Another analysis incorporating both original covariates, their squares, and their two-way interactions, produced marginal posterior standard deviations with range (.04, .15) and small CPO fit improvement.
In the analysis of the Breast Cancer data, Figure 3 presents the marginal posterior mean and standard deviations of the partial correlation and partial variance parameters from the multivariate skew-normal model based on the QIL. Figure 4 presents the results of the analysis of the Activities data, from two Wallenius models based on QIL. The Wallenius model showed differences in the marginal posterior distributions among the 6 choice weight parameters, while assuming that the parameters are the same across the 56 persons (Figure 4, top panel) . In contrast, the hierarchical Wallenius model, which relaxes this assumption, shows differences in the marginal posterior means and standard deviations of the 6 choice weight parameters, across the 56 persons (Figure 4 , middle and bottom panels). These latter results provide evidence that there are differences in choice behavior across the persons.
In general, the simulation results in Tables 5-6 show that QIL-based posterior inferences can attain reasonable RMSE values, which are better than RMSEs based on ABC; the QIL-based MAP and posterior covariance estimates are respectively close to the MLE and the estimated inverse Fisher information matrix for large sample sizes, as expected; and the ESS values of the VIS algorithm were large for the multivariate skew normal model. The simulation and real data results in Tables 7-8 show that QIL-based posterior inferences can be computationally fast, and faster or competitive compared to other algorithms. All computation times were based on a Intel i7 2.8GHz 16 GB RAM computer.
Discussion and Extensions
We have introduced a general framework for likelihood-free Bayesian inference, which employs a tractable QIL as a surrogate to the possibly-intractable exact likelihood of the given Bayesian model. The QIL is defined by an asymptotic multivariate normal pdf of the quantiles implied by the likelihood given parameters, under reasonable assumptions. An appealing feature of the QIL approach is its generality and applicability. The QIL can be constructed in an automatic manner for any Bayesian model for univariate or multivariate iid or non-iid data, and can lead to accurate posterior inferences with improved or competitive computational speed in posterior distribution estimation. This is compared to other likelihood-free methods such as synthetic likelihood or ABC which rely on the specification of multiple tuning parameters, such as the distance measure, threshold, summary statistics, kernel density, and the number of synthetic data sets to sample per sampling iteration. From asymptotic theory, the QIL automatically determines the Mahalanobis distance measure and multivariate normal kernel density, makes use of quantiles which provide fundamental summary statistics of distributions, and avoids the use of thresholds for distance measures and synthetic data sampling.
The QIL can be extended to matrix-variate case settings in ways other than what was done with the ERG model for social network data. Suppose that Y is a p × q random matrix with distribution that can be approximated by the p × q matrix skew normal distribution, SN p×q (b, Σ, Ψ), defined by pdf:
where b ∈ R p is a vector of shape parameters, Ψ is a q × q positive definite matrix, Σ is a p × p positivedefinite matrix and Φ q (·; Ξ) is the cdf of a n-variate normal distribution with mean 0 and covariance matrix Ξ (Harrar & Gupta, 2008, p.181) . Then this matrix skew normal distribution (Harrar & Gupta, 2008, p.192) . If Σ is a diagonal matrix and
where T is a lower triangular matrix with t ii > 0, then t ij ∼ N(0, σ ii ) for 1 ≤ j < i ≤ p, and t ii ∼ σ ii χ 2 q−1+1 for 1 ≤ i ≤ p, independently, according to the Bartlett (1934) decomposition. This decomposition can be more efficiently computed if Ψ is a diagonal matrix, because then the matrix inversion is simply
qq ). The joint distribution of these p(p − 1) + p decomposed random variables can be approximated by a multivariate skew normal distribution, allowing for the application of the Mahalanobis depth function methodology of §2.2 to define the multivariate QIL.
The QIL can also be extended to add robustness to the given Bayesian model, by replacing the multivariate normal distribution for the quantiles with a multivariate Student distribution for the sample quantiles q n,d . This Student distribution would have mean vector q θ,d , covariance matrix 1 n V(f θ ), and degrees of freedom parameter ν chosen to produce significantly thicker tails compared to the normal distribution, say ν = 4. Then the pivotal quantity
) in (2.5) follows an F distribution with ν and d degrees of freedoms. This approach can be easily extended to multivariate or to non-iid settings.
In conclusion, we believe that the QIL offers many exciting possibilities for statistical analysis involving intractable likelihoods. In a similar spirit to distribution testing, each model parameter θ that is hypothesized (proposed) in a posterior distribution estimation algorithm (sampling or optimization) provides a test of the fit of that parameter to the data, with the plausibility of θ measured by the pdf of the distribution of the quantile-based statistic under the null hypothesis. This simple but general statistical idea makes the QIL applicable to a wide range of Bayesian models. We expect that this property is important in identifying new future application areas and for the development of new related methodologies which perhaps may employ new quantile-based distribution tests using test statistics that can be easily computed from the given intractable likelihood. 
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g-and-h and g-and-k (univariate iid data)
from derivatives of quantile function:
k (g-and-k); A ∈ R; B > 0; h, k ≥ 0; c = .8.
(MacGillivray, 1992)
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Based on t θ for n individuals (groups):
2 , for i = 1, . . . , n.
for binary (0 or 1) graph data: Yn = (yij : i = j, 1 ≤ i, j ≤ N ), yij = 1 if edge between i and j, yij = 0 if no edge. (Caimo & Friel, 2011) ERG implies logit model, with
is Yn with yij = 0. (Strauss & Ikeda, 1990) Skew Normal (multivariate iid data) & Capitiano, 1999) q n,d are d quantiles of sample depths: (Wallenius, 1963; Chesson 1976) Parameters θ = (θj ) c j=1
have identifiability constraints 0 ≤ θj ≤ 1 and c j=1 θj = 1 (Grazian et al. 2018) For d = 1, and n persons (groups) i = 1, . . . , n, t θ (yi) = 2(DR(yi; µ θ , (Fog, 2008 (Fog, , 2015 Notes: The 19 basic models are listed in Table 3 . For each of the Bernoulli(θ), Geometric(θ), NegBin(θ, r), and Geometric(θ) distributions, the QIL is based on normal quantile functions q θ (λ) = N −1 (λ | µ θ , σ 2 θ ) and q(λ) = N −1 (λ | µ, σ 2 ), with (µ θ , σ 2 θ ) the mean and variance given θ, and ( µ, σ 2 ) the sample data mean and variance. 
Sulfur Dioxide (Carslaw & Ropkins, 2012) 65 533 Activity data, on preferences of before-or after-school activities for each of 56 students: Category (color) mj Observations yi, i = 1, . . . , n, for each of n = 56 students (columns Notes: n is sample size, p is dimension of Y (or Y ), and p0 is the number of covariates. mj is the number of items in each category j, for j = 1, . . . , c.
For the ERG analysis of the Florentine data, the 2 covariates are the number of network ties x1(Yn) = i<j yij and the number of two-stars x2(Yn) = i<j<k y ik y jk . Table 3 . Model, prior, and descriptions of simulated data sets. Model Prior π(θ) ∝ Data Simulating θ n p p0 Bernoulli(θ) 1(0 < θ < 1) 1/3 20 000 1 0 Beta(α, β) 1(0 ≤ α, β ≤ 10 2 ) 3, 1 20 000 BirnbSau(β, γ) 1(0 ≤ β, γ ≤ 10 2 ) 3, 1 20 000 Burr(α, ς, κ) 1(0 ≤ α, ς, κ ≤ 10 2 ) 1/2, 2, 5 20 000 Exponential(θ) exp(−θ) 3 20 000 Gamma(α, β) 1(0 ≤ α, β ≤ 10 2 ) 3, 1 20 000 Geometric(θ) 1(0 < θ < 1) 1/3 20 000 GEV(κ, σ, µ) 1(−10 ≤ κ, µ ≤ 10) ×1(σ > 0) 0, 3, 0 20 000
HalfNorm(0, σ) 1(0 < σ < 10 2 ) 0, 3 20 000 InvGauss(µ, λ) 1(0 ≤ µ, λ ≤ 10 2 ) 3, 1 20 000
NegBinom(θ, r) 1(0 < θ < 1) 1/3, 3 20 000
3, 1, 4 20 000 Notes: This table lists first the '19 basic models' mentioned in Table 1 . n is sample size, p is dimension of Y (or Y ), and p0 is the number of covariates. Notes: For the g-and-h or k model, the 232 starting values of θ are given by, in combination, A of −1, 0, or 1; B of 1, 10, or 100; g of −10,−1, 0, 1, or 10; h or k of 0, 1, or 10; (Rayner & MacGillivray. 2002) , and the plug-in estimator of (A, B, g, h) (Hoaglin, 1985) . ABCo (ABCa, resp.) is the ABC method using octile (all, resp.) order summary statistics.
For the Hierarchical Wallenius model, the proposal variance was selected to achieve approximately the optimal .234 acceptance rate over iterations, on average over the 56 persons. .02 Notes: n is sample size, p is dimension of Y (or Y ), and p0 is the number of covariates. '1 001 selected' cases were from the data set of 10 000 000 cases, using the selection procedure of §2.2, applied to the Mahalanobis depth of the (y, x) observations. Acronyms are defined in Table 4 and in text. .47 (.00) 68 567 (1 728) Notes: n is sample size, p is dimension of Y (or Y ), and p0 is the number of covariates. For the g-and-h and g-and-k models, d(.01) = 100. For the Wallenius and Skew-normal models, d(0) = n. Acronyms are defined in Table 4 and in text. Table 6 . For the g-and-h and g-and-k models, d(.01) = 100. For the Wallenius and skew-normal models, d(0) = n. Acronyms are defined in Table 4 and in text. For the QIL-based application of the g-and-k model using AM, 10 6 sampling iterations were needed to ensure mixing according to univariate trace plots. . In all other cases involving QIL, d = n. Acronyms are defined in Table 4 and in text.
