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О разработке инструментальных систем, 
ориентированных на решение информационно-логических задач 
Р. Г. Б у х а р а е в , А. И. Еникеев , И. И. М а к а р о в 
Практика использования вычислительных машин для автоматизации иссле-
довательских и проектных работ выдвинула на первое место среди множества 
классов решаемых задач задачи информационно-логического типа. Основные 
из них — это формульные преобразования, машинные эксперименты по моде-
лированию различных процессов, информационный поиск и т.п. Сложность 
и многообразие структур данных, а также программных средств их обработки, 
характерные для упомянутого класса задач, обусловили необходимость эф-
фективного управления процессами использования и создания соответствую-
щих пакетов прикладных программ. Средства, имеющиеся в существующих 
операционных системах, не обладают достаточной гибкостью и эффектив-
ностью для генерации программ в пакетах. Использование только традицион-
ных языков программирования в качестве входных для пакетов программ так-
же не обеспечивает упомянутые выше возможности из-за отсутствия в них 
средств, позволяющих осуществлять качественный диалог, динамическое пла-
нирование решения задач, эффективное структурирование программ и адек-
ватность представления моделей предметных областей конструкциями этих 
языков. 
Все это привело к необходимости создания концепции инструментальных 
систем программирования, позвольяющих эффективное создание пакетов 
прикладных программ и систем программирования с проблемной ориентацией. 
Эта концепция, наиболее полно рассмотренная в работе [1], получила свое 
развитие в разработках интегрированных систем программирования, пред-
ставляющих разновидность инструментальных систем с совместимостью видов 
проблемноориентированных данных в разных пакетах [8], расширяющейся 
системы автоматизации проектирования вычислительных машин [2] и диало-
говых систем для решения информационно-логических задач [4]. 
В докладе предлагается один из подходов к разработке такого рода систем 
с диалоговыми возможностями, обеспечивающих: 1) эффективное создание 
проблемно-ориентированных языков для пакетов прикладных программ; 
2) эффективную генерацию новых программ пакета на основании имеющихся; 
3) динамическое планирование решения задач на вычислительной машине 
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в режиме диалога. Этот подход был использован при создании системы МА-
ТИСС [6]. Особенность последней состоит в едином концептуальном подходе 
к разработке системы, основанном на оптимальном сочетании таких тре-
бований, как расширяемость входного языка системы, возможность эффектив-
ного и гибкого управления диалоговыми средствами, наличие средств струк-
турирования и обработки данных (в том числе и программ), обеспечивающих, 
в частности, возможности динамического преобразования программ в режиме 
диалога, выполнения смешанных вычислений и формульных преобразований. 
Одним из основных принципов построения системы явилось создание базис-
ного языка и средств расширения, позволяющих последовательно надстраи-
вать над базисным языком множество проблемно-ориентированных подсистем 
для решения, информационно-логических задач. . 
Базисный язык является входным языком первой очереди реализации 
системы и позволяет: 
— описание синтаксиса и семантики вводимых элементов расширения; 
— непосредственное составление программ для решения как вычисли-
тельных, так и информационно-логических задач, связанных с обработкой 
сложных структур данных; 
— в режиме диалога динамическое изменение структуры программы на 
стадии ее выполнения с целью гибкой адаптации алгоритма к условиям, воз-
никающим в процессе решения задачи. 
Для обеспечения перечисленных возможностей в базисный язык вколючены 
средства: 
а) выполнения арифметических, логических и текстовых операций; 
в) обработки структур данных и программ; 
с) расширения каждого уровня языка; 
д) диалогового взаимоде йствия; 
е) формульных преобразований. 
К особенностям языка можно отнести следующие: 
— допускается возможность смешанного (частичного) вычисления вы-
ражений, в которых не для всех переменных к моменту вычислений определены 
значения; 
. . — допускается возможность динамического. описания переменных; в 
этом случае тип переменной однозначно определяется в текущий момент ра-
боты программы; 
— в операторах формульных преобразований допускается использование 
условных соотношений; 
— язык позволяет реализацию рекурсивных обращений (реализация рекур-
сии выполнена аналогично ЛИСП-системам [3]);. 
— диалоговые средства языка обеспечивают планирование точек выхода 
на диалог по заданной в программе системе условий; 
— синтаксис языка описывается ЬЬ[К] грамматикой [5], позволяющей 
иметь однопроходной синтаксический анализатор. 
Последняя особенность языка вызвана необходимостью повышения реак-
тивности диалога, в котором динамическое изменение структуры программы 
требует компиляции фрагментов изменения. 
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Средства расширения системы позволяют расширять входной язык путем 
введения в него новых операций (функций), отношений и операторов. Расши-
рение сводится к введению пары (у, g), где £ — синтаксическое, а. g — семанти-
ческое описание элемента расширения входного языка. Введенная пара запо-
минается в таблице соответствий между синтаксическими и семантическими 
описаниями, которая служит исходной информацией для настройки компил-
ятора на соответствующий уровень расширения входного языка системы. 
Семантические описания, задаваемые в виде исходных программ перед записью 
в таблицу предварительно компилируются. Для составления семантических 
программ можно использовать базисный язык, любой уровень расширения 
входного языка, а также языки, входящие в стандартное математическое обес-
печение. 
Одним из основных принципов расширения языка является принцип мо-
дульности, позволяющий выделение отдельных уровней расширения системы 
в автономные подсистемы, работающие независимо от всей системы. При 
реализации средств расширения был использован опыт разработки системы 
ПРОЕКТ [2]. 
Важным моментом реализации диалоговой системы является соотношение 
компиляции и интерпретации, поскольку чистая интерпретация увеличивает 
время выполнения программ, а обычная компиляция часто бывает неприспо-
собленной к диалогу. 
Это обусловило выбор способа компиляции, предусматривающего полу-
чение объектной программы в специальном структурированном виде, удобном 
для интерпретации и динамического изменения программы в режиме диалога. 
В отличие от реализации ЛИСП-подобных систем [3] здесь предлагается способ 
внутреннего представления программы, основанный на обратной польской 
записи выражений, сокращающий время интерпретации за счёт ликвидации 
лишних проходов по структуре программы и позволяющий эффективную реа-
лизацию режимов коллективного доступа. 
Программы, реализующие функции и операторы базисного языка, пред-
ставляются в виде машинных модулей. Функциям и операторам расширенного 
языка, семантические программы которых были составлены на входном языке 
системы, соответствуют структурированные представления программ. 
"Подобное представление программ достаточно удобно реализуется ин-
терпретатором с использованием стэка. В процессе прохода по структуре про-
граммы интерпретатор заносит в стэк данные и выполняет встречающиеся 
модули. Входные параметры для своей работы каждый такой модуль соот-
ветственно выбирает из стэка. Результат работы модуля также заносится в 
стэк. 
Такой подход к внутреннему представлению и интерпретации программ 
естественным образом позволяет применить методику разработки систем кол-
лективного доступа, предложенную в работе [7] для реализации режима раз-
деления времени, основанного на принципе квантования по модулям соот-
ветствующих представлений программ. В отличие от традиционного кван-
тования по времени, упомянутая выше реализация достигается за счёт разре-
шения прерываний для перехода на обслуживание другого процесса только 
после полного завершения работы очередного модуля и позволяет: а) упрос-
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тить структуру управления процессами; б) минимизировать количество запо-
минаемой при прерывании информации. 
Однако такой принцип реализации режима разделения времени является 
целесообразным, если продолжительность работы соответствующих модулей 
сравнительно невелика и может быть оценена на стадии их разработки. По-
этому на разработку системных программ были наложены следующие требо-
вания: 
1) программная конструкция вида CALL, /?; а2 , где а, начальный 
участок программы до оператора вызова подпрограммы /?, а а2 конечный 
участок, должна быть заменена цепочкой программ alt fi, а2 , выполняемых 
в перечисленной последовательности (если время работы программы /? сравни-
тельно невелико); 
2) ехли время работы какой-либо из программ увеличивается в зависи-
мости от величины обрабатываемых данных, то конструкция такой программы 
должна обеспечивать выход после обработки определенной порции информации 
на управляющую программу, которая после перехода на обслуживание данного 
процесса может запустить ту же самую программу для обработки следующей 
порции данных. 
Следует отметить, что указанный выше подход к интерпретации программ 
позволил также естественным образом реализовать возможность динамичес-
кого планирования точек перехода в программах в зависимости от задаваемой 
совокупности условий (аналог планирования программных прерываний в опе-
рационной системе). Последняя возможность обеспечивает: а) эффективное 
тестирование программ; б) планирование точек выхода на диалог. 
Дополнительно к рассмотренному выше представлению программ в сис-
1 тему включены средства получения и обработки полной структурированной 
формы представления выражений, основанной на прямой польской записи 
(аналогично представлению выражений в ЛИСПе). Последняя форма пред-
ставления является эффективной в формульных преобразованиях и смешанных 
г вычислениях выражений. 
В состав программного обеспечения системы входят: 1) управляющая 
программа, обеспечивающая режимы разделения времени и мультипрограмми-
рования; 2) макропроцессор, обеспечивающий процессы расширения и ком-
пиляции входного языка; 3) интерпретатор, реализующий программы в спе-
циальном внутреннем представлении и управляющий диалоговыми сред-
ствами; 4) обрабатывающие программы, непосредственно реализующие опера-
торы и функции входного, языка; 5) служебные программы, устанавливающие 
связь с операционной системой. 
Первая очередь системы реализована в рамках дисковой операционной 
системы ДОС ЕС. 
КАЗАНСКИЙ ГОСУДАРСТВЕННЫЙ УНИВЕРСИТЕТ 
КАФЕДРА ТЕОРЕТИЧЕСКОЙ КИБЕРНЕТИКИ 
УЛ. ЛЕНИНА 18 
420008 КАЗАНЬ, СССР 
О разработке инструментальных систем, ориентированных на решение 5 
Литература 
[1] Т а м м , Б. Г., Э. X. Тыугу, О создании проблемно-ориентированного программного 
обеспечения, Кибернетика, № 4, К., 1975. 
[2] Глушков , В. М., Ю. В. К а п и т о н о в а , А. А. Летичевский, Автоматизация проектиро-
вания вычислительных машин, Наукова думка, Киев, 1975. 
[3] Л а в р о в , С. С., Г. С. С и л а г а д з е , Автоматическая обработка данных, Язык ЛИСП и его 
реализация, Наука, Москва, 1978. 
[4] Брябрин , В. М. Г. В. Сенин, Руководство к системе ЛИЛОС-БЭСМ—б, ВЦ А Н СССР, 
Москва, 1977. 
[5] Ахо , А. Дж. У л ь м а н , Теория синтаксического анализа, перевода и компиляции, Т. I., 
Мир, Москва, 1978. 
[6] Б у х а р а е в , Р. Г., А. И. Еникеев, И. И. Макаров , Вопросы эффективного управления 
пакетами прикладных программ в режиме диалога, Труды Советско-финского симпо-
зиума по интерактивным системам, Тбилиси, 1979. 
[7] Замов , Н. К., Н. И. Звягина, Р. К. С а м и т о в , Автоматизированная обучающая система 
Гамма, Тезисы докл, 1 Всесоюзной конференции Человеко-машинное обучение системы, 
(г. Телави), Москва, 1979. 
[8] LOPEZ, L. A., POLO-problem oriented language organizer, Comput. & Structures, v. 2, 1972. 
(Поступило 3-ого декабря 1981 г.) 

On the verification of abstract data types 
B y L . YARGA 
This paper describes a method for verifying the correctness of an abstract data 
type specification according to a concept about the abstract data type. The abstract-
data types are formally defined in terms of the algebraic specification technique. 
General rules are given for constructing theorems about a given abstract data type 
and for proving the theorems. These theorems serve to convince us of that the given 
specification correctly takes the meaning of our concept. The method is illustrated 
by an example. 
1. Introduction 
One of the most important achievements of programming methodology is the 
data abstraction. During the recent years, a number of different specification tech-
niques for abstract data types has been proposed. Among these is the algebraic speci-
fication method which is described in detailed in Guttag's and Homing's common 
paper [1] and in an excellent tutorial paper [2]. 
It is known that a specification must be able to provide separate pictures to its 
user and its implementor. This two requirements can be satisfied by double specifi-
cation [4]. A double specification has an abstract and a concrete specification part. 
An abstract specification is to serve the user's view and a concrete specification is to 
serve the implementor's view. 
In the case of a double specification a verification of the correctness of an imple-
mentation according to the concept which is in our mind about the given data type 
can be carried out in two steps: First we show that an abstract specification correctly 
reflects the concept and next we verify the correctness of a concrete specification 
according to the abstract one. 
In this paper we will be concerned only with the first phase of this verifictaion 
procedure when an abstract specification is given in terms the algebraic specification 
technique. 
In section 2 a practical example of algebraic specification is given. In section 3 
we provide a method for constructing theorems about the abstract data type and 
general rules for proving the theorems. The verification is illustrated by an example. 
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2. Algebraic specification, an example 
Data abstraction includes a set of objects and a group of functions that operate 
upon this object set. An access to an object is only possible through one of the func-
tions. A given set of objects with the functions or operations forms an abstract data 
type. 
A composite abstract data type consists of elementary objects too. We must 
distinguish between an object to be defined and an elementary object, whose proper-
ties are assumed to be known. The functions of an abstract data type may include 
parameters. Hence a simple model of abstract data type can be characterized by three 
set (a set of objects, a set of elementary objects, a set of parameters) and a group of 
functions. Let the names of the above sets be object, elem and parameter respectively. 
The domain of a function is generally a cartesian product of the above sets, and its 
range may be a set of objects or the set of elementary objects. 
The group of functions can be divided into two blocks. The first block consists 
of constructor functions, that can be used to build every values of the object set. 
Hence the range of a constructor function should be the set of object. The second 
block consists of non constructor function, called selector functions because these 
functions can be used to select parts of an object, for example an elementary object 
from the object structure or the remains. The range of a selector function generally 
is the set of elementary objects or the object set itself. 
We must distinguish a generator object from the remains. The generator object 
is distinguished by the property that each value of an object set can be generated 
from it by applying constructor functions one after the others. 
A specification method must be suitable for specifying both the syntax and the 
semantics of the operations. 
Now let us see a solution of the specification problem given by the algebraic 
specification method and choose a simple case of the general abstract data model as 
an example for illustrating both the specification and verification method. 
Let the name of the abstract type be "object" 
Syntax 
null: — object 
assign: object X parameter X elem object 
delete: object X parameter—object 
read: object x parameter—elem 
Constructors: null, assign 
Semantics 
s: object; p: parameter; e: elem; 
read (assign (s, p, e), p')= 
if P—P' then e else read (s, p') 
delete (assign (s, p, e), p') = 
if P=P' then delete (s, p) 
else assign (delete (s, p'), p, e) 
read (null,/»)=readerror 
delete (null, /?)=null 




length (assign (s, p, e))= 
length (delete (s, p) +1) 
Abstract invariant 
Ia(s): 0Slength ( j ) S n 
Equality 
^ = ^ 2 = ( j 1 =nul lAs 2 =nul l ) V ^ 
(V/0 (read OJ, p )=read (s2, p) A delete (sx, />)=delete (s 2 ,p)) . 
The auxiliary function is distinguished from the other functions by the property 
that it is not used by the programs using the abstract data type. It is only a specifi-
cation tool. 
The abstract invariant is used to define a bounded object set: 
{s\I.(s)} 
The equality axiom reduces the equality of two objects to the equality of their 
appropriate parts. 
3. A proof method 
Given an algebraic data type specification and a concept about the same data 
type, we have to show that the given specification correctly takes the meaning of 
verifying the correctness of a specification according to a concept, but we can con-
vince ourself of the correctness by proving theorems about an abstract data type 
given by an algebraic specification. General rules for deriving such theorems are the 
followings: 
1. The semantics of an abstract type is defined by the effects of each selector 
operation on an abstract object when this object is produced by a constructor opera-
tion. Other relations between two operations can be formulated as theorems and can 
be proved. 
For example, in the case of our abstract data type all the theorems generated in 
this way are: 
Theorem a, 
assign (assign (s, plt et), p2, e2) = assign (assign (s, p2, e2), plt ej), if p19£p2 
Theorem b, 
delete (delete (s, pt), p2) = delete (delete (s, p2), px), 
Theorem c, read (delete (s, p j , p2)=read (s,p2) if pi^p2 
2. Selector functions map an abstract object to its components. Therefore we 
have to show that an abstract object can be reconstructed from its selected compo-
nents by constructor operations. In the case of our example we can generate only one 
theorem in this way: 
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Theorem d, 
assign (delete (s, p), p, read (s, p))=s 
We have two general rules for proving these theorems. One of them is the in-
duction and another is that of applying the equality formula for both sides of a theo-
rem. 
The induction steps are the following: 
First we show that the theorem holds for the generator object. Then supposing 
that the theorem holds for each element of a subset of the object set we have to prove 
that the theorem holds for each object generated by a constructor operation from the 
given subset. 
We now use these rules for verifying the above theorems. 
Proof of Theorem c, 
We prove the Theorem by induction on s. 
Basis. If s=nul l , then 
delete (null, />1)=null 
and the result is immediate. 
Induction step. Now choose 
s' = assign (s, q,e) 
and suppose that our theorem is true for s. We have to prove the theorem for s' too. 
It follows from semantics axioms tha t - , . . 
read (delete (s\ p j , p2)= 
=read (delete (s, q), p2), if q = p 1 A p i ^ P i 
= e, if q^p1Aq=p2 
• =read (delete (5, p1),p2), if q^ptAq^p2 
We have 
read (delete (s, q), /?2)=read (s, p2), if q^p2 
read (delete (s,/»j),/>2)=read (s, p2) if px^p2 
by our induction hypothesis. The equation 
read (assign (s, q, e), p2)=e, if p2=q 
follows from the semantics of the read operation. 
Proof of Theorem a, 
The equality definition can be simplified by using Theorem c,. Hence the new 
equality formula is 
i 1 = j 2 = ( i i = n u l l A j 2 = n u l l ) V ( V / j ) (read (s l 9 />)=read ( j 2 , p)). 
Using this definition of equality we have to show that the read operation for both 
sides of Theorem a, gives the same result what ever is p. The problem can be broken 
up into three cases corresponding to the relations among the three parameters 
1. p=px 
For the left hand side: 
read (assign (assign (s, plt e j , p, e2), p)=e2 
and for the right side we have 
read, (assign (assign (s, p, e2), plt e^, p) = 
read' (assign (s, p, e2); p)=e2 
by using the axiom for the semantics of a read operation. 
2. p^p-L p ^ p 2 
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For the left side: 
read (assign (assign ( j , p1} ej, p2, e2), p)= 
read (assign (s, p1, ex), p)=read (J, p) 
and for the right side: 
read (assign (assign ( s , p 2 , e2), p1, e j , p) = 
read (assign (s, p2, e2), />)=read (s, p) 
Proof of Theorem b, 
Induction on J: 
Basis, s—null. Then the theorem is trivially true: 
Induction step. Suppose s=assign (s0, p, e), 
where the theorem is true for s0 . Then 
1. p=px 
delete (delete (assign (s0, p, e),px),p2)— 
delete (delete (s0, p j , p2) 
and 
delete (delete (assign (JQ, p, e), p2), p1) = 
delete (assign (delete (s0,p2),p, e), Pi) = 
delete (delete (s0,p2), p1) = 
delete (delete (J0, p^, p2). 
2. p =p2. Symmetrical case. 
3. 
delete (delete (assign ( s 0 , p , e), Px), p2) = 
delete (assign (delete (s0, Pi), P, e),Pi)= 
assign (delete (delete ( i 0 , p^), p2)p, e) 
and similarly for the other side we have 
delete (delete (assign (s0, p, e), px), p2) = 
assign (delete (delete (s0,p2), Pi), p, e) = 
assign (delete (delete (J„, p^), p2), p, e). 
Proof of Theorem d, 
We can prove the theorem by the axiom of equality. For the right hand side: 
1. q=p 
read (assign (delete (s, p), p, read (s, p)), q) = 
read (J, q) 
2. q ^ p 
read (assign (delete (s,p),p, read (s,py), q) — 
read (delete (s,p), g )=read (s, q) 
4. Closing comments 
The procedural nature of a data type, which is important for the implementor, 
can be described by the Hoare-like specification [3]. In this case we have an 
abstract specification in algebraic form and a concrete specification in Hoare-like 
form. We have no direct method to verify the correctness of a Hoare-like specifi-
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cation according to an algebraic specification. However it is easy to transform an 
algebraic specification into Hoare-like form and then we can use the verification 
method given by Hoare [3]. 
EÖTVÖS LORÁND UNIVERSITY, 
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Data structures and storage structures 
in scientific data base for multistage experiment 
B y L. BORZEMSKI 
The aim of this paper is twofold. One of them is to present a multistage identifi-
cation experiment and the other is concerned with the design of data base organi-
zation in that application. Some of the essential characteristics of multistage experi-
ment are outlined. On the basis of the multiple name structure the data model is 
introduced. Then a framework for data representation within records is proposed 
and analyzed. It is shown that well-known multiple attribute retrieval methods can 
be applied in this case. 
1. Introduction 
The fast growing computer capability for data handling focused attention on the 
construction of powerful information laboratory systems which could carry out the 
process of automated experimentation, especially with the enormous amount of data. 
In scientific laboratory calculations there are many examples of tasks that require the 
processing of large data sets. 
The aim of this paper is twofold. One of them is to present the multistage identi-
fication experiment environment and the other is concerned with the design of 
storage structures in that application. The multistage identification is vital to the 
efficient data manipulation in system identification. There are many aspects of data 
manipulation that require data base supporting. 
The data model is presented in terms of Turski's data structure theory [7]. Phys-
ical representation of the data within an information system in the multistage ex-
periment environment is proposed and analyzed. It is shown that well-known mul-
tiple attribute retrieval methods can be applied in this case. 
2. The multistage experiment environment 
The following short description is only intended to indicate the nature of the 
tasks undertaken in the multistage identification. The details have been published in 
[3, 5]. Fig. 1 shows a flow chart for the multistage identification experiment. In the 
multistage identification we perform the identification of the system in such a way 
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Flow chart for the multistage identification experiment 
that the global model y = &(xlt x2, ..., xm, am) is considered to be decomposed into 
m submodels = a,), a0—y, i= 1, 2 , . . . , m. We can measure input signals 
at each stage and output signals at the first stage only. The strategy of experiment is 
falling into m stages where at each stage we perform fy elementary experiments, 
where 
1, for i = m, 
N,= 
n «I /=¡+1 
for m. 
Throughout this paper each elementary experiment is assumed to have the following 
experiment attributes: identifier of the experiment NRt, number of observations «/, 
identification criterion matrix of inputs Xi ni, matrix of outputs Ai_l ni, 
vector of model parameters ai<Bi, table of vectors Mt which consists of the input 
vectors at the (/+1), (/+2), ..., w-th stages assumed constant during the identifi-
cation at the j-th stage. The above ordering of experiment attributes will be assumed 
through this study. To obtain the matrix of observations of i=2, m, it is nec-
essary to repeat the experiments at the (/— l)-th stage n{ times assuming different 
values of It can be seen that for / < w vector of model parameters ai at the z'-th 
stage is a column of output matrix ^¡,„,„=^¡,1-, ..., a,-,nj + 1] at the ( i+ l)-th stage. 
For every table Ml_1 at the (/—l)-th stage there exists the table of vectors at the /-th 
stage which shares the same input vectors. For i ^ m — 1 there exists for every table 
M\ the table M" at the same stage which differs only in one element, i.e. one vector. 
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If the designs of elementary experiments at the first stage are the same then all X l ni 
matrices contain the same data. 
The list of the system users consists of the experiment design programs, programs 
for identification, control of experiment and statistical calculations, and of experi-
mentators, as well. 
There exists a number of anticipated user requests [2, 4]. Almost all users are 
rather non-computer oriented and the total task coding in high level language is 
divided between them. Experimental data are collected and processed in a complex 
way. Tasks involve the iterative execution of several computer programs, each 
requiring data generated by the others in addition to user input data. The data are 
generalized FORTRAN arrays of numeric data. Multiple read/write requests for 
the same data in different applications programs are observed. Users manipulate on 
different data aggregates (e.g. single numeric data, vectors, arrays). Some data are 
collected and demanded in different ways, for example input matrix is generated 
vector by vector but requested also row by row. The data in a multistage experiment 
have some distinct characteristics, namely the regularity in their multiple relation-
ships, redundancy and constant growth. Usually, moderate size data bases are in-
volved but the size is increased when the data from experiments carried out at the 
different laboratories are to be bound together. In [2] an experiment with three stages 
is considered where the size of data base is of the order of 107 bytes of "pure" infor-
mation, without any organizational data. 
These characteristics give rise to the need for data base to support data mani-
pulation, in computer-based multistage experiment laboratory system. It should be 
noted that in laboratories we use minicomputers or microcomputers that consider-
ably restrict us in data base facility choise. 
3. Data description 
The data model will be presented in terms of Turski's data structure theory [7]. 
Then data are considered to be ordered pairs (n, v) such that n£.Jf, v(9, where Jf 
is a denumerable set of elements called "names" which distinguish the entity in the 
real or abstract world and 9 is any set of values considered as the collection of the 
information pertaining to the properties termed by the name. 
We shall use a multiple name [2] which is defined as 1^= H («;==«<), where a 
a* 
is a string of integers selected unrepetitively from the set {1,2, ...,r}, a^Ai — 
domain value of name part In this paper we assume that each name part 
takes value from the finite subset of natural numbers with cardinality 
Using the above approach we can construct r — level ordered unbalanced mul-
tiple name tree (sorted lexicographically) with the dummy root at the top so that the 
unique path connecting the root node to a terminal node corresponds to a distinct 
multiple name na with a = l , 2 , ..., r. 
Let us first define domain sets Ai in such a way that name part n, describes the 
multistage experiment number, stage number, experiment number at given stage, 
experiment attribute number, observation number and element number, for i= 1, 6, 
respectively. It is obvious that ns, w6 or n6 are greater than one only for arrays or 
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vector data, according to the n4 value. The cardinal numbers of the sets Aiy / = 1 , 6 
are then defined in the following way 
A, = E, A. — l 
A2 = max {mt}, As = max {nt>i}, 
* = 1 ,E * = 1 ,E 
i=T^Tk 
A3 = max {Nk-1}, Ae - max {skti, kkti, /*,„}> 
k = l,E k=l,E 
where the following parameters for the j'-th stage of the fc-th multistage experiment, 
i=\,mk, k=\,E are given: 
nk i the number of observations, 
skJ the number of inputs, 
/*,(_! the number of outputs, 
kk i the number of unknown parameters, 
Nk i the number of elementary experiments. 
E and mk denote the number of multistage experiments and the number of stages of 
the /c-th multistage experiment, respectively. 
We also define in Table 1 three additional parameters g^}, where 
k= 1, E, i'=l, mk, p — 1, A4. 
Table 1. Definition of qlf , \ g f f l parameters 
p attribute nipi t(p) "U.l 
1 NR 1 1 1 
2 "i 1 1 1 
3 1 1 1 
4 nk,isk,i nk, i • v 
5 nk,i 4, i- l "k,i 'ft, i-1 
6 kk,i 1 kk,i 




2 skj. for i 7 = i+l 
mk, 
0, for i = mk. 
max {st,}, for / < mk, 
k=l,E 
' = 2 ,m,_ 
0, for i = m t . 
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The model concept can be extended for any set of known experiment attributes 
with appropriate' parameters. 
The great advantage of this data description method is that the construction of 
the multiple name tree reflects the structural properties of data aggregates in a multi-
stage experiment. To illustrate this consider a data base pertaining to a multistage 
experiment in which we have three stages with four, two, three observations at each 
stage, respectively. At each stage the models have two, one and one input signals 
respectively, and four, two, three model parameters. We consider only one output 
at the first stage. Then, we have got six, three and one experiments at the first, second 
and third stage, respectively. Within this example, n = ( l , 1, 2, 4, 3, *) describes the 
third vector of the input matrix in the second experiment at the first stage (Fig. 2). 
This way we can indicate all data aggregates, not necessary to be logically clustered 
but others, partitioning through a data base as well. Forinstance, n = ( l , 1, * , 3 , * , *) 




A part of the multiple name tree for 3=5. 
In defining our name structure (the name admissibility verification algorithm is 
given in [1]) we note that the logical structure of data is stable in the sense of its 
construction and data relationships. As far as we could do, we have took advantage 
of this in designing the multiple name tree which exactly describes the real world. 
Another property which is observed is that the multiple name tree ensures the hier-
archical clustering of data in the so-called "top-down" searching. Since this tree is 
given when all required multistage experiment parameters are known then almost all 
data management issues can be handled in arithmetic way [2]. In particular, data 
base storage structures can be constructed using this view what we will present in the 
next section. In general, the user of a data base may ask a wide variety of questions 
about the data that are stored. However, in this application the types of queries can 
be anticipated and the storage structures may be designed to handle them with suit-
able cost. 
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4. Physical data organization 
The data within an information system may be stored in very different forms. 
Traditionally, the data base is a series of "physical" records which are formed by in-
terconnecting some set of data items via storage structure. Each data item is a repre-
sentation of (attribute, value) pair which characterizes an entity. Precise definitions 
for that can be found in [6]. In a business system environment there are many data 
base organizations which support the classification of user concepts into entities, 
attributes and relationships. In the multistage experiment environment we need some 
way of having unifying framework to represent data described in the previous sec-
tion. The way this is done is to have a set of records such that each record attached 
to a terminal node of a multiple name tree represents a data corresponding to the 
name path v connecting the root node to that terminal node. One can easily see that 
only one record is attached to each terminal node. Then, for a multiple name tree 
with all leaves at depth 31 a record stores information pertaining to the following 
entities: 
— complete multistage experiment, 
— all experiments at a given stage, 
— an elementary experiment, 
— an experiment attribute, 
— a vector, 
— an element (variable) 
for 3 = 1,6, respectively. 
Note, that for the particular values of 3 we found that different terminal nodes can 
refer to the same physical data, for example if 3=4, h = 1, Nt then n = ( l , /', h, 4, *, *) 
indicates the same input matrix shared in h experiments at the z'-th stage. To avoid 
redundancy there can be one storage copy of the record which stores appropriate 
values according to the multistage experiment strategy. Appropriate algorithm for 
recognizing these situations has been developed [2]. 
Other meaningful parameter e is to describe structural properties of data stored 
in a record. It is defined in a similar way and indicates how the data within a record 
is structurally divisible. If 3=e, we assume that physical record stores structurally 
nondivisible data, e.g. for 3=4, a value of experiment attribute. If 0 5 , it results 
that every record at level 3 stores a sequence of data items which can have either one 
or more elements, i.e. for 3=4, e=5 we obtain vectors or variables according to the 
v4 value. The data items are ordered in lexicographically ascending order of their 
multiple names. We also define parameter / which depends on the manner in which 
the physical boundaries of data items are fixed in a record, considering four storage 
formats, namely positional, relational, indexed and labeled [6]. 
Now we develop a series of equations for evaluating the space requirements un-
der each of combination of 3, e,f, v values. The results are given in Table 2. The 
storage allocation scheme assumes that all elements are allotted the same number of 
machine storage units (e.g. words, bytes). It depends on the storage allocation for 
REAL/DOUBLE PRECISION variables. We obtain bj(z, 3, Vj) storage units for 
representing the data of name v,- within the y'-th record, 7 = 1 , F(z, 3) at the 3-level 
1 The root of a tree lies at depth 0; the son of a node at depth (i— 1) lies at depth i. 
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Table 2. Equations of space allocation 
3 F(z, 3) bj(z, 3, Vj) 
1 E 
m V l
 A i 
2 ^ , 2 / Ï Ï 
2 
E 
2 mk *=i 
N y je(p) vlt v2 ^B"i>vt p = 1 
3 
E 







E mk Xt 
2 2 2 fc=l i=l p = l 
6 
E mk J4 
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F,(z, 3, e, Vj) 
3 v . 5 6 
1 
mVl Ai 
2 2 /=1 1 p=i 1 
mv1 AH 
2 i = 1 1 p = 1 1 
2 
J4 
N y o(p) vl-ei vvV* 
J4 
N y j?(p) 1 2 p=1 1 
3 
P=I 1 2 
J4 
4 >4> gVl.V<! 
„("4) Svl<"t 
5 1 hiv<> VKVt 
6 1 
Table 2. Equations of space allocation (cd) 
of data aggregation. The number of records F(z, 3) is the number of leaf nodes at 
depth 3. We assume z is a vector of parameters which characterizes the multistage 
experiment i.e. number of observations, number of inputs, outputs and model para-
meters, and number of multistage experiments within an information system. The 
total length of the 7-th record w>; is bj+Cj , where Cj is equal to / + ¿ ( 3 , / ) • 
• Fj(z, 3, e, Vj). Within a file every record is assigned a label (identifier) which occu-
pies I storage units. ¿ (3 , / ) is the additional space required by storage technique of 
data items within a record per data item. Fj(z, 3, e, \j) is a number of data items 
within the7-th record and £(/) = l, if i=mk, and £( / )=0 , otherwise. In the similar 
manner we also find number of storage units for representation each data item within 
a record [2]. 
It is pointed out that the above physical representation results in variable length 
of records. In the event that records may not be divided between buckets (a restric-
tion posed by the majority of operating systems) then one can quickly determine the 
3's value which satisfies this constraint. 
The multiple attribute retrieval methods have been found useful for physical 
record positioning. In the most of them the storage scheme is dictated by the primary 
key. In [2] we describe an algorithm which generates the identifier on the basis of a 
mapping from the space of admissible multiple names into the space of integers. 
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Next, assuming that each part name correlates with an attribute we can obtain six 
versions of each multiple attribute method. One can determine the 3's, e's and / ' s 
that minimize the expected operational cost of the system [2]. Most of current mul-
tiple attribute access methods (for example, Inverted List, Multilist) require storing 
attribute values in the records [6]. Then a record additionaly contains the identifier 
and values of indexed attributes. However, in the doubly-chained tree organization 
the indexed attribute value are not stored in the records. Each case is met with ap-
propriate value of ¿ ( 3 , / ) . A detailed comparison of the average retrieval time per 
query and storage requirements of several current methods can be done. 
Considering the limited space of this paper we refer the reader to [2] for the 
results. Moreover, the mapping function mentioned above establishes a new record 
addressing technique which further improve the system performance. It will be 
published elsewhere. 
The data base management system which provides a high level access to the 
data base in the multistage experiment has been implemented at the Technical 
University of Wroclaw [3]. 
5. Conclusions 
Data base organization displays the potential profit in data management effi-
ciency in the multistage experiment environment. Since the characteristics of this 
application strongly motivate a new strategy for data storage and retrieval, this data 
base environment was analyzed. The data model has been proposed. In this paper we 
have also introduced physical data organization which has been found useful for 
any multiple attribute retrieval method. 
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The early bird problem is unsolvable 
in a one-dimensional cellular space with 4 states 
B y H . KLEINE BUNING 
Legendi and Katona (1981) have shown that the early bird problem in a one-
dimensional space is solvable with 5 states. The proof is based on a sophisticated 
concept of waves introduced by Vollmar. We will show that 5 states is a sharp bound 
for solvability. 
1. Early bird problem 
Vollmar (1977) defined the problem for a one-dimensional cellular space allow-
ing more than one cell to be excited at a given time step. Only quiescent cells may be 
excited. Before the first time step at least one cell should be excited. After a certain 
period the first birds should be in a distinguished state while all the others in a dif-
ferent state. 
2. Unsolvability with 4 states 
Theorem. The early bird problem is unsolvable in a one-dimensional cellular 
space with 4 states. 
Proof. Assume: There exists a four-state solution, say with a set of states 
{0, B, 2, 3}, where 
О = initial state 
5 = b i r d state (arises only from state 0, spontaneously). Then there is a set of 
transitions -— called A — solving the problem. After a certain period the first 
bird(s) should be in a distinguished state. The initial state 0 cannot be the distin-
guished state, because the space is unbounded and after a finite number of steps we 
obtain a finite configuration. 
Case а: В is the distinguished state. There are no transitions 050—/, OBB—i, 
BBO—i, BBB—/ ( /=0, 2, 3) in A, since a bird В cannot be generated by transitions. 
The set of transitions A must contain a transition BOB-^2 or B0B->-3, otherwise 
the initial configurations 
^...OBBBBOBBBBO... and 
K{=...0BBBBBBBBB0..., where for Кг 
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a later bird (second step) occurs at the cell marked by ~ would imply the same con-
figuration sequence (after 3 steps). Without loss of generality we assume 505—2 
belongs to A. Then A contains no transition of the below defined set of transitions D, 
because a first bird would be killed. 
D := { 5 5 2 - / , 2BB^i, 2 5 2 - / , 5 5 0 - / , 0 5 5 - / , 0 5 0 - / , 5 5 5 - z ( /=0, 2, 3)}. 
Now it is investigated a case distinction. Let 
L2 := 5 0 0 - 2 , R2 := 0 0 5 - 2 , 
Lz := 5 0 0 - 3 , Rs := 0 0 5 - 3 . 
C a s e 1: L2, R2zA 
Let ^ = ...0500050... be an initial configuration. Then we obtain after one 
step K2 = ...025202520.... In case of birth of a bird we have K%=.. .025252520.. . . 
Furthermore let Ki = .. .00505050... be another initial configuration, then we obtain 
after one step K2 = . . .025252520... . We see that K2 = K£. This shows that a later 
bird survives. This is a contradiction. 
C a s e 2: L3, R 2 £ À 
Let the initial configuration K1 = . . .050500550.. . be given. Then we get after 
one step K2 = . . .02525325530.. . . Thus we see that A does not contain the transi-
tions 
2 5 2 - / 
253—/ ( /=0, 2, 3) (otherwise a first bird is killed). 
5 5 3 - / 
Now let (later birth of birds) 
K2 = .. .050500500.. .02525325530... 
then we obtain 
Ki = . . .02525325530.. .i^. ./120... 
for some i j 6 {0, 5 , 2, 3}. Eliminating these later birds is only possible from the right 
side. Since 553—/, 552—/, 550—/ ( /=0, 2, 3) do not belong to A (see above and 
set D), the later birds cannot be killed. This is a contradiction. 
C a s e 3: L2, 5 3 e A (analogue to case 2, symmetry) 
C a s e 4: L3, R3eA 
Let K1 = .. .0550050500050.. . be an initial configuration, then we get (after 
one step) K2=...035 533525303530... . Thus we see that A does not contain the 
transitions 
3 5 5 - / 
5 5 3 - / 
3 5 2 - / ( / = 0 , 2 , 3 ) (otherwise a first bird is killed). 
2 5 3 - / 
353—/ 
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Since 5 5 0 -<- i, BB2—z ( / = 0 , 2, 3 ) ( s e e set D) and above we have seen BB3—j $ .4 
two later birds — left f rom the first birds — survive. This is a contradiction. 
C a s e 5: L2€A, R2,R^A 
Let the initial configuration be given 
= ...0-80050..., then we obtain (after one step) 
K2 = . . .00520520.. . . Now let (birth of bird) 
K2 = . . .0525520. . . and 
K* = .. .050550. . . another initial configuration. 
Then we get after one step K£=...0525520.... Since K2=K2 the later bird sur-
vives. This is a contradiction. 
C a s e 6: R2£A, L2, L^A (analogue to case 5, symmetry) 
C a s e 7: L^A, R2, R3$A 
Let the initial configuration . . .05550. . . be given, then after one step we 
get K2=...0BBB30. Thus we see that BB3-~i§_A ( i = 0 , 2 , 3 ) . Since 5 5 2 - / , 
BB0-+ÎÇ.D and therefore not in A, later birds far enough left f rom the first birds 
survive. This is a contradiction. 
For example: 
K2 := 0 . . .05550. . .0 . . .055530. . . ( - b i r t h of birds) 
then we get . 
Ks := 0...0BBB30...0i1...ilo0... for some / , € { 0 , 5 , 2 , 3 } 
C a s e 8: R3çA, L2, L3$A (analogue to 7, symmetry) 
C a s e 9: L2, L3, R3, R3$A 
Let A'1 = .. .0500... be an initial configuration, then no transition is applicable 
to . In case of birth of a bird K{ = .. .05000500, again we cannot apply a transition 
to K[. This is a contradiction, because Kx and K[ have the same configuration se-
quence. Altogether we have shown that the early bird problem is unsolvable with 4 
states, where 5 is the distinguished state.. 
Next we will consider the .distinguished states 2 or 3. Without loss of generality 
we assume 
C a s e b : 2 is the distinguished state. 
Before starting with a case distinction we will prove 
Proposition 1. If the set of transitions A solves the problem, then 
a ) B z j , Z2€{0, 3}: ( 2 2 0 - Z I € ^ , 0 2 2 - z 2 € ^ ) a n d 
Vz = 0,2: ( 3 2 2 - z M , 2 2 3 o r 
b) 3h, /¡¡€{0, 3}: (223^i\eA, 322- / 2 €,4) and 
V/=0 ,3 : (022—/$A, 220- /<M)-
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Proof. Let us begin with an initial configuration Kx=.. .0BB0BB0BBQ... without 
later birds. After a finite number of steps we obtain a configuration. 
Kn = ...i2ij 22122 m 22 j\j2... for some /,, j,, /, mi {0, 3} 
and state 2 remains in the next steps in these cells (no birth of birds). 
Thus we see that /22—/, 22/— i$A ( / = 0 , 3 ) , otherwise the distinguished 
state 2 is changed. 
IF / = 0 , then 0 2 2 - / , 2 2 0 - / $ A. 
IF 322—/resp. 223—/$/4 for / = 0 , 3 , then it holds 
3 2 2 - / resp. 2 2 3 - / 
222—/ 2 2 2 - / not in A. 
0 2 2 - / 2 2 0 - / . 
Thus we see that two later birds for enough right resp. left f rom the first birds 
survive. Therefore 322—4 and 223— i2€A for some /1 ; /2€ {0, 3}. If 1=3 the proof 
is similar. 
Now we write XYZ- instead of 3 /6 {0, B, 2 , 3 } - { y } : XYZM and 
XYZ^tA means 3/€{0, B, 2, 3 } - { F } : XYZ^ieA. 
Let 
E1 := 3 2 3 - E3 := 0 2 3 -
E2 := 3 2 0 - Ei := 0 2 0 - . 
- Next we will consider a case distinction. 
C a s e 1: E^A\ E2, E3, E^A 
C a s e l a : { 2 2 3 - , 3 2 2 - } c ^ , 2 2 0 - , 0 2 2 - ( s e e Prop. 1) 
Let ^ = . . .055000.. . be the initial configuration, then we obtain after a finite 
number of steps 
K„ = . . . / j 22 i2... for some z'i, z2€{0, 3} 
and f rom hence cells with state 2 remain in state 2. Then z ' 2=/i=0, because 223—, 
322 — eA. Since E3=023-, £ 4 = 0 2 0 - , 0 2 2 - $ A two later birds far enough left 
f rom the early birds reach state 2 and remain in this state. 
C a s e l b : {220- , 0 2 2 - } c , 4 , 2 2 3 - , 3 2 2 - $ A 
If Kl =...0BB0B0BB0 is an initial configuration, we obtain for some n, Kn = 
= ...i122 z3 2z4 22 z5... where state 2 remains (no birth of birds) in these cells. Then 
/ j—/3=/4=/5=3, because 220—, 022 — €A. This is a contradiction to 323 — € A. 
The cell marked by ~ changes its state 2. 
If is an initial configuration (with birds) and there are no later birds, then 
Kn+1 denotes the configuration after n steps. If the bird-cells are in the distinguished 
state 2 and there is no change of states in these bird-cells in the following (without 
birth of birds) then the configuration is called K*+1 . 
C HS6 2 . £ A j Eq J 9 E^ (£ A 
ad a : {220- , 0 2 2 - } c v i , 2 2 3 - , 3 2 2 -
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I f / ^ = . . . 0 5 0 5 5 0 5 0 . . . , thèn 3n : 
K* = ...z'j 2/2 22/3 2/4 for some /1 ; i2, h, /4€{0, 3}. 
Since 022—, 220 — ÇA, we see i2=i3=3 and / 4 =3, because ¿s2=320— €A. 
Since Ei=323-, E3=023-, 2 2 3 l a t e r birds (05055050) far enough right 
from the first birds reach state, 2 and remain in this state, 
ad b: { 2 2 3 - , 322-}cy4 , 2 2 0 - , 0 2 2 - < M 
If ^ = . . .055050. . . , then 3« : 
K* = ...ii 22i2 24 for some i l 5 i2, /3€ {0, 3}. 
Since 2 2 3 - , 322—6/4, it holds h = i2=0. Since £ 4 = 0 2 0 - , £ 3 = 0 2 3 - , 0 2 2 - $ ^ 
later birds (05505) far enough left from the first one reach state 2 and remain in 
this state. 
C a s e 3: E3£A\ Ex, E2, (analogue to case 2) 
C a s e 4 : E4€A; Elt E2> E3$A 
ad a: {223- , 3 2 2 2 2 0 - , 0 2 2 -
If / ^ = . . .055050550. . . then 3 « : 
K* = ...h 22i2 2i3 22it ... for some i1 ; . . . , /4€{0, 3}. 
Since 223—, 322 — eA, it holds i\=i2=i3-i4=0, but £"4=020— eA changes in 
the next step state 2. This is a contradiction to K*. 
ad b: { 2 2 0 - , 0 2 2 - } c ^ , 2 2 3 - , 3 2 2 -
If / ^ = . . .050550550. . . then 3n : 
K* = ...¿02^22422/3... for some /„, ..., /4€{0, 3}.< 
Since 2 2 0 - , 022—€^4, it holds / 1 = / 2 = / 3 = 3 . Since £ 1 = 3 2 3 - , £ ' 3 = 0 2 3 - , 
2 2 3 - $A later birds (050550550) far enough right f rom the first one reach state 2 
and remain in this state. 
C a s e 5 : E3,E4€A; Ex, E2$A 
If / ^ = . . . 0 5 0 5 5 0 5 0 . . . then 3« : 
K* = ..-h 2/2 22/3 2/4... for some h, . . . , /4€{0, 3}. 
ad a: {220- , 022-*}œA; 2 2 3 - , 3 2 2 T h e n it holds / 2 = / 3 = 3 and 
because of 023 -€ /4 , / j = 3 holds. Since £ 1 = 3 2 3 - , £ 2 = 3 2 0 - , 3 2 2 l a t e r 
birds far enough left from the first one reach state 2 and state 2 cannot be changed. 
ad b: {223—, 322—}c^4; 220—, 022—$/4. Then it holds / 2 = 0 = /3, but 
£ 3 = 0 2 3 - , £4=020—€^4. Thus for one bird-cell (left from /4) state 2 is changed in 
the next step. 
C a s e 6: E2, E^A4, EltE3^A (analogue to case 5) 
C a s e 7: E2, E3£A; Elt E^A 
ad a: {223- , 322-}<=/f ; 2 2 0 - , 0 2 2 - $ . 4 
If Kt=...0505500550505055050... then 3« : 
K„= ...h 2i2 22/3 /4 22/5 2/„ 2/7 22/g 2ig ... for some ilt is€{0, 3}. 
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Since 223 — , 322 — 6/1 and £ 3 = 0 2 3 - , £,2 = 3 2 0 - 6 / l it holds i ; = 0 (1S. /S9) 
and 200—, 002—, 202 — Birds must send out signals to the right or to the left. 
So we can assume that a cell in state 3 is left or right from the cell with state or 
ia — say left —. Since 002—, 2 0 2 — $ i t holds 302-6 ,4 , otherwise later birds 
(0B0BB) far enough right from the first birds survive (in state 2). Now let K* = 
= ...30...0202200220202022020 be and m = 1. This leads to a contradiction. If 
m 
302-36A, then £ 3 = 3 2 0 - 6 / l eliminates state 2. If 302 -26A, then a new state 
2 occurs. Now let m > 1. Because 200— $A and later birds (double the configura-
tion AT,) far enough right from the first ones must'be eliminated, the set A contains 
the transition 300—. This leads to a contradiction, because in case of 300—3 we 
reach case m = 1 and in case of 300 —2 a new distinguised state 2 occurs, 
ad b: {220- , 0 2 2 - } c , 4 ; 2 2 3 - , 3 2 2 - ^ A 
If K^.-.OBOBBOOBBO then 3«: 
K*=...z\ 2i2 22i3 ¡4 22z5... for some ..., i56 {0, 3}. 
Then it holds i1=i2=i3=z4= z5=3, because 220—, 022—, E3=023— and E2= 
= 3 2 0 - 6 A. 
Furthermore we see that 232—, 332—, 233— (otherwise a new state 2 
arises or a state 2 is eliminated one or two steps later). Since 232—, 332— $A and 
later birds (OBOBBOOBBO) far enough right from the first birds must be killed, the 
transition 032— belongs to A. 
Now we consider K{ = ...0BB000BB0... then 31: 
K,'* = • • À 22hhh 227s for some M{0, 3} (1 
Then it holds jt=3 (zV 3) ( 2 2 0 - , 022-6,4) . If j?=0 then 0 3 2 - 6 , 4 and 0 2 2 - 6 A 
lead to a contradiction (new state 2 or elimination). Thus we see that j3=3 and 
3 3 3 - $ A . 
Going back to K^ it holds 
K* = . . . 0 ^ 3 232233223... 
m 
If m = 1 and if 032—06,4, then £¡¡=023 — 6,4 eliminates the distinguished state 2 
and if 032—2e,4 we reach a new state 2. Let m > 1. It holds 033— otherwise 
we obtain after some steps the situation m = 1 or a new state 2. Altogether we get 
3 3 3 - , 0 3 3 - , 233 — $,4 and therefore a later bird (state 2) (0B0BB0) far enough 
from the first birds survive. 
Case 8: E1,EiçA; E2,E3$_A 
If K^.-.OBBOBOBBO... then 3n: 
K* = ...¡i 22i2 2i3 22z4 for some h, h6{0, 3}. 
ad a: {220- , 0 2 2 - } c , 4 ; 2 2 3 - , 3 2 2 - $ , 4 , then it holds i1 = i 2 = i 3 = i 4 = 3 , 
but £ x = 3 2 3 - 6 A contradicts K*. 
ad b: {223- , 3 2 2 - } c , 4 ; 2 2 0 - , 0 2 2 - $ , 4 , then it holds / 1 = / 2 = i 3 = / 4 = 0 , 
but £'4 = 020— 6,4 contradicts K*. 
Case 9: E1,E2eA; E3,E^A 
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If K1=...0BB0B0BB0B0... then 3n: 
K* = ...it 22z'2 2/3 22/4 2/5... for some iu ..., i5£ {0, 3}. 
ad a: {220- , 0 2 2 - } c ^ ; 2 2 3 - , 3 2 2 - $ A , then it holds = i 2 = / 3 = = 3 , 
but Ex = 323-~zA contradicts K*. 
ad b: {223- , 322-»}czA; 2 2 0 - , 0 2 2 - iA, then it holds z 1 = / 2 = / 3 = / 4 = 0 . 
Since £ 4 = 0 2 0 - , £ 3 = 0 2 3 - , 0 2 2 - $ A later birds (0BB0B0BB0B0) far enough 
left from the first one reach state 2 and remain in this state. 
C a s e 10: E1,E3€A; E^E^A (analogue to case 9) 
C a s e 11: E1,E2,EitA', E3<£A 
If K^.-.OBOBOBO... then 3« 
K* — ...ii 2z2 213 2/4 ... for some zx, ..., z'46 {0, 3}. 
If z2=3, then 4 = 0 or 3, but £ 1 = 3 2 3 - , £ 2 = 3 2 0 - £ ^ contradicts K*. If z'2=0, 
then 4 = 3 and then z'4=0 or 3, but £ 1 = 3 2 3 - , £ ¡ ¡ = 3 2 0 - c o n t r a d i c t s K*. 
Case 12: Ely £ 3 , EieA; (analogue to case 11) 
C a s e 13: E1,E2,E3eA; Et$A 
ad a: {220- , 0 2 2 2 2 3 - , 3 2 2 - < U 
If K1 = ...0BB0B0BB0... then 3n: 
K* — ...i1 22z2 24 22z4 for some ... , /4€{0, 3}. 
Since 220—, 022 — €A, it holds z'1=z'a=z3=z'4=3. But E1-323^iA contradicts 
K„*(i22i3). 
ad b: {223- , 3 2 2 2 2 0 - , 0 2 2 -
If K^.-.OBOBBOOBBOBO... then 3« : 
K* = ...z2 2z'2 22z3 z'4 22z's 2z'6... for some z'l5 ..., z6€ {0, 3}. 
Since 223—, 322 —€^4, it holds z'2 = z'3=z'4 = z'5—0 and because of £ 3 = 023—, 
£¡¡ = 320 — it holds z'1 = z'6=0. Furthermore z'x=... =z'8=0 implies 202 — , 
200—, 002 — otherwise a state 2 is changed. Birds must send out signals to the 
right or to the left. Therefore we have a transition 300—3 or 003—3 in A. 
Suppose: 3 0 0 - 3 , 0 0 3 - 3 6 ^ . 
Case b l : Left from the cell with state z\ in K* state 3 occurs. 
K* = ... 3(^020220022020.... 
m 
Let m=1: 302—3 or 2 eA contradicts K*, because of £2 = 320 — €A resp. a 
new state 2 occurs. Thus 302— $A and because 202—, 002 - -^A a later bird 
marked by ~ (0B0BB0) far enough right from the first remains in state 2. 
If WI>1, we reach after m — l steps case m = 1, because 300—3 iA. 
C a s e b2: Right from the cell with state z'„ in K* state 3 occurs. This leads to a 
contradiction similar to case bl . 
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Thus we see that 300—3 $ A or 003—3 $ A. Without loss of generality we assume 
300 — 36.4 and 003—3^/1. Then there is no cell left from the cell with state i\ in K* 
which has state 3 (apply case bl again). Therefore a cell right from the cell z'6 must 
have state 3. 
...02022002202(^03 
m 
If m= 1 for all further steps, then 203—3$A, because £ 3 = 0 2 3 — eA and 
203—2 because a distinguished state 2 arises. Altogether we obtain 203 — , 
2 0 0 - , 202— This shows that later birds (055050) far enough left from the 
first reach state 2 and remain in this state. 
If WJ>1, then 003—26A, otherwise there is no feedback from a meeting with 
birds far enough right from the origin, but 003—2 generates new distinguished 
states in case of no birth of birds. This is a contradiction. 
Case 14: £ 2 , £ 3 , £46,4; EX§_A 
ad a: {223- , 3 2 2 2 2 0 - , 0 2 2 - § A 
If K, = ...0BB0B0BB0... then 3«: 
K* = ^ 22z2 2¡3 22z4... for some z1; ..., z46 (0, 3}. 
Because 223—, 322 — 6 A it holds z\=z2=z"3=z'4=0, but £ 4=020— 6,4 contra-
dicts K*. 
ad b: {220- , 0 2 2 - } c , 4 ; 2 2 3 - , 3 2 2 - $ , 4 
If / ^ = . . . 0 5 0 5 5 0 0 5 5 0 5 0 5 5 0 5 0 . . . then 3n : 
/ 
K„ = z'j 2z°2 22/3 z'4 22/s 2z6 22z'7 2z'8 for some z\, ..., z86 {0, 3}. 
Because 2 2 0 - , 0 2 2 - 6 / 1 it holds z, = 3 (l==/^8). This implies 2 3 2 - , 3 3 2 - , 
233 
If / ^= . . . 055000550 . . . then 3n: 
K* = A 22:j2 j3 j\ 22j5... for some jx, ..., y5 6 {0, 3}. 
Because of 2 2 0 - , 0 2 2 - 6 A it holds 0 3 2 - 6 A , otherwise a later bird (050550) 
far enough right from the first bird (starting with /sTj) reaches state 2 and remains in 
this state. This implies ja = 3, because 022—6/1 and £"3=023 — 6/4. Furthermore it 
follows from y2 = ja =74=3 that 333— Now we consider K1 and K* again. 
K* = ...03...3 2Z2 22/3 z'4 22z's 2z'622/, 2z8... 
m 
m = 1 implies a contradiction, because 023—06,4 (then 023 — 6,4 eliminates state 2) 
or 032—26,4 (then a new distinguished state arises). Let m=-1. Since 333 — ^ ,4 
and 233 — $ A and later birds (050550) far enough from the first birds must be 
killed (state 2 changed) the transition 033— belongs to A. 
This transition leads to a configuration K* (from K*) 
...032322332232322323... 
and in the next step we obtain a new state 2 (032—2) or a state 0 (032—0) in the cell 
marked by ~ and then we eliminate state 2, because of £ 3 = 0 2 3 — 6,4. This shows 
that case 14 is impossible. 
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Case 15: £ 1 ; £ 2 , £ 3 , E t €A 
If = 0B0.:., then 3n : K* = ...il 2i2... for some h , z2e{0,3}, but 
£¡€/4 ( l s z ^ 4 ) contradicts K*. 
C a s e 16: E ^ A 
If / ^ = . . .05055050. . . then 3« : 
K* = ...2z2 22/3 2/4 ... for some ..., /4€ {0, 3}. 
ad a: {220- , 0 2 2 - } c ^ ; 2 2 3 - , 3 2 2 - ^ , then it holds / 2=z 3=3. Since 
£2=320—, £x = 3 2 3 - , 322 — $ A later birds OBOBBOBO far enough left from the 
first birds reach state 2 and remain in this state. 
ad b: {223- , 322 -}c£4 ; 2 2 0 - , 0 2 2 - t h e n it holds i 2 = / 3 = 0 . Since 
£ 4 = 0 2 0 - , £ 3 = 0 2 3 - , 0 2 2 - $ .4 later birds (05055050) far enough left from the 
first birds reach state 2 and remain in this state. 
Altogether we have proved that the one-dimensional early bird problem is 
unsolvable with set of states {0, 5 , 2, 3} and with distinguished state 2. • 
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On the real-time recognition of formal languages in cellular 
automata 
B y J . PECHT* 
1. Previous approaches to use cellular automata to recognize 
formal languages: appreciation and critic 
To recognize formal languages by cellular automata (ca) already some ap-
proaches have been developed. A ca is defined by a ¿/-dimensional Euclidean space ZD 
(I/^0) (Z denoting the set of integers), where each lattice point is occupied by a finite 
deterministic automaton, and all automata are identical and work synchronously. 
Each automaton is connected with a fixed finite number (S2) of neighbours, where all 
automata use the same interconnection scheme T, called template or neighbourhood. 
The best known templates are the (¿/-dimensional) von Neumann templates T.=Hd= 
= {0, ±m1; ±w2, ..., ±ud}, where 0 = (0, 0, ..., 0) is the (¿/-dimensional) origin and 
ut is the z'th ¿/-dimensional unit vector and the (¿/-dimensional) Moore templates 
T—Mi={—\,Q, 1 y. In each transition step the behaviour of the automaton at 
point x depends only on the states of the automata at points x+t, where t ranges 
over T. In that sense, we will consider homogeneously occupied, homogeneously 
interconnected deterministic, single transition function ca. For details see, e.g., [13], 
[1], [3] or [14]. 
Using ca to recognize formal languages [9], one has to decide how to input the 
words, or chains of symbols. As in other abstract recognition devices, there are two 
main possibilities to do this. First, we have the "on-line" ca as defined by Cole [2]. 
In this case, the automaton at the origin is equipped with an additional input line 
from which it reads the input word, one letter at each time step. Let us take the state 
of the (distinguished) automaton at origin, immediately after having received the last 
symbol of the input word, in order to decide whether or not the word belongs to the 
language considered. The class of languages which can be recognized by such a d-
dimensional ca is called "the class of the ¿/-dimensional 'on-line' real-time recog-
/ 
* Now with: Kernforschungszentrum Karlsruhe, Institut für Material- und Festkörper-
forschung III, Postfach 3640, D—75, Karlsruhe, FRG. 
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nizable languages" and is denoted by (d^O). In [2], the following is obtained: 
a>oo cp 
y d is 0: J 2 7 g 
Bi.€J2?a: VdsO:X. i JS fy" , 
where J£?3 denotes the class of regular languages and JS?2 the class of context-free 
languages. 
As in Cole's approach the word to be analyzed has to be input letter by letter, 
it is in general impossible to get a (maximal) recognition time less than 1 • n, where n 
is the length of the actual input word. Moreover, as the information disperses only 
with finite speed from the origin into the space (in a pyramidal manner), most of the 
automata are activated "too late" and only few of the capabilities of parallelism are 
exploited. Therefore this approach of real-time recognition causes an exploitation 
factor of (approximately) only l/d\ 
These disadvantages can be removed, if the word to be analyzed is not read se-
quentially in n steps, but in a parallel manner, using only one step. In other words: 
The information is supposed to be written into the ca (i.e.: distributed over the single 
automata) at the beginning of the recognition process. The way to embed the words 
must be simple and as independent as possible from the actual word (in some sense). 
Moreover, no two symbols of the same word are allowed to occupy the same auto-
maton. Smith [10] considers this procedure for the one-dimensional case. He pre-
supposes that the input word is inscribed from left to right, beginning at the origin 0 
and with no gaps allowed. Automata not occupied by the input are assumed to re-
main in a "boundary state" which does not alter during the whole evaluation process. 
After n steps (n as above) the state of the automaton at origin gives the decision 
whether the word belongs to the language or not. 
If one considers only the von Neumann template, H1, the languages recogniz-
able in such a manner are called "one-dimensional 'off-line' real-time recogniz-
able" and their class is denoted by Smith proved that 
j^on r j ĵ PXjff 
and 
az-eifi0": Vd §=0: Z,$:£?don> 
concluding that "off-line" ce are inherently faster than "on-line" ones. He explains 
this phenomenon with the higher degree of parallelism now available f rom the begin-
ning of the analyzing process. In this approach, however, remains the fact that rec-
ognition times less than real-time are generally not achievable, too, because the 
most distant symbol cannot influence the cell at origin before the ntb step. 
Generalizing the results of Smith, Seiferas [12] achieves recognition times of the 
form 
№ in ¿-dimensional off-line ca. To do this, the word to be analyzed is in-
scribed into the cube {o, 1, . . . , [ (//?] — 1} row by row and then surrounded by a special 
boundary symbol (sc. Fig. 1). Seiferas 
'uses the templates N+ := {0, , 2u^, w2, 
2M2, ..., ud, 2ud}. He proves that all regular languages can be recognized in such a 
way within the cited time. But it is easy to verify that, using this type of inscription 
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Fig. I 
Off-line recognition of regular languages in 2-dimensional cellular automata according to 
SEIFERAS [12] 
and this template Nd+, all symbols of the inscribed word can influence the origin 
already within time . This implies that Seiferas does not meet the lowest 
possible recognition time which perhaps could be reached in these structures. The aim 
of the following is to investigate and generalize this aspect in a more detailed way. 
2. Introduction to a systematic approach: ^-recognition of ¡^-languages 
If we consider, for example, the template N%, then after the kth step, the automa-
ton at origin can be influenced by (approximately) (2k)d/d\ other automata. This 
means that Seiferas uses only 
(IY«l)d 
(2d\MY/d\ 
i = — 1 { 2ddd) 
of the supplied space. Similarly, we state that n points can be "reached" from the 
origin within 
fyi~'m iY«i] 
steps. This fact implies that a speedup factor of (approximately) 
2d 
fdl 
L J L ) 
lr d+1) 
3• 
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can possibly be achieved, without changing the template N+, if we replace the cubic 
representation of the word by one which is more adapted to the shape of the region 
containing all the points reachable by the oirigin within k steps. In this case it turns 
out to be a simplex. But let us consider these problems in an even more general way: 
Given any template T, the region which can influence the origin within k steps 
is the set kT recursively defined by 
Or := {0} 
and 
(k+\)T \= kT+T (¿SO) \ 
This means that, after the /cth step, the state at the automaton at origin 0 can be used 
to decide some property of that part of the input pattern which is contained in region 
kT. Vice versa, we can. (ab-) use any ca with template T to classify patterns of the 
shape kT (k^0). This is done in the following way: let us assume that the patterns 
to be classified contain only symbols of some subset A of the state set Z of the ca. 
Then, given any such pattern with shape kT, extend it to an (infinite) pattern in an 
arbitrary way and make work the ca exactly k steps. Afterwards the state of the 
automaton at origin is taken to classify the original finite pattern. 
To formalize these ideas, let us call any finite, nonempty set A an alphabet and 
any mapping w: kT^-A a T-A-word (T-word or, simply, word) with shape kT or 
with T-diameter k (k^ 0). Then, formally, AkT denotes the set of all such words with 
shape kT 2. Furthermore, let (T, A)*, defined by 
(T, A)* := U A" 
JTSO 
denote the set of all T-A-words (of any T-diameter). It is true that, depending on the 
underlying template T, the words of (T, A)* may have somewhat strange shapes (sc. 
Fig. 2). Any subset L of (T, A)* is called a T-A-language (or, simply, T-language). 
We say that a certain ca (with the same template T) T-recognizes L if its state set, Z, 
contains A and if there is a subset F of Z, the set of accepting states, such that for 
any word w of (T, A)* with shape kT it holds: w is an element of L iff, extending w as 
cited above, and starting running the ca exactly k steps3, the automaton at origin 
enters a state of F. L is called T-recognizable, if there exists a ca (with template T) 
which T-recognizes L. Obviously, this notion of recognizability is the strongest real-
time recognizability definable in off-line ca, because a pattern must be classified as 
soon as the whole information to be classified can have influenced the deciding cell. 
Furthermore, if we want to apply this approach to the recognition of formal 
languages, we have to define how to represent the (conventional) words (e.g. of A*) 
as T—,4-words. Therefore we introduce the following notation: Any sequence 
h—(hk)ks0, where each member hk represents some bijection4 
hk: kT-~{ 1,2, 3, . . . .card (kT)}, 
1 For two subsets M and N of Zd and any element x€Zd let M+N:={y + zlyiM and 
z€N} and x+M{'.=M+x)-.—{x} + M. + (—) is the componentwise sum (ciffcrence). 
2 For two sets M and A* let M" denote the set of all mappings / from N into M (i.e.: 
M" :={///: N^M}). 
3 Note that k?±k'=*kT?±k'T (k, k' = 0, 1, 2, ...) (cp. [6, 7]). 
4 A mapping is said to be a bijection if it is onto and one-to-one. 
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The shapes 0r={0} , 1 T= T, IT and 37* for some 2-dimensional template 
r ( = {( - l , -1) , (0, -1) , (0,0), (1,0), (-1,1)}) 
is called a T-wrap. Such a T-wrap h=(hk)km0 permits us to represent any word 
p=ct1a2a3...acarä(kT) (i.e. of the length card (kT)) as the T-A-word w (eAkTl), 
defined by 
w(x) := a(hk(x)) (xekT) 5. 
Let us denote this (uniquely defined) word w as fi(p). Thus, ft can be considered as a 
partial mapping from A* to (T, A)*, which only maps words of the length 1, card (T), 
card (2T), card (37"), .. . . (This is no real striction because any nonfitting word can 
be filled up to the next fitting length:) For any formal language S(QA)* let h(S) 
be the T-A-language, defined by 
fi(S) := {Ä(p)/p6S and h{p). is defined}. 
Now, with these notions, the "real-time.recognition of formal languages by off-
line ca" reduces to the problem: 
Let 5 be a formal language, T a template and h a T-wrap. Is the T-A-language 
h{S) T-recognizable or not? 
In this paper we give a partial answer to this question concerning the T-recogniz-
ability of regular and context-free formal languages. 
First we restrict our considerations to the family of Moore templates, Md and 
their capabilities to recognize regular languages. Smith [11] has shown that, in case 
d= 1, for any regular language, R, there is a ca using template M1 which M1-recog-
nizes fi(R), where h is the straightforward inscription from left to right. Theorem 10 
states that this inscription technique can not be generalized for d > 1. There it is 
shown that no T-wrap which divides the admitted inscription areas (i.e.:. kMd 
into parallel rows and fills these individual rows strictly from left to right or right to 
left each can generally be used to recognize regular languages. In Theorem 11, how-
ever, it is shown that, for any ¿/-dimensional template T, there exists a nontrivial 
T-wrap which makes possible the T-recognition of any regular language. 
In case of context-free languages we obtained only negative answers which are 
the sharper the more extreme points the template contains. Ruling out the trivial 
6 Note that k^k'^-czrä (kT)*card (k'T) (k, k'=0, i , 2, 3, ...) (cp. [6, 7]). 
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case where 7"contains exactly one extreme point (and, consequently, kT 'is a singleton) 
we proved the fcllowing: 
If T contains exactly 2 extreme points (which implies that each kT is a (possible 
sparsed) line), then the simple T-wrap along this line does not fit for all context-free 
languages (Theorem 12). It is, however, an open problem whether some other T-
wraps will do it. 
If T contains exactly 3 extreme points (and therefore any kT with 1 contains 
also exactly 3 extreme points), then kT can be considered to consist of a series of lines 
which are parallel to one of the 3 extreme egdes of kT. In Theorem 13 we prove that 
there is no inscription rule which fills first the starting extreme egde and then the 
remaining lines in a strictly removing manner and which fits for all context-free lan-
guages. This is true even if it would be allowed to vary the internal order within each 
particular row arbitraryly and depending on the particular language. 
Finally, if T contains 4 extreme points or more, then there is a context-free lan-
guage, C, for which there is no T-wrap h at all such that /¡(C) is ^-recognizable (Theo-
rem 14). 
3. The proofs of the results 
First, we give some appropriate notations and some basic statements concerning 
them which have been developed previously ([6], [7]). Essentially, the notions mention-
ed in section 2 are treated in a more systematical way and some of them will be rede-
fined or generalized. 
Let N={0, 1, 2, ...} denote the set of natural numbers. Let ¿ ( ¿ S i ) be a di-
mension, M a finite subset of Zd and A an alphabet. Then any function w:M—A is 
called a (d-dimensional) word (over the alphabet A) and M is called the support or 
domain of w, denoted as dom (w). The set of all ¿-dimensional words over alphabet A 
is denoted as (d, A)* and equals 
U AM. MgZd : card(M)-coo 
¿-dimensional words may be displaced and restricted: for any word A)* and 
any vector xeZd let the word the x-displacement of w, be defined by 
dom (wffix) := dom (w)+;t 
and 
(w©x) 00 := w{y—x) ( j€dom (w©x)). 
Instead of w© (— x) we write wQx, too. (Clearly, wffi ( * + j ) = ( > v © x ) ® j . ) For any 
word w with dom (w)=M and any subset N of M let w\N be the wellknown restric-
tion of w to N. Note that dom (W\N)=N. 
Given any template, T (2sca rd ( J ) < then we get, for k,k'eN with 
k^k' kT^k'T. This is proved in [7] using the strictly increasing (Euclidean) dia-
meter of the sets kT. Thus, (T, A)*, as defined in section 2, is the disjoint union of its 
constituting subsets AkT (kt N). 
Therefore, for any w€(T, A)*, the natural number k with w€AkT is uniquely 
determined and is denoted by D(w) or DT(w) and named: the (T-)diameter of w. 
Note that, because of 
(k+m)T = U x+mT (k,m£N), 
. . xgtT 
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for any word wi(T, A)*, any i with 0 a n d any x(JT, the word 
(w Q -x) | (D(W) - OT(= VVU+(D(w) - or © x) is also a word in (T, A)* (with diameter 
D(w)~i). Furthermore, let (T, A)+ be defined as the set {w/w£(T, A)* and DT(w)s= 1}. 
Now let us formalize the notion of T-recognition. A T-recognizing cellular 
automaton (Trca) A is a quintuple A = (T, A, Z,f F) where T is a template, Z is 
an alphabet, called the state alphabet, A(QZ) is another alphabet, called the input 
alphabet, f is some function / : Z T — Z and called the local transition function and 
F (QZ) is called the set of accepting states or, shortly, accepting set. Now, identi-
fying the set Z ( o i with state alphabet, Z, we may extend domain and range of / , 
w i d e n i n g / t o be a function f : (T, Z)+^(T, Z)* such that, for any w€(T, Z ) + 
dom(/ (w)) (D(w)~l)T 
with 
m ( x ) := /((w 9 x)|T) (*€(D(w) -1) T). 
(This is possible because of ( k + l ) T = U x + T (kiN).) Then, clearly, the x£kT 
function f*\ {T, A)*-^Z<°I(=Z), defined by 
/*(w>) :=/ D ( w ) (w ) (vv6 (T, A)*), 
is well defined. Now, given the T r c a A = ( T , A, Z , f , F) and the T—,4-language 
(T, A)*), we say that A T-recognizes L iff 
The T-A-language L(Q (T,A)*) is said to be T-recognizable iff there exist Z,f G 
such that the Trca A=(T, A, Z,f G) T-recognizes L. 
Now we give some basic notions and results concerning T-recognizability. Be-
cause of their importance within this section, we will cite them as explicit definitions 
and theorems. They are presented here as in [7]. 
Definition 1. Let A and Z be two (arbitrary) alphabets, T a template and g • 
some function g: (T, A)*^Z. Then let the function g : ( T , A ) + -*ZT be defined by 
!(w)(x) := g ( (w0x) | ( D ( w ) - i ) r ) {x£T, w£(T, A)+). 
Using this notion we get 
Theorem 2. The J-language L(Q (T, A)*) is T-recognizable iff there is an 
alphabet Z, a function g: ( T , A ) * — Z , a function / : Z r — Z and a subset F of Z 
such that 
Vw6(T, A)+: / ( f (w)) = g(w) 
and 
Vw<E(r, A)*: (w£L o g(w)€F) 
hold. 
Now we introduce a new notion of equivalence relation. 
Definition 3. Let A be an alphabet, T a template and L a T-A- language. Then, 
for any keN, any two words, w, w'e(T,A)* with D(w)sk and D(w')^k are 
40 J. Pecht 
said to be k—L-equivalent iff 
V/(0 == i ^ k): VxOT: ( (vvex) | ( D ( w )_ i ) r€Z (w'ex) | ( D (H,0-0 i -€£). 
Let Ek_L denote the number of equivalence classes the set {w/w£(T, A)* and 
£>(u')s/c} is divided into by this relation. 
With respect to L , two sequences of numbers turn out to be important: 
Definition 4. Let T be a template; then the sequences (¿4,t)*en and (e*,T)*€n 
are defined by 
dkiT := card(feJ) (fc£N) 
and 
ek,T •= 2 di.r f = ¿ c a r d O T ) ] (k£N). i = 0 v ¡ = 0 / 
Theorem 5. Let A be an alphabet, T a template and L a T—.¿-language. Then, 
generally, it holds 
Ek-L ^ 2K,t> (feeN). 
If Z, is T-recognizable, then it holds 
Ek.L s Cw*.t). (JkgN) 
for some appropriate positive constant C. 
The following theorem serves as a widely applicable general information com-
pression argument which is proved in full details in [7]. Essentially, it states the follow-
ing: 
. Let M and N be two disjoint subsets of kT and / an integer with O^i^k such 
that M—iTand N—¡Tare disjoint on (k—i)T. Moreover, let (wm n) be some family 
of words of AkT where m and n range over some index sets M and N respectively 
such that all vvm n are identical outside M U N , words with the same index m are 
identical on M and words with the same index n identical on N. Let L be a T— A-
language such that, for any pair ( « , n ) with n ^ n ' , there exists an m such that 
yvm n and wm n, are separated by L, then any Trca which T-recognizes L contains at 
least C states where 
Ccard((*-orn(AT-.T)) card (N). 
This is true because, after starting the Trca with a word wm n as input and run-
ning it exactly /-times, the information about the index n must be preserved in the 
field ( k — i ) T f ] (N—iT). For the area outside N—iTcan not be influenced from input 
information on N, the area inside (N-iT)f](k—i)T can not be influenced from in-
formation on M (about m) and information outside (k — i)T can not influence the 
deciding cell at origin within the remaining k—i steps. 
The theorem as presented below is a more applicable reformulation of this ele-
mentary fact, using the T-diameter k as running index and / as an additional free 
parameter which, in typical applications, is chosen as an appropriate function on k. 
Theorem 6. If the T-A-language L is T-recognizable, then there is a (positive) 
constant C such that the following assertion holds: 
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Let k£N, Mk and Nk two sets with Nk, MkQkT and MkC\Nk = 9, Mk and Nk 
two non empty finite sets of indices and (wkm „ ) n i N ^ m i M k a family of words such 
that 
Vm€Mfc: VneJV»: w«m,n(LAkT, (1) 
\/m£Mk: Vn, n'eNk: wkmf„lMk = wkm,n,¡Mk (2) 
\/n£Nk: Vm, m'€Mk: w*iB|Art = wkm,^Nk (3) 
Vn,n'£Nk: Vm,m'€Mk: wm_„|kT\(MkuNk) = wm',n-\kT\(MkuNk) (4) 
Vn,n'£Nk(n n'): 3m£Mk: wkmtn£L and or 
wkm,AL a n d < , » ' € £ • ' (5) 
Then we have, for any i (O^isk) for which additionally holds 
(Mk-iT)r\(Nk-iT)0,(k-i)T=Q, (6) 
the necessary inequality 
card (Ay c c a r d ( ( ^ - i T ) n ( k - i ) r ) . 
Because the topic of this paper is the treatment of ^-languages which are the T-wraps 
of some (conventional) string languages, we have to provide for some tools to con-
struct T-wraps or to compose complicated ones from simpler ones. To compose them 
it serves 
Notation 7. Let G be any set with the (partially defined) associative binary 
operation • and identity element X, let I be any finite set of indices with card ( / ) = « 
and let < be a total linear ordering of /. Then, for any family (g;).€r °f elements of 
G, we define the abbreviation , . 
2 & •= ¿ • g i l D g i 3 D •••Dgin 
tzi 
where / = {¡7|1 ¿ j S i i } and ,ia <t i2 i 3 . . . i„. 
Three such associative operations play some role, two of which are wellknown 
from automata theory and another one which is introduced in [6]. 
Definition 8. For any alphabet A let o denote the usual concatenation of words 
of A*; the empty word e serves as identity element. For any finite automaton (with 
input alphabet A) let a be the set of all its transition functions ap where p ranges 
over A*. Let o denote their product with ap^oap,=apop.. For any state of the 
finite automaton let s • ap denote the state assumed after p is input into the automaton 
starting with state s. Let d^l, M and N be two disjoint finite subsets of Zd and let 
us assume that h'\ M—{1, 2, ..., card (M)} and h"\ JV-{1, 2, ..., card (AQ} both 
are bijections, then we denote by h'Ah" the bijection h: MUN-*{1,2,... 
..., card (M)+card (AO} defined by * 
lh'(x) if x£M 
H <>X) : = {card (M) + h"(x) if xtN. 
Note that h\ 0—0 serves as identity element and that a is not commutative. 
( 
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The following theorem ([6], [8]) will deliver our T-wraps: 
Theorem 9. Let T be a template. Then there is an alphabet Q, a function 
g — 2 T x e ® and a family (Af*) f c £ N i 6 e of sets with 
Mk g kT (k€ N, 9 6 0 , (7) 
feT= U M* (*6N) (8) 
qiQ 
and 
M £ + 1 = U Jc + ^r4 ( k € N , g € 0 ) (9) 
where U means that all participating sets are disjoint. 
Using these notions and results we turn to prove our claims of section 2. 
Theorem 10. Let T—Md. (Then kT represents a cube with side length 2k +1 
and the origin as centre.) Let hd=(h^)ksB be some T-wrap such that hkd fills the cube 
kT row by row, where all rows are parallel to each other and the order within each 
row is strictly from left to right or right to left, but the order of rows may be chosen 
arbitrarily. Then there exists a regular language R t which can be chosen independently 
of d, such that, for any d^2, is not Af'-recognizable. 
Proof. Let A:={a, b, c} and consider the regular language R1=(ab+a)* • 
•(cb+c)*(ab+a)*. Now let d^2 be any dimension and T the ¿/-dimensional Moore 
template, Md. Furthermore, let h = Qik)kiN be any T-wrap where hk maps any two 
row neighbours onto two successive natural numbers. We claim that the T-A-
language L:=h(Rx) is not T-recognizable. To show this, we assume without loss of 
generality that any row of kT consists of the points (ni, n2> •••» n d - \ J ) . where —k^ 
^ j ^ k . Thus any row is entirely characterized by some row address n=(n1, n2, ... 
•••, nd-1) (ckM4'1). Let us call this row the n-row. 
Now let us assume that L is T-recognizable. Then we may apply Theorem 6. Let 
C be chosen such that the assertion cited in that theorem holds. Now take any k ^ 1 
and consider, for any two row-addresses n and m (^kMd~1), the word wkmtn(£AkT) 
defined by 
•b iff - ( k - l ) ^ x d * { k - l ) , 
f i f (xt,x2, ...,xi-1) = mAxd = -k 
or (x1,x2,...,xd^ = nhxd = k, 
i a else. 
wm, n > x2 > • • • , xd) '•— 
In short : the two sides of wjj,, „ which mark row ends (or row beginnings) are 
entirely filled with a's except the leftmost element of the m-row and the rightmost 
element of the «-row which, in turn, exhibit two c's. The residue of i.e., the 
entire space between these two sides, is filled with 6's. (For the case d = 3, this is 
visualized in Fig. 3.) 
Now, as one verifies easily, independently upon whether the rows are T-wrapped 
from left to right or from right to left and whether the wrapping direction alternates 
6 For any set M let 2M denote the set of all subsets of M. 
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filled with a's (except one) 
Fig.3 
The words tv£,,„ used in the proof of Theorem 10 (case d=3) 
between some rows or not and independently upon which row is wrapped first, 
which second and so on, the following holds: w*,„ is a word in L iff n~m, i.e.: 
iff the two exhibited c's are set vis-à-vis. Now, to continue applying Theorem 6, we 
set Af t:=(/tA/d"1)X{-A:}, Nk:=(kMd^)X{k} (i.e.: the left and right side of kT 
resp.) and Nk:=Mk:—kMi~1 (i.e.: Nk and Mk represent all possible row addresses 
in kT). We verify (1)—(5) step by step: Clearly, w*>nisan element of AkT (1). 
and differ not on Mk and and differ not upon Nk for arbitrary row 
addresses m,n,m' and n ((2), (3)). On kT\(Mk{JNk), all admitted words 
exhibit only b's (4). For two distinct row addresses n and n, set m = « ; then, clearly, 
wkmt„ is a member of L whereas is not (5). 
Now, let i:=k — 1. Then Mk — iT contains only points whose d{h coordinates 
are less than 0 and Nk — iT contains only points whose dth coordinates are greater 
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than 0. Thus (Mk-iT)C\(Nk-iT) = Q which, clearly, implies (Mk-iT)C\(Nk-iT)C) 
f l ( k — i ) T = 0 . Thus (6) is verified, too, and according to Theorem 6, we get (with 
Jfc-/=1) 
(2k +1)"-1 = card(/cM"-1) = c a r d ( ^ ) == c c a r d ( ( ^ - , T ) n r ) S C c a r d ( r ) = C(<,3) 
independently of k (A:Si). But for ¿ s 2 this is a contradiction. Thus, for such 
d's, L = fi(Rx) is not /-recognizable, which proves Theorem 10. • 
Theorem 11. For any dimension d and any template T(Q T f ) there is some 
T-wrap, hT, such that, for any regular language R, hT(R) is /-recognizable. 
Proof. Let A be an alphabet, R a regular language (QA*) and T(Q Zd) a 
template. We will derive a / -wrap which does not depend on R such that h(R) is 
/•-recognizable. To do this, we rely on Theorem 9 according to which there exists an 
alphabet Q, a function t: g - 2 T x Q and a family (M*)fc€N 9 g Q of sets with (7), (8) 
and (9). Because all unions encountered in Theorem 9 are disjoint, we can define a 
/ -wrap h = (hk)k6N in the following recursive way: 
First some notational simplification: for any finite subset U of Zd, a bijection 
u: t/—{1, 2, ..., card ({/)} and vector x<iZd let ( u©x) : ( C / + x ) - { l , 2, ... 
. , card (U+x)} (={1,2 , ..., card (t /)}) be defined by -
(wffix) (.y):=u(y-x) (y£U+x). 
Now, let hk: 2, ..., card (Mk)} be recursively defined by 
h*: 0 - 0 . i f Ml = 0 .(<760 
A»(0) = 1 if A T ° = { 0 } (q£Q) 
(note that { 0 } = 0 / = U M f \ and, for 
HQ 
hk+1 := hkr®x (k£N,q£Q) 
(*,r)£t(i) 
where -t is any (fixed) total ordering of TxQ (which does not vary with k). Now, 
let h": AT—{1, 2, ..., dk T} be defined by 
hk := -g hkq (k€ N) 
qiQ 
where < is some fixed total ordering of Q (not depending on k). Clearly, h=(hk)keN 
is a / -wrap. 
For two disjoint finite subsets M and N of Zd, two bijections m: M—{1,2, ... 
..., card (M)}, n: N—{1, 2, ..., card (AO} and two words w: M-*A, v: N^-A, 
let m(w) be.the word p = a 1 a 2 . . . a l ($A*) with / = c a r d ( M ) and a / . = w(m_1(_/)) 
(1 s j s l ) and n(v) defined similarly. Then we have for any word u: MUN-+A 
mAn(u) = in(u\M)on(u\N) 
and for any word iv: M-+A and any point xeZd 
m © x ( w © x ) = m(vv). 
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Using these notations we get 
F ( w ) = g A*(w|Ju) (A^N, w£AkT, qZQ) 
«6Q " 
and 
g ^ ( ( w e x ) 
The first formula is trivial, whereas the second one is derived in the following way: 
(x , r )6f(e) « (* , г )е«й) 
= & (hkr®x)(w\x+kTix+Mu) = £ ((^®*)(we*)Urii#f©*) = 
0,0€«<?) 
Now, let <7 be the finite semigroup of transition functions of some finite determi-
nistic automaton which recognizes the language R. Let J0 be its initial state and G 
its set of accepting states. As it is well known, we have R={p/piA* and 50-<7p€G}. 
Thus we get 
h (R) = {w/wf(T, A)* and so • <Т(Гч*))£ G). 
Now we apply Theorem 2 to show Г-recognizability of h(R). To do this, we 
choose Z:=aQ and function g:(T,A)*—Z such that 
g(w)(q) := a-k (fcfEN, w€AkT, q€Q). 
W } » 
Then we have for any &eN and weAkT: 
So-OfH«» = b - c , -k , = So . | = So- | g(w)(9). 
q •>) «ее 4 « eea 
Thus, we get 




where F(QZ) is defined to be 
F:={z/z£Z and s 0 . < z(?)CG}. —• « € Q 
Moreover, let / : Z r — Z be defined by 
/(»)(?):= § »MM {v£ZT,q€Q). 
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Then, we have for any k€N, any weA(k+1)T and any q€Q: 
g(w)(g) = (7(A*+i H 0 ) = ffr < ^((K.e^|A7.|Afk)) = i , V«we*>ljmMk>> = q " l(x,r)6<(9) 1 J (x.oeK,) fc/|Ai' 
= | i(w)(x)(r) = / ( ! ( w ) ) ( g ) . 
Thus, the entities Z, F, g and / fu l f i l l the conditions of Theorem 2 and, therefore, 
the /-recognizability of h(K) is shown. Because the construction of h has not depend-
ed on R, Theorem 11 is proved. • 
Theorem 12. There is a context-free language, C2 , with the following property: 
Let / b e any template with exactly 2 extreme points,7 ex and e2. Let hr = (hkT) be the 
/ -wrap such that hkT begins at point ke1, moves strictly toward ke2 and ends there 
(ke^ and ke2 are the extreme points of kT{k^0)). Then hT{C2) is not /-recog-
nizable. 
Proof. Let / be a template with exactly two extreme points. We will give some 
context-free language C2 such that any / -wrap, h, beginning with the one extreme 
point of kT and moving strictly toward the other one yields a non-/-recognizable 
/-language. Without loss of generality we may assume that O e / and, therefore, 
that TQZ. Moreover, let 0 be the left extreme point of / , i.e.: we take T= 
{0=*! , x2 , ..., xs=m) with x ! < x 2 < x 3 < . . . < x s . Furthermore, let us assume that 
g c d ( x 2 , x 3 , ..., xs) = l8 . (These restrictions are without loss of generality, because 
they correspond to certain afiine transformations.) Then, according to [5], there 
exist two natural numbers, 1 and r, such that for all k^k0 (k 0 :=m 2 - s ) it holds 
kT=MU[l, km-r]D(km-M) (10) 
where MQ [0, 1—2], Af g [ 0 , r—2] and [i,j] denotes the set of all integers between 
and including i and j. 
Now, define the context-free language C2 (g/4* with A = {a, b, c, d, §}) by 
C2 := U aa'Ua, b, c, df ca'db^ia, b, c, d)*§Vb. 
i . j i N 
Because C2 is quasi-symmetric we restrict our considerations to / -wraps h f rom left 
to right. In the sequel let, for any word ptA*, p denote h{p) (if it is defined for that 
p). The proof that h (C2) is not /-recognizable is carried out using Theorem 5. 
7 For the reader who is not familiar with convex sets we recapitulate the notion of convex 
hulls and extreme points: Let R denote the set of all real numbers and Ra the set of all ¿/-tuples 
of real numbers. For any finite, not empty set MQ Zd ( £ Rd) let M denote the convex hull of M, 
defined by 
lH:={^yiMay-yl0^aym l(y^M) and Z,iMay = 1}. 
A point x£M is called an extreme point of M if any representation x = £yiMay-y with 
(y£M) and £yiMay = l implies ax = 1 and ay = Q(y^x). It is matter of triviality that 
a point e is an extreme point of template Tiff ke is an extreme point of kT (k Si). 
8 gcd = greatest common divisor. 
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In order to do this, set Nk:={(i,j)/0^i,j^k} (keN). For any kzN and any 
function / : N 2 —{0, 1} let w} denote the word 
w}:=aak§( g u)(uk)§ bkb 
where 
i c a ' d b J c iff f ( i , j ) = 1 
cc iff f ( i , j ) = 0 i l ' j ) e N k 
and Uf is chosen as. a sequence of c's such that w} fits into some KT (e.g.: the next 
smallest) with (K—k)^k0 (K=K(k,f)); let < be any fixed total ordering of 
set N2. 
For any ki N with /COT ̂  max (/, r), we represent the words wjkm as 
wfm = aa2km § q f m § b2km b 
where qjkm is appropriately chosen from A*. Then, for any i (O^i^k) and any 
xi.iT (which implies O ^ x ^ i m ) , the word ¡¡xw'fkm, defined by 
¡¡xw}km := ( H f m 9 * U w f m ) _ o r ) , 
has the form 
ixW2km = aaF(k,i,x)§q2km§bG(.k,i,x)b 
where 
F(k, i, x) = 2km—x 
and 
G(k, i, x) = 2km — {im—x) = (2k-i)m-\-x. 
(For an illustration see Fig. 4; note that we have K—i^k0 (K=K(2km,f)) 
which,,in turn, implies that ¡,xwjkm has domain MU[l, (K~i)m — r]iJ(K—i)m — M. 
Thus, i,xWfkm is taken from wjkm by only removing x a's from left and im—x Vs 
from right.) 
Thus, we have itXw}km<íh(C¿ iff «zF ( M ' x ) db^-'-^c is contained in qfm 
which, in turn, holds iff f(F(k,i,x), G(k,i, x))= 1. Therefore, for any two func-
tions / , / ' : N2—{0,1} which differ on at least one point of {(F(/c, i, x), G(k, i, x))/ 
/0S/a/c, x€iT} (=:Rk), we get that wjkm and wf!m are not k — h(C2)-equivalent. 
Now, clearly, xiiT, and x' fJ'T with (/', x)^{i\ x') implies that 
(F(k, i, x), G(k, i, x))^(F(k, i', x'), G(k, i', x')) which, in turn, yields card (Rk) = 
=card ({(/, x)/0^i^k, xtiT}). Therefore we get at least 2(<w> k-fi(C2)-equiv-
alence classes. Furthermore, from (10) we get that dkyT equals asymptotically km 
and e k j r equals asymptotically fe2m/2. Thus Ek-f¡(c¿ cannot be bounded by any 
C(dx, T> which proves our claim that h(C2) cannot be T-recognized. • 
Theorem 13. There is a context-free language, C3, with the following property: 
Let T be any template with exactly 3 extreme points, ex, e2 and es. (This implies that 
kT has also exactly 3 extreme points, namely kex, ke2 and ke3.) Let h=(hk)km0 be 
any T-wrap such that hk begins with the (possibly sparsely filled) "line" kex-*ke2, 
fills that row completely (in any order), moves then to the next parallel row, fills 
•U oo 
word (̂ ""ffij; 
( H+* 
{K-l)T+x 








. b b b b b b b b 
H r— (K-l)m 
a a a § tf- § 
•K-K-K-K-K-K-K-K-K* 
* -¿-K <<«' >> > >> >> 
>> >• * » * 
* -K -K • -K * 
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S «F 5 • 
> » * >• * * > 
> * >-
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Fig-4 
Illustration of the words wf"' and ( 0 x £ i T (=>0^xskm)). Note that 
(K-i)T+x<gKT and K=K(2kmJ'). (>*...M-): possible pattern of set M{-M) 
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Fig. 5 
Illustration to help understanding the 7"-wraps mentioned in Theorem 13 (for some 
2-dimensional template T with exactly 3 extreme points eu e2 and e3) 
this row (in any order), goes then to the next row etc. until it reaches the third extreme 
point, ke3 (sc. Fig. 5). Then /¡(C3) is not /-recognizable. 
Proof. Lét / g Zd be a neighbourhood template with exactly 3 extreme points 
ely e2 and e3. Let h = (hk)k^N be a / -wrap as described in Theorem 13. We will show 
that, for the context-free language C3:={w/wi{0, 1}* and W=H>r}, i.e.: the set of 
all palindromes over alphabet ^ = {0, 1}, h(C3) is not /-recognizable. 
To pursue the proof we assume that ft(C3) is /-recognizable and apply Theorem 
6 to get a contradiction. Without loss of generality we may presuppose that the ori-
gin 0 is one of the extreme points, e3, say, and that dimension d=2. As one easily 
verifies, we get that 0, ke1 and ke2 are the (only) extreme points of kT and 
kT g {0, kelt ke2}. (11) 
Now we look for entities which fulfill the conditions of Theorem 6. For any kí N, 
0 S j ^ k , we define the sets Nk, MkJ and Mk and the number R in the following way: 
Nk := {keu ke2}f)kT, 
MkJ := {0,jei,je2}nkT 
(12) 
Jc := min {j/0 ^ j r ^ k , card (Mk J ) s card (Nk)} 
Mk := 
Clearly, Nk and Mk are subsets of kT (k€N). Because Nk contains at least the 
points je1+(k—j)e2 (O^j^k) which are all different and because {kel5 ke2} con-
tains at most k\(e1—e2)2+1 elements of Zd there is a positive constant C1 such that 
k + 1 ^card(A^) s= Q-k (kg 1). 
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On the other hand, Mkj contains at least the points 0 + i1e1 + i2e2 (0 ̂ z \ , z ' 2s j , 
z'i + zs^y) which are all different. Thus, 
card (Mk>J) ^ j2/2 (0 g j s k). 
Therefore we get k= k | which implies that there is a constant C2 with 
U ^ C 2 f k (fc s 1). (13) 
Particularly, this means that there is a such that k>Jc (&s/c„). 
Now, for k^k0, set i(=i(k)):=k~Jc— 1. Then we have 
( N k - i T ) f ] ( k - / ) T Q { ( C + l ) ^ , (fc > /c0) (14) 
and 
(M* - zT) fl (JVt - zT) fl (A: - /) T = 0 (/c > k0). (15) 
This is shown in the following way: Obviously, according to (11) and (12), we have 
(for k > k 0 ) 
(Nk-iT)C\(k-i)TQ — {0, iei, z'e2})D {0, ( / c - / ) ^ , (/c-z)e2}. 
Furthermore, any element x of the right set has two representations 
x=a1ke1 + a2ke2—b1ie1—b2ie2 and x = c^k — i) e1 + c2(k — i) e2 with Q = ax, a2, Z>l5 
b2,c1,c2^\ a n d a\=a1+a2=\, 0^b'.=b1+b2^\ a n d O ^ c ^ ^ - f c ^ 1. Be-
cause e! and e2 are linearly independent, we have (a1k — b1 ¡) = c5 (k — i) and 
(a2k—b2i) = c2(k — i) and, summing up both sides, k—bi=c(k — i). Evaluating z 
yields (1 — b)k+b(U+ l) = c (£+1) . Because E+l^k, this is possible only if 
c & l , which yields c1 + c2 = 1 and shows that x is a member of the right set of (14). 
Because k — i=lc+1, (14) is proved. 
To prove (15) we use (14): Let xiMk—iT; then, using (11) and (12), we get 
that x is a member of {0, , ke2} — {0, ie1, ie2), too and, therefore, has representation 
x=a1He1+a2Jie2—b1ie2—b2ie2 with O^fl j , a2, b1} ¿>2—1> O s a ^ a j + f l g s 1 and 
O^b^^+b^l. Because el and e2 are linearly independent, we get, evaluating z, 
that x = d1(R+ l)e1 + d2(1c + l)e2 where dj= (ctjlc—bj(k—R —1)),(£+1) are unique-
ly determined (J=l,2). Now we have dx+d2= ((a+b)k+b(\ — Ar))/(ic+1) = 
= b+aR/(J< + ])—bk/(ii+l)saU/(U+\)'^l (because Thus x i s not a member 
of {(£ + l)elt ( /c+l)e2} and, because of (14), not a member of (Nk-iT)C\(k~i)T. 
This proves (15). 
Furthermore, because of Mk Q {0, ke1, ice2}, Nk Q {ke1, ke2}, el and e2 linearly 
independent and k>Jc for k > k 0 we conclude that 
MkC\Ni = & (k > k0). 
Now, for any k>k0 and any word pi A* of length card (kT), fi(p) is constructed 
by filling Nk with the first card (Nk) symbols of p and filling Mk with the last card (Mk) 
card (Nk)) symbols of p. Let gk: Nk->-Mk be defined by 
gk(x) = x' iff hk(x) = card (kT)-hk(x') + \ (k>k0,x£Nk). 
Clearly, gk is injective. (Informally, for any xiNk, if the first j'h symbol of p is plac-
ed at point x, then the last jbt symbol is placed'at gk(x) ( l ^ / ' S c a r d (A^)).) 
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Let Mk and Nk denote the set of all functions n: Nk — {0, 1} or m: (0, 1}, 
resp. Furthermore, for any k>k0, any m£Mk and ntNk define the word wkm „ 
(€{0, l f r ) as follows: 
K,n\N* •= » 
K,n\Mk •= m 
W m , n | f c r \ ( M k U N k ) • = 
Thus we have from the construction of that (1)—(4) are fulfilled. Now, w*iB 
is an element of /¡(C3) iff n(x)=m(gk(x)) for all xeNk and w|Mk\9|i(jv ) = 0. 
Therefore, for any two n,n'€Nk with n^n choose m^Mk such that m(gk(x))= 
=n(x) for xt.Nk and m\Mk\gk(Nk) = 0. Then, clearly, we have 
wkm,na(Cs) and w*,„,<t h{C3) 
which establishes (5). Moreover, setting i=i(k):=k—k — 1, we have 
and (15) which resembles (6). 
Because we have assumed that h(C3) is /-recognizable, Theorem 6 allows us to 
conclude that there is some constant C which does not depend on k such that 
card (Nk) si c c a r d «^- ' T ) n ( f c - i > r > (k > k0). 
Clearly, card (Nk)^2k+1. On the other hand, because of (14) we have " _ _ _ _ _ (13) 
card ((Nk—iT)(~)(k — i ) / ) ̂  (£ +1) 1 S C'2fk (with appropriate constant 
C'2). Thus, we would get 
which, clearly, is impossible. This proves that h(C3) is not /-recognizable. • 
Theorem 14. There is a context-free language, C4, such that, for any dimension 
d and any template / ( g zd) which contains more than 3 extreme points, there is 
no / -wrap at all such that h(C3) is /-recognizable. 
Proof. Let / be a neighbourhood template with 4 or more extreme points and 
h=(hk)ki N be any /-wrap. We will show that, for the context-free language C4 
which contains all words p over the alphabet A = {a, b, c} which exhibit (any num-
ber of c's and) exactly as many b's as tf's, the language /¡(C4) is not /-recognizable. 
To carry out the proof, we assume that /¡(Q) is /-recognizable and apply Theo-
rem 6 to get a contradiction. 
Let E={e1, e2, e3, ..., en) ( n s 4 ) be the set of all extreme points of / . Then, 
clearly, {ke1, ke2, ..., ke„) is the set of all extreme points of kT (ki N). Furthermore, 
we can choose two pairs of extreme points (e^, e2) and (e3, e4), say, such that e2} 
and {e3, e4} constitute disjoint extreme edges of / , i.e.: for any point x({elt e2} 
and any representation x=IyiTay- y with 1 (y£T) and IyiTay=\ we 
get ay—0 (y$ {ely e2}) and for any point xe{e3, <?4} and any representation x= 
= EyiTay-y (with (ytT) and I y i T a y = l ) we get ay=0 (y$ {e3, e4}). 
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Moreover, e2}f]{e3, e4} = 0. This implies that {Ae1; ke2} and {ke3, ke4) are the 
corresponding (disjoint) extreme edges of A7"(As l ) B . 
Now for any A s l , O^j^k let yk'-=je1 + (k—j)e2 and x):= je3 + (k—j)e4. 
Clearly, x), ykikT and all points xk and y), are different. Let Nk:= 
and Mk:={x)/0^j^k}. Set Mk:=Nk:— {0, 1, ..., A:} and for m€Mk, ntNk 
define wkm,n (eAkT) by 
{ a if 0 ^ y < m 
c if m ^ j ^ k 
f b if 0 7Sj < n 
W%,n\kT\(NkUMk) •= C-
Thus wkmy„ depends on n only at Nk and on m only at Mk which implies condi-
tions (1)—(4) of Theorem 6. Furthermore, for n,n'eNk with n^n', we get 
wn, M (C4) whereas w* „. $/i(C4) because in any word w*>n the number of occur-
ring a's differs from the number of occurring 6's by exactly \m — n\. Hence, (5) is 
fulfilled, too. 
Now, let i(=i(k):=k-1) ( A s 1 (!)). We have to ensure that 
(Nk-iT)f)(Mk-iT)f]T = d. (16) 
This is true, because otherwise there would exist a point x 6 T with representations 
x ^ + i k - f i e ^ I ^ j l y y ( 0 / , € N , Iyirly=k-1) 
and 
x=j'e3+(k-f)e4-IyiTl'y-y (0^ /=sA, l'y€N, IyiTl'y=k-1). 
; k — j 
This fact would imply that (x+IyiTly-y)/k =-¡-e^ — e2 (€{<?!, e2} and 
j' k—j' 
(x + Zy(LT^-y)/k=-£ e3-{ £—<?4 (6{e3,e4}). However, because {e1, e2j and 
{e3, <?4} are extreme edges of T, we might conclude that xi{e1,e2} and 
x€{e3,e4}, which, obviously, is a contradiction to the assumption that these two 
extreme edges are disjoint. Thus, (16) and therefore (6) is fulfilled ( A s l ) . 
Theorem 6 tells us that, in this case, there is a constant C such that card (Nk) ^ 
£Ccard((/vk-iT)n(t-or)^slj i=i(k)=k — l). However, card (Nk) = k+1 where-
as card ((Nk—iT)f](k—/)r)^card (T). Therefore the inequality just now men-
tioned can not be true. Thus ft(C4) is not /-recognizable. • 
4. Conclusion and summary 
Using new notions of (¿-dimensional) languages and their recognition which 
seem to be more adequate to the phenomena occuring in ¿-dimensional cellular auto-
mata, we could generalize and improve the results of Seiferas [12] concerning the 
recognition speed of regular languages, in such structures. Smith [11] raised the ques-
8 TKis is an elementary fact which is easily proved using basic properties of convex set (cp. 
[4i). • : ; 
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tion whether contextfree languages, inscribed in a "natural" way into one-dimension-
al cellular automata, can be recognized in real-time or not. In our sense, this ques-
tion is answered in the negative in a special case of dimension one as well as in a very 
general way for arbitrary dimensions (i/> 1). Thus we have found a further property, 
in which regular languages differ essentially from context-free ones. 
Acknowledgements. The author would like to thank Prof. Dr. R. Vollmar and 
W. O. Hôllerer for many stimulating discussions about the topic as well as about 
editorial questions. Thanks also to Dr. Brandenburg for editorial remarks. 
Abstract 
This is a new approach to recognize formal languages by deterministic ¿/-dimensional off-
line cellular automata. It allows to exploit the parallelism inherent in such devices in a higher 
rate than this is done by two other approaches already known. Although the proposed notion of 
recognition turns out to be the strongest one known to date, the known results concerning real-
time recognition of regular languages can be improved (for all dimensions). On the other hand, 
the strength of this notion allows us to show — under some very general assumptions -— the non-
recognizability of context-free languages in real-time (for all dimensions). 
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Locally synchronous cellular automata 
By I. WACHSMUTH 
1. Cellular automaton and the synchronization problem* 
The concept of cellular automaton was evolved by John von Neumann when he 
dealt with questions concerning the capabilities of machines, in particular the feasi-
bility of a mechanical self-reproduction [6], see also [2]. A cellular automaton is a 
"macro automaton" or "polyautomaton" composed in a uniform manner out of a 
not a priori bounded number of "micro automata" called cells. These are practically 
thought of as being arranged at the integer lattice points of the Euclidian plane (or 
in general the Euclidian «-space). The cells are interconnected in a uniform local 
scheme called the neighbourhood connection, and the cells directly connected to a given 
cell are called its neighbours. Each of the cells can be in one of a finite number of states 
which can be changed at certain times. The next state of a cell depends on its actual 
state and those of its neighbours. This dependency is described by a finite set of local 
transition rules which is assumed to be the same for each individual cell. 
A cellular automaton is thus characterized by a tupel Z = ( Z 2 , N, Q, I ) where 
Z2 is the universe, N is the neighbourhood set given by a finite number of vectors, Q 
is the finite set of cell states having at least two elements, and I is the finite set of 
local rules. The basic idea is that in the simultaneous interplay "the whole is more 
than the sum of the parts", as was shown, for example, in universal computation, 
self-reproduction (of patterns figured by cell states), pattern recognition and -trans-
formation. An essential topic which seems to be considered still in its first steps is 
parallel computing, particularly with regard to so-called myopic algorithms, the 
elementary operations of which take reference only to bounded, well-defined subsets 
of data, for example cellular algorithms as introduced by LEGENDI [4]. 
Such formal computation procedures can be conceived as deductions in a special 
type of a "more-dimensional" substitution calculus which in the following shall be 
called cellular calculus: The alphabet consists of the cells' states symbols, the dimen-
sion being given by the underlying space which can be thought of as a frame set of 
* To avoid confusion it should be mentioned that quite a different type of "synchronization 
problems" is known in the literature such as the "firing squad synchronization problem" intro-
duced by John Myhill. 
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symbol fields, and the basic substitution rules are given by the local transition rules. 
In the von Neumann two-dimensional cellular automaton and related cases with 
neighbourhood set {(0, 0), (1, 0), (0, - 1 ) , ( - 1 , 0), (0, 1)} these rules are of the follow-
ing normed shape ( a , b , c , d , e , a f denote state symbols): 
e 
d a b 
c 
The cellular calculus operates on two-dimensional words over the state symbol 
alphabet which are called patterns. To determine the manner of rule application 
designating a deduction step in the calculus, the specification of a meta rule is needed: 
Here in the von Neumann concept, in each single step, the simultaneous substitution 
of the whole set of rule-shaped subwords is considered, according to the basic sub-
stitution rules. Wherever at adjacent symbol fields the rule premises are overlapping 
they must refer mutually to the state symbols given before application of a substitu-
tion rule, i.e., 
e h 
d a b f comes up to a' b' 
c g 
by the rules 
e 
d a b 
c 
Cellular calculus and cellular automaton can be regarded as being in the rela-
tionship "rules of a game" versus "game"; and to perform an adequate execution 
(according to the meta and basic rules — throughout this paper the term "adequate" 
shall be fixed for this notation) of the "game" by the automaton, it is a usual assump-
tion that a global clock gives rise to a synchronous switching of state transitions of all 
automata cells. From this synchronity assumption an organization problem arises 
which is here referred to as the synchronization problem: synchronizing a not a priori 
bounded number of cells, for a cellular automaton has to be considered as an un-
bounded, potentially infinite automaton (for detail see [9]). 
Physically motivated objections against such a synchronity assumption led to 
the development of so-called asynchronous cellular automata introduced by NAKA-
MURA [5], PRIESE [7] and GOLZE [3], where besides other things, put briefly, the meta 
rule of the underlying calculus is changed: The simultaneous application of the basic 
rules (and thereby the "grade of parallelism") is more or less restricted. A synchro-
nization problem as in the case of a "simultaneous cellular calculus" does not appear 
in these cases, see [8]. 
The approach we take in this paper is shown in the following questions. 
— Cannot the original concept of simultaneous cellular calculus as a model for 
highly parallel information processing be kept, and the execution of such a calculus 
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by a cellular automaton be organized in such a manner that, for building a synchro-
nization scheme, no reference to the whole number of cells is required? 
— Can a cellular calculus in the sense of John von Neumann be executed in an 
adequate manner only by a synchronous automaton? 
In other words: 
— Is the sufficient condition of synchronity also necessary ? 
In the following paragraphs firstly a weaker assumption of "local synchronity" 
will be introduced and discussed and, secondly, a scheme will be designed which 
could lead to a "locally synchronous performance" of a cellular automaton by which 
a simultaneous cellular calculus can be adequately executed. 
2. Synchronous and locally synchronous working 
The main difference between regarding a calculus as an ideal system, and an 
automaton executing that calculus, seen as a physical device, is that the latter does 
while the former does not submit to certain physical restrictions; so that in the auto-
maton case we have to consider physical limitations such as bounded signal velocity, 
delay, and bounded exactness of properties of materials — from this point the dis-
cussion of asynchronous automata has arisen. 
Let us assume that clock signals are used each to initiate one deduction step in 
a simultaneous cellular calculus being executed by an appropriate cellular automaton. 
If accepted that signal transmission cannot instantaneously reach cells in a certain 
spatial distance from the signal outspring there arises at once the problem, of time: 
— At what time will a state transition of a given cell be initiated? 
— Are all cells reached by the signal in a time interval small enough to perform 
an adequate execution of one deduction step as indicated above? 
— At what delay after initiating the execution of one deduction step could the 
execution of another step be initiated? 
All these problems are ignored when considering a discrete time scale t by 
saying, as is usual, that time passes by in discrete steps i j — ; each time a 
time step has elapsed each cell must have executed one state transition. From this it 
is possible to consider the configuration (whole or global state) c of a cellular automa-
ton which is simply defined by the infinite cartesian product of all cell states and can 
be formally denoted by a mapping c: Z2-»j2, where Q is the set of state symbols. 
Furthermore, a global transformation Z — corresponding to a deduction step 
in the calculus given by the simultaneous application of the local rules in I to all 
neighbourhood-shaped patterns — can be considered which leads from a given con-
figuration c to one out of a finite set of possible successor configurations, c'. If the 
rule set I is deterministic which means that no two rules with identical premises lead-
ing to different conclusions exist, I can be thought of as a global transition function. 
Having the concept of "configuration", and supposing that a synchronous state 
transition switching of all cells of a cellular automaton is given, it is possible to say 
that each time a time step has elapsed the cellular automaton has changed its global 
state (configuration) once; and a "run" of a cellular automaton is seen as a sequence 
of configurations, starting from an initial configuration. 
As seen from this, however, a concept of synchronity is needed when speaking 
of a configuration and a global transition of a cellular automaton. To discuss such 
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a concept in relation to the above restrictions, we now introduce a continuous time 
scale to be thought of as an observation time. This refinement of the point of view 
will be seen later as an intermediate step towards the tool of explaining a locally 
synchronous performance. 
Let us consider a totally ordered time scale / = ( R , s , ij), bounded from below 
and referring to the point of signal source, say the origin of Z2. We call instants the 
elements of / and durations the lengths of intervals out of / . We denote the lattice 
points by a, /?, y, ,.., thinking of them as being the cells. At certain instants t1, t2, t3, ... 
clock signals Tj, T2, T3, ... shall be propagated from the origin. 
We write (tk) to fix the time-spatial event that at cell a (a€Z 2 ) at time tk 
(tl £ / ) a unique clock pulse appears initiating a A-th state transition of a, assuming 
that, at this time, a is in a well-defined state q (qzQ). We shall refer to an event ( t f ) 
as the fc-th clock pulse at a. 
As indicated above, there may be objections when assuming that an unbounded 
number of cells could be synchronized while this would be certainly possible for any 
given fixed number of cells. Furthermore, an absolutely synchronous cell state switch-
ing would not be possible in a physical device and therefore a small amount of 
phase variations not leading to mishaps should be admissible. From that it is carried 
out the following definition. 
Definition 1. A finite set of clock-pulsed cells is said to be synchronously 
working, if for any given clock signal Tk, in the whole set of cells the pairwise dif-
ference in time of A-th clock pulses of cells is at most £ s.t. 
(i) the correct execution of local transitions is not affected, 
(ii) e is not exceeded after an arbitrary number of clock steps. 
Since it will take a nonzero but bounded duration s until the state transition of 
any given cell is executed, say 
0 < smin ^ s ^ smaI < °o (1) 
in all cases, the minimum signal distance in a synchronously working cellular auto-
maton, leading with certainty to a one-to-one execution of each global transition by 
reason of one signal, is given by 
(2) 
In opposition to this, synchronity of clock pulse events would usually be defined, as an 
equivalence relation, in the following way. 
Definition 2. Two events ( t f ) and {if), where tk, if € ¿, are said to be syn-
chronous iff t%=t? . To denote that these two events are in the synchronity relation we 
shall write ( t f ) syn ( t f ) . 
Surely, in a synchronously working set of cells, if (t£) syn ( t f ) then k=l. Con-
sider, for the moment, the case that all cells of an unbounded cellular automaton Z 
undergo synchronous state transitions by reason of clock pulses occurring synchro-
nously at each individual cell, without discussion whether or not this is possible. In 
this case, for a given k, and with 0 denoting the origin of Z2 , the set (a|(i£) syn (tl)} 
consists of the whole set of cells of Z and thus at time tl a well-defined configuration 
of Z, resp. the initiation of the fc-th global transition of Z, can be considered (k= 
= 1,2, 3, ...). 
J 
4 
Locally synchronous cellular automata 59. 
The relation between the continuous time scale / = ( R , fj) and a discrete 
time scale / is worked out in the following. Denote the times of input of clock signals 
7i, T2, ... at the origin 0 of a cellular automaton Z by t°, t\, ..., and the events aris-
ing from this by <i?>, ... . Regarding (2), let, for all k, 
Thus, if two clock pulse events are synchronous, they are in particular localized 
within the same time interval [/", /¡J+1) out of Let t1 = t'l. We can now define a 
discrete time scale by a totally ordered set of instants which is bounded from below: 
^ = ({^ieN, —»if)-
Now, when saying that time passes by in steps ij—tl—..., we can assume that each 
time a time step has elapsed Z has once changed its global state. Because of the syn-
chronity of tk, for all a, we could instead consider c N as set of instants, for any a; 
indeed, the simultaneous consideration of all tk, afZ2, given by the equivalence 
relation of synchronity, leads to a globally applicable discrete time concept. 
We now return to the questions formulated in the first paragraph and firstly 
look at the necessity of synchronity for adequate execution of a simultaneous cellular 
calculus. 
In a synchronous cellular automaton, at any individual global transition there 
takes place only a local information processing at each cell, namely, the state of a 
cell is requested by its finite number of neighbouring cells for their computation of a 
successor cell state, and vice versa. Only by way of a state changing, can inputs to 
the cell effect its output which will, however, be only requested by the neighbours at 
the next global transition. (We agree that cells are Moore-type automata; if consid-
ering non-deterministic rule sets I , this case can easily be generalized, see [8].) 
Hence, the eifect of the information processing of an individual cell during a global 
transition is restricted to the region of neighbourhood of the cell. Thus, for the cor-
rect execution of the state transitions of each cell, it is only necessary that every two 
neighbouring cells work synchronously. This leads us to the following definition. 
\ 
Definition 3. A set of clock-pulsed cells is said to be locally synchronously 
working, if for any given clock signal Tk, the pairwise difference in time of fc-th clock 
pulses of neighbouring cells is at most e s.t. 
(i) the correct execution of local transitions is not affected, 
(ii) e is not exceeded after an arbitrary number of clock steps. 
Obviously, synchronous working includes locally synchronous working, the 
opposite of which is not true since, for example, three adjacent cells working locally 
synchronously allow the clock pulses of the outer cells to differ in time by 2S. Thus 
locally synchronous working is a weaker concept than synchronous working of a set 
of cells, and note that a reference to a boundation of the number of cells is not re-
quired in this case. 
As it is easy to see, in a cellular automaton Z working locally synchronously 
the same successor cell states are (or, in case of an indeterministic rule set, could be) 
generated as when working synchronously. That means, if it is assumed that all cells 
have had one but not more clock pulses and have finished execution of the induced 
state transition, in each case the same result would (resp. could) be obtained, namely, 
the result of one deduction step in the basing cellular calculus. 
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To get an adequate execution of a simultaneous cellular calculus by way of a 
locally synchronous performance, it must be guaranteed that by each command to 
the automaton to execute one deduction step each cell will perform, at some time, 
one and only one corresponding state transition whereby neighbouring cells do this 
synchronously. Again, this gives rise to an organization problem: to achieve such a 
locally synchronous performance. It appears that two subproblems are to be solved: 
(PI) How to perform the adequate execution of one individual deduction step? 
(P2) If (PI) is solved, how to proceed on sequences of deduction steps? 
3. The concept of /-net 
For the solution of these problems we now introduce an organization scheme 
called T-net. A /-net is a device to be added to a cellular automaton to effect an 
appropriate distribution of clock signals such that a locally synchronous working can 
be performed. It consists of uniform type components which are thought to be in-
tegrated each to one automaton cell and hence allow the building-up of the automaton 
simply by the proper arranging of the cells and interconnecting them neighbour-to-
neighbour. Thus an automaton in realization can be extended, including the organi-
zation scheme, by simply subjoining the required number of cells. 
Signal transmission in a T-net will intentionally be considered as a propagation 
in a plane lattice such that each lattice point will receive exactly one signal offspring. 
Since in a physical device a loss of energy has to be supposed it is assumed that a 
signal regeneration occurs in the' T-net components. The delay arising between the 
appearance of the signal (as a clock pulse) at a given cell and its neighbours is consid-
ered as being small enough to allow proper working of the cells, according to defi-
nition 3. 
A T-net component is an automata network able to handle a number of clock 
pulses running in parallel. For the description of this, first a special type of automa-
ton is needed. 
An asynchronous parallel automaton (APA) A is a system A=(SA, IA, OA, RA) 
of pairwise disjoint finite sets SA,IA, and 0A, and a subset RA of (SAX/i(IA))X 
X (SAX/I(0A)) where / i ( M ) denotes the set of all subsets of a given set M. The ele-
ments of SA,IA, and Oa are called states, inputs resp. outputs of A. RA is called the 
transition relation of A. 
This concept was introduced by PRIESE [7]. It allows the description of the be-
haviour of automata under the simultaneous occurrence of several inputs or outputs, 
indeterminacy, and, in addition, the feasibility of state transitions independent of 
inputs or outputs. Concerning the sets IA and 0A, note that, instead of considering 
distinct input and output signals on one channel, it is here assumed that one type of 
signals appears at distinct channels. Thus we shall call the elements of IA and 0A 
input resp. output places or likewise entrances resp. exits. Since the sets are disjoint 
no confusion will arise. An APA can hence be named a directed automaton. 
An APA network, shortly net, is simply the result of any junction of several APA 
in such a way that in no case is one output place connected to more than one input 
place, and vice versa. Input and output places remaining inconnected in such a 
process will be called input resp. output places of the net. Again, the junction of nets 
in the indicated way gives a net. We will imagine in the sequel that signals are very 
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short pulses distinct from a quiescent state which are "running along wires through 
the net". 
A T-net component is figured out of four types of APA called K, A, P, J. The 
elements of their relations are given by transitions 
0 , {¡i, ..., ij}) - 0 ' , {<Ti, ..., <T„}) 
to be read as follows: "in state s under input at places z'1; ..., ij go over to state s' 
under output at ..., ok". 
The module K gets the symbol 
2 .JU, 
and is defined by 
K := ({0}, {1, 2}, {3}, RK) 
Rk := {(0, {1}) - (0, {3}), (0, {2}) - (0, {3}), (0, {1, 2}) - (0, {3})} 
which means that signal inputs appearing at place 1 or 2 will come out at place 3; 
if two inputs synchronously Jappear at 1 and 2 a "united" output signal will appear 
at place 3. 
The module A gets the symbol 
» - I 
and is defined by 
A := ({0,} {1}, 0, {(0, {1}) - (0, 0)}). 
It describes the total absorbing of signals. 






and is defined by 
P := ({0}, {1}, {2, 3, 4, 5, 6}, {(0, {1}) - (0, {2, 3, 4, 5, 6})}). 
A signal input at 1 generates five parallel outputs. 
The behaviour of the following "pulse injecting" module / depends on its inter-
nal state. I gets the symbol 
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and is defined by 
I := ({/, h, t, l}, {1, 2}, {3, 4}, R,) 
Ri := {(i, {1}) - 0 , {4}), (t, {1}) - (t, {4}), (t, 0) - (h, {3}), 
(t, {1}) - (h, {3, 4}), (h, {1}) - (h, {4}), (h, {2}) - (J, {4}), 0, 0) - (/, 0)} 
/ h a s two stable states, / and h, and two unstable states, t and J. At the moment 
when I reaches state h ("high") a newly created signal is put out at 3; causal for a 
switching from / to h, and hence for this output, is an input signal reaching the module 
in state /. For the duration of this switching a "transition state", denoted by t (resp. 
J for the switching from h to /), is considered1; in the relational description it is 
expressed that h can be reached, not influenced by an occurence of further inputs at 1. 
State-input combinations not listed above will not appear in the nets considered in 
the sequel. 
The indeterministic description of the /-module contains the stated behaviour 
only in principle in the first instance. To make sure that it will actually happen within 
a given time period we fix in addition layers for the duration of switching, denoted by 
the delay that will occur between the initiation by a matching input and the moment 
of the occupation of the new state: 
(i) from / to h: v <~) 
(ii) from h to I: v (0-^umin3it3^0maI<°°). 
In the case under consideration (two-dimensional cellular space with von Neu-
mann neighbourhood) a T-net component is compounded from three AT-modules and 
always one module /, A, and P, which are interconnected to a net as indicated in 
Fig. 1. Such a net has five input places and five output places: always four external 
places for the reception and emission of clock signals and one internal input resp. 
output place for the junction of always one T-net component and one cell. The sig-
nal transmission channels will be called wires for short. A heuristic description of the 
functioning of a /-net component follows now. 
Consider a /-net component with no signals running on any wire, in the starting 
position, and with the /-module being in state 1. Signals appearing at the external 
input places of the net pass the K-gates and reach place 1 of the /-module as a se-
quence of signals, the number of which may have diminished by the possible case of 
synchronous checking into the two input places of a A'-module. The signals leave the 
/-module at 4 and become absorbed at the ,4-module. Only the first signal of the 
sequence initiates a switching of / from the stable state / to the stable state h whereby, 
after the delay v, a (newly created) signal occurs at place 3. This reaches the /'-module 
whereby five signals run in parallel: 
(i) to all external output places of the / -net component 
(ii) to the internal output place CLOCK 
and leave the net. Incoming signals are thus separated by the /-module: When I is 
in state / only the first signal of a sequence is able to influence the net. Only when a 
1 When assuming a duration is going along with a switching process it is possible, as in the 
considered case of an APA, that during a switching further signal inputs occur. It is thus neces-
sary, for a complete description, to take account of such an unstable transition state. 
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Fig. 1 
transition of / back to state I is initiated and fullfilled, by way of a signal incoming at 
the internal READY entrance, will a signal reaching place 1 of the /-module cause a 
new signal output at 3. 
In respect of the internal exit CLOCK that means: Signals coming from outside 
into a T-net component can effect a signal output at CLOCK only once in a certain 
time period. This period contains in particular the duration of the event lying between 
a signal output to CLOCK and a signal input from READY. 
Concerning the total time period taken by a process in a T-net component the 
delay v will be significant which appears between the earliest input of a signal, cau-
sally for an output at place 3 of the /-module, and the resulting output of five parallel 
signals at the exits of the T-net component ( v~=v). Considering a number of T-net 
components, as is done in the following, it is assumed that the following condition 
holds: 
0 i? • ^ v — v < 0 = C3i w "mm — u  vmax 
However, concerning repetitions of the described process, we focus attention 
throughout this paper on the case that 
component delays do not vary in time (4) 
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It will be subject of a future paper [9] to examine the implications given be the assump-
tion of time-variant component delays. 
We call T-net an APA net originating when a set of copies of the described T-net 
component is compounded at neighbouring integer lattice points of the Euclidian 
plane and interconnected, in a canonical way, by identifying corresponding output 
and input places. With respect to its connection scheme and its components a T-net 
is thus homogeneously compounded and can, assuming that it consists of a finite 
number of components, be boundlessly extended by repetition of the same process: 
attaching another T-net component at a free lattice point adjacent to the border of 
the hitherto existing net; admitted are rotations by k • 90°, ki{ 1,2, 3}, in the plane. 
A section of a T-net is shown in Fig. 2. 
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This completes the description of the construction of a T-net. As pointed out, 
the concept of APA net here is extended by a time concept to be applied locally as 
will be worked out later. This gives the possibility of referring to the durations of 
subprocesses in the T-net. To integrate, for the moment, the starting and ending 
points of such processes in a T-net component into the time scale t (to be thought of 
as an observation time), we introduce the following'notations. For cells a. which con-
tain a T-net component we say that: 
at time t, a is in T-state s iff the /-module of a is in state s at that time, 
i € { / , t , M ; 
at time t, a has a T-output iff at one or several of the external exits of the T-net 
component a signal is appearing at that time; 
at time t, a has a T-input iff at one or several of the external entrances of the T-
net component a signal is appearing at that time; 
at time t, a. has a causal T-input iff a has a T-input at that time and the earliest 
signal subsequently appearing at place 1 of the /-module happens to reach the /-mod-
ule being in state /. 
A causal T-input will thus give rise to the switching from I to h whereby, in 
particular, at a time t' (jt'>t) a signal will appear at the CLOCK exit; as stated 
above, the delay occuring between t and i ' is u. 
In the following, the interplay between the T-net components and the cells of 
a cellular automaton will be considered. A clock pulse signal, leaving a certain T-net 
component by the CLOCK exit, will initiate a state transition of the cell which, after 
the delay s (see (1)), will terminate with a "ready"-signal entering the T-net compo-
nent by the READY entrance whereby the /-module is re-enabled, i.e. switched into 
state /. To distinguish some characteristic steps in such a process we mark by indices 
the corresponding instants. For cell a, denote by 
H the instant of the k-th causal T-input at a 
tl the instant of the subsequent A>th CLOCK output at a 
r£ the instant of the A;-th READY input at a 
the instant of the subsequent fc-th re-enabling of the /-module of a. 
The events (|J), (tl), (?%), and (rf) occurring at those instants are ordered in 
time in the manner shown; each is represented by the appearance of a signal at a 
certain section place in the net, except for the last event in such a chain, ( i f ) , which is 
represented by the transition from T-state \ to T-state /. Note that a causal T-input 
could be represented by several signals entering the T-net component at different 
times (and places) but resulting in one signal appearing at place 1 of the /-module. 
Thus we fix, in addition, (/£) to be represented by the earliest signal in question. 
Together with the CLOCK signal, appearing with an event four signals 
appear, in parallel, at the external output places of the T-net component, possibly 
but not necessarily at the same time, say at the instants if>fc, ?|>fc, l%ik, ij>fc. Since 
the construction of the T-net is done by identifying corresponding external input/ 
output places of neighbouring T-net components, each of the associated events 
m,k)> ••• represents a T-input for a neighbour cell of a. It is then possible that such a 
T-output, say (ti,k), is a causal T-input for some neighbour cell /? of a: ( t f ) . This 
identity of such two events is denoted by (if)=(if i J t), i.e. in particular i f = & . 
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Is is assumed in the sequel that, in each case, the appearance of a CLOCK signal is 
the event latest in that parallelism, i.e. 
5 = max {/J, If.»,...,?;,»} (5) 
and, in addition, 
m a x l l - f o l ^ » « ! . (6) 
If no confusion arises the fc-index will be suppressed in the following. To distinguish 
the notations for a cellular calculus and the corresponding device we write Z in the 
first case and in the second case 2 . 
4. The structure (2, T) 
By use of the concept of T-net we want to show how to perform adequate exe-
cution of deduction steps in simultaneous cellular calculi. 
Assume a cellular automaton 2=(Z2, N, Q, Z) with von Neumann neighbour-
hood is given, executing such a calculus in case all cells undergo synchronous state 
transitions. A state transition of a cell a will be initiated by a clock pulse signal ( f ) , 
and a "ready"-signal shall appear at the moment of its termination. Following 
ARBIB [1, p. 375] we will assume here that a state transition of cell a is completed in 
three phases (see Fig. 3): 
r^ -I r * r^-1 r L ^ I ?1 I I ?2 ' I ?3 1 1 ?4 ' 
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(i) 'POOL': The relevant neighbourhood information given at time t": 
9i> #2, <73, #4. is pooled in suitable registers; 
(ii) 'EXECUTE': Based on these and its own state q an applicable rule is exe-
cuted, by a logic L s \ 
(iii) 'MOVE': The resulting successor state symbol q' is moved to a memory 
register, MQ, whereat the predecessing state symbol q is deleted. 
From this it follows that the "old" state symbol of the cell is displayed to its 
neighbours, by an output logic L} , till the end of phase (ii), i.e., always from the end 
of phase (iii) of a state transition to the end of phase (ii) of the next transition, a cell 
is in a well-defined state. 
Consider now identical copies of a cell of this type and the /-net component, 
as introduced above, being one-to-one compounded by identification of the internal 
places CLOCK and READY, and then, as usual, being arranged at the lattice points 
of the plane. While denoting the cellular automaton, bare of the /-net components, 
by 2, the new structure originating from this process is named (2, / ) . It is of homo-
geneous compound, as sketched in Fig. 4 (dotted lines indicate the junctions of /-net 
componr 's). 
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The interplay of a T-net component and the associated cell is now explained. 
From a causal /-input ( f ) at a cell a being in /-state I a clock pulse signal output 
( f ) will result which, by way of the CLOCK junction, effects the initiation and exe-
cution of a state transition of a, whereby the /-net component is in /-state h. On the 
termination of the state transition, by way of the READY junction, a READY in-
put (r*) effects the removing to the /-state /, occurring as event (ra), whereat the cell 
is enabled for a new causal /-input. 
In a schematic way, taking into account the durations 5, v, and v of subprocesses, 
as introduced earlier, the mode of operation of a cell in the (2, Z)-structure is out-
lined below in Fig. 5. 
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On considering the ¿-structure, we see that the operation mode of a cell is char-
acterized by two time values: 
a) the bounded switching duration2 s 
b) e, the maximum amount admissible for clock pulses to differ in time, accord-
ing to definition 3. 
For illustration of this, Fig. 6 is given where a and /? are neighbouring cells; 
in phase (i) cell fl sees a in a well-defined state, and vice versa. 





On considering the T-net structure, we note that the values characterizing a T-net 
component are 
c) the bounded delay v occurring between a causal J-input and the clock pulse 
(i.e. the CLOCK output) effected by this; 
d) the bounded delay v which occurs with the re-enabling of the T-net compo-
nent, i.e. the switching from T-state h to /. 
These four time values s, e, v, and v have to be considered as a whole in the 
(2, ^-structure. For the following, it is required that 
"max = £ (J) 
which means that the maximum delay occurring in a J-net component does not 
exceed the admissable difference of the clock pulse instants of neighbouring cells, 
and 
'»max - Vin + Smin (8) 
which is in particular satisfied by (7). 
We now investigate the distribution of clock signals in a given polyautomaton 
(¿, T) underlying the assumptions stated above, with a given initial configuration 
of ¿ , i.e. all cells are in an initial state which is stored in MQ. It is assumed that the 
T-net is clear of signals, and that all cells are in J-state /. 
At first, (¿, T) will be considered under input of a single clock signal. If an ade-
quate execution of the corresponding simultaneous calculus Z is expected, it must be 
shown that, from this single signal, one deduction step in the calculus is put into 
execution (PI). 
At time tx=0 (referring to the origin) a solitary T-input shall be given to the 
origin cell, from an external clock. This T-input is causal for a clock pulse occurring 
after a delay v by which a state transition of the origin cell is initiated, while all 
2 In the non-deterministic case it is assumed that an applicable rule is executed within that 
duration. 
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neighbours (being in the T-state /) have previously had a T-input, which, at each cell,' 
again gives rise to a clock pulse etc. This process can be interpreted as the propaga-
tion of a clock signal, introduced into the T-net at the origin, by signal offsprings 
which appear as an individual clock pulse for each cell a, at a certain time f . Wheth-
er a cell at which has already occurred a clock pulse event can have a repeated 
causal T-input, is to be elucidated. 
By way of the T-net components an original signal is thus propagated in all 
directions of the plane, whereby in the cells passed, state transitions are initiated. 
At individual cells different delay, lying between^ i>m!n and umax, can thereby appear 
(3). The actual course of a signal frontage (of first occurrence of a clock pulse) at 
a given time t is located within bounds determined by umin, i>max, and t, as follows. 
If defining the distance between two cells a and /? with coordinates (a^, a2) resp. 
( h , ¿2) by 
d(cc,P)=\a1-b1\ + \a2-b2\ 
then the maximum distance from the origin 0 of cells a which had a clock pulse (tx) 
until time t ( t x ^ t ) lies between 
¿L*(a,0) = U - | - l ( i ^ m i n ) 
¿ I n i n f o O ^ P - l - l (t^lw) 
l »max-* 
where [ ] denotes the greatest integer z: 1° the following example an actual 
signal distribution possible under the above assumptions will be demonstrated. 
Consider the T-net of a (¿ , restructure for which it is assumed that umin = 1 
and umai = 3. A causal T-input ( f ) for a cell a is given by the earliest T-output 
( i j) of a neighbour /? of a. We assume here, for simplicity, that, for all /?, tfi=i[ = ... 
... = if . Thus we have, in the above case, i$ = tp = f . In Fig. 7 a section of the 
cellular plane is shown where the numbers in a field for a cell a represent the following 
values: 
instant of a causal T-input at a delay occuring 
betveen f and tx instant of the clock pulse at a 
From a T-input at time 0 at the origin, and by occurrence of the specified de-
lays, the process displayed in Fig. 7 will arise. The sequence of the appearances 
of signal offsprings, represented by clock pulses at the individual cells, can be read 
along the clock pulse instants. 
We denote by Ft the set of all cells that have a clock pulse up to time t; F,= 
= {a|3i I(<° t^i&(/a»}. From the way of signal distribution it is clear that, for 
any t, F, — conceived as a subset of the cellular plane — is connected and that, 
for t2ii, t±<t2 implies FhQ Fti. From the above-stated example, secondly, it 
follows immediately that Ft can be of a "genus" greater than zero (consider F1 in 
the example). 
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5. Locally synchronous performance 
We now proceed to state the main result of this paper. 
Theorem. For a given simultaneous cellular calculus Z = ( Z 2 , N, Q, I ) with 
von Neumann neighbourhood, let (2, T) be the corresponding polyautomaton, and 
let all cells of (Z, T) be in /-state I. At time 0 of the observation time / = ( R , ^ , 0 ) 
a clock signal is introduced as /-input into the origin cell. Then it follows that: 
(a) For each cell of (2, / ) there exists an instant t where it has a clock pulse. 
(b) The earliest clock pulses (within ¿) of every two neighbouring cells of (2, / ) 
differ in time at most by vmax. 
(c) No cell of (2, / ) has more than one clock pulse. 
Proof, (a) From the foregoing discussion it follows that a cell a with coordinates 
(x, y) has a clock pulse at the latest at time f = (|x| +1>'| +1) • vmax, where 0 < y m a x < 
(b) Sketch: Of any two neighbouring cells, each of which still has not had a 
clock pulse, the one which has a clock pulse first gives a /- input to the other which 
will be causal (and thus will lead, within the delay vmax, to a clock pulse of the second 
cell), unless this one had an earlier causal /-input from elsewhere (which would then 
lead to an earlier occurring clock pulse). The clock pulses differ in time then at most 
by « W 
Let now a and /? be any two neighbouring cells in /-state /, none of which has 
already had a clock pulse. From (a) there exists, for each cell, a clock pulse instant. 
1st case, a and /? have clock pulses at the same time. Then the difference is 
2nd case. Without loss of generality, let a have a clock pulse first, at time t 
Thus, by (5), at the latest at the same time as (/") a / -output of a will appear which is 
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a /"-input for p. In the sequel, we denote such a /-output of a for ft by 
According to (6), \f-fHP)\^vmiB. 
Hence, ¡3 has a clock pulse, at a time t° tp), for which either (i) the /-output 
linked with the event (ta), is causal, i.e. (l*1)—(*?(«)> or (ii) a /-output of 
another neighbour cell of /?, having occurred earlier than or (iii) several syn-
chronous /-outputs of neighbours of [1 other than a having occurred earlier than 
(t"jm), or (iv) (txj{p)) and one ore more /-outputs of neighbours of ¡3 appearing at 
the same time as (txj03)); see the representation of an event ( t f ) as pointed out earlier. 
The clock pulse of ¡1 will occur at the latest after the delay vmax following a causal 
/-input, thus tfi^t/+vmax. 
Cases (i) and (iv) apply to: f = 
then f+vmax s§ t"+vmax, 
and thus t" = f+vmax, 
equivalent to i** —f* S vmax. 
Hence, by f ^ t ' , \ t * - f \ ^ v m a x . 
Cases (ii) and (iii) apply to: i" < 
Here we have f + vmax -< t"+vmax 
and it follows analogously: \tp — f\ < vmax. 
Hence, in each case the earliest clock pulse instants of every two neighbouring 
cells differ at most by vmax, what had to be shown for (b). 
Before proving (c) we formulate with the results obtained up to now the rules 
for the distribution of clock signals by a T-net: 
(TO) 3i°(0 + ymin S I ' S 0 + umax & (i°)) 
(Tl) For 
3t>{t> </>> & 0 < \f-t>\ s t w & <Zf(a)> = < f » ) 
(T2) </«> => V)5(j86iV(a)\{a} => 3j(P)UW{U 4} & 
(1*01)) is / - input for P & 0? in /-state / at l"J(P) => 
3 H f < f & ( f ) & 0 < S ymax)))) 
(T3) Only by (TO), (Tl), and (T2) can there occur clock pulse events. 
(TO) means that the origin cell 0 has, at time t°, a clock pulse event (by hypoth-
esis of the theorem that there is given an external /-input to the origin at time 0, 
to be interpreted as the input of a clock signal). 
(Tl) concerns the cause of the appearance of a clock signal at a given cell a and 
means that, for the occurrence of a clock pulse event at a (with exception of a=0) , 
a foregoing (at most by t>max) clock pulse event of a neighbour cell different from a is 
necessary which is linked with a causal /-input for a. 
(T2) concerns the propagation of a clock signal which has appeared at a, and 
means that, succeeding a clock pulse event (t*) there occurs, at the latest by time 
vmax, a clock pulse event (tp) at all cells /? being in the /-state / at time (whereby 
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not necessarily (f;«i))=(*'), see (ii) in the second case above, it being allowed that 
By way of the construction of T-net and the assumptions made, only in accord-
ance with (TO), (Tl), and (T2) can there occur clock pulses. The rules are therefore 
completed by (T3). 
We now proceed to prove (c). For the occurrence of a clock pulse at a cell a 
a foregoing causal T-input is necessary which, by (Tl), appears as T-output of a dis-
tinct neighbour cell of a (except for (f0)). It will be shown for (c) that no cell having 
had a first clock pulse can receive a new causal T-input. 
Consider, for arbitrary / e / , the set G, of cells which have exactly one clock 
pulse until time t: 
First we show: 
Lemma 1. No cell /? having a first clock pulse at time tf can thereby yield a 
causal T-input for a cell aiG,n. 
For proving this we distinguish three cases, for any /?gZ2 with the first clock 
pulse at tfi. 
1st case, ag Gtt> & N(fi) 
No T-input for a is linked with (t"), see (T2), (T3). 
2nd case. a^Gtn & a = /? 
The case that ft yields a T-input for itself is excluded, see (T2), (T3), particularly in 
case /? = a = 0 . 
3rd case. <xiG,e & <xaN(fi)\{P} 
By (T2) at the latest with (tp) a T-input for a has appeared, as / -output of /?: (tpjW). 
As aeG<0, there exists exactly one f \ f ^ t & (tx). We show that (t?(a)) is nei-
ther causal (i) for ( f ) nor (ii) for clock pulse events possibly occurring later. 
and thus ^ ( f ) , i-e. <^(a)> is not causal for ( f ) . 
R e m a r k . A clock pulse (f") cannot therefore be causal for a clock pulse (ta) 
occurring either at the same or an earlier time. If conversely holds, 
it follows that f — 0. This fact, ensured by (6), is already considered in the above 
formulation or rules (Tl), (T2). 
For (ii) we show that <if(ct)) is not causal for a ( t f ) , /*< i f . As assumed, (tx) 
and (tp) are the earliest clock pulses of the neighbouring cells a and p. From 
it follows by (b): 
o ^ s tw 
and upon (8) 0 S < smia+vmin 
G, = {«13^0* ^ t & <tx) & -i 3?î(iï S t & t t ^ f S c </?»)}• 
from (6) it follows 
and from (3) 
Hence 
(i) By f m t " : 
i.e. min 
However, a is not in the /"-state / up to the re-enabling of its /-module, at the 
least until time umin and, hence, at time te (see Fig. 5); i.e. the T-input 
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for a: (ij(a)) occurring at the latest with ( t f ) is not causal for a new clock pulse event 
at a. This ends the proof of Lemma 1. 
In Lemma 1, it is referred to sets G(o. Certainly, for all t, G,QF,. However, 
for certain t, G,czF, could be, i.e. nothing can be said about whether the Lemma 
regards, in every case, all cells which had a clock pulse up to time te generally. It is 
thus to be shown that no cell of F, can have more than one causal /-input. By hypoth-
esis of the theorem, only one external /- input is given to the origin cell; i.e. for 
any cell a only such possibly causal /-inputs need to be considered which appear in 
the neighbourhood of a as /-outputs, linked with clock pulse events, see (TO), (Tl). 
In the following, we denote by N(S) the extended neighbourhood set of a finite subset 
S of Z2: N(S)= IJ TV (a), where N(ol) is the set of neighbours of a single cell a 
a £ S 
as given above (no confusion will arise by using the same symbol for both). 
Lemma 2. For every t: F,—G, 
Proof. We define, within special instants tx, t2, t3, ... as follows. 
h = 
tn+1 = min {f\tn < f & 3a<*">} 
Each instant t„ is thus a clock pulse instant of one or several cells in Z2, and, 
for all n, F,nQFti<+l. The above minimum always exists arising from the following 
fact: In each case, only a finite number of cells a comes into question for the next 
clock pulse (within i) caused by the cells ft of F,n, namely, the cells a: a£N(Fti). 
Thereby F,n and thus N(F,J arerfinite sets, at each instant, because from each clock 
pulse of any cell only clock pulse events of its finite number of neighbour cells 
can be caused, see (T2). So (?„)„,N is well-ordered within and 
(/<„)„eN is well-ordered concerning ' g ' ; and the following statement holds: 
. ^ = {0}; U K = z2-
n 
We now claim 
Mn:Ftn = Gtn (n€ N). 
Proof by induction on n. Obviously, Ftl=Gh={0} (base of induction). 
Induction hypothesis: Let F,n=G,n. 
Induction step. As G,n+lQF,ntl, it remains to be shown that 
Supposing there exists a: a6/ r , „ + l \G, n + 1 , then a has exactly one clock pulse 
(t") up to time /„, for it is F,nQF,n+l and, by induction hypothesis, F,n=Gtn, 
i.e. a eG,n; and a has a second clock pulse ( t f ) at time tn+1, for by construction of 
(/„) a clock pulse cannot exist between t„ and tn+1. Hence, by (Tl), 
iV(«)\{«} & 3/"«/"> & t* ^ tn < q & 
Thus a must have received a causal /-input before i„+i(in + 1=ii) , linked with a 
clock pulse of a neighbour cell p. 
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1st case, (i?) is not the first clock pulse of P(tf^tn). 
That would mean: which is a contradiction of the induction hypothesis. 
2nd case. (tp) is the first clock pulse of 
(i) /"=/„. From Lemma 1 it follows that no cell of Gte, G,t = G,n, can get 
a causal /-input by (i^). But from the above assumption it follows that (f^ (a)) = 
= (t_f) & aeG,n which is impossible by Lemma 1 and hence results in a contradic-
tion. 
(ii) t p <t„ . Then aiGtn which is shown as follows. Between two clock pulses 
of a, ( f ) and (t\), there are located the events (ra), (ra), and ( t f ) , as was pointed out 
in the third section. Thus, it is valid for the distance in time of the two clock pulses: 
l^-'il > smin + vmin + vmin 
for it must be r a < i J ; furthermore: 
l ^ - f l ^ vmax 
and by /'<=<;: 
resp. . - v m * l > - t l 
Thus, by r ^ f . smin + vmin+vmia^f1-lx 
Addition of the last two inequalities yields 
®min "I" m̂in "f" »min "max ^ ^ 
and by (8): 0 
thus f < t p whence aiG tn. From Lemma 1 then again a contradiction results. 
Hence, F,n+1=G,n+1. From this, the above assertion is proved: For all n, F,n=G,n 
is valid. 
The proof of Lemma 2 is now completed as follows. By construction of (7„): 
Vn \ft(tm p t -= tn+1 =>F, = Ftn &G, = GJ 
It holds that: (J [/„, tn+1) = {i | t i t & S i} . But there is no clock pulse before 
n 
i r i t i s Ft=G, = 9 for f€[0, ij). Thus, for all F, = G,. This ends the proof of 
Lemma 2. 
Altogether we have now: 
U G, = U Gtn = U = Z2 tit n £ N n £ N 
i.e. every cell aeZ 2 has exactly one clock pulse, which concludes the proof of the 
theorem. 
From this, the above stated organization problem (PI) is solved, and it is now 
to be examined how to proceed on sequences of deduction steps to perform an ade-
quate execution of a simultaneous cellular calculus by a (2, res t ructure (P2). Thus, 
(2, T) will now be considered under input of a sequence of clock signals. 
As was assumed here (4), the delays appearing in the /-net components do not 
vary in time (but of course it is allowed that the individual delays of different com-
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ponents vary within [umin, umax]). In this case the distribution of any subsequent clock 
signal will occur in exactly the same manner as in case of the first signal, provided 
that each cell that receives a signal offspring, generated by a signal Tk+1 following 
Tk, has already re-entered Г-state I. This is, however, obviously satisfied under the 
above assumption, if only the input of a successor signal Tk+1, given as a Г-input 
(tk+i) to the origin cell, takes place after the A>th re-enabling of the origin cell by the 
event (rk). To get from the event to (rk) will take the minimum duration 
:„ ^max+imax+Cmax (see Fig. 5), so that the above conditions are satisfied if 
fk+1 s fk+Dmin (lc= 1 , 2 , 3 , . . . ) (9) 
In this case, by each clock signal Tk the A-th deduction step in the calculus is put into 
execution which can be seen from the following facts. 
Upon occurrence of a clock pulse (if), in correspondence with a second clock 
signal T2, all neighbours of a cell a will have executed their first state transition, 
including re-entry of T-state /, and be in a welldefined state, keeping ready for a new 
causal Г-input. That means, even though not every cell of (2, T) has executed a 
state transition at the time of input of T2, this actually has happened locally (within 
one neighbourhood) wherever a clock pulse event caused by T2 occurs. 
The proof of the theorem relied exclusively on local arguments (in each case 
only neighbouring cells have been considered), so that the hypotheses of the theorem 
have only to be valid locally, i.e. the statements proven in the theorem for a single 
clock signal input are implied in the same manner for a second signal input.etc. 
Therefore, f rom statement (b) of the theorem, for any к the clock pulse events of 
neighbouring cells differ in time at most by vmax (k=\, 2, 3, ...). Under these assump-
tions, hence, the conditions of definition 3 are satisfied, and we get the 
Corollary. Provided that the component delays appearing in the Г-net are 
time-invariant, it follows that, for given 2, the set of all cells in structure (2, T) works 
locally synchronous. 
But that means: With each clock signal, (2, T) puts into execution one deduc-
tion step in the corresponding simultaneous calculus, in a locally synchronous per-
formance. Thereby, it is no obstacle that, as was shown above, at certain times the 
region in Z2 being reached by clock signal offsprings can possibly be of "genus" 
greater than zero: As far as at time t clock pulse events, generated by Tk but not 
Tk+\, have occurred, and state transitions initiated by this are executed, there is 
present the partial result of the A>th deduction step in the simultaneous calculus that 
arises from an initial pattern. 
Thus it is proved: The (sufficient) condition of synchronity is not necessary; 
an adequate execution of cellular calculi in the sense of John von Neumann is pos-
sible by way of locally synchronous cellular automata. 
6. T-synchronity 
The execution of a simultaneous cellular calculus in a structure (2, T) is by no 
means attained through synchronity of the local substitutions, referring to a global 
or discrete time scale as introduced in the second section. This seems to make impos-
sible the view of a global state of a locally synchronous cellular automaton: Com-
pared with the global time i referring to the origin, (2 , T) does not perform the com-
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putatiori of a successor "configuration" at once — precisely: between two sub-
sequent instants of the discrete time scale / — but instead does this successively 
from the inner to the outer region of Z2. However, concurrently with the foregoing 
computation, the computation of another successor can be started after short delay 
D^Dmia as given by (9), before the first computation is completed. 
Thus at no time (of / ) a global state, as the total result of a deduction step, ap-
pears in a structure (Z, / ) . Note that the definition of a configuration, as well as of 
a global transformation, was based on a concept of synchronity, allowing the simul-
taneous consideration of all cells of a cellular automaton at "global" instants, more 
precisely, at simultaneously considered local instants; see the discussion of these 
matters in the second section. 
But, as was shown by the main result, a simultaneous cellular calculus is actually 
put into execution in structure (2, / ) . Furthermore, under the above assumption 
of time-invariant component delays in the /-net , the execution of a next deduction 
step can, at any given case, be initialized after a delay nearly as small as in the case 
of an ideal synchronous cellular automaton which is seen from the following. 
Consider a cellular automaton 2 working synchronously, in a hypothetic in-
stance, by clock pulses occurring instantaneously at each cell whenever a clock sig-
nal is given to the automaton. (This could be visualized as a (2, res t ruc ture with 
/-inputs occurring synchronously at each cell.) In this case, the minimum signal 
distance would be £+s m a x , see (2). 
In a locally synchronous cellular automaton (2, T), the minimum time distance 
of clock signals given to the origin cell is Dmin, as seen from (9). As £)min = umax + 
+ *'inax+'smax> w e have, by e'umax+umax, a computation speed of the (2, T) 
automaton which relates to the above case of instantaneous signal transmission! 
(Of course, in a finite run of a cellular automaton, corresponding to a sequence of 
a certain number of deduction steps in the calculus, special considerations have to 
be made of the time by which the total result of such a computation can be brought 
out, referring to t. The discussion of this is deferred to [9]; at the moment we are 
considering infinite runs.) 
To attain a concept of a "configuration of a locally synchronous cellular auto-
maton", we now introduce a new concept of synchronity which is based on local 
observation times: Corresponding to each clock signal Tk, we consider local time 
scales ¿1 for each individual cell a in a locally synchronous cellular automaton: 
/ £ = ( R , i£), where ( k = 1,2, . . . ) . Thus for each cell a, with each causal 
/- input ( 0 a new observation time is beginning ("(|£> brings along the t ime"; 
compared with / , the starting points of the local scales of neighbouring cells differ, 
at any given time, at most by the maximum component delay, vmBJ. Then, for each k, 
each cell a is in a well-defined state at time t_l (see section 4), before the k-th clock sig-
nal, represented by the A>th clock pulse ( t f ) , fk<tak, appears at a. 
In definition 3, the synchronity of clock pulse events was defined by coincidence 
of the times of their occurrences, with respect to i . (This could as well be applied to 
define the synchronity of causal /-inputs.) Here, we define the "synchronity" of 
events of causal /- inputs occurring in a / -net by covering the starting points of the 
local time scales that correspond to the same clock signal: 
Definition 4. In a (2 , /^-structure, two events (fk) and (if) , where ¡1, if 
are said to be T-synchronous iff k=l. To denote this we shall write (tk) / -syn (if). 
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The concept of T-synchronity is well-defined in a locally synchronous cellular 
automaton since by each clock signal Tk there occurs exactly one clock pulse event 
at each cell a and, hence, exactly one T-input (tf) causal for this. T-synchronity gives 
an equivalence relation, in a canonical way, dividing the set of causal T-inputs into 
a countable number of classes, each containing all causal T-inputs generated by the 
same clock signal. We define special sets tk called (/c-th) time cuts, by "cutting through 
the local t imes": 
k ••= { a m T-syn </»» 
and order them by means of their natural sequence, i.e. along k. This concept makes 
possible a simultaneous consideration of the local time scales ¿k, for each k (refer to 
the remarks given on synchronity, in section 2): While in the above hypothetic case 
there were considered synchronous events of clock pulse inputs at all cells, we consider 
now, in structure (2, T), the case of T-synchronous T-inputs at all cells. A time cut tk 
contains exactly the instants of all events of fc-th causal T-inputs, namely, the starting 
points of the local times To set up the relation to the global observation time i , 
we can also express the tk by the following: 
tk= tél!2€*&3a<á>} 
An element of tk can, of course, be the starting point of several local time scales 
11> ¿L ••• (with fixed k), in case that several of these T-synchronous events occur 
synchronously, in the original sense. Each time cut thus contains at most as many 
instants as the number of cells under consideration because, in locally synchronous 
working, no cell can get more than one fc-th causal T-input (k—l, 2, ...). On the 
other hand, each causal T-input lies in exactly one time cut. 
By use of the concepts of T-synchronity and time cut we now proceed to ex-
plain the terms "configuration" and "global state transition of a locally synchronous 
cellular automaton". 
With reference to any given time cut tk, all cells of such an automaton are T-
synchronously in well-defined states, and thus it makes sense to speak of a global 
state, or a configuration, of the locally synchronous cellular automaton "at time cut 
tk". The relation between the continuous time scale i and a discrete time scale to 
take as a basis "for the consideration of global steps is now to be worked out. The 
times of input of clock signals 2 \ , T2, ... at the origin 0 were denoted by íj , ..., 
and from (9) it is, for all k, \tk + 1 — tk\=Dmin = s'-{-s^. So we could say: Locally, 
i.e. at each individual cell a, time passes by in discrete steps íí—íjj-*-...; each time 
a step It—ifc+i has elapsed (by occurrence of (tl+1)), a has once changed its state. 
For a locally synchronous cellular automaton, we now define a discrete time 
scale the "instants" of which are time cuts: 
t — ({ífc}*€N> S , tx ) 
In section 2, we introduced a continuous time scale to explain locally synchronous 
working; now we have returned to a discrete time concept, by means of the equiva-
lence relation of T-synchronity. While, in the synchronous case, saying that between 
each two subsequent instants /J, t% of t there takes place a global state transition of 
2 leading from a configuration c to a successor configuration c', we could say that, 
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in a locally synchronous cellular automaton, between each two subsequent time cuts 
tk, tk+1 of t there takes place a global state transition of (2, T) f rom c to a c'. 
We conclude this discussion by a remark added to clarify the above ideas. The 
concept of /-synchronity might seem to be a bit rough and only of technical value 
to re-open the view of a global state. But think of an imaginary observer gliding a-
cross the cellular plane, at the same bounded speed as is actually given by the compo-
nent delays appearing in the / -net , along his course. Then, at any region of the plane, 
he would get the impression of a static global state f rom the fact that, during his 
observation, all cells passed are /-synchronously in well-defined states, correspond-
ing to the so far obtained result of the execution of a deduction step in the simul-
taneous cellular calculus. 
Abstract 
It is shown that, for a cellular automaton in the sense of John von Neumann, the assumption 
of synchronous state transitions of all cells is not necessary but can be weakened to an assumption 
of locally synchronous working. An organization scheme is described which achieves locally 
synchronous performance in any cellular automaton of the von Neumann type. A special concept 
of synchronity is introduced which makes possible the consideration of configurations and global 
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О сложности реализации булевых функций с данным 
вектором активностей 
А. В. П е т р о с я н , В. А. В а р д а н я н 
Рассмотрим задачу реализации булевых функций с данным вектором 
активностей схемами из функциональных элементов в базисе {V, &, —}. 
Введем следующие обозначения: 
В" — п — мерный единичный куб; 
Ит — множество наборов из В" — на которых булевая функция 
/'(дг1, х2, ..., хп) принимает значение 1; 
\А\ — число элементов множества А. 
Вектор а/=(а>{, ..., со{) называется вектором активностей функции 
/ ( х 1 ; ..., х„), а число со{ называется активностью функции /(х1г ..., хп) по г'-й 
координате, если 
°Я = 4г 2 (Л«1. ав)Ф/(<*1» •••> а;> 1 Ш I Ш п. г ( а 1 , . . . , а л ) е В " 
Подробно об активностях можно найти в работе [4]. 
. Пусть со=(со1, со„)-набор п вещественных чисел, для которых т- = 
= {: //¡(я)-целочисленные параметры, 0-=?/,(«) ^ 2"_1, 1 ^¡Шп. Через 
Ф„(ш) обозначим класс функций / (х 1 5 ..., хп), для которых со{=со1, 1 ё г ' ^ я . 
Пусть ¿(У) — наименьшая из сложностей схем реализующих функцию / , 
и £(Ф„(5)) = / т а х ) Ь ( / ) . 
В настоящей работе устанавливаются верхние и нижние оценки для сло-
жности £(Ф„(со)). 
Пусть / ( * ! , ..., х„) — произвольная функция из класса Ф„(со). Рассмотрим 
ее разложение по переменной 
/(*!, ... х„) = хЛ\, х2, ..., х^М^ДО, х2, ..., хп). (1) 
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Введем следующие обозначения: 
/о(*1, •••> Хп) = /{х1> •••> Хп) 
Л(х2> •••> хп) х2> •••> Хп) 
Хп) = /оО> х2, •••, Хп) ®/о (0, х21 •••, хп) 
Заметим, что |Л^в1|=(и{02',-1=й>{2п_1. Легко видеть, что разложение (1) 
может быть представлено в виде 
/о(*1, •••, *„) = ^ 1 / 1 V ( Л © ( 2 ) 
Рассмотрим последовательные разложения функций 
/ / * , + ! , . . . ,*„) при ; = 1, 2, ..., к-1: 
./} (.Xj + •••¡Хп) = Х)+\/)+\(.Х} + 21 •••1Хг)^/ 
V xj+l{J'j + l(.xJ + Ъ^ • • • , Х„) © + ! + 2 , • • • 5 Х„У) 
где 
8у-и(*/ + 2> •••гХп) = / ) (1> */ + 2> ••• > *л)©./}(0> */ + 2> ••• , -̂ п)-
Тогда ясно, что 
¿С/}) ^ ад+1)+£(г>+1)+9, 1 (4) 
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Складывая соответственно левые и правые части неравенств (3) и (4) при 
1 S / S & — 1, получаем, что 
L ( f ) ^ L ( f k ) + ZL(gi)+9k (5) ¡=i 
По известной теореме Лупанова [1,2] функцию f k ( x k + 1 г . . . , х п ) можно 
2"~к (: l o g ( n - £ ) ^ ^ 
реализовать схемой сложности не более г 1 + 0 ; . Другими 
словами, п ~ к { 1 > п ~ к } ) 
Положим к=[п—2 log и], где [х]—целая часть чусла х. Тогда L ( / [ „ _ 2 i o g n ] ) = 
и2 ё - f l + o ( l ) ) и из неравенства (4) следует, что 
log п 4 7 
„ 2 [n -21ogn] 
^ L(gl) + 9(n-2\ogn)S Ю2 И i = 1 
(6) 
[п —2 log п] 
( 1 + 0 ( 1 ) ) + 2 L(gd. " l o g n K ' i±1 
Нетрудно заметить, что 
\Ng¡\ = й>(|-.2п-' S щ/2"-1 S со,?- 1 , 1 S ¿ S [n -21ogn] (7) 
Теорема 1. Если co,=0 ( ^ f - i ) ' 1 = ' — [ л - 2 log и]. где <р(л) — целочис-
ленный параметр, l á i? i (n)s2°" 1 , при п — со, то 
[п —2 log л] 
Х(Ф.(65)) ^ «2""1 2 ©« = 0(п2<р(п)). 
¿=1 
Доказательство. Для реализации функций 1 —2 log и] ис-
пользуем метод синтеза, основанный на совершенной дизъюнтивной нормаль-
ной форме [3]. Тогда, учитывая неравенства (7), получаем, что 
L(g¡) S (и-0(ш{<-12"-' + 1 ) - 1 S n(cof2"-1 + l ) - l . 
Таким образом из (6) следует, что 
„ 2 [л—2 log л] 
Ц Л ^ - г — (l + o(l)) + B(n-21ogn) + n 2 - 1 2 °>t- (8) log И i=1 
Если cot=0 ("^ггг)> 1 ='= [n—2 log и], где ср(п) — °° при и — то глав-
[л —2 log л] 
ной частью в выражении (8) будет п2"~1 2 ю>> другими словами 
>=1 \ 
[л-2 log л J 
L ( f ) £ n 2 - 1 2 ® i ' = О ("2 <?(«)) ¡=1 
6 Acta Cybernetica VI/1 
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Так как правая часть последнего неравенства не зависит от конкретной функции, 
то получаем утверждение теоремы. Теорема доказана. 
Верхняя оценка, полученная в теореме 1, в некоторых случаях можно улуч-
шить, если при реализации функций g( используем методы Финикова и Лупа-
нова [1] для реализации функций с данным числом единиц. 
Теорема 2. 1) Если со,=(? ( ^ т ) , 1 S i s [п — 2 log л], то Ь(Фп(сд))<сп2, 
где с=const . 
1 С0-2"-1 
2) Если c o . S y и iogn—-00> ПРИ л — 1 s i s [ n — 2 log л] то 
[п—2 log л] 1 0 „ С Ш ' 2 Г " 1 
ФЛсо))^ 2 g 2""1 
>=1 log log Сап'-! 
Доказательство. Если га,=0 1 S / S [ « — 2 log и], то учитывая 
неравенства (7) и результат Финикова [1], получаем, что L(g,)<n, I s i s 
— 2 log и]. Тогда из (6) следует утверждение 1). 
со-2"-1 
Если i Q g n т о и з неравенства (7) на основании результата Лупа-
нова [1] имеем, что , -1 а"-' , ш-Г гп~1 Л ^ l 0 8 C » - ' log <V-l 
, , ~ , , V * " - 1 • 
log log С2„'_, log log C2n'_1 
Следовательно, из (8) получаем, что 
log log C^n-i 
В силу того, что cofS 1/2, 1 SiS[/ i—2 log л], из последнего неравенства 
следует, что 
[n-2iognj log с2шп<-гГ' 
L(J) , f l log log Q"„<_r1 ' 
Правая часть последнего неравенства не зависит от функции откуда и 
вытекает утверждение 2). 
Замечание. Используя таблицу сложностей классов функций для некото-
рых значений числа единиц, приведенную в [1], находим соответствующие 
асимптотики для верхней оценки £(Фп+1(<й)). 
Нижние оценки для Ь(Фп(а>)) получаются из «мощностных соображений» 
[1,2], основанные на следующем утверждении. 
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СО,, 1 S i з » [ и + 1 - 2 log (и+1)1 L(<P» + i (S) ) 
(log ri)c 
2» ' c 1 /7
2 (log í l ) c _ 1 
nc 
, с > 0 
2" 
„с + 2 
( с+1) log п 
2 n c - " , 0 с с с 1 /12—С2ПС 
2 < c " 1 ) n , 0 < с < 1 
1 - е 
и2сп 
с 
1 log! / ( " ) Л 2" log (ÍJ) 
'//(/!) П 
1 
в частности , с > 0 
пс 
v ( ' 0 
с2" log л 
п° 
1 
а, 0 a s — 
2 
02", где 2"" = « " ( I - « ) 1 " " 
Лемма 
( 2 
СО: = min СО: lSjiSn 1 
Доказательство. Через ФШ( обозначим класс функций / ( х и ..., х„), для 
которых co{=(Oi, и из равенства / ( а 1 ; ..., a i ; ..., а„)—/(а^ ..., а ( , ..., а„) 
следует, что / ( а х , ..., а„ ..., а„) = / ( « ! , ..., а,-, ..., а„)=0. 
Нетрудно проверить, что если то mjёсо{, 1 = / = « . Следова-
тельно, Ф ^ с Ф Д ш ) , |ФШ( |<|Ф„(с5)|. 
Легко видеть, что I I = С^'Л""1. 2m '2" -1 ^ (использовали неравенство 
( и ) " Г 2"- 1 Г ' 2 " " 
С„ ) = 1 2в-1 J • 2Ш<2"~1 откуда и получаем утверждение леммы. 
со-2п~1 
Теорема 3. Если, со, = min • °° при то 
lSjSn J log и 
Доказательство. Достаточно показать, что для любого е > 0 при к(п) = 
соа-\\-\оЕщ) И(п,к(п)) = ( 1 ~ £ ) 1 0 § ( ш г Я 2 - ' ) И ^ а в е д л и в о соотношение ^ ^ - 0 
(л оо), где 7У(я, А:) — число различных неприводимых схем сложности не 
более к (см. [1, 2]). 
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Известно (см. [1,2]), что N(n, £(я))^(16(и+£(и)))п+*<" )+3. Из этого 
неравенства и леммы имеем 
- а > , 2 — 1 ( l - l o g ш,) - - о » , 
при « ->- оо, если —: <- Тем самым теорема доказана. 
log И ш 2п-1 
Следствие 1. Если w. S l / 2 , 1 s / s Гл — 2 log и] и —г при и—«> J log л 
ft): = min ш ь т о 1 S j S n J 
ш,-2-Ч1-1о е ш,) , , ( Л ( Г , Л < [n~24og"1 log Cg,'-2;-1 
log (Ш.П2"-1) Д l o g l o g C ^ r . • 
rf Следствие 2. Если a>f = х , í > 0 , 1 то 
(5+T)k>gH ~ Ь{ФЛЩ ~ (s+Çogn • 
Summary 
It is shown in this work that if Boolean functions with restricted activities of arguments 
are considered then more simple realizing schemes can be constructed. In many partial cases the 
upper estimations for Shannon function have been recevied and in some cases the lower ones are 
given as well. 
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УЛ. П. СЕВАКА, 1. 
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On homomorphically a,-complete systems of automata 
By P. DôMôsi 
In [2] there is introduced a family of semi-cascade products named ot; -products, 
where the index / is a nonnegative integer, which dénotes the maximal admissible 
length of feedbacks. By results of F. GÉCSEG (see for example [3]) it can be seen that 
there exist no finite homomorphically complete systems with respect to the a0- and 
OÎJ -products. 
From [1] it follows that every automaton having n states can be represented (in 
a certain sense) by an a0-product of automata, such that all components of this prod-
uct are either two-state reset automata, or special «-state automata, named "stand-
ard automata". Using results of [4] we get that these "standard automata" can be 
embedded state-isomorphically into an or2-product of two-state automata. Therefore, 
taking into consideration the fact that an a 0-product of a2 -products is an a2-product, 
every automaton can be represented (in a certain sense) by an oc2-product of two-
state automata. 
In this paper we present a direct proof of this statement. By this result we receive 
that for every i s 2 there exists a finite homomorphically complete system of auto-
mata with respect to the ot;-product. For the notions and notations that will not be 
defined here, we refer to the book [3]. 
By an automaton A=(X, A, Y, <5, A) we mean a finite Mealy-type automaton, 
where X, A and Y are the finite input, state and output sets, respectively ; furthermore 
<5: AXX-+A denotes the transition and A: AXX-*Y is the output function. 
Let A t = ( X , , A t , Y,, ô,, A,) (t= 1, . . . ,n) be a system of automata. Moreover, 
let X and Y be finite nonvoid sets and 
tp: ZjX.-.XA;, Ift: A^.-.XA^X ^ Y 
mappings. We say that the automaton A = ( A , X, Y,ô,A) with A=A1X...XAn, 
A((a1,...,a„),x) = i//(a1, ...,a„,x) 
<5((a1,..., an), x) = (<5i(ai, ( p ^ , ..., an, x)), ..., <5„(a„, <p„(a^ ..., a„, x))), 
is the arproduct of A, (t= 1, ..., n) with respect to X Y, <p,\p if cp can be given in the 
form (p(a{, ...,an,x)=(q>1(a1, ...,an,x), ...,(pn(a1, ...,an,x)), such that <? , ( I s 
Sy'S/j) is independent of states having indices greater than or equal to j+i, where 
/ is a fixed nonnegative integer. For this product we shall use the short notation 
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A— JJ A, [X, Y, <p, ip]. The mappings <p and i¡/ are called feedback function and 
(=1 
output function, respectively. 
Let A, B be a pair of automata. We say that A can be embedded state-isomorphi-
cally into B if B has an ^-subautomaton B', such that B' is /(-isomorphic to A. 
If B has an yi-subautomaton B', such that B' can be mapped /i-homomorphically 
onto A then it is said that A can be strongly covered (or can be represented) by B. 
Take a nonnegative integer i. Any system I of automata is homomorphically 
complete with respect to the a.rproduct, or briefly, £ is homomorphically a^-complete 
if every automaton can be strongly covered by an appropriate a f-product of compo-
nents from I. Moreover, the system I is finite if it has finite-many elements. 
Consider an automaton A=(X, A, Y,5,l) with n states. For an arbitrary 
positive integer mS/ i we say that A is m-husked if there exists an arrangement 
a 1 ; ..., a„ of states in A, such that for a,tA, x£X, l<m we have ¿(a, , x)€(al, ... 
• • • i ai+1)- (Obviously, for m = 1 this is a formal requirement. Therefore, all automata 
are 1-husked.) 
If an automaton A with n states is «-husked then it is said to be right-husked. 
(We note that all (« — l)-husked automata with « > 1 states need necessarily be 
right-husked.) 
The following holds. 
Lemma 1. Every m-husked automaton A having n > m states can be strongly 
2 
covered by a suitable a0-product M = JJ A, [X, Y, q>, 4/] whose components satisfy 
the following conditions: 1 = 1 
(i) Aj has n—m states; 
(ii) A2 is an ( m + l)-husked automaton the number of states of which is equal 
to n. 
Proof. Take an wi-husked automaton A=(X, A, Y, d, X) with W>/M number 
of states and let ax, ...,a„ be an arrangement of states in A, such that for a^A, 
x€X, it holds that 8(at, x)e(a1, ..., al+1). For any triplet u, v, vv€<l, . . . , « ) 
we introduce the notation 
*(u, V, w) 
if u§(v, w), 
if U = W, 
if u = v. 
Construct the automata A1=(A r, B, BXX, 5ly and A 2 = ( B X X , A, Y, d2, k2) 
in the following way. B=(m+1, ..., «), furthermore, for every triplet veB, a,eA, 
x€X 
fv if S(am,x)e(a1, ..., am), 
SiCv, x) = {w 
S2(a„(v,x)) = 
w if S(am,x)$ (ax, ..., am) and 5(am,x) = aw, 
a(2,m+i.v) i f < 5 ( a m , ^ ) € ( a i , - . . , 0 and ¿(a ( i > m + 1 , B ) ,x) = a 
«(z,m+i,W) if <Ham.*) = •••> O 
and ¿ ( a i l i n + l f B ) > x) = a z> 
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2 
Define the a0-product M = ^ A , [X, Y,<p,ip], where in case of every pair 
(v, at)iBxA, xtX <=i 
(p(v, a„x) = (x, (v, x)), 
il/(v,al,x) = X2(ai,(v,x)). 
By an elementary computation we obtain that the mapping fi: BxA-»A with 
[i(v, flJ)=a(l m+1) l ) ) is an /1-homomorphism of M onto A. By the definitions of A j 
and A2 this completes the proof of Lemma 1. 
The following statement is trivial. 
Lemma 2. Let (A1,...,A„) and (B^ ..., Bm) be arbitrary finite systems of 
automata. If any automaton A can be strongly covered by an a0-product of compo-
nents f rom <A1; ..., A„>, moreover, an element A, of <A1( ..., A„) can be strongly 
covered by an a0-product of components from (B l 5 ..., Bm> then A can be strongly 
covered by an a0-product of components from <A1; ..., A (_ 1 ; B l 5 . . . , B m , A ( + 1 , ... 
...,A„>. 
Using Lemma 1 and Lemma 2 by an induction we get the following N 
Lemma 3. Every automaton A can be strongly covered by an a0-product of 
right-husked automata having not more states than A. 
Lemma 4. Every right-husked automaton can be embedded state-isomorphi-
cally into and a2-product of two-state automata. 
Proof. Let A = ( X , A, Y, S, X) be an arbitrary right-husked automaton and take 
an arrangement alt ...,an of its states with 5(at, x)i(a1} •••,at+1) (t=\, ..., n — 1, 
X€X). Consider the automaton B=((H, V), (0, 1), (z), <5B, AB) where <5B(0, u) = 
=<5B(1, v)=0, <5B(0, v)=SB(l, u) = l and XB(j,x)=z for any ji(0, 1), xi(u, v). 
\ » 
Construct the a2-product C=(X, C, Y, dc, Ac)= J] B, [X, Y, (p, i]/] with B1 = 
t=i 
n 
==...= B„=B as follows. For any I S J S « , (dx, ..., d^iJJB, and xeX t=i 
v if dj = 1, 5(an_j+1,x) = an_s+1 for some 
. . . , s - l , s + l > n < l , . . . ,B> or r 
ds= 1, ¿(a„_s+1, x) ^ a„_s+1, 
it otherwise, 
A(a„_ J + 1 , x) if dj = 1 for some 1 s j S n 
and J d, = 1, 
¡=1 
.arbitrary fixed element of Y otherwise. 
^(dj, ...,dn,x) = 
Denote C' the set of all elements (dlt ..., dn)e J] B, for which 2 d,= l. It is <=i 
clear that C'=(X, C', Y, ¿C |Cx*> cxx) is a n ^-subautomaton of C. Now con-
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_sider the mapping v: (dly ..., dn)^a n Udx dn)eC'). It can be seen £ dt (n-» +1) t = l that v is an Л-isomorphism of С' onto A. This ends the proof of Lemma 4. 
It is evident that any a„-product of a2-products also is an a2-product. Therefore, 
by Lemma 3 and Lemma 4, the following result is shown. 
Theorem. Every automaton can be strongly covered by an a2-product of two-
state automata. 
We know, by definition, that for every / > 2 the concept of a,-product is а 
generalization of a2-product. (In [4] it is shown that this generalization is proper.) 
Thus, the above Theorem and our remark about a0-product and a t-product jointly 
imply the following result. 
Corollary. For every nonnegative integer i there exists a finite homomorphically 
a.-complete system if and only if / s 2 . 
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Одна задача об ориентированных графах 
А. В. К о с т о ч к а 
В настоящей заметке слово «граф» обозначает ориентированный граф без 
петель и кратных дуг, слово «цикл» — контур без самопересечений, слово 
«путь» — ориентированный путь. Мы говорим что два цикла пересекаются, 
если они имеют общие вершины. Если С-граф, то через К (С) обозначается 
множество вершин (7, через Е{(3) — множество дуг (7. Если (7-граф, У0 с К((7), 
то через С (У0) обозначим подграф графа С, порожденный множеством вер-
шин К0. 
Сильно связный граф назовем (£)-графом, если любые два его цикла пере-
секаются. Сильно связный граф С назовем (е)-графом, если существует такая 
вершина х £ ¥((}), что для любой дуги е £ Е(С) найдется цикл, проходящий 
через х и е. Остальные обозначения и термины, использованные в заметке, 
общеприняты. 
В [1] А. Адам поставил следующую задачу (см. проблему 3): 
Существует ли (£)-граф, не являющийся (е)-графом? 
В настоящей работе мы отвечаем на этот вопрос отрицательно. 
Утверждение. Каждый (£)-граф является (е)-графом. 
Доказательство проведем индукцией цо числу дуг. Для (£)-графов с двумя 
и тремя дугами утверждение очевидно. 
Пусть б — наименьший по числу дуг (£)-граф, не являющийся (е)-графом. 
Случай 1. Для любой дуги е£Е(С) С \ е сильно связен. Тогда 
|£(С)| ё |Г(С)| + 1. (1) 
Кроме того, в этом случае для каждой дуги ё£Е(С) ( 7 \ ё (£)-граф и, по индук-
ционному предположению, (б)-граф, т.е. найдется такая вершина х ё£ У(С), 
что для любой дуги ё'£Е(С)\е существует цикл, проходящий через хг и ё'. 
Если бы для какой-либо дуги ёй£Е(<3) нашелся цикл С0, проходящий через хёа 
и ё0, то утверждение справедливо. Допустим, что такой дуги нет. Тогда для 
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любых двух дуг ё 1 , е г ^Е{С) (ёг ? ё2) 
Хё1 ^ хёг> 
т.е. & в противоречие с (1). 
Случай 2. Существует такая дуга (А,Ь)£Е(СГ), что С \ ( а , Ь) не сильно 
связен. 
Обозначим через У1 множество вершин графа (7 \ (а , Ь), достижимых из а, 
У2=У(0\У1. Так как У1, Ь£У2, то У^0, У2^0. В силу того, что в в 
каждые два цикла пересекаются, либо в С7(КХ), либо в С(К2) нет циклов. Без 
ограничения общности считаем, что циклов нет в С(У2) (иначе изменим ориен-
тацию всех дуг). Обозначим А = {к^У^Зю^У^. (и>,»)££'((?)}. Допустим, что 
а т . е . существует такая вершина ь£У2 , что (р, а)£Е(С). Так как С сильно 
связен, то найдется цикл С, проходящий через (г;, а). Понятно, что (а, Ь)£Е(С). 
Следовательно, 
_ И(С)ПК1 = {в}. (2) 
Так как С7—(£)-граф, то каждый цикл в С(У1), в силу (2), должен проходить 
через а. Но любой цикл в Б проходящий хотя бы через одну вершину из У2, 
необходимо проходит через (а, Ь). Т.е. а — панциклическая вершина. Проти-
воречие. Таким образом, а $ А . 
Построим (?! по следующим правилам: 
У (С,) = У,; Е{СХ) = Е{С(У1)Щ(^)^А & (57?) $ Е(в(УЛ)}. 
Докажем два свойства графа 
Свойство 1. б1! сильно связен. 
Действительно, выберем произвольную упорядоченную пару и2) 
вершин в . Если в графе С из ^ в v2 вёл путь, не проходящий через (а, Ь), 
то этот же путь ведет нз ^ в % и в графе Если же в С из в вёл путь, 
проходящий через (а, Ь) и заходящий из У2 в Уг по дуге (Ь', а'), то часть этого 
пути, задевающую вершины из У2, заменим в Сх дугой (а, а'). 
Свойство 2. Каждые два цикла» в пересекаются. 
Допустим, что в есть два непересекающихся цикла С1 и С2. 
Если Е(С]) И Е(С2) С Е(<3) П Е(С1), то они должны пересечься, т.к. С—(£)-
граф. Следовательно, один из этих циклов проходит через вершину а, а другой 
нет. Пусть, для определённости, Е(Сг) с Е(С1) П Е(С), Е(С2)\Е(Сг) = {(а, а')}, 
где а'£А. Тогда найдется такая вершина Ь'£У2, что {Ь\ а')£Е(<3). В С най-
дется путь Р, ведущий из а в Ь'. Понятно, что (а, Ь)£Е(Р). Тогда в б существует 
цикл С2, такой что Е(£2)=(Е(С2)\{(а, а')}) и £•(.?) и {(¿', а')}, не пересека-
ющийся с Сх. Противоречие. 
Таким образом, согласно свойствам 1 и 2, граф суть (£)-граф и, по ин-
дукционному предположению, (е)-граф. Т.е. найдется такая вершина х€У(0] ) , 
что для любой дуги (1>1, В С1 существует цикл С, проходящий через 
х и (и15 и2). Покажем, что х обладает тем же свойством и в С. 
Одна задача об ориентированных графах 91 
Подслучай 2.1. (их, v2)£E(G)f]E(G1). Если цикл С в G1; проходящий 
через х и (t^, tQ, содержит дуги лишь из E(G)C\E(G1), то этот цикл нам 
и нужен. Допустим, что С содержит дугу (^W)6.E'(G1)\.E'((J!). Так как 
w£A, то в G найдется путь Р, ведущий из b в и>, все вершины которого, за 
исключением w, принадлежат V2. Тогда цикл С", такой что Е(С') — 
(Е(С)\{(а, vv)}) U {(a, b)} U Е(Р), будет искомым для х и (и1; v2). 
Подслучай 2.2. (v~iJvl)€E(G)\E(G1). Так как G сильно связен, то су-
ществует цикл С, проходящий через (и15 v2) и (а, Ь). Обозначим дугу этого цикла, 
ведущую из V2 в Vx, через (w, и), а отрезок этого цикла, ведущий из а в и, через 
Р. По определению вершины х, в Gx найдется цикл C l 5 проходящий через 
х и (а^й). Тогда цикл С2, такой что E(C2)=(E(C1)\{(afü)})ÖE(P) —иско-
мый цикл для х и и2). 
Abstract 
It is proved that, if each pair of (directed) cycles of a strongly connected directed graph 
intersects each other (i.e., the cycles have at least one vertex in common), then a vertex x exists 
such that, for an arbitrary edge e, there is a cycle in the graph which contains both x and S 
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Probability model for non-homogeneous multiprogramming 
computer system 
B y J . SZTRIK 
1. Introduction 
In this paper we deal with a special queueing problem, which is of considerable 
practical importance in the field of computer applications. A new mathematical 
model for FIFO multiprogramming system is given in the following way. 
A number of n jobs are permitted simultaneous acces to the resources of the 
system in such a way that the Central Processor Unit (CPU) is busy processing one 
job while various input-output (I/O) peripheral units (e.g. a rotating disk memory, 
a swapping drum, a magnetic tape unit, a data cell, a card reader and so on) are 
processing some of the others. In such a multiprogrammed enviroment jobs do in-
deed circulate among these devices in such a way that they require the attention of 
the CPU followed by the need for some peripheral units, and such a cycle is repeated 
several times. 
We assume that the CPU services the jobs according to FIFO (first in-first out) 
discipline. In addition the system is supposed to have enough peripheral device, so 
no queueing for I/O operation occurs and a waiting line can be formed at the CPU 
only. 
The jobs are assumed to be stochastically different; the i-th programm is char-
acterised by exponentially distributed I/O time with rate and CPU time with 
an arbitrary distribution function Ft(x). The I/O and compute times for all jobs are 
mutually independent. Similar models with less complexity were discussed by 
GAVER [5], TOMKÓ [3]. 
The interested reader is referred to KLEINROCK [1, 2] for further models and a 
good bibliography on this subject. 
The purpose of the present paper is to give the main characteristics of the sys-
tem in steady state, namely CPU productivity, expected CPU busy period, mean 
response time of the jobs. Finally numerical example illustrates the problem in ques-
tion. 
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2. Description of the model 
Let the random variable (abbreviated by r.v.) v(/) denote the number of jobs at 
the CPU at time t and let ( a ¿ t ) , ..., av(l)(tj) indicate their indices in the order of 
their arrival. 
Introduce the process 
Y(/) = (v(/), a i ( f ) , .. . ,aV(o(0). 
The stochastis process (Y(t), r sO) is not Markovian unless the distribution func-
tions Fi(x) are exponential, i= 1 ,2 , . . . ,« . 
Let the r.v. denote the attained compute time the job under service has got 
till time t. 
Putting 
x(0 = (v(0,« 1 (0 , . . . ,<W0; Q (D 
the process (X(/), r^O) has already the Markov property. 
Let Vkn denote the set of all variations of order k of the integers 1,2, . . . ,« 
ordered lexicographically. The points (/1; ..., ik; x) form the state space of process 
(1), where (i'I, ..., it)eVk", x g R + , I m k ^ n . The process is in state (z\, ..., ik; x) 
if k jobs need the CPU their indices in the order of arrival are (i1; ..., ik) and the 
attained service time of job is x. The state when the CPU is idle is denoted by {0}. 
In order to derive the Chapman—Kolmogorov equations we should consider the 
transitions that can occur in an arbitrary time interval (t, t+At). The transition 
probabilities are the following. 
P{x(t+At) = (ii, ..., ik; x+At)/x(t) = (h,..., ik; x)} = 
= ( i - 2 V O +o[A 0, (0 
P{x( i+J i ) = ( i„ .. . , ik+1; x+At)/x(t) = (ilt ..., ik; x)} = 
= i l f ^ 0, (ii) 
P{x(t + At) = (i2, . . . , ik; 0)/x(/) = (i l5 ..., ik; x)} = 
Let us introduce some further notations. 
Ah (fc= 2 A= % J = 1 
Sh ¡ k = 2 ^ P,= f xdFt(x), <£(s; i) = J e~sxdFi 
J = 1 0 0 
W , 
j7 /v - . ' *>= 77 ; i r / A ,,,. l 
r=I + l 8=1 + 1 
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For the distribution of x(r) consider the functions given below. 
P0(t) = P(v(t) = 0), 
ptl 0 = P{v(t) = k, a x ( 0 = h, ..., ak(t) = ik; x), 
(iu-,hKKn> k — 1,2, ..., n. v 
Theorem 1. If ( / = 1 , 2 , . . . , « ) then the limits 
P0 = l i m P 0 ( 0 i-» oo 
A = /*(* ; ' ) . 
exist and satisfy the equation 
P0+ 2 Xv» lim Ph ik(x) = 1 
Proof. Note that (X(?), / = 0 ) is a linear Markov process treated in GNEDENKO— 
KOVALENKO [7] in details. Our statement follows from a theorem on page 211 of this 
monograph. 
Our next task is to give a procedure to determine the ergodic probabilities 
CPo,Ph ik), Ox fc = l , 2 , . . . , n . 
To do so, first of all we show that the ergodic functions 
Ph ,k(x), (h, ...,ik)€Kn, x€R + , k = 1, 2 ,..., n 
are different ia te at common continuity points of Ft(x). 
Then we introduce the so-called normed density functions: 
d „ • • , .. 
& = 1 - F „ ( x ) • (2> 
We derive a system of integro-differential equations for these functions, and by the 
help of its solution we can give an algorithm for calculating the stationary distribu-
tion. 
Let Viil'.:;;)'" (T) denote the probability of the event that at an arbitrary instant 
jobs with indices (ilt ..., ir) are in compute period and from this epoch during a 
period of time T additional jobs ( / r + 1 , ..., ik) finish their I /O operation in this order. 
One can readily verify that 
j/j;;:::;^(T) = i f A -v. 
f K+ie Xi"Zk rdz1;..dzk_r, 
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which can be expressed by the help of exponential functions. In the homogeneous 
case (AX=A) 
K'.'-.'l̂ W = ( ¡¿57 < 
Now we prove the following theorem. 
1 
Theorem 2. The ergodic distribution function P i i Ik (x) possesses density 
function ptl ik (x), (/'i, ..., ik) 6 Vk", l s & s « , and at almost every x g R + . In 
addition, the normed d.f. 
* . / -V _ Pi 1 <fc(*) 
fcW 1 - F ^ x ) 
is differentiable at every JC€R+ . 
Proof. We first prove the existance of densities ph¡k (x). Let the (x(/), i s O ) 
be in state (i1; ..., ik; x) at an arbitrary t. The process is in this state iff some epoch 
u, i — t h e C P U completes a computation and immediately starts servicing 
job z\. If the indices of tasks in compute period are (i1, ..., iT) at time u then the 
unexpired service time of i must excess t—u and during the time interval (u, t) jobs 
( / r + 1 , . . . , ik) should arrive in this order. For the sake of easier understanding we notice 
that the process x ( f ) is of regenerative type. 
The regenerative periods can be defined in several ways. Let us consider for 
example the epochs when the C P U completes a computation and starts to serve the 
programm while the others with indices (z2, ..., z'r) are already waiting for their 
turn. If the initial state (J1, ...,js; z) differs f rom 0'1; ..., ir\ 0) then the renewal 
process in question is a so-called delayed one. 
Let us denote by '.'.'.', jr,,z ( t) the renewal function of the process considered 
above. 
Denote by 
aO); z^O, Ui,-Js)£Kn, s = 1,2, ..., n) 
the initial distribution of (x(/), Keeping in mind the behaviour of the recur-
rent process, by using the theorem of total probability, we get 
Ph 0 = ( 1 / < ¡ 4 + J • 1 Q ' 
• 2 J v ^ i t - i m - F ^ - t ^ d H ^ ; : : : ^ ( « ) . 
r = 1 t - x 
Applying the key renewal theorem of Smith we have 
Hm ik(x,t) = pil ik(x) = 2-^— / [ i-^C«)]^;;:::;^")^, 
r = 1 m>l irO 
where mtl ir denotes the expected recurrence time into state (/1; ..., ir, 0) which 
is finite since the process is ergodic. The functions ^¡'''..."¡^(T) can be expressed with 
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the aid of exponential ones hence the d.f. P,,,...,,^ (x) is different iate at every conti-
nuity point of F ; i(x). 
This implies "that the density / . ph ¡k (x) is defined at almost everywhere and 
* 1 
Ph .* (*)= 2-r=1 
Therefore the normed functions are dif ferent ia te at x€R 
Theorem 3. The stationary density / of the process (X(f), i ^ O ) satisfies the 






+AilPUx) = 0, 
+A ikPh «*(*) = 'KPÎ.i iliW. (3) 
dpt J * > - 1 D* 
The boundary conditions are 
AP0= 2 f />?(*№•(*)> 
j = 1 0 
Ph,...,ik(Q) — 2' f pIH Pil ,„(0) = 0. (4) 
Proof. Considering the transition probabilities, using the equations of Chap-
man—Kolmogorov the first part of the theorem can easily be verified. The second 
part can be proved by the theorem of total probability. The details of the proof is to 
be f o u n d in SZTRIK (6). 
It is quite easy to see that the solution of (3)r(4) is 
Pt ik(*) = 1(-1)*-'^ J=I 
(h, ..., ik)evk", k = 1,2, ..., n, 
where-the constants Cil it are to be determined from the boundary condition (4). 
In the following we describe an iterative method to calculate these coefficients. 
Let ck denote the vector 
cl,2 ,...,k 
n-fc + 1 
7 Acta Cybernetica VI/1 
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of dimension ^ j k!. The components of ck are listed in the lexicographic order 
of their indices, k=l,....,n. Notice, that boundary condition ptl , n (0)=0 is 
equivalent to equation 
with a suitably chosen matrix A[n) of order n\x k\. The &-th boundary condi-
tion, where l ^ k s n — 1, gives the relation 
¿ ( - i ) * - ' ^ t,ni'v~.v= z 
1 = 1 J*iv-,»* 
¿ ( - 1 f-'Cj, i /7/'' ^ f 'ix dFj(x). 
'=« . o 
In term of the Laplace—Stieltjes transform this becomes 
¿(-ly-'cn lln\l*">u= 2 1=1 J*'l 
1 ( - i)*-'c}>«i .X" •••'^HAJ.H ;j). 
More succintly * 
Now we are ready to define our algorithm. We have 
j=i 
( * ) 
c „ - i = "2 B f - ^ c j , 
1 
where the matrix is defined by 
= ( l - A ^ A ^ l x - A ^ y ^ A ^ A ^ + AY-^), n-2. 
Similarly 
c t = " z B ^ C j , ( * * ) 
j=1 
where the matrix B(jk) is given by 
B f = ( l - A ^ B ^ - A ^ - ^ A ^ B ^ + A V ) 
2 s k s n - l , l s j ^ f c - l . 
For c t we have the equation (li) 
c1 = ,i<1>c2-M<1>c1+/>0 ; . 
UJ 
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Using the formula for C2 we obtain 
(K) 




c ^ a - ^ B p ) ) - 1 p0. (* * *) 
Starting with an arbitrary P0 and using the relations ( * ) , ( * * ) , ( * * * ) we can 
determine the vectors c l 5 c2 , ..., c„ (in this order). Following this procedure we ob-
tain all constants and also the density functions ph ,k(x). 
Let us denote by Ph ¡k the stationary probability that jobs with indices 
(ij, . . . , ik) are in compute period. Apparently, 
Ph ik= f Ph ik(x)dx= f pi ik{x)[l-Ftl(x)]dx. 
o o 
Denote by Pk the steady state probability that k programm is at the CPU. We have 
Pk = IvnP. . 
The value of P0 can be calculated from the normalising condition 
Po + 2Pu= 1-k 
3. Utility investigations 
(i) C P U utilization. 
It is easy to see that the CPU's activity can be divided into two periods, viz. idle 
and busy ones. Together they form a cycle. The durations of these cycles are inde-
pendent and identically distributed random variables. 
By the virtue of a renewal consideration it follows that 
P - 1 / A i/A + Md 
where M5 denotes the mean C P U busy period and \/A is the average idle period 
length. 
If UCPV denotes the C P U productivity, which is the long-run fraction of time 
the CPU is busy, then 
_ Mb 
Ucpv~ 1/A + Md 
Consequently 
MS = (l-P0)/(AP0). 
(ii) Mean waiting times. 
During the execution a job waits for the CPU, occupies it and takes I/O opera-
tions. If one considers these periods as a cycle, then in equilibrium for a fixed job 
these, cycles have identical distribution, but they are not.independent. 
7» 
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Let P ( i ) denote the steady state probability that job i is in compute period and 
let the average period lengths designated by W-t, /},, 1 jXh respectively. 
Consider now the semi-Markov process (Y ( t ) , ' S 0 ) , with state space 
U *?+{0}. 
k = 1 
Let Hi be the event that the programm i does not take I/O operations. Introduce 
the function 
z « J 1 if H , w lo otherwise. 
Theorem 4. 
The statement is a special case of a theorem concerning mean sojourn time for 
semi-Markov, processes, see TOMK6 [4] on page 297. Since the probability P ( i ) can 
be calculated from the distribution Pil ¡k, by 
n 
p ( , ) = t^KJiOi ' • . K ^ ' V - A ' 
the expected waiting time of job i is 
4. Numerical results 
We shall deal with only the case n=4 because the size of matrices involved in 
the iteration grows rapidly by increasing n. We assume that the I/O times are identi-
cally distributed with parameter X= 1.2 and the compute times are mixtures of Er-
langian distributions, namely 
F(\,x) = E(\,\.2,x\ 
F(2, x) = 0.8£(2, 3.3, x)+0.2£(2,0 .9 , x), 
F(3, x) = 0.2E(2, 3.5, x)+0.6£"(3, 2.6, x )+0 .2£ ( l , 0.2, x), 
F(4, x) = 0.8£'(2, 3.3, x)+0.2E(2, 0.9, x). 
E(k, X, x) indicates the ¿-stage Erlangian distribution with parameter X. So the station-
ary probability that the i-th job is at the CPU, i'= 1, 2, 3, 4, and that the CPU is 
idle are the following: 
PW=0.8110664463, P<2>=0.8130187511, P<3>=0.8209813440, 
P<4>=0.8130187511, P0=0.005945. 
Finally, the main characteristics are: 
CPU utilization=0.994055, 
mean waiting times: 
=3.5773884090, ^ ( 2 ) = 3.623441546, PF(3) = 3.821674988, W(4) = 3.623441546 
Acknowledgment. I am very grateful to Dr. J. Tomk6 for his helpful discussion. 
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Abstract 
The aim of the present paper is № give a more adequate model for FIFO multiprogramming 
computer systems. 
The jobs are stochastically different, programm / is characterized by exponentially distributed 
I/O time with rate X, and CPU time with an arbitrary distribution function F,(x). 
In stationary case we deal with CPU utilization, mean actual waiting times of the jobs. 
Finally numerical examples illustrate the problem in question. 
KEYWORDS; I/O time, CPU time, utilization, mean response time. 
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Das Prinzip der maximalen Entropie und seine Anwendung 
in der Codierungs- und Suchtheorie 
V o n TH. FISCHER 
1. Einführung 
Das von E. T. Jaynes ursprünglich für die statistische Mechanik begründete 
Prinzip der • maximalen Entropie hat zwar vielfaltige Anwendungen gefunden, ist 
aber bis heute nicht unumstritten. Einen Überblick sowohl über die verschiedenen 
Anwendungsgebiete als auch über die Schwierigkeiten, die sich bei der Begründung 
dieses Prinzips ergeben, findet man in [13]. In dieser Arbeit wird nun eine Un-
gleichung bewiesen, durch die die Verwendung der entropiemaximierenden Vertei-
lung für gewisse Anwendungsbereiche eine neue Rechtfertigung erfahrt. 
Es sei p eine Wahrscheinlichkeitsverteilung über der endlichen Menge X. Mit 
H(V) =Df 2 p W l o g p ( x ) 
xiX 
sei die Entropie der Verteilung p bezeichnet. Aus der Codierungstheorie ist gut be-
kannt, daß für jede weitere Verteilung q über X die Funktion 
—Df xiX 
stets größer oder gleich H(p) ist. Im Gegensatz zur Entropie besitzt die Funktion 
H(p, q) auch keine obere Schranke. Wenn man jedoch eine konvexe und kompakte 
Menge P von Verteilungen über X fest vorgibt, läßt sich stets eine Verteilung q so 
finden, daß für alle p z P die Abschätzung 
H(p,q)^maxH(p) (1) 
gilt. 
Diese Ungleichung besitzt nicht nur theoretische Bedeutung. In der Codierungs-
theorie interessiert man sich für die Existenz von Codes, die nicht nur fü r eine spe-
zielle Verteilung, sondern für eine ganze Klasse von Verteilungen gleichermaßen 
geeignet sind, vgl. [2]. Die Ungleichung (1) eröffnet eine besonders einfache Mög-
lichkeit, derartige universelle Codes zu erhalten. Wendet- man nämlich bestimmte 
Konstruktionsalgorithmen nicht auf die Quellverteilung p, sondern auf eine andere 
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Verteilung q an, dann läßt sich die Güte des erhaltenen Codes mit Hilfe der Funk-
tion H(p, q) charakterisieren [3]. Durch Anwendung bekannter Konstruktionsalgo-
rithmen auf eine entropiemaximierende Verteilung lassen sich also gute universelle 
Codes gewinnen. Ähnliches gilt für die Konstruktion universeller Suchbäume. Dabei 
ist besonders wichtig, daß dies auch für kleine Blocklängen gilt, für große Block-
längen liefern dagegen asymptotische Methoden bessere Ergebnisse [2]. 
Im nachfolgenden Abschnitt wird zunächst eine Verallgemeinerung der Un-
gleichung (1) für die von A. Renyi eingehend untersuchte Entropie der Ordnung a 
bewiesen. Anschließend werden dann die schon angedeuteten Anwendungen dieses 
Ergebnisses auf verschiedene Probleme der Codierungs- und Suchtheorie eingehend 
dargelegt. 
2. Eine Ungleichung für die a-Entropie 
Es sei X eine endliche nichtleere Menge und p eine Wahrscheinlichkeitsverteilung 
über X. Für jeden reellen Parameter a, 0 < a S 1, und jede Verteilung p sei die En-
tropie der Ordnung a (a-Entropie) als 
HAp) —Df 
H{p) für a = 1 
- ! — log 2 Pi*Y für a€ (0,1) 
1— OL x(.X 
erklärt. Als Logarithmenbasis ist dabei jede von 1 verschiedene positive reelle Zahl 
zugelassen. Wie üblich wird 0 log 0 = 0 gesetzt. Die Eigenschaften der a-Entropie 
wurden in [12] eingehend untersucht. 
Von E.G. Nath stammt folgende Verallgemeinerung der a-Entropie für zwei 
Verteilungen p und q: 
Hip, q) für a = 1 
H*iP, <J) =Df -p—log 2 Pix)q(xf'1 für <x£ (0,1). 
l—a XÎX 
Offensichtlich ist die Funktion Ha(p, q) ebenso wie die a-Entropie stets nichtnegativ, 
im Gegensatz zu dieser aber unbeschränkt nach oben. Setzt man jedoch voraus, daß 
mit q(x) auch stets pix) verschwindet, dann ist Haip, q) endlich und stetig sowohl 
in p als auch in q. Weiterhin gilt stets Haip, q)^Ha(p), vgl. [3, 11], und für q=p 
erhält man Haip,p)=Haip). 
Es sei jetzt P eine konvexe und kompakte Menge von Wahrscheinlichkeitsver-
teilungen über X und a sei beliebig aber fest gewählt. Ferner sei p0 eine Verteilung, 
die die a-Entropie in P maximiert, d. h. es gilt Haip0)=maxHa{p). 
Satz 1. Für alle ptP gilt Ha(p,pQ)^Haip0). 
Zum Beweis von Satz 1 wird der folgende Hilfssatz benötigt (i? bezeichne dabei 
den Körper der reellen Zahlen): 
Hilfssatz. G sei ein konvexes Gebiet im R" und g sei eine in G definierte reell-
wertige Funktion. Dann ist gip) dann und nur dann eine konvexe Funktion des 
Variablenvektors p£G, wenn die reelle Funktion /(;L)=Df g(Xp' + i\ —l)p"), 
O s A s l , für alle p',p"tG konvex bezüglich X ist. 
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Beweis. Es seien Ax, A2€[0, 1] und fü r beliebige p', p"fM sei Pi=DC^iP'+ 
+(1 —lt)p", r = 1,2. Mit p' und p" liegen auch pr und p2 in G. Wenn g konvex in G 
ist, erhält man fü r jedes ß€[0, 1] unter Beachtung der Gleichung l = g + ( l — Q) 
f{Qh+i\-e)h) = g(№iHi-e)h)p'+(i-e*i-(i-Q)*2)p")) = 
= g(ePi+0--Q)Pt) = E G ( P I ) + ( I - E ) G ( P Ü ) = 
= egM+Q-TF P")+0--ß)g{hp'+iX-W) = 
r 
d. h. / ist konvex. Wenn hingegen / als konvex vorausgesetzt wird, erhält man mit 
A 1 =l , A2=0 die Ungleichung / ( e ) S g / ( l ) + ( l — e)/(0), woraus sich unter Beach-
tung der Definition von / unmittelbar die Konvexität von g ergibt. 
Beweis von Satz 1. Für beliebige Verteilungen p£P sei 
/(A) =DlHa{?.p+(l-Vp0). 
Da die a-Entropie eine konkave Funktion des Variablenvektors p ist, ist auch / 
konkav bezüglich A. Da überdies f(0)=Ha(p0)=maxHx(p) gilt und alle Vertei-pif 
lungen A/?+(l —A)p0 wegen der Konvexität von P zu P gehören, erhält man für alle 
A€[0, 1] die Ungleichung / (A)s / (0 ) . Da / k o n k a v ist, ergibt sich daraus, daß / ' 
eine monoton fallende Funktion von A ist. Für alle A€[0, 1] gilt also / ' ( A ) S 0 . 
Für <x<E(0, 1) erhält man 
(Ap (x) + (1 - A) Po (x))' - 1 (p ( X ) - PO (x)) log e 
J U l - « i 2 (Ap(x') + (1-A)p0(x')) x'£X 
Setzt man in dieser Ungleichung A=0, erhält man 
x'ex 
wegen oc/(l—a)>0 and 2 Po(x')*>0 ergibt sich daraus -
x'iX 
2 pWPOW""1 ^ 2 Po(xY x(X x(X 
und durch Logarithmierung und anschließende Multiplikation mit dem Faktor 
1/(1—a) erhält man die Behauptung von Satz 1. 
Zum Beweis fü r den Fall a = l bildet man ebenfalls die Ableitung von / . Es 
gilt 
/ ' (A) - - 2 (P « - Po (*)) log ((1 - A) p0 ( x ) + X p (x)) 0. x£X 
Für A=0 folgt daraus H(p, p0)^H(p0). 
Es bleibt noch zu zeigen, daß die Ableitung an der Stelle 0 auch tatsächlich exis-
tiert. Man sieht leicht ein, daß f'(X) für A=0 nur dann nicht definiert ist, wenn es 
ein x mit />(x)>0 und /J0(3C)—0 gibt. O. B. d. A. sei x das einzige Element mit 
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dieser Eigenschaft. Während alle übrigen Summanden einen endlichen Wert besitzen> 
strebt dann der in f ' ( X ) vorkommende Ausdruck —p(x) log Xp(x) fü r 0 
gegen oo. Es gilt daher l im/ ' (A) = Dies widerspricht aber der Tatsache, daß 
die Ableitung von / nicht positiv ist. 
Wie in früheren Arbeiten gezeigt wurde, spielt auch die Funktion 
K(P, q) i ) + (l-«)#.(*) 
im Zusammenhang mit Codierungsproblemen eine wichtige Rolle [3, 4]. 
Folgerung 1. Für alle pdP gilt H^(p,p0)^Hx(p0). 
Der Beweis dieser Ungleichung folgt unmittelbar aus Satz 1 und der Definition 
- von H'a(p, q). 
3. Universelle längenvariable Codierungen 
Mit [X,p\ sei jetzt eine diskrete gedächtnislose Quelle bezeichnet- und 
cn: X"—W(Y) sei eine Codierung aller Wörter der Länge n in Wörter über einem 
anderen Alphabet Y. Die Länge eines Codeworts c„(u) wird mit l(u) bezeichnet. 
In [1] wurde als Maß für den Aufwand einer Codierung c„ die (exponentielle) mittlere 
Codewortlänge -
L'p(.cn) = D f | l o g t , ^ p(u)b«^ (2) 
I u£X" 
vorgeschlagen. Dabei bezeichnet b die Kardinalzahl von Y und t ist eine beliebige 
positive reelle Zahl. Für i—0 geht (2) in die lineare mittlere Codewortlänge 
^Lp(cn) =Df ^ p(u)l(u) 
utX» 
über, es ist daher gerechtfertigt L°p(cn) =D[ Lp(c„) zu setzen. 
Es sei jetzt i s O fest gewählt und a= D f 1/(1 + / ) . Weiterhin sei eine beliebige 
Verteilung q über X vorgegeben, die durch die Festlegung q(u)=Dt q f a ) •... • q(xn) 
fü r alle u=x1...xn£Xn zu einer Wahrscheinlichkeitsverteilung über X" erweitert 
wird. Mit qa wird die durch qt(x)=Dfq(xyl 2 i W " , xiX, definierte Hilfsver-
be* 
teilimg bezeichnet, die sich ganz analog auf X" ausdehnen läßt. Bekanntlich läßt 
sich stets eine eindeutig decodierbare Codierung c„: X"^W(Y) so finden, daß für 
alle Codewörter c„(u) die Beziehung 
/ ( a ) s - l o & i . ( i / ) + l (3) 
erfüllt ist. Dies kann zum Beispiel durch Anwendung des bekannten Shannonschen 
Algorithmus auf die Verteilung qa erreicht werden. Für die mittlere Codewortlänge 
(gemittelt mit der Quell Verteilung p) erhält man dann 
L'p(c„) ~ nH'x(p, </)+!, ' (4) 
vgl. [5]. Für f = 0 gilt offenbar qa=q und man erhält 
Lp(cn)^nH(p, q) +1. 
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Es sei jetzt P eine konvexe und kompakte Menge von Wahrscheinlichkeitsvertei-
lungen über X. Durch P wird eine ganze Klasse diskreter gedächtnisloser Quellen 
mit dem gemeinsamen Alphabet X festgelegt. Ferner sei eine Verteilung p0zP so ge-
wählt, daß 
HJvü) = max / / a (p ) 
gilt. Ersetzt man nun die Verteilung q durch p0, dann gilt wegen (4) f ü r jede Vertei-
lung p 
L'p (c„) S n H ^ p , p0) + l 
und für alle p£P ergibt sich aus der Folgerung 1 
L'p(c„) ^nHa(p0) + \. 
Satz 2. Für jede konvexe und kompakte Klasse P von diskreten gedächtnislosen 
Quellen [X,p] und jedes läßt sich eine Folge eindeutig decodierbarer Codie-
rungen c„: X"—W(Y) derart konstruieren, daß für jede Verteilung peP die Un-
gleichung 
L'p(cn) s n max Hx(p) +1 
erfüllt ist. 
Da für die Konstruktion der Codierung c„ nur die Kenntnis von P benutzt wurde, 
läßt sich c„ als universelle Codierung für P auffassen. Im Unterschied zu den üblicher-
weise betrachteten asymptotisch universellen Codierungen [2] gilt diese Eigenschaft 
für jedes n, insbesondere also auch für n = 1. Dies ist wichtig, weil mit wachsendem 
n auch der Umfang des Codebuchs exponentiell anwächst. Überdies lassen sich die 
erwähnten asymptotischen Methoden auch nicht fü r die Konstruktion von Such-
bäumen nutzen. 
4. Universelle binäre Suchbäume 
Als Maß für den Suchaufwand in einem binären Suchbaum B wird gewöhnlich 
die mittlere Weglänge 
L„(B) =D( 2 P(x)Kx) 
x£X 
betrachtet. Dabei ist X eine den Endknoten von B zugeordnete endliche linear geord-
nete Menge, l(x) bezeichnet die Weglänge (Anzahl der Kanten) von der Wurzel des 
Baums bis zu dem mit .r markierten Endknoten und p ist eine Wahrscheinlichkeits-
verteilung über X. Bekanntlich läßt sich zu jeder Zugriffsverteilung p ein binärer 
Suchbaum so konstruieren, daß fü r alle x t X die Ungleichung 
l(x) s s - l o g 2 p (x) + 2 (5) 
gilt. Dies kann zum Beispiel mit den Algorithmen von Gilbert und Moore [9] oder 
Mehlhorn [10] geschehen. 
Es sei nun wieder angenommen, daß von der konkret vorliegenden Zugriffs-
verteilung nur ihre Zugehörigkeit zu einer konvexen und kompakten Klasse P be-
' kannt ist. Ferner sei p0 so gewählt, daß H(p0) = max H(p) gilt. Wendet man die 
oben genannten Verfahren auf die Verteilung p0 an, dann erhält man wegen [5] einen 
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Suchbaum B mit 
LP{B) S H(p, Po)+ 2. 
Durch Anwendung von Satz 1 fü r a = l erhält man daraus unmittelbar das folgende 
Ergebnis : 
Satz 3. Zu jeder konvexen und kompakten Klasse P von Zugriffsverteilungen 
läßt sich ein binärer Suchbaum B so konstruieren, daß fü r alle piP 
LP{B) S maxH(p)+2 
gilt. 
Es soll hier nur kurz erwähnt werden, daß Satz 3 auch für den Fall verallgemei-
nert werden kann, daß mit positiver Wahrscheinlichkeit nach Informationen gesucht 
wird, die nicht im Suchbaum abgespeichert sind. In diesem Fall kann dann nur der 
ohnehin günstigere Algorithmus von Mehlhorn verwendet werden, vgl. [5]. 
5. Universelle Blockcodierungen 
In der klassischen Informationstheorie werden als Blockcodes Mengen der Form 
betrachtet, vgl. [8]. Dabei ist e > 0 eine vorgegebene Schranke. Für konvexe und 
kompakte Klassen P von diskreten gedächtnislosen Quellen [X, p] läßt sich ein fü r P 
universell geeigneter Blockcode ebenfalls mit Hilfe einer entropiemaximierenden 
Verteilung bestimmen. Es sei p0 also wieder so gewählt, daß H(p0) = max H(p) 
gilt. Für jede reelle Zahl 0 sei dann p i P 
C „ ( P o ) = D f {ulu£X"/\p0(u) > 2-"«}. 
Mit der durch 
_ J0 für utCn(p0) 
für u(zX"\Cn(pd) 
definierten Funktion q> läßt sich die Fehlerwahrscheinlichkeit bei Verwendung des 
Codes Cn(Pa) durch 
K= Df 2 P(»)<P(.u) «ex» 
ausdrücken. Offenbar gilt fü r alle ae(0, 1) die Abschätzung 
Damit erhält man 
P n ^ 2 - „ ( i - . ) R 2 p(i0p„(a)«-i = e x p { - i ! ( l - a ) Ä + l o g 2 P(M)pM*~1} = 
u i X » u € X " ' r 
= e x p { - / i ( l - a ) [ J R - / / a ( p , p 0 ) ] } S e x p { - n sup (\-a)[R-Ha{p, p0)]}. 
"€(0,1) ' 
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Ähnlich wie in [8] läßt sich zeigen, daß der Exponent 
E(R, p, Po) = sup (i-a)[R-Ha(p, p0)] «€(0,1) 
positiv ist, wenn der Parameter R die Bedingung 
R > H(p, Po) 
erfüllt. Wegen H(p0)^H(p,p0) fü r alle piP ist dann für R>H(p0) erst recht 
E(R, p, p0)>Q. Damit ist der folgende Satz bewiesen: 
Satz 4. Für jede konvexe und kompakte Klasse P von diskreten gedächtnis-
losen Quellen [X,p] und jedes n läßt sich ein Blockcode C„QX" derart bestimmen, 
daß fü r die bei der Verwendung von C„ entstehende Fehlerwahrscheinlichkeit P„ 
P N 2 P O ) 
gilt. Wenn R > m a x H ( p ) ist, gilt fü r alle peP p i p 
lim Pn = 0. OO 
Damit ist eine Folge von Blockcodes gefunden, deren Fehlerwahrscheinlichkeit 
für alle Quellen [X, p] mit p<iP verschwindet. Die Folge (C„)„=lj2,... kann daher 
ebenso wie die einzelnen Blockcodes als universell geeignet für P angesehen werden. 
6. Abschließende Bemerkungen 
1. Im Zusammenhang mit den Sätzen 2 und 3 muß auf das folgende offene 
Problem hingewiesen werden: Es ist nicht bekannt, was die optimalen Algorithmen 
bei der Anwendung auf eine entropiemaximierende Verteilung leisten. Die weiter 
oben benutzte Methode gibt hierüber keinen Aufschluß, da die optimalen Algorith-
men nicht die fü r den Beweis der Sätze 2 und 3 wesentlichen Ungleichungen (3) bzw. 
(5) erfüllen. Ähnlich verhält es sich auch mit einigen anderen Konstruktionsverfahren, 
vgl. z. B. [6]. 
2. Die Fehlerabschätzung im Satz 4 ist etwas schwächer als die von Jelinek für 
den Fall einer bekannten Verteilung p angegebene. Eine entsprechende Abschätzimg, 
die den Fehlerexponenten von Jelinek als Spezialfall enthält, wurde in einer früheren 
Arbeit bewiesen [3]. 
3. Abschließend sei noch darauf verwiesen, daß das Prinzip der maximalen 
Entropie hier gegenüber dem üblichen Gebrauch etwas erweitert wurde. Einerseits 
wurde es auf die Entropie der Ordnung a bezogen, andererseits wurde es durch die 
Einbeziehung der Ungleichung von Satz 1 ergänzt. Durch Satz 1 erhält das Prinzip 
der maximalen Entropie hier zugleich seine eigentliche Rechtfertigung. 
Zusammenfassung 
In dieser Arbeit werden universelle Codier- und Suchverfahren beschrieben, die auf der Ver-
wendung des Prinzips der maximalen Entropie beruhen. Hierzu wird eine Ungleichung für ver-
allgemeinerte Entropiemaße bewiesen, durch die das Prinzip der maximalen Entropie zugleich 
eine neue Rechtfertigung erhält. 
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Epis of some categories of Z-continuous partial algebras 
B y A . PASZTOR 
§ 1. Introductory remarks on the connections with Computer Science 
Let J_cu Algj denote the category of co-continuous T-algebras with bottom and 
bottom-preserving co-continuous homomorphisms between them in the sense e.g. 
of p. 132 of [13]. The structures SleOb j_co Algj; are simply algebraic systems in the 
sense of [6] and the morphisms h: 21—© of _Lco Alg r are homomorphisms in the 
sense of [6]. What is special about _|_co Alg2 is that these algebraic systems and ho-
momorphisms have to satisfy certain conditions. The present paper investigates 
_Lco Algj and certain strongly related categories. 
Nowadays a very large part of Theoretical Computer Science (TCS) is based on 
_Lco Alg r see e.g. [13] or [4] or [8]. We do not give here more references but it is 
very easy to_find them in any recent publication on "Algebraic Semantics of Pro-
gramming" or in the recent volumes of MFCS or FCT. Just for referential purposes 
we note that the French school of TCS uses the word "complete magma" for an 
algebraic system 5leOb (_Lco Alg^). The importance of _L<o Alg2- for computer 
science was perhaps first discovered by Dana Scott and his co-workers during their 
pioneering work a long time ago but of course at that time the tool they found did 
not have its present polished form. Among others, the fixed point semantics of 
programming is based mostly on Leo Alg£ (though this may not be explicit in some 
of the papers on the subject). 
In computer science one has to deal with recursion (or iteration). In _Lco Algj 
recursion is treated as the supremum of an co-chain where the members of that co-
chain are the finite approximations of the recursion in question. 
Since _Lco Algx is the foundation for a large part of TCS, we think it is impor-
tant for TCS — and what is more, it is indispensable for TCS — to investigate the 
basic properties of ±co Alg r . Such basic questions are to characterize the epimor-
phisms of _l_co Alg r and to know e.g. whether or not it is co-well-powered. The 
present paper investigates these questions. We note that these questions are indeed 
basic, e.g. in algebraic logic the epimorphism problem is equivalent to the problem 
of the connections between explicit definitions and implicit definitions in the logic 
under (algebraic) investigation. 
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§2. Introduction 
In [12], when characterizing the epis of POS (Z) — the category of Z-complete 
posets with bottom and Z-continuous bottom-preserving maps — I just solved the 
first problem which arised on the way of characterizing the epis in J_Algx (Z) — 
the category of Z-continuous I-algebras with bottom and of Z-continuous, bottom-
preserving homomorphisms. The present paper solves some other problems which 
seem to play an important role in solving the main problem. 
Instead of going on in an abstract manner, I will give first the basic definitions. 
A subset system is a map Z which assigns to each poset A a collection Z(A) of its 
subsets such that for each monotonic map / : A-+B, if XeZ(A), then f(X):= 
A poset A is Z-complete if every element of Z(A) has a l.u.b. (or sup) in A. 
A 
A map f: A—B is Z-continuous if it is monotonic and whenever XeZ(A) and 
sup X exists, then sup f ( X ) also exists and equals / ( sup X). 
Let I be a similarity type or signature, i.e. a set of function symbols. For any a i l , 
r(a) denotes the arity of a, which is an arbitrary ordinal number. 
A partial I-algebra 21 consists of a set A and of a family (oA\ dom <7A—A)aiX 
of partial operations on A, i.e. for each oil, dom oAQAr{"\ Given two partial 
I-algebras 9Í and 23, a homomorphism / : 9Í—93 is a map / : A-»B with the 
property that for any oil, whenever a€dom aA, / o a e d o m oB and f(aA(a))= 
= a B ( /oa ) . 
A partial I-algebra 91 is total, if for any oil, dom aA = Ar("\ 
For more about subset systems Z see [1], [9], [7]. For more about the the-
ory of partial I-algebras see [2], [11], [10], [3]. 
The frame category of the present paper will be ±ZP AIg r defined as follows. 
9l€Ob JLZP Alg j iff 21 is a partial I-algebra, A is partially ordered by with least 
element and all the operations of 91 are monotonic. / : 91— 93eMorj_Z.P Algz 
iff / is a Z-continuous bottom-preserving homomorphism. 
The present paper gives a characterization of the epis in J . Z P Alg r , for any Z 
and for any I . 
Actually, we are more interested in some full subcategories of ±ZP A l g l , 
which we define below. 
jLZAlgj; denotes the full subcategory of x Z P A l g j defined as O b ± Z A l g x = 
= {2IeOb_L ZP Alg2 : 91 is total}. 
± P A l g x ( Z ) denotes the full subcategory of ±ZP Algx with objects 91 which are 
Z-complete and in which the operations are Z-continuous, i.e. for any o i l , if 
XiZ(dom<TA) and if sup Xedom oA, then sup { ^ ( x ) : xiX} = oA( sup X). 
The objects of A_P Alg^ (Z) are called Z-continuous partial I-algebras. 
XAlgj (Z) is the full subcategory of ±P A l g l (Z) with objects in which all opera-
tions are total. 
±P Alg I Z is the full subcategory of J_P Alg r (Z) in which the objects are such that 
the domains of the operations are Z-complete. 
In §3 we define the closure operator CLX (see Definition 6) and, in Theorem 1, 
we prove that a morphism / : 91—93€Mor_|_ZP Algx is an epi iff CLl(f{A))=B. 
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This is a characterization of epis in \_ZP Alg r . In Theorem 2 we extend this charac-
terization to many other categories. At the end of §3 we show the connection of 
C L j with CL of [12]. 
In §4 we use the above characterization of epis to show co-well-poweredness, 
assuming that the subset system Z is bounded. This assumption cannot be omitted. 
Acknowledgement. This paper came into being due to Hajnal Andréka, István 
Németi, and Ildikó Sain, who pushed and helped me with many exciting discussions 
to write down these results. 
§ 3. Characterization of epis 
Throughout the paper, let a signature I and a subset system Z be fixed. 
Throughout this section, let 5ieObj_Z.P Alg^, XQA and a, b, c, deA. 
Definition 0. cl (X) is the least subset Y of A such that XQYand whenever 
F€Z(Y), then sup F. 
A 
Definition 1. We define a to be X-greater or equal than b iff there is an 
ordinal a such that a is a, X-greater than b (a b) and the latter is defined as fol-
lows: a-^—b iff b^.x^.a for some xeX. Let a > 0 . Then a-^-^b iff there is 
a term-function symbol t of type I such that b Z4'(b) and aA^tm(a) for some 
b, aedom t% and for any /< r ( i ) , b(i')ecl (F1) for some Y'^A and for each yeY' 
there is an ordinal a v < a with a(i) 
Fig. 1 
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t 
Remark 2. Comparing this definition with Definition 1 of [12], notice that 
a\"'x b implies (just take for t the identity). If the operations of 91 have all 
empty domains, then a - ^ - 6 iff (a I * b for some ordinal a). 
Lemma 3. Suppose and let / , g: 2 1 — S e M o r j . Z / ' Alg f . Then 
f\X=g\X implies f(a) ¡^g(b). 
Proof, a^—b means a x»b for some ordinal a. 
If a = 0 then there is an xiX with b^Ax^A a. Hence by the monotonity o f / 
and g we have g(b)^Bg(x)=f(x)sB f(a). 
Suppose CL>0. Then b =A t(b) and i^(a) ~A a. for some termfunction t of 
type I and some b, aedomi 8 1 , and for any *<r( / ) , b(/)6cl (Y') for some Y'QA 
and for each y€Y' there is an ordinal ay~^a with a(/) *y'X >y. By the induction 
hypothesis, for any / < r ( / ) and for any yZY' we have g(>) ^B/(a(i')). But, 
since by the Z-continuity of g we have g(b(/'))ecl (g(F')) , also g (b (z ' ) )^B / (a(z)) 
must hold for any ¡<r ( / ) . By the monotonity of the operations we get then 
g(b) s B g( i a (b ) )= i®(gob) =ß t®(foa) = / 2 1 (a)) f(a). • 
Corollary 4. a—<-b implies aAsb. 
Corollary 5. Let f g: 2 l - 3 3 € M o r j _ Z P Alg r with f'\X=g\X. Then 
a^—a implies f(a)—g(a). 
Definition 6. CLI(X):={a^A: a^a). 
Corollary 7. If for an / : 9 1 - S e M o r j . Z / ' A l g j we have C L s ( f ( A ) ) = B , 
then / is an epi! 
Now we are going to prove the converse of Corollary 7. 
Lemma 8. a A^b > c imply a X» d. 
Proof. Immediate by Definition 1. • 
CL (X) X 
Lemma 9. a—-—-b implies a—•b. 
Proof. Suppose a*,CLz(x). \ y e prove by transfinit induction on a ,that a^b. 
First let a = 0 . Then there is an x e C L ^ X ) such tha t b ~ s A x ^ A a . But since 
X X x—»X, it follows from Lemma 8 that a—•b. 
Now suppose a > 0 . Then b^Atn(b), tm(a)^Aa for some termfunction t of 
type I and for some b, a € d o m ( / a ) and for each i<r(t), b(z')gcl (Y') for some 
Y'QA and for any _y€ Y' there is an ordinal a y < a with a(i) ' > ' C L ' : m . j , and hence 
by the induction hypothesis there is another ordinal ßy with a(;) y'X> y. Applying 
Definition 1 we get then a-^-b for e.g. ß=I{(ßy+1): yiY', / < r ( r ) } (see Fig. 
2). • 
Corollary 10. The operator CL^: 3?(A)^0>(A) which assigns CLr(A0 to 
each XQA is a closure operator. 
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\ 
Proof. 1) It follows immediately from Definition 1 that for some a, biA 
and XQYQA imply a-^b. Hence X^YQA implies C L ^ A O i C L ^ r ) . 
2) X^CLj- (X) follows from Definition 1. 
3) CLS ( C L z i X ^ Q C L z i X ) follows from Lemma 9. • 
Remark 11. Note that, by Lemma 9, if we suppose that either a or b is in CLS (X), 
then a—>-b iff a A^b. 
Lemma 12. The operations of 91 are monotonic w.r.t. the relation "^-greater 
than or equal to" —• . 
Proof. Let oil be arbitrary and suppose that for any i<r(o), at bt. 
Then by Definition 1, / < r ( < r ) ) - ^ i ^ r ( o ) ) , where e.g. 
a:=I {(a f+l) : i<r(o)} (just let t=o and Y'={bi}). • 
Corollary 13. CLr (X) is closed w.r.t. all operations of 91. 
Lemma 14. Let YQA. If a-^—y for every ye Y then a-^-b for every 
¿>ecl(F). 
a X 
Proof. Let 6eel(Y). For every yiY let ay be such that a >y. Let 
a :=X{(a„+l) : .yeF}. Then by Definition 1 (just take for t the identity 
x 
termfunction), i.e. a—-b. • 
Corollary 15. cl (CLj (A0)=CL^ {X). 
Remark 16. In general, CLj(.J0 is greater than the least subset YQA such 
8* 
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that X^Y and Y is closed under the operations and cl ( 7 ) = Y. This follows from 
the fact that c M C L in POS which is proved in LEHMANN—PASZTOR [5]. 
Having arrived at this point we formulate the main result of the present paper. 
THEOREM 1. If / : 9 1 — S g M o r j . Z P Algj is an epi then CLI(f(A))=B. 
Proof. Denote C L r (/(-4)) by B0 and suppose that B—B^ 0. We will con-
struct <p, SB— G e M o r i Z f Alg r with f-(p=f-<p but q>^\ji, which contradicts 
the epiness of / . 
Let Q: B—B0-*B1 be a set isomorphism, where B1 is disjoint f rom B. Let 
C:=B{jB1 (the second copower of B with amalgam B0), q>:= idB and ip:=idBoUe 
(the injections), where idB and idflo denote the identity maps on B and B0 respectively. 
Let 5 :=<pUe _ 1 . Then 5: C ^ B . 
Definition 17. We define on C the relation as follows. For any a,bdC 
\5{a)^Bd(b) if a, b£B or a,b£B1 
a = c iff j ^ ) otherwise. 
ASSERTION 1. IS A partial order on C. 
Proof 1) ^ c is reflexive since is reflexive. 
2) Suppose a ^ c b ^ c c - Assume a, ceB or a, ceBl. Then 8(a)^B8(b)^B8(c) 
by Definition 17 and Corollary 4, hence 8(a)^BS(c) by transitivity of = B , i.e. 
a^cc by Definition 17. Assume that one of a and c is in B and the other one is in Bx. 
Then either <5 ( a ) ( 6 ) or d(b)*^-5(c)t by Definition 17. Then 8(a) ^-8(c) 
by Lemma 8 and Corollary 4, i.e. a s c c by Definition 17. 
3) Let a^cb and b^ca for some a,beC. If a,beB or a,beBx then a=b by 
antisymmetry of and since 5 is one to one on Bx. Suppose one of a, b is in B and 
the other one is in Bx. Then 5(a)—?2-5(b)~-^- d(a) by Definition 17 and hence 
d(a)=d(b)eB0 by Corollary 4 and Lemma 8. Then a=5(a)=8(b)=b (contradicting 
our hypothesis). • 
ASSERTION 2. 5: C-*B is monotonic and (p • d = \j/ • <5=idB. 
Proof. Immediate by Corollary 4 and by the definitions. • 
ASSERTION 3. cp,il'/: B-*C are Z-continuous. 
Proof. 1) Clearly (p is monotonic. Let a,beB be such that a^Bb. If a€B0 
or beB0 then a^-a-b by Remark 11 and hence >p(a) ^c\p(b). If a, biB- B0 then 
11*(a)Sc^(b) by i/f-<5=idB and Definition 17. Thus is monotonic. 
2) Let YeZ(B) and assume that 6 := sup Y exists. By Definition 17, y^cb 
SB 
fo r any ye Y, i.e. b=(p{b) is an upper bound of Y=cp(Y) in C. Now let ceC be 
another upper bound of Y. If ceB then bscc by Definition 17 and since 6 = s u p Y. 
B 
Suppose ceBx. Then 5(c)-2—8(y)=y for every yeY, by Definition 17. Thus 
<5(c)-̂ 2— b by Lemma 14, i.e. b^c. Thus ¿ = s u p Y. 
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Since ip is monotonic, ip(b) is an upper bound of i p ( Y ) . Let ceC be another 
upper bound of \p(Y). Suppose ciB0{JBL=tp(B). Then ¿(c) is an upper bound of 
Y in B since d is monotonic and \p • <5 = id f i, therefore b^B5(c) by 6 = sup Y. 
B ~B 
Then ip(b)^c\pdc=c by monotonity of \p. Suppose czB—B0. Then c—^y for 
every yeY by Definition 17 and Remark 11, therefore c—+b by Lemma 14, i.e. 
c = d(c)^s-^5ipb, hence \p(b)c by Definition 17. Thus ip(b)=sup \p(Y). 
Now we take on C the structure inherited from ©, i.e. for any a i Z , 
ac:=aBUrpoaB. Since by Corollary 13 B0 is closed under the operations of 93, 
a c is a partial operation on C. 
Remarks 18. 1) If 23 is a total I-algebra and if I contains at most unary opera-
tion symbols, then £ : = ( C , is also a total Z-algebra. 
2) (£ is the second copower of © with amalgam B0 in the category of all partial 
Z-algebras. 
3) d:(i—23 is a homomorphism. • 
By its definition and by Lemma 12, oc is monotonic. Let (£:=(C, oc)aiI with 
partial order Then (£{Ob±ZP Algx. Clearly, <p, ip: 93—(T are homomor-
phisms, therefore q>, \pzMor±ZP Algj , by Assertion 3. By B—B0^0 we have 
(p^ip and by f(B)*^B0 we have f-(p=f-ip. T h u s / i s not an epi. • 
To prove Theorem 2, we shall need Lemma 19. 
Lemma 19. Let P be any poset. Then conditions (i) and (ii) below are equivalent. 
(i) P is directed. 
(ii) For any XQP either X is cofinal in P or P—X is cofinal in P. 
Proof. Suppose that XQP is such that neither X nor P—X is cofinal in P. 
Then there are x,pZP such that x s a implies aiX and p=a implies a$X. 
Then {x, p) cannot have an upper bound. 
Suppose that {x, p) does not have an upper bound. Then neither {aiP: a^x} 
nor {ai.P: a^x) is cofinal in P. • 
NOTATION. Z^A denotes the fact that X is directed for any poset P and 
XiZ(P). 
THEOREM 2. 1) For any Z and for any type I we have / : 91—23eMor_LZP Alg^ 
is an epi iff C L j (f(A))-B. 
2) Suppose that Z Q A . Then a)—c) below hold. 
a) For any type I , 
f : 2 i - S € M o r ± P A l g r ( Z ) is an epi iff CLI(f(A))=B. 
b) For any type I , 
f : 91—93€Mor_L.P Alg I Z is an epi iff C L ¡ ; ( f ( A ) ) = B . 
c) If the type I contains only 0- or 1-ary operation symbols then 
/ : 91—23gMorj_Alg I(Z) is an epi iff CLz(f{,A))=B. 
Proof. A) By Corollary 7, if for / : 91-93 € M o r ± Z P Alg r we have 
CL r (f(A))=B t h e n / i s an epi. Further on, for any category t? and any subcategory 
& of  c6, if / e M o r is an epi in c6, then it is an epi also in 
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В) Now 1) follows from Theorem 1. Suppose that ZQA. To prove 2) we shall 
use the construction in Theorem 1, i.e. we shall use cp, ф, SB, and G. 
ASSERTION 4. If SB is Z-complete then so is G. 
Proof. Let XeZ(C). Then S(X)£Z(B) since <5 is monotonic, hence 
¿ ^ s u p i i A ' ) exists. Then <p(6)=sup <pSX and ф(Ь)=sup фдХ by Assertion 3. Sup-
— в —с —с 
pose that ВПХ is cofinal in X. Then <р8(ВПХ)=ВГ\Х is cofinal in <p5X, hence 
<p(6)=sup (5DA r )=sup X. If BOX is not cofinal in X then B^X is cofinal in X 
-c 
by ZQA and Lemma 19. Then, similarly as before, sup Х=ф(Ь). • 
~ с 
ASSERTION 5. If SB is Z-continuous then so is G and if SB€Obj_P A l g I Z 
then G e O b x P Algx , z . 
Proof. G is Z-complete by Assertion 4. Let and X£Z(dom oc). Let us 
denote Cr(ff), (pr(a\ фт(^ and by В, С, <p, $ and S respectively. By the 
definition of G we have dom етс^ф(В)и^(В). Therefore either Х<р:=ХПф(В) 
or Хф:=ХПф(В) is cofinal in X, by Lemma 19. 
Suppose Xv is cofinal in X. Then oc(Xrp) is cofinal in oc(X) by monotonity of 
oc, hence sup X = s u p Xv and sup a c (A ' )=sup oc{X<f). By Х<р^ф(В) and tp • 5 — 
sc -с -с «с 
= idB we have Xq>=<p$Xq>. Since <5: G—SB is a monotonic homomorphism, we 
have 5 ( ^ ) e Z ( d o m o ) and thus oB(5X<p)iZ(B). Now, since cp is a homomorphism, 
we have ос(фЬХЛ = (ров{дХ^), and then sup (paB(BX<p) = q> sup oB(8X9) by Z-con-
tinuity of cp. By Z-completeness of SB and G and by Z-continuity of <p we have that 
ф (sup 7 ) = s u p <p(Y) for any Ye Z(B) (because <p[(sup У)(/)] = (? sup {y(/): yg Y} = 
—В ~C _ ~B JB 
=sup {(py(i): y£Y}=(sup cpY)(i) for any i<r(a)). Thus <p sup SX^, = s u p Xv 
and sup S(X</>)=5 (sup Xy) by <p • <5=idfl, therefore sup A^edom ac iff supb(X^)€ 
-в -с -с ~B 
gdomcr® since <p and 5 are homomorphisms. Suppose sup edom aB. Then 
sup oB(iXrp)=<jB(sup SXp) by Z-continuity of SB and (¡¡><jB(sup SX<p)=oc((p sup SXV) s b mB s B 
since q> is a homomorphism. 
Summing up: 
sup oc(X) =• sup ac{Xv) = sup ас(ф5Х1р) = sup <рав(ЕХ9) = q> sup < jb(5X9) = 
-C SC S g 
= (pirB(sup SX^ = oc((p sup ЗА') = oc (sup фЗХр) = ac (sup ХЛ = oc (sup X). 
S B - C - C 3 C 
If Хф is cofinal in X then the proof is the same as above, only q> has to be replaced 
by ф everywhere. • 
Now 2) follows from Assertion 5, Remarks 18 and from the proof of Theorem 
1. П 
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In part 2 of [12] we defined the closure operator CL on posets. Now we are going 
to prove that in some cases CLX on Z-continuous X-algebras equals CL. 
Lemma 20. Let ZQA and let I be finitary. Then for any 2leOb_LAlgI (Z), 
if XQA is a subalgebra of 91, then for any oeZ a f H - — b h i<r(o) implies 
a:=oA(ai: i<r(pj)\^-aA(bi\ i<r(p))=:b for a : = sup a,-. i^r(tr) 
Proof. If a = 0 then for each i<r(o), btec\ (7 ' ) for some Y'QA and for 
each yeY' there is an xyeX such that y^x^a^ Let Y:={aA(y): ye X Yi}-i<=r(<T) 
B y NELSON [9], f o r Z g - D a n d finitary I , oA(c\ (YX), . . . , c] (7„) ) = 
= cl (aA(Y1, ..., 7„)), hence bed ( 7 ) and by the monotonity of a for any yeY, 
since y—aA(y) for some ye X there is an xy:=c7A(xy(i): i<r(a))eX (X is 
0 X closed w.r.t. u), such that ysAxy^Aa. Hence a\ b. 
Let a=>0 and suppose that whenever sup <X;<a the statement holds. Then 
¡C|-(<X) 
for any /<r(ff ) ¿»¡eel (y,) for some YtQA and for any yleYt there is a byiA^yl 
and an ordinal fSyi«xt such that a^——byi. Let 7 : = {aA(y): ye X Then i-sr(<r) 
for any ye Y, y=oA(y) for some ye X ^ by the monotonity of a 
i-zr(ir) 
y^AaA(by(i): i^r(cr))—:by. By the induction hypothesis, ah -^—b y , where 
¡}y:= sup [iy(i). Since by the assumption ¿ e e l ( 7 ) and since for any yeY, /?>,<« 
•-ft") 
(because r(o)eco), ah2—b. • 
Corollary 21. If Z ^ A and I is finitary, then for any / : 9I-93eMorj_Alg I (Z) , 
CL (f(A)) is a subalgebra of 
Lemma 22. Let ZQA and let I be finitary. Then for any 2 leOb±Alg r (Z), 
for any a, be A and for any subalgebra X of 21, a-^—b implies ay^—b for some 
ordinal a. 
o x • Proof. Suppose a——*b. Then bsAx^Aa for some xeX, which implies 
ah-—b. 
Let a x"x» b and suppose that for any /J<a, a-^--b already implies a\ y'x b 
for some ordinal y. Then a "'x» b means b tn(b) and (a) a for some term-
function symbol t and some a, beAr>,) and for any j< r ( f ) , b(/)ecl (7 ' ) for some 
Y'QA and for each yeY' there is an ordinal a y < a with a(») >y. By the in-
duction hypothesis for each /</•(/) and for each ye Yl, a(/)l Py,X y, for some ordi-
nal fiy. 
Let Y:={t*(y): ye X Y'}- T h e n ¿'"(b)eel (7) , since by NELSON [9] for 
finitary I and for ZQA, t* (cl (y°), ..., cl ( 7 r « - 1 ) ) = c l ( ^ ( 7 ° , ..., f ' "»- 1 ) ) . 
For any yeY, y—t^iy) for some ye X f'> hence by Lemma 20, <a(a)| y, ¡c'd) 
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where Py= sup /L ( 0 . Then / a ( a ) b ^ ^ / a ( b ) for some p greater than each /?_, 
i < « ) 
yeY. By Lemmas 3 and 4 in part 2 of [12], a \ b . • 
Corollary 23. If ZQA and I is finitary, then for a n y / : S l - S e M o r X A l g ^ Z ) 
we have CL, (f(A))QCL(f(A)). 
Corollary 24. If ZQ A and I contains at most unary operations, then 1) and 2) 
below hold. 
1 ) / : 9 i -93eMor j_Alg r (Z) is an epi iff CL(f(A))=B. 
2) . l A l g ^ Z ) is co-well-powered. 
Proof. 1) By Corollary 23 and Corollary 21, CLz(f(A))=CL(f(A)). By 
Theorem 2, / : 9 I -S8eMor±Alg x (Z) is an epi iff CL X ( / ( / ! ) )=£. 
2) In Corollary 2 of part 4 in [12] I proved C L ( X ) g {sup S: SQX} for any 
A € POS (Z) (Z arbitrary) and XQA. • 
§ 4. Co-well-poweredness 
Suppose that Z is bounded, i.e. there is a cardinal <5 (Z) such that for any poset A, 
if XeZ(A) then | Z | « 5 ( Z ) . 
In what follows our aim is to prove that for such Z-s those categories for which 
we have proved [ / : 91—© epi <=>- CLI( f(A))=B] (see Theorem 2) are co-well-
powered. 
Let <5 ( I ) denote the ordinal dimension of the type Z, i.e. the least regular ordi-
nal <5 such that |<5|«= |r(<7)| for any 8eZ. 
Denote by S:=S(Z,Z) the least regular ordinal greater than max{<5(Z), 
¿(1)}. 
Notice that for any poset A, if aeA and YQA, then ¿reel (Y) implies that 
there is an Y'Q Y with |Y'|<<5(Z) and aec\(Y'). In the following we will sup-
pose immediately |7|<<5(Z) when writing a eel (Y). 
In the following let 9 I e O b ± Z P A l g r , XQA and a,b,c,d€A. 
Lemma 25. Suppose that Z is bounded by <5 (Z) and let S(Z, Z) be as above. 
Then implies ae'x> b for some /?<<5(I, Z). 
Proof. Let a^—b. Then a x> b for some a. 
If a = 0 then the statement is true by ¿ > 0 . 
Let ooO and suppose that for every /?<a the statement holds, a ",x> b means 
that b ^ t ^ Q o ) , for some termfunction symbol t and some b, aedom til 
and that for any i < r ( 0 , b ( / )€c l (y ' ) for some Y'QA, card ( F ' ) « K Z ) , and for 
any yeY' there is an ordinal ay<u such that a(/) - y. By the induction hy-
pothesis for any i<-r(t) and for any y€ Y' there is an ordinal Py<8(Z,Z) with 
Let _P:=Z{(Py+1): yeY', i<r( i )} . By the definition of 5(Z,Z) we 
have P<5(Z, Z) and by Definition 1, a • b. • 
Definition 26. For every a,beA such that a—*b we define Ra b as follows. 
Let a be the least ordinal for which a - ^ - 6 . 
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If a = 0 then a-^—b means that there is an xeX with b sAx^Aa. Let us 
fix one x i X with this property. Then i?a (,:=({x}, 0). 
If a o O then a-^-*b means that b i41 (b) and t*(a)sa for some term-
function symbol t and some b, a e A r ( t ) and that for each / < r ( / ) , b(/')€cl (y ; ) 
for some Y'QA and for any yeY' there is an ordinal a y < a with a(/) > y. 
Let us fix t, a, b and the y ' - s for any i<r(t). Then 
Lemma 27. If and Rab=Rcd then d^Aa (and bsAc). 
Proof. By transfinit induction on a of Ra,b-
Let Ra ,b=Rc,d=({x}> 0)- Then b ^ A x ^ A a and d ^ A x ^ A c , hence d ^ A x ^ A a , 
i.e. d ^ A a . 
Let Ra.h=Rc.d=<t,({R^0y. yiY>})i<r(t), oc) where <x>0. Then b^At*(b), 
i a ( a ) ^ a , d^ A t m (d) and i a ( c ) ^ c for some a, b, c and d € A r ( , ) and for any 
i<r(t), b ( 0 € c l ( y ' ) and d ( / )ec l (Z ' ) for some Y\Z'QA and for any ytY' 
there is a z e Z ' such that i?a ( i ) : y=Rc i i ) < z (and since Ra,b—Rc,d of course for any 
z€Z ' there is a y^ Y' with Rca^2 = Raa)y). By the induction hypothesis this 
implies zmAa(i) for any z€Z' . Since d(/)€cl (Z'), d(i) a(z). Then by the 
monotonity of t, d^At%(d) t121 ( a ) a , i.e. d^Aa. • 
Let Term (£) denote the class of all termfunction symbols of type I . It is easy 
to show that Term ( I ) is a set. Let y (X, Z) be the least regular ordinal greater 
than (max {|JT|, |Term ( I ) | , <5(1, Z)})s^z\ 
Let H0 be the set of all Ra,b-s of form <{x}, 0). Then \H0\ = \X\<y(X, Z). 
Let 0<a<<5(£ , Z) . Then we define Ha to be the set of all Ra ¡,-s of form 
<U ({Kto.y- yt Y'})i<r(l)> a). Then |Term (Z)| • |(U {Hf /?<«})«(*>• 
^y(X, Z). 
By Lemma 25, if a—•b, then there is an ordinal j3<<5(r, Z ) such that Ra beHp. 
By the definition of y (X, Z) , | U {H„: j?< S (£, Z)} | < y (X, Z) . 
By Lemma 26, we know that for a n y a , beCLx(X), if Ra,a=Rb,b then a=b. 
Hence we can immediately see that we have proved 
Corollary 28. |CLj (X)\^y(X, Z). 
Corollary 29. 1) Let Z be bounded. Then for any similarity type I , ±ZP Alg^ 
is co-well-powered. 
2) Suppose that Z is bounded and Z Q J . Then for any type I , ±PAlgI(Z) 
and also ±P Alg i i Z are co-well-powered. If I contains only 0- or 1-ary operation 
symbols then ± A l g r (Z) is co-well-powered. • 
Next we prove that in Corollary 29 the condition that Z is bounded cannot be 
omitted. 
Proposition 30. Let I be a signature with at least one f £ l such that 
r ( / ) > 0 . Then there is a subset system ZQA such that both ±_ZP Aigj and _l_Z Algx 
are not co-well-powered. 
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Proof. For simplicity we assume X = { f ) with r ( f ) = 1. It is obvious how to 
extend the present proof for the general case (in the formulation of the present 
Proposition). 
We define Z as follows. For every poset (A, ^ A ) let Z((A, ^A)):={Y: YQA 
and (3a€Ord)(a, s A ) . Clearly, Z is a subset system and Z Q A . 
co denotes the set of natural numbers and Id s denotes the identity function on S, 
for any set S. 
Let 21 :=(co, ±A, f A ) such that _L^=0, sA= {OJXwUId,,, and 
fA=Idm. Then 9 l € O d j . Z A l g i . 
Let xeOrd be arbitrary but such that x^co. Let SB (x + 1, _LB, -&B, fB) 
such that _LB=0, s B = € f l ( 5 X 5 ) U I d B and fB=fAU{(a, a + l>: c o ^ a + 1 e^JU 
(J{(x, x)}. E.g. if co+leB then fB(co)=co+l (see Fig. 4). Now 93<EOb_LZ Alg r 
since fB: (B, ^B)—(B, s B ) is an endomorphism that is fB\ B^B is monotonic. 
Let A^Ido, , i.e. h:A—B is the identical embedding of co into x+l. Then 
h: 2X—SB€Mor_|_Z Alg r since h is a bottom-preserving homomorphism and h 
is Z-continuous. Since JLZ A l g j g ±_ZP Algj we have that 6:2l—93€Mor \_ZP Alg2, 
too. 
ASSERTION 6. h: 21—SB is an epi in ±_ZP A l g l as well as in ± Z A l g i . 
Proof. Let X=h(A). Then X=coQB. Let yeB. Assume y e C l j ( Z ) . If 
y£X then y + 1 g A ^ C L j (X) obviously. Assume yfyX. Then ySco, and fB(y) = 
= y + l . Hence y + 1 g C L j ( X ) by Corollary 13. Let a£B be a limit ordinal and 
assume a ^ C L r ( Z ) . Then by a = s u p a and a € Z ( 5 ) we conclude agcl (CLZ ( X ) ) g 
i C L I ( Z ) by Corollary 15. Thus by induction we proved B=x+l=CLI(X). 
Hence by Lemma 7 we have checked that h is an epi both in ±ZP Alg r and in 
±Z Alfa. • 
By Assertion 6 and the definition of SB we proved that 91 is such that (VxeOrd) • 
• ( 3 SB) (3 91 — SB) \B | S \x |, which means that the epimorphic images of 21 are not iso-
morphic to any subje/ of Ob±_ZP Alg r . Thus ±ZP Algx is not co-well-powered. 
Fig. 3 Fig. 4 
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Since h is an epi in ± Z Algj as well, we have that J_Z Alg£ is not co-well-powered 
either. • 
Problem 31. Is j . Z P A l g j co-well-powered for some ««bounded Z? More 
precisely, is it true that for all I there is some unbounded Z such that J_ZP Algj 
is co-well-powered? 
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