Under the assumption that a significant motivation for sequencing the genomes of mammals is the resulting ability to help us locate and characterize functional DNA segments shared with humans, we have developed a statistical analysis to quantify the expected advantage. Examining uncertainty in terms of the width of a confidence interval, we show that uncertainty in the rate of nucleotide mutation can be shrunk by a factor of nearly four when nine mammals; human, chimpanzee, baboon, cat, dog, cow, pig, rat, mouse; are used instead of just two; human and mouse. Contrastingly, we show confidence interval shrinkage by a factor of only 1.5 for measurements of the distribution of nucleotides at an aligned sequence site. These additional genomes should greatly help in identifying conserved DNA sites, but would be much less effective at precisely describing the expected pattern of nucleotides at those sites.
Introduction
Comparisons of multiple related genomes have already produced a number of interesting findings, and sequencing resources are available to obtain the genomes of many more species. For studies of human disease, there is naturally a strong interest in the genomes of vertebrates, especially mammals. Decisions concerning the particular species to sequence depend on a number of important factors. While much useful and constructive discussion about these choices has ensued, there have been few quantitative analyses addressing this issue. Siepel & Haussler (2004) , showing the expected number of mutations per non-coding sequence position, for each tree edge.
Here we consider two of these factors: 1) pattern discovery of functional elements, such as transcription factor binding site models, and 2) identification of unusually conserved sequence fragments.
To address these issues, we examined the evolutionary/phylogenetic tree of nine mammals; human, mouse, dog, cow, pig, rat, cat, baboon, and chimpanzee; the last seven of which are being sequenced in the NISC Comparative Sequencing Program (Thomas et al., 2003) , and statistically ask how these would improve confidence intervals for estimates of meaningful statistics, relative to estimates made from just human and mouse.
State-of-the-art statistical phylogenetic models are quite advanced and there exist several good approaches to modeling the evolution of biopolymer sequences. Many are based upon the mathematical model of Neyman (1971) and algorithm of Felsenstein (1981) and include ever more sophisticated models for nucleotide substitution (Jukes & Cantor, 1969; Kimura, 1980; Felsenstein, 1981; Lanave et al., 1984; Hasegawa et al., 1985; Barry & Hartigan, 1987; Kishino & Hasegawa, 1989; Rodríguez et al., 1990; Tamura & Nei, 1993; Ya n g , 1994a Ya n g , ,b, 1995 Gu et al., 1995; Felsenstein & Churchill, 1996; Arvestad & Bruno, 1997; Waddell & Steel, 1997; Arvestad & Bruno, 1997; Friedman et al., 2002; Holmes & Rubin, 2002; Siepel & Haussler, 2004) .
For any given sequence position, we are interested in estimating confidence interval shrinkage for two parameters, (1) the value γ, which is the expected rate of nucleotide mutation at that position and (2) the vector (θ A , θ T , θ C , θ G ), which is the expected equilibrium distribution of nucleotides at that sequence position. As such we will employ a statistical model that is parameterized by only γ, θ, and the phylogenetic tree edge lengths; it is a simple extension of the early nucleotide substitution model of Felsenstein (1981) . See Equation 1 in the Methods Section for more information.
For the set of tree edge lengths we use the result of Siepel & Haussler (2004) for noncoding sequence, which is depicted in Figure 1 . Each edge in this tree represents the expected number of mutations per sequence position (for non-coding sequence) between an ancestral and descendant individual.
We combine these ingredients in an analytical approach to evaluate the precision to which the rate of mutation and nucleotide distribution can be determined. Specifically we imagine the following thought experiment: We generate sequence data according to our model, as parameterized by some γ * and θ * . Ignoring the parameters used to generate the data, but examining this instance of randomly generated data we try to rediscover the parameter values from which the data was generated. As estimates we chose the "maximum likelihood" values of γ and θ, which comprise the parameterization of the model that best explains this generated data. We imagine that this thought experiment is repeated many times and we ask how close the estimates (γ, θ) are to the true values (γ * , θ * ). The closer these estimates bunch about the true values, the more confidence we will have in estimates that we derive from a single instance of real data.
Note that instead of actually generating random sequence we use an asymptotic approach via the Fisher information Matrix. (See the Methods Section 2.6 for more details.) One significant advantage of using this asymptotic approach is the Cramer-Rao Theorem (Stuart et al., 1999) ; any estimates of the parameters cannot have a better standard deviation from the true value than that standard deviation indicated by the Fisher information matrix approach.
Methods

Phylogenetic Tree
Using ancestral repeats data from the NIH Intramural Sequencing Center (NISC) Comparative Sequencing Program, (Thomas et al., 2003) , a phylogenetic tree for nine mammals was determined, (Siepel & Haussler, 2004 ), which we depict in Figure 1 . The tree was constructed with the model described as "U3S with rate variation"; when used to evaluate 162,743 bp of non-coding sequence data, this tree gives the maximum likelihood among all phylogenetic models that employ a not-necessarily-reversible, strand-symmetric, trinucleotide model of mutation, with rate variation according to the approach of Ya n g (1994b). See Siepel & Haussler (2004) for more information. The estimated overall distribution of nucleotides for this tree is: θ A = 0.2967, θ T = 0.3122, θ C = 0.1949, and θ G = 0.1962. The model of Siepel & Haussler (2004) assigns this equilibrium distribution to each species in the tree.
Nucleotide Substitution Model
We use a nucleotide substitution model parameterized by γ, θ, and a tree edge's length x.
where x = the evolutionary distance between an ancestral and a descendant individual, Pr[d|a] = the probability that a descendant individual shows the nucleotide d when the ancestral individual shows the nucleotide a, θ b = the equilibrium probability of nucleotide b γ = the relative rate of mutation, and
This model has the necessary features that, when γ = 1, the expected number of substitutions is x, because of the choice for k; that as x → 0 + , the substitution matrix is the identity matrix; that as x → +∞, the substitution matrix gives an equilibrium distribution independent of which nucleotide we started with (i.e., all of the rows are equal); and that M a+b = M a M b , correctly modeling that the substitution resulting from evolution described by an evolutionary distance a, followed by evolution described by an evolutionary distance b, is equal to the evolution described by the sum of the evolutionary distances.
Likelihood of a Phylogenetic Tree
The algorithm of Felsenstein (1981) is used calculate the probability of observing aligned sequence data at a single alignment position across all leaf species. Writing D r for this aligned set of nucleotides (one nucleotide for each leaf species in the tree), the algorithm allows us to calculate Pr[D r ] given specific values for γ, θ, and the tree edge lengths T , recursively. Briefly: 1) for x equal to the length of the edge connecting species p and c. For more information see, e.g., Durbin et al. (1998) or Swofford et al. (1996) .
Asymptotic γ Estimator Variance
Following the approach described in Stuart et al. (1999) we measure our ability to recover the γ parameter, from observed data via an expected log likelihood function LL(γ|γ * ):
Intuitively, we are measuring how well data generated with a model parameterized by γ * can be explained by the model parameterized with γ. Our confidence interval is tight if this function falls off quickly as γ deviates from its mode at γ * . This rate of decline is measured by the second derivative of LL(γ|γ * ) with respect to γ, evaluated at γ = γ * , and the negative of the reciprocal of this second derivative is the asymptotic variance for the γ estimator.
To calculate the variance reduction factor for all nine mammals relative to just human and mouse, we perform the following operations twice, once for the tree of nine mammals and once for the tree of just human and mouse. For each possible tuple of nucleotides, one nucleotide for each leaf species in the tree, using the algorithm of Felsenstein (1981) we evaluate Pr [D|γ] for three values of γ, specifically, γ = 0.99999, 1.0, 1.00001. For each of these three values for γ we compute the sum of Equation 5 assuming γ * = 1.0, and we compute the second derivative with respect to γ, numerically. In these calculations, we fix θ to the values given in Section 2.1.
Combining θ Estimator Variances
In Section 2.6 we will describe how we compute the asymptotic variances and covariances for the components of θ but first we describe in this section why we have made the somewhat arbitrary decision to use the sum of the four pure variances in the computation of variance reduction factor ratios. The product of the (pure) variances and the determinant of the covariance matrix (i.e., the volume of the confidence ellipsoid) are two obvious alternatives. (For more see, e. g., Chapter 2 in Silvey (1980) .) We settled upon the sum of the individual variances for several reasons:
• Unlike the case for some of the alternatives, for the sum of variances approach, a zero variance in one of the dimensions does not hide the uncertainties in the other dimensions.
• Because it is the matrix trace of the covariance matrix, and because the trace is a characteristic that is unchanged when we perform an orthogonal change of basis, the metric does not depend on the choice of orthogonal basis used to describe the equilibrium θ.
• As explained in Section 2.7, variance reduction factors calculated using this sum of four estimator variances can be identified with the intuitively appealing "effective species count."
• This sum of variances is also the variance of the quantity b (θ b − θ * b ) 2 , the Euclidean distance (ℓ 2 -norm) between the model vector parameter θ * and its estimate θ.
Asymptotic θ Estimator Variances
In this case we are estimating a vector. If we could ignore the restriction that the components of θ must sum to 1, we would proceed via the Hessian, the pure and mixed second derivatives of
with respect to the vector components θ A , θ T , θ C , and θ G . It would be the negative of the matrix inverse of the Hessian that is the asymptotic covariance matrix for the θ estimator. We would use the sum of the pure variances, the diagonal entries of the covariance matrix, in the ratio used determine a variance reduction factor. However, because the components of θ are constrained to sum to 1, there are three degrees of θ freedom in LL( θ| θ * ), rather than four. A possible choice for the degrees of freedom is given by the set of equations:
where each ψ i value is nonnegative, and their sum is not more than 1. We have used this set of non-degenerate parameters, although any set of three linearly independent (not necessarily orthogonal) parameters will do. With this choice, the matrix of variances and covariances of the θ b estimators is
The trace of this matrix, i.e., the sum of the θ components' pure variances, can be computed as the sum of all of the off-diagonal elements of −
, plus twice the sum of its diagonal elements. Much as with the γ estimator variance, this Hessian is evaluated numerically, at γ * = 1 and θ as given in Section 2.1.
Effective Species Count
When two species are closely related there has been little evolutionary time for their genomes to diverge and we expect a high correlation in their sequences. In particular, a pair of fragments of DNA, one from each species, that have descended from a common ancestor fragment are likely to be quite similar to each other, even if they are non-functional "junk" DNA. In the other extreme, two species which are very distant evolutionarily are likely to have genome sequences which are nearly statistically independent. That is, fragments of DNA in each species that share a common ancestor will have garnered so many mutations en route to the current-day species that we expect the descendent species' fragments to have mostly "forgotten" their common heritage.
When sequences from several species are statistically independent, (i.e., in the limit as we grow every branch length in the evolutionary tree to an infinite amount of time), the mathematics tells us that the θ variance reduction factor will be proportional to the number of sequenced species. In particular, when measured relative to a tree of just one species, in this limit the variance reduction factor exactly equals the number of sequenced species in the tree. Thus it is natural to describe the θ variance reduction factor relative to a single species as the "effective number of independent species," "effective sample size," or simply, "effective species count." This easy identification is a primary reason that we focus on the variance of the estimators rather than, e.g., their standard deviations.
Results
Estimating the Rate of Mutation
For reasons described in the Methods Section 2.7 we describe confidence interval shrinkage for the rate of mutation parameter γ in terms of the variance of the estimates of γ about its true value. We say that the variance reduction factor is f when adding additional sequenced species to a phylogenetic tree yields a variance for γ estimates that is 1/f of the original value. In our analysis, the estimator variance to which all γ variance estimates are compared is that arising from just human and mouse. The top curve graphed in Figure 2 shows the variance reduction factors achieved if mammals are added to human and mouse in the order dog, cow, pig, rat, cat, baboon, and chimpanzee. The mammals are added to human and mouse in the optimal greedy order: dog, cow, pig, rat, cat, baboon, and chimpanzee. Both variances are normalized, so that the variance of the human and mouse pair is equal to 1.
This order of species is the "greedy" ordering. More specifically, under the assumption that human and mouse are already sequenced, we determine that the subsequent species that will most increase the variance reduction factor for γ is dog. That is, the subtree of Figure 1 containing just human, mouse, and dog has the best variance reduction factor among all subtrees that are composed of human, mouse, and exactly one other species. Once dog has been sequenced, the most useful subsequent species is cow. Proceeding in this greedy fashion we determine the order in which to sequence the remaining mammals as shown in Figure 2 .
When taken together, the aligned sequence data from these nine mammals are 3.5 times as effective for conservation identification as the data from human and mouse alone. That is, a conserved DNA fragment that is identified by examination of aligned data from all nine species is as statistically easy to identify as a similarly conserved fragment that is 3.5 times as long, but is identified using aligned human and mouse sequence data only. In other words, many fewer sequence positions are required when aligned sequence information from all nine species is available.
Estimating the Distribution of Nucleotides
With the probability distribution θ we have four variances, one for each component of θ, as well as six covariance terms. For reasons described in the Methods Section 2.5 we describe confidence interval shrinkage for the nucleotide distribution θ in terms of the single value which is the sum of the four variances. We say that the variance reduction factor for θ estimates is f when adding additional sequenced species to a phylogenetic tree yields a sum of the four estimator variances that is 1/f of the original value. The lower curve graphed in Figure 2 shows the variance reduction factors for θ (relative to just human and mouse) as the additional mammals are added in greedy order. The greedy ordering for γ estimation and θ estimation are the same in this case. Figure 3: Identification of Patterns in DNA Sequence: the variance reduction factor relative to human alone (a.k.a. effective sample size; see Section 2.7) starting with human and mouse, and greedily adding the seven remaining mammals in the order: dog, cow, pig, rat, cat, baboon, and chimpanzee.
With θ estimation it is sensible to measure the sum of the four estimator variances even with a single species. The variance reduction factors relative to human alone are given in Figure 3 .
The nine mammals are only 1.5 times as effective for pattern identification as the data from human and mouse alone, or equivalently, 2.1 times as effective for pattern identification as the data from human alone. That is, a collection of sequence positions believed to have the same equilibrium distribution of nucleotides (because, for instance, they are each believed to be the first position of a functional pattern which is repeated several times in the genome) that is characterized by examination of aligned data from all nine species is as statistically useful as a similar set of aligned sequence positions that is 1.5 times as large, but is analyzed using aligned human and mouse sequence data only. In other words, having information about all nine species provides some reduction in the number of sequence positions needed to achieve a given precision, but not as much as these authors had hoped.
Discussion
In searching for the patterns describing transcription factor binding sites in prokaryotes, McCue and colleagues were able to identify transcription factor binding sites and sets of coregulated genes, or regulons, using only the genome sequences of multiple related species, (McCue et al., 2001 (McCue et al., , 2002 . They achieved these genomic-scale results because they could identify patterns likely to be transcription factor binding sites, using a single gene and its orthologs in related species. The results of Figure 3 do not encourage a similar approach among the mammals. It seems that significant progress in transcription factor binding site pattern identification for mammals will require additional data that identify multiple genes, for which multiple observations of each will be necessary if we are to discern a pattern of interest. For example, data from a carefully controlled expression array study may be appropriate.
The addition of non-mammalian species would likely improve the variance reduction factor substantially, but with the tradeoff of a loss of specificity. Thus, DNA patterns associated with broadly conserved functions (such as the biosynthesis of fundamental cellular components) may be identifiable with such data sets, but the addition of non-mammal species will not aid in the identification of those patterns that are specific to specialized mammalian functions.
Contrastingly, the results for the identification of conserved regions of DNA are encouraging. With sequences from additional mammals, we will likely attain significant improvement in our ability to locate regions of conserved DNA. In particular, researchers have used conservation as a step in locating transcription factor binding sites in γ-proteobacteria (Rajewsky et al., 2002) , metazoans (Lenhard et al., 2003) , monkeys (Boffelli et al., 2003) , and yeast (Lee et al., 2002; Kellis et al., 2003; Cliften et al., 2003) and we can expect this technique to become more useful in human studies with the availability of mammalian genomes. Unfortunately, as indicated above, it appears that subsequent computational identification of the sequence patterns of functional sites will not be as easy.
The results do not appear to be significantly dependent on our choice of nucleotide substitution model (Equation 1 in the Methods Section 2.2). For instance, the model of Hasegawa et al. (1985) allows us to specify the rate of transitions (A ↔ G, T ↔ C) relative to transversions (all other nucleotide substitutions). Using a transition/transversion ratio of 3.0 gives results similar to those in Figures 2 and 3; for instance, the nine mammal numbers in Figure 2 become 3.528 and 1.468, and the nine mammal number in Figure 3 becomes 2.051.
Note that with this set of species the measure of the quality of any subset of the species appears monotonically related to the total of the edge lengths in the subtree spanned by those species. In practice, choosing genomes to sequence based upon this "total of edge lengths criterion" may prove effective in prioritizing sequencing efforts, even though it does not give us the variance reduction factor obtained from the additional sequenced genomes.
