Glass welding by ultra-short puled lasers is known to exhibit a strongly localized heat affected zone, thereby allowing the fusion welding of glass parts with thermally sensitive components nearby. Moreover, the shape of the refractive index change induced by the thermomechanical gradients has an impact on the laser beam propagation into the molten zone and could cause e.g. an eventual focus shift or deteriorate the beam quality. While the temperature of the heat affected zone can be estimated by simulations, measurements of the Raman shift or thermography cameras, the shape of the temperature and stress gradients cannot be completely recovered by the aforementioned techniques due to specific limitations. In this work we present an interferometric approach to measure a 2-dimensional change of the refractive index around the molten zone before, during and after welding. Moreover comparisons between phase distribution inside the cold and unmodified glass with the hot and modified as well as cold and modified glass make it possible to estimate the thermal and the stress-induced refractive index modifications around the molten zone separately.
Introduction
Processing of glass by ultra-short pulsed (USP) lasers found its way into many industrial applications such as filament cutting [1] , selective laser-induced etching [2] and also glass welding which was first introduced by [3] in 2006. Compared with the other process it is likely that an adequate description of glass welding requires the widest "cross-section" of different effects: The process is initiated by nonlinear absorption [4, 5] (e.g. multi photon ionization) of the cold (room temperature) glass material which is fully transparent for the laser wavelength. Depending on the properties of the focusing optics and pulse duration also self-focusing effects may influence the shape of the focal spot generating free electrons [6] . Depending on the pulse duration and energy of the pulse the initially by purely nonlinear effects generated electrons can be accompanied by avalanche ionization [7] (still within the same pulse) which can dramatically increase the free electron density further and thereby the absorptivity of the irradiated region. The generated free electrons will transfer their kinetic energy subsequently to the glass lattice and heat the glass material. If the next pulse arrives "early" and overlapped enough with respect to the first pulse (by choosing a suitable pulse repetition rate and feed speed) so that the temperature of the glass has not returned back to room temperature the heat will accumulate in the focal region with each incoming pulse [8] until a quasi-static state is reached. The maximum achievable temperatures can lie in the range of few thousand degrees [8] . Nonetheless, even at comparably lower temperatures (several hundred °C) free electrons can be generated by thermal ionization. Since plasma, i.e. free electrons, is typically an outstanding absorber [8, 10] , the ionization process can take place far above the actual focus position as can be seen in Fig. 1 and was shown by simulations in [11] . Moreover, the plasma generated "upstream" of the incoming laser beam will shield the irradiation inside laser spot [12] . However, this situation is not stable resulting in quasi-periodic plasma movement of plasma generated in the focal spot moving towards the incoming laser beam until the local temperature becomes too low for a sufficient number of thermally ionized seed electrons for avalanche ionization, as has been shown by experiments [11, 13] and simulations [11] . Consequently, the temperature inside the melt and its surroundings has not only a large impact on the temperature-induced solid-liquid state changes (important for welding) but also on the ongoing absorption process of the laser by plasma. DOI: 10.2961/jlmn.2018.03.0027
While there exist several attempts to study the temperature evolution during irradiation by simulations, certain values for e.g. the heat conductivity and capacity at high temperatures have to be assumed because there are no or insufficient data on these properties. Of course there have been attempts to measure the temperature distribution directly by Raman shift [14] . Unfortunately, if the measurements are conducted close to the molten zone or even inside, the intensity of the thermal radiation surpasses the desired signals for measurement. Furthermore, while the method is easy to implement for a measurement at a single spot, its implementation is much more complex for a space and time resolved mapping around a molten zone. We describe in this work a method based on interferometric imaging similar to shearing interferometers [15] . This scheme is based on the measurement of refractive index changes and makes under certain assumptions a two-dimensional, temporally resolved analysis of the temperature and pressure distribution possible.
Experimental setup and methods

The setup
The experimental setup is described in detail in [9] . Still, for a self-consistent description of the experiment a brief summary of the setup is given: The laser, running at 1064 nm with 10 ps FWHM duration pulses, is split into a pump and a probe beam. The pump beam is focused by an aspheric lens with NA 0.51 into a 1 mm thick D263 borosilicate glass sample through a polished facet on its long side 200 µm below its surface (geometric distance) with 3.3 W average power after passing the lens (see Fig. 1 ).
The probe beam is first frequency doubled, its diameter expanded, collimated and delayed in an adjustable delay line. Finally, the probe beam is launched through the pump interaction region (focal spot and molten zone) orthogonally to the pump beam and the moving direction of the sample. The probe beam transmitted through the interaction region is filtered by a laser line pass filter at 532 nm to remove thermal radiation and laser radiation from the pump beam and finally imaged by a high-speed camera synchronized to the laser repetition rate (450 kHz) taking every second picture (camera frame rate 225 kHz). At the used magnification the nominal camera resolution lies at 2.13 µm/pixel while the optical resolution is limited to approximately 3 µm by the camera objective's NA.
A typical example image with a resolution of 128 x 128 pixel provided by the setup is shown in Fig 2. Besides the obvious structures such as the bright edge of the elliptically shaped molten pool one can recognize also interference fringes. These interference fringes are caused by the double reflection of the 10 ps pulses on the glass surfaces: as the probe pulse passes the glass surface of the sample at the camera side a portion of this pulse is reflected back, hits the sample surface far from the camera, gets reflected there and this doubly-reflected pulse interferes with the original pulse at the camera sensor. Although the probe beam was collimated, due the variable delay line the beam waist did not coincide always with the sample's position. Also, the probe passed slightly off center through the sample area imaged by the high speed camera. Therefore, the visible fringe distribution is the interference result of two spherical waves that have propagated a different distance (twice the sample thickness).
Coherence considerations
At first glance, this scenario with a twice reflected pulse interfering with the main pulse might look somewhat dubious, but it can be shown that this is indeed highly plausible when the pulse duration and glass sample thickness and surface reflectivities are considered: • The reflectivity for normal incidence is given by the Fresnel equations and is due to the refractive index of • The time delay introduced by a 1.1 mm thick D263 borosilicate glass plate is given by twice the glass plate thickness and the group velocity vG of the pulse, given by ∂ω/∂k with ω and k being the angular frequency and the wave vector of light propagating through the glass which gives effectively vG=c0/n, with c0 the speed of light in vacuum and n the refractive index of the glass (see above). Thus, the time delay amounts to 11.2 ps, while the used laser pulses have a FWHM pulse duration of 10 ps. Assuming a Gaussian pulse shape, there is an effective pulse overlap between both pulses present in the camera.
• Considering both above effects to calculate the time integrated recorded intensity by the camera it is found that in case of destructive respectively constructive in- terference the intensity is reduced respectively increased by 3.7 % with respect to the average intensity of the directly transmitted pulse. Assuming that the average intensity is set to achieve about 50 % gray level on the image, the achievable image brightness modulation should be on the order of 7-8 gray levels out of 255 for a linear camera transfer characteristic. Fig. 3 shows the pixel gray values of a typical camera image with the observed interference fringes. As can be seen, the modulation depth is with up to 40 gray level modulation depth actually larger than expected by the calculation. There are several possibilities which might increase the observed modulation depth: the pulse shape itself might be different than a Gaussian -e.g. a hyperbolic secant pulse would lead to larger modulation even at the same FWHM pulse duration. Also the effect of the laser line filter for the probe beam at 532 nm as a bandpass filter, as well as other dispersive mechanisms that would increase the pulse duration of the probe pulses and thereby increase the interference fringe modulation depth were not considered in the above discussion.
Calculation of phase information
The following section describes the evaluation method to extract the phase information from the camera images (compare Fig. 4 ): Each image was processed by the program IDEA 1.7 (Interferometric Data Evaluation Algorithms), see [18, 19] .
First, a 2D Fourier transform was applied to the images giving a spectrogram of the spatial frequency components. The periodicity of the interference fringes provides an increased signal level, i.e. the Fourier-transformed signal of the interference pattern signal can be easily distinguished, at certain spatial frequencies. Selecting this frequency range, i.e. setting all other values of the spectrogram by a mask to zero, the inverse Fourier transformation provides the phase information, with phase values running from -π to π. The resulting phase data were unwrapped by discrete cosine transformation (DCT) to give a smooth phase distribution of the image. As can be expected from the fringe pattern (e.g. compare Fig. 2 ) the unwrapped phase has a quite a strong slope. In order to get rid of this slope the phase run of the first image was subtracted from every subsequent phase image. This way, the process relevant phase changes can be made visible, because at the very start of the processing the glass is unchanged yet, so one can assume that there are no phase changes present. An example is shown in Fig. 5 .
Since the DCT phase unwrapping algorithm requires a known starting phase at a certain point, we used the bottom-left corner pixel to have a phase of 0 for every unwrapping. However, considering that phase differences are calculated between the subsequent and the first image a phase shift of the bottom left corner pixel during the process would lead to incorrectly calculated phases. To prevent this, we tracked the unwrapped phase of the bottom-left corner pixel across the whole video sequence and added to each phase-unwrapped frame the tracked bottom-left corner pixel phase value. We also made sure, whether or not the phase of the bottom-left corner pixel needs to be unwrapped across the whole video sequence by observing the movement of the interference pattern: in case the interference pattern around the pixel in question moves further than one stripe phase unwrapping becomes necessary.
Investigated parameters
During the experiment the laser pulse energy and repetition rate were kept constant at 7.3 µJ and 450 kHz. The feed speed was varied between 2, 5, 10, 20, 50, 100 and 200 mm/s. During the experiment described in [13] variations of the probe pulse time delay were conducted, but we limit us here mainly to video sequences at which the probe delay was 9.6 ns. Only one data set is shown here at which the delay was 3 ns. However, because the overall increase of the refractive index can be assumed to be caused by thermodynamical effects that occur on relatively long timescales unlike plasma motion or shockwave generation (which will be described elsewhere), we consider the actual setting of the probe-pulse timing delay not to have a significant effect on the observed phase changes.
Phase comparison of unmodified glass, hot and cold welding seam
In one of the experiments we imaged unmodified glass with only a single pulse arriving in the focal area, then after processing for 100 ms at a feed speed of 5 mm/s (probe delay 3 ns). Finally, after a cool down period of several minutes the last position was imaged by the same camera without the pump beam present. Using the method described in section 2.3, the phase changes of the hot and cooled down welding seam were calculated by subtracting the phase of the initial frame.
Calculation of 3D phase distribution
For the calculation of a 3D phase distribution a single camera as used here is typically not sufficient. Only under certain assumptions such as rotational or cylindrical symmetry a three-dimensional phase distribution can be derived by using inverse Abel transformation or inverse Radon transformation. Strictly speaking, the geometry of the welding seam, see Fig. 6 , is not cylindrically symmetric. However, an approximate cylindrical symmetry in the halfspace after the seam (in Fig. 6 to the left) can be made out for feed speeds of 5 and 2 mm/s.
For these feed speeds it is possible to calculate an approximate phase distribution in the half space of unmodified glass by assuming that the cylinder axis runs just directly from bottom tip to the uppermost point of the welding seam in the side view. To create the data for the reconstruction of the phase distribution we took for each pixel row of the last frame the phase values of pixels from the left image border up to the cylinder axis going through the tear drop shape of the seam. This phase run was then mirrored at the axis resulting in a symmetric phase function for each row. Each such symmetrized row can now be considered as an integrated view of the phase distribution at this image height (row) into the depth (say z-direction, if the camera image width is defined as "x" and its height as "y"-direction -see Fig. 1 ) seen from the current (and only one) angle of the camera, see Fig. 7 . We can consider this phase run to be the result of an Abel or Radon transformation for a single angle. However, assuming that the phase distribution is cylindrically symmetric, we would expect the same phase run independent on the actual viewing angle. Therefore, it is possible to construct under this assumption a (hypothetical) 2D radon image of this phase run, simply by stacking it for each hypothetical angle under which this circularly symmetric y-z-phase distribution was observed (which is the same as the radon transformation). The inverse Radon transformation gives then the circularly symmetric phase distribution of the row. Since the procedure can be done for every row of the phase image it is possible to construct a 3D phase distribution. Of course the validity of this distribution is only limited to the unmodified halfspace of glass in front of the seam, but it provides at least some qualitative values of the thermomechanical glass state in front of the welding seam during welding. Please note, that resulting units of the inverse Radon transformation is a phase density (i.e. per voxel), with the dimensions of the voxel given in x-y direction by the pixel dimensions of a row image and the glass thickness, while in the z-direction the voxel size has the same size as the original image resolution.
Derivation of physical quantities from the 3D phase distribution
It is known that the refractive index of most glass types depends on the applied stress or temperature. Therefore it is possible to calculate these quantities, if the phase distribution (effectively the spatial phase density, see above) is known. Assuming the refractive index change ∆n is a monotonic function depending on the physical property Ψ (i.e. temperature or pressure) the corresponding phase change ∆φ can be expressed as (1) with λ 0 the wavelength of light in vacuum, k0 the corresponding wave number in vacuum, n0 the refractive index of the glass at normal conditions and x the voxel size in xdirection (or y-direction). For an assumed linear dependence of ∆n on Ψ, one arrives at
with c the stress optical or thermal coefficient of the glass. 
Results
Due to the length limitations only a selection of results can be shown. We start first with a comparison of the timedependent phase evolution for different feed speeds at certain image points that have a fixed distance to the focal spot of the laser. Also the maximum and minimal phase for each frame is shown. The chosen points are shown in Fig. 8 .
The reasoning for their placement is as follows: all points are chosen such that they always lie outside the highly dynamic molten zone even for the slowest feed speed. Point 1 measures the phase changes 42.5 µm below the nominal focal spot and since the temperature distribution inside the melt is very likely inhomogeneous (see [8] ), point 3 which lies 149 µm above the focal spot can be used to compare the phase evolution with respect to point 1. Point 2 is used to detect the phase evolution ahead of the welding seam (-53.2 µm ahead of the focal spot), while point 4 measures the phase evolution in the solidification area 85.1 µm after the focal spot. The minimum and maximum phase values are useful to put these selected points into perspective in comparison to the whole phase evolution during the process.
The results are shown in Fig. 9 . Clearly, for lower feed speeds there is a significant phase rise over time, obviously because the molten zone becomes bigger and hotter. For feed speeds above 50 mm/s even the maximum phase (of the whole image) does not increase significantly, which is why we do not show here the results for 200 mm/s feed speed as they are very similar to the 100 mm/s results. For some time positions, phase jumps about 1 π (and back) can be observed. This is due to the noise inherent in image acquisition and phase calculation. Indeed, the bottom line or background of each phase run represents the true phase evolution best. The reader might note one further puzzling point, which are the phase runs of certain points starting sometimes above and sometimes below zero phase. This is just a computational artefact of using the first image as the phase reference: since there is also noise present it will determine the starting value of all phase runs in a random way.
We would like to point out that we didn't show the phase run of a point from inside the melt pool because inside the melt pool the pressure, temperature and plasma can influence the refractive index in different directions, i.e. increasing or decreasing it. Therefore the resulting phase is something of an average across these different zones. This explains the reduced phase values inside the melt zone visible in Fig. 5 or Fig. 10 (100 mm/s) . In contrast, the process for calculating the 3D phase distribution is able to infer the phase values also inside the molten zone, even if it is only a rough estimate, due to the used approximations. Fig. 10 shows the phase evolution for all investigated feed speeds at 10 ms after starting the process. The phase scale bars are set up such that they encompass the lowest and highest measured phase of the whole image sequence, thus the maximum phases might not be necessarily reached in Fig. 10 as only a single phase frame is shown. Clearly, the laser interaction with glass creates very steep phase slopes at the edges at which the molten zone is expected. However, the phase increases also in the vicinity of the molten zone. Moreover, even at this short time interval already the effects of the feed direction and the feed speed are visible, because to the left of the molten zone the phases are smaller, while to the right higher phases are achieved (the glass plate moves from left to right). This happens partly due to the effective heat accumulation but also due to the refractive index change of the cooling, laser modified region to the right (see 100 and 200 mm/s feed speeds). To better observe the time evolution of the 2D phase distribution please consult [20] which provides online the video sequences (10x time-lapse) of the calculated phases.
The results for 20 mm/s are different from the rest (see also Fig. 9 ) and are likely due to the presence of an accidental fluctuation in the initial frame that is used as a reference frame for calculating the phase difference (see section 2.3). A comparison using the corresponding video in [20] (20 mm/s) shows that the structure of the frame shown in Fig. 10 acts as an overlay on a structure that is similar to the phase evolution of 10 and 50 mm/s. Time dependent phase evolution at points 1-4 (see Fig. 8 ) and of the phase maxima and minima at different feed speeds. Please note the different time scales at 2 and 5 mm/s. Fig. 11 gives the comparison between phase distributions for the same laser modified region during the irradiation process and after cool down to room temperature as described in section 2.5. The black region in the phase distributions corresponds to phase value of zero. Clearly, the cooled down laser modified zone provides a weak lensing effect with a smaller-than-average refractive index. The area surrounding the cold modified zone, i.e. outside the black contour, exhibits phase values between 0.5 π and 1 π. Consequently, here is the refractive index higher than in unmodified glass.
Phase of the hot and cold welding seam
Both effects -the reduction of refractive index inside the modified zone and its increase outside -can be likely explained as stress induced birefringence where the birefringence is induced by the laser modified zone into the surrounding glass, as it is known that the laser modified zone of D263 glass experiences under similar processing parameters a volume increase [21] . In contrast, the hot molten pool shows a significantly increased phase (up to 4.5 π). The increase of the refractive index extends also beyond the edges of the molten pool.
Of course, during the hot state temperature and stress induced refractive index changes will coexist, while, at first glance, there should be only stress induced changes in the cold state. Unfortunately, the situation is not quite as simple as to be able to exactly determine the temperature-only induced refractive index changes by subtracting the cold phase distribution from the hot one. The reasons are on one hand that in the hot state the pressures are higher and on the other hand chemical modifications of the glass network occur at such high temperatures and pressures and have a direct impact on the refractive index [22] . Nonetheless, such a consideration will provide an upper limit on the temperature-only caused changes of the refractive index and is shown in Fig. 12 (a) . Following the method described in section 2.6 its symmetrized approximate threedimensional phase distribution is shown in Fig. 12 (b) .
Similarly, if material densification effects are neglected and therefore all induced phase changes can be considered to be caused by mechanical stress due to volume expansion of the molten zone, the phase distribution of the cold modified welding seam (see Fig. 11 ) can be also interpreted approximately as the upper limit of the induced phase changes by mechanical stress. The corresponding threedimensional phase distribution is shown in Fig. 13 .
Finally, the results of the three-dimensional phase distributions for the upper limits of phase changes induced by thermal or mechanical action can be used to estimate the maximum temperature during the process and the maximum stress distribution of the cold, laser modified area (and its vicinity). To get these physical quantities the knowledge of the coefficients of temperature-dependent and stress-dependent refractive index changes is necessary. Following section 2.7 the above coefficients give for the temperature distribution a value of 8400 K per π for the phase distribution in Fig. 12 (b) and a stress of 7.2 GPa per π for the Fig. 13 . While the maximum calculated temperature clearly exceeds by more than an order of magnitude the melting temperature of D263, the chosen coefficient was only an example to demonstrate the calculation process. It is also necessary to mention that due to the symmetrization process of the data there will be discontinuities at the cylindrical axis which are hard to handle for the inverse Radon transformation. Indeed, the highest and lowest values lie exactly on this axis. Furthermore, in order to be able to predict the temperatures around the molten zone it is necessary to be sure that the thermo-optic coefficient is a monotonic, ideally linear, function of the temperature. Currently we propose that the unrealistic temperature determined is indeed a result of the nonlinear dependency of the refractive index with temperature which was observed in borosilicates [26] . This emphasizes that a better knowledge of the variation of the refractive index in both temperature and pressure is needed to properly in estimate Fig 12 (b) .
The observed values for the stress, at least off-axis, seem to be more realistic. The tensile strength of D263 is with 72.9 GPa [27] approximately 10 times as large as the lowest value, but on the same order of magnitude that regular glasses [28] . Here again the numbers need to be taken with care since it is well known than the refractive index is sensitive not only to the residual stress but also to the cooling rate [29] .
Conclusion and outlook
In this work we investigated the phase changes induced by ultra-short pulsed processing of glass as is often the case in ultra-short pulsed glass welding. We have shown that gradual phase changes can be observed and tracked across time durations of several 100 ms. Furthermore, the geometry of the laser induced modifications can be used to roughly estimate the three-dimensional phase distribution which can be used in principle to estimate the temperature and pressure distributions in the surrounding area effectively on a pulse-by-pulse basis. Comparisons of the hot material with the cooled area allow furthermore to determine an upper limit on the achieved temperature and pressure distribution. While for the induced mechanical stress plausible values have been achieved, the method did not work out for the temperature, mainly due to the lack of valid thermooptic coefficient for this glass type and temperature range. Future investigations on laser induced glass modifications will be necessary to confirm the validity of this approach for determining the temperature and stress distributions. 
