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Abstract—Future wireless networks are expected to
adopt many different network technologies and architec-
tures that promise to greatly enhance data rate and provide
ubiquitous coverage for end users, all while enabling higher
spectral efficiency. These benefits come with an increased
risk of co-channel interference and possible correlation in
the aggregated interference, which impacts the communi-
cation performance. This paper introduces a mathematical
framework to quantify the spatial correlation of the in-
terference in finite and clustered wireless networks with
signals subject to Rayleigh fading. Expressions are derived
for the correlation coefficient of the outage probability
when the interferers are located according to some of the
most common point processes used in the literature to
model the spatial distribution of the devices: binomial point
process (i.e., relay networks with fixed users), Poisson point
process (i.e., heterogeneous cellular networks), and Thomas
point process (i.e., device-to-device networks).
I. INTRODUCTION
Starting with a key result by Baccelli et al. [1],
the communication theory community has embraced
stochastic geometry over the past decade as a meaningful
and tractable tool for the large-scale analysis and design
of wireless networks. See, for instance [2], [3] for
comprehensive surveys of the application of stochastic
geometry to wireless networks. However, early applica-
tions of stochastic geometry focused on the asymptotic
case of infinite networks with infinite numbers of inter-
ferers, typically drawn from a homogenous Poisson point
process (PPP). Actual networks have a finite number of
interferers and occupy a finite area. Recent work has
focused on the important and realistic case of finite
networks; see, for instance, [4]–[6].
The basic application of stochastic geometry provides
a snapshot view of the distribution of network inter-
ference taken at an arbitrary time and at an arbitrary
location. Such a view provides little insight into how
performance seen by a particular user varies over time
and distance, which is a critical consideration for the
development of fundamental technologies whose per-
formance depends on the spatio-temporal correlations,
such as error-control coding, space-time signaling, and
scheduling algorithms. Recent work has focused on the
analysis and quantification of interference correlation
[7]–[19]. Interference correlation arises because a com-
mon set of potential interferers are observed through
similarly attenuated channels. A pair of closely spaced
receivers will receive similar interference even if the
interference is received over fading channels that are
decorrelated in space and time. This is because the loca-
tion of interferers are a common source of randomness,
even if the fading channels that they are observed over
are not common. Being able to accurately quantify the
interference correlation is critical for many applications
such as for cache-enabled cellular networks [20], or to
design and evaluate cooperative schemes [21] just to
mention a few.
The goal of the present paper is to consider the issue of
interference correlation in finite networks; i.e., networks
that are finite in extent and in the number of users. To
the best of our knowledge, this paper is the first attempt
to capture both finite network effects and interference
correlation within a single unified analysis. While related
works use interference distribution, coverage probability,
and rate distribution as metrics, we use the related
metric of outage correlation, which corresponds to the
likelihood that a receiver at a particular location is in
outage when a receiver at another nearby location is
also in outage. While our work is initially applied to
interference drawn from a homogenous point process,
we also consider, as an extension, the outage correlation
when the interferers are drawn from a clustered process.
For ease of exposition, it is assumed that the fading is
Rayleigh, but a similar procedure can be used to extend
the analysis to Nakagami-m fading. The analysis builds
on a method [5] for obtaining the spatially averaged
outage probability in finite networks, which starts with a
closed-form expression for the outage probability condi-
tioned on a fixed topology (but averaged over the fading)
and then averages over the position of the interferers
and the number of interferers. Expressions for the outage
correlation coefficient are provided in closed form up to
a one-dimensional integral that could be pre-computed
and tabulated, much like the Gaussian-Q function.
II. RELATED WORK
The spatio-temporal interference correlation is con-
sidered in [7] for an infinite network of interferers
drawn from a PPP under the assumption of an Aloha
MAC protocol. In [8], Haenggi shows that the inter-
ference correlation produces a significant diversity loss
in a PPP network with multi-antenna receivers. In [9],
Schilcher et al. focused on the temporal correlation of
the interference and derived equations for the correlation
coefficient of the interference power in two consecutive
time slots in a variety of scenarios. In [10], using the
diversity polynomial defined in [8], which captures the
temporal interference correlation, it is shown that the
joint success probability of multiple transmissions can
be expressed in closed-form for a PPP network, and
in this case there is no retransmission diversity for
simple retransmission schemes. In [11], a stochastic
geometry-based mathematical framework is proposed to
analyze the mean time required to connect to a nearest
neighbor, namely local delay, for both a highly mobile
as well as a static Poisson network. In [12], Zhong et al.
studied the effect of temporal interference correlation on
frequency-hopping multiple access (FHMA) and Aloha
MAC protocols. They derived closed-form expressions
for the mean and variance of the local delay for the
two MAC protocols when the nodes are drawn from a
PPP, and they evaluated the channel access probability
that minimizes the mean local delay. In [13], Gong et al.
evaluated the temporal correlation of the interference and
outage in mobile Poisson networks for several mobility
models.
More recently, Tanbourgi et al. have introduced an
analytical framework in [14] to evaluate the performance
of maximal-ratio combining (MRC) in the presence of
spatially correlated interference across antennas in an
infinite PPP network. The effect of interference corre-
lation is quantified in [15] for a heterogeneous cellular
network under the assumption of a K-tier Poisson infinite
network. A variant of the Campbell-Mecke theorem is
proposed in [16], which is used to evaluate the link
outage in Nakagami fading for Poisson networks to
quantify the temporal interference correlation. In [17],
the authors provided an analytical framework to quantify
the interference correlation in non-Poisson networks
including Mattern cluster networks and second-order
cluster networks, and show that the decrease of the mean
number of mobiles in each cluster or the increase in the
radius of each cluster mitigates the interference corre-
lation. In [18], the authors studied the effect of spatial
interference correlation on secure communication in the
downlink of a Poisson cellular network where UEs have
full-duplex jamming capability when an eavesdropper
lies near the UE under consideration. In [19], the authors
studied the effect of interference correlation for cellular
network and quantified the effect of handoff in terms of
coverage probability in a stochastic geometry fashion.
III. NETWORK MODEL
Consider a circular network A with area |A|. A
reference transmitter X0 is located at the center of the
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Fig. 1. Illustration of a typical network. X0 is the reference transmitter,
Y1 and Y2 are two receivers whose correlation we seek, and the black
dots are potential sources of interference.
network, and its signal is received at two locations,
Y1 and Y2. For ease of exposition, assume that both
receivers are at the same distance r0 from the transmitter,
though the analysis can be extended to handle receivers
at different distances. Representing each location Yj by
a complex number, Y1 = r0 and Y2 = r0e
jθ; i.e., θ is the
angle between the two receive locations on the radius-r0
circle. The network furthermore contains M potentially
interfering transmitters {Xi, ..., XM}. The number of
interferers M could be either fixed or random. Fig. 1
shows a typical network topology, where the black dots
indicate the position of the interfering transmitters, the
five-point star in the center is the reference transmitter,
and the two red six point stars are the two receivers.
The power of transmitter Xi’s signal at location Yj
is ρi,j = Pigi,jd
−α
i,j where Pi is the transmit power
associated with Xi, gi,j is the power gain due to fading,
di,j = ||Xi − Yj || is the distance between transmitter
Xi and location Yj , and α is the path-loss exponent.
Note that the path-loss model includes a singularity
as di,j → 0, however as we show, the singularity is
inconsequential in the analysis. Independent Rayleigh
fading is assumed, in which case the {gi,j} are i.i.d. unit-
mean exponential, though the analysis could be easily
extended to handle Nakagami-m fading.
The instantaneous signal-to-interference-and-noise ra-
tio (SINR) at the reference location Yj is
γj =
ρ0,j
N +
M∑
i=1
Iiρi,j
=
g0,j
SNR
−1 +
M∑
i=1
Iigi,jr
−α
i,j
(1)
where N is the noise power, Ii is a Bernoulli variable
with P[Ii = 1] = pi, SNR = P0r
−α
0 /N is the signal-
to-noise ratio (SNR) at the receiver, and ri,j = di,j/r0
is the normalized distance between the ith transmitter
and the jth receive location. The last step assumes that
Pi = P0 for all i ∈ {1, ...,M}, and pi is a random-
access probability pi can be used to model an Aloha-like
protocol.
IV. ANALYTICAL FRAMEWORK
Let r = {ri,j , i ∈ {1, ...,M}, j ∈ {1, 2}} represent
the network topology. Given r and M , the outage
probability may be found at either receive location:
ǫj(r) = P[γj ≤ β|r,M ] = Fγj (β|r,M).
By conditioning on the network topology and the number
of interferers, the outage probability can be evaluated as
ǫj(r)=1−exp
(
− β
SNR
) M∏
i=1
(
1−pi+
pir
α
i,j
β + rαi,j
)
. (2)
Because of the randomness of r and M , ǫj (r) is
a random variable. The outage probabilities ǫ1 (r) and
ǫ2 (r) at the two locations constitute a pair of random
variables, and as such, they may be correlated. The spa-
tial correlation of the outages is here quantified through
the correlation coefficient of the outage probability ζ
at receiver Y1 and Y2. Since the outage probabilities at
receiver Y1 and Y2 are statistically equivalent,
ζ[Y1, Y2] =
EM,r [ǫ1 (r) ǫ2 (r)]− E2M,r [ǫj (r)]
EM,r
[
ǫ2j (r)
]− E2M,r [ǫj (r)] . (3)
The analysis introduced here follows from and extends
the methodology introduced in [5], which evaluates
moments in (3) in two steps: 1) the number of interferers
M is fixed and then the average is found with respect
to r, and 2) the number of interferers is allowed to be
random (e.g,. as in a PPP), and the average found with
respect to M . Specifically, the first moment of the outage
probability conditioned on M is
Er [ǫj (r) |M ] =
∫
ǫj (r) fr (r|M) dr. (4)
The second moment of the outage probability condi-
tioned on M is
Er
[
ǫ2j (r) |M
]
=
∫
ǫ2j (r) fr (r|M) dr. (5)
The first joint moment of the outage probability condi-
tioned on M is
Er [ǫ1 (r) ǫ2 (r) |M ] =
∫
ǫ1[r]ǫ2[r]fr (r|M) dr. (6)
When the number of interferers is random, the overall
spatially averaged first, second and first joint moment
of the outage probability can be obtained by averaging
with respect to M . In particular, it is possible to use the
following equality
EM,r
[
ǫxi (r)ǫ
y
j (r)
]
=
∞∑
m=0
pM [m]Er
[
ǫxi (r)ǫ
y
j (r) |m
]
(7)
where pM [m] is the probability mass function (PMF) of
M .
A. Binomial Point Process
Assume that pi = p0 for all i, and that there are a
fixed number ofM interferers that are independently and
uniformly distributed (i.u.d) overA. Thus, the interferers
are drawn from a BPP of intensity λ = M/|A|.
Theorem 1: The spatially averaged first moment of the
outage probability is
Er [ǫj (r)|M ]=1−exp
(
β
SNR
)
[1−p+pT (rout, r0)]M (8)
where the function T (rout, r0) is given by (24).
Proof: The derivation is provided in Appendix A.
Theorem 2: The spatially averaged second moment of
the outage probability is
Er
[
ǫ2j (r) |M
]
= 2Er [ǫj (r) |M ]− 1
+ exp
(
− 2β
SNR
)
S (rout, r0)M (9)
where the function S (rout, r0) is given by (28).
Proof: The derivation is provided in Appendix B.
Theorem 3: The spatially averaged joint first moment
of the outage probability is
Er [ǫ1 (r) ǫ2 (r) |M ] = 2Er [ǫj (r) |M ]− 1
+ exp
(
− 2β
SNR
)
W (rout, r0, θ)M(10)
where the function W (rout, r0, θ) is given by (33).
Proof: The derivation is provided in Appendix C.
Finally, by substituting (8), (9) and (10) in (3), the
correlation coefficient can be evaluated.
B. Poisson Point Process
Suppose that the interferers are drawn from a PPP with
intensity λ on the plane R2. The number of interferers
M in A is Poisson with mean E[M ] = λ|A|. It follows
that the PMF of the number of interferers within A is
given by [2]
pM [m]=
(λ|A|)m
m!
exp (−λ|A|) , for m ≥ 0. (11)
Set x = 0 and y = 1 in (7), and substitute (11), and
(8) within it. By applying the power-series representation
of the exponential function, the spatially averaged first
moment of the outage probability is
EM,r [ǫi (r)]=1− exp
{
− β
SNR
− 2λp
[ |A|
2
− πr
2
0
β
×Ψ
(
rout − r0
r0
)
+r2
0
Z1 (rout, r0)
]}
(12)
where the functionΨ(x) is given by 27, and the function
Zi (x, y) is given by 26.
Set x = 0 and y = 2 in (7), and substitute (11)
and (9) within it. By applying again the power-series
representation of the exponential function, the spatially
averaged second moment of the outage probability is
EM,r
[
ǫ2i (r)
]
= 2EM,r [ǫi (r)]− 1
+ exp
{
− 2β
SNR
− λ|A| [1 + S (rout, r0)]
}
.(13)
Set x = 1 and y = 1 in (7), and substitute (11) and
(10) within it. By using the power-series representation
of the exponential function, the spatially averaged first
joint moment of the outage probability is
EM,r [ǫ1 (r) ǫ2 (r)] = 2EM,r [ǫi (r)]− 1
+exp
{
− 2β
SNR
−λ|A| [1+W (rout, r0, θ)]
}
.(14)
Finally, by substituting (12), (13) and (14) in (3), the
correlation coefficient can be evaluated.
C. Thomas Cluster Process
Assume the location of the interferers are modeled
by a Thomas cluster process (TCP), which is a special
case of a Poisson cluster process, and is generated by
a set of offspring points independently and identically
distributed (i.i.d.) around each point of a parent PPP
[22]. In particular, the locations of parent points are
modeled as a homogenous PPP with intensity λparent
around which offspring points are distributed according
to a symmetric normal distribution with variance σ2. The
number of offspring points per parent point is fixed and
is Poisson with intensity λ′. Let ν be the set of relative
distances from a receiver to the center of the cluster1.
For any ν ∈ ν, the probability density function (PDF)
of r conditioned over ν is [23]
fr(r|ν) = r
σ2
exp
(
−r
2 + ν2
2σ2
)
I0
(rν
σ2
)
(15)
where I0 (·)is the modified Bessel function with order
zero.
Theorem 4: The spatially averaged first moment of the
outage probability is
EM,r [ǫj (r)]=1−exp
(
− β
SNR
−λ′p+λ′pV (σ)
)
(16)
where the function V (σ) is given by (36).
Proof: The derivation is provided in Appendix D.
Theorem 5: The spatially averaged second moment of
the outage probability is
EM,r
[
ǫ2i (r)
]
= 2EM,r [ǫi (r)]− 1
+ exp
{
− 2β
SNR
− λ′ [1 +Q (σ)]
}
. (17)
where the function Q (σ) is given by (38).
Proof: The derivation is provided in Appendix E.
1For conciseness, we provide here only analytical expressions for
intra-cluster interferences, assuming the cluster is centered at the
reference transmitter location.
Theorem 6: The spatially averaged joint first moment
of the outage probability is
EM,r [ǫ1 (r) ǫ2 (r)] = 2EM,r [ǫi (r)]− 1
+ exp
{
− 2β
SNR
− λ′ [1 +D (σ, θ)]
}
(18)
where the function D (σ, θ) is given by (42).
Proof: The derivation is provided in Appendix F.
V. NUMERICAL RESULTS
In this section, we illustrate the efficacy of the pro-
posed analysis by showing the outage correlation for
a network with interferers drawn from binomial point
process (BPP), PPP, and TCP processes. Fig. 2 shows the
results for BPP and PPP processes, while Fig. 3 shows
results for the TCP process. In all results shown in this
section, the path loss exponent is α = 3.5, SNR = 10
dB, and β = 0 dB. In both Fig. 2, and Fig. 3, the lines
are generated analytically using the methodologies in
this paper, while the markers are obtained by simulation,
which involved generating 105 network topologies r
based on the spatial model used and evaluating for each
of them the conditional outage probability by (2). Both
figures show a good agreement between analytical and
simulated results, and confirms the correctness of the
analysis.
Fig. 2 shows the spatially averaged correlation coef-
ficient of the outage probability as function of θ. The
network is here assumed to be circular with radius
rout = 1, and both receivers are at distance r0 = 0.25
from the reference transmitter located at the center.
Results are shown for both the BPP and PPP cases
and for three values of λp. For the BPP networks, the
number of interferers is fixed at M = 50, implying that
λ = M/|A| = M/π, so that p = {0.1, 0.5, 1} achieves
λp = {5/π, 25/π, 50/π}, respectively. As shown, spatial
correlation increases as the two receive locations get
closer together (decreasing θ). Moreover, sparser net-
works are more correlated than denser networks. This
is because an outage in a sparse network is likely due
to an interferer that is close to one of the receivers, and
if the receivers are sufficiently close together the very
same interferer is likely to cause an outage at the other
receiver. As the number of interferers increases, there
are more dominant interferers (which are closer to the
receivers) and each one of them has an independently
fading channel, which decorrelates the events. Further-
more, Fig. 2 shows that a PPP experiences a higher
correlation than a BPP. This can be attributed to the
random number of interferers in a PPP and the non-
negligible chance that a given instance of a PPP is sparse
and hence highly correlated.
Fig. 3 shows the spatially averaged correlation coeffi-
cient when interferers are drawn from a TCP. Results
are shown as function of θ for three values of λ′p
Er
[
ǫ2j (r) |M
]
= 1− 2 exp
(
− β
SNR
)
[1− p+ pT (rout, r0)]M + exp
(
−2 β
SNR
)
S (rout, r0)M . (19)
Er [ǫ1(r) ǫ2(d)|M ]=1−exp
(
− β
SNR
)
[1−p+ pR (0)]M − exp
(
− β
SNR
)
[1− p+ pR (θ)]M + exp
(
− 2β
SNR
)
×
[∫∫ (
1− p+ pr
α (ρ, φ, 0)
β + rα (ρ, φ, 0)
)(
1− p+ pr
α (ρ, φ, θ)
β + rα (ρ, φ, θ)
)
fρ (ρ) fφ (φ) dρ dφ
]M
.(20)
Er
[
ǫ2j (r) |m
]
= 1− 2 exp
(
− β
SNR
)
[1− p+ pV (σ)]m + exp
(
−2 β
SNR
)
Q (σ)m . (21)
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Fig. 2. Correlation coefficient of the outage probability as function of
θ when interferers are drawn from both a BPP and a PPP.
Fig. 3. Correlation coefficient of the outage probability as function of
θ when interferers are drawn from TCP.
and two values of σ. Fig. 3 shows that as expected, a
more compact cluster (a cluster characterized by a lower
σ) experiences higher correlation, but as this becomes
denser the correlation decreases faster, since there are
more dominant interferers.
VI. CONCLUSION
Even when interference is received through indepen-
dently faded channels, the outage probabilities will be
correlated at different receiver locations due to the fact
that the location of the interferers is a common source
of randomness. This paper has provided numerical ex-
pressions for the correlation coefficient corresponding
to the spatial outage probability of a finite wireless
network. We found that sparser networks have a higher
spatial correlation, and that PPP networks have a higher
correlation than BPP because of the non-negligible prob-
ability that a PPP network will be relatively sparse. The
spatial correlation in a TCP is smaller when the offspring
points are more highly dispersed. We anticipate that the
correlation coefficient quantified in this paper will be
useful for many modern applications, including cache-
enabled cellular networks [20] and cooperative schemes
[21].
APPENDIX A
This appendix provides details leading to (8). For this
scenario the PDF of {ri,j} is [24]
fr(r)=


2pirr2
0
|A| for 0 ≤ r ≤ τ1
2rr2
0
|A| arccos
(
r2
0
r2+r2
0
−r2
out
2r2
0
r
)
for τ1 ≤ r ≤ τ2
(22)
where τ1 =
rout − r0
r0
and τ2 =
rout + r0
r0
.
The spatially averaged first moment of the outage
probability is derived by substituting (2) and (22) in (4).
Since the M interferers are i.u.d. over A,
Er [ǫj (r)|M ] = 1−exp
(
− β
SNR
)
× [1−p+pT (rout, r0)]M (23)
where
T (rout, r0)=
∫
rα+1
β + rα
fr (r) dr
=
2πr2
0
|A|βΨ
(
rout − r0
r0
)
+
2r2
0
|A|Zi(rout, r0) (24)
Ψ(x)=
∫ x
0
rα+1
1 + rαβ−1
dr (25)
Zi (x, y)=
∫ x+y
x−y
riα+1
(β+rα)
i
arccos
(
y2r2+y2−x2
2y2r
)
dr.(26)
By performing the change of variable ν = (r/y)α,
Ψ(x) =
xα+2
α
∫ 1
0
ν
2
α
(
1 +
xα
β
ν
)−1
dν
=
(
xα+2
2 + α
)
2F1
([
1,
2
α
+1
]
;
2
α
+2;−x
α
β
)
(27)
where 2F1 is the Gauss hypergeometric function.
APPENDIX B
This appendix provides details leading to (9). The spa-
tially averaged second moment of the outage probability
is derived by substituting (2) and (22) in (5). Since the
M interferers are i.u.d. over A, a few algebraic manip-
ulations yields (19), where the function T (rout, r0) is
provided by (24) and
S (rout, r0) =
∫
fr(r)
(
1− p+ pr
α
β + rα
)2
dr
= (1− p)2 + 4r
2
0
|A| (1− p) p
[
π
β
Ψ
(
rout − r0
r0
)
+Z1 (rout, r0)] + 2r
2
0
p2
|A|
[
πG
(
rout − r0
r0
)
+Z2 (rout, r0)
]
(28)
where Ψ(x) is given by (25), Zi (x, y) is given by (26)
and
G (x) =
∫ x
0
r2α+1
(β + rα)
2
dr. (29)
By performing the change of variable r = yν
1
α ,
G (x) = x
2α+2
(2 + 2α)β2
×2F1
([
2,
2 + 2α
α
]
;
2 + 3α
α
;−x
α
β
)
.(30)
By substituting (24), (28) and (30), in (19), and by
performing few algebraic manipulations, (9) is obtained.
APPENDIX C
This appendix provides details leading to (10). The
spatially averaged joint first moment of the outage
probability is derived from (6). If polar coordinates are
used to evaluate the normalized distances between each
interferer and the jth receiver for each snapshot of the
network, then
r (ρ, φ, θ)=
∣∣∣∣r0 exp (jθ) + rout√ρ exp (jφ)∣∣∣∣
r0
(31)
where ρ ∼ U (0, 1) and φ ∼ U (0, 2π). Since the M
interferers are i.u.d. over A, it yields (20), where
R (θ)=
∫∫
rα (ρ, φ, θ)
β + rα (ρ, φ, θ)
fρ (ρ) fφ (φ) dρ dφ.(32)
The first and second double integral in (20) are equiv-
alent, since the first moment of the outage probability
is the same at the two receivers, which are equally
distant from the reference transmitter, and they coincide
with (24). Performing the cross products and few other
algebraic manipulations in the last term of (20) and by
using the functions given by (27) and (26) yields
W (rout, r0, θ)=(1− p)2+ p2X (θ) + 4r
2
0
|A| (1−p)p
×
[
πΨ1
(
rout − r0
r0
)
+Z1(rout, r0)
]
.(33)
where
X (θ)= 1
2π
∫ 1
0
∫ 2pi
0
rα (ρ, φ, 0)
β+rα(ρ, φ, 0)
rα (ρ, φ, θ)
β+rα(ρ, φ, θ)
dρdφ.(34)
Finally, By substituting (33), and (34), in (20), and
by performing few algebraic manipulations, (10) is ob-
tained.
APPENDIX D
This appendix provides details leading to (16). A
similar approach of that in Appendix A yields
Er [ǫj (r) |m]=1− exp
(
− β
SNR
)
[1− p+ pV (σ)]m(35)
where
V (σ) =
∫ ∞
0
rα
β + rα
fr (r|ν) dr. (36)
If ν = 0, by performing a Taylor series expansion of
(15), (36) can be evaluated as follows
V (σ) =
∞∑
i=0
(−1)i
β
1
i!
1
2iσ2+2i
xα+2+2i
2 + α+ 2i
2F1
([
1,
2 + 2i
α
+1
]
;
2 + 2i
α
+2;−x
α
β
)∣∣∣∞
0
(37)
where the series in (37) can be truncated after few
terms. The last step is to uncondition over the number
of interferers m, knowing that this follows a Poisson
distribution. To do this, substitute (11), and (36) in (7)
with x = 0, and y = 1. By applying the power-series
representation of the exponential function, (16) is finally
obtained.
APPENDIX E
This appendix provides details leading to (9). Initially,
the spatially averaged second moment is found condi-
tioned on the number of interferers m within the cluster
located at distance ν from the center. This is obtained
by substituting (2) and 15 in (5). Since the m interferers
are i.u.d., and after few algebraic manipulations, it yields
(21), where the function V (σ) is provided by (36) and
Q (σ) =
∫ ∞
0
fr(r|v)
(
1− p+ pr
α
β + rα
)2
dr
= (1− p)2 + 2 (1− p) pV (σ) + p2C (σ)(38)
where V (σ) is given by (36) and
V (σ) =
∫ ∞
0
r2α
(β + rα)
2
fr (r|ν) dr. (39)
If ν = 0, similar to Appendix D by performing a Taylor
series expansion of (15), (39) can be evaluated as follows
V (σ)=
∞∑
i=0
(−1)i
β
1
i!
1
2iσ2+2i
x2α+2+2i
(2 + 2α+ 2i)β2
2F1
([
2,
2 + 2i
α
+2
]
;
2 + 2i
α
+3;−x
α
β
)∣∣∣∞
0
(40)
where the series in (40) can be truncated after few terms.
Finally, substitute (11), and (21) in (7) and set x = 0,
and y = 2. By applying the power-series representation
of the exponential function, (17) is finally obtained.
APPENDIX F
This appendix provides details leading to (18). The
spatially averaged joint first moment of the outage prob-
ability is derived from (6). By first conditioning over the
number of interferers, and by using a similar approach
to that used in Appendix C, it yields (20), where
r (ρ, φ, θ)=
∣∣∣∣∣∣r0exp(jθ)+√−2σ2log(ρ)exp(jφ)∣∣∣∣∣∣/r0(41)
where ρ ∼ U (0, 1) and φ ∼ U (0, 2π).
The first and second double integral in (20) are again
equivalent, and they coincide with (36). By performing
the cross products in the last term of (20),
D (σ, θ)=(1− p)2 + 2 (1− p) pV (σ) + p2X (θ) .(42)
where the function X (θ) is given by (34) once (41) is
substituted in it. Finally, in order to marginalize over
the number of interferers, substitute (11), and (20) in (7)
with x = 1, and y = 1. By applying the power-series
representation of the exponential function, (18) is finally
obtained.
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