We discuss the state-of-the-art of methodological and practical developments for resampling inference techniques in situations where either the data and/or the parameters being estimated take values in a space of functions. These problems have been investigated from the perspective of nonparametric smoothing, purely functional data, and empirical processes. In all of these settings, bootstrap and subsampling are particularly attractive because traditional tools for inference are often unavailable, unwieldy, or difficult to implement.
Introduction
Denote by X 1 , . . . , X n our observations that take values in an abstract space D; for simplicity of presentation, our data will be assumed to be independent and identically distributed (i.i.d.) from probability distribution P . The goal of the analysis is typically inference for a parameter θ(P ) that could also be denoted simply as θ when there is no ambiguity as to the underlying measure.
Depending on the application, the parameter θ may be finite dimensional or function valued; our primary focus will be on the latter. If θ is finite dimensional, traditional tools for establishing bootstrap consistency as well as central limit theorems often apply. In the situation where θ is functional, resampling often becomes one of the only practical tools for inference.
Our goal in the present work is to highlight the current state of resampling literature in the context of functional data and functional parameters. We use resampling as a generic term which encompasses inference techniques based on recalculating the estimator of θ(P ) either on subsets of the data (subsampling) or on samples chosen with replacement from the original data set (bootstrap).
The problem of resampling based inference for functional data and parameters has been explored from several perspectives, including nonparametric smoothing, bootstrap, subsampling, and empirical processes. Extensive theoretical results for functional data have been achieved in the context of subsampling and in the empirical process literature; the bootstrap is less developed in this respect, and numerical properties and finite sample performance have received only modest attention.
The remainder of this survey is laid out as follows: Section 2 contains basic background and notation which will be used throughout the chapter; Section 3 discusses results from nonparametric smoothing; Section 4 summarizes the major results in subsampling; Section 5 discusses what is known about the bootstrap; Section 6 presents a few recent real-data applications of bootstrapping with functional data; and Section 7 offers possible directions for further research and exploration.
Background and notation
We will consider a sequence of i.i.d. random elements X 1 , . . . , X n . The elements are assumed to be D-valued, where D is, unless otherwise noted, a metric space with probability measure P . If D is strictly finite-dimensional, then we will emphasize that by denoting the data by X 1 , . . . , X n (i.e., Roman fonts).
Bootstrap data will be denoted with asterisks, for example X * 1 . Similarly, P * and E * will refer to probability and expectation based on bootstrap randomness, conditional on the original random elements X 1 , . . . , X n .
Our primary goal is to estimate the sampling distribution ofθ n , a statistic estimating the parameter of interest θ(P ). In our discussion of the functional data bootstrap in Section 5, the estimators considered will be limited to those of the formθ n = f (X ), whereX denotes the average of X 1 , . . . , X n , orθ n = f (X ) for a suitably smooth function f . Bootstrap consistency results in nonparametric smoothing have been developed in many specific applications; density estimation and regression are discussed in Section 3. By contrast, subsampling has been shown to apply in quite broad settings which we discuss in full generality in Section 4.
In each case the primary tool is that of weak convergence. To start with, the distribution of the root τ n (θ n − θ(P )) is shown (or assumed) to have a well defined limit as n → ∞. Here, τ n is the rate of convergence ofθ n −θ(P ); in regular situations it is of order n 1/2 but this is not always the case. Then, this asymptotic distribution is approximated by its resampled or subsampled analog which is basically an empirical distribution of pseudo-statistics that are appropriately centered and scaled; when this approximation is valid asymptotically, we say that the bootstrap mechanism works.
In general spaces, a sequence of probability measures P n converges weakly to a measure P if f dP n → f dP for all bounded continuous functions f ; on the real line this is equivalent to the usual notion of weak convergence by the Portmanteau theorem. In order to simplify notation, we define
Weak convergence can be metrized by looking at the rate of the above convergence across a slightly restricted class of functions. Let BL 1 denote the class of Lipschitz continuous functions which are bounded by 1 and with Lipschitz constant bounded by 1. The bounded Lipschitz metric on a collection of measures is then given by
Convergence in bounded Lipschitz metric is equivalent to weak convergence.
The preceding discussion sweeps under the rug many issues of measurability. In many situations, our random elements and estimators in function space cannot be assumed to be integrable. We will require all estimators to be asymptotically measurable, and any expectations of nonmeasurable elements should be regarded as outer expectations in the sense discussed in van der Vaart and Wellner (1996) .
Nonparametric smoothing
In this section, we give a brief discussion of bootstrap results as applied in nonparametric smoothing. The data in this setting have traditionally been finite dimensional, but the parameter of interest is functional, which ties these problems to related problems involving functional data. Very recent work, discussed at the end of this section, has begun to extend these results to functional data.
The goal of nonparametric smoothing is typically to use the the data to estimate an unknown function, such as a probability density or conditional expectation (regression function), which is only assumed to possess some degree of smoothness. Unfortunately, the flexibility allowed by most estimators makes it difficult to ascertain whether observed features are physically meaningful or due to randomness in the data and the estimation process. These difficulties make effective inference for the entire estimated function vitally important, and the functional nature of the problem makes the bootstrap a natural approach.
In the remainder of this section we highlight some major results in density estimation and nonparametric regression.
Confidence bands in density estimation
Let X 1 , . . . , X n be i.i.d. real-valued observations from a density f (x) which is unknown but assumed to be smooth in some sense. The classical kernel estimate of f (x) proposed by Rosenblatt (1956) is given bŷ
where K(·) is typically a symmetric probability density such as the normal distribution.
Letting the bandwidth h be proportional to n −1/5 , the estimator (1) has a mean square error of order n −4/5 provided that f (x) is twice differentiable; see, e.g. Wand and Jones (1995) . However, finite samples often produce estimates with irregular shapes and spurious modes which necessitates effective inference techniques even for exploratory analysis. Hall (1993) proposes a resampling algorithm to produce confidence bands for f , and develops the Edgeworth expansions necessary to calculate their convergence rates. His approach is to use the bootstrap to estimate the distribution of the suprema of the approximately pivotal quantity
is approximately pivotal, where a pivot is a statistic whose distribution does not depend on any unknown quantities. Working with pivots often improves bootstrap performance; see Efron and Tibshirani (1993) . The bootstrap sample is constructed by drawing X * 1 , . . . , X * n i.i.d. from the empirical distribution of X 1 , . . . , X n ;f * (x) is constructed in the same way asf (x), just using the resampled data. It is easy to see that E * f * (x) = f (x), which leads to the bootstrap pivot
A (1 − α)100% confidence band for Ef (x) on the interval [a, b] can be produced by choosing the lower limit L * and upper limit U * such that
The bootstrap approximation to the distribution of the pivotal statistic would then imply that
The above yields an approximate (1 − α)100% confidence band for Ef (·); this is generally different from a band for f (·) sincef (·) is a biased estimate. To obtain a confidence band for f (·), either an explicit bias correction must be employed, or the bandwidth h must be chosen in a suboptimal way, i.e., of smaller order than n −1/5 ; In the latter case, the confidence band is consequently being based on an under-smoothed estimator whose bias is negligible (as compared to its standard deviation). The issues in this setting are similar to those in nonparametric regression, and the theory has been more developed in that setting. For these reasons, we defer discussion until the next section.
Confidence bands in nonparametric regression and autoregression
In nonparametric regression, data (X 1 , Y 1 ), . . . , (X n , Y n ) are observed and the goal is to estimate the conditional mean
There are several well investigated estimators of r(·), with the most common being the Nadaraya-Watson estimator and the local linear estimator. Each roughly takes the form of a weighted averagê
where the weights sum to 1, reflect the distance from X i to x, the degree of smoothing chosen by the practitioner, and aspects of the local spacing of the X i 's. A thorough exposition is given in many texts on kernel smoothing; see, for example, Wand and Jones (1995) . Several authors have investigated the construction of bootstrap confidence intervals and bands for these regression estimates. Algorithms differ greatly in their details and assumptions. One approach is to resample the pairs of data; this is discussed in Efron and Tibshirani (1986, 1993) and Mammen (1992) . Claeskens and van Keilegom (2003) use the data pairs to estimate a bivariate density and then use the smoothed bootstrap of Silverman and Young (1987) , which resamples from the estimated joint density of X and Y .
Other implementations perform the resampling on the residuals. In some cases, for example Härdle and Bowman (1988) , the residuals themselves are bootstrapped. In others, such as Härdle and Marron (1991) and Neumann and Polzehl (1998) , the wild bootstrap of Wu (1986) is used; the wild bootstrap is typically used with heteroskedastic errors and involves producing a simulated residual e * i from only the single observed residual e i . A final possible approach is to use the local bootstrap of Shi (1991) . For concreteness, we outline the approach used in the residual and wild bootstraps.
In this class of methods, an initial pilot estimator is used to smooth the data and estimate the residuals, giving
Next, the residuals are bootstrapped, using either the residual or wild bootstrap and added to a possibly different estimate of the regression function r(·), producing bootstrap pseudo-data
The pseudo-data are then smoothed again to produce a pseudo-statistic, i.e., a bootstrap regression curve. Repeating this procedure a number of times results in a collection of bootstrap curves that can be used in order to produce a confidence band for the true underlying curve. Neumann and Polzehl (1998) investigated confidence bands for regression, and these ideas were extended to include derivatives of the regression function by Claeskens and van Keilegom (2003) . Auestad and Tjøstheim (1991) suggest using the bootstrap for confidence bands in time series autoregression, and the theoretical underpinnings are established by Neumann and Kreiss (1998) who showed the formal equivalence of autoregression to regression in large samples.
The need for multiple estimatorsr 1 (x),r 2 (x), etc. is one of the more undesirable aspects of the theory and is due to the fact that nonparametric regression estimators are inherently biased. Since the estimates are not centered at the correct value, confidence intervals need to be explicitly recentered or constructed in a way that mimics the bias of the original estimator which can be achieved through multiple levels of smoothing. Härdle and Bowman (1988) used explicit bias correction; Hall (1992) advocates undersmoothing, which has guided most subsequent investigations. Interestingly, however, McMurry and Politis (2008) have showed that in some settings the need for bias correction is obviated through the use of infinite order, flat-top kernels.
Bootstrap in nonparametric functional regression
Recently, Ferraty, van Keilegom, and Vieu (2008) established the consistency of the bootstrap for confidence intervals in nonparametric functional regression. In this setting the observed data are assumed to be i.i.d. pairs of the form (X 1 , Y 1 ), . . . , (X n , Y n ), where the X i take values in a function space with semi-metric d(·, ·); the Y i are univariate. They are related by
where r(·) is the unknown regression functional and i is a real-valued, mean zero error. The functional Nadaraya-Watson estimator is then given bŷ
where K is a non-negative kernel, and h is the bandwidth. The asymptotic properties of (2) are discussed in Ferraty and Vieu (2006) and more recent developments are presented in Chapter 4. Ferraty et al. (2008) prove that both the residual bootstrap and wild bootstrap are consistent, and they use their results to construct asymptotically valid pointwise confidence intervals. Their results are strikingly similar to those achieved in the traditional nonparametric regression setting; once the estimator (2) is defined, the procedures remain substantially unchanged. Multiple levels of smoothing are used for bias correction, and the usefulness of the approach is demonstrated through a simulation study and a real data example.
Subsampling
The theory of subsampling for high dimensional and even functional data has been developed in Politis, Romano and Wolf (1999) . More recently, a simplified and unified way of looking at functional data and parameters is presented in a K-sample setting in Romano (2008, 2009) . In both settings the theory is fully developed for functional stationary time series data satisfying strong mixing conditions. While such generality is desirable in many applications, for simplicity of exposition we focus on the set-up of an i.i.d. sequence that can be generalized to triangular array data whose rows are i.i.d.
Throughout, let X 1 , . . . , X n be an i.i.d. sequence with distribution P , and assume the goal of the analysis is inference for the parameter θ(P ), which takes values in a metric space Θ. To this end, we study the probabilistic distribution of a root, which is simply a Θ-valued function of the data X 1 , . . . , X n , the parameter θ(P ), and the sample size n, with the property that if the distribution of the root were known, the desired inference could be performed.
An easy example of a root can be found in the classical procedure for estimating the mean, µ, of real valued i.i.d. data X 1 , . . . , X n , in which case the quantity R n := n 1/2 (X −µ) has the desired property under quite general conditions. In the preceding example, n 1/2 is the normalizing factor which gives R n a non-degenerate limiting distribution; while n 1/2 is the most typical rate, in order to accommodate different estimators, we denote a general normalizing rate by τ n .
We let R n (X 1 , . . . , X n , θ(P )) denote the root and J n (P ) denote its probability law, where the root is regarded as a random element of Θ. We will show that the probability law J n (P ) can be estimated through use of the appropriate subsampling procedure.
The primary idea behind subsampling is that the distribution of the root can be approximated by an appropriately scaled version of the empirical distribution of the root calculated on subsets of the data of size b, where b < n. For i.i.d. data we typically examine all n b subsamples, or if this is too large, a random sample thereof.
We begin with the primary result which establishes conditions under which the empirical distribution for random elements from a triangular array converges to their marginal distribution. Throughout, we assume random elements, denoted here by Y, take values in a metric space D, equipped with metric d(·, ·). As discussed previously, the random elements are not necessarily assumed to be either separable or measurable.
Theorem 1 (Politis et al., 1999) Let Y 1 , . . . , Y n be independent D-valued observations from distribution P . LetP n denote the empirical measure of the Y i , 1 ≤ i ≤ n. In addition, assume P is tight; that is, for every > 0 there exists a compact set K so that P (K) > 1 − . Then ρ BL (P n , P ) → P 0, which implies weak convergence.
The above result can be used to establish the validity of subsampling for a wide range of applications, of which we now explore several.
Parameter estimation
As before, we denote the distribution of the root by 
Consistency of the subsampling distribution can be proved by showing first that H b,n converges weakly to J n (P ), and then extending the result to the typical situation where θ(P ) is unknown.
Lemma 1 (Politis et al., 1999 ) Let X n,1 , . . . , X n,n , for n ∈ N, be a triangular array of row-wise independent random observations. Assume J n (P ) converges weakly to a limit law J(P ) which concentrates on a separable subset of S, b/n → 0, and b → ∞ as n → ∞. Then ρ BL (H n,b , J n (P )) → P 0.
Lemma 1 is a consequence of a generalization of Theorem 1. The theorem is stated for independent Y's but it can be extended to the setting where the Y's are the n b distinct subsampled values of the root rather than the original data.
With this generalization in hand, let the i'th subsample consist of ob-
, and then apply the theorem. In this caseP n = H n,b , and P n = J n , and the immediate result is ρ BL (H n,b , J n (P )) → P 0 as desired.
Of course, the primary concern is inference for θ(P ) which, except in the case of hypothesis testing, is unknown. The following theorem shows that under the additional mild assumption τ b /τ n → 0, Lemma 1 remains true when θ(P ) is replaced byθ n .
Theorem 2 (Politis et al., 1999) Under the assumptions of Theorem 1, and the additional assumption
It is interesting to see how easily Theorem 2 follows from Lemma 1. By the triangle inequality, it suffices to show ρ BL (L n,b , H n,b ) → P 0. We note that L n,b is the empirical distribution of the values
which is exactly the distribution of H n,b shifted by
Since τ n [θ(P ) −θ n ] has a non-degenerate limiting distribution, and τ b /τ n → 0, it is immediate that this shift is asymptotically negligible.
K-sample subsampling and a unified approach to functional parameters
The results of the previous section can be extended to the situation where rather than estimating a single parameter, the goal is to estimate a parameter which depends on several independent samples; this is the standard set-up in a classical one-way ANOVA, but the generality of Theorem 1 makes it possible to explore more general situations as well.
In the present subsection, we assume the data consist of K independent samples with K ≥ 1; the k'th sample will be denoted
are assumed to take values in a metric space D, which may be a functional space or a simpler space like R d .
It will be assumed throughout that X
n k is an i.i.d. sample from distribution P (k) and that X (k) and X (k ) are independent for k = k ; it is possible to relax the assumption of independence within samples. Taken together, the probability law for the entire experiment is P = (P (1) , . . . , P (k) ), and the goal will be inference for some parameter θ(P ) that takes values in a normed linear space Θ with norm denoted by || · ||.
Since the goal is typically to quantify the distance between θ(P ) and its estimatorθ n , rather than working with them directly, we consider a real valued function of the root, g[τ n (θ n − θ(P ))], where g : Θ → R is a continuous function; this provides a unified and simplified approach which remains valid even when K = 1. Let J n (x, P ) denote the probability law of g[τ n (θ n − θ(P ))]. The function g will typically be a norm on Θ or a projection of Θ onto R. Allowing it to remain unspecified allows the present work to be immediately applicable to a wide range of interesting situations.
As in the previous section, the main idea is to reconstruct the statistic of interest on subsamples of the original data. We let n = (n 1 , . . . , n K ) denote sizes for each of the K samples and b = (b 1 , . . . , b K ) denote the subsamples sizes, which are chosen so that b k /n k → 0 for all k.
Since the K samples are assumed to be independent of each other, we calculate all combinations of subsamples on each of the samples. For simplicity of notation, let q k denote the number of possible subsamples from the k'th sample, and let i k = 1, . . . , q k index these samples, and q = K k=1 q k . With this notation, we can denote the empirical subsampling approximation to J n by the empirical distribution of the subsampled values, given by
. . .
Under the modest conditions described in the following theorem, L n,b provides a consistent estimate for the true law J n .
Theorem 3 (Politis and Romano, 2008) Assume there exists a nondegenerate limiting law J(P ) such that J n (P ) converges weakly to J(P ) as
, and b k → ∞ as min k n k → ∞; and that g is uniformly continuous. Then (i) Then L n,b (·) → P J(x, P ) for all points of continuity of J(·, P ).
(ii) If J(·, P ) is continuous at J −1 (1 − α, P ), then the event
has asymptotic probability equal to 1 − α.
Here, J −1 (s, P ) ≡ inf{x : J(x, P ) ≥ s}, with a similar definition for L −1 n,b (s).
Subsampling the empirical process
Let X 1 , . . . , X n be i.i.d. D-valued observations with marginal distribution P . LetP n denote the empirical measure. The empirical process indexed by a class of functions f ∈ F is given by
where f : D → R. Empirical processes have received considerable attention in statistics and probability literature; an excellent overview can be found in van der Vaart and Wellner (1996) . Very often, interest focuses on uniform properties of the process given by equation (3) across F. Necessary and sufficient conditions for uniform consistency of the bootstrap have been studied extensively for i.i.d. functional and finite dimensional data; these will be discussed in Section 5.3. Comparable results for real-valued time series are found in Bühlmann (1994) , Naik-Nimbalkar and Rajarshi (1994), and Radulović (2002) . With regards to subsampling, Politis, Romano, and Wolf (1999) have developed convergence criteria in a general time series framework which includes both finite dimensional and functional data. Here we discuss the i.i.d. version of their results. In the following, let L ∞ (F) denote the metric space of real-valued bounded functions on F equipped with the sup norm, || · || ∞ . The following theorem is a direct consequence of Theorem 1 using
Theorem 4 (Politis et al., 1999) Let X 1 , . . . , X n be i.i.d. D-valued observations. Assume the law of Z n converges weakly to a limiting process Z that concentrates on a separable subset of
Theorem 4 is not as general as the one presented in Section 5.3 but it requires substantially fewer conditions; this is typical since, in contrast with the bootstrap, subsampling works under almost minimal assumptions.
Bootstrap
Bootstrap consistency results for functional data can be split into two major categories depending on whether or not the statistic of interest is also functional. Politis and Romano (1994a) examine the bootstrap for the mean of Hilbert space valued time series; Section 5.1 follows their work. Cuevas, Febrero, and Fraiman (2006) conducted a substantial simulation experiment which is described in Section 5.2. Theorems 2.4 and 3.1 of Giné and Zinn (1990) establish consistency for many real valued statistics and, as a corollary, for the bootstrap for the mean of Banach space valued random variables; these results are presented in Section 5.3.
Bootstrap for functional statistics
The results of Politis and Romano (1994a) were motivated by the study of estimators which are smooth functionals of the empirical process for time series data. The empirical process takes values in an appropriate Hilbert space, which leads to a general theory for a class of Hilbert-space valued random variables. Their results apply very broadly and are stated in terms of triangular arrays of random elements satisfying strong mixing conditions.
The dependence somewhat complicates matters because the bootstrap must be modified so that the resampled data has an asymptotically similar dependence structure to the original data; this is accomplished through the use of the stationary bootstrap introduced in Politis and Romano (1994b) . The idea is that the resampled data contains random length strings of consecutive observations from the original data, where the average length of the strings grows as n becomes large.
For simplicity, as in preceding sections, we focus on the i.i.d. setting; notably, the stationary bootstrap reduces to the usual Efron's (1979) i.i.d. bootstrap simply by letting the average length of the above mentioned strings equal to one. In the following, let H be a Hilbert space. The core of the theory rests on the following theorem, which establishes consistency of the bootstrap for the mean of the functional data. In the present form the theorem is weaker than Corollary 2 (below), but as shown in Politis and Romano (1994a) , it also holds for data satisfying dependence conditions. Theorem 5 (Politis and Romano, 1994a) Let X 1 , . . . , X n be an i.i.d. sequence of essentially bounded H-valued random variables with mean θ. Let
. . , X n )) → P 0, where ρ is any metric metrizing weak convergence on H.
If Y 1 , . . . , Y n are i.i.d. real valued random variables with distribution F , then X i (t) = 1 [Y i ≤t] − F (t) can be regarded as a functional observation in the Hilbert space L 2 (ν), where ν is a finite measure on R. If we combine this reasoning with the previous theorem and the notion of Fréchet differentiability, we obtain an immediate corollary extending the consistency to smooth functionals of the empirical distribution.
In the following, let ν denote a finite measure on the real line, F and G denote distributions in some class F ⊂ L 2 (ν), and T (·) a functional on F which is Fréchet differentiable in the sense that for fixed F and as ||G − F || → 0, T (G) − T (F ) =< ψ, G − F > +o(||G − F ||), for some ψ ∈ L 2 (ν); here < ·, · > denotes the inner product on H.
Corollary 1 (Politis and Romano, 1994a ) Let L n denote the true distribution of n 1/2 (T (F n ) − T (F )) and letL n denote the bootstrap distribution of
where ρ 1 is any metric metrizing weak convergence on the real line. Moreover, L n converges weakly to a Gaussian distribution with mean 0 and variance σ 2 ψ , where
In the context of functional data, the parameters of interest are often also functional, so it is desirable to study the case where T takes on values in a function space. Corollary 1 can be extended to this setting using an appropriate differentiability condition and a "functional delta method." We briefly outline the approach; technical details can be found in Cuevas and Fraiman (2004) , and Cuevas et al. (2006) provides additional insights.
Let T be an operator defined on P, a suitable space of probability measures, with values in a Banach space F . Assume that T is differentiable at P ∈ P in the sense that
where T P is a linear operator on an appropriate space of finite signed measures. In order to simplify notation, let S n = n 1/2 (T (P n ) − T (P )) and
, and let L(S n ) and L(S * n |X 1 , . . . , X n ) respectively denote their laws. In order to establish bootstrap consistency we need to show
either in probability or almost surely. The convergence (5) can be established via the linearization which results from differentiability conditon (4).
where L n denotes the linearization of S n . Let L * n denote the corresponding linearization of S * n . The linearizations L n and L * n tend to the same Gaussian limit by the Central Limit Theorem and the bootstrap consistency results given in Theorem 5 (above) or Corollary 2 (below).
The remainder terms, n 1/2 o (ρ BL (P n , P )) and n 1/2 o (ρ BL (P * n , P n )), can be handled provided we are able to establish boundedness in probability, uniform on P, of the sequences n 1/2 ρ BL (P n , P ). Cuevas, Febrero, and Fraiman (2006) performed an extensive simulation study to assess the performance of the functional data bootstrap. To our knowledge this is the only large scale investigation to date. We briefly summarize their experiments and findings. They investigated bootstraps for several functional measures of center and one measure of spread for data in C[0, 1]. The data were generated by the following two processes:
Simulation studies
• A Wiener process on [0, 1] given by X (t) = 10t(1 − t) + B(t) where B(t) is a standard Brownian motion.
• A Gaussian process X (t) with mean 10t(1 − t) and covariance function Cov (X (s), X (t)) = exp(−|s − t|/0.3).
They constructed bootstrap confidence intervals based on the following estimators:
• The sample meanX .
• The sample variance.
• The F M -median.
• The α-trimmed F M mean with α = 0.25.
• The "kernel mode" estimate for the underlying density using a Gaussian kernel.
The F M trimmed mean and median were based on Fraiman and Muniz's (2001) notion of data depth which is defined as follows. For each t ∈ [0, 1] let F n,t be the empirical distribution of the sample x 1 (t), . . . , x n (t). Let Z i (t) = 1 − |1/2 − F n,t (x i (t))| denote the univariate depth of the datum x i (t). These values are aggregated across time by
Observations x i can then be ranked according to the corresponding value of I i , with the "deepest" data having the largest values of I. Using this measure, the α-trimmed mean becomes the average of the 100(1 − α)% deepest functions in the sample, and the FM-median is the deepest function in the sample. The "kernel mode" estimator, an exploratory data analysis tool, is given by
which is approximated for computational efficiency by
Cuevas et al. (2006) also tested three different bootstraps, the standard bootstrap, a smoothed bootstrap, and for the mean, a parametric bootstrap. Confidence intervals were constructed using both the L 2 and L ∞ norms. Sample sizes were n = 25 and n = 100. Each combination of estimator, norm, bootstrap procedure, and sample size was run 500 times.
Their simulations show substantial promise. To summarize their conclusions briefly:
• The standard bootstrap proved unreliable for the sample median and kernel mode; this appears to be because the resampling produces a very small number of curves. These results were substantially improved by using a smoothed bootstrap.
• With the exception of the standard bootstrap failure for the median and kernel mode, all other estimators performed quite well, but the parametric bootstrap did not provide any substantial advantage.
• The performance improved substantially from n = 25 to n = 100. For almost all estimators at the larger sample size, observed coverage was close to expected coverage; interval width also decreased as expected.
• Both the L 2 and L ∞ norms performed satisfactorily.
Bootstrapping the empirical process
The bootstrap for empirical processes has been extensively investigated by several authors including Giné and Zinn (1990) and Dudley (1990) , and nicely summarized in Section 3.6 of van der Vaart and Wellner (1996) . The results are extremely general and apply equally well to functional and finite dimensional data. The results in this setting are substantially more complex than results in the preceding sections, so we focus on the highlights of the theory and refer readers to the preceding references for additional details. Let X 1 , . . . , X n be a D-valued i.i.d. sample with probability distribution P , where D is again a metric space with metric d(·, ·). For consistency with notation elsewhere, we letP n denote the empirical distribution. The bootstrap sample X * 1 , . . . , X * n is an i.i.d. sample fromP n , and its empirical distribution will be denotedP * n . The process is typically viewed as a random functional on a class of functions F ⊂ {f : D → R}, for which it is assumed that sup f ∈F |f (x) − P f | < ∞.
As in Section 4.3, we define the empirical process as follows
and its bootstrap version
where M ni is the number of times X i appeared in the resample. For any particular f ∈ F the consistency of the bootstrap is not particularly sur-
, an average of real valued random variables, and a situation in which the bootstrap is typically consistent.
The major success of empirical process bootstrap has been to establish conditions on F under which a sort of uniform convergence occurs that implies the bootstrap validity for all f ∈ F simultaneously. Roughly speaking, these conditions require that F not be too "big." We first start with a definition that describes a class of functions for which a uniform central limit theorem holds. We then discuss how this is sufficient for bootstrap consistency in probability, and along with an additional moment assumption implies almost sure bootstrap consistency.
Definition 1 Let F be a collection of square integrable functions f : D → R for which sup f ∈F |f (x) − P f | < ∞ and
Let F be a Donsker class. The multivariate central limit theorem shows that for any functions f 1 , .
; this can be used to show that the limiting process G is by necessity Gaussian.
The Donsker assumption is almost enough to ensure uniform bootstrap consistency; we discuss these results first and then return to conditions that imply a class is Donsker.
Definition 2 An envelope function for a class of functions F is any function F (x) such that |f (x)| ≤ F (x) for all x ∈ D and f ∈ F.
The two preceding conditions imply convergence to a mean zero Gaussian process G in outer probability.
Theorem 6 (van der Vaart and Wellner, 1996) Let F be a class of measurable functions with finite envelope function. Then F is Donsker if and only if ρ BL (Z * n , G) → P 0 and Z * n is asymptotically measurable, where G is the same limiting Gaussian process as in Definition 1.
With an additional moment assumption, the preceding result can be strengthened to outer almost sure convergence.
Theorem 7 (van der Vaart and Wellner, 1996) Let F be a class of measurable functions with finite envelope function. Then F is Donsker and P ||f − P f || 2 F < ∞ if and only if ρ BL (Z * n , G) → as 0 and Z * n is asymptotically measurable, where G is the same limiting Gaussian process as in Definition 1.
Theorem 6 is sufficient for bootstrap consistency. An interesting consequence of Theorem 7 is the following corollary which implies bootstrap consistency for functional data and is discussed in Remark 2.5 in Giné and Zinn (1990) .
Corollary 2 (Giné and Zinn, 1990 ) If X 1 , . . . , X n are i.i.d. B-valued random variables, where B is a separable Banach space, then E ||X i || 2 < ∞ and central limit theorem holds for the X i if and
The preceding results require that F is a Donsker class. There are numerous sufficient conditions for a class being Donsker, and a set of necessary and sufficient conditions in Giné and Zinn (1990) . Here we present one simple sufficient condition from van der Vaart and Wellner (1996) .
All of the criteria rest on ways to quantify the size of a class of functions F. Given two functions l and u we denote by the bracket [l, u] the set of functions f such that l ≤ f ≤ u. An -bracket is a bracket [l, u] where ||u − l|| < . The bracketing number N [] ( , F, || · ||) is the minimum number of -brackets needed to cover F. A sufficient condition for F to be Donsker is
There are other less restrictive criteria. Interested readers should consult the two previously mentioned references.
Real-data applications
In this section we briefly discuss three recent applications of the bootstrap in functional data settings.
6.1 fMRI data Locascio et al. (1997) use a residual resampling approach to detect areas of brain activation in fMRI brain imaging experiments. In their experiments, areas of brain activity are measured over time, while the subject is exposed to various experimental conditions, with the goal of estimating the areas of the brain which are activated during certain tasks. Traditional tools are substantially inadequate in this situation because the problem is in essence that of performing a hypothesis test on every pixel with data that exhibit both spatial and temporal dependence. Their approach is roughly to use an ARMA model to estimate the effects of the experimental condition at each pixel. Once the pixel-by-pixel data has been modeled, a classical technique, such as a p-value from a t-test, is used to test the significance of the activation level at each pixel. A test based on permutation of the residuals across time and experimental conditions, but not space, is then used to make the necessary adjustments for multiple testing.
Sulfur dioxide concentrations
Fernández de Castro, Guillas, and González Manteiga (2005) use a functional bootstrap approach to make 30 minute in advance predictions of sulfur dioxide concentrations near a coal-fired power plant. The power plant had regulatory obligations to eliminate periods of high sulfur dioxide concentration in its vicinity, so its management was hoping to get some warning of coming spikes so they could take preventative measures, such as switching types of coal.
The data were in the form of a time series X 1 , X 2 , . . ., and were grouped in pairs (X i , X i+1 ) where the first coordinate function is the sulfur dioxide over the current half-hour period and the second coordinate function is the concentration over the subsequent half hour, which is to be predicted. Two functional approaches were used to model X i+1 as a function of X i , a Nadaraya-Watson type functional kernel estimator, and an autoregressive Hilbertian model; see Bosq (2000) . The bootstrap was used to construct prediction bands for each estimator.
The bootstrap procedure for the kernel estimator works as follows. Denote the current time period curve by Y 0 , with the goal of forecasting Y 1 , the next half hour period. Pairs of data (X i , X i+1 ) in the historical database are then resampled with probabilities depending on a distance from X i to Y 0 ; this procedure is similar to the local bootstrap of Paparoditis and Politis (2002) . The second coordinates of the bootstrapped pairs then give an estimate of the range of possible outcomes through the Fraiman and Muniz notion of data depth, given in equation (6).
The bootstrap procedure for the autoregressive Hilbertian model follows a more traditional residual bootstrap. One step forward residuals are calculated for all forecasts using pairs of data in the database. The residuals are then decomposed in terms of their principal components, and the pseudo-data is constructed by separately bootstrapping each of the principal components coordinates.
Language classification
Cuesta-Albertos et al. (2007) use a functional bootstrap hypothesis test to cluster languages according to rhythmic features. It was conjectured in the linguistics literature that languages can be classified as stress-timed, syllabletimed, or mora-timed, and the goal was to perform this classification empirically. Their approach was to look at sonority, a local index of regularity of the speech signal which takes values close to 1 for sonorant portions of the signal and 0 for obstruent portions.
The sonority of a speech sample can be viewed as a function in L 2 ([0, T ]), where T is the length of the sample. Each individual sample sonority S l,i , where l indexes language and i indexes sample within a language, was projected onto a (fixed) Brownian motion, through the L 2 inner product < S l,i , B >= T 0 S l,i (t)B(t)dt, which reduces the curve to a univariate datum. A Kolmogorov-Smirnov type test is then used to compare the distribution of samples from two languages to see if they appear to group in the hypothesized way. Since the preceding test depends on the random Brownian path, its stability is increased by repeating the test for several independent Brownian motions.
The bootstrap is used to estimate the p-value for the preceding tests. The samples from the two languages l and l are pooled and the bootstrap is used to draw independent samples from the pooled data set, thus mimicking a sampling environment that satisfies the null hypothesis.
Finally the authors employ a Monte Carlo simulation to empirically assess the ability of their procedure to distinguish between different sonority patterns. They construct Markov chains which mimic the features which are expected to be observed in sonority patterns in the different types of languages, and they use the modified Kolmogorov-Smirnov test to try to distinguish the different chains; the results were encouraging.
Discussion
As functional data proliferate, we expect bootstrap and subsampling to become very popular approaches to inference since they are straightforward to implement and have broad applicability. Nonetheless, the field remains young and offers rich avenues for further development; we mention some areas of particular interest.
In finite dimensional problems, approaches such as studentization have been shown to produce bootstrap confidence intervals with higher order accuracy, i.e., coverage that is very close to the nominal. While it seems likely that analogous properties hold for functional data, the question of convergence rates for the bootstrap has not been addressed in any setting, and there has been little discussion as to whether higher order accuracy might be feasible. Furthermore, it is not trivial to see how the studentization can be optimally implemented with functional statistics.
Which method is preferable, bootstrap or subsampling? Of course, subsampling has in its favor its very wide applicability; by contrast, the bootstrap has thus far only been shown to be valid for the mean of functional data, the empirical process, and smooth functionals thereof, as outlined in Section 5, and regression as discussed in Section 3. Results establishing the validity of the bootstrap in other settings are highly desirable.
Focusing on the sample mean under regularity, both methods (bootstrap and subsampling) are consistent for a wide range of functional data but no work has been done to assess their performance relative to each other. In addition, very few simulation studies have explored the finite sample performance of these techniques.
In the coming years we expect these and other related problems to offer fruitful areas for theoretical development and practical implementation of resampling methods for functional data and/or statistics.
