Gentner and Rautenbach conjectured that the size of a minimum zero forcing set in a connected graph on n vertices with maximum degree 3 is at most 1 3 n + 2. We disprove this conjecture by constructing a collection of connected graphs {Gn} with maximum degree 3 of arbitrarily large order having zero forcing number at least 4 9 |V (Gn)|.
Introduction
The Zero Forcing Number of a graph was first introduced by Burgarth and Giovannetti in 2007 [3] and independently by the AIM Minimum Rank -Special Graphs Workgroup in 2008 [1] . The original motivation for the latter came from the problem of bounding the minimum rank over all symmetric real matrices whose ijth entry (i = j) is nonzero whenever ij is an edge of a graph G and zero otherwise, while the former introduced this parameter to help them describe the controllability of certain quantum systems. Despite its beginnings in linear algebra and small applications in physics, the model has received considerable attention from combinatorialists due to its obvious ties to graph theory ( [4, 5, 8, 6] ).
The zero forcing process is a discrete-time process in which we start with a set S of vertices of a graph G which are initially colored black, while the remaining vertices are colored white. At each over all zero forcing sets of G.
Amos et al. [2] proved that for a connected graph G of order n and maximum degree ∆ ≥ 2
.
It is not difficult to show that this bound is attained exactly when G is either K ∆+1 , the complete bipartite graph K ∆,∆ or a cycle. Later, pushing this bound a little further, Gentner and Rautenbach [9] were able to remove the additive constant 2 ∆+1 (for ∆ ≥ 3). Namely, they showed that Z(G) ≤ ∆−2 ∆−1 n holds for every connected graph G of order n and maximum degree ∆ ≥ 3, unless when G is one of five exceptional graphs K ∆+1 , K ∆,∆ , K ∆−1,∆ or two other specific graphs (we do not exhibit them, for full details see [9] ). Note that the zero forcing number of a connected graphs with maximum degree 2 is completely understood. Indeed, for such graphs the forcing number is either 1 in the case of a path or 2 in the case of a cycle. However, even when the maximum degree is 3, the following value
is not known. The currently best known upper bound for z 3 ≤ 1/2 is due to Amos et al. and follows from the result mentioned above. Furthermore, Gentner and Rautenbach ( [9] ), have proved that the upper bound of n/2 is far off when G has maximum degree 3 and girth at least 5, where n is the order of G. They showed that such graphs have zero forcing number at most n 2 − n 24log 2 n+6 + 2. We remark this result does not affect the best known upper bound for z 3 but suggests 1/2 might not be the correct value. Motivated by this, the same authors conjectured that Z(G) ≤ 1 3 n + 2 for every connected graph G with maximum degree 3 [9] .
In this short note, we disprove this conjecture by presenting an infinite family of connected graphs {G n }, with maximum degree 3, such that the zero forcing number of G n is at least 
Counterexamples to a conjecture of Gentner and Rautenbach
We create our counterexamples by substituting each leaf of a complete binary tree
, by a complete graph on 4 vertices with one of its edges subdivided (see Figure 1) .
Indeed, let G n (n ≥ 1) be the graph obtained by replacing every leaf of B 2n−1 by the aforementioned subdivided K 4 . We also denote y 1 n−1 , y 2 n−1 to be the neighbors of r n in G n and H 1 n−1 , H 2 n−1 to be the corresponding connected components of G n − r n . Observe that both subgraphs are isomorphic to the binary tree B 2n−2 with their leaves replaced by the subdivided K 4 . Moreover, let G n be the graph obtained from G n by attaching a new leaf y n to the root r n of the underlying binary tree in G n . Throughout this note, we will view G n as a subgraph of G n and containing 4 induced copies of G n−1 . Observe that the maximum degree of G n and G n is 3, for all n ≥ 1. We take a closer look at the structure of G n to obtain the required lower bound on Z( G n ).
First, let the sequence t n be defined inductively as follows: t 1 = 2 and t n+1 = 4t n + 2 for every n ≥ 1. Now we shall prove the following lemma. Lemma 1. Let F be a graph containing G n as an induced subgraph and such that there is no edge between V (G n ) and V (F )\V (G n ). Then, for every zero forcing set P of F , the following holds
ii) If |V (G n ) ∩ P | = t n then r n ∈ P and V (G n ) ∩ P does not force r n within G n .
Proof. Both statements are straightforward for n = 1. For the inductive step, observe that if
n ∈ P . Moreover, during the process none of these vertices can be forced by the vertices of V (G 2 n ), respectively. As a corollary,r 1,1 n and r 1,2 must be forced by y 1 n , yet y 1 n clearly can not force them simultaneously. This is a contradiction and it concludes the proof of part i). Note that we have proved |V (H i n ) ∩ P | ≥ 2 · t n + 1. Assume now that |V (G n+1 ) ∩ P | = t n+1 . Therefore, by the above, |V (H i n ) ∩ P | = 2 · t n + 1 (i ∈ {1, 2}), which implies r n / ∈ P . Finally, suppose that r n+1 ∈ P but it is forced during the process by a vertex in G n+1 . As N Gn+1 (r n+1 ) = {y n ) ∩ P | ≥ t n + 1 and we may deduce
Hence, again by induction, r 1,2 n does not belong to P and can not be forced within G n , it still has two white neighbors r 1,2 n and r n+1 thus it cannot force r n+1 , which is a contradiction. This completes our case check and the proof of the lemma.
Proof. Observe that t n + 1 =
We end this section by determining the exact value of the zero forcing numbers of G n and G n .
Proof. Lemma 1 implies both Z(G n ) and Z( G n ) are greater or equal to t n + 1. We shall prove equality holds, by induction on n. To do so, we will prove a stronger assertion, namely that G n has a zero forcing set P n of size t n + 1 satisfying the following properties: a) it contains r n , b) r n does not need to force any of its neighbors.
The set P 1 can easily be found in G 1 . For the inductive step, let P n+1 be the union of r n+1 with four ismorphic copies of the zero forcing set P n inside each G i,j n (i, j ∈ {1, 2}), but with the two roots r 1,2 n and r 2,2 n removed. Clearly P n+1 has size 4 · t n + 3 = t n+1 + 1 and satifies i). It is also easy to see that the vertices of both subgraphs G 1,1 n and G 2,1 n will be forced by the vertices in P n+1 ∩ G 1,1 n and P n+1 ∩ G 1,1 n , respectively. (observe that this step requires the forcing to be completed without the active involvement of the root). Now, as r n+1 is black, y n will become black. Hence, P n+1 is a zero forcing set and r n+1 does not need to force any of its neighbours. From ii) we deduce P n+1 is also a zero forcing set of G n .
Additional Remarks
One of the most interesting remaining questions in the field is to find the value of z 3 . Knowing our constructions, we believe the result of Amos et al. gives the correct value of z 3 . We formulate this belief as a conjecture:
The counterexamples we presented in this note used the idea of an appropriate "injection" of a subdivided K 4 in certain base graphs; we mention that, although the bound we obtained used binary trees as base graphs, we were able to beat the conjectured upper bound of 1 3 n + 2 using different base graphs. For example, we state the following result (without proof):
Proposition 5. Let n be divisible by 6 and let C n denote the cycle on n vertices. Furthermore, set C n to be the graph obtained by attaching a distinct leaf to every vertex in C n , and finally, let G n be constructed from C n by replacing every leaf with the subdivided K 4 graph. Then, It would be interesting to know if the presented injection technique with the appropriate choice of a base graph can imply even better lower bounds on z 3 .
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