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3Opsomming
Daar bestaan ’n behoefte aan ’n objektiewe maatstaf om die gehalte van
akademiese publikasies te bepaal en te vergelyk.
Hierdie navorsing het die invloed of reaksie wat deur ’n publikasie gegenereer
is uit verwysingsdata bepaal. Daar is van ’n iteratiewe algoritme gebruik
gemaak wat gewigte aan verwysings toeken.
In die Internetomgewing word hierdie benadering reeds met groot sukses
toegepas deur onder andere die PageRank -algoritme van die Google soeken-
jin. Hierdie en ander algoritmes in die Internetomgewing is bestudeer om ’n
algoritme vir akademiese artikels te ontwerp. Daar is op ’n variasie van die
PageRank -algoritme besluit wat ’n Invloedwaarde bepaal. Die algoritme is
op gevallestudies getoets. Die empiriese studie dui daarop dat hierdie variasie
spesialisnavorsers se intu¨ıtiewe gevoel beter weergee as net die blote tel van
verwysings.
[Trefwoorde: Akademiese publikasies; PageRank; Verwysingsdata; In-
vloedfaktor; Impakfaktor.]
Abstract
Ranking of journals are often used as an indicator of quality, and is exten-
sively used as a mechanism for determining promotion and funding.
This research studied ways of extracting the impact, or inﬂuence, of a journal
from citation data, using an iterative process that allocates a weight to the
source of a citation.
After evaluating and discussing the characteristics that inﬂuence quality and
importance of research with specialist researchers, a measure called the In-
fluence factor was introduced, emulating the PageRankalgorithm used by
Google to rank web pages. The Influence factor can be seen as a measure
of the reaction that was generated by a publication, based on the number of
scientists who read and cited it.
4A good correlation between the rankings produced by the Influence factor
and that given by specialist researchers were found.
[Key words: Academic publications; PageRank; Citation data; Inﬂuence
factor; Impact factor.]
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Daar bestaan ’n behoefte aan ’n objektiewe maatstaf om die gehalte van
akademiese publikasies te bepaal en te vergelyk.
Dit is regerings en bestuurders van navorsingsinstellings se plig om die gehalte
en waarde van navorsing te meet. Belangrike besluite word geraak deur die
waarde wat aan navorsingswerk toegeken word, en daarom is die maatstawwe
wat gebruik word van groot belang. Mense en instansies se toekoms en
befondsing word direk deur hierdie besluite geraak, en die kompetisie vir
beskikbare fondse word al strawwer.
As ’n navorser tans in Suid-Afrika vir ’n subsidie wil kwaliﬁseer, moet sy of
haar navorsingsresultate in ’n geakkrediteerde tydskrif gepubliseer word. Die
Departement van Onderwys van Suid-Afrika akkrediteer tydskrifte wat aan
sekere voorwaardes voldoen [Rep03].
Daar bestaan baie verwarring oor presies watter tydskrifte op die sogenaamde
akkreditasielys is [Pot07]. Volgens die Department van Onderwys van Suid-
Afrika word al die tydskrifte wat in die Science Citation Index van The
Institute for Scientific Information (ISI Thomson)[Ins07] opgeneem is, geak-
krediteer [Rep03]. Die Direktoraat Navorsing van Unisa verwys egter na die
Science Citation Index Expanded. Daar is ’n groot verskil tussen die twee
lyste [Dir07]. Ten spyte van die verwarring steun die akkreditasiestelsel op
die insig en objektiwiteit van ’n kommersie¨le maatskappy.
Een van die faktore wat akkreditasie be¨ınvloed, is die aantal verwysings wat
’n tydskrif ontvang. Verwysingsdata is deesdae elektronies en meer geredelik
beskikbaar as in die verlede. Verwysingsdata het baie beperkinge en die
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gebruik daarvan kan omvattend bespreek word, maar dit is objektief en reeds
in gebruik.
Die ISI Thomson-databasis [Tho06] bereken byvoorbeeld ’n Impakfaktor vir
publikasies wat in sy databasis voorkom. Die faktor word bereken deur die
aantal verwysings wat ontvang is, te tel. Die Impakfaktor word tans in Suid-
Afrika gebruik om tussen publikasies te onderskei.
In hierdie navorsing word gekyk na iteratiewe algoritmes wat in aanmerking
neem waar die verwysing vandaan kom en nie net die aantal verwysings
oorweeg nie. ’n Verwysing van ’n publikasie met ’n hoe¨ rangordewaarde dra
meer gewig as een van ’n bron met ’n lae rangordewaarde.
In die Internetomgewing word hierdie benadering reeds met groot sukses
toegepas deur onder andere die PageRank -algoritme van Google. Hierdie en
ander algoritmes in die Internetomgewing is bestudeer om te bepaal of dit
moontlik sou wees om ’n algoritme vir akademiese artikels te ontwerp wat nie
net die aantal verwysings nie maar ook die oorsprong daarvan in aanmerking
neem. Daar is op ’n variasie van die PageRank -algoritme besluit wat op
gevallestudies getoets is. Die variasie bereken ’n sogenaamde Invloedfaktor.
Die empiriese studie dui daarop dat die Invloedfaktor spesialisnavorsers se
intu¨ıtiewe gevoel beter weergee as net die blote tel van verwysings.
Die rangorde wat deur die Invloedfaktor gegee word, stem ook grootliks
ooreen met die rangorde wat deur ’n studie van Olson verkry is [Ols05].
Daar bestaan nog ruimte vir verdere navorsing. Daar kan na verdere ver-
fynings van die variasie gekyk word. As die probleme met die data wat
outomaties op die Internet verkry word opgelos kan word, kan die algoritmes




’n Paar jaar gelede het slegs ’n klein navorsingsgemeenskap die Internet geken
en gebruik. Volgens Paul Gil [Gil06] het slegs 50 mense in 1989 webblaaie
gehad.
Internet World Statistics bereken in September 2006 dat 1 087 miljoen mense
die Internet jaarliks gebruik [06I06]. Die Internet bevat dus reeds ’n geweldige
groot hoeveelheid inligting en groei elke dag met ’n geskatte 10 miljoen blaaie
[06M06]. Hierdie vinnige groei van die Internet en die ontwikkeling van reke-
naartegnologie het ’n enorme toename in en toegang tot inligting tot gevolg
gehad. Dit het dus ook noodsaaklik geword om tussen Internetpublikasies te
onderskei en om die waarde van hierdie inligting te meet.
In die lig daarvan dat navorsing nou vinniger en resultate in groter hoeveel-
hede beskikbaar is, is daar baie druk op wetenskaplikes om uit die geweldige
hoeveelheid inligting sin te maak. Sommige navorsers stel hul navorsing op
die Internet vry voordat dit in die gedrukte media gepubliseer word. Om op
die hoogte te bly van al die navorsing verg meer as net kennisname; dit verg
dat ’n globale beeld van die inligting verkry moet word en ’n sistematiese,
objektiewe ontleding daarvan gedoen moet word.
Soos in Hoofstuk 1 genoem is, is dit regerings en bestuurders van navorsings-
instellings se plig om die gehalte en waarde van navorsing te meet.
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As ’n navorser tans in Suid-Afrika vir ’n subsidie wil kwaliﬁseer, moet sy of
haar navorsingsresultate in ’n geakkrediteerde tydskrif gepubliseer word.
Al die tydskrifte wat in die lys van The Institute for Scientific Informa-
tion (ISI Thomson)[Ins07] opgeneem is, word geakkrediteer [Rep03]. 1 Die
akkreditasiestelsel steun dus op die insig en objektiwiteit van ’n kommersie¨le
maatskappy. Ander Suid-Afrikaanse tydskrifte word deur die Departement
van Onderwys geakkrediteer as daar aan sekere voorwaardes voldoen word.
Van die voorwaardes is die volgende:
• die tydskrif moet deur meer as een instansie gebruik word (meer as een
instansie moet daarin publiseer, die redaksie moet uit lede van meer
as een instansie bestaan en die tydskrif moet na meer as een instansie
versprei word);
• die artikels moet deur middel van eweknie-evaluering gekeur word; en
• die tydskrif moet gereeld verskyn [Rep03].
Publikasie in geakkrediteerde tydskrifte is dus tans die maatstaf van suk-
sesvolle navorsing in Suid-Afrika. Die publikasie van artikels in enige ge-
akkrediteerde tydskrif word as ewe belangrik beskou en daar word geen on-
derskeid tussen tydskrifte getref nie. ’n Rangorde van tydskrifte of artikels
kan moontlik gebruik word om die tydskrifte met mekaar te vergelyk. Die
rangorde kan dan gebruik word om werklik belangrike navorsing op te spoor.
2.2 Definisie van Invloed
Nadat sommige van die faktore wat die gehalte van publikasies bepaal en
belangrikheid daarvan meet oorweeg is, is besluit om in hierdie navorsing die
Invloed van ’n publikasie te meet. Baie van die ander maatstawwe is vaag en
nie kwantiﬁseerbaar nie.
Die Invloed van ’n publikasie is ’n maatstaf van die aantal en die
belangrikheid van die wetenskaplikes wat daarna verwys.
1Daar bestaan verwarring oor watter lys.
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Die Invloed van ’n publikasie kan gesien word as ’n maatstaf vir die hoeveel-
heid reaksie wat daardie publikasie gegenereer het, met ander woorde die
hoeveelheid wetenskaplikes wat dit gelees en daarna verwys het. Die aantal
verwysings is gevolglik ’n maatstaf van die hoeveelheid aktiwiteit wat deur
’n publikasie gestimuleer is.
Die Impakfaktor van ISI Thomson se databasisse word bereken deur die aan-
tal verwysings van die huidige jaar deur die aantal artikels van die laaste
twee jaar te deel.
Indien
B = die aantal verwysings in 2005 na artikels wat gedurende 2003
en 2004 in die tydskrif gepubliseer is;
en
C = aantal artikels wat gepubliseer is in 2003 en 2004
dan is
D = B/C = Impakfaktor van die tydskrif.
Die Invloedwaarde verskil van die Impakfaktor deurdat die verwysings vanuit
belangrike bronne meer tel as die´ van onbelangrike bronne. Die waarde word
iteratief bereken, en die Invloedwaarde van die een iterasie dra by tot die
waarde van die volgende iterasie. Daarom dra belangrike bronne meer as
onbelangrike bronne by tot die Invloedwaarde van publikasies waarna dit
verwys.
Navorsing stimuleer nuwe idees en kan tot die ontstaan van ’n nuwe veld
lei. Selfs verkeerde gedagtes stimuleer navorsing en ’n goeie fout kan ook
waardevol wees. Die Invloedwaarde kan nie tussen positiewe en negatiewe
reaksie onderskei nie. Daar sal ook nie in hierdie navorsing direk van eweknie-
evaluering gebruik gemaak word nie. Die oogmerk is om die bes moontlike
rangorde slegs uit gepubliseerde verwysingsdata te bereken.
Verwysingsdata is deesdae makliker beskikbaar as in die verlede as gevolg
van die vinnige ontwikkeling van rekenaar- en kommunikasietegnologie. Ver-
wysingsdata-analise gee ’n duidelike prentjie van die gebruik van tydskrifte
en die artikels daarin en is ’n eﬀektiewe manier om die invloed van ’n tydskrif
te bepaal. Dit word dan ook reeds algemeen gebruik. Die aantal verwysings
en kruisverwysings van publikasies kan potensieel vanaf die Internet bekom
word. Die nodige inligting kan dus bekom word vir publikasies wat elektronies
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beskikbaar is. Hierdie projek konsentreer op ’n kwantitatiewe maatstaf wat
daarmee werk.
Die versoeking bestaan om invloed met gehalte te verwar, veral in ’n veld
waar daar kompetisie vir publikasies tussen tydskrifte bestaan. Hierdie pro-
jek moet nie gesien word as ’n poging om gehalte of waarde te meet nie, maar
slegs die invloed wat ’n publikasie op die spesiﬁeke navorsingsveld gehad het.
2.3 Nasionale Navorsingstigting (NNS)
Die Nasionale Navorsingstigting (NNS) (National Research Foundation (NRF))
is Suid-Afrika se nasionale agentskap vir die bevordering en ondersteuning
van navorsing. Die rol wat die NNS speel is belangrik omdat die instelling na-
vorsers en hul werk gradeer en befondsing van navorsing daardeur be¨ınvloed
word.
2.3.1 Doel van die NNS
Die visie van die NNS is om navorsing en innovering te bevorder en te on-
dersteun sodat Suid-Afrika op internasionale gebied kan meeding. Die NNS
streef ook daarna om die ontwikkeling van nuwe kennis te bevorder en hoogs
opgeleide studente, wetenskaplikes en ingenieurs te lewer.
Die evaluering en gradering van navorsers vorm al meer as 20 jaar lank die ba-
sis van die NNS se navorsingsondersteuningsprogramme. Hierdie programme
word ook suksesvol vir strategiese beplanning gebruik.
2.3.2 Geskiedenis
Professor Jack de Wet en doktor Reinhard Arndt was die argitekte van die
evaluerings- en graderingstelsel van die NNS. Saam het hulle die grondslag
geleˆ vir ’n nuwe manier om navorsing te ontwikkel en te ondersteun. Die
evaluerings- en graderingstelsel is eers in 1984 deur die voormalige Stigting vir
Navorsingsontwikkeling, die voorganger van die NNS, vir natuurwetenskappe
en ingenieurswese in gebruik geneem. Die NNS is in 1999 gevorm en ’n
nuwe stelsel is geskep om voorsiening vir al die dissiplines in die sosiale en
natuurwetenskappe, ingenieurswese en tegnologie te maak.
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Gedurende die laaste jare is ongekende eise aan navorsing en tegnologie gestel
en moes selfs groter sorg gedra word om te verseker dat internasionale gehalte
die mikpunt van die NNS bly [NRF05].
Die NNS gebruik sekere maatstawwe om navorsers en hul werk te beoordeel.
Die tipe gradering wat aan navorsers toegeken word, be¨ınvloed die fondse wat
tot hul beskikking is en kan in aanmerking geneem word wanneer hulle om
werk of bevordering aansoek doen. Dit is dus ’n baie belangrike instrument
vir die beoordeling van navorsers. Sekere opvoedkundige instellings gebruik
die NNS se gradering om die gehalte van hul navorsers te bepaal en moedig
die navorsers gevolglik aan om na hoe¨r graderings te streef. Die instellings
gebruik die gradering om personeelbevorderings te doen en om leiers op die
gebied van navorsing te werf.
2.3.3 Die NNS se kriteria om navorsers te gradeer
Verskeie faktore word by die gradering van navorsers in ag geneem, onder
andere die gehalte van die navorsingsuitsette wat die navorser oor die laaste
sewe jaar gelewer het [NRF05]. Daar word gekyk na die geskiedenis van
sy/haar navorsing (track record), met ander woorde hoeveel werk hy/sy oor
’n tydperk gepubliseer het. Dan maak die proses ook gebruik van eweknie-
evaluering gebaseer op onlangse navorsing en geskiedenis. ’n Aantal navorsers
wat self aktief navorsing doen, word hiervoor by die proses betrek. Daar
word minstens ses navorsers gebruik, waarvan die helfte uit ’n lys wat die
applikant self verskaf, gekies word. Die ander word onafhanklik deur die
spesialiskomitee gekies.
Die deelnemers aan die eweknie-evaluering word gevra om onder andere die
impak van die applikant se werk in sy of haar veld en ander verwante velde
in ag te neem. Dit is nie duidelik hoe die impak bepaal moet word nie. ’n
Skatting van die applikant se status as navorser, beide hier en in die buiteland,
moet gemaak word. Enkele van die´ kriteria kan wel objektief aan die hand
van ’n numeriese waarde beskryf word, byvoorbeeld hoeveel gepubliseer is en
moontlik hoe groot die impak van die navorsing was.
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2.4 The Institute for Scientific Information
Die Institute for Scientific Information (ISI Thomson) – voortaan ISI ge-
noem – is ’n kommersie¨le maatskappy wat databasisse publiseer. Die navor-
singsgemeenskap in Suid-Afrika word deur die´ maatskappy be¨ınvloed deur-
dat tydskrifte wat in hul databasis opgeneem word, outomaties geakkrediteer
word.
2.4.1 Die doel van ISI
Die missie van die ISI is om ’n omvattende databasis van die weˆreld se be-
langrikste navorsing te publiseer [Ins07]. ’n Omvattende databasis beteken
egter nie noodwendig dat dit alle wetenskaplike tydskrifte wat gepubliseer
word, insluit nie.
Die ISI bereken indekse en gewigte op grond van die data. Alhoewel die
data beperkinge het, word die ISI-indekse wyd as waardevolle maatstaf vir
die impak van artikels, tydskrifte en outeurs op die betrokke navorsingsveld
aanvaar. Die beperkings van die data behoort in ag geneem te word voordat
enige aﬂeidings daaruit gemaak kan word.
2.4.2 Beperkings van die ISI-data
Soos hierbo genoem word nie alle tydskrifte deur die maatskappy in sy data-
basis ingesluit nie. Die maatskappy identiﬁseer self tydskrifte wat in sy data-
basis opgeneem word. Verskeie faktore word in ag geneem, maar aangesien
die wetenskaplike basis van die proses nie bekend is nie, kan die proses nie
as objektief of deursigtig beskou word nie.
Alhoewel dit die neiging is om meer navorsing elektronies te publiseer, is baie
min elektroniese tydskrifte in die databasis verteenwoordig. Daar bestaan wel
’n nuwe produk wat elektroniese artikels met mekaar verbind en as ISI-link
bekend staan. Hierdie produk kan dalk die´ beperking aanspreek.
Om rangordes en indekse te bereken, gebruik die ISI verwysingsdata. Slegs
verwysings na tydskrifte wat in die databasis opgeneem is, word egter gebruik
[Ewi01]. Al die verwysings wat deur die outeur van ’n artikel gegee word – dus
verwysings van die artikel– word ingesluit, maar net die verwysings ontvang
van artikels in die databasis word getel [Ins07].
2.5. VERWYSINGSDATA 17
2.5 Verwysingsdata
Verwysingsdata word uit akademiese publikasies onttrek. In die bibliogra-
ﬁe van ’n akademiese publikasie word na artikels verwys wat die skrywer
bestudeer het. Daar word gewoonlik na sy eie vorige werk en na ander skry-
wers se werk verwys. Die verwysings word getel en gestoor om verwysings-
data te vorm. Uit hierdie data is dit dan moontlik om te bereken hoeveel
outeurs na ’n spesiﬁeke artikel verwys.
Daar word tans aangeneem dat hierdie verwysings ’n aanduiding van die
belangrikheid van die werk kan wees. Die aantal verwysings wat elke werk
ontvang, word getel en daarvolgens word vergelykings tussen publikasies ge-
tref. Dit is meetbaar en is nuttig om knelpunte soos reputasie, aansien,
verspreiding van kennis en bemarking van navorsing te bespreek [PHV04].
Die Internet het die verkryging en stoor van sulke data baie vergemaklik.
In die verlede moes dit met die hand ingesamel word, en dit was dus ’n
tydrowende proses. Dit was ook nie maklik om die getalle te bekom nie.
Wanneer vergelykings getref en die Impakfaktor bereken word deur net die
aantal verwysings wat na ’n artikel gemaak is, te tel, word dit die eenvoudige




Verwysings wat by Artikel A in die bibliograﬁe ingesluit is, word gedeﬁnieer
as verwysings van Artikel A. ’n Verwysing in ’n ander artikel wat na Artikel
A verwys, word as ’n verwysing na artikel A gedeﬁnieer.
2.5.1 Analise
Verwysingsdata-analise aanvaar dat ’n verwysing na ’n artikel ’n invloed van
die artikel op die skrywer se werk impliseer. Die skrywer het dit gelees,
bestudeer en daaroor gedink. Dit is belangrik genoeg geag om daarna te
verwys, ongeag of die skrywer saamstem of nie. Verder word aangeneem
dat die aantal verwysings wat ontvang word, die invloed van ’n skrywer op
sy veld en die navorsing daarvan weerspiee¨l. Alhoewel die eenvoudige tel
van verwysings nie ’n ware beeld van die belangrikheid van ’n tydskrif of
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navorsing kan weergee nie, het verwysingsdata-analise standaardgereedskap
vir navorsingsevaluering geword.
2.5.2 Probleme met verwysingsdata
Daar is baie onmeetbare faktore wat die gehalte en waarde van navorsing
be¨ınvloed. Deur slegs van die aantal verwysings gebruik te maak, word daar
gevolglik ’n skewe beeld geskep.
Garﬁeld [Gar73] en ander studies [Vin91] toon byvoorbeeld dat die aantal ver-
wysings na tydskrifte geweldig verskil na gelang van die studieveld. Daarom
moet tydskrifte in dieselfde veld met mekaar vergelyk word om sinvolle gevol-
gtrekkings te maak.
Die manier waarop die waardetoekenning tans gedoen word, tref nie ’n on-
derskeid tussen tydskrifte nie. Die verwysing van ’n artikel in ’n belangrike
tydskrif tel dieselfde as ’n verwysing in ’n minder belangrike tydskrif en die-
selfde geld vir gesaghebbende navorsers [SM05]. Volgens Kleinberg [Kle99b]
en Palacios-Heurta en ander [PHV04] behoort daar onderskeid getref te word
tussen verwysings van belangrike en onbelangrike bronne.
Verder kan die tipe tydskrif waarin gepubliseer word, ook die aantal verwy-
sings wat ’n artikel kry, be¨ınvloed. Meer algemene tydskrifte kry die meeste
verwysings, terwyl spesialistydskrifte werk van ’n beperkte veld publiseer en
die leserstal daarom beperk is.
Omdat navorsers gemeet word aan die impak wat hul werk het, wil hulle
graag in sterk, bekende en sigbare tydskrifte publiseer. ’n Rangorde van
tydskrifte sal die keuse van tydskrif bepaal. Daarom sal dit in belang van die
navorsingsgemeenskap wees as ’n objektiewe, wetenskaplike metode bepaal
kan word waarvolgens tydskrifte, artikels en die skrywers daarvan vergelyk
kan word.
Volgens Harter [Har96] is die potensie¨le invloed wat ’n tydskrif kan uit-
oefen, ’n funksie van die aantal artikels wat gepubliseer is. Indien slegs ’n
paar artikels gepubliseer word, kan dit nie baie ander navorsers en skrywers
be¨ınvloed nie en sal dit nie baie aangehaal word nie.
Verwysingsdata moet omsigtig en saam met ingeligte eweknie-evaluering ge-
bruik word, soos die NNS tans doen.
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Daar is verskeie pogings aangewend om die probleme verbonde aan die een-




ISI Thomson bereken ’n Impakfaktor vir ’n tydskrif [Gar73] en [Gar06]. Die
Impakfaktor van ’n tydskrif is ’n gemiddelde waarde wat bepaal word deur
die aantal verwysings wat byvoorbeeld in 2005 ontvang is, vir artikels wat in
2003 en 2004 gepubliseer is, deur die aantal artikels wat in 2003 en 2004 in
die tydskrif gepubliseer is te deel. Indien die Impakfaktor van ’n tydskrif 1,5
vir 2005 is, beteken dit dat die artikels in die tydskrif elkeen gemiddeld 1,5
keer aangehaal is.
Die volgende tekortkominge van die Impakfaktor kan uitgelig word:
• Die Impakfaktor word vir twee jaar bereken, maar twee jaar is waarskyn-
lik vir sekere vakgebiede te kort [Vin91]. In sekere velde volg verwysings
na belangrike werk eers jare later [Ewi01]. Omdat die twee jaar so kort
is, word tydskrifte wat vroeg in die jaar verskyn, bevoordeel omdat
daar meer tyd is om verwysings te ontvang en vir die verwysende werk
om gepubliseer te word.
• Alle verwysings word as ewe belangrik geag. Geen onderskeid word
tussen die belangrikheid van die bronne van die verwysings getref nie.
• Slegs verwysings van tydskrifte in die ISI-databasis word getel, en nie
alle navorsing word hierin gepubliseer nie. Daar word nie voorsiening
gemaak vir verskillende tipes tydskrifte nie, terwyl algemene tydskrifte
’n hoe¨r Impakfaktor as spesialistydskrifte het [vLM01] en [BE03]. Die
SIAM Review se Impakfaktor vir 2005 is byvoorbeeld 7,213 terwyl die
Annals of Mathematics se faktor 2 is.
• Tydskrifte wat langer bestaan en die´ wat meer artikels publiseer, word
bevoordeel. Daar word na ’n artikel verwys en daarom meet die tel van
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verwysings die impak van ’n artikel en nie van die tydskrif nie [Seg97].
Die Impakfaktor meet gevolglik eintlik die impak van die tipiese artikel
wat in die tydskrif gepubliseer word [Ewi01].
• Die Impakfaktor maak ook nie aanpassings vir selfverwysings of vir die
impak van die ander belangrike tydskrifte in die navorsingsveld nie.
Halflewe-indeks
Die ISI bereken ook die sogenaamdeVerwysingshalflewe-indeks. Die Halflewe-
indeks word slegs vir tydskrifte wat 100 of meer verwysings ontvang het,
bereken. In die Journal Citation Report van 2001 (JCR) het die tydskrif
Crystal Research and Technology byvoorbeeld ’n Halflewe-indeks van 7,0.
Dit beteken dat artikels wat tussen 1995 en 2001 gepubliseer is, verantwoor-
delik is vir 50 persent van al die verwysings wat die tydskrif ontvang het.
Hierdie maatstaf kan nuttig wees om biblioteekversamelings te bestuur en
om argiefbeleid te bepaal.
Onmiddellikheidsindeks
’n Ander maatstaf wat gegee word, is die Onmiddellikheidsindeks (OI). Die
OI is die gemiddelde aantal kere wat na ’n artikel verwys word in die jaar
waarin dit gepubliseer is. Dit dui aan hoe vinnig daar na artikels in ’n
spesiﬁeke tydskrif verwys word. Die saamgevoegde OI wys hoe vinnig daar
na artikels in ’n onderwerp of veld verwys word. Dit word vir ’n spesiﬁeke
tydskrif bereken deur die aantal verwysings na artikels wat in daardie tydskrif
gepubliseer, in ’n spesiﬁeke jaar, deur die aantal artikels wat in daardie jaar
gepubliseer is te deel. Die verwysings na die artikels word saamgevoeg vir
die tydskrif in geheel.
2.6.2 Pinski en Narin
Reeds in 1976 is daar ’n artikel gepubliseer waarin die navorsers Pinski en
Narin [PN76] ’n algoritme voorstel om ’n invloedgewig aan wetenskaplike
artikels toe te ken. Die algoritme gebruik die aantal verwysings wat deur
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die entiteit 2 ontvang en gemaak is. Die invloedgewig is iteratief bereken
totdat dit konvergeer. Die gewig moes ’n maatstaf wees vir die invloed van
’n entiteit op sy navorsingsveld.
Die navorsing het op ﬁsikatydskrifte gefokus. Omdat die verwysingsdata met
die hand ingesamel moes word, is daar nie verder hieraan gewerk nie.
In hierdie artikel word drie invloedmaatstawwe ontwikkel, waarvan elkeen
een aspek van ’n tydskrif se invloed weeg, naamlik
• die invloedgewig
• invloed per publikasie
• totale invloed van die tydskrif.
Die metode gebruik ’n verwysingsmatriks om die interaksie tussen eenhede
van ’n groep publiserende entiteite te beskryf. Die ’n n×n verwysingsmatriks,




C11 C12 . . . C1n





Cn1 Cn2 . . . Cnn
⎞
⎟⎟⎟⎟⎠
Daar word onderskei tussen ’n verwysing wat ontvang word (’n sogenaamde
inverwysing) en een wat gegee word (’n uitverwysing). ’n Term cij in die
verwysingsmatriks dui beide die aantal verwysings wat eenheid i aan j gee
en die aantal wat j van i ontvang aan.
• Invloedgewig
Die invloedgewig moet vir elke eenheid in die versameling uit die ma-
triks onttrek word. Die invloedgewig is nie afhanklik van die grootte
(aantal artikels of uitgawes gepubliseer) van die publikasie nie.
Elke eenheid gee uitverwysings en ontvang inverwysings. Die publikasie
is bogemiddeld as dit meer ontvang as wat dit uitgee. Dit beskik dus
oor ’n positiewe verwysingsbalans.
2’n Entiteit is ’n navorser, artikel, tydskrif of instansie.
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aantal verwysings na die ide eenheid
aantal uitverwysings vanaf die ide eenheid
.
Die iteratiewe proses begin hier. Die aantal uitverwysings wat ’n een-





die i-de rytotaal van die matriks.














k die invloedgewig van die k-de eenheid is voor enige iterasies
uitgevoer is,
– Cki die aantal verwysings is wat eenheid k aan eenheid i gee, en
– Si die aantal uitverwysings of die doelwit is.
Die gewig word dus aangepas deur dit elke keer met die vorige ordegewig
te vermenigvuldig. Die aantal verwysings vanaf ’n eenheid word met
die gewig van die eenheid vermenigvuldig. Alle verwysings dra dus nie
dieselfde gewig nie. Die belangriker publikasie in die eerste rondte weeg
swaarder. Dit lei tot n vergelykings in n onbekendes.
Die invloedgewigte wat volgens die metode gegenereer word, is ’n maat-
staf van die invloed per verwysing. Daar is geen dubbelsinnigheid in die
rangskikking soos met paarsgewyse vergelykings nie. Met die numeriese
waardes kan selfs na ’n gekalibreerde skaal gekyk word. Gewigte wat
op hierdie manier bereken word, vorm die basis vir die instelling van ’n
invloedhie¨rargie.
Hierdie invloedgewig meet die gewildheid van die werk in verhouding
tot die aantal verwysings vanaf die artikel.
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• Invloed per publikasie
Die invloed per publikasie word gedeﬁnieer as die geweegde aantal ver-
wysings wat ’n publikasie ontvang (geweeg deur die gewig van die ver-
wysende tydskrif). Die invloed per publikasie word verkry deur die
invloedgewig te vermenigvuldig met die aantal verwysings gedeel deur
die aantal publikasies in die´ tydperk.
• Totale invloed van tydskrif
Die derde maatstaf is die totale invloed, wat verkry word deur die
invloed per artikel met die aantal artikels te vermenigvuldig.
Die volgende beperkings is ge¨ıdentiﬁseer:
• Omdat die gemiddelde gewig van die groep een is, hang die invloedgewig
van enige eenheid af van die versameling waarvan dit deel uitmaak
[Gel78]. Die manier waarop die eenhede saamgegroepeer word, het ’n
onbetwisbare uitwerking op die invloedgewig.
• Alhoewel die aantal verwysings getel word, word dit gedeel deur ’n doel-
wit wat bestaan uit die hoeveelheid verwysings wat die artikel gemaak
het. Die invloedgewig word dus verdeel tussen die aantal verwysings
gegee.
2.6.3 Lesertelling
Bollen en ander het verhoudingsnetwerke van tydskrifte gegenereer deur van
die aﬂaaidata van ’n digitale biblioteek gebruik te maak [BVSL05] [BLVX03].
Die aﬂaai-frekwensie word gebruik om plaaslike impak van ’n publikasie te
meet.
Om die neiging in plaaslike tydskrifimpak op te spoor, is ’n Impakverskilkoers
(Impact Discrepancy Ratio) gedeﬁnieer as die verhouding tussen die berek-
ende leserstydskrifimpak en die ISI se Impakfaktor.
Die motivering is dat die konsep van tydskrifimpak op verskillende maniere
gemeet en ge¨ınterpreteer kan word.
’n Probleem met die maatstaf is dat dit baie manipuleerbaar is en moeilik
veralgemeen sal kan word.
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2.6.4 Navorsingsuitsette van ekonomiedepartemente
Kalaitzidakis en ander [KMS03] lig die belangrikheid van die rangskikking
van ekonomiedepartemente op grond van die navorsingsuitsette uit.
Die grootste probleem met bestaande metodes is dat die rangskikking op
reeds bestaande rangordes van ekonomietydskrifte gebaseer is. Die tydskrifte
is volgens verwysings uit ’n vorige periode gerangskik. Hierdie navorsing stel
’n metode voor wat die rangorde bywerk en huidige gewigte gebruik.
’n Lys van die 30 toptydskrifte word bepaal deur die aantal verwysings wat
in ’n gegewe jaar (die laaste jaar waarvoor volledige data beskikbaar is) na
artikels wat in vorige jare gepubliseer is, gemaak is. In die artikel onder
beskouing is verwysings gebruik wat in 1998 na artikels gemaak is wat van
1994 tot 1997 gepubliseer is. Hierdie lys stel dan ’n rangorde van instellings
se ekonomiedepartemente voor, wat gebaseer is op die aantal bladsye wat
in die 30 top-ekonomietydskrifte gepubliseer is. Indien daar n skrywers by
’n artikel genoem word, word 1/n bladsye aan elkeen toegeken. Laband en
ander verdeel ook die bladsye op hierdie manier wanneer die produktiwiteit
van individuele navorsers ter sprake is [LP94].
Die departemente se rangordetoekenning hang van die keuse van tydskrifte
asook van die keuse van gewigte af (ten spyte van verskille in gehalte, ouder-
dom en grootte). Daar word gebruik gemaak van die verwysingsdata afkom-
stig van ISI, en die beste tydskrif se waarde word genormaliseer om 100 te
meet. Die nuwe rangorde haal selfverwysings uit en gebruik al die verwysings
vanaf 1994. Hierdie navorsing pas die rangorde aan om impak en grootte in
te sluit [LP94]. Die metode is ’n iteratiewe metode wat ook die bron van die
verwysing oorweeg.
In hierdie metode is Cij die aantal verwysings van i na j, n die aantal tyd-
skrifte in die lys, en Zi ’n faktor wees om vir grootte te kompenseer. Daar is
van verskillende Zi-waardes gebruik gemaak wat die aantal artikels, aantal
bladsye of aantal karakters per bladsy kon wees. ’n Zi-waarde van een is
gebruik as daar nie vir grootte gekompenseer is nie.
Die deltawaarde in die formule wat volg is gewoonlik een. Wanneer die aantal
karakters gebruik is as grootte-maatstaf en onbekend was vir ’n spesiﬁeke
tydskrif was delta nul. Dit het nie ’n groot invloed gehad op die rangorde
nie omdat dit ’n klein aantal tydskrifte van die laer rangorde verteenwoordig
het. Die tydskrif is dan nie as ’n bron van verwysings gebruik nie.
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Die proses konvergeer gewoonlik na 10 tot 15 iterasies.
2.6.5 ’n Relatiewe rangwaarde
Volgens Popescu beteken ’n groot aantal verwysings ontvang dat die weten-
skaplike ’n betekenisvolle bydrae tot die navorsingsveld gelewer het [Pop00].
Indien die akademiese evaluasie van ’n wetenskaplike hiervan afhang, moet
ander aspekte ook in ag geneem word. Hierdie aspekte kan die aantal publi-
kasies, hoeveel verwysings ontvang is, piek-impakfaktore binne ’n spesiﬁeke
veld en die gemiddelde verwysingskoers binne ’n veld of dissipline insluit.
In ’n poging om die´ verskille in ag te neem, het Popescu [Pop00] ’n relatiewe
rangwaarde, ri, bereken. Die totale aantal tydskrifte in die dissipline word
N genoem en die rangordewaarde van die tydskrif ni, sodat
ri =
(N − ni + 1)
N
.
’n Waarde van ri = 0,75 beteken dat 75 persent van tydskrifte in die dissipline
’n relatiewe rangwaarde laer as die´ van hierdie tydskrif het.
Die belangrikste voordeel van so ’n relatiewe rangwaarde is die vergelyk-
baarheid van die tydskrifrangordes tussen verskillende dissiplines en ’n groter
stabiliteit in rangorde in vergelyking met die Impakfaktor.
2.6.6 Die impak van indiwidue
Die gebruik van die Impakfaktor vir tydskrifte waarin ’n akademikus gepu-
bliseer het om die impak van die indiwidu te meet, moet saam met eweknie-
evaluering gebruik word [Gar96].
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’n Direkte en deursigtige maatstaf, Ii om indiwidue te beoordeel, of evalu-








waar qi die tydskrifimpakfaktore vir al die tydskrifte is en ai die aantal skry-
wers per artikel.
Om die verskille tussen verwysings van verskillende navorsingsvelde in ag te
neem, kan die relatiewe rangwaarde in plaas van die Impakfaktor gebruik
word.
Die langtermynimpak kan bepaal word deur die verhouding van verwysings
oor ’n tydperk te meet [KMS03].
Hoofstuk 3
Verwante algoritmes
Die Internet bied ’n wye verskeidenheid nuwe geleenthede vir navorsing. Dit
kan onder meer as ’n groot graﬁek of matriks beskou word. Die miljoene soek-
togte wat elke dag op die Internet gedoen word, moet op ’n sekere manier
georden word om sinvolle antwoorde te gee. Indien alle blaaie wat ’n term
waarna gesoek word, bevat, net so aangebied sou word, is die resultate in ’n
groot mate onbruikbaar. Sodra die blaaie egter in volgorde van belangrik-
heid aangebied word, word die gebruiker vinnig van die relevante inligting
voorsien. Daarom word daar oor die laaste tyd baie navorsing oor die ran-
gordebepaling van webblaaie gedoen.
Hierdie projek probeer bepaal hoe die kennis wat deur die´ navorsing inge-
samel is op akademiese tydskrifte toegepas kan word. As die interaksie tussen
skrywers en tydskrifte bestudeer word, kan dit tot insig in die probleem lei.
Daar is sekere verskille tussen webblaaie en akademiese publikasies wat in
gedagte gehou moet word. Akademiese publikasies word vooraf gekeur. Dit
is gewoonlik goed gedeﬁnieerde eenhede en die doel daarvan is om kennis te
versprei en uit te brei. Daarteenoor is webblaaie vry van gehaltebeheer of
publikasiekoste. Dit varieer baie meer as akademiese werk wat die gebruik,
aantal koppelings en lengte daarvan betref. Die gemak waarmee webblaaie
geskep kan word, het tot gevolg dat daar ’n groot hoeveelheid webblaaie van
lae gehalte is wat min mense gebruik [PBMW98].
’n Paar verskillende metodes om webblaaie te orden, word hier uitgelig nadat
sekere terminologie eers verduidelik is.
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3.1 Terminologie
Stogastiese prosesse
’n Stogastiese proses bestaan uit ’n opeenvolging van gebeurtenisse wat aan
waarskynlikheidsree¨ls voldoen.
’n Stogastiese matriks is ’n matriks wat uit nie-negatiewe ree¨le getalle bestaan,
waar die som van die getalle in die rye een is.
Markovketting
Markov-analise is ’n tegniek wat die waarskynlikheid dat ’n gebeurtenis in die
toekoms kan realiseer, bepaal deur die huidige waarskynlikheid te gebruik.
’n Markovketting maak die aanname dat ’n stelsel in ’n spesiﬁeke toestand
(state) begin en dan met verloop van tyd verander. Om die toekomstige
toestande te voorspel, moet die waarskynlikhede dat daar verander sal word,
bekend wees. Die matriks wat die waarskynlikhede dat daar tussen die toe-
stande van die stelsel beweeg sal word bevat, word ’n oorgangsmatriks ge-
noem [RSH06].
Nie-reduseerbaarheid
’n Markovketting is nie-reduseerbaar wanneer alle toestande met mekaar
verbind is. Dit beteken dat alle nodusse bereik kan word. Die bewegingsma-
triks bevat dus nie kolomme wat slegs uit nulle bestaan nie.
Ewekansige beweging (Random walk)
’n Reeks opeenvolgende bewegings waar die rigting en grootte van elke stap
ewekansig bepaal word, vorm ’n ewekansige beweging. Die rigting en grootte
van die volgende stap word met ’n waarskynlikheid uit ’n spesiﬁeke waarskyn-
likheidsverdeling gekies.
’n Ewekansige beweging op die ree¨le lyn kan byvoorbeeld soos volg verloop:
’n Deeltjie begin by punt 1 op tydstip 0. By elke opeenvolgende tydstip kan
die deeltjie met waarskynlikheid 0,3 na links en met waarskynlikheid 0,3 na
regs beweeg, en met waarskynlikheid 0,4 op dieselfde plek bly.
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’n Voorbeeld van ’n eenvoudige ewekansige beweging is ’n pad wat aan die
volgende ree¨ls voldoen: Daar is ’n beginpunt, die afstand van een punt na
die volgende is ’n konstante lengte en die rigting van die volgende beweging
word ewekansig uit ’n spesiﬁeke verdeling gekies [Wik07c].
Magmetode (Power method)
Die magmetode is ’n tegniek om die eievektor, wat met die grootste eiewaarde
van ’n matriks ooreenstem te bepaal [Wik07b].
Laat ’n Markovketting deur die bewegingsmatriks P beskryf word en die
waarskynlikheid om van toestand i na toestand j te beweeg deur pij, die
elemente van die matriks P.
Die magmetode begin met ’n vektor I0. ’n Reeks vektore Ik word dan bereken
deur
Ik+1 = PIk.
Die reeks sal na ’n stasioneˆre vektor konvergeer [Aus07].
3.2 Google
Die suksesvolste soekenjin vir die Internet vandag word deur Google bedryf.
Die´ soekenjin verskaf vinnige, bruikbare inligting en die gebruikers daarvan
neem daagliks toe [07G] en [Wik07a].
3.2.1 PageRank-algoritme van Google
Die sukses wat van Google se soekenjin behaal het, word toegeskryf aan die
relevansie van resultate wat aan gebruikers aangebied word. Die soekenjin
skryf sy sukses toe aan die PageRank -algoritme. Hierdie is die oorspronklike
algoritme wat deur Lawrence Page and Sergey Brin ontwikkel en gepatenteer
is [Pag01]. Die algoritme bereken iteratief ’n PageRank -waarde vir elke blad
wat deursoek is. Wanneer daar dan ’n soektog plaasvind, word na die web-
blad se PageRank -waarde en ander aspekte gekyk om te besluit in watter
volgorde die blaaie aangebied moet word [Goo07b].
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Die PageRank -waarde word gedeel deur die aantal koppelings wat op die
blad voorkom. Die´ gedeelte word dan oorgedra na alle blaaie wat koppelings
van die blad ontvang. Al die deeltjies van PageRank word opgetel en met
’n normaliseringsfaktor vermenigvuldig. Die proses word herhaal totdat dit
konvergeer. Hierdie proses word in Paragraaf 3.2.3 volledig beskryf.
3.2.2 Onderliggende benadering van PageRank
Die basiese beginsel is dat ’n koppeling tussen twee webblaaie dieselfde beteken
as ’n stem vir die ontvangende webblad. ’n Koppeling van blad u met blad v
is dus ’n stem vir die waarde van blad v. Die waarde van die stem is in ver-
houding tot die belangrikheid van u en word verdeel tussen die blaaie waarna
u verwys. Belangrike webblaaie se PageRank -waarde is hoe¨r en dra meer by
tot die PageRank van blaaie waarna dit verwys as minder belangrike blaaie.
3.2.3 Die algoritme
Die formule waarvolgens PageRank bereken word, soos dit in die oorspronk-
like dokument gegee word, [BP98] is soos volg:











• PR(A)k die PageRank -waarde van blad A na die k-de iterasie,
• PR(Ti)k−1 die PageRank -waarde van blad Ti, wat na blad A verwys,
na die (k − 1)-ste iterasie,
• C(Ti) die aantal verwysings wat deur Ti gemaak word, en
• d die normaliseringsfaktor wat tussen 0 en 1 gestel kan word.
Die PageRank -waarde word iteratief bereken. Die PageRank -algoritme kan
met enige waarde begin word, en die eindwaarde van die eerste iterasie is dan
die beginwaarde van die tweede iterasie. Die proses word herhaal totdat dit
genoegsaam konvergeer. Konvergensie beteken dat, nadat die berekeninge ’n
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aantal keer herhaal is, dit nie meer sal verander nie [Rid02]. Brin en Page
[Pag01] voer aan dat die PageRank -waarde nie tot die fynste besonderhede
bereken hoef te word nie. As die rangorde nie meer noemenswaardig verander
nie, is die waardes goed genoeg. Die gunstige konvergensiespoed van die
PageRank -algoritme word in die artikel, Bringing order to the web bespreek
[PBMW98].
In die literatuur [06S06] word dikwels gemeld dat die rangorde van web-
blaaie nie be¨ınvloed word deur die gewig wat aan die begin aan elke webblad
toegeken word nie – die waardes na konvergensie is onafhanklik van die be-
ginwaardes [Ber05]. Die rede waarom dit onafhanklik van die beginwaardes
is, word uit die iteratiewe aard van die algoritme en die betrokke formule
verkry. Dit word verder ondersoek in Bylae A.
Die invloed wat ’n inkomende koppeling op die PageRank -waarde het, word
geweeg deur die aantal uitwaartse koppelings op die blad wat na hierdie blad
verwys. Hierdie geweegde PageRank -waardes word dan opgetel. Die gevolg
hiervan is dat enige inkomende koppeling die PageRank -waarde van die blad
sal verhoog.
Die PageRank -waarde word dan met ’n dempingsfaktor d, tussen nul en een,
vermenigvuldig. Google stel d op 0,85 [BP98]. Die hoeveelheid waarmee die
PageRank -waarde met elke koppeling toeneem word hierdeur verminder.
Hoe vinnig die algoritme konvergeer, word deur die grootte van d bepaal
[LM05]. Brin en Page [BP98] stel voor dat d = 0,85 moet wees en Google
gebruik dit so. ’n Verklaring van die keuse van d kom nie in die eerste
artikels oor PageRank voor nie [BSV05]. Hoe kleiner d is, hoe vinniger
konvergeer die algoritme, maar ’n kleiner d impliseer dat minder waarde aan
die ware skakelstruktuur van die web geheg word. ’n Groter d vertraag weer
die konvergensie en plaas meer klem op die verbindings van die web.
Volgens Langville en Meyer [LM05] dra die´ waarde van d = 0,85 ook intu¨ıtiewe
waarde. Die waarde van d verteenwoordig die waarskynlikheid dat ’n Inter-
netgebruiker koppelings op ’n webblad volg. Google skat dat ’n Internetge-
bruiker 5/6 van die tyd oe¨nskynlik ewekansig besluit op watter koppeling op
die blad voor hom om te klik. Die gebruiker raak in 1/6 van die tyd verveeld
en spring dan bloot na ’n ander blad.
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3.2.4 PageRank as ’n ewekansige beweging
’n Ewekansige beweging op ’n graﬁek is ’n stogastiese proses waar daar deur
die graﬁek beweeg word. ’n Natuurlike manier om tussen blaaie op die In-
ternet te beweeg is om koppelings op die blaaie te volg. Dit sal ’n stap in
die ewekansige beweging verteenwoordig. Die keuse van die volgende nodus
word ewekansig uit die beskikbare uitwaartse koppelings gekies, of daar word
ewekansig na ’n ander blad gespring [BLMP06]. PageRank is die bepaling
van die limietverdeling van ’n beweging op die web. Die belangrikheid van
’n nodus is die waarskynlikheid dat die beweging met verloop van tyd op
daardie nodus sal wees.
PageRank as ’n Markovketting
Die PageRank -algoritme van Google kan ook aan die hand van ’n Markovket-
ting beskryf word. Die hiperskakels van die Internet vorm die bewegingsma-
triks. Die verskillende blaaie is die toestande van die Markovketting. Indien
daar ’n koppeling tussen twee webblaaie bestaan, kan daar tussen die twee
toestande van die ketting beweeg word.
Die Markovketting word deur ’n matriks P beskryf. Die waarskynlikheid om












as daar ’n verwysing van i na j bestaan,
0 andersins.
Markovkettingtoestande met geen uitgaande koppelings nie word swewend
(dangling) genoem. Al die waarskynlikhede om van sodanige toestande
weg te beweeg, is nul. Sulke toestande veroorsaak probleme wanneer die
berekeninge vir PageRank gedoen word.
Een oplossing is om al die nulle deur 1/n te vervang, waar n die aantal toe-
stande in die ketting is. Dit maak die matriks nie-reduseerbaar (irreducible)
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en stogasties. Daar bestaan nie rye met net nulwaardes nie en die rytotale
is een, wat dit stogasties maak. Elke toestand is nou direk aan elke ander
toestand verbind. Dit lei daartoe dat die magmetode na die ewewigsvektor
– die PageRank -vektor – sal konvergeer.
’n Ander benadering om swewende toestande te hanteer, is die dempingsfak-
tor d wat deur die PageRank -algoritme ingevoer word. Dit kan ge¨ınterpreteer
word as dat ’n gebruiker by ’n nodus met geen uitgaande verbindings nie
ewekansig met ’n waarskynlikheid (1− d) na enige ander nodus, spring.
3.2.5 Metodes waarvolgens die PageRank-probleem op-
gelos kan word
Daar bestaan goeie redes vir die gebruik van die magmetode om PageRank -
waardes te bereken:
1. Die metode kan met vektor-matriksvermenigvuldiging ge¨ımplementeer
word sonder om tydens elke stap die nuwe matriks te vorm of te stoor.
Dit is ook duidelik uit Bylae A. ’n Metode wat min matrikse benodig,
is noodsaaklik vanwee¨ die grootte van die webmatriks.
2. Die magmetode benodig by elke iterasie net een vektor en die oor-
spronklike matriks.
3. Die magmetode, soos deur die PageRank -algoritme gebruik, konvergeer
vinnig – binne 50 tot 100 iterasies [PBMW98]. Die presiese rangorde-
waardes van die algoritme is nie so belangrik soos die orde self nie. Dit
is voldoende om iterasies uit te voer totdat die orde van die benaderde
waardes nie meer verander nie [LM05].
Ander metodes is die eievektor-metode en die oplossing van ’n lineeˆre stelsel
van vergelykings. Beide hierdie metodes is afhanklik van ’n normaliserings-
vergelyking.
3.2.6 Wat meet die PageRank-waarde?
Die algoritme wat deur Google gebruik word, is nie ten volle bekend nie.
Dit is byvoorbeeld nie bekend wat die maatstawwe is waarvolgens webblaaie
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wat net geskep is om verwysings te genereer, gepenaliseer word nie [Goo07b].
Omdat blaaie wat net geskep is om verwysings te genereer wel gepenaliseer
word, gee die waarde ’n goeie maatstaf vir ingeligte gewildheid.
3.3 Google Scholar
Google het ’n diens met die naam Google Scholar bekendgestel. Die´ diens
soek spesiﬁek navorsingsliteratuur soos artikels, boeke, tesisse en tegniese
verslae [Goo07a].
Google Scholar gebruik ’n algoritme om ’n rangorde vir akademiese werk te
bepaal. Die algoritme is nie in die geheel bekend nie, maar is soortgelyk aan
die PageRank -algoritme. Die algoritme neem ook die skrywer, die tydskrif
en die aantal kere wat daarna verwys word, in ag om die rangorde te bepaal.
Die Google Scholar -diens word verwelkom as nog ’n bron van verwysingsdata
[Bel05].
3.4 Naaf-en-gesagalgoritme (Hits)
Kleinberg stel in sy werke Hubs, Authorities, and Communities [Kle99b] en
Authoritative sources in a hyperlinked environment [Kle99a], ’n algoritme
voor wat die koppelings tussen webblaaie tel, maar ook in aanmerking neem
dat verwysings van belangrike webblaaie meer moet tel as die´ van onbe-
langrike blaaie. Die algoritme word ook die Hits-algoritme genoem. Om ’n
maatstaf van belang te bereken, word iteratief te werk gegaan.
Talle belangrike webblaaie verwys nie na mekaar nie omdat hulle in kom-
petisie met mekaar is, alhoewel albei belangrik is. Die webblaaie van mo-
torvervaardigers is ’n voorbeeld hiervan. Sodanige blaaie hoef nie baie verwy-
sings te ontvang nie, want hulle is herkenbaar omdat hul na baie belangrike
blaaie verwys.
Die navorsers ken ’n naaf- en ’n gesagwaarde aan elke blad toe. ’n Blad se
gesagwaarde staan in verhouding tot die som van die naafwaardes van die
blaaie wat daarna verwys (inverwysings) en sy naafwaarde in verhouding tot
die som van die gesagwaardes van blaaie waarna dit verwys (uitverwysings).
3.4. NAAF-EN-GESAGALGORITME (HITS) 35
’n Naaf het verskeie uitgaande verwysings na goeie gesagpunte en ’n gesag-
punt het baie verwysings ontvang van blaaie met hoe¨ naafwaardes. Blaaie
met ’n groot gesagwaarde bevat goeie inligting terwyl blaaie met ’n hoe¨
naafwaarde na blaaie met goeie inligting verwys.
Die algoritme volg die volgende stappe:
1. Daar word ’n deelversameling van webblaaie bepaal. In sy artikel
beskou Kleinberg enige versameling van gekoppelde blaaie as ’n gerigte
graﬁek. ’n Deelversameling van die graﬁek word bepaal deur die t blaaie
met die hoogste rangordewaarde van ’n inhoudsgebaseerde soekenjin
soos AltaVista te neem. Die blaaie word die bronversameling Rσ ge-
noem. Die versameling Sσ word verkry deur alle blaaie, waarna blaaie
in Rσ verwys, by te voeg. Ook blaaie wat na blaaie in Rσ verwys, word
bygevoeg. Die basisversameling S word dan gekry met die beperking
dat ’n enkele blad slegs ’n beperkte aantal blaaie kan byvoeg.
2. Elke blad word met ’n aanvangsgesagwaarde en ’n naafwaarde geas-
sosieer. Die waardes is dikwels nul of een.
3. Die gesagwaardes en naafwaardes word verder iteratief bereken en in
elke iterasie genormaliseer sodat die som van die kwadrate een is.
4. Die som van die verwysings wat in die eerste iterasie ontvang word, is
die naafwaarde en die som van die naafwaardes van die eerste iterasie
is die gesagwaarde van die volgende iterasie.
Die algemene veronderstelling in hierdie proses is dat daar ’n groot groep
verwante bronne bestaan wat ontleed kan word deur te kyk na die manier
waarop daar na die belangrikste lede verwys word [KvG00].
Hierdie metode lewer ’n deel van die graﬁek op wat op die Internet-soekterm
gefokus is. Dit sluit dus heelwat relevante en gesaghebbende blaaie in.
Vir elke blad P in die versameling word ’n gesag- (xp) en ’n naafwaarde (yp)



















Die proses word herhaal totdat dit konvergeer, soos Kleinberg [Kle99a] dit
bewys.
Die algoritme verkry goeie resultate deur van die analise van die koppe-
lingstruktuur gebruik te maak. Daar word slegs in die beginstadium van
AltaVista se rangorde gebruik gemaak [Kle99a].
Die algoritme benodig nie ’n indeks van die web nie. Vir ’n wye verskei-
denheid soekterme kry die algoritme gesaghebbende blaaie vir die hele web
sonder om van ’n indeks van die web gebruik te maak. Die resultate toon dat
dit moontlik is om sekere globale inligting te verkry deur slegs ’n standaard-
soekenjin te gebruik. Die PageRank -algoritme bereken ’n rangordewaarde
vir die miljoene blaaie van die indeks en gebruik dit dan om die antwoorde
op ’n soektog te orden. Die Naaf-en-gesagalgoritme, daarteenoor, doen eers
die soektog en bereken dan sonder direkte toegang tot ’n indeks, numeriese
waardes vir ’n relatief klein deelversameling van die graﬁek.
Die PageRank -algoritme is gebaseer op ’n benadering waar gesag van een
blad na ’n ander oorgedra word. Dit is geskik vir die akademiese omgewing
waarin gesaghebbende navorsers dikwels na mekaar verwys. Die Naaf-en-
gesagalgoritme, daarteenoor, is gebaseer op die benadering dat gesaghebbende
blaaie in die Internetomgewing nie na mekaar verwys nie omdat hulle in di-
rekte kompetisie met mekaar is.
Die volgende probleme is ge¨ıdentiﬁseer:
’n Omgewing of deelversameling waarin gewerk gaan word, moet eers bepaal
word. Die PageRank -algoritme kan vinniger resultate lewer as die Naaf-




Die algoritme Stochastic Approach for Link-Structure Analysis (Salsa) kom-
bineer die PageRank -algoritme en die Naaf-en-gesagalgoritme [LM00].
Net soos die Naaf-en-gesagalgoritme, ken dit ook twee waardes toe, naam-
lik ’n naaf- en ’n gesagwaarde. Die verwantskap tussen die naaf- en die
gesagpunt is nie so sterk nie. Die´ benadering is op die teorie van Markovket-
tings gebaseer. Uit die nodusse en verbindings word twee assosiasiematrikse
gevorm, naamlik ’n naafmatriks en ’n gesagmatriks. Klassiﬁkasie-algoritmes
word gebruik om die nodusse in naaf- en gesagpunte te verdeel. Die twee
Markovkettings, (’n naaf- en gesagketting) word apart bestudeer.
Wanneer die algoritme op webblaaie getoets word in antwoord op ’n soektog,
bewys die resultate dat daar minder van die onderwerp af weggedryf word
en dat die algoritme nie so sterk be¨ınvloed word deur klein groepies wat baie
na mekaar verwys nie.
3.6 Yahoo
Yahoo het oorspronklik as ’n betaalde, handgeredigeerde indeks begin, maar
het gegroei tot die tweede grootste databasis van die web. Die soekfunksie
word meer gewild en daar vind miljoene soektogte daagliks plaas [07W].
Om vir insluiting in die Yahoo-index oorweeg te word, kan ’n jaarlikse bedrag
betaal word, maar die meerderheid van webblaaie wat in die Yahoo-databasis
ingesluit is, is ingesluit omdat Yahoo se webkruiper (web crawler) die blad
vanaf ander blaaie wat reeds in die databasis voorgekom het kon bereik.
Die volgorde waarin die resultate van ’n soektog aangebied word hang ook
van ’n rangorde af. Hoe die rangorde bepaal word, is nie volledig bekend nie,
maar sekere aﬂeidings kan wel gemaak word [06a06]. Die kernwoord moet in
die titel, internetadres en beskrywing voorkom. Daar word ook bespiegel dat
die webblad se PageRank -waarde die rangordewaarde in Yahoo be¨ınvloed.
Die rangordewaarde word waarskynlik ook deur ’n algoritme bepaal [07W].
Aangesien die algoritme nie net van verwysingsdata gebruik maak om ’n
rangordewaarde te bereken nie is daar nie verder na die algoritme gekyk nie.




Senior navorsers van die Departement Besluitkunde by die Universiteit van
Suid-Afrika is genader vir insette oor die belangrikheid en invloed van na-
vorsing. Daar is drie besprekings in die´ verband gevoer.
Subjektiewe aspekte wat die invloed van navorsing bepaal is uitgelig. Die
aansien en reputasie van ’n publikasie, redakteur en redaksionele raad daar-
van is belangrik vir die´ navorsers. ’n Publikasie se aansien word deur tradisie
en die geskiedenis van die publikasie bepaal. Hierdie´ faktore is egter moeilik
kwantiﬁseerbaar.
Hierdie navorsing is op ’n deterministiese berekening met verwysingsdata as
inset gebaseer. Die paneel het voorgestel dat daar gekyk word na hoeveel
aktiwiteit die navorsing gestimuleer het en die reaksie wat deur ’n spesiﬁeke
publikasie ontlok word.
Alhoewel die gebruik van verwysingsdata nie altyd ewe aanvaarbaar is nie,
het die navorsers saamgestem dat dit meetbaar en objektief is en dat dit as
’n maatstaf van die aktiwiteit wat gestimuleer is, gebruik kan word.
Hierdie navorsing beskou dus net verwysingsdata en die algoritmes wat dit
kan gebruik.
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4.2 Agtergrond
Die Internet met sy miljoene blaaie en verbindings het nuwe velde van na-
vorsing geopen en inspireer baie mense om in die´ omgewing navorsing te
doen [PRP04]. In die vorige hoofstuk is die algoritmes wat reeds tans op die
Internet gebruik word, beskou. Om te bepaal of die inligting op akademiese
publikasies van toepassing gemaak kan word, is die PageRank -algoritme en
die Naaf-en-gesagalgoritme verder bestudeer.
Dit was belangrik om insig in die waardes wat deur die algoritmes bepaal
word, te kry. Van die vrae wat beantwoord moes word, is
• Wat be¨ınvloed die waardes die meeste?
• Hoe reageer die algoritmes op klein verstellings aan die formule?
• Hoe kan aanpassings vir ’n akademiese omgewing gemaak word?
Die algoritmes moes baie goed begryp word voordat daar na aanpassings aan
die algoritme gekyk kon word.
Sekere verstellings is aan die algoritmes gemaak en die invloed daarvan op die
rangorde en verspreiding van waardes is bestudeer. ’n Groter verspreiding
van die waardes sal ’n duideliker rangorde in groot steekproewe teweegbring
en daar is gevolglik gekyk na faktore wat beter diskriminasie gee.
Die studie is begin deur ’n klein netwerk op te stel. Die PageRank -waardes en
naaf- en gesagwaardes is bereken, die waardes is bestudeer en met intu¨ıtiewe
waardes vergelyk. Die netwerk is uitgebrei deur nodusse een vir een by te
voeg en aan die struktuur van die netwerk te verander. Spesiﬁeke patrone
van verbindings is bestudeer deur na die veranderinge in PageRank - en ander
waardes te kyk.
Netwerke is eers kunsmatig geskep om antwoorde vir spesiﬁeke patrone te
verkry. Om seker te maak dat die werk nie vergesog is nie, is twee voorbeelde
van werklike data daarna bestudeer.
• Eerstens is tien inskrywings uit die Citeseer -databasis gebruik. Die
Citeseer -databasis is gratis op die Internet beskikbaar.Dit word in By-
lae B bespreek [Cit06].
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• Tweedens is tien tydskrifte uit die ISI Thomson-databasis geneem met
die verwysings van en na ander tydskrifte in die databasis. Die verwy-
sings is almal vanaf tydskrifte wat in 2005 gepubliseer is. Dit verskil
van die Citeseer -databasis wat nie tyd in aanmerking neem nie.
As die netwerke te kompleks word, is dit moeilik om enige aﬂeidings uit die
PageRank -waardes te maak. Vir die doel van die ondersoek is die netwerke
dus eenvoudig gehou.
Vyf van die eksperimente word in die volgende afdeling verduidelik.
4.3 Eksperimente
4.3.1 Metodes
Daar is op ’n Excel -spreitabel besluit om die eksperimente uit te voer. Die
netwerke sou klein wees en die program leen hom uitstekend tot sodanige
werk.
Daar is ’n tien by tien matriks in Excel opgestel. Die matrikswaardes kan
maklik verander word om die verskillende verbindingsmatrikse voor te stel.
Ook veranderinge in die netwerk kon dan in Excel aangebring word sodat die
invloed op die proses bestudeer kon word. Die PageRank - en die Naaf-en-
gesagalgoritmes is in verskillende bladsye van Excel opgestel en die iterasies
is herhaal totdat dit gekonvergeer het.
Die netwerke is as gerigte graﬁeke voorgestel om ’n beeld van die struktuur
te vorm. Daar is begin met ’n eenvoudige netwerk van vier eenhede wat met
mekaar verbind is. Die iterasies is uitgevoer en die resultate is bestudeer en
gestoor.
Hierna is ’n vyfde nodus by die klein netwerk gevoeg. Die vyfde eenheid het
nie verwysings gegee nie en was dus ’n swewende eenheid. Die swewende
eenheid vorm ’n put en al die PageRank -waardes vloei daarin. Dit is ook die
rede vir die faktor (1 − d) wat in die PageRank -formule voorkom. Sonder
hierdie faktor moet ander maniere gebruik word om die swewende nodusse
te hanteer.
Die netwerke is stap vir stap opgebou en uitgebrei. Daar is na ander strukture
gekyk, die iterasies is dan herhaal en resultate is verkry.
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4.3.2 Voorbeelde
Vyf voorbeelde van netwerke met toenemende kompleksiteit word vervolgens
bespreek.
Voorbeeld 1
Die netwerk was eenvoudig sodat die waardes maklik ook met die hand
bereken kon word en die uitslag redelik voor die hand liggend was.
In Figuur 4.1 word ’n eenvoudige netwerk van vier nodusse uitgebeeld.







Die vier eenhede is akademiese publikasies of webblaaie – artikels, tydskrifte
of skrywers. Die eenhede verwys na mekaar soos die verbindings tussen hulle
aandui.
Indien die eenhede van een tot vier genommer word en die verbindings tussen
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Uit die netwerk blyk dit dat Eenheid 3 belangrike inligting bevat omdat
dit drie verwysings ontvang. Eenheid 1 het drie verwysings gegee. As die
aantal verwysings net getel word, is Eenheid 3 die belangrikste eenheid. Die
ander drie word as ewe belangrik beskou aangesien elkeen net een verwysing
ontvang.
1. PageRank -waardes. Die invloed van elke eenheid word met die iter-
atiewe PageRank -algoritme van Google bepaal. Byvoorbeeld vir Een-
heid 1 wat net verwysings van Eenheid 3 ontvang is







• PR(1) die PageRank van Eenheid 1,
• PR(3) die PageRank van Eenheid 3,
• C(3) die aantal verwysings vanaf Eenheid 3 , en
• d ’n dempingsfaktor wat deur Google op 0,85 gestel word.
Vir die netwerk in Figuur 4.1 is die berekeninge soos volg: Laat al die
eenhede met ’n gewig van nul begin.
Iterasie 1:
PR(1) = 0,15 + 0,85× 0 = 0,15
PR(2) = 0,15 + 0,85× 0 = 0,15
ensovoorts.
Na die eerste iterasie het elke eenheid dus ’n waarde van 0,15.
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Iterasie 2:





= 0,15 + 0,1275 = 0,2775.





= 0,15 + 0,0425 = 0,1925.

















= 0,15 + 0,0425 = 0,1925.





Volgens die algoritme is Eenheid 3 dus die belangrikste, wat ooreen-
stem met die uitkoms wanneer slegs die aantal verwysings getel word.
Indien slegs die aantal verwysings getel word, is eenhede 1, 2 en 4 ewe
belangrik. Volgens die PageRank -algoritme is Eenheid 1 egter amper
net so belangrik soos Eenheid 3. Alhoewel dit slegs een verwysing ont-
vang het, is dit ’n verwysing vanaf Eenheid 3 wat die hoogste waarde
het. Waar die verwysing vandaan kom, het dus ’n duidelike invloed op
die rangordewaarde. Dit is duidelik dat die onveranderde PageRank -
algoritme beter resultate as net die tel van verwysings gee.
2. Naaf-en-gesagwaardes:
Laat n(i) die naafwaarde en g(i) die gesagwaarde van Eenheid i voor-
stel, met al die n(i) en g(i) waardes aanvanklik gelyk aan een.
Die naafwaarde van ’n eenheid is die som van al die gesagwaardes van
die eenhede waarna dit verwys. Volgens Figuur 4.1 is die naafwaarde
van Eenheid 1 byvoorbeeld drie. Dus is
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Die gesagwaarde van ’n eenheid is die som van die naafwaardes van al
die eenhede wat na die eenheid verwys. Dus is
g(1) = n(3) = 1 (Net Eenheid 3 verwys na Eenheid 1.)
g(2) = n(1) = 3
g(3) = n(1) + n(2) + n(4) = 3 + 1 + 1 = 5
g(4) = 3.

























m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
m41 m42 m43 m44
⎞
⎟⎟⎟⎠ .
In matriks notasie kan die metode met die volgende stappe opgesom
word.
(a) Ni = M×Gi−1.
Die naafwaardes na die i-de iterasie is die verbindingsmatriks ver-
menigvuldig met die gesagvektor Gi−1 van die (i− 1)-ste iterasie.
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(b) Gi = M
T ×Ni−1.
Die gesagvektor van die i-de iterasie word verkry deur die ge-
transformeerde verbindingsmatriks met die naafwaardes van die
(i− 1)-ste iterasie te vermenigvuldig.
Vervang die tweede vergelyking in die eerste in en dan is
(c) Ni = M×MT ×Ni−1 en netso is
(d) Gi = M
T ×M×Gi−1.
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Die proses word herhaal totdat dit konvergeer. Na konvergensie is
Eenheid 1 die naafpunt en Eenheid 3 die gesagpunt. Eenheid 1 is dus
ook van belang as ’n naafpunt wat verwysings gee.
Voorbeeld 2
Die tweede netwerk bestaan uit een eenheid (artikel of webblad) wat na vyf
ander verwys wat op hul beurt almal na mekaar verwys. Eenheid 1 kan dus
beskou word as ’n naslaan- of beskrywende bron. Die skets is in Figuur 4.2.













• Die PageRank -algoritme ken ’n waarde van 0,15 toe aan Eenheid 1
wat baie verwysings gee. Die ander se PageRank -waardes is almal
dieselfde, naamlik 1,17. Eenheid 1 het dus slegs die waarde van 1 − d
gekry. Alhoewel dit baie verwysings gegee het, is die PageRank -waarde
laag. PageRank -waarde kan net belangrikheid oordra as die artikel
verwysings ontvang.
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• Die Naaf-en-gesagalgoritme herken Eenheid 1 as ’n belangrike item. Dit
is miskien ’n indeks of verwysende eenheid. Dit het ’n hoe¨ naafwaarde.
Die eenheid is dus belangrik as ’n verwysende werk.
Voorbeeld 3
Die derde netwerk in Figuur 4.3 is die omgekeerde van die vorige netwerk. Al
die eenhede verwys na dieselfde eenheid, wat na nie een van die ander verwys
nie. Dit is moontlik ’n baie belangrike navorsingswerk, wat baie kommentaar
uitlok.












• In hierdie netwerk kry Eenheid 1 ’n PageRank -waarde van 4,69 terwyl
die ander almal 0,26 kry. Die PageRank -algoritme kan dus hier goed
onderskei dat Eenheid 1 belangrik is. Die algoritme is suksesvol om
PageRank -waardes oor te dra na die´ eenhede waarna verwys word.
Dit maak dus onderskeid tussen die verskillende oorspronge van die
verwysings. Verwysings van belangrike eenhede tel meer as verwysings
van minder belangrike eenhede.
• Eenheid 1 kry ’n hoe¨ gesagwaarde en word dus deur die Naaf-en-
gesagalgoritme as ’n gesaghebbende werk herken. Die algoritme se
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uitkomste is voorspelbaar en dit is maklik om die werking daarvan te
verstaan.
Die algoritme slaag daarin om beide die naaf- as die gesagpunte te
herken.
Voorbeeld 4
Om seker te maak dat die netwerke realisties is, is ’n steekproef van tien
inskrywings uit die Citeseer -data geneem wat in Tabel 4.1 weergegee word.
Elke nie-nul verbinding dui op een verwysing tussen twee artikels. Elke in-
skrywing in die databasis verteenwoordig ’n artikel wat deur ’n unieke nom-
mer ge¨ıdentiﬁseer word.
Tabel 4.1: Citeseer -netwerk
1 2 3 4 5 6 7 8 9 10
Nommer 68910 247222 92661 86453 38727 275721 30892 28483 155702 31104
1 68910 0 1 0 0 0 0 0 0 0 0
2 247222 1 0 1 0 0 0 0 0 0 0
3 92661 0 0 0 0 0 0 0 0 0 0
4 86453 1 0 1 0 1 0 0 1 0 0
5 38727 1 0 0 0 0 1 0 0 0 0
6 275721 0 0 0 0 0 0 0 0 0 0
7 30892 1 0 0 0 1 0 0 1 0 0
8 28483 1 0 1 0 1 0 0 0 1 0
9 155702 0 0 0 0 0 0 0 0 0 0
10 31104 0 0 0 0 0 0 0 1 0 0
Die netwerk word in Figuur 4.4 uitgebeeld.
• Volgens Tabel 4.2 is die tweede artikel se PageRank -waarde die hoog-
ste. As slegs die aantal getel word, moes Artikel 1 die hoogste waarde
ontvang het. Die verwysing wat Artikel 2 van Artikel 1 ontvang, tel
baie omdat Artikel 1 so ’n belangrike artikel is. Die PageRank -waarde
van Artikel 1 wat vyf verwysings ontvang het (van artikels wat self geen
of min verwysings gekry het nie) is eﬀens laer as die´ van Artikel 2.
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• Volgens die Naaf-en-gesagalgoritme is die eerste artikel duidelik ’n gesag-
punt, want dit ontvang die meeste verwysings, terwyl die vierde en agt-
ste artikels as die naafpunte uitstaan. Die algoritme gee dieselfde orde
as wanneer die verwysings net getel word.
Die Citeseer -data gee geen aanduiding van waar die werk gepubliseer is nie.
Die inskrywings kan dus nie volgens tydskrifte geklassiﬁseer word nie. Verder
tel elke inskrywing se verwysing na ’n ander tel net een waarde. Indien daar
gekyk moet word na meer as een verwysing tussen bronne en hoe om die´
gewig te gebruik, moes van ander data gebruik gemaak word.
Daar is besluit op die data van ISI Thomson omdat dit bekombaar en die
formaat geskik is om hiervoor te gebruik. Die volgende voorbeeld is dus op
hierdie data gedoen.
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Tabel 4.2: Opsomming van resultate
Nommer Unieke nommer Eenvoudige Tel PageRank Naaf-en-gesag
1 68910 5 0,79 gesagpunt
2 247222 3 0,82 -
3 92661 3 0,62 -
4 86453 0 0,15 naafpunt
5 38727 3 0,3 -
6 275721 1 0,28 -
7 30892 0 0,15 -
8 28483 3 0,35 naafpunt
9 155702 1 0,22 -
10 31104 0 0,15 -
Hoogste 1 2
Voorbeeld 5
Die volgende netwerk was tussen tien tydskrifte met meer as een verwysing
tussen bronne. Die tydskrif is die bron en nie artikels wat individueel as
’n bron beskou word nie. ’n Ewekansige steekproef van tien tydskrifte, wat
gedurende 2005 gepubliseer is, is uit die databasis van ISI Thomson getrek.
Die verwysings wat die tien tydskrifte onderling gegee en ontvang het word
in Tabel 4.3 weergegee [Tho06]. Hier word vir die eerste keer van meer as
een verwysing tussen twee eenhede gebruik gemaak. In die vorige netwerke
het ’n verbinding slegs beteken dat daar wel minstens een verwysing was.
Die PageRank -algoritme is op die netwerk toegepas. Al die tydskrifte het
met dieselfde waarde van 0,15 gee¨indig. Die PageRank -algoritme deel die
PageRank -waarde deur die aantal verwysings wat gegee is. Omdat daar baie
verwysings tussen die tydskrifte gegee is, word die deeltjie wat oorgedra word,
baie klein en neig later na nul. Die verbinding tussen twee eenhede tel net
as een verwysing, maar die aantal verwysings wat gegee is, is relatief hoog in
vergelyking daarmee en dan word die PageRank -waardes net nul indien dit
verdeel word.
’n Ander metode waarvolgens die aantal verwysings in berekening gebring
word, moet bepaal word.
Die PageRank -algoritme is aangepas deur die PageRank -waarde nie deur
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Tabel 4.3: ISI Thomson-netwerk
Tydskrif 1 2 3 4 5 6 7 8 9 10
1. Annals of Mathematics and AI 37 89 13 3 12 3 4 3 2 0
2. Artificial Intelligence 16 243 8 2 4 2 0 0 0 0
3. Siam J Computing 2 17 162 3 0 0 0 8 0 7
4. Management Science 0 9 2 438 129 2 131 6 5 8
5. Econometrica 0 0 0 6 283 38 5 0 0 9
6. Annals of Statistics 1 0 2 2 23 514 0 0 0 0
7. Operations Research 1 2 5 157 6 5 204 18 21 21
8. Operations Research Letters 0 0 18 44 5 0 73 43 9 19
9. Annals of Operations Research 0 0 6 108 21 0 213 52 73 38
10. Mathematics of OR 0 0 5 19 10 5 42 19 13 80
Totaal ontvang 57 360 221 782 493 569 672 149 123 182
die aantal verwysings te deel nie. Die nuwe algoritme (PageRank sonder
verdeling) is op die steekproef toegepas.
In ’n akademiese omgewing is dit nie sinvol om die aantal verwysings wat
ontvang is deur die aantal verwysings wat gegee is, te deel nie. ’n Ver-
wysing vanaf ’n akademiese artikel, word nie minder belangrik omdat daar
meer uitverwysings is nie. Spesialisnavorsers wat geraadpleeg is, het met die´
stelling saamgestem.
Deur nie deur die aantal verwysings te deel nie, het tot gevolg dat die Page-
Rank -waardes aanhou groei. Om die waardes klein te hou, moet normalise-
ring gedoen word. Die rangorde is belangrik – en nie die werklike waardes
nie. Twee normaliseringsmetodes is getoets, naamlik
• Lineeˆre normalisering – die som van die rangordewaardes wat een moet
wees en
• Kwadratiese normalisering –die som van die kwadrate van die waardes
wat een moet wees.
Lineeˆre normalisering hou die voordeel in dat dit nie by elke stap gedoen hoef
te word nie; daar kan slegs na ’n sekere aantal iterasies genormaliseer word.
Kwadratiese normalisering moet in elke iterasie gedoen word anders sal die
uiteindelike waardes verskil. Dit het egter ’n beter onderskeidingsvermoe¨,
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aangesien die klein waardes kleiner word terwyl die groot waardes groter
word. Daar is dus ’n groter verskil in die rangordewaardes wat in groot
steekproewe beter onderskeid tussen die eenhede sal tref. Om hierdie rede is
besluit om die kwadratiese metode te gebruik.
Die PageRank -algoritme sonder verdeling met kwadratiese normalisering is
op die steekproef van tydskrifte toegepas. Die rangorde wat hieruit bepaal
word, volg in Tabel 4.4.
Tabel 4.4: Rangorde
Rangorde Kommentaar
Tydskrif 4 Vier is die beste. Dit kry die meeste verwysings en kom
van die meeste verskillende tydskrifte.
Tydskrifte 3 en 5 Die aantal verskillende tydskrifte wat na hulle verwys,
is dieselfde maar 3 het baie minder verwysings as 5 ont-
vang.
Tydskrifte 7 en 8 Die aantal verskillende tydskrifte wat na hulle verwys,
is dieselfde maar 8 het baie minder verwysings as 7 ont-
vang.
Tydskrif 6 Die aantal verskillende tydskrifte wat na 6, 7 en 8 verwys
is dieselfde maar 6 het meer individuele verwysings as 8
ontvang(verwag dat 6 hoe¨r sou wees).
Tydskrif 1 Dit behoort swakker te wees as 2.
Tydskrif 2 Dit het baie verwysings ontvang maar van min tyd-
skrifte.
Tydskrif 9 1 het minder verwysings as 9 ontvang (moes swakker as
9 wees).
Hierdie variasie van die PageRank -algoritme kan nie goed tussen tydskrifte
met amper dieselfde aantal verwysings maar wat uit belangriker bronne kom
onderskei nie. Die algoritme onderskei nie tussen tydskrifte 3 en 5, of tussen
tydskrifte 7 en 8 nie.
Indien die aantal verwysings wat tussen tydskrifte gemaak word bygevoeg
word, word ’n rangorde met ’n beter onderskeidingsvermoe¨ verkry. Die
variasie word in Hoofstuk 5 bespreek.
54 HOOFSTUK 4. ONDERSOEK
4.3.3 Aanpassings
Op hierdie stadium is daar reeds ’n verskil tussen die PageRank -waardes en
die gewone tel van die aantal verwysings. Indien verwysings van belangrike
eenhede ontvang word, verhoog dit die PageRank -waarde.
In ’n poging om ’n algoritme te kry wat beter resultate as net die tel van ver-
wysings kan oplewer is verskillende aanpassings aan die PageRank -algoritme
aangebring.
Die Excel -spreitabel wat vir die eerste eksperimente gebruik is, is ook hier
gebruik. Die volgende aanpassings is bestudeer:
1. Die PageRank -waarde sonder verdeling is bereken.
2. Die PageRank -algoritme sonder die dempingsfaktor is op die netwerke
toegepas, met ander woorde met d = 0.
3. Die PageRank -waarde is met verskillende waardes vir d bereken. Hoe
kleiner d is, hoe gouer konvergeer die algoritme en hoe nader is die
waardes aan mekaar. Dit is omdat daar meer waarde aan elke eenheid
toegeken word en minder aan die struktuur; dus tel die oorsprong van
die verwysings minder. Volgens Langville en Meyer [LM05] konvergeer
die algoritme vinniger vir ’n kleiner dempingsfaktor d, en vir waardes
te naby aan een word die algoritme onstabiel. Die PageRank is sensitief
vir klein veranderinge as d te na aan een is.
Daar is gekyk of verskillende waardes van d vir verskillende artikels
sinvol sou wees. Die faktor d is die waarde wat aan die werklike ver-
wysingstruktuur van ’n artikel geheg word. Om vir verskillende ar-
tikels meer of minder waarde aan die struktuur te heg, sou nie tot ’n
regverdige rangorde lei nie. Die waarde van elke artikel moet deur die-
selfde proses be¨ınvloed word om tot ’n werklik objektiewe rangorde te
lei.
4. Twee soorte normalisering, lineeˆr en kwadraties is op die PageRank -
algoritme toegepas. Die kwadratiese normalisering gee ’n beter ver-
spreiding van die waardes as die lineeˆre normalisering en word dus
verkies.
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5. Daar is na verskillende begingewigte vir die algoritme gekyk. Die li-
mietgedrag van die algoritme is ondersoek en word in Bylae A bespreek.
Die feit dat 0 < d < 1 impliseer dat enige verandering wat aan die be-




Enige verandering aan die beginwaardes sal dus geen uitwerking op die
uiteindelike rangorde heˆ nie.
4.3.4 Onderskeidingsmaatstaf
’n Maatstaf moet gevind word wat kan bepaal watter aanpassing van die
bestaande algoritmes die beste verspreiding van waardes gee. As die waardes
baie na aan mekaar is, sal dit moeilik wees om te onderskei wanneer ’n baie
groot steekproef gebruik word. Die volgende is op die algoritmes waarmee
gee¨ksperimenteer is getoets:
1. Die verskil tussen die hoogste rangorde-waarde en elke ander rangorde-
waarde is bereken.
2. Ook is die verskil tussen die gemiddelde rangorde-waarde en die ander
bereken.
3. Die verskil tussen elke waarde en nul is verder bereken.
Die kwadraat van die´ verskille is bereken sodat die negatiewe getalle nie die
positiewe getalle uitkanselleer nie. Daar was nie ’n groot verskil tussen die
maatstawwe nie. Dit stem ooreen met die bevinding van Fagin en ander
[FKS03] dat alle afstandmaatstawwe in essensie dieselfde is.
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4.3.5 Nuwe PageRank-variasie (Invloedalgoritme)
Gedeeltes van die PageRank -formule wat aangepas kan word:
• Die dempingsfaktor d
Die waarde van d dui aan hoeveel waarde die formule aan die struktuur
van die netwerk toeken. Die waarde kan maklik verander word indien
meer of minder waarde aan die oorsprong van verwysings geheg word.
Die waarde kan egter nie vir verskillende publikasies varieer nie.
Die navorser moet dus besin oor hoeveel waarde aan die PageRank -
waarde van die publikasies wat na ’n tydskrif verwys, toegeken moet
word.
• Waarde van publikasie
Nog ’n plek in die formule waar daar verander kan word, is die faktor
wat aan elke eenheid toegeken word. In die gewone PageRank formule
is hierdie faktor (1−d). Dit is die waarde wat aan elke eenheid toegeken
word, ongeag of dit enige koppelings ontvang al dan nie. Indien hier ’n
waarde bygevoeg word, kan sekere publikasies as belangriker as ander
uitgelig word.
In ’n webomgewing is die faktor die waarskynlikheid dat ’n Internetge-
bruiker nie ’n koppeling sal volg nie, maar na ’n ander blad sal spring.
In ’n akademiese omgewing kan dit beskou word as ’n waarde wat on-
afhanklik van die verwysingsdata aan ’n artikel toegeken word, moont-
lik as gevolg van die plek waar dit gepubliseer is of bloot omdat dit
gepubliseer is. ’n Moontlike variasie sou dus wees om die´ faktor met
waardes te vermenigvuldig wat aan die feit dat dit gepubliseer is gekop-
pel word.
Indien hier met die totale aantal verwysings wat die tydskrif ontvang
het vermenigvuldig word, word die tydskrifte slegs in volgorde van die
aantal verwysings gerangskik. Indien daar egter met die vierkantswor-
tel of derdemagswortel van die aantal verwysings vermenigvuldig word,
word ’n ander rangorde verkry. Dit bring mee dat die aantal verwy-
sings wel in aanmerking geneem word, maar dat die grootste aantal die
kleiner aantal nie heeltemal verswelg nie.
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Daar is met die vierkantswortel, 2,5de magswortel, derdemagswortel,
3,5de magswortel, en vierde-magswortel van die aantal verwysings wat
ontvang is gee¨ksperimenteer.
Die vierkantswortel het ’n verskil gemaak tussen die eenhede waar die
PageRank -algoritme nie kon onderskei nie.
Die derdemagswortel het onderskeid getref tussen tydskrifte 6, 7 en 8
van die ISI Thomson steekproef in Tabel 4.3. Die oorsprong van die drie
tydskrifte se verwysings was dieselfde maar Tydskrif 6 het die grootste
aantal verwysings gekry en staan hier as die belangrikste uit.
Tussen derdemagswortel en 3,5de magswortel het die rangorde van twee
en tien omgeruil, wat daarop dui dat die aantal verwysings belangriker
word as die aantal bronne wat hierna verwys het. Dit lyk na die beste
balans tussen die aantal verwysings en die hoeveelheid verskillende tyd-
skrifte waarvandaan die verwysings gekom het.
Wanneer die 3,75de en vierdemagswortel van die aantal verwysings ge-
neem word, gaan die orde terug na die PageRank -rangorde, sonder
om die aantal verwysings in aanmerking te neem. Die invloed van die
hoeveelheid verwysings word dan te klein.
Dit blyk dat die volgende variasie van die PageRank-algoritme die beste
resultate gee









Ti = Artikel Ti wat na Artikel A verwys.
Die spesialisnavorsers wat geraadpleeg is, het gevoel dat verwysing tussen
artikels in dieselfde tydskrif minder gewig behoort te dra as verwysings vanaf
ander tydskrifte. Aangesien dit die invloed van die navorsing is wat getoets
word, is dit beter as die verwysings meer verspreid voorkom. Wetenskaplikes
wat net in een tydskrif publiseer kan ook ’n eksklusiewe groep wees.
Die formule is dus aangepas om (1 − d) tussen die selfverwysings en die
verwysings afkomstig van ander tydskrifte te verdeel. Na eksperimentering
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is besluit om aan selfverwysings ongeveer ’n derde van die gewig van die
verwysings vanaf ander tydskrifte toe te ken.
Die formule vir ’n Invloedwaarde is soos volg:
IF (A)k = (0,11)G + (0,04)S + (0,85)
[
IF (T1)
k−1 + · · · + IF (Tn)k−1
]
waar
• IF (A)k die Invloedwaarde van tydskrif A na die k-de iterasie voorstel,
en
• IF (Ti)k−1 die Invloedwaarde van tydskrif Ti, wat na tydskrif A verwys,
na die (k − 1)-ste iterasie voorstel met
• G = 3,5√Aantal verwysings ontvang van ander tydskrifte en
• S = 3,5√Aantal selfverwysings .
Die formule word in die volgende hoofstuk op drie gevallestudies getoets en




Die variasie waarop in die vorige hoofstuk besluit is, moet getoets word om te
bepaal of dit enigsins ’n beter rangorde gee as om eenvoudig net die aantal
verwysings te tel. Daar is besluit om van navorsers se kennis en ervaring
van publikasies en verwysingsdata gebruik te maak. Alhoewel die navorsers
se rangorde nie objektief is nie, kon vasgestel word of ’n numeriese waarde
enigsins die intu¨ıtiewe gevoel van spesialisnavorsers kan weergee.
Daar is besluit om die navorsers se rangorde te gebruik omdat die bestaande
maatstawwe ’n ideale rangorde gebruik, dus ’n rangorde waarna daar gestreef
word. Die rangorde waarna gemik word is dus bekend. Die maatstawwe kan
dan meet watter poging die naaste aan die ideaal kom. Voorbeelde van die
maatstawwe is Kendall’tau en Spearman se maatstaf [FKS03]. Omdat hier
nie sprake van ’n ideaal is nie, is dit moeilik om vas te stel watter rangorde
die beste sal wees.
Die spesialisnavorsers is genader om ses tot tien van die tydskrifte in hul
onderskeie vakgebiede te identiﬁseer. Verwysingsdata vir die tydskrifte is van
ISI Thomson se databasis verkry. Die variasie van die PageRank -algoritme
wat as die beste beskou is, is hierop toegepas. Die rangorde wat so verkry
word, word met die navorser se intu¨ıtiewe gevoel vergelyk. Die resultate was
belowend en die navorsers se gevoel is deur die algoritme weerspiee¨l.
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5.2 Wiskundetydskrifte
Die ses tydskrifte wat deur die navorser ge¨ıdentiﬁseer is, is die volgende:
1. Mathematische Annalen
2. Advances in Mathematics
3. Annals of Mathematics
4. Journal of Symbolic Logic
5. Journal of the London Mathematical Society
6. Journal of Number Theory
Die data is uit ISI Thomson se Journal Citation Report (JCR) verkry [Ins07].
Die aantal verwysings wat in 2005 tussen artikels in die tydskrifte gemaak
is, is getel. Dit is die verwysings van artikels (wat in 2005 gepubliseer is) na




70 13 67 0 12 10
54 120 72 6 20 2
29 17 132 0 8 5
0 13 14 136 2 0
26 13 26 6 37 10
22 8 42 0 10 122
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
Die verbindings word ook in Tabel 5.1 weergegee.
Die formule vir die algoritme wat toegepas word, is die Invloedwaarde-formule,
naamlik
IF (A)k = (0,11)G + (0,04)S + (0,85)
[
IF (T1)
k−1 + · · · + IF (Tn)k−1
]
waar
• IF (A)k die Invloedfaktor van tydskrif A na die k-de iterasie is,
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• IF (Ti)k−1 die Invloedfaktor van tydskrif Ti, wat na tydskrif A verwys,
na die (k − 1)-ste iterasie is met
• G = 3,5√Aantal verwysings ontvang van ander tydskrifte en
• S = 3,5√Aantal selfverwysings.
Die rangorde wat deur die algoritme aan die tydskrifte toegeken is, is as volg:
1. Annals of Mathematics (volgens Impakfaktor ook eerste)
2. Mathematische Annalen (Impakfaktor derde)
3. Advances in Mathematics (Impakfaktor tweede)
4. Journal of London Mathematical Society (Impakfaktor ook vierde)
5. Journal of Number Theory (Impakfaktor sesde)
6. Journal of Symbolic Logic (Impakfaktor vyfde)
Dit verskil op twee plekke van die Impakfaktor van ISI Thomson [Tho06].
Die algoritme plaas Advances in Mathematics derde en nie tweede nie. Die
spesialisnavorser voel dat Mathematische Annalen ’n groter invloed het as
Advances in Mathematics. Advances in Mathematics is eksklusief, aangesien
die navorsers wat daarin publiseer, deel is van ’n klein groep.
Tabel 5.1: Wiskundetydskrifte
Tydskrif 1 2 3 4 5 6
1.Mathematische Annalen 70 13 67 0 12 10
2.Advances in Mathematics 54 120 72 6 20 2
3.Annals of Mathematics 29 17 132 0 8 5
4.Journal of Symbolic Logic 0 13 14 136 2 0
5.Journal of London Mathematical Society 26 13 26 6 37 10
6.Journal of Number Theory 22 8 42 0 10 122
Totaal ontvang 201 184 353 148 89 149
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Tabel 5.2: Rangorde van Wiskundetydskrifte
Tydskrif Tel Impakfaktor Navorser Invloed faktor
1.Mathematische Annalen 2 3 2 2
2.Advances in Mathematics 3 2 3 3
3.Annals of Mathematics 1 1 1 1
4.Journal of Symbolic Logic 5 5 6 6
5.Journal of London Mathematical Society 6 4 4 4
6.Journal of Number Theory 4 6 5 5
Die laaste twee tydskrifte se rangordes verskil ook en die spesialisnavorser
stem saam dat Journal of Number Theory ’n groter invloed het as Journal




Rekenaarwetenskap is ’n nuwer veld as wiskunde, wat vinnig ontwikkel en
daarom is ook ’n steekproef van die´ tydskrifte ondersoek.
Die tydskrifte wat deur die spesialisnavorser ge¨ıdentiﬁseer is, is die volgende:
1. IEEE Software
2. IEEE Transactions of Software Engineering
3. Requirements Engineering
4. Business Process Management Journal
5. Information Research
6. Communications of the ACM
7. Harvard Business Review
8. Information Systems Journal
Die aantal verwysings tussen die tydskrifte word in Tabel 5.3 aangedui.
Tabel 5.3: Aantal verwysings tussen Rekenaarwetenskaptydskrifte
Tydskrif 1 2 3 4 5 6 7 8
1. IEEE Software 53 28 5 0 0 13 0 0
2. IEEE Transactions of Software Engineering 67 253 0 0 0 44 2 4
3. Requirements Engineering 22 32 0 0 0 14 0 5
4. Business Process Management Journal 1 14 0 21 0 7 48 1
5. Information Research 0 0 0 0 25 4 7 0
6. Communications of the ACM 9 3 0 0 0 141 4 0
7. Harvard Business Review 19 7 0 5 0 5 72 16
8. Information Systems Journal 0 4 0 1 0 38 5 11
Totaal ontvang 171 341 5 27 25 266 138 37
Die resultate word in Tabel 5.4 weergegee.
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Tabel 5.4: Opsomming van resultate
Tydskrif Aantal Invloedfaktor Impakfaktor
1. IEEE Software 171 0,214 1,33
2. IEEE Transactions of Software Engineering 341 0,248 1,967
3. Requirements Engineering 5 0,015 –
4. Business Process Management Journal 27 0,031 –
5. Information Research 25 0,001 0,701
6. Communications of the ACM 266 0,252 1,797
7. Harvard Business Review 138 0,16 1,401
8. Information Systems Journal 37 0,08 –
Hoogste 2 6 2
Tabel 5.5: Rangordes van rekenaarwetenskaptydskrifte
Tydskrif Aantal Impakfaktor Navorser Invloedfaktor
1. IEEE Software 3 4 1 3
2. IEEE Transactions of Software Engineering 1 1 2 2
3. Requirements Engineering 8 – 3 7
4. Business Process Management Journal 6 – 4 5
5. Information Research 7 5 5 8
6. Communications of the ACM 2 2 6 1
7. Harvard Business Review 4 3 7 4
8. Information Systems Journal 5 – 8 6
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Die rangordes wat deur die verskillende metodes aan die tydskrifte toegeken
is word in Tabel 5.5 gegee.
Alhoewel die volgende tydskrifte deur die navorser as van belang beskou word,
kom dit nie in die Journal Citation Report (JCR) van die ISI-databasis voor
nie en is daar geen Impakfaktor nie.
• Requirements Engineering
• Information Systems Journal
• Business Process Management Journal
Die Invloedwaarde lewer nie in hierdie vakgebied ’n rangorde wat beter met
die navorser se oordeel ooreenstem nie. Die vakgebied is nog relatief jonk en
die tydskrifte se verwysings is waarskynlik nog nie in ewewig nie.
5.4 Operasionele Navorsing en bestuursweten-
skaptydskrifte
J E Olson het ’n artikel gepubliseer nadat sy ’n opname onder die dosente
van 25 besigheidskole in die Verenigde State gemaak het [Ols05]. Daarin
gee sy die rangorde van 39 Operasionele Navorsingtydskrifte wat deur die
dosente georden is. Die tien tyskrifte uit die lys wat die hoogste Impakfaktor
het is vir die´ gevallestudie gebruik. Die resultate is met die resultate van
’n studie deur Lim en ander [LWXC07] vergelyk. Soos in die studie deur
Lim en ander is verwysingsdata van 2004 se Journal Citation Report van ISI
Thomson gebruik.
Die tydskrifte en die verwysingsdata van die Journal Citation Report van
2004 (JCR 2004) word in Tabel 5.6 gegee.
Die rangordes wat deur die verskillende metodes verkry is, word in Tabel 5.7
gegee.
Spearman se rangorde-korrelasiekoe¨ﬃsie¨nt is bereken om die rangorde wat
deur die Invloed- en die Impakfaktor bepaal is met die Olsonse rangorde
te vergelyk. Hiervolgens bestaan daar ’n sterk korrelasie tussen die In-
vloed faktor en Olson se persepsie ( Spearmanse korrelasiekoe¨ﬃsient van 0,7818),
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Tabel 5.6: Operasionele Navorsing en bestuurwetenskaptydskrifte
Tydskrif 1 2 3 4 5 6 7 8 9 10
1. Management Science 1202 168 10 12 23 9 3 13 0 56
2. Operations Research 194 188 5 31 15 35 3 32 2 83
3. Journal of Operations Management 119 13 246 0 6 0 0 0 0 28
4. Transportation Science 19 90 0 126 9 20 6 20 4 55
5. Interfaces 18 26 5 8 48 2 0 0 2 15
6. Mathematical Programming 27 29 0 14 6 196 0 69 0 18
7. Informs Journal on Computing 33 45 0 3 9 22 21 5 3 29
8. Mathematics of OR 22 43 0 8 0 36 2 81 0 6
9. Journal of Heuristics 12 22 0 2 0 8 6 4 21 35
10. European Journal of OR 510 358 33 60 80 105 27 37 29 993
Totaal ontvang 2156 982 299 264 196 433 68 261 61 1318
terwyl daar ’n swak korrelasie tussen die Impakfaktor en die persepsie bestaan
(koe¨ﬃsient van −0,176).
Die Invloedfaktor gee dus die spesialisnavorser se persepsie van belangrikheid
beter weer as die Impakfaktor.
Die Invloedfaktor stem in 6 van die gevalle presies ooreen met die persepsie
van dosente soos deur Olson bepaal. Vir twee tydskrifte verskil die Invloed-
faktor met net een rangordewaarde van die rangordewaarde van die persepsie.
Die rangordewaarde van die European Journal of Operational Research ver-
skil baie. Die Invloedfaktor plaas die tydskrif derde terwyl die dosente dit
agste plaas. Die tydskrif het baie verwysings ontvang, miskien omdat 467
artikels in 2004 geplaas is. Enige algoritme wat met die aantal verwysings
werk, sal waarskynlik die tydskrif hoog plaas. Daar moet dus gekyk word na
’n metode om vir grootte te kompenseer. Die dosente gebruik ander maat-
stawwe ook om die plasing te doen en beskou die tydskrif nie as so belangrik
nie. Die uitsondering bewys weereens dat ’n numeriese waarde alleen nie
gebruik kan word om die aansien en belangrikheid van navorsing te bepaal
nie. Eweknie-evaluering is belangrik en moet ook in ag geneem word.
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Tabel 5.7: Rangordes volgens maatstawwe
Tydskrif Invloedfaktor Impakfaktor Olson (2005)
1. Management Science 1 2 1
2. Operations Research 2 9 2
3. Mathematics of Operations Research 6 5 3
4. Mathematical Programming 4 6 4
5. Transportation Science 5 7 5
6. Interfaces 7 10 6
7. Informs Journal on Computing 8 3 7
8. European Journal of Operations Research 3 8 8
9. Journal of Operations Management 9 1 9
10. Journal of Heuristics 10 4 10




Daar bestaan algoritmes wat die invloed van navorsing kan meet en wat beter
resultate lewer as die blote tel van verwysings. ’n Variasie van die PageRank -
algoritme, die Invloedalgoritme, het empiries in hierdie ondersoek die beste
resultate gelewer. Die waarde wat verkry word, word ’n Invloedfaktor ge-
noem.
Die formule vir die Invloedalgoritme wat toegepas word, is soos volg:
IF (A)k = (0,11)G + (0,04)S + (0,85)
[
IF (T1)
k−1 + · · · + IF (Tn)k−1
]
met
• IF (A)k wat die Invloedfaktor van tydskrif A na die k-de iterasie voor-
stel,
• IF (Ti)k−1 wat die Invloedfaktor van tydskrif Ti, wat na tydskrif A ver-
wys, na die (k − 1)-ste iterasie voorstel,
• G = 3,5√Aantal verwysings ontvang van ander tydskrifte en
• S = 3,5√Aantal selfverwysings.
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6.2 Kommentaar
Volgens die navorsers wat genader is, lyk dit of die algoritme goeie resultate
lewer. Die waarde van eweknie-evaluering en die intu¨ıtiewe waarde wat na-
vorsers aan die werk heg, kan egter nooit deur ’n numeriese algoritme vervang
word nie.
Sommige van die besware is dat geen algoritme die waarde van iets kan bepaal
as dit nog nie in ekwilibrium is nie. ’n Baie nuwe veld of vinnig groeiende
navorsingsgebied kan nie hierdeur vasgevang word nie. Die tydskrifte en velde
in wiskunde wat hier gebruik is, bestaan lankal en die aantal verwysings is
in ewewig. Tydskrifte van dieselfde veld moet met mekaar vergelyk word
en daar moet nie net ’n waarde bepaal word wat dan in verskillende velde
vergelyk word nie. Hierdie waarde is net geldig vir die tydperk waarvoor die
data gebruik is. Die aantal naslaan- of resensie-artikels wat deur ’n tydskrif
gepubliseer word, moet in aanmerking geneem word.
Alhoewel daar ’n numeriese waarde bereken kan word om die invloed van
navorsing op die veld te bepaal, sal daar nie sonder eweknie-evaluering deur-
slaggewende resultate verkry kan word nie. Enige van die numeriese maat-
stawwe moet met omsigtigheid gebruik word. Dit is nie moontlik om slegs
’n objektiewe numeriese maatstaf te gebruik om die waarde van navorsing te
meet nie [Gar06].
Die debat oor die meting van die invloed van navorsing is nog lank nie afge-
handel nie.
6.3 Verdere navorsing
Daar kan gekyk word of die waarde wat tans aan die aantal verwysings gegee
word, nie deur ’n waarde wat vir elke publikasie bereken is, vervang kan word
nie. Die Invloedfaktor kan dan vir elke artikel bereken word met ’n gewig
wat aan die publikasie daarvan toegeken word.
Verder moet die werk op ’n groot netwerk van navorsingsartikels of tydskrifte
getoets word. Indien die probleme met groot elektroniese databasisse opgelos




Die limietgedrag van die PageRank -algoritme word bestudeer aan die hand
van ’n voorbeeld, naamlik die klein netwerk waarna vroee¨r verwys is. Dit
word herhaal vir verwysing.
Die PageRank -waarde van Eenheid 1 in die eerste iterasie: Iterasie 1:
PR(T1)
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• PR(T3)0 die aanvang-PageRank van Eenheid 3, wat na Eenheid 1 ver-
wys.
• C(T3) is die aantal verwysings wat deur Eenheid 3 gemaak word (Hier
is C(T3) = 1.
Die PageRank -waarde van Eenheid 2 in die eerste iterasie:
PR(T2)






Die drie in die noemer het betrekking op die aantal verwysings wat Eenheid
1 gemaak het.
Die PageRank -waarde van Eenheid 3,is
PR(T3)












Die som van die PageRank -waardes van Eenheid 1, 2 en 4, wat almal na
Eenheid 3 verwys, word in die vierkantige hakies aangegee. Die PageRank -
waarde van Eenheid 4 in die eerste iterasie:
PR(T4)






Slegs blad 1 verwys na blad 4.
Iterasie 2:
PR(T1)







1 hierin om te kry:
PR(T1)
2 = (1− d) + d
⎡














en in Iterasie 3 is
PR(T1)







3 = (1− d) + d
⎡
⎢⎢⎢⎢⎢⎢⎣























Dit word vereenvoudig tot:
PR(T1)













































In die algemeen is dit:



















waar ci die aantal koppelings is wat op webblad i voorkom, met ci ≥ 1.
Die waarde van die PageRank hang dus af van die waarde van d, gedeel deur














Die bydrae van die oorspronklike PageRank -waarde word dus al kleiner en
neig na nul.
Die PageRank -eindwaarde is onafhanklik van die oorspronklike waarde, of
begingewig, van die algoritme. Die waarde is wel afhanklik van die waarde
van d en daarom in ’n mate subjektief [Pre02].
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Bylae B
Bespreking van die data
B.1 CiteSeer
CiteSeer is ’n outomatiese verwysingsindeks-stelsel. Die stelsel is outonoom
en verskil van ander stelsels in die sin dat die hele proses outomaties geskied.
CiteSeer laai artikels van die web af en onttrek die verwysings en die konteks
waarin die verwysings gemaak is. Die inligting word dan in die databasis
gestoor [Cit06].
Die stelsel is vinnig en stel ’n indeks van voordrukke (preprints), tegniese
verslae, tydskrifartikels en konferensie-artikels op. Die vertraging in die
publikasie van tydskrifte en konferensies beteken dat CiteSeer toegang tot
meer onlangse navorsing as net geskrewe navorsing het. Die stelsel benodig
beperkte menslike ingryping. Die databasis is gratis op die web beskikbaar
en beperkte hulp word met die interpretering van die data verleen.
CiteSeer is nie tans in staat om ’n omvattende indeks te voorsien nie, omdat
baie publikasies nie elektronies beskikbaar is nie [GBL98]. In die meeste
gevalle is ooreenkomste met die uitgewers noodsaaklik. CiteSeer kan subvelde
nie so akkuraat soos tradisionele indekse onderskei nie [LGB99].
B.2 CiteSeer-data
Die databasis soos afgelaai op 13 Desember 2005 bestaan uit 716 773 rekords
of artikels. Die artikels is hoofsaaklik in die vakgebied Rekenaarwetenskap.
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Die databasis bestaan uit ’n verwysingsnommer en inligting oor elke artikel
soos die outeur, titel, adres van die outeur en die verwysings van die artikel.
CiteSeer verleen ook toegang tot ’n opsomming van die inligting wat deur
middel van ’n soektog na ’n spesiﬁeke artikel opgespoor kan word . Outeurs
of titels kan direk op die CiteSeerwebblad of deur middel van ’n soekenjin
soos Google gesoek word.
Aan elke artikel wat in die databasis opgeneem word, word ’n unieke verwy-
singsnommer toegeken. Die artikel behou die nommer en enige verwysings
na die artikel word aan die nommer gekoppel. Die verwysings wat deur ’n
artikel gemaak word, word in die databasis aangedui. Dit is die verwysings
soos die outeur dit by sy artikel aandui. Daar is een geval opgespoor waar
twee keer na dieselfde artikel verwys word en die fout is na die oorspronklike
artikel teruggevoer.
Die verwysings wat by ’n artikel ingesluit is, kom op die CiteSeer -blad van die
artikel voor. Verwysings na artikels wat in CiteSeer se databasis opgeneem
is, word in die databasis as verwysings (references) aangedui. Verwysings
na artikels wat nie in CiteSeer databasis, CITEULIKE, (Penn se databasis)
of MIT se databasis voorkom nie, word weggelaat. Verwysings na boeke,
tesisse en gebruikershandleidings kom nie in die databasis voor nie.
Om die akkuraatheid te toets is die aantal verwysings by artikels nagegaan en
dit stem meestal ooreen met die aantal aanhalings (citations) op die CiteSeer -
blad. Die verskille kan verduidelik word deur die feit dat die databasis vas
is soos dit op die 13de Desember 2005 was maar die CiteSeer -blaaie word
gereeld aangepas.
Indien geen verwysings by die artikel voorkom wat na ’n artikel in die Cite-
Seer -databasis verwys nie, lyk dit of daar geen verwysings was nie.
Daar is foute in die databasis opgespoor. Foute ontstaan omdat die basis ou-
tomaties opgestel word. Soms word dieselfde artikel gekry maar die datum
word as die titel aangedui. Wanneer die opsomming gelees word, is dit die-
selfde as ’n ander artikel. Dit gebeur moontlik omdat artikels op verskillende
plekke en in verskillende formate op die Internet beskikbaar is.
Daar word nie in die databasis melding gemaak van waar die werk gepubliseer













’n Steekproef van sewe artikels is getrek om ondersoek in te stel na hoe die
databasis opgestel is: Vyf artikels is uit verskillende plekke deur die databasis
gekies. Die artikels het verwysings na artikels in die databasis gegee en van
ander in die databasis ontvang.
Een artikel wat nie enige verwysings na artikels in die databasis gemaak het
nie maar wel na artikels in byvoorbeeld Discrete Mathematics, is gekies.
Die ander artikel het na artikels in die databasis verwys maar het geen ver-
wysings van artikels in die databasis ontvang nie.
Die unieke verwysingsnommers van die artikels in die steekproef asook die
aantal verwysings wat elkeen gegee en ontvang het, word in Tabel B.1 aange-
dui.
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