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ABSTRACT 
Suppose n _> 1, f : @” + C is a nonconstant polynomial, V, = {z E C” :f(z) = CY}, and @ is a 
biholomorphic map from C” onto C”. 
Theorem. If a1 # N? and@( V,,) = V,, f or i = I, 2, then @( Vn) = l+ for every 0 E @, andf = f 0 @. 
INTRODUCTION 
The level sets of a function f : @” -+ @ are the inverse images of points, i.e., 
sets of the form 
f-l(a) = {z E c=” :f(z) = a} = {f = cy}, 
one for every cy E @. 
A holomorphic map Q, : C” + C” is said to be an automorphism of 67’ if @ is 
one-to-one and @(a=‘) = @“. For each n > 1, these maps form a group, denoted 
by Aut(@“), in which composition is the group operation. 
To say that @preserves a set E means simply that @P(E) = E. It does not imply 
that @ fixes any point of E. 
To every entire function f : @” + C corresponds a set Gf c Aut(cC”), con- 
sisting of those @ E Aut(@“) which preserve all level sets off. 
Theorem 4 of the present paper shows, for polynomials f : C” -+ @ and auto- 
morphisms @ of C”, that @ E Gf as soon as @ preserves two level sets off. 
The last part of the paper gives explicit descriptions of Gf for monomials 
f : C2 + C (Theorems 9,12,13). 
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The symbol @* denotes the set of all nonzero complex numbers: @* = C \ (0). 
The key to the proof of our n-variable results is the following one-variable fact. 
Since I have not found it stated in the literature, I include a proof, even though it 
may well be well-known to some. 
Theorem 1. 1ff andg are nonconstantpolynomiak of one complex variable, and 
(1) f-70) = g-‘(0), f-‘(1) = g-‘(1) 
then f = g. 
Note that the first equation in (1) says only that f and g are 0 at the same 
points; nothing is assumed about the multiplicities of these zeros. The same 
remark applies to the zeros off - 1 and g - 1. 
Proof. Put A =f-‘(0) = g-‘(O), B = f -I( 1) = g-‘(l), to simplify the nota- 
tion. There is a constant c E @* such that 
(2) CaVA (z-a) m(a) =f(z) = 1 + c& (z - b)“(? 
Here m(a) and n(b) are positive integers, and the degree df off is Em(a) = 
En(b). 
Let IAl and IBI be the cardinalities of the sets A and B. We now count the zeros 
off ', according to their multiplicities. 
At each a E A, f' has a zero of order m(a) - 1. Thus f’ has df - IAl zeros in A 
and, for the same reason, df - IB( zeros in B. The total number of zeros off’ is 
df - 1. Hence IBI - 1 of them lie outside B. Since A n B = 0, it follows that 
df - IAl L PI - 1, or, more symmetrically, that 
(3) df I IAJ + JBJ - 1. 
The same reasoning applies to g. Thus 
(4) dg I IAl + IBI - 1. 
Next, the first half of (1) shows that 
(5) g=fplQ 
where 
(6) P(z) = COMFY (z - a)+), Q(Z) = aFA (z - a)q(a). 
Here CO E C* andp(a), q(a) are nonnegative integers satisfying p(a) q(a) = 0, to 
ensure that P and Q have no common factor. 
Let A1 = {a E A : q(a) > O}. (Al will turn out to be empty.) If a E A1 then, 
because g(a) = 0, we have m(a) - q(a) 2 1. This gives 
(7) dQ = C q(a) 5 C (m(a) - 1) I T (m(a) - 1) = df - IAl 
Al Al 
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BY (5) and (7), 
(8) dp=dg-df+dQ<dg-IAl. 
Now (7) and (8) combined with (3) and (4) show that 
(9) d, 5 IBI - 1, dp < IBI - 1. 
Finally, P(b) = Q(b) at the IBI points b E B, becausef(b) = g(b) = 1. By (9) 
dp_ Q 2 IBI - 1. Hence P = Q, and thereforef = g. q 
We now use this to step up to the corresponding n-variable result. 
Theorem 2. Suppose n > 1 and 
(i) F : C” + @ is a nonconstantpolynomial, 
(ii) G : C” + @ is entire, 
(iii) F-‘(O) = G-‘(O) andF-‘(1) = G-‘(l). 
Then F = G. 
Proof. When n = 1, (iii) shows that G-‘(O) and G-‘( 1) are finite sets, so that G 
is a polynomial, by the big Picard theorem. Hence Theorem 1 gives the desired 
conclusion. 
Now assume n > 1. By means of a linear transformation, coordinates can be 
so chosen in @” that F is manic in z,, i.e., so that 
(1) F(z) = F(z’,zn) = z,” + a,_l(z’)z,M-’ + ... + ao(z’), 
wherem>O,z’=(zi ,..., z,_i),andas ,..., a,_iarepolynomialsin@“-‘. 
(2) f(x) = Qz’, A), g(X) = G(z’, A), 
for A E @. By (l), f is a nonconstant polynomial. A second application of 
Picard’s theorem shows that g is also a polynomial, because of (iii). Hence 
Theorem 1 givesf = g. In other words, F(z’, z,) = G(z’, z,) for all z’ E @” and all 
z, E C, or: F = G. q 
Our next theorem shows that if @ E Aut(@“) carries two level sets of a poly- 
nomialf to level sets of an entire function g, then @(V) is a level set of g for every 
level set V of jY 
Theorem 3. Suppose n 2 1 and 
(i) f : @” + C is a nonconstantpolynomial, 
(ii) g : @” -+ @ is entire, 
(iii) @ E Aut(@“), 
(iv) ai, (~2, Pi, P2 E C, ok # ~2, and 
(v) @(f-‘(q)) = g-l (pj) for j = 1,2. 
Choose ~1, ~2 E @ SO that ~1 aj + ~2 = /3j for j = 1,2. Then 
(a) go@ = cif+c2 and 
(b) @(f-i(X)) = g-‘(ciX + c2) for every X E @. 
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Proof. Note first that (v) implies /?i # ,&., since @ is l-l. Hence we can define 
F-f-al 
a2 - a1 ’ 
GJo@-Bl 
P2 - Pl 
The polynomial F and the entire function G satisfy the hypotheses of Theorem 
2, because z E f -‘(aj) if and only if Q(z) E @(f-l(q)) = g-l(/$), SO that 
f(z) = aj if and only if g(@(z)) = /3j. Hence F = G, which proves (a). 
Next, w E @(f-‘(X)) if and only if X = f (P’(w)), and this is equivalent to 
c1Xtc2 = (Clf +c&-l(w)) = (go@)(@-l(w)) =g(w), 
or w E g-‘(ciX + ~2). This proves (b). 0 
Of course, Theorems 1 and 2 are special cases of Theorem 3, with the identity 
map in place of @. But the most interesting special case is perhaps the following. 
Theorem 4. Suppose n > 1 and 
(i) f : 62” -+ @ is a nonconstantpolynomial, 
(ii) @ E Aut(C”) and @p reserves two level sets off. Then 
(a) f = f o @, and 
(b) @ preserves every level set off. 
Proof. Apply Theorem 3, with f = g, aj = /?j for j = 1,2, which gives cl = 1, 
c2=0. 0 
The following two examples show that ‘polynomial’ cannot be replaced by 
‘entire function’ in the preceding theorems. 
Example 5. Take n = 1, f(z) = e”, @i(z) = -z. Then f o Q, = l/f, Q, preserves 
f-‘(l) andf -‘(-1) ( an d even f -’ (0) = 0) but f o Sp # f. (This was shown to me 
by Simon Hellerstein.) 
Example 6. For any n > 1, there are entire functions f,g : C” --i C, such that 
f-‘(O) = g-‘(O), f -i(l) = g-‘(l), but no other set is a level set of both f and g. 
Pick some nonconstant entire function h : C” + C*, and put 
f =l+h+h2, g = f/h2 = 1 + h-’ + h-2. 
It is clear thatf and g have the same zeros, and thatf = 1 u h = -1 ti g = 1. 
Now fix c # 0, # 1. Note that f (z) = c if and only if 
When c # i this shows that h takes two distinct values on f -l(c). So does 
h2 = c - 1 - h, hence also g = c/h’. Thus f -l(c) is not a level set of g. 
When c = $ then h(z) = - 4, hence g(z) = 3. But g(z) = 3 also when h(z) = 1. 
Thusf -I($) #g-*(3). 
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We now turn to the question whether ‘two’ can be replaced by ‘one’ in 
Theorem 4. The next two examples show that the answer depends on the poly- 
nomial f. 
From now on we will stay in C2. Points of C2 will be written (z, w) rather than 
(Q,Z2). 
Example 7. Put f (z, w) = zw( 1 - z2w3). 
Let h : @ + @* be entire, not constant. Define @(z, w) = (u, U) by 
(1) U = zh3(22w3), V = wh -2(z2w3) 
Since u2w3 = z2w3, (1) shows that @ E Aut(C2), and shows also that 
(2) @(fP’(0)) = f -l(0). 
But 
(3) f (@(z, w)) =f (z, w) h(z2w3) 
sothatf o@#f. 
Examples 9.7 and 9.9 in [2] are also relevant here. They use automorphisms of 
C2 that preserve {w = 0} and {zw = 0}, respectively, but preserve no other level 
sets of w or of zw. 
Example 8. Put f (z, w) = zw( 1 - zw), and suppose that @ E Aut(C2) preserves 
f -‘CO). 
We claim that then f o CD = f. 
To see this, put g(z, w) = zw and note that 
(1) f_‘(O) = g-‘(0) ug-‘(1). 
The two sets on the right side of (1) are not homeomorphic: g-’ (0) is the union of 
two intersecting complex lines, g-’ (1) is biholomorphic to C’. Since @ preserves 
their union, it follows that @ preserves both g-‘(O) and g-’ (1). 
Theorem 4 implies therefore that g o @ = g. Since f = g - g2, f o @ = f. 
Theorem 9. rf @ E Aut(C2) preserves the parallel complex lines {z = 0} and 
{z = l} then there are entirefunctions cp : C + @, 1c, : @ + @*, such that 
(1) @(z, w) = (z, P(Z) + w+(z)). 
(Automorphisms of the form (1) have been called ‘overshears’ by Lempert [l].) 
Proof. Theorem 4, with f (z, w) -= z, shows that @ preserves the complex lines 
{z = c} for all c E @. S’ mce Aut(C) is the set of all affine maps from @ onto C we 
get (1). 0 
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Remark. Basically, (1) describes a holomorphically parametrized family of 
automorphisms of the w-plane, one for each z. 
In the rest of this paper we shall be concerned with level sets of monomials in 
C* and with the automorphisms of @* that preserve them. 
Definition 10. We associate to each ordered pair (r, s) of relatively prime posi- 
tive integers the group rrs consisting of all automorphisms of C* which preserve 
the level sets of zrws. 
Every entire function h : C -+ C induces a map &(z, w) = (u, v), by setting 
(1) u = zexp{Sh(zrws)}, 2, = wexp{ -rh(z’w$)}. 
Since u’ws = z’w’ it is easy to see that @ph E Aut(@*). Moreover 
(4 @h, o @hz = @h,+hZ. 
This shows that the set of all @ph is a subgroup G, of rrs, and that each G,, is 
isomorphic to the additive group of all entire functions from @ to C. 
Since r and s are relatively prime, there are integers p and q such that 
(3) pr-qs= 1. 
Lemma 11. Fix c E @*, letp, q, r,s be as above. 
(i) The map 9 defined by 
(1) P(X) = (@AS, c-qx-‘) 
carries @* biholomorphically onto V, = {z’w’ = c}. 
(ii) G, is transitive on V,. 
(iii) The variety V, has two types of automorphisms, namely 
(z, w) + (Pz, tPw) or (z, w) + (c2pts/z, c-2qtC’/w), 
where t E @*. 
Proof. (i) If G(X) = p.(p) then Xs = pLs and X-’ = ppr, hence 
(2) 
jj = XPr-qs = 
p 
pr-qs = 
PL, 
which shows that @ is l-l. Clearly !I’(@*) c V,. For the opposite inclusion, fix 
(z, w) E V, and take X0 = z-qw-*. Then 
(3) 
CPX,s = CPZ -ww -v = CPZ(Z-rW -y = z 
and, similarly, c-4X;’ = w. Thus (z, w) = @(X0). 
(ii) Pick ZO, wg) E V,, put X0 = ziq wlp, and define 
(4) @(z, w) = (Xl z, X,’ w) 
for (z, w) E @*. Then @ E G, (with a constant for h) and @(cP, c-4) = (zo, wg), by 
the same calculation that gave (i). 
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(iii) If cp E Au ( c) t V and P is as in (1) then !I-‘@ E Aut(C*), hence 
9-‘@(X) is either tX or t/A, where t E C*. Given (z, w) E I’,, there is a unique 
X E C* such that (z, w) = q(X), and then cp(z, w) is either P(tA) or @(t/A). To 
finish, use (1) again. q 
Theorem 12. Gii has index 2 in rll, but G,, = I’,, whenever (Y, s) # (l,l). 
Proof. Fix a3 = (cpi, (~2) E r,$. We shall see that @ E G, if (Y, s) # (1, l), and 
that@orcr@EGiiif(r,s)=(l,l), h w ere ~(z, w) = (w, z). Note that 0 E rii, but 
thata$r,,if(r,s) # (1,l). 
The set {zw = 0) is preserved by @ since it is topologically different from the 
other level sets of z’ws. Thus @ either preserves each of the two complex lines 
{z = 0) and {w = 0}, in which case 
(1) cpi (z, w) = zesftZW)), ‘p2 (z, w) = we -rf(Z,w) 
for some entire f : @* -+ @, or @ switches them, in which case a@ has the form 
(11. 
Note that f is entire because cpi (z, w)/z is entire and zero-free if Sp fixes 
{z = O}. 
Note also that the switch cannot occur if (Y, s) # (1,l): If it did there would be 
entire functions HI, H2 : @* --+ @ such that cpi = wH1,, ‘p2 = zH2, hence 
(wH,)‘(zH*)~ = z’w’, or Hi Hi = z’-~w~-‘, and the last expression is not entire 
when Y # s. 
We thus have to show that if@ E Aut(@*) satisjies (l), then f (z, w) depends only 
on z’wS. 
The restriction Qi, of @ to V, = {z’w’ = c}, c E C*, is an automorphism of V,. 
Part (iii) of Lemma 11 shows, for any given c, that either 
(2) @Jz, w) = (t”(c) z, t-‘(c) w) 
for some t : C* --+ C*, or 
(3) @pc(z, w) = (o(c)Iz, P(c)lw) 
where cur(c) /3’(c) = c*. (This uses the relationpr - qs = 1.) 
Assuming (3), comparison with (1) shows that 
(4) z* exp{sf (z, w)} = Q(C) on V,. 
Suppose (4) holds for some sequence cj -+ 0. Choosing (z, w) E V, so that zr = c 
and w = 1 shows that a(cj) -+ 0 as j 4 DC). On the other hand, z = 1 and ws = c 
shows that a(ej) + exp{sf (1,O)) # 0. This contradiction implies that (3) fails, 
and therefore (2) holds, for all c sufficiently close to 0. 
Finally, comparison of (1) and (2) shows that f(z, w) depends only on z’ws, 
first when Iz’w’I is small, then on all of @*, since f is entire, and the proof is 
complete. 0 
It follows from Theorem 12 and a remark made in $10 that the groups r,, are 
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isomorphic to each other, for all (r, s) # (1,l). N evertheless, they are in general 
not conjugate subgroups of Aut(C2). 
Theorem 13. r,, is conjugate to r&,, in Aut(C2) ifand only if(k,m) = (r,s) or 
(k, m) = (s, r). 
Proof. To say that r,, and rk, are conjugate in Aut(C2) means, by definition, 
that there is a @ E Aut(C2) such that 
(1) @-‘r,, pi = &,. 
If ~(z, w) = (w, z) then it is easy to check that 6trrs 0 = r,,. Thus r,, and r,, 
are conjugate. 
Suppose now that (1) holds. Pick c E @* and put W = {zkwm = c}. Then 
rk,,,( W) = W, hence 
(2) r,,@(w) = (ark,(w) = Q(w). 
Since W, hence also @p(W), is biholomorphic to Q=*, it follows from (2) and 
Lemma 11 (ii) that @(W) is a level set of zrws. In other words, @ carries each 
level set of P(z, w) = zkwm to a level set of Q(z, w) = z’w’. Since {zw = 0} is a 
level set of both P and Q, and is topologically different from the others, 
cSS(P-~ (0)) = Q-‘(O). Theorem 3 can now be applied. In the present situation, its 
conclusion is that 
(3) Qo@=cP 
for some c E @*. Setting @ = (cpi, ‘pz), (3) becomes 
(4) (cp; &)(z, w) = CZkWM. 
Using once more the fact that @{zw = 0} = { zw = 0}, it follows from (4) that 
(k, m) is either (r, s) or (s, r). 0 
Remark 14. The preceding results show that the groups Gf mentioned in the 
Introduction are quite large when f is a monomial. To see that the monomials are 
rather exceptional in this respect, note that the restriction of a Sp E Gf to a level 
set off (i.e., to a Riemann surface, when n = 2) is an automorphism of that level 
set, and that ‘most’ Riemann surfaces have only a few automorphisms. (See 
Section 9-4 of [4], for instance.) 
To give just one example, iff(z, w) = w2 - z 3 then Gf is the cyclic group of or- 
der 6 consisting of the maps @(z, w) = (e2z, B3w), where d6 = 1. 
The proof of this assertion can be based on the classical theory of elliptic 
functions; Chapter VIII of [3] (especially $5 and $13) contains more than is 
needed. 
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