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RÉSUMÉ. Les réseaux sociaux intègrent un volume et une variété sans précédent de données
textuelles. Leur analyse permet de mieux comprendre des comportements sociaux et certaines
évolutions sociétales. L’étude des messages échangés, qui sont par nature complexes, repré-
sente de nouvelles problématiques pour le traitement automatique des langues (TAL). Dans ce
contexte, cet article introductif au numéro spécial de la revue TAL présente les défis liés à l’in-
fobésité des données issues des réseaux sociaux puis discute de l’utilisation des méthodes de
TAL pour traiter le contenu textuel de ces nouveaux modes de communication.
ABSTRACT. Social networks incorporate an unprecedented amount and variety of textual data.
The analysis of this information furthers our understanding of social behaviors and some trends.
The study of inherently complex messages sent between users represents new problems for Nat-
ural Language Processing (NLP). In this context, the first article in this special issue of the TAL
journal introduces the challenges of information overload from social networks, and discusses
the use of NLP methods for processing the textual content of these new modes of communication.
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1. Introduction
Les réseaux sociaux, structures dynamiques formées d’individus ou d’organisa-
tions, ont toujours joué un rôle majeur dans nos sociétés. Ils se sont développés et
diversifiés avec le Web 2.0 qui ouvre la possibilité aux utilisateurs de créer et de
partager du contenu par l’intermédiaire de multiples plates-formes (blogues, micro-
blogues, wikis, sites de partage, etc.). Ces modes de communication sont de puissants
outils collectifs où s’invente et s’expérimente le langage. De nouveaux sens sont alors
associés à certains mots ou syntagmes et la création de mots ou de nouvelles structures
syntaxiques se généralise. La création, la dissémination et le traitement du matériau
textuel issu des réseaux sociaux sont discutés dans ce numéro spécial. Plus globale-
ment, cet article et ce numéro spécial permettent de mettre en exergue une nouvelle
manière de communiquer illustrée par (1) l’article « Code-Mixing in Social Media
Text : The Last Language Identification Frontier ? » de Amitava Das et Björn Gambäck
sélectionné parmi sept articles soumis et (2) l’article invité « Détection d’évènements
à partir de Twitter » de Houssem Eddine Dridi et Guy Lapalme.
Pour traiter les masses de données issues des réseaux sociaux aujourd’hui dispo-
nibles (c’est-à-dire l’infobésité), la problématique de recherche du « Big Data » est
classiquement mise en avant avec les trois V qui la caractérisent : volume, variété et
vélocité. Cet article discute, dans un premier temps, de ces trois caractéristiques ap-
pliquées aux réseaux sociaux (section 2). Puis, dans le cadre de l’infobésité décrite
de manière générale, nous étudierons, en section 3, la manière d’analyser le contenu
des messages issus des réseaux sociaux par des méthodes de traitement automatique
des langues (TAL). En effet, certaines métadonnées (par exemple, les hashtags) et les
descripteurs linguistiques (ou unités lexicales) issus des messages constituent un socle
solide pour l’analyse des réseaux sociaux. Ils permettent de mettre en avant différentes
communautés socio-économiques, politiques, géographiques, etc. Par ailleurs, les des-
cripteurs linguistiques sous forme de mots ou syntagmes permettent d’analyser avec
précision les sentiments et opinions contenus dans les messages. Par exemple, les spé-
cificités lexicales, graphiques voire syntaxiques (émoticônes, abréviations, répétition
de caractères, etc.) véhiculent des informations précieuses pour l’analyse de sentiment
(détection fine des émotions, identification de l’ironie, etc.).
2. Infobésité et analyse des réseaux sociaux
Au cœur de la structure des réseaux sociaux se trouvent des acteurs (personnes ou
organisations) reliés entre eux par un ensemble de relations binaires (par exemple,
liens ou interactions). Dans ce contexte, le but est de modéliser la structure d’un
groupe social, en vue de déterminer l’influence qu’elle exerce sur d’autres variables, et
d’assurer le suivi de son évolution. L’analyse sémantique des médias sociaux (ASMS)
se définit comme l’art de comprendre comment on recourt aux réseaux sociaux pour
générer du renseignement sociétal, stratégique, opérationnel ou tactique. Récemment,
des ateliers tels que « L’analyse sémantique des médias sociaux » et « L’analyse
linguistique dans les médias sociaux » de EACL 2012 (Farzindar et Inkpen, 2012),
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NACL-HLT 2013 (Farzindar et al., 2013) et EACL 2014 (Farzindar et al., 2014) té-
moignent de l’intérêt grandissant à l’égard de l’impact des médias sociaux sur la vie
quotidienne des individus, tant sur le plan personnel que professionnel. L’ASMS fa-
vorise la création d’outils et d’algorithmes visant à surveiller, à saisir et à analyser les
données des médias sociaux qui sont volumineuses (section 2.1), produites en temps
réel (section 2.2) et de nature hétérogène (section 2.3).
2.1. Volume
Un rapport publié par eMarketer (New Media Trend Watch, 2013) estimait qu’une
personne sur quatre à l’échelle mondiale était susceptible d’utiliser les médias sociaux
en 2013. Les statistiques sur les médias sociaux pour l’année 2012 révèlent que Fa-
cebook a dépassé la barre des huit cents millions d’utilisateurs actifs, dont deux cents
millions de nouveaux adhérents au cours d’une seule année. La plate-forme Twit-
ter, quant à elle, compte maintenant cent millions d’utilisateurs et LinkedIn, plus de
soixante-quatre millions, en Amérique du Nord seulement (Digital Buzz, 2012). À
titre d’exemple, plus de trois cent millions de tweets seraient envoyés à Twitter chaque
jour (Tang et al., 2014).
L’analyse et la veille de ce riche contenu sans cesse renouvelé donnent accès à
une information précieuse que les médias traditionnels ne peuvent fournir (Melville
et al., 2009). L’analyse sémantique des médias sociaux a ouvert la voie à l’analyse de
données volumineuses, discipline émergente inspirée de l’apprentissage automatique,
de l’exploration de données, de la recherche documentaire, de la traduction automa-
tique, du résumé automatique et du TAL plus globalement.
2.2. Vélocité
Les données issues des réseaux sociaux sont en général produites en temps réel.
Par ailleurs les messages traitant d’un sujet commun peuvent véhiculer des émotions,
des néologismes ou des rumeurs. Ces messages peuvent provenir de localisations dif-
férentes qu’il est nécessaire de prendre en compte dans le cadre de la vélocité des
données.
Les médias sociaux soulèvent l’important problème de la recherche d’événements
en temps réel et de la nécessité de les détecter (Farzindar et Wael, 2015). L’objectif de
la recherche documentaire dynamique et de la recherche d’événements en temps réel
est de mettre en place des stratégies de recherche efficaces à partir de différentes fonc-
tionnalités qui tiennent compte de multiples dimensions, y compris les liens spatiaux
et temporels (Gaio et al., 2012 ; Moncla et al., 2014). En outre, les discussions propres
à un événements peuvent mêler, sur une période très courte, différents sujets parfois
écrits en différentes langues. Ce point illustre la problématique liée à l’hétérogénéité
des données qui est détaillée dans la section suivante.
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2.3. Variété
L’importante quantité d’informations accessible dans les médias sociaux repré-
sente une manne de renseignements. Mais les textes, rédigés par des auteurs différents
dans une variété de langues et de styles, n’adoptent, en général, aucune structure pré-
cise et se présentent sous une multitude de formats : blogues, microblogues, forums
de discussion, clavardages, jeux en ligne, annotations, classements, commentaires et
FAQ générées par des utilisateurs, etc. Les variations sur le plan du contenu et du style
rendent l’analyse globale difficile. De manière concrète, les applications décrites ci-
dessous montrent la variété des domaines et des tâches menées à partir des réseaux
sociaux.
2.3.1. Secteur industriel
L’intérêt pour la surveillance de données extraites des médias sociaux est consi-
dérable dans le secteur industriel. En effet, ces données sont susceptibles d’aider en
optimisant de manière importante l’efficacité de la veille stratégique. L’intégration
de telles données aux systèmes de veille stratégique déjà en place permet aux entre-
prises d’atteindre différents objectifs, notamment concernant la stratégie de marque et
la notoriété, la gestion des clients actuels et potentiels et l’amélioration du service à
la clientèle. Le marketing en ligne, la recommandation de produits et la gestion de la
réputation ne sont que quelques exemples d’applications concrètes de l’ASMS.
2.3.2. Défense et sécurité nationale
Ce secteur s’intéresse en particulier à l’étude de ce type de sources d’informa-
tion pour comprendre différentes situations, procéder à l’analyse des sentiments d’un
groupe de personnes partageant des intérêts communs et rester vigilant aux menaces
potentielles dans les domaines cibles. Certaines méthodes d’extraction d’information
(par exemple l’extraction des entités nommées et des liens entre ces dernières) à partir
du Web 2.0 sont souvent développées pour analyser le contenu des réseaux sociaux
au sein desquels évoluent des utilisateurs mais aussi des organisations. De telles infor-
mations offrent de précieux renseignements en matière de sécurité nationale.
2.3.3. Soins de santé
Les forums de discussion qui sont des espaces d’échanges asynchrones de mes-
sages textuels sont très prisés par certains patients. En effet, ils sont associés à un
véritable espace de liberté du discours. Ainsi, l’utilisation de Twitter ou des forums
comme des plates-formes de discussion sur des sujets tels que les maladies, les trai-
tements, les médicaments ou les recommandations à l’intention des professionnels et
des bénéficiaires (patients, familles et aidants) illustre bien la pertinence des médias
sociaux dans ce domaine. Par ailleurs, dans ce contexte éminemment subjectif, la ca-
ractérisation et la compréhension des perceptions que les patients ont de leur maladie
et du suivi médical représentent un enjeu sociétal particulièrement intéressant pour les
professionnels de santé (Bringay et al., 2014 ; Abdaoui et al., 2014).
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2.3.4. Politique
La veille des médias sociaux permet d’assurer le suivi des mentions faites par
différents citoyens d’un pays ainsi que de l’opinion à l’égard d’un parti politique. Le
nombre d’abonnés que compte un parti est essentiel au déroulement de sa campagne
électorale. L’extraction d’opinions et le suivi des déclarations publiées sur les
réseaux sociaux permettent à un parti politique de mieux saisir la teneur de certains
événements, lui donnant ainsi l’occasion de s’ajuster pour améliorer ses position-
nements politiques voire ses propositions (Bouillot et al., 2012 ; Bakliwal et al., 2013).
Face au volume, à la vélocité et à la variété des données textuelles issues des ré-
seaux sociaux, les méthodes de TAL à appliquer et à proposer se révèlent cruciales.
Les nouveaux défis adressés au TAL dans un tel contexte sont détaillés dans la section
suivante.
3. Les défis liés au traitement du contenu des réseaux sociaux
L’information diffusée dans les médias sociaux, notamment dans les forums de
discussion, les blogues et les gazouillis, est riche et dynamique. L’application des
méthodes habituelles de TAL dans ce contexte ne se fait pas sans difficulté en raison
du bruit et de l’orthographe « inhabituelle ». L’importance des médias sociaux émane
du fait que chaque utilisateur est désormais un auteur potentiel et que le langage se
rapproche davantage de sa réalité que d’une quelconque norme linguistique (Zhou et
Hovy, 2006). Les blogues, les gazouillis et les mises à jour de statuts sont rédigés
de manière informelle, sur le ton de la conversation, et ressemblent plus à un « état
d’âme » qu’au travail réfléchi et révisé avec le soin habituellement attendu d’un média
papier. Ce caractère informel engendre différents défis au domaine du TAL.
Les outils du TAL conçus pour les données traditionnelles se heurtent, par
exemple, à l’emploi irrégulier, voire l’omission, de la ponctuation et des majuscules.
Une telle situation complique la détection des limites d’une phrase qui constitue une
tâche de base essentielle pour l’analyse des textes. Par ailleurs, l’utilisation de binettes,
l’orthographe incorrecte ou inhabituelle et la multiplication d’abréviations populaires
compliquent les tâches telles que la segmentation et l’étiquetage morphosyntaxique.
Une adaptation des outils traditionnels est nécessaire pour prendre en compte les nou-
velles variations comme la répétition des lettres (par exemple, suuuuuper) (Hangya
et al., 2013). Un autre obstacle à toute forme d’analyse syntaxique est la grammati-
calité, ou plutôt son absence fréquente dans les médias sociaux (Kong et al., 2014).
En effet, les phrases fragmentées sont devenues la norme à l’instar des phrases com-
plètes et le choix entre différents homophones semble arbitraire (par exemple, c’est,
ces, ses).
Outre ces aspects liés aux spécificités lexicales voire syntaxiques du contenu des
messages échangés sur les réseaux sociaux, ces derniers génèrent beaucoup plus de
bruit que les médias dits traditionnels. En effet, les réseaux sociaux comportent un
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nombre considérable de pourriels, de publicités et une importante quantité de contenus
non sollicités, non pertinents ou dérangeants. En outre, une grande partie du contenu
qualifié d’authentique et de légitime ne répond pas mieux aux besoins d’information,
et est donc jugée non pertinente, comme l’illustrait bien l’étude rapportée dans (André
et al., 2012), visant à mesurer la valeur que les utilisateurs accordent à différents ga-
zouillis. Des quarante mille évaluations de gazouillis recueillies, 36 % recevaient la
mention « vaut la peine d’être lu » et 25 %, « ne vaut pas la peine d’être lu ». Les ga-
zouillis qui attestent seulement de la présence d’un utilisateur sur la plate-forme (par
exemple, Alloooo Twitter !) se sont vus attribuer la plus faible valeur. Cela souligne
l’importance du prétraitement, visant à filtrer les pourriels et autres contenus non per-
tinents, et de la création de modèles de gestion du bruit efficaces, en vue du traitement
du langage dans les médias sociaux.
De nombreux domaines d’application qui prennent en compte ces caractéristiques
propres aux réseaux sociaux sont alors étudiés comme par exemple, le résumé auto-
matique, la détection d’événements et l’analyse de sentiments. Ces trois domaines de
recherche appliqués aux réseaux sociaux et caractérisés par les trois V du « Big Data »
sont détaillés ci-dessous.
– Comme illustré en section 2.1, avec la présence de textes courts, bruités et
en nombre important, les médias sociaux se prêtent difficilement aux approches
de TAL comme le résumé automatique. À titre d’exemple, les gazouillis, avec
leur limite de cent quarante caractères, sont plus pauvres sur le plan contextuel
que les documents traditionnels. Aussi, la redondance est problématique dans une
suite de gazouillis, en partie en raison de la fonction de partage. Les expériences
présentées dans (Sharifi et al., 2010) avec les techniques d’exploration de données
visant à générer des résumés automatiques de sujets à la mode sur Twitter les ont
amenés à identifier l’important problème posé par la redondance de l’information.
En outre, l’information diffusée dans les médias sociaux est hautement dynamique et
caractérisée par l’interaction entre différents participants. Si elle complexifie d’autant
plus le recours aux approches traditionnelles de résumés automatiques, elle offre
en revanche l’occasion d’utiliser de nouveaux contextes pour enrichir les résumés,
et permet même de créer de nouveaux procédés de résumés automatiques. Par
exemple, l’article de (Hu et al., 2007) suggère de procéder au résumé automatique
d’une publication tirée d’un blogue en extrayant des phrases représentatives à partir
d’informations recueillies de commentaires d’utilisateurs. (Chua et Asur, 2012) se
concentrent, quant à eux, sur la corrélation temporelle de gazouillis pour extraire ceux
susceptibles d’être pertinents pour le résumé automatique. Enfin, outre le contenu des
messages, d’autres approches exploitent les informations liées à l’interaction entre
utilisateurs pour produire un résumé des différents échanges (Lin et al., 2009).
– Comme évoqué en section 2.2, l’identification d’événements dans les flux de
données est une tâche particulièrement difficile (Allan, 2002). Dans le cadre de
l’étude des réseaux sociaux, l’un des défis majeurs est la distinction entre l’infor-
mation triviale et « polluée » et les événements concrets d’intérêt. La dispersion des
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données, l’absence de contexte et la diversité du vocabulaire rendent les techniques
traditionnelles d’analyse textuelle difficilement applicables aux gazouillis (Metzler
et al., 2007). En outre, différents événements n’atteindront pas la même popularité
chez les utilisateurs et peuvent grandement varier sur le plan du contenu, de la période
couverte, de la structure inhérente, des relations causales, du nombre de messages
générés et du nombre de participants (Nallapati et al., 2004).
– Alors que les médias traditionnels visent, en général, à diffuser une information
objective, neutre et factuelle, les médias sociaux sont beaucoup plus porteurs de
sentiments voire d’émotion (Neviarouskaya et al., 2011 ; Bringay et al., 2014) (cf.
section 2.3). L’information subjective joue donc un rôle essentiel dans l’analyse
sémantique des textes issus des réseaux sociaux. L’identification de sentiments
repose généralement sur deux familles d’approches. La première est fondée sur des
méthodes classiques d’apprentissage supervisé qui proposent des résultats tout à fait
satisfaisants pour l’analyse de sentiments (Pang et al., 2002). La seconde s’appuie
sur des informations statistiques liées au nombre de descripteurs linguistiques positifs
et négatifs qui apparaissent dans chaque texte (Turney, 2002). Dans le cadre de
ces approches, il est alors pertinent d’utiliser des ressources existantes telles que
SentiWordNet (Esuli et Sebastiani, 2006). Chaque caractéristique de cette ressource
est associée à des scores numériques décrivant l’intensité des descripteurs linguis-
tiques selon trois critères : objectif, positif et négatif. Notons que certaines approches
récentes se concentrent sur l’identification des émotions associées aux descripteurs
spécifiques des réseaux sociaux (par exemple, les hashtags issus des tweets) (Qadir et
Riloff, 2014).
4. Conclusion
Les médias sociaux se définissent par le recours à des outils électroniques et à
l’Internet dans le but de partager et d’échanger efficacement de l’information et des
expériences (Moturu, 2009). Ils donnent accès à une information riche et sans cesse
renouvelée que les médias traditionnels ne fournissent pas (Melville et al., 2009).
Les deux réseaux sociaux les plus populaires, Facebook et Twitter, sont étudiés dans
les articles retenus de ce numéro spécial. Le premier (article de Amitava Das et Björn
Gambäck) s’intéresse à l’identification des langues (anglais, bengali et hindi) que nous
pouvons retrouver dans une même phrase ou un même message. En effet, comme
évoqué dans cet article introductif, l’aspect multilingue associé aux réseaux sociaux
demeure une problématique éminemment complexe. Outre le mélange des langues, les
messages des réseaux sociaux ont des caractéristiques comme la présence de hashtags
qui doivent aussi être étudiés dans les différentes applications. Ces aspects sont pris
en compte dans un processus global de détection d’événements proposé dans l’article
invité de ce numéro spécial (article de Houssem Eddine Dridi et Guy Lapalme).
Ce numéro spécial montre de quelle manière les méthodes de TAL contribuent à
l’analyse des réseaux sociaux. Différents systèmes qui gèrent le contenu des forums
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de discussion, des blogues et des microblogues, ont récemment connu des amélio-
rations qui favorisent tant la formation de communautés virtuelles que la connec-
tivité et la collaboration entre les utilisateurs (Osborne et al., 2014). Alors que les
médias traditionnels – tels que journaux, télévisions et radios – se caractérisent par
un mode de communication unidirectionnel de l’entreprise jusqu’au consommateur,
les médias sociaux, eux, proposent différentes plates-formes où l’interaction dans les
deux sens est possible. Pour cette raison, ils représentent une source primaire d’in-
formation au moment de réaliser une veille stratégique. C’est ainsi que plus récem-
ment, les recherches se sont concentrées sur l’analyse du langage dans les médias
sociaux pour comprendre les comportements sociaux et concevoir des systèmes so-
cioadaptés. L’objectif est d’analyser le langage dans une démarche pluridisciplinaire
mêlant par exemple, informatique, linguistique, sociolinguistique et psycholinguis-
tique (Brézillon et al., 2013 ; Aiello et McFarland, 2014).
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