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ABSTRACT
Device-free localization (DFL) and tracking services are important components in secu-
rity, emergency response, home and building automation, and assisted living applications
where an action is taken based on a person’s location. In this dissertation, we develop new
methods and models to enable and improve DFL in a variety of radio frequency sensor
network configurations.
In the first contribution of this work, we develop a linear regression and line stabbing
method which use a history of line crossing measurements to estimate the track of a person
walking through a wireless network. Our methods provide an alternative approach to DFL
in wireless networks where the number of nodes that can communicate with each other in
a wireless network is limited and traditional DFL methods are ill-suited.
We then present new methods that enable through-wall DFL when nodes in the net-
work are in motion. We demonstrate that we can detect when a person crosses between
ultra-wideband radios in motion based on changes in the energy contained in the first few
nanoseconds of a measured channel impulse response. Through experimental testing, we
show how our methods can localize a person through walls with transceivers in motion.
Next, we develop new algorithms to localize boundary crossings when a person crosses
between multiple nodes simultaneously. We experimentally evaluate our algorithms with
received signal strength (RSS) measurements collected from a row of radio frequency (RF)
nodes placed along a boundary and show that our algorithms achieve orders of magnitude
better localization classification than baseline DFL methods.
We then present a way to improve the models used in through-wall radio tomographic
imaging with E-shaped patch antennas we develop and fabricate which remain tuned
even when placed against a dielectric. Through experimentation, we demonstrate the
E-shaped patch antennas lower localization error by 44% compared with omnidirectional
and microstrip patch antennas.
In our final contribution, we develop a new mixture model that relates a link’s RSS as a
function of a person’s location in a wireless network. We develop new localization meth-
ods that compute the probabilities of a person occupying a location based on our mixture
model. Our methods continuously recalibrate the model to achieve a low localization error
even in changing environments.
iv
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Wireless transmission and communication have changed our world in so many ways.
Embedded devices the size of a thumb can send and receive data wirelessly at astonishing
speeds to another device many meters away. With multiple nodes forming a network, data
can be passed from one node to another until it reaches its destination. These networks are
appearing in greater numbers in our homes, businesses, and communities. When a node in
a network transmits its data, an electromagnetic wave propagates throughout space. The
electromagnetic waves are inevitably reflected, attenuated, and scattered by the objects
and people in that space. As the objects and people in the space move, a receiving node
will measure changes in the wireless channel. The same channel over which data are sent is
also the medium through which two nodes sense a person nearby. With a network of these
nodes, we are able to locate the source of the movement. Using the measurements on the
links on a wireless network to perform localization has been called sensorless sensing [15],
passive localization [12], and device-free localization (DFL) [17], since we do not localize
tags.
In this dissertation, we develop new methods and models to enable and improve DFL
in a variety of sensor network configurations. The configuration of the sensor network
can vary in many ways. The nodes of a sensor network can be statically deployed or the
nodes can be moving. Alternatively, the number of nodes that can communicate with
each other may be few because of the choice of communication protocol or because of
a low signal-to-noise ratio. Sensor networks can also differ in the node’s configuration
geometry. Even the choice of hardware can influence the models and methods used in
DFL. Understanding the nature of the problems we address in this dissertation requires
that we first define the important terms link, sensor, localization, and link line.
The wireless networks we refer to in this dissertation are made up one or many nodes
2that can make measurements of the wireless channel. A pair of nodes creates a link between
many or all other nodes in the network. In that the measurements of the channel are
changed by the presence and movement of a person, a wireless link forms a sensor by
which we sense the presence and location of a person. A wireless sensor network is thus
made of many links that provide the measurements to sense the environment.
The goal in DFL is to use the measurements of all the links to perform localization where
we estimate the coordinates of a person in space. In this dissertation, we limit localization
to one person in either one-dimensional (1D) or two-dimensional (2D) space. Many of
the localization methods we develop are based on the idea of crossing lines. We call the
imaginary line segment between two nodes a link line which is crossed when a person
passes between the nodes. A link line crossing detector then indicates when the person
is occupying the space between the nodes. A person’s location can be inferred when they
cross many link lines simultaneously, or over time.
In the remainder of this chapter, we discuss the applications that require or benefit from
DFL in Section 1.1 and then we explain several methods of performing DFL in Section 1.2
and the channel measurements that can be used for sensing in Section 1.3. In Section 1.4,
we explain the contributions of this dissertation to work in DFL and outline the remainder
of the dissertation in 1.5.
1.1 DFL Applications
DFL systems have a long history in military applications to detect aircraft and missiles
in the air and sea vessels that are unseen in darkness or in fog. Weather prediction has
also benefited from tracking the path of clouds with radar. DFL technology, which has
filled the skies and seas, is gradually making a greater presence in homes, buildings, and
cities. Home and business owners benefit from DFL because it serves as a security system.
Detecting intruders and having a record of their path provides valuable information on
how much time was spent in the vicinity, when the intrusion occurred, and the rooms or
offices the intruder visited. A DFL system could also supply information to a smart home
or building that sends actuation commands to appliances, lights, locks, and window covers
based on the location of a person inside. As the life expectancy increases, more of the
aging population is opting for aging in place and in-home care during their sunset years.
3Family members and caretakers of the aging population can use DFL to remotely monitor
daily activity. A system could notify caretakers if the aging person has not moved from
one location for a period of time which may indicate that they have fallen, for example.
With technological advances happening at an increasing rate, the number of location-based
services will continue to rise. Creating DFL systems that can provide reliable and efficient
solutions will need to keep up with this demand.
1.2 DFL Methodologies
Many forms of DFL have been developed to localize and track a person based solely
on observed or modified channel measurements the person’s presence and movement
induces. We describe the more traditional DFL methods in the following sections.
1.2.1 Fingerprint Methods
In multipath environments, it is difficult to predict what the observed channel measure-
ments will be as a function of a person’s location. The size, clothing and spatial orientation
of a person as well as the RF properties and locations of objects in the environment are
additional variables that make this prediction even more challenging. An alternative to
predicting is measuring and is accomplished by performing fingerprint training in many
locations in the area of interest. Channel measurements are stored to a database and
labelled with the location of the person. After the training period is over, DFL is performed
by computing a similarity metric between new channel measurements and those stored in
the database. The label with the greatest similarity is then selected as the location estimate
[11], [16]. Fingerprint DFL is highly accurate when the only change in the environment
is a person moving inside. But by moving, adding, or removing objects from the area,
fingerprints need to be retrained to account for the changed environment [10].
1.2.2 Model-Based
Training and retraining fingerprints can be laborious and infeasible which is why many
DFL methods are model-based. Model-based DFL instead uses spatial models to define
the relationship between changes in channel measurements and a person’s location a priori.
Typically these models are based on the idea that changes in a link’s channel measurements
are caused by a person being on or near the link line. It is necessary, therefore, to have
4reference channel measurements when the person is not affecting the link’s measurements.
Reference measurements are typically obtained when it is known the area of interest is
vacant or by keeping a long-term average of the channel measurements. Yet, there are
discrepancies between the spatial model and with reality which can result in poorer local-
ization performance than fingerprinting. In spite of this trade-off, many types of DFL have
been developed for their ease of use. Some of the more popular methods are described in
the next sections.
1.2.2.1 Bistatic Radar
Radars have been widely used in the military and in the aviation industry to track the
location of objects flying in the sky. In monostatic pulse radar systems, a transmitter sends
a pulse in the direction of possible targets. When a target is nearby, it reflects some of
the electromagnetic energy toward the source which is in receive mode. The receiver then
estimates the time between the reflection and reception and uses this estimate to calculate
the distance to the target. An actual location estimate can be achieved with bistatic pulse
radar [1]. A transmitter sends a pulse and a receiver measures many copies of this pulse
as it was reflected off of objects in the environment. One of the copies of the pulse can be
caused by the presence of a person. The time difference between the first arriving copy, or
path, and the path caused by the person translates to the excess length of the reflected path.
For a transmitter-receiver pair, the excess path length puts the person on an ellipse whose
foci are the locations of the transmitter and receiver. When multiple receivers estimate the
excess path length, multiple ellipses are formed, the intersection of which estimates the
location of the person.
1.2.2.2 Radio Tomographic Imaging
In radio tomographic imaging (RTI), an image of showing the locations which are most
likely responsible for the change in channel measurements is estimated [9], [13]. RTI uses
a linear model that relates the change in channel measurements y and an image x through
y = Wx+ n (1.1)
where n is noise and W is a weight matrix that defines how much a person’s presence in a
pixel contributes to changes in a link’s channel measurements. A common weight matrix
5follows an elliptical model where a change in channel measurements on a link only occur
when a person occupies a pixel inside of an ellipse whose foci are the link’s nodes. A
regularized least-squares solution to this linear equation is typically used to estimate the
image x. Each pixel in x maps to a coordinate in space, and the coordinate whose pixel is
greatest is the location of the person.
1.2.2.3 Particle Filters
A different approach to localization is to say that the channel measurements are a ran-
dom variable and that they follow a probability distribution conditioned on the location of
the person [14], [18]. Likelihoods of observing new channel measurements given particle
locations are computed using the distributions. The particle with the greatest likelihood
is selected as the location estimate. It is common to define a link as being in either an
affected or unaffected state. The link follows either an unaffected or affected distribution.
The parameters for these distributions are either learned on-the-fly or through training.
Like in RTI, particle filters use an elliptical model to spatially define where a person must
be for the link to be in either the affected or unaffected state.
1.3 RF Devices Used in DFL
RF devices offer a variety of different ways to make measurements of the channel
between two nodes. These measurements are then processed to perform DFL, as discussed
previously. RF devices differ in many ways, but we focus on ultra-wideband and narrow-
band transceivers and discuss what channel measurements they offer for use in DFL.
1.3.1 Ultra-Wideband
In an ideal wireless transmission, we would be able to send pulses with infinitely
narrow periods. When the pulse is sent, copies of it travel along many paths, being
reflected and attenuated by objects nearby in the process. A receiver then measures the
pulse that traveled along the LOS path as well as the paths of longer lengths. The channel





αj(t)δ(τ − τj(t)) (1.2)
6where τ is a time delay, N is the number of paths, αj is the complex gain of the jth path,
and δ(t) is the Dirac impulse function [2]. Radios cannot send infinitely narrow pulses,
but with (UWB) radios, the period of the pulse is very small. An UWB receiver can mea-
sure the channel impulse response (CIR) which exposes the constructive and destructive
interference of the pulses at many time delay bins. Changes in the complex amplitude
in individual time delay bins can indicate the presence or absence of a person, as was
explained in bistatic radar DFL. When the changes in amplitude occur for paths with
very short time delays, that provides evidence that a person is on or near the link line
where the paths have very small excess path lengths. We leverage this portion of UWB
CIR measurements along with RTI to perform DFL in Chapter 3.
UWB radios come with a cost. A typical UWB radio will cost on the order of hundreds
or thousands of dollars. Additionally, it occupies a 500 MHz or greater portion of the radio
spectrum. With bandwidth already at a premium, the widespread use of UWB for DFL
applications may not be a viable solution.
1.3.2 Narrowband
Measuring the channel impulse response is only possible with radios that are allowed
to occupy a large part of the radio spectrum. In contrast, narrowband receivers are limited
to measuring either amplitude and phase or received signal strength (RSS). While am-
plitude and phase are accessible on some wireless devices, RSS measurements are more
ubiquitous and are easily accessible. The RSS is an estimate of the power at the receiver’s
antenna and is a measure of the sum of the magnitudes of all multipath components in
the CIR. Unlike the measured CIR, RSS contains contributions from all time delays. This
means that RSS measurements can change significantly even when a person stands far
from the link line. Additionally, a person could stand directly on the link line without
causing a significant change in RSS. So although RSS is easily accessible and ubiquitous,
the measurement itself makes it difficult to predict the affect a person’s location will have
on RSS measurements. In this dissertation, we develop new RSS-based methods and
spatial models to enable and improve DFL.
71.4 Contributions
In this dissertation, we make several contributions to the field of DFL using the channel
measurements of wireless sensor networks. These contributions include new models to
capture the relationship between RSS measurements and a person’s location and devel-
oping new methods to perform DFL with line crossing measurements. The publications,
both accepted and in process, along with the specific contributions of the author are sum-
marized below.
• P. Hillyard, S. Daruki, N. Patwari, and S. Venkatasubramanian, “Track estimation
using link line crossing information in wireless networks,” Global Conf. on Signal
and Inform. Process. (GlobalSIP), 2013 IEEE, 2013 [3].
1. In wireless networks with many, well-distributed, fully-connected nodes, DFL
methods can achieve low localization error because a person is likely to affect
the RSS measurements on multiple links simultaneously. However, DFL meth-
ods can be ill-suited to perform localization when the wireless network has a
low-density of link lines passing in the area. In this work, we advance the field
of DFL by developing two new methods to perform tracking in networks where
traditional DFL methods are ill-suited. Our methods estimate the track a person
took while in the network from a history of link line crossing measurements.
2. My contribution in this work includes the development of the linear regres-
sion and line stabbing algorithms to perform track estimation. Additionally, I
developed a simulation testbed where the tracking performance of the linear
regression and line stabbing solutions could be evaluated and compared. We
include this work in Chapter 2.
• P. Hillyard, D. Maas, S. Premnath, N. Patwari, and S. Kasera, “Through-wall person
localization using transceivers in motion,” Arxiv.org, Tech. Rep. arXiv:1511.06703
[cs.ET], Nov. 2015 [5].
1. Many DFL methods are developed under the assumption that the nodes of the
sensor network are statically deployed. Changes in the RF measurements are
consequently the cause of people moving inside the network. We contribute the
8to the field of DFL by putting the nodes in motion where they quickly sweep the
area for changes in channel measurements which would indicate the presence
and location of a person. However, changes in the channel measurements are a
combination of a person’s presence and small scale fading due to moving nodes.
An additional contribution to DFL we make is showing that we can discriminate
between small scale fading and a person’s presence using the energy contained
in the first few nanoseconds of a link’s channel impulse response measurement.
In addition, our choice of channel measurement fits naturally with RTI’s spatial
model because multipath with short time delays are changed or created when a
person is inside the ellipse of a link.
2. My contribution in this work includes making measurements with ultra-wide-
band impulse radios to demonstrate that we can detect link line presence from
the energy contribution of short excess delays in the impulse response. Addi-
tionally, I led the experiments to collect impulse response measurements used
for localization evaluation. Lastly, I developed the link line presence detection
algorithms and the algorithm used to estimate a person’s location. We include
this work in Chapter 3.
• P. Hillyard, N. Patwari, S. Daruki, and S. Venkatasubramanian, “You’re crossing the
line: Localizing border crossings using wireless RF links,” 2015 IEEE Signal Process.
and Signal Process. Educ. Workshop (SP/SPE), Aug. 2015. [6].
• P. Hillyard and N. Patwari, “Demonstration: Detecting and localizing border cross-
ings using RF links,” Proc. of the 14th Int. Conf. on Inform. Process. in Sensor
Networks (IPSN ‘15), Apr. 2015 [8].
• P. Hillyard, A. Luong, and N. Patwari, “Highly reliable signal strength-based bound-
ary crossing localization in outdoor time-varying environments,” Proc. of the 14th
Int. Conf. on Inform. Process. in Sensor Networks (IPSN ‘16), Apr. 2016 [4].
1. Algorithms that detect link line crossings suffer from false alarms and missed
detections. Our contribution to DFL in these works includes a new deployment
geometry to correct individual link line crossing measurement errors. We de-
9ploy nodes linearly along a boundary which naturally partitions a boundary
into short segments and places link lines in an overlapping geometry. An ad-
ditional contribution is this work is that we develop localization methods that
exploit the network geometry to provide robust boundary crossing localization
by correcting errors in single link line crossing measurements.
2. In these works, I carried out over 75 h worth of experimentation, gathering
RSS measurements during boundary crossings during in sunny, windy, and
rainy periods. I developed four new boundary crossing localization systems
that leveraged the linearly deployed node configuration. I also developed code
to compare my methods against baseline DFL methods in terms of localization
accuracy. Additionally, I built the physical system and created the algorithms
for a real-time boundary crossing localization system that ran for 3 months. We
include this work in Chapters 4 and 5.
• P. Hillyard, C. Qi, A. Al-Husseiny, G. D. Durgin, and N. Patwari, “Focusing through
walls: An E-shaped patch antenna improves whole-home radio tomography,” 2017
IEEE Int. Conf. on RFID, May 2017 [7].
1. In RSS-based RTI, an elliptical model is used to define the pixels in which a
person must stand to affect the RSS on a link. There is often a mismatch between
reality and these models. The differences between the model and reality are
even greater when antennas are placed against the surface of exterior walls. This
work advances the field of RTI-based DFL by lessening the gap between reality
and the model with an appropriate antenna design. The E-patch antennas stay
tuned when placed against an exterior wall. The result is that more power is
concentrated in the ellipse around a link line, which more closely matches RTI’s
spatial model. This contribution improves RTI’s localization performance when
compared to when microstrip patch and omnidirectional antennas are used in
RTI.
2. In this work, I lead experiments at three sites to collect RSS measurements
with E-shaped patch antennas, microstrip patch antennas, and omnidirectional
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antennas. I wrote the scripts used to perform two different RTI methods on the
experimental data we collected. We include this work in Chapter 6.
• P. Hillyard and N. Patwari, “Never use labels: Signal strength-based bayesian lo-
calization in changing environments,” IEEE Trans. on Mobile Computing, (to be
submitted).
1. DFL methods commonly use an elliptical model to spatially define where a
person must be such that they affect the RSS measurements on a link. In reality,
a person inside the ellipse can have no effect on the RSS measurements, and
a person outside the ellipse can affect RSS measurements. Our contribution
to DFL in this work is to develop a mixture model such that there is some
probability of a link being affected and unaffected as a function of the person’s
excess path length to the link. Another significant contribution we make is to
make a localization system that tracks a moving and stationary person without
an empty room calibration and without fingerprint training.
2. In this work, I develop two new Bayesian localization methods that compute
the probabilities of a person’s location using the mixture model I develop. These
two methods are evaluated from measurements I recorded at two different sites.
Lastly, I implemented other DFL methods to serve as baseline comparisons. We
include this work in Chapter 7.
1.5 Outline of Dissertation
In the remainder of this dissertation, we develop new methods of using link line cross-
ings to perform DFL. Additional models are also developed for DFL applications. In
Chapter 2, we estimate a person’s track from a history of link line crossing measure-
ments using two new track estimation methods we develop. In Chapter 3, we measure
line crossings using transceivers in motion to localize a person through walls. Link line
crossings are measured using the channel impulse response measurements from a pair of
ultra-wideband radios. A boundary crossing localization system is developed in Chapters
4 and 5 using RSS measurements on overlapping links. We compare our methods with
other DFL methods adapted to the boundary crossing problem. In Chapter 6, we fabricate
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new E-shaped antennas that remain tuned when placed against a dielectric material, thus
improving RTI’s localization performance compared to other antennas. In Chapter 7, we
create a new probabilistic mixture model that relates RSS measurements as a function of a
person’s location. The system is calibrated as a person moves inside the network. Lastly,
in Chapter 8, we conclude with key findings from this work and future directions.
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CHAPTER 2
TRACK ESTIMATION USING LINK LINE
CROSSING INFORMATION IN
WIRELESS NETWORKS
©2013 IEEE. Reprinted, with permission, from P. Hillyard, S. Daruki, N. Patwari, and
S. Venkatasubramanian, “Track estimation using link line crossing information in wireless
networks,” IEEE Global Conf. on Signal and Inform. Process. (GlobalSIP), Dec. 2013.
2.1 Abstract
Device-free or non-cooperative localization uses the changes in signal strength mea-
sured on links in a wireless network to estimate a person’s position in the network area.
Existing methods provide an instantaneous coordinate estimate via radio tomographic
imaging or location fingerprinting. In this paper, we explore the problem of, after a person
has exited the area of the network, how can we estimate their path through the area? We
present two methods which use recent line crossings detected by the network’s links to
estimate the person’s path through the area. We assume that the person took a linear
path and estimate the path’s parameters. One method formulates path estimation as a
line stabbing problem, and another method is a linear regression formulation. Through
simulation we show that the line stabbing approach is more robust to false detections,
but in the absence of false detections, the linear regression method provides superior
performance.
2.2 Introduction
Current research in device-free localization can provide instantaneous or real-time co-
ordinate estimates of a person inside the deployment area of a wireless network. The
person carries no wireless device to assist in the localization. Technologies such as radio
tomographic imaging (RTI) can achieve remarkable localization accuracy [3], [6]. However,
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the accuracy comes at the requirement of a high density of radio sensing nodes.
In this paper, we explore the estimation of the person’s path or trajectory through
the deployment area after the person has travelled through. We may want to know the
direction and velocity of their path, and be willing to wait until the person has crossed
through in order to make the estimate. In cases when the node (and thus link) density is
low, a person may cross links only occasionally, and thus instantaneous point estimates
may have significantly higher error than the after-the-fact path estimate.
We propose two path estimators which receive which link lines were detected as crossed
and at what times, and output the estimates of the parameters of a linear path. We approx-
imate the person’s path as straight based on the observation that people tend to walk in
piecewise straight paths. The first method formulates path estimation as a line stabbing
problem, and the second method is a linear regression formulation.
Inaccuracies that arise as a result of detecting link line crossings are the major hurdles
affecting the performance of our proposed methods. Link line crossing detection methods
will ultimately miss crossing events and will report false crossings. The solutions we
propose track a person’s path in spite of these errors. We analyze the performance of
the two methods through simulation.
The paper is organized as follows. We introduce our link line detection model, and the
line stabbing and linear regression algorithms in Section 2.3. We then present a simulation
framework and provide and discuss results in Section 2.4. We conclude in Section 2.5.
2.3 Methodology
In this paper, we consider a wireless network with N wireless devices, or nodes. The
coordinate of the ith node is given as zi = (xi, yi) in a Cartesian plane. In this work
we consider only 2D localization. The link k = (i, j) is a communication link between
transmitter i and receiver j. We refer to the link line segment as sk, whose endpoints are zi
and zj; and to the link line which contains both zi and zj. Link line k is also given as the
equation aky = bkx+ ck. In this paper, we assume a single person is walking, with position
p[n] at time index n. Time index n corresponds to time nTs, where Ts is a sampling period.
We assume that link line crossing detection is performed using measurements of the
radio channel. For example, the channel measurement might be the RSS. When a person
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passes near a link line segment, he tends to affect the received signal strength (RSS) mea-
sured on the link, in a manner that is detectable [2], [5], [6]. We assume a detector as in [2],
[5], [6] is applied to the channel measurements at each time index.
2.3.1 Link Line Crossing Detection Model
Link crossing detection methods are prone to both false alarms and missed detections
[6], but our experimental experience tells us that the further a person is from a link line
segment, the less likely that link will detect a crossing [4]. Currently, no statistical model
for link line crossing detection performance has been reported in the literature. In this
work, we use a simple model to describe the probability of a link’s channel measurement
being “perturbed” by a person’s presence at a particular location, and that perturbation
then causing the link to be detected as “crossed”. We denote Pk[n] as the probability that
link k = (i, j) is detected as perturbed at time index n,
Pk[n] = P0e
− 1δ (‖zi−p[n]‖+‖zj−p[n]‖−‖zi−zj‖) (2.1)
where P0 is the probability a perturbation event is detected when a person is blocking
the link line segment, and δ is the decay constant. A smaller δ value models links that
experience changes in RSS solely when p[n] is very near the link, while larger δ values
model links that experience significant changes in RSS even when p[n] is relatively far
away.
Link line crossing algorithms consider a link line crossed only when detected as per-
turbed consecutively for longer than Tc seconds, or nc = b TcTs c samples [5]. If the case
arises that a link detects more than one perturbation, the system detects a crossing and
records the median of the perturbation events as the crossing time. After the person crosses
through the wireless network, the system generates a vector Qstate = [q1, q2, . . . , qL]T where
L is the number of links and qk is 0 when link k is not detected as crossed and 1 when it
is detected as crossed. The system also generates Ttime = [t1, t2, . . . , tL]T where tk is the
time in seconds when link k is detected as crossed. We use Qstate and Ttime in the linear
regression and line stabbing algorithms to estimate the person’s path as described in the
following subsections.
17
2.3.2 Line Stabbing Estimation
In computational geometry, given a set of line segments, the line stabbing problem is
to define the set of lines y = mx + b that intersect (or stab) all the line segments [1]. In
our case, the line segments are the link line segments {sk}k, and we wish to estimate a line
which corresponds to the straight path of a person passing through a wireless network.
The key challenge in our problem is that the system may record false link crossings or
miss link crossings.
To solve this problem, we use the principle of point-line duality. A point with coordi-
nates (a, b) is transformed to a line l∗ = ax + (−b) and a line l′ = ax + b is transformed
to a point with coordinates (a,−b). A line segment, which is defined by two endpoints p1
and p2 is transformed into a dual-wedge, where the boundaries of the dual-wedge are the
lines l∗1 and l
∗
2 and the region between the boundaries are the infinite number of lines that
pass through the intersection of l∗1 and l
∗
2 . Overlapping dual-wedges form a stabbing region
such that any point pstab within the region transforms into a line lstab that stabs the set of
line segments that correspond to the overlapping dual-wedges.
In this work, the L links in the network are represented as line segments sk, where k
corresponds to the kth link. The line segment sk is transformed into its dual-wedge wk.
For speed of processing, we use a discretized grid of points, denoted by the matrix Mk,
to define wk: the grid point Mk(a, b) is assigned the value 1 if (a, b) is inside wk and 0 if
(a, b) is outside wk. The grid points for all Mk are bounded horizontally by [amin, amax]
and vertically by [bmin, bmax]. An example of a discrete dual-wedge is shown in Figure 2.1.
We combine all L matrices in a database C, where the 1st and 2nd dimensions are the grid
points and the 3rd dimension is the kth matrix, Mk. If we were to examine C(0.3, 0.6),
we would see a 1× L binary vector, C(0.3, 0.6) = [c1, c2, . . . , cL]. If ck = 1, then the point
(0.3, 0.6) is inside wk, and is outside wk if ck = 0. Applying duality to point (0.3, 0.6),
the line l∗ = 0.3x + (−0.6) stabs all line segments sk whose corresponding ck value is 1.
Suppose that the link crossing detection system could perfectly detect link crossings. Then
we could define a set of lines that stab the crossed links by finding all points in C(a, b)
where Qstate = C(a, b). But since the link crossing detection system misses and falsely
detects link line crossings, we are left to find all points in C(a, b) such that the difference in
values in C(a, b) and Qstate are minimized. We define the stabbing region to be the set of
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where d(Qstate,C(a, b)) = |{i : qi − ci 6= 0}|, i.e., the number of disagreements between the
two vectors. In many cases, performing (2.2) yields multiple points (a, b) that define the
stabbing region. We require one point, pstab, whose dual is an estimate of the path traveled
by the person. In this paper, we choose the centroid of points produced by (2.2) to be pstab,
whose dual is lest. Estimating pstab with a maximum liklihood or Bayesian estimator, is left
to future work.
2.3.3 Linear Regression Estimation
In addition to the line stabbing adaptation, we also use ordinary least squares to es-
timate the initial position and trajectory of a person walking through the network using
link crossing information in Qstate and the detected time of crossing in Ttime. The path the
person travels is parameterized such that when he crosses link k at time tk, his coordinate
(x, y) is defined by
x = tkvx + px
y = tkvy + py
(2.3)
where the unknown parameters p[0] = [px, py]T are the coordinates of the person at t = 0
and [vx, vy]T are the rate of change of the x and y coordinates, respectively. For all links
k for which qk = 1, we combine the line equation of all links detected as crossed, their
recorded crossing time, and (2.3) to form a matrix equation
a1t1 −b1t1 a1 −b1



























The value R must be≥ 4 and is the number of links detected as crossed. Given that the link
crossing detection and timing system are imperfect, we minimize the error in θ by using
an ordinary least squares estimation:
θˆ = (αTα)−1(αTβ). (2.5)
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The line that estimates the path the person took in the network is defined as lest = (vˆy/vˆx)x−
(vˆy/vˆx) pˆx + pˆy.
2.3.4 Quantifying Estimation Accuracy
In this section, we describe how we quantify the accuracy of the line estimate lest
obtained from the algorithm in Section 2.3.2 or 2.3.3. While many quantification methods
exist, we calculate accuracy as the root-mean-square error (RMSE) of a discretized line seg-
ment that passes through the area. We calculate the bottom-left-most and top-right-most
intersection points between that of the true path and the network as well as the estimated
path and the network. These coordinates are denoted as zpathll , z
path
ur , and zestll , z
est
ur . We
choose P evenly distributed points along the lines connecting the coordinates of zpath and






‖Dpath − Dest‖F, (2.6)
where ‖ · ‖F indicates the Frobenius norm.
2.4 Results
In this section, we describe our simulation framework, and then use it to show the
accuracy of the line stabbing and linear regression methods.
2.4.1 Simulation Framework
In simulation, 30 nodes are placed inside of an 276 m2 area as shown in Figure 2.2. A
link k = (i, j) is formed between the nodes only when ‖zi − zj‖ < dmax, where dmax is
the connectivity distance. We use dmax = 10m in this simulation. The endpoints of the
true path for each simulation are normally distributed N(0, 1) around the points (0,−5)
and (30, 10). We also adjust P0 and δ in (2.1) for each trial to simulate scenarios where the
detection rate (i.e., the ratio of accurately detected link line crossings to the total number
of true link line crossings) and false alarm rate (i.e., the ratio of the number of false alarms
to the product of the number of samples taken by the wireless network and the number of
links) are high and low (see Figures 2.3 and 2.4). For each trial, we record the false alarm
rate, the detection rate, and the RMSE with the associated value of P0 and δ. In this work,
anywhere from sixty to seventy link lines are crossed for each trial.
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2.4.2 Line Stabbing Performance
Figure 2.5 shows the relationship between P0 and δ and RMSEavg. For P0 ≥ 0.75,
RMSEavg is≈0.8 m for small δ and increases to>2.0 m for large δ. We note the unexpected
influence of the parameter P0 — for almost all values of δ, the lower the value of P0, the
lower the RMSEavg. This unexpected behavior is due to the false alarm rate vs. P0 and δ, as
seen in Figure 2.3. Lower values of P0 result in lower false alarm rates over all δ. Although
the detection rate is higher for larger P0 (see Figure 2.4), RMSEavg increases for larger P0
because of the higher false alarm rate.
2.4.3 Regression Performance
In Figure 2.6, we show the RMSEavg of all simulations with the given P0 and δ value.
We observe that the RMSEavg has a minimum of≈0.5 meters when δ is small for all values
of P0. As δ increases, RMSEavg also increases until it peaks at ≈2.5 meters when δ = 2
meters for P0 ≥ 0.75. This trend can be attributed to the average false alarm rate at each
value of δ, as observed in Figure 2.3. For all values of P0, the false alarm rate increases as δ
increases. A higher false alarm rate tends to increase RMSEavg until it reaches a maximum.
It should also be noted that although the system achieves a high detection rate for large δ
(see Figure 2.4), the RMSEavg does not reduce significantly.
2.4.4 Performance Comparison
We draw a few conclusions about the different performance of the line stabbing and
linear regression algorithms. Using the linear regression algorithm, RMSEavg maxes out
at ≈2.5 meters whereas the RMSEavg in the adapted line stabbing algorithm would even-
tually exceed 2.5 meters for δ > 4 meters (as observed in Figures 2.5 and 2.6). However,
if 0.1 < δ < 4, the adapted line stabbing algorithm will provide a more accurate best line
estimate (regardless of the the detection rate). In other words, the line stabbing approach
is more robust to false alarms; but in the absence of false alarms, the linear regression algo-
rithm provides the better accuracy. Note that low δ implies that links are only perturbed
when a person is very close to the line between the transmitter and receiver.
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2.5 Conclusion
In this paper, we present algorithms for device-free tracking using a wireless network.
We study the algorithms via simulation using a simple probability of link line crossing
detection model. Simulations show it is possible to track the straight path of a person
passing through a wireless network despite the presence of false and missed line crossing
detections. When there are few false alarms, we can accurately estimate the track of the
person to within a RMSE of 0.8 meters using the adapted line stabbing algorithm and 0.5
meters using the linear regression algorithm. However, the line stabbing algorithm is more
robust to a high false alarm rate compared to the linear regression approach.
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Figure 2.1. An example matrix Mk containing the dual-wedge wk. Blue o’s are where
Mk(a, b) = 0 and red x’s are where Mk(a, b) = 1. The black lines are the dual of the
endpoints of line segment sk.
23




















Figure 2.2. Node coordinates in the simulation network. Endpoints of the true path are
normally distributed around the lower and upper (x).
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Figure 2.3. Mean false alarm rate as a function of P0 and δ.
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Figure 2.4. Mean detection rate as a function of P0 and δ.
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Figure 2.5. Average RMSE for the line stabbing algorithm as a function of P0 and δ.
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Figure 2.6. Average RMSE for the regression algorithm as a function of P0 and δ.
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CHAPTER 3
THROUGH-WALL PERSON LOCALIZATION
USING TRANSCEIVERS IN MOTION
Reprinted, with permission, from P. Hillyard, D. Maas, S. Premnath, N. Patwari, and S.
Kasera, “Through-wall person localization using transceivers in motion,” Arxiv.org, Tech.
Rep. arXiv:1511.06703 [cs.ET], Nov. 2015.
3.1 Abstract
We develop novel methods for device-free localization (DFL) using transceivers in mo-
tion. Such localization technologies are useful in various cross-layer applications/protocols
including those that are related to security situations where it is important to know the
presence and position of an unauthorized person; in monitoring the daily activities of
elderly or special needs individuals; or in emergency situations when police or firefighters
can use the locations of people inside of a building in order to save lives. We propose that
transceivers mounted on autonomous vehicles could be both quickly deployed and kept
moving to “sweep” an area for changes in the channel that would indicate the location
of moving people and objects. The challenge is that changes to channel measurements
are introduced both by changes in the environment and from motion of the transceivers.
In this paper, we demonstrate a method to detect human movement despite transceiver
motion using ultra-wideband impulse radar (UWB-IR) transceivers. The measurements
reliably detect a person’s presence on a link line despite small-scale fading. We explore
via multiple experiments the ability of mobile UWB-IR transceivers, moving outside of the
walls of a room, to measure many lines crossing through the room and accurately locate a
person inside within 0.25 m average error.
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3.2 Introduction
Multistatic RF localization technologies, such as radio tomographic imaging [1], device-
free passive localization [2], multiple-input multiple-output (MIMO) radar [3], and mul-
tistatic ultra-wideband impulse radar (UWB-IR) [4], offer the potential to locate moving
people and objects over wide areas using RF channel measurements. In highly cluttered
multipath environments, these systems rely on the change in the RF channel to identify
and locate moving people and objects. Such localization technologies are useful in various
cross-layer applications/protocols including those that are related to security situations
where it is important to know the presence and position of an unauthorized person; in
monitoring the daily activities of elderly or special needs individuals; or in emergency
situations when police or firefighters can use the locations of people inside of a building in
order to save lives.
Device-free localization (DFL) (where people being localized do not carry any wireless
transmitters) research has, typically, built algorithms and systems around the assumption
that the position of transceivers performing DFL remain static, and that measured changes
are solely due to movements in the environment [5]–[7]. Under these conditions, changes
in channel measurements are due to the movement of people or objects in the environment
[8], [9]. The location of moving people or objects can be accurately estimated based on
which wireless links show significant changes in channel measurements. The use of static
transceivers poses certain practical challenges. First, a large number of transceivers may be
required to cover the entire monitored area. Second, and very importantly, there may not
be sufficient time to deploy a large number of transceivers when people must be localized
very quickly (e.g., in emergency situations).
In this paper, we develop methods for DFL using only a few transceivers in motion.
In our methods, the RF channel is measured by mobile transceivers (e.g., aerial or ter-
restrial vehicle-mounted) that can autonomously change position to enable rapid deploy-
ment, adapt to a moving target, or refine location estimates. For example, pairs of mobile
transceivers, like z1 and z2 in Figure 3.1, can make rapid channel measurements while in
motion then detect the obstruction of the link line, (i.e., the line from the transmitter to
receiver), an operation we call link line presence detection. By measuring link line presence
on many moving link lines, the system can effectively sweep a building for activity. We
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assume that a transceiver can determine its coordinates relative to a fixed local coordinate
system, and can eventually return to a previous position, to re-measure from that position.
The mobile node’s self-positioning and self-navigation will not be perfect, and part of
this work explores how accurate the self-positioning and self-navigation need to be in
order to accurately localize people. In a sophisticated deployment, a swarm of robotic
vehicle-mounted transceivers may be used, some in motion and some static during any
given period of time.
When mobile transceivers are used for measurements of a radio channel, multiple
factors can cause variations in the channel measurements. First, with mobile transceivers,
the radio channel between two transceivers changes due to small-scale multipath fading,
a result of the change in position of the transceivers. Second, the radio channel also
changes, by similar magnitudes, due to motion of a person nearby because of temporal
fading. Furthermore, a mobile transceiver does not necessarily measure the channel at
fixed locations. Distinguishing the changes in the channel that result from alterations
in the environment and those that result from location variations is a challenging task.
We tackle this challenge by examining the differences in the wireless channel multipath
characteristics due to movement of people in a monitored region and due to small-scale
fading caused by motion of transceivers monitoring the region.
Existing research shows that fading rate variance is proportional to angular spread of a
wireless signal [10]. Angular spread can be shown to be very small in the first few nanosec-
onds of a channel impulse response (CIR) [11], [12] presumably because for multipath to
arrive close in time to the line of sight path, the paths must be contained within a narrow
ellipse around the transmitter and receiver [13]. Thus, while small-scale fading will have
dramatic effects on CIRs at medium and large time delays, we can expect it to have a minor
effect at small time delays.
In contrast, when a person or object moves across the link line, the person will scatter,
absorb, and reflect the direct path and other paths with low excess delay.1 Specifically,
the person will attenuate multipath with small time delays as a result of shadowing. We
distinguish the effects of small-scale fading from movement of transceivers from that of
1We use the term direct path to mean the multipath that travels along the link link either in an unobstructed
or obstructed manner.
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shadowing due to a person being near or on the line of sight between the transmitter and
the receiver, by examining the first few nanoseconds of the impulse response measure-
ment.
We use the change in the first few nanoseconds of the measured impulse response,
thus, to test for link line presence, even with transceivers in motion. The use of UWB-
IR radios allow us to measure the multipath power in the first few nanoseconds of the
measured impulse response. Quantifying motion on a link line with moving endpoints
serves as a fundamental building block for environmental imaging using networks of mobile
transceivers for the applications described above.
In this paper, we make the following contributions. We first develop the components of
our methodology for accurately localizing people, who are not carrying any transmitters,
through walls using mobile transceivers. This methodology applies radio tomographic
imaging to measurements of energy in the first few nanoseconds of the measured channel
impulse responses gathered by mobile transceivers in order to localize people within the
monitored area. We implement our methodology using two UWB transceivers and per-
form extensive experiments in different settings. Through our measurement campaigns,
we show that link line presence can be detected with great accuracy despite movement of
the transceivers. Furthermore, we show that mobile transceivers can be used to localize a
person to within 0.25 m, on average, of their actual position.
The use of mobile transceivers both complements and sets our work apart from existing
methods for multistatic UWB radar, which perform through-wall imaging using stationary
transceivers [4], [14]. In contrast to traditional multistatic UWB radar, our paper provides
methods that use measurements collected by mobile UWB transceivers. In addition, previ-
ous multistatic UWB research ignored the information contained in the direct path, and in
fact, assumed that an intruder whose excess delay was very small (e.g., on the link line)
could not be located [14]. We show that the energy change at these low excess delays can
be used to reliably detect link line presence, even with a mobile device.
This paper proceeds as follows. Section 3.3 describes our method of measuring the CIR;
how we distinguish small-scale multipath fading from temporal fading; and we describe
the framework by which we perform DFL. In Section 3.4, we perform experiments to
first evaluate our methods for distinguishing small-scale multipath fading from temporal
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fading and second, to show that we can perform DFL with manually moved transceivers
and accurately estimate a person’s location. We discuss existing research on localization,
mobile devices, and link line presence detection methods in Section 3.5, and we conclude
this work and discuss future work in Section 3.6.
3.3 Methodology
In this section, we describe our use of UWB-IR transceivers to measure the CIR. In a
through-wall experiment, we test and evaluate the feasibility of distinguishing small-scale
multipath fading and link line presence. We analyze the test to set conditions under which
we can distinguish the two causes of variateion in channel measurements. We end by
presenting the framework by which we use mobile transceivers to perform through-wall
DFL.
3.3.1 Measured Impulse Response
The multipath channel causes multiple copies of the transmitted signal to be received,
each copy with its own amplitude and propagation delay. Specifically, the received signal






where N is the number of multipath, αj and τj are the amplitude and propagation delay of
the jth multipath, and s(t) is the transmitted signal.
Ideally, to measure the channel impulse response, we would make our transmitted
signal s(t) be equal to the Dirac impulse function δ(t). This would allow the receiver to
uniquely determine the amplitude of each component. However, such a transmitted signal
would consume infinite bandwidth. The closest we can get in practice is to use UWB-IR.
Our UWB-IR transmitter sends the Gaussian monocycle pulse s(t) which is designed
to be band limited to between 3 to 6 GHz; s(t) closely resembles the pulse that we have
shown in Figure 3.2. The majority of the energy of the wide-band pulse occurs in a window
whose duration is approximately 1 ns. Paths that arrive within 1 ns of each other overlap
and add together, either constructively or destructively. One can see from the shape of s(t)
in Figure 3.2 that two paths arriving 100 ps apart would tend to nearly cancel each other,
while two paths 200 ps apart would add constructively. Note that 100 ps translates into
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0.03 m of path length, so even a small position change can result in the difference between
constructive and destructive interference.
However, multipath near the direct path contribute less small-scale multipath fading.
Small-scale multipath fading occurs because spatial translation of an antenna changes the
relative time delays of multipath at different rates, thus bringing their sum in and out of
destructive and constructive interference. The rate of change of τj is a function of the
angle of arrival of the jth path. If two multipath arrive from the same angle, their time
delays change at the same rate, and thus their sum does not change. For paths arriving
within a few nanoseconds of the direct path, the multipath must be contained in a very
narrow ellipsoid with the transmitter and receiver locations as foci, and thus the angular
spread of the arriving multipath is very low [13]. Thus we should see very slow small-scale
multipath fading in the first few nanoseconds of the measured UWB received signal h(t).
In this paper, we use two UWB-IR transceivers (Time Domain, P220) [17] with sampling
period Ts = 15.89 ps. Figure 3.3 shows an example of the post-processed measured
impulse response.
The two transceivers are not time-synchronous (to the ps level), and thus process-
ing is needed to time-align different measurements, using the first arriving multipath
as time zero. In this paper, we do this by cross-correlating the received signal h(t) with
the Gaussian monocycle pulse s(t) and finding the first time at which the correlation
coefficient exceeds a threshold ρ. When ρ is too small, we time-align with a later arriving
multipath; when ρ is too large, we time-align earlier than the first arriving multipath. We
use ρ = 0.75 in this paper based on observations of time-aligning accuracy. The occasional
CIR measurements that were heavy corrupted with interfering signals were discarded.
A convenient way to represent the measured impulse response is using a power-delay
profile (PDP). The PDP shows the energy of the received signal as a function of excess
delay τ. By doing so, we remove unnecessary details about the pulse shape s(t). The





The value of em is the integral of the received power that falls in the mth Tw-wide window.
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3.3.2 Proof-of-Concept Experiment
Our intuition is that the first few nanoseconds of the PDP provides a means to be able
to distinguish between small-scale multipath fading and link line presence. To test this,
we set up a simple through-wall experiment.
We place our two UWB-IR transceivers in adjoining offices of an empty room as shown
in Figures 3.4 and 3.5 with antennas at 1.1 m height. We measure log10 of the PDPs with
time bin width Tw = 100 ps. We measure PDPs (see Figure 3.6(a)) at ten receiver positions
spaced by 0.02 m while the room is empty. Over the course of 0.20 m displacement, the
energy in any given bin changes slowly due to small-scale multipath fading. In particular,
the changes in the first few nanoseconds have relatively slow changes.
Next, we run the same test, but with the person standing still on the link line in the
middle of the empty room. In this case, with the same settings and same displacement of
the receiver, we see the PDPs shown in Figure 3.6(b). The vertical scale in Figure 3.6(b)
is identical to that of Figure 3.6(a). One can see that the energy in the first few ns is
dramatically smaller.
We use a portion of the PDPs shown in Figure 3.6 by plotting the energy in the first
three nanoseconds. For simplicity, we define E = 10 log10(e0) for the case when Tw = 3
ns, that is, E is 10 log10 of the energy in the first three nanoseconds of the impulse response
measurement. We plot E as a function of receiver displacement for the two cases: empty-
room vs. link line presence, in Figure 3.7.
Comparing the empty-room and link line presence energy profiles, we observe that
E is much greater when the room is empty at any receiver displacement. The difference
in magnitude between the energies shows that we can use the energy in the first three
nanoseconds of the CIR measurement as an indicator of link line presence even in the
presence of small-scale fading. It will later be shown through experimentation that we can
use the measurements E to detect link-line presence. We note that for the remainder of this
work, we use E = 10 log10(e0) and Tw = 3 ns.
3.3.3 Radio Tomographic Imaging
Radio tomographic imaging (RTI) has been shown to be an effective means for estimat-
ing the location of a person in the vicinity of an RF network that uses several stationary
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transceivers [18]–[20]. It is also possible to apply RTI to measurements made with mobile
transceivers, e.g., when the transceivers are attached to autonomous vehicles.
While several RTI methods have been developed, we apply shadowing-based RTI,
which leverages the attenuation of RF transmissions moving people in order to infer their
location. This form of RTI lends itself well to the UWB measurements at our disposal since
we expect to be able to distinguish link line presence and no link line presence despite the
effects of small-scale multipath fading.
We denote El [n] to be the energy measurement E for link l at time n. Then, the energy
decrease between two measurements n− 1 and n is given as
∆El = El [n− 1]− El [n]. (3.3)
We note that a “link” is defined by the locations of the transmitter and receiver and refers
to the two communicating transceivers. Thus a link l = (ztx, zrx), where ztx and zrx are
the coordinates of the transmitter and receiver. Other measurements made between any two
devices at approximately the same coordinates are considered to be made on the same link. In the
context of localization, when ∆El > 0, we use this as evidence of link line presence and as
input to radio tomographic imaging.
Let the change in energy on each link be formed into a measurement vector y =
[∆E1, . . . ,∆EL]T. In order to generate an image, we assume that the total attenuation for







where xi represents the ith voxel in an image vector x containing M voxels and wl,i is a
weighting factor for quantifying the contribution of xi to the overall attenuation yl for link





if dtxl,i + d
rx
l,i < dl + λ
0 otherwise
(3.5)
where dtxl,i and d
rx
l,i are the distances between the centroid of voxel i and the transmitter and
receiver of link l, dl is the distance between the transmitter and receiver of link l, Al is the
area of the ellipse, and λ is the excess path length of the ellipse (used to control the width
of the ellipse).
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We can write the attenuations for all of the links in the network in matrix form as
follows
y = Wx+ n (3.6)
where n is the noise contribution and W is the L × M weighting matrix. We solve for x
using a regularized least-squares approach [1], [18]–[20].
3.4 Experimental Verification
In this section, we perform two measurement campaigns to: first, test that the changes
in the channel due to small-scale multipath fading can be distinguished from differences in
the channel measurement due to temporal fading; and second, test if we can perform DFL
with mobile transceivers by localizing people based on the links whose channels show
changes because of temporal fading.
3.4.1 Link Line Presence Detection Experiment
In the first measurement campaign, our goal is to detect when a person is on a link
line formed by two wireless UWB transceivers while one of the transceivers is moving.
Being able to detect link line presence while one transceiver is moving demonstrates the
feasibility to distinguish temporal fading from small-scale multipath fading. We choose a
cluttered room with a couch, several desks, bookcases, and chairs inside our engineering
building as the experimental site. The layout of the room is shown in Figure 3.8.
We place two transceivers outside of the office space such that the link line is separated
by two walls. The receiver sits on a platform that is suspended from the ceiling (see Figure
3.9) while the transmitter is placed on a stool. Both the transmitter and receiver are placed
1.1 m off the floor. We attach strings to the hanging platform so that the receiver can be
displaced by a short distance when the strings are pulled.
We choose to examine the effects of displacing the transmitter by 0.10 m and 0.20 m so
that we could compare how a system would perform with different degrees of small-scale
fading. We perform two link line presence detection experiments using these two displace-
ment distances. In the first test, we move the platform repeatedly back and forth 0.10 m
parallel to the wall. In the second test, we move the platform repeatedly back and forth 0.20
m parallel to the wall. In both cases, we move the platform back and forth every 2 seconds.
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During the first test, a person walks at approximately 0.46 m/sec inside the office, crossing
the link line 8 times (and a ninth time standing on the link line momentarily) at different
points on the link line. During the second test, a person again walks at approximately 0.46
m/sec inside the office crossing the link line 6 times. The link line crossings are separated
by at at least 10 seconds. With a video recorder, we capture the time the person crosses the
link line which we use to compare the measured and actual time of crossing. Throughout
the tests, the wireless channel is measured approximately 3 times per second.
3.4.2 Link Line Presence Detection Results
We found in Section 3.3.2 that E could be used to detect link line presence. Although
any link line presence detector could be used, we choose to implement the moving average
based detector from Section from Section 4.3.1 in [2] because of its straightforward imple-
mentation and its accuracy in detecting link line crossings (see Figure 3.10). The moving
average based detector adds an E measurement to a short and long term buffer. The long
term buffer stores the static behavior of the link while the short term buffer stores the
current behavior. Upon adding a new E measurement to the buffers, the detector computes
the relative difference between the means of the two buffers. When the relative difference
exceeds a threshold τ, an event is detected. These events are stored in a buffer that is
summed with every new added event. If the sum of the buffer exceeds another threshold,
a link line presence is detected. We let τ = 0.016 and use the best parameters described
in [2].
We use this detector with the measurements recorded during this experiment. Figure
3.11 and Figure 3.12 show the results of the experiment. A link line presence is correctly
detected when at least one link line crossing event occurs during the time the person
is actually crossing the link line. This is reasonable considering that a person is within
3 ns of excess delay for potentially several seconds as they cross the link line (see the
measurements E for the 140 second mark of Figure 3.11). Our algorithm accurately detects
the nine occurrences of link line presence when the receiver is repeatedly moved through
0.10 m. In contrast to the previous experiment, errors result when we move the receiver
repeatedly through 0.20 m. Of the six occurrences of link line presence, four link line
presence events are accurately detected.
39
We observe two important facts from our two tests. First, we show that detecting link
line presence is more accurate when the transceiver is displaced by 0.10 m than when the
transceiver is displaced 0.20 m. The amount of small-scale multipath fading in the test with
0.20 m transceiver displacement is much greater than in the test with 0.10 m transceiver
displacement. Thus, in the test with 0.20 m transceiver displacement, there are instances
when temporal fading could not be distinguished from small-scale multipath fading. In
addition, small-scale multipath fading can be severe enough to appear like the effects of
temporal fading. Second, we show that we can reliably distinguish small-scale multipath
fading from temporal fading when the transceivers are displaced by no more than 0.10
m. Clearly, there are alternative ways other than our algorithm to distinguish temporal
fading from small-scale multipath fading, however, our results show the feasibility of
accomplishing this task.
3.4.3 Person Localization
Knowing that we are able distinguish the effects of temporal fading and small-scale
multipath fading, our goal in the second measurement campaign is to show that a system
can perform DFL with mobile transceivers by collecting mobile UWB-IR measurements
and computing a transceiver’s relative coordinate locations to locate moving people based
on the links whose channels show changes because of temporal fading. We describe how
we adapt RTI for channel measurements made with mobile transceivers to create an image
that shows the presence of a person inside a network.
3.4.3.1 Experiment
We use a classroom whose walls are made of brick for our experiment test site. The
classroom has a few tables and chairs making it a semi-cluttered environment. Figure 3.13
shows the layout of the experimental site.
In our experiment, we manually move one of the UWB transceivers to collect mobile
channel measurements. We select four transmitter positions and for each transmitter po-
sition, we manually move the receiver on a track at approximately 0.08 m/s along the
walls of the adjacent room and hall as shown in Figure 3.13. The receiver measures the
channel approximately every 100 ms while two laser-range finders approximately every
300 ms log the relative position of the receiver with respect to a fixed coordinate system.
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Because the channel measurements and the laser-range finder coordinates are sampled at
different times, we linearly interpolate to match each channel measurement to a receiver
coordinate. We call the coordinate at which the receiver measures the channel a mobile
receiver coordinate. We perform this process for when the room is empty and while a person
stands at each of the 4 positions in Figure 3.13.
To create images using RTI, the transceivers must have static coordinates. Since our
receiver coordinates are mobile (i.e., two receiver coordinates, and therefore link line end-
points, are most likely not the same), we choose R reference receiver coordinates and we
associate each mobile receiver coordinate to one reference receiver coordinate.
We now describe how we form the measurement vector y in (3.6). We first define each
transmitter location to be at one of four locations s where s ∈ {1, 2, 3, 4}. When the receiver
is at the jth mobile receiver coordinate and the transmitter is at location s, we compute the
energy measurement E of the channel and denote it Es,j. We denote the jth mobile receiver
coordinate when the transmitter is at location s as zmcs,j ; and we denote the rth reference
receiver coordinate zrcr .
We associate each Es,j to the nearest reference receiver by finding r such that
arg min
r
‖zmcs,j − zrcr ‖ (3.7)
where ‖ · ‖ is the Euclidean distance. The energy measurement Es,j then belongs to the set
Er,s where r is the rth reference receiver and s is the transmitter location. For simplicity, we
shorten the notation of the set to El where l is the link formed by reference receiver r and
the transmitter at position s. Finally, we denote the median of the values in set El as Ml .
We redefine the components of the measurement vector y presented in (3.6) to take into
account multiple measurements per link. We first define the change in median energy ∆Ml
to be
∆Ml = Mcall −Moccl (3.8)
where Mcall is computed from measurements when the room is empty and M
occ
l is com-
puted from measurements when a person is in the room. In the event no median can be
computed because El = ∅, we set ∆Ml = 0. We are interested in finding the change
in median energy between empty-room case and occupied-room case. Thus we define
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the measurement vector y = [y1, . . . , yL]T where L is the number of links created by
transmitter-reference receiver pairs and yl for link l is
yl =
{
∆Ml if ∆Ml > 0
0 otherwise
(3.9)
3.4.3.2 Mobile RF Network Results
In this section, we show the images we produce using RTI and the effectiveness in
estimating the location of the person. We choose the number of reference receivers R = 67;
30 in the room and 37 in the hall. We evenly space the reference receivers in each set
along each wall, the hall wall and the room wall as shown in Figure 3.13, such that the
distance between any two reference receivers is less than 0.12 m. This ensures that we
collect sufficient measurements for each reference receiver but that the reference receivers
are close enough to adjacent reference receivers to avoid the effects of small-scale fading
for medium to large delays.
Figure 3.14 shows the images we produce using RTI. In all of these figures, excluding
Figure 3.14(a), the image shows high intensity near the location of the person, which
follows the intuition that the link lines that pass through the voxels covered by the person
will experience the greatest change in energy. Using the voxel with the greatest intensity
as the estimate of the person’s location, we accurately estimate the location of the person
to within the errors, shown in Table 3.1:
The average of the four error values is approximately 0.25 m. These results show strong
evidence that we can reliably localize a person in a through-wall environment using few
mobile transceivers.
3.5 Related Work
To the best of our knowledge, this paper presents a novel approach for using UWB-
IR measurements for device-free or non-cooperative localization. Traditional multistatic
radar methods require that the UWB radios remain static [4], [14], [21]–[23]. These methods
measure the excess delays of any new multipath components assumed to be due to a new
person in the environment, from multiple pairs of UWB transceivers. Each excess delay
restricts the person to be within an ellipsoid of specified width, and assuming sufficient
measurements, people’s locations can be determined [4], [22]. However, the problem of
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finding one changed excess delay among dozens or hundreds of multipath components
and noise is not at all a trivial problem [23]. Our methods are complementary by allowing
the UWB radios to be mobile, and by monitoring for changes in the first few nanoseconds
of excess delay to detect line presence. These small excess delays are typically ignored
in multistatic UWB [14]. We then use the many channels measured by mobile devices to
create a map of an area and show that accuracies of 0.25 m can be achieved.
This work is also different from other localization schemes that use narrowband wire-
less devices. Localization of people inside a building has been demonstrated using cali-
bration measurements on many link lines passing through the network [24], [25] as well as
using RTI to image the location of people [1], [19], [20]. In these studies, many static devices
were need to achieve high accuracy localization. In addition, narrowband devices provide
one measurement for the entire channel. We build upon RTI by showing that through-wall
imaging can be performed with fewer devices that move around the perimeter of the area.
Our work focusses on the first few ns of a measured CIR to provide information about
the absence or presence of a person, whereas in [26], an image of an environment is
produced using the time-delays between a transmitted pulse and a reflected pulse off of
an object in the environment. The system is similar to synthetic aperture radar. This work
shows that in an otherwise empty room, large conducting objects (e.g. a metal slab, and
a large wooden cabinet) located a meter away from the wall can be imaged. Unlike our
work, however, no experiments were performed with people.
3.6 Conclusion and Future Work
In this paper, we developed methods for device-free localization using a small number
of transceivers in motion. We accomplished this by measuring the energy of the first
few nanoseconds of a received UWB signal and observing the changes between past and
current measurements. Through several measurement campaigns, we showed that it is
possible to detect the presence of a person in the environment when both small-scale
fading and shadowing affect the received signal of wideband devices. Our measurement
campaigns demonstrated that when a receiver was kept to within a displacement of 0.20
m, we can accurately detect when a person is on a link line more than 80% of the time.
In another campaign, we demonstrated that we can estimate the location of a person
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to within 0.25 m of their actual location. These results were achieved using our mobile
implementation of radio tomographic imaging.
We have used UWB radios as a means to measure energy in the first few nanoseconds of
the received signal. Future work includes localizing people in a network using 802.11 links
as a means to gather measurements. Additional work could explore alternate statistical
methods to detect changes in the received signal.
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Figure 3.1. In an example deployment, mobile transceivers autonomously move around
the perimeter of a building while making measurements of the channel. The person
inside the building does not carry any wireless transmitters. Mobile transceivers z1 and z2
autonomously move around the perimeter of the building.
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Figure 3.2. Measured Gaussian monocycle pulse s(t) sent by our UWB-IR transmitter.
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Figure 3.3. An example of a measured impulse response h(t) using UWB-IR.
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Figure 3.4. The floor plan showing UWB transceiver placement and the standing position
of the person. The red dot represents where the person stands while the measurements are
taken.
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Figure 3.5. One of the transceivers used to collect UWB impulse response measurements.
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Figure 3.6. The energy observed in the CIR as a function of excess time delay and receiver
displacement when (a) the room is empty and (b) there is a link line presence.
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Figure 3.7. The energy E in the near-direct path as a function of receiver displacement for
the empty-room case vs. link line presence.
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Figure 3.8. The floor plan of the office space used to perform link line crossing tests. The
office space is full of office furniture, creating a cluttered environment.
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Figure 3.9. The receiver sits on a wooden platform which hangs from the ceiling. The
















Figure 3.10. Moving average based detection [2]: Detector is 1 if the difference between
short-term and long-term average exceeds τ multiple times during a time interval.
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Figure 3.11. Measurements E over time with the output of the link line presence detector
when the UWB receiver position is displaced up to 0.10 m.
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Figure 3.12. Measurements E over time with the output of the link line presence detector
when the UWB receiver position is displaced up to 0.20 m.
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Figure 3.13. A room layout of the test site used to perform localization.
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(a) 0.50 m error when the person stands at j = 1. (b) 0.19 m error when the person stands at j = 2.
(c) 0.13 m error when the person stands at j = 3. (d) 0.16 m error when the person stands at j = 4.
Figure 3.14. Images produced using RTI for the mobile transceiver experiment campaign.
The black X’s are the true coordinates and the white X’s are the estimated coordinates.
The black and red dots surrounding the image are the transmitter and reference receiver
locations, respectively. Areas in the image with higher intensity suggest a greater ∆M for
link lines that pass through that area of the network.
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BORDER CROSSINGS USING WIRELESS
RF LINKS
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S. Venkatasubramanian, “You’re crossing the line: Localizing border crossings using wire-
less RF links,” Signal Process. and Signal Process. Educ. Workshop (SP/SPE), 2015 IEEE,
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4.1 Abstract
Detecting and localizing a person crossing a line segment, i.e., border, is valuable
information in security systems and human context awareness. To that end, we propose
a border crossing localization system that uses the changes in measured received signal
strength (RSS) on links between transceivers deployed linearly along the border. Any
single link has a low signal-to-noise ratio because its RSS also varies due to environmental
change, (e.g., branches swaying in wind), and sometimes does not change significantly
when a person crosses it. The redundant, overlapping nature of the links between many
possible pairs of nodes in the network provides an opportunity to mitigate errors. We
propose new classifiers to use the redundancy to estimate where a person crosses the
border. Specifically, the solution of these classifiers indicates which pair of neighboring
nodes the person crosses between. We demonstrate that in many cases, these classifiers
provide more robust border crossing localization compared to a classifier that excludes
these noisy, redundant measurements.
4.2 Introduction
Knowing when and where people leave one region and enter another is an important
piece of information in an age of increasing security and human context-aware comput-
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ing systems. A person illegally crossing a national border, a driver passing through an
intersection, or a shopper entering an aisle in a store are examples of “border crossings,”
i.e., people moving from one region to another by crossing the line segment that separates
them.
In this paper, we present methods for localizing a person crossing a border by measur-
ing overlapping line segment crossings. A related idea is shown in movies like Entrapment,
Ocean’s Twelve, and The Return of the Pink Panther, in which a seemingly impossible-to-
bypass mesh of laser beams serves as a security system, and blocking any one laser triggers
an alarm. Instead of lasers, we propose using received signal strength (RSS) measurements
from a radio frequency (RF) link to detect line segment crossings.As in [1]–[5], we concep-
tualize a radio link as a link line, i.e., the line segment between a transmitter and receiver.
Compared to a laser beam, an RF link experiences changes in RSS in a relatively large area
around the link line. With some RF links, that area around the link line is small. The RSS on
these links experience large changes when a person is on the link line; but when a person is
far away from the link line, the RSS shows very little change. However, other RF links can
experience large changes even when a person is far away from the link line; moreover, the
link can experience very little change even when the person is on the link line (see Figure
4.1). For our purposes it suffices to say that these “noisy” links have low signal and high
noise and thus are less reliable as link line crossing detectors.
In this paper, we propose using multiple, overlapping links of varying signal-to-noise
ratio (SNR) in methods that not only answer the question of when a border is crossed,
but where the border is crossed. To accomplish these goals, we deploy N nodes linearly
along a border such that links form between pairs of nodes (see Figure 4.2). Nodes k and
l form a link (k, l). Each link has an associated line segment between the positions of
nodes k and l, which we call the link line. We denote L as the set of all links (k, l), k 6= l,
which are measured in the network. A special subset of L is what we call the set of “short
segments”, the links (j, j+ 1) for j = 1, . . . , N− 1. Short segments have neighboring nodes
as endpoints. As shorthand notation, we call the link line on (j, j+ 1) “short segment j”.
First, consider a network in which we measure RSS only on the short segments j, for
j = 1, . . . , N − 1, and have as a goal to estimate which one of these, if any, were crossed by
a person. Any single false alarm or missed detection among the N − 1 links would cause
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the system to be unable to determine the crossed short segment.
Next, consider a network in which we measure links (k, l) for many overlapping links
L. When a person crosses through a particular short segment j, they also must simul-
taneously cross some other longer link lines associated with links (k, l) for which k ≤
j < j + 1 ≤ l (see Figure 4.3). In this paper, we propose that a system that exploits the
measurements of the redundant links can be more robust to single link errors. We compare,
via experimentation, the redundant links network to the short segment-only network in
terms of classification accuracy.
With our goal of analyzing the robustness of both systems, we compare the accuracy of
three crossing segment classifiers we propose in this paper. The closest codeword classifier
(CCC) and the maximum a posteriori classifier (MAPC) leverage the measurements of the
redundant link; the simple classifier (SC), excludes these measurements. Although our fo-
cus is on the performance of these classifiers, we must evaluate them by implementing link
line crossing detectors (LLCD) [1]–[5]. Algorithms in a LLCD use link RSS measurements
to produce link line crossing measurements xi for each link i ∈ L. The output xi is a binary
1 when a crossing is detected and 0 otherwise. A vector x = [x1, . . . , xL]
T from L = |L|
links is then fed into a crossing segment classifier (see Figure 4.4). In our paper, a LLCD
outputs one value for xi for RSS measurements collected during time interval Tmax, where
ri is an RSS measurement for link i.
We discuss the details of each classifier in Section 2, compare classifier accuracies th-
rough two experiments in Section 3, discuss the results, and conclude.
4.3 Methods
In this section, we propose two crossing segment classifiers that use the noisy, redun-
dant binary measurement vector x to classify which short segment j a person crossed
while passing over a border, or if no crossing took place. In addition, we describe a third
simple classification method that excludes the measurements from the redundant links
in its decision. We first describe a LLCD that feeds binary vector measurements into the
classifiers.
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4.3.1 Detecting Link Line Crossings
In order to evaluate our classifiers, we first implement a LLCD. Although any LLCD
could be used, we choose to implement the moving average based detection method from
Section 4.3.1 in [2] because of its straightforward implementation and its accuracy in de-
tecting link line crossings. In this method, RSS measurements made on a link i feed into a
LLCD as shown in Figure 4.5. The moving average based detector adds RSS measurements
to a short and long term buffer. The long term buffer stores the static behavior of the
link while the short term buffer stores the current behavior. Upon adding a new RSS
measurement to the buffers, the detector computes the relative difference between the
means of the two buffers. When the relative difference exceeds a threshold τ, an event
is detected. These events are stored in a buffer that holds Tmax amount of samples. When
full, the buffer is summed to count the number of events that occurred during Tmax. If
the number of events exceeds another threshold, then xi = 1. The buffer is then cleared
to receive the next Tmax events. A LLCD is created for each link, and we store the binary
measurements in x.
If the LLCDs measured link line crossings without error, then a person crossing a
particular short segment of the border would result in a unique x. We call these unique
binary measurement vectors codewords where the codeword for a person crossing short
segment j is w(j) = [w1(j),w2(j), . . . ,wL(j)]
T where wi(j) = 1 if by crossing j, the person
also crosses link i, and 0 otherwise. Formally,
wi(j) =
{
1, if (li ≤ j) and (j+ 1 ≤ ki)
0, otherwise
(4.1)
where ki and li are the endpoints of link i, and ki < li, without loss of generality. We
denote the “off” codeword w(0) whose elements are all 0. We define short segment 0 as
the class that no person crossed the border. As a result, an N node system will have N
unique codewords, which we denote as setW = {w(j)}N−1j=0 .
4.3.2 Closest Codeword Classifier
The first classifier we propose, the CCC, finds the codeword that is closest to x in terms
of Hamming distance. The CCC classifies which short segment j is crossed using




where ‖·‖2 is the `2 norm. Note that if there are no errors in any of the L link line crossing
detectors, then x = w(j) for the correct short segment j which was crossed. If ĵ = 0 then
the CCC classifies that there was no crossing.
In some instances, more than one codeword will minimize (4.2), thus the CCC does not
definitively classify which of the short line segments were crossed. Under these conditions,
the CCC randomly chooses one of the short line segments whose codeword satisfies (4.2).
Finding the closest match between x and w(j) can be viewed as error correction where
x differs from the true codeword w(j) in γ places. The CCC corrects γ errors when the
detector chooses the correct crossed segment.
4.3.3 Maximum a Posteriori Classifier
Here, we propose the MAPC, which builds upon the CCC by adding in prior knowl-
edge of the accuracy of each LLCD. We capture the accuracy of the detector for link i by its
probability of detection, Pdi , and its probability of false alarm, P
f a
i . These probabilities help
us make more informed decisions about which short line segment a person crossed based
on x.
To learn the prior probabilities, as a proof of concept, we assume that the network
is trained by a person crossing each short segment multiple times. The value of Pdi and
P f ai are then estimated from the training data. To prevent the MAPC from assuming any
particular measurement provides certainty, we limit Pdi and P
f a
i to be in the range e <
Pdi , P
f a
i < 1− e for some small e > 0. In our experiments, we use e = 0.0001. Future work
could explore methods to predict performance via statistics that can be measured without
training, e.g., RSS mean or variance.
To formulate the MAPC, we first formulate the likelihood of measurement x given that
a person crossed short segment j. Under the assumption of conditional independence of
links, this is p(x | j) = ∏Li=1 p(xi | j), where




]wi(j) · [(P f ai )xi(1− P f ai )1−xi]1−wi(j). (4.3)
Next we consider the prior probabilities of j. If the N nodes are equally spaced along the
border, this might make crossing each short segment j equally probable. If, however, N
nodes are unevenly distributed along the border, we may want to assume that crossing a
longer short segment is more probable than crossing a shorter short segment. We may also
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want to modify how likely crossing j is given environmental factors, e.g. thick vegetation,
hills, etc. To account for these conditions, we impose a prior, pJ(j), on each j. With a prior
on j, we form the more general MAPC, formally defined as
ĵ = arg max
j
pJ (j) p(x | j). (4.4)
Note again that if multiple j have equal joint probability, we randomly choose one of them.
4.3.4 Simple Classifier
A more basic method to classify which short segment was crossed would be to elimi-
nate all the redundant links and measure only the short segments. The third classifier, i.e.
SC, in contrast to the CCC and MAPC, only measures link line crossings on (j, j+ 1) for
j = 1, . . . , N − 1. If a LLCD for short link i measures a 1 for xi, then the system would
classify short segment i was crossed. In the event that more than one LLCD outputs a 1,
SC randomly selects from the candidate short segments for its solution. In like manner, if
none of the LLCDs for the short link lines report a crossing, then SC selects the 0 class, for
no crossing, as its solution. We show in the next section how each classifier compares in
accuracy.
4.4 Experimental Verification
In this section we show the accuracy of the CCC and MAPC compared to the SC using
two experimental campaigns.
4.4.1 Equipment and Procedures
The wireless nodes used in the following experiments are Texas Instruments CC2531
USB dongles, each of which transmits at 2.4 GHz with +4.5 dBm. Following a TDMA
protocol, each node takes a turn transmitting a packet while the others receive the packet.
An additional listen node is connected to a laptop to overhear the wireless traffic and to log
RSS measurements for each link. Each node is placed on a tripod that stands 0.91 meters
high.
Two experimental sites are chosen to show the accuracy of each classifier in different
environments. The first site is in a natural area with many trees. Nine nodes are deployed
such that they are 4 meters apart (see Figure 4.6). The second site is inside the Union cafe-
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teria at the University of Utah by lunch tables and large pillars. The indoor environment
induces more complex fading patterns and is similar to indoor border crossing scenarios
(e.g. the aisles of a store). Nine nodes are again equally spaced along the 29.26-meter
border (see Figure 4.7).
To test with fewer than nine nodes, we keep the deployment along the same total
border length, and four nodes are removed such that five evenly spaced nodes remain.
Next, two of the remaining five nodes are removed, leaving three evenly spaced nodes.
Under these conditions, the data from the nine node configuration can be used for the five
and three node case by removing the appropriate links’ RSS measurements.
In each experiment, a border crosser indicates into a voice recorder the start of the
experiment. RSS values for all of the links are then logged in a computer as the person
crosses the border. The border crosser then indicates into the voice recorder the end of
the Tmax-long crossing experiment and the computer stops logging the RSS values. This
process is repeated thirty times for each short segment j, for j = 1, . . . , N− 1. In addition to
crossing each short segment, the border crosser then walks back and forth 2.4 meters away
from and parallel to the border, so that we can evaluate what happens when a person
walks near but never crosses the border. The above procedures are carried out twice, first
for a training data set, and second for a testing data set.
In this paper, the LLCDs use the same best parameters recorded for the long term
and short term buffers in the last of Section 3.4.1 of [2] in both the indoor and outdoor
experiments. However, we vary the threshold τ to achieve varying levels of detection and
false alarm accuracy for the LLCDs. We compare the accuracy of the classifiers using the
following metrics: the probability of correct classification (Pcc), meaning ĵ matches the true
short segment crossed; and the probability of border crossing false alarm (Pf b), meaning
ĵ 6= 0 when the border was not crossed. We envision that a border crossing localization
system should have a low Pf b (at the expense of a lower Pcc) in some applications, because
a false alarm could result in wasted time and resources devoted to investigate a falsely
reported border crossing.
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4.4.2 Experiment 1 (Outdoor) Results
In this section, we compare the probability of Pcc and Pf b as a function of τ using the
MAPC, CCC, and SC in the outdoor environment experiment. We show the relationship
between τ and these probabilities in Figure 4.8 and 4.9 where five nodes were deployed.
Figure 4.8 shows that as τ approaches 0, Pf b increases. A low τ causes an LLCD to
frequently output a binary 1 even when the person does not cross the link. When many
of the LLCDs output a one, the classifiers tend to decide that multiple short segments
were crossed. Thus, even when the border is not crossed, the classifiers yield a high false
alarm classification probability. Moreover, when the border is crossed, the classifier must
randomly choose between the classified crossed segments, thus lowering Pcc (see Figure
4.9).
In contrast, when τ is large, few, if any, link lines will be detected as crossed. When
many of the LLCDs output a zero, the classifiers tend to decide that no short segments
were crossed, i.e. ĵ = 0. This reduces Pf b, but we also observe a decrease in Pcc since we
are unlikely to classify the correct crossed short segment.
For the remainder of this paper, we let τ be the value that maximizes Pcc while keeping
Pf b ≤ 0.01 for each classifier. In Figure 4.10, we show Pcc for each classifier when three,
five, and nine nodes are deployed.
Both the MAPC and the CCC improve in Pcc as the number of nodes increases, achiev-
ing almost perfect classification for N = 5 and 9. Adding more nodes to the system creates
greater distance between codewords and x and therefore allows us to make more correct
classifications. We also observe that the MAPC outperforms the CCC for N = 3. By
adding in probabilistic conditions in the MAPC, we improve the accuracy compared to
the CCC, which does not take into account these probabilities. When we compare the SC
to the MAPC and CCC, we observe that the SC achieves a comparable Pcc to the MAPC
for N = 3 and 5, but suffers when N = 9. So whereas MAPC and CCC strictly increase
in Pcc with more nodes, the SC can perform worse. The SC relies on the short link lines
for classification, and when one or more short link lines are poor line segment crossing
detectors, the SC can suffer in accuracy.
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4.4.3 Experiment 2 (Indoor) Results
In this section, we again compare Pcc of the three classifiers by using the τ that max-
imizes Pcc while keeping Pf b ≤ 0.01 (see Figure 4.11). We observe dramatically reduced
Pcc for almost all node configurations and classifiers compared to the outdoor case. One
explanation for this reduction is that an indoor setting introduces more multipath fading
than an outdoor environment, which in turn causes more links to be poor line segment
crossing detectors.
In spite of the significant drop in Pcc, we observe the same general improvement in
classification as N increases for the MAPC and CCC. We also observe that the SC shares
this same improving behavior, which we did not observe in the outdoor case. It is probable
that all short link lines were sufficiently reliable line segment crossing detectors in this
setting and SC improved as a result with increasing N.
A surprising result is that the CCC and SC perform twice as well as the MAPC when
N = 5. The MAPC uses probabilities estimated from training data, and we would there-
fore anticipate that the MAPC would always perform at least as well as the CCC and SC.
However, the probability estimates may be inaccurate. The inaccuracies are influenced by
the places a person walks with relation to the border during training. Ideally, we would
want a person to train the MAPC by visiting several locations near and on the border and
then record the link accuracies. But this would take a significant amount of time to train.
When the estimates are close to the true probability, the performance gain of the MAPC
can be as great as two times, as in the N = 9 case.
In a practical outdoor border crossing localization system, we might conclude that
using the CCD would be a ideal choice since it achieves a high accuracy and does not
need to be trained. However, if the number of nodes were limited, the SC may be the
better choice for its accuracy and plug-and-play nature. However, in the more complicated
indoor environment, the MAPC would achieve a higher Pcc using a large number of nodes.
Although the MAPC must be trained, this may only have to be done occasionally.
4.5 Conclusion
In this paper, we proposed two new classifiers that provide robust border crossing
localization using RSS measurements on redundant RF links. Each classifier localized a
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border crossing by deciding which short segment was crossed. The CCC obtained near
perfect classification at a 0.01 false alarm rate in the outdoor border for five and nine nodes
and did not have to be trained. The MAPC matched or exceeded the CCC in accuracy but
required a training period. The SC achieved the highest accuracy with three nodes, but
can degrade as the number of nodes increases. In the indoor environment, however, nine
nodes were required for any classifier to reach adequate accuracy; the MAPC reached a
0.86 probability of correct classification while the SC reached 0.72. The CCC was not a re-
liable classifier in this environment in any of the node configurations. Future experiments
will test performance in other environments and with higher numbers of nodes.
We found that the number of nodes and the border environment were critical compo-
nents in determining which of these three classifiers would be best. We found that lever-
aging redundancy improved accuracy when the number of nodes was high. However,
when fewer nodes were deployed and thus little redundancy was present, methods that
exploit redundancy performed as well or worse than a method that excluded redundant
measurements. For an indoor border localization system, none of the classifiers worked
well when three and five nodes were deployed. However, when we used nine nodes, using
the redundant measurements provided more robustness despite noisy links.
In summary, we have demonstrated that when many nodes are employed in either
indoor or outdoor environments, it is in our best interest to use a classifier that leverages
redundancy.
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Figure 4.1. (top) The drop in Link 1 RSS at sample 108 correctly indicates that a person
is crossing the link line. Link 2 sees small RSS changes and fails to detect the crossing.
(bottom) No person is near the link line. Link 3 shows little change, but link 4 shows a
significant drop in RSS at sample 108, which would incorrectly be detected as a crossing.






Figure 4.2. Border crossing system with N nodes aligned linearly. Short segments are
created between neighboring pairs of nodes. Link lines are curved in this figure for visual
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Figure 4.5. Moving average based detection [2]: Detector is 1 if the difference between
short-term and long-term average exceeds τ multiple times during a time interval.
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Figure 4.6. Experiment in outdoor environment.
Figure 4.7. Experiment near cafeteria tables.
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Figure 4.8. Probability of border crossing false alarm as a function of τ for N = 5.
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Figure 4.10. Probability of correct classification in the outdoor environment using the










































Figure 4.11. Probability of correct classification in the indoor environment using the
MAPC, CCC, and SC with a 0.01 probability of border crossing false alarm.
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5.1 Abstract
Detecting and locating outdoor boundary crossing events is valuable information in
curbing drug trafficking, reducing poaching, and protecting high-asset equipment and
goods. However, boundary sensing is notoriously challenging, prone to false alarms and
missed detections, with serious consequences. Weather events, like rain and wind, make
it even more challenging to maintain a low level of missed detections and false alarms.
In this paper, we propose and test an automated system of wireless sensors which uses
received signal strength (RSS) measurements to localize where a boundary crossing occurs.
In addition, we develop new RSS-based statistical models and methods that can quickly
be initialized and updated on-line by using link RSS statistics to adapt to time-varying
RSS changes due to weather events. These models are implemented in two new classifiers
that localize boundary crossings with few missed detections and false alarms. We validate
our proposed methods by implementing one of the classifiers in a three month long de-
ployment of a solar-powered, real-time system that captures images of the boundary for
ground truth validation. Furthermore, over 75 hours of RSS measurements are collected
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with an emphasis on collection during weather events, like rain and wind, during which
we expect our classifiers to perform the worst. We demonstrate that the proposed classi-
fiers outperform four other baseline classifiers in terms of false alarm probability by 1 to
4 orders of magnitude, and in terms of the misclassification probability by 1 to 2 orders of
magnitude.
5.2 Introduction
In many situations, it is important to know when a person or other object crosses over
a border or boundary in an outdoor environment. Wildlife preservation agencies wish
to know when poachers have illegally crossed into a preservation area; national agencies
wish to curb drug trafficking across national borders; farmers want to prevent loss of crop
to thieves [1]. In many cases, the economic cost is too high to hire personnel to patrol the
boundary of interest. In this paper, we propose and test an automated system of wireless
sensors that detects and localizes when and where a boundary crossing occurs.
The idea of detecting and locating a tag-free person in sensor networks has already
been developed and tested using several device-free localization (DFL) technologies. Us-
ing radio frequency (RF) links as the sensing method has been increasingly studied because
of the ability to sense through walls and other objects opaque to light. Radio tomographic
imaging [2], for example, measures received signal strength (RSS) on many wireless RF
links and can achieve sub-meter localization errors in indoor environments. In this paper,
we develop new DFL methods that are built specifically for the outdoor border crossing
localization problem and we show that our methods can outperform current DFL methods.
One of the features of a boundary is that it is typically made up of a series of piecewise
linear sections that divide two regions. A natural way of covering the boundary is to
match the sensing system’s geometry with that of the boundary: straight line segments.
To this end, we build on the concept of using a wireless RF link as a line segment sensor
[3], [4] where, if a person crosses the imaginary line segment between a transmitter and
receiver, i.e. “link line,” an algorithm can detect the crossing based on changes in the RSS
measurements of the wireless channel.
Border sensing is notoriously challenging since sensors are prone to false alarms and
missed detections, which have serious consequences [5]. In this paper, we propose to
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deploy wireless nodes linearly along a boundary, partitioning the boundary into multiple
short segments between neighboring nodes. The mesh network the nodes form creates
many overlapping RF links. Limited in accuracy by themselves, the RF links, when over-
lapped in this deployment geometry, provide redundancy to improve crossing detection
reliability and better localize which partition of the boundary is crossed [6].
We develop two new classifiers which use noisy RSS data from RF links in the network
to determine the state of the boundary, either vacant or being crossed, and if being crossed,
between which two nodes. This work contributes in several ways to the state-of-the-art:
• The new classifiers use soft decisions on each link, rather than hard decisions [6], and
we show these allow significantly improved performance.
• Our classifiers do not use any labelled training. Rather, we develop simple statistical
models whose parameters are estimated from a 5 second calibration period when it is
known that the boundary is not being crossed. These parameters are re-estimated pe-
riodically during operation to adjust for time-varying changes in RSS measurements
like those caused by weather events [7]–[9].
• We build and test a system running one of the classifiers in real-time for a three
month outdoor deployment. We also recorded and make available over 77 hours
of RSS data from the network [10], predominantly during weather events like rain-
storms and wind when we anticipated the boundary monitoring would perform the
worst.
• We use the data to compare the proposed classifiers with four baseline classifiers and
show that the proposed classifiers can reduce the false alarm rate by 1 to 4 orders of
magnitude or the misclassification rate by 1 to 2 orders of magnitude.
The remainder of this paper is organized as follows. Section 5.3 describes the overall
boundary crossing localization system, the two proposed classifiers, and the adaptive RSS
models we develop. Section 5.4 outlines the equipment used, the data collection exper-
iments performed, and the validation metrics used to evaluate the proposed classifiers.
Section 5.5 reports the results of the experiments. We describe related research in Section
5.6 and conclude the paper in Section 5.5.
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5.3 Methods
5.3.1 Boundary Crossing Localization System
In our border crossing localization system, N nodes are deployed linearly along a
border (see Figure 5.1). The nodes provide a natural series of line segments between neigh-
bouring nodes that partition the boundary. We call the line segment between node j and
j+ 1 “short segment j.” The system we propose performs boundary crossing localization
by classifying which short segment j a person is crossing. At any given time, our system
outputs jˆ where jˆ ∈ {0, 1, . . . , N − 1}. When jˆ = 0, our system indicates that no one is
crossing the boundary at any location. In this wireless network, RF links form between
each pair of nodes. For each of these links, the RSS, also called the received power in
decibel units, is measured as ri for wireless link i. The RSS is typically a discrete-valued
measurement, and we denote its possible values as S . We note that S also includes , the
event that there was a missed packet and as such RSS was not measured. We observe a
vector r = [r1, r2, . . . , rL] on L links.
Our boundary crossing localization system also consists of a model parameter update
module and a crossing segment classifier (see Figure 5.2). The vector r is passed to the
crossing segment classifier where we classify which section of the boundary the person
crossed. The vector r is also passed to the model parameter update module where a buffer
of recent RSS samplesIn an outdoor environment, we cannot count on the measurement
statistics to stay the same over time. To address this reality, measurement statistics are
periodically passed to the crossing segment classifier to update the models to account for
time-varying changes in the RF channels. Later sections give further explanations of the
update module and classifier.
5.3.2 Link Line Obstruction Model
In our proposed crossing segment classifiers, RSS measurements are used as evidence
of a person being on or off of the link lines in the wireless network. Several statistical
models currently exist that map RSS values or changes in RSS to probabilities of a person
being on or off a link line [11]–[13]. The models in [11], [13], built using indoor measure-
ments, can be used if the node locations are known. The model in [12] is independent of
node locations, but there are eight tunable parameters. The models that we develop, which
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have three tunable parameters and are independent of node locations, are initialized and
updated by using the statistics of the RSS measurements. Our models allow us to quickly
and easily adapt to time-varying outdoor environments caused by rain and humidity [9],
wind [7], and temperature [8].
Our model is based on the probability distribution of RSS measurements when a per-
son moves along any point of the link line, and when a person moves somewhere away
from the link line. We conduct a short experiment to demonstrate the differences in the
distributions for these two cases. A person first walks along a link line, back and forth
between the two nodes, for several seconds. The person then walks 6 ft away from and
parallel to the link line for several seconds. We show the histograms of a link’s RSS in
Figure 5.3. We observe that when a person is off the link line, the RSS measurements tend
to have very little variance. When no objects move near the link line, multipath are not
likely to change, and thus, RSS remain relatively constant. However, when a person is on
the link line, we observe large variations in RSS. The distribution has a larger variance and
the mean value has shifted.
We use these observations to model the on and off link line distribution of RSS in dB as
Gaussian, but modified to account for missed packets ri =  and for numerical stability.
We define the “off link line” probability mass function (pmf) for link i as,
f (ri | Off) =
{




e,N (ri; νi, σ2i )
}
, ri 6=  (5.1)
where ri is the RSS measurement, ρ is the probability of a missed packet, N (ri; νi, σ2i ) is
the normal function evaluated at ri for mean νi and variance σ2i , e > 0 is a small-valued
lower bound on the probability value away from zero, and γ is a constant such that the
sum of the pmf equals one. The use of the minimum probability e is due to the fact that in
practice, we may observe values far from the mean more often than described by (5.1) and
(5.2) because temporal fading does not always fit the log-normal distribution [14]. Using
a small value e conveys the model uncertainty and avoids numerical issues with very low
probabilities in the proposed classifiers. Unless otherwise stated, we let e = 0.0001, and
ρ = 0.03.
To estimate the mean and variance of link i’s off pmf is not known a priori, we estimate
these parameters from a 5 second calibration period in which it is known that the boundary
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is not being crossed. To estimate νi, we use the median of the RSS measurements during
calibration since the sample median is more robust to outliers than the sample average. To
estimate σ2i , we use the maximum of the sample variance of the RSS measurements during
calibration and a minimum constant ω2 > 0. Due to quantization of RSS, the sample
variance may be zero even though the true real-valued received power would have had a
positive variance. We impose a minimum variance of ω2 > 0 to avoid numerical instability.
Unless otherwise stated, we let ω = 0.75(dB).
Since our classifiers do not use labelled training data, we do not have access to RSS
measurements when a person is crossing the boundary and thus have no way of knowing
the pmf of RSS during a link line crossing. In outdoor deployments where line-of-sight
exists, our experience is that we are likely to see a decrease in RSS. Thus, in an effort to
make the model simple to compute, we set the “on link line” pmf for link i as,
f (ri | On) =
{




e,N (ri; νi − ∆, ησ2i )
}
, ri 6=  (5.2)
where ∆ is the average decrease in RSS on a link due to a person’s presence, and η > 0 is a
factor by which the variance is increased due to a moving person on the link line. We use
the same estimate for νi and σ2i as we used for link i’s off pmf, and unless otherwise stated,
we let ∆ = 5.0 dB and η = 4.0.
5.3.3 Maximum Likelihood Classifier
In this section, we describe our first proposed classifier which we call the maximum
likelihood classifier (MLC). Given that a person is either crossing one of the short segments
j or not crossing the boundary at all (j = 0), we know for each link i whether or not the RSS
should be in the on or off link line state. We map the relationship between crossing short
segment j and crossing link line i as a codeword. The codeword for a person crossing short
segment j is w(j) = [w1(j),w2(j), . . . ,wL(j)]
T where wi(j) = 1 if by crossing j, the person
also crosses link i. Formally,
wi(j) =
{
1, if (li ≤ j) and (j+ 1 ≤ ki)
0, otherwise
(5.3)
where ki and li are the endpoints of link i, and ki < li, without loss of generality.
From the codeword, we can decide if ri is a sample from f (ri | Off) or f (ri | On). The
probability of observing ri given short segment j is crossed can be computed as bj(ri) =
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f (ri | On)wi(j) f (ri | Off)1−wi(j). Since wi(j) ∈ {0, 1}, we pick off the probability of observ-
ing ri given the crossed short segment. By applying independence between RSS measure-





f (ri | On)wi(j) f (ri | Off)1−wi(j). (5.4)
The MLC decides which short segment j was crossed as,
jˆ = arg max
0≤j≤N−1
bj(r). (5.5)
5.3.4 Hidden Markov Model Classifier
In this section, we describe a hidden Markov model (HMM) classifier that decides
what short segment j was crossed. The HMM classifier (HMMC) is based on the forward
algorithm [15]. We say that the boundary can be in one of N states at any given time: an
“off” state which is when no short segment is being crossed; or a state that short segment j
is currently being crossed. We denote the off state as S0 and crossing-short-segment-j state
as Sj. The probability that the HMM begins in Sj is denoted pi = {pij} where
pij = P[q1 = Sj], 0 ≤ j ≤ N − 1 (5.6)
and q1 is the state of the HMM for the first RSS measurement. In this paper, we let pi0 = 0.9
and pij = 1N−1 (1− pi0) for j 6= 0. The one-step transition probability from state i to state j,
aij, is defined as
aij = P[qt+1 = Sj | qt = Si], 0 ≤ i, j ≤ N − 1. (5.7)
In this paper, we assume that the boundary will be crossed infrequently and so the HMM
will likely stay in S0. Under this assumption, we let a00 = 0.75 and a0j = 1N−1 (1− a00) for
j 6= 0. When the boundary is crossed, we assume that the person moves off the boundary
quickly. As such, we let the probability ajj = 0.6 for j 6= 0 and aj0 = 1− ajj for j 6= 0. All
other entries not specified are 0 since a boundary crosser will only cross one short segment
at a time. The HMM uses (5.4) to describe the probability of observing r given state j.
With this model, we are interested in solving the problem of: what is the most likely
current state given a history of past r observations? The forward solution to the HMM
answers this question with computational efficiency [16], inductively computing a vector
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αt(j) at each time t for each state j, and then estimating the crossed short segment as





bj(rt+1) for each t > 0 and for 0 ≤ j ≤ N − 1.
5.3.5 On-the-fly Model Update
For wireless RF links, changes in temperature, humidity and movement of foliage
during windy periods can cause the distributions of RSS to change compared to those
taken at a prior time [7]–[9]. An example of changes caused by heavy rainfall can be seen
from our own data collection in Figure 5.4. We observe that as the rain starts, the RSS on
this link drops steadily by approximately 8 dB in five minutes. After the rain stops, the
RSS on the link increases, over two hours, back to approximately the same value prior to
the start of the rain. This happens because, as the rain collects on the surface of the soil, the
electromagnetic properties of the soil also change [17]. The phases and amplitudes of any
reflection from the soil change, and thus the RSS changes as a result. As the rain abates,
the water gradually evaporates or is drawn into the soil and over the course of hours, the
electromagnetic properties of the soil are restored to the pre-rain state.
Gone unchecked, these time-varying changes to RSS caused by weather conditions
would degrade the performance of the classifiers. To address these realities, we period-
ically update each link’s on and off pmf using a history of RSS measurement. However,
the history of measurements only include those that are observed when it is likely that
no one is crossing the boundary, i.e. jˆ = 0. To accomplish this, we add the current RSS
measurement ri into a M-length FIFO buffer when b0(r) > κ for the MLC and αt+1(0) > κ
for the HMMC. After β new RSS measurements are added into the buffer, νi and σ2i are
re-estimated for each link i using the measurements from their buffers. The re-estimated
parameters are then used to update the off and on pmfs for each link simultaneously. In
this paper, we set κ = 0.6, M = 50, and β = 18. The buffer size allows us to update
our models approximately every 5 seconds. Our model-update can quickly adapt to RSS
changes caused by weather events because the rate of change of RSS during a weather




In this section, we briefly describe four baseline classifiers against which we compare
our proposed classifiers. The first two classifiers, from [6], make use of a binary vector
that is produced by link line crossing detectors that determine the crossed-state of each
link. The closest codeword classifier (CCC) finds the closest match, in Hamming distance,
between the binary vector measurement and the same codewords referenced in Section
5.3.3. The short segment j whose codeword is closest in Hamming distance to the observed
binary vector is used as the classified short segment crossed. Unlike the CCC, the simple
classifier (SC) operates on a network of nodes where links form only between nodes j and
j + 1, for j ∈ {1, . . . , N − 1}. The SC decides short segment j is crossed only when its
associated link measures a crossing. The SC ignores the measurements on longer links
thus relying only on the individual shorter links for classification.
The third classifier is based on radio tomographic imaging (RTI) [2] and we refer to it
as the radio tomographic imaging classifier (RTIC). The objective of RTI is to estimate an
image of RF signal attenuation using RSS measurements on a network of RF links. The
implementation of RTI in this paper uses the difference between a short and long term
RSS average as the measurement vector from which we estimate the image. The image is
estimated for each new vector measurement and the pixel with the greatest value is chosen
as the location of the person. However, if the maximum pixel value is below a threshold,
the boundary is assumed to be vacant. When RTI is applied to the boundary crossing
localization system in this paper, the image we wish to estimate is one row of pixels that
extends from node 1 to node N. Each pixel maps to one short segment, thus the RTIC maps
the location estimate from RTI to the short segment j crossed. When the maximum pixel
value is below a threshold, RTIC decides jˆ = 0.
The last classifier is based on the fingerprint-based system, Nuzzer [18]. In Nuzzer,
training RSS measurements are recorded as a person moves around in several distinct
locations. Histograms of the RSS for each link are saved in a database for each of the
areas in which the person is moving. In the Nuzzer classifier (NC) used in this paper,
RSS measurements are recorded when a person stands far from the boundary, when a
person walks along each short segment j, and when a person walks 1.21 m away from and
parallel to each short segment. As explained in [18], the likelihood of r collected during
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testing is computed for each location using the probabilities from the training histograms.
Smoothing is applied by multiplying a number of consecutive likelihoods. The NC decides
jˆ = 0 if the maximum “smoothed” likelihood maps to any of the locations where the
person was far from the boundary or if they were walking parallel to a short segment.
Otherwise, the short segment with the maximum smoothed likelihood is classified as the
crossed short segment. We apply a similar update method to NC as we designed for the
MLC and HMMC in Section 5.3.5. In this update method, r is added to a buffer when jˆ = 0.
When β new measurements have been added to the buffer, the histograms associated with
a person far from the boundary are updated.
5.4 Experimentation
In this section, we describe the equipment, environment, experimental setup and met-
rics we use to quantify the performance of the proposed and baseline classifiers.
5.4.1 Equipment and Setup
Our nodes are Texas Instrument CC2531 USB dongles which follow a TDMA protocol
and transmit +4.5 dBm power in the 2.4 GHz ISM band. An extra node overhears the
wireless traffic and records r on a computer. On 1 meter tall stands, six nodes are deployed
4.6 m apart, making the total border length 23 m long. We measure RSS on all links and on
four channels every 100 ms. Although we measure on four channels, it requires additional
transmit energy and bandwidth compared to one channel. As such, in this paper, we
analyze the performance of the classifiers when RSS measurements on one or on all four
channels are available.
Using different deployments, we show how one of the proposed classifiers performs in
a real-time system. We also demonstrate how the performance of the proposed classifiers
compare to the baseline classifiers in post-processing. One contribution of this paper is that
we test the HMMC in a real-time system over a three month period. We build and deploy
a system in which each node is powered by solar-rechargeable batteries. Additionally, a
solar-powered BeagleBone Black is used to record RSS measurements and run the HMMC
to perform real-time boundary crossing localization. We envision that the result could be
sent to a server and used to remotely monitor or dispatch someone to the boundary; our
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deployed system simply captures and saves a webcam image along with the date, time,
and estimated crossing location, to file [19]. We use these photos to establish the ground
truth.
The HMMC in our deployment operates on the RSS measurements from all four chan-
nels, using 75% more power than when it measures on only one channel. However, we
ran our three month deployment using four channels because it was within the capacity of
our solar-rechargeable batteries, and we wanted to achieve the best performance possible.
In addition to the real-time setup, we also show how the performance would be affected
in the real-time system if other classifiers or classifier parameters had been used. To
that end, we perform many experiments where we record RSS measurements to file and
run our proposed and baseline classifiers on those data sets in post-processing. In this
paper, nodes are deployed in a variety of locations and weather conditions. The RSS
measurements on all four channels are recorded in these cases. Note we evaluate the
classifiers using data from either one or all four channels in Section 5.5.2.1.
5.4.2 Experiments
5.4.2.1 Experiments for Post-Processing
To compare the performance of our proposed and baseline classifiers, we conduct a
total of nine data collection experiments over the course of a month and a half at three
different locations shown in Figure 5.5. We refer to these locations as the field, the school,
and the natural area. There are two large deciduous trees that stand within 6.1 meters of the
nodes at the field, and five deciduous trees that stand within 1.5 meters of the nodes at the
school. However the natural area is marked with high grasses, low shrubs, and deciduous
seedlings and trees. Seven of the nine data collection experiments are conducted in the
field. In three of these seven experiments, measurements are recorded on sunny, calm days.
In the other four experiments, we record several hours of RSS before, during, and after
light to heavy rainfall. The experiments at the school and at the natural area are performed
during times of wind with gusts up to 5.4 m/s measured by an anemometer. Since weather
events, such as rain, cause time-varying changes in RSS, we expect that classifiers would
perform the worst during these times. As a result, we purposefully chose to over-represent
periods of rain so that we could learn more about the system when classification was most
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challenging. In all, 77.6 hours worth of RSS measurements are recorded over the nine
experiments.
For each of the nine experiments, a person crosses the boundary at least 100 times and
he or she records the crossing time and the short segment crossed. In most cases, ten
seconds separate each of the crossings, although as much as 60 s elapse between some
crossings to ensure the crossing times are properly logged. Data is then recorded for a
time period when no one crosses the boundary, but when there may be activity near the
boundary. An experiment lasts anywhere from one to fifteen hours. During this time, a
rain meter and/or anemometer are used to collect the amount of rainfall and the wind
speed near the deployment. We use these data sets to analyze the performance of each
classifier during different weather events.
5.4.2.2 Experiments for Real-Time System
Two types of experiments are performed in the real-time system, which is deployed for
three months in the field location. As the real-time system runs, we perform controlled
tests where we record the time and location of 2887 boundary crossings. We then compare
the true crossing times with the images saved to file on the BeagleBone Black. The sec-
ond type of experiment we perform captures images during detected boundary crossings
without a person purposefully crossing the boundary. The field is in the backyard of
a residence, and some of these crossings (as shown by the captured images) are due to
residents or animals crossing, and some are false alarms.
5.4.3 Validation Metrics
Each classifier may produce false alarms or misclassify the true crossed short segment.
A false alarm occurs when, at any observation, the boundary is vacant, i.e. j = 0, but the
classifier reports jˆ 6= 0. We compute the probability of false alarm, Pf a, by counting the
number of false alarms and dividing it by the total number of samples measured when
no person is crossing the boundary. Next, a classifier makes a correct classification jˆ = j
for j 6= 0. In the experiments, we record the ground truth time of crossing and the short
segment crossed. Due to small errors in the recorded true time of crossing and many
samples worth of delay in the baseline classifier algorithms, a classifier may report the
correct j but at a delayed time compared to the true crossing. To be fair to all classifiers,
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a correct classification in our paper occurs when jˆ = j for j 6= 0 at any time during a
±3 second time window. The probability of correct classification, Pcc, is thus the number
correct classifications divided by the number of boundary crossings. We show an example
of the HMMC output for a short test experiment in Figure 5.6. In this short experiment, the
HMMC achieves a Pcc = 10/10 classification rate and produces no false alarms, Pf a = 0.
None of the classifiers we implement are able to achieve the ideal of Pcc = 1 and Pf a = 0
over all experiments. Instead, compromises must be made so that a classifier’s tunable
parameters are selected to penalize one type of error more than the other. For example, in
some scenarios, missing a classification may cost e1000 in stolen goods while a false alarm
may only cost e100 to have a worker turn on a video-surveillance system. In a different
scenario, a false alarm may waste e1000 in man-power and fuel to investigate a distant
boundary, while a misclassification may only cost e100. To quantify the tradeoff between
the probability of misclassification, 1− Pcc, and Pf a, we define a cost function Ck:
Ck = ck0 · Pf a + ck1 · (1− Pcc) (5.8)
where k is the cost function number. The choice of ck0 and ck1 quantify the cost of each type
of error.
5.5 Results
5.5.1 Sensitivity to Parameter Choice
Our classifiers rely on the selection of three tunable parameters. One important feature
of our work is that few parameters need to be adjusted to maintain a high performance.
With few parameters to adjust, this system can be deployed quickly. In this section, we
show how the choice of the parameters affects the performance metrics described in Sec-
tion 5.4.3. We evaluate performance using the data in post-processing by averaging over
all seven data collection experiments, and over all four channels, but using one channel at
a time.
5.5.1.1 Link Line Model Parameters
Section 5.3.2 describes the Gaussian models we use for the distributions of RSS when a
person is off or on a link line. In this section, we vary the model’s tunable parameters ∆, η,
and ω. We observe in Figure 5.7 the affect of η and ω and ∆ = 5 on performance. In Figure
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5.7, we observe a few trends that are common to both the MLC and the HMMC. First, when
η increases, both Pcc and Pf a increase. The η parameter determines the scale of the on link
line distribution. A higher η, and thus a wider “on link line” pmf, favors RSS observations
coming from the on link line distribution for all links. As a result, we are more likely to
correctly classify crossings. But we also increase the chance of misclassifying boundary
crossing locations. This trade-off does not seem to be as significant with the choice of
ω. When using either the classifier, the user must consider the cost of false alarms and
misclassifications when choosing η. Although we have included figures for ∆ = 5, we
found that ∆ should remain between 3 and 7 for best results. For ∆ < 3, the on and off
link line distributions are considerably overlapped and cause a low classification rate. For
∆ > 7, the on link line distribution falls too far away from the observations to reliably
classify crossings.
Another important observation from Figure 5.7 is the effect of the classifier on per-
formance. The MLC shows a higher variability in Pf a than for the HMMC. Over the pa-
rameters tested, the highest false alarm probability for HMMC is Pf a = 7× 10−5 whereas
MLC reaches Pf a = 2.5× 10−4. We suspect that this difference is because the HMMC
tends to smooth out crossing detections by placing a prior on the observation likelihood.
This smoothing characteristic tends to reduce the number of false alarms. However, the
smoothing characteristic on the HMMC also reduces the probability of correct classifica-
tion compared to MLC. The HMMC achieves a maximum of Pcc = 0.9968 while the MLC
achieves a maximum Pcc = 0.9978. The HMMC is, in general, better when the application
asks for few false alarms, but the MLC is more accurate when the application demands a
high classification rate.
5.5.1.2 One-Step Transition Probabilities
Both the MLC and the HMMC rely on the likelihood model (5.4) to perform classifi-
cation. However, the HMMC also makes use of the one-step transition probabilities aij
for 0 ≤ i, j ≤ N − 1. These are additional parameters that the user must select when
implementing the HMMC, so we would like to know how performance responds to the
choice of these transition probabilities. In Section 5.3.4, we described how the transition
probabilities could be defined in terms of a00 and ajj for j 6= 0. We loop over many values
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for these parameters and record Pcc and Pf a for the HMMC. We observe in Figure 5.7 the
affect of a00 and ajj on performance.
In Figure 5.7, we observe distinct features common to both Pf a and Pcc. First, the general
trend shows that as a00 increases, Pcc decreases while Pf a increases. When a00 is small, we
increase the probability that on the next RSS observation, the HMM will transition from S0
to Sj for j 6= 0. The model favors leaving S0. Thus, we observe a high Pcc and a high Pf a.
However, when a00 is high, the model favors staying in S0. Thus we observe fewer false
alarms but also fewer correct classifications. The opposite trend is true for ajj: Pcc and Pf a
tend to increase as ajj increases. A small ajj favors transitions to S0 if the HMM is currently
in state Sj for j 6= 0. In this case, it is likely the HMMC will result in jˆ = 0 which yields a
low Pf a and Pcc. However, when ajj is large, the model favors staying in Sj for j 6= 0 on the
next observation. As a result, we observe increases in both Pcc and Pf a.
One very distinct part of the relationship between Pf a, Pcc, and the transition prob-
abilities is the contour between the relatively flat sections and steep sections. The flat
regions suggest that when a00 and ajj are appropriately chosen, the transition probabilities
carry much less significance in the classification process. But poorly chosen transition
probabilities can be significantly detrimental by causing a sharp increase in Pf a without a
equally significant increase in Pcc. The take away from this analysis is to choose a00 and ajj
inside of the flat region to avoid costly increases in Pf a.
5.5.2 Classifier Comparison
In this section, we compare the performance of the proposed and baseline classifiers
discussed in Section 5.3.6. We foresee two kinds of deployments in which one may im-
plement any of these classifiers. In the first type of deployment, the system remains in
the same location and the user has time to tune the parameters of the classifier. A person
who wishes to monitor a relatively short boundary and never moves the nodes may fall in
this category. In the second type of deployment, the user must quickly deploy the system
in any type of environment, and there is no time to tune the classifier parameters. This
situation may be common to a group who must protect miles of boundary and tuning
parameters would require an inordinate amount of time. In either case, we are interested
in implementing the classifier with the best performance.
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In the following sections, we show the performance of all six classifiers when we are
able to tune their parameters. Then, using the parameters that provide an optimal perfor-
mance, we show how these classifiers perform when the system encounters a variety of
weather conditions and when it is moved to a new location. By doing so, we analyze the
performance of each classifier when no parameter tuning is performed.
5.5.2.1 Performance With Tuning
We begin by running the six classifiers on the data from the seven field experiments on
each of the four channels individually. For each classifier, we loop through several combi-
nations of parameter values and record the average Pcc and Pf a over the four channels. We
show the results of this process in Figure 5.8.
The ROC shows the relationship between Pcc and Pf a as the classifier parameters change.
Even though none of the classifiers achieve the ideal of Pcc = 1 and Pf a = 0, some classifiers
are able to approach this ideal better than others. The first observation is that NC performs
the worst of the classifiers. The performance of NC suffers since the “on link line” training
measurements collected on the first day gradually drift. The NC tends to have few false
alarms since the histograms associated with j = 0 (off link line) are being updated. As new
measurements are observed, the new measurements will tend to match the measurements
from these updated histograms more than the histograms associated with a person moving
on a short segment.
We also observe that the SC does not perform as well as the other classifiers. We suspect
that this is because the SC does not incorporate the measurements from the longer links
of the network for classification. Next, we compare the final 4 classifiers. The inset of the
ROC in Figure 5.8 shows that RTIC, CCC, HMMC, and MLC all come close to achieving the
ideal. However, MLC and HMMC appear to come closest to the ideal, followed by the CCC
and then the RTIC. Although the CCC, which relies on binary measurements, outperforms
the RTIC, it is outperformed by both MLC and HMMC. The proposed classifiers differ
from the CCC in that they use soft values in classification whereas the CCC uses binary
values.
To get a better sense of how these classifiers compare, we fix the classification rate to
be Pcc = 0.995 and find the lowest false alarm rate for each classifier. We then fix the
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false alarm rate to be Pf a = 5.0× 10−5 and find the lowest misclassification rate for each
classifier. We show the results in Table 5.1. We observe that for a fixed Pcc, the MLC and
the HMMC outperform the CCC by one order of magnitude and the SC by four orders of
magnitude. For fixed Pf a, the MLC and the HMMC outperform the CCC and RTIC by an
order of magnitude and the SC by two orders of magnitude.
We have only considered the case of measuring RSS on one channel. Now we analyze
the performance of the MLC and the HMMC when RSS is measured on four channels.
We again run the MLC and HMMC with many parameter combinations on the data from
the seven field experiments. For many of these parameter combinations, the MLC and
HMMC both achieve 100% classification of all 901 boundary crossings. The MLC and
HMMC, in terms of misclassification, is therefore no greater than 1/901 = 1.11× 10−3.
We show in Table 5.2 that, for a fixed Pf a = 2.5× 10−5, the classifiers that operate on RSS
measurements from four channels reduces the misclassification rate by at least one order
of magnitude. Although the additional channels provide even better performance than
for a single channel, this advantage must be weighed against the increased power usage
to transmit on the additional channels. When power consumption must be minimized,
measuring on one channel reduces the power usage by 75% compared to a network that
measures on four channels.
5.5.2.2 Performance Without Tuning
In the previous section, we analyzed the performance of all six classifiers in the case
when we were able to tune their parameters for a deployment in one location. In this
section, we consider the case where the parameters for each classifier have already be
optimized to meet some specification. We then test the performance of these classifiers in
a variety of weather conditions and at different experimental locations. By doing this, we
analyze how each classifier performs in a variety of environments when the parameters
are fixed. Next we describe the data sets we use and how we choose optimal parameters
for each classifier.
Different from the previous sections, we organize data-collection experiments by the
type of weather condition: sun, rain, wind, and all-weather which are mentioned in Section
5.4.2. The all-weather group is the sun, rain, and wind data combined into one. Note
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the wind data is composed of data collected at the school and at the natural area. The
sun and rain data, however, come from only the field location. For each weather type,
we separately log the number of correct classifications, the number of true crossings, the
number of false alarms, and the total number of RSS observations in the four types of
weather conditions. We run all classifiers except the NC on each channel separately and
then average the number of correct classifications and the number of false alarms for all
four channels. We obtain Pcc and Pf a for each classifier in each weather condition. We
note here that we do not consider the performance of the NC since we saw in the previous
section that it is unable to achieve a high classification rate; furthermore, retraining such a
classifier, in many situations, would be too costly.
Next, two sets of optimized parameters for each classifier are chosen through an op-
timization process. Using the Pcc and Pf a results from Section 5.5.2.1, we record the pa-
rameters that minimize two cost functions, C0 and C1, defined in (5.8). The cost function
C0 penalizes false alarms the most by setting c00 = 1000 and c01 = 100. The optimal
parameters for each classifier with this cost function would be ideal for situations where
the cost of investigating a boundary crossing costs time and resources. On the other
hand, the cost function C1 penalizes misclassifications the most by setting c10 = 100 and
c11 = 1000. The optimal parameters for each classifier with this cost function would be
ideal for situations where knowing the true crossing state is imperative while risking the
chance of some false alarms is allowable.
Using the optimized parameters, we run the classifiers on all four weather data sets
and record Pcc and Pf a. We use these new Pcc and Pf a values to compute new cost values,
C′0 and C′1, using the same ck0 and ck1, for each classifier and each weather condition. We
show these new costs of running each classifier on the data sets mentioned above in Figure
5.9.
In Figure 5.9, we observe, first, that the SC performs the worst in all weather conditions
regardless of the optimized parameters used. The SC does not make use of all of the RSS
measurements in this network configuration so it performs the worst. The best classifiers
are the CCC, MLC, and HMMC when comparing the sun, rain, and all-weather data and
in both optimized regimes. But in both optimized regimes, either the MLC or the HMMC
perform the best. The numeric values for the CCC, MLC, and HMMC costs are shown
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in Table 5.3. The HMMC performs the best in these three weather conditions when the
parameters are optimized to reduce false alarms. The HMMC showed this property in
Section 5.5.1.1 where compared to the MLC, the HMMC was a better classifier for reducing
false alarms. In contrast, the MLC outperforms the HMMC in the all-weather and rain
conditions when we optimize parameters for correct classifications. The HMMC and the
MLC are both comparable in the sunny weather. Again, this characteristic of the MLC
appeared in Section 5.5.1.1 where compared to the HMMC, it was the superior classifier
for correct classification.
We also see that the CCC is the second best classifier in many of the weather conditions
and optimization regimes. This comes at little surprise in that the ROC curve in Figure 5.8
showed the CCC was only slightly less accurate than the HMMC and MLC. Perhaps the
more surprising result is that the RTIC is the best classifier in windy locations and when
optimizing for correct classifications. And, since the windy data sets were performed at
two different locations, the RTIC performs the best out of the classifiers when the system is
moved to new locations and when the classifier parameters are fixed. The MLC, however,
is the best choice in windy conditions when we want to minimize false alarms.
We separately obtain cost values for the MLC and the HMMC when we disable the
on-line model update feature. In both the C′0 and C′1 regime, the MLC and HMMC with
the update feature enabled lowered the cost by 1 to 2 orders of magnitude with the sun
data and lowered the cost by 2 to 3 orders of magnitude with the rain data compared to
these classifiers when the update feature was disabled.
From this analysis, we draw a few conclusions about our classifiers. First, the on-
line model update feature is necessary to operate reliably during weather events. Second,
when we take all weather conditions (sun, rain, and wind) into account, the MLC is the best
classifier when correct classifications are important, but the HMMC is the best classifier
when minimizing false alarms. However, it is advantageous to use the RTIC in windy
conditions when correct classification is needed; the MLC, however, is the best choice in
windy conditions when false alarms must be minimized.
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5.5.3 Relative Costs
In this evaluation, we compare the costs of using the MLC and the HMMC by optimiz-
ing their parameters over many cost functions (5.8). In the previous section, we considered
cases where the cost of a misclassification or a false alarm was ten times as costly as the
other rate. However, there are an infinite number of cost parameters ck0 and ck1 a user may
want to consider. To address this, we consider a relative cost Crel which is a function of a
ratio of the cost parameters where one of the cost parameters is fixed. In this section, we fix
ck0 = 1000 and vary ck1 to be values between 1 and 100, 000. Using the results from Section
5.5.2.1, we then obtain the parameters for the MLC and the HMMC that minimize Crel . We
then run the MLC and the HMMC using their optimized parameters on the all-weather
data described in 5.5.2.2 to obtain values for Pcc and Pf a. These rates are then used to
compute new relative costs C′rel . We show the new relative costs in Figure 5.10.
We observe that when the cost of a misclassification is 2 or more times as expensive as
the cost of a false alarm, the MLC can save more in cost compared to the HMMC. When the
cost parameter ratio is in this regime, the classifier parameters are optimized to minimize
misclassifications. When the cost parameter ratio, however, is less than 0.2, the HMMC
generally reduces the overall cost. When the cost parameter ratio is in this regime, the
parameters are optimized to minimize false alarms. Due to limited space we do not include
plots, but the same general results are seen in the sun and all-weather data sets. In windy
conditions, the MLC is the preferred classifier regardless of cost ratio.
5.5.4 Real-Time Performance
In this final evaluation, we report the results of the real-time, three month deployment.
We captured webcam images of when the system detected a boundary crossing during
both controlled and uncontrolled periods. During the controlled experiments, a person
crossed the boundary 2887 times. Of those crossings, 81.6% were correctly classified by
the real-time HMMC. We note that the classification rate is 18% less than what is re-
ported in the previous sections. Further investigation of the real-time system showed that
approximately one out of six seconds worth of RSS measurements was not recorded by
the BeagleBone Black. During the one second of missing measurements, the BeagleBone
requests weather data from a website and saves it to file. We did not anticipate that the
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web request and saving would result in missed RSS measurements when we deployed the
real-time system. As a result, 1/6 or 16.6% of the RSS measurements during a crossing
were missing. This percent of missed measurements gives some explanation about the
18% lower classification rate between the real-time and post-processing results.
After changing the real-time system to refrain from requesting weather data, we run the
real-time system for an additional five days, during which, a person crosses the boundary
1502 times. All 1502 crossings were correctly classified, which indicates that the prob-
ability of misclassification 1 − Pcc is less than 1/1502 = 6.7× 10−4. This classification
performance matches values reported for post-processing in Section 5.5.2.1.
During the three month long uncontrolled deployment, the real-time system operated
continuously during sunny, rainy, and windy weather. In all, 850 boundary crossing
locations by people and animals were correctly classified. The true classification rate is
unknown, however, because the total number of true crossings during the uncontrolled
period is unknown. The system also reported 298 false alarms. Roughly 69 million RSS
measurements were taken during this deployment, which results in a false alarm prob-
ability of 4.3× 10−6, or an average of 3.7 false alarms per day. We note that this rate is
lower than the lowest 21.6 false alarms per day average achieved in post-processing. To
reduce this rate, another row of nodes could be deployed to verify crossing detections.
For example, the extra nodes could be placed at lower or higher heights or they could be
deployed parallel to the first row of nodes. This adds yet another layer of redundancy to
mitigate errors. We also found that false alarms were more likely to occur during weather
events. False alarms could be further reduced by ignoring RSS measurements that have
the same signature as those cause by wind or rain.
5.6 Related Research
Outdoor boundary crossing localization using sensing systems has been a topic of
research for many years. Since it cannot be assumed that the boundary crosser carries
a tag that cooperates with the sensing system, boundary crossing localization typically
revolves around DFL technologies. The sensing devices, however, vary considerably.
Proximity sensors have been widely used. For example, significant research has been
conducted using passive infrared (PIR) sensors for outdoor localization [20], [21] where
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the sensors detect thermal radiation from a person. These studies have investigated not
only the localization algorithms [20], but also their energy efficiency [21]. A major disad-
vantage of PIR sensors is that they lose the ability to track moving objects in forested or
vegetated landscapes where obstructions occlude the sensors’ field of view. In addition,
PIR sensors’ performance suffers during daylight times when the infrared radiation from
the sun saturates the sensor. Cameras have also been proposed as a sensing technology
for boundary surveillance [22]. When boundaries are monitored day and night, cameras
become useless at night or in fog when it is not possible to image and thus detect and
localize boundary crossers. Moreover, cameras mounted on aerial units cannot image
objects that are occluded from above, e.g. by a forest canopy.
Fiber optic and pressure sensors have been used in boundary security applications to
detect when a person’s footsteps [23]. These sensors are either buried underneath the
boundary or are strung along a fence. Installing buried sensors involves heavy equipment
digging up earth. Maintenance also poses a problem since the cable must be unearthed
for visual inspections and to perform repairs. Pressure sensors strung along the fence first
requires the fence which is economically costly operation.
In contrast, RF signals, which we use in this paper, operate day and night, can pass
through leaves and other vegetation, and can operate during fog and other weather con-
ditions. The sensors are easily deployed, can be easily maintained, and do not require a
fence to perform sensing. One type of RF sensing includes radar which has been used to
detect human presence in wooded areas [24]–[26] and even distinguish human presence
from a soldier and a vehicle [27]. We note one well-reported commercial radar system
used for boundary crossing localization produced false crossings during weather events
and only worked 30% of the time [26], [28]. Radar uses a signal whose power decays
with distance d as 1/d4, thus transmit power must be increased dramatically to increase
sensing range. Our work closely matches other DFL methods that measure changes in the
channel of RF links and whose power decays as 1/d2. These methods have been heavily
tested in indoor environments.The work in [6] is optimized for linearly deployed nodes,
but no testing is performed during weather events. Furthermore, [6] uses binary link line
crossings. We show that methods using soft link line crossing measurements outperform
localization methods that use hard crossing decisions. The methods we develop in this
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paper are optimized for linearly deployed sensors, and we show that they outperform
current DFL technologies. Additionally, our model update feature allows us to achieve
low error rates despite weather-induced propagation changes.
5.7 Conclusion
In this paper, we developed and tested two RSS-based crossing segment classifiers to
localize boundary crossings. These classifiers used models whose parameters could be
re-estimated from a history of RSS to adapt to changes caused by weather events. We
evaluated our classifiers from experiments performed in three locations and in a variety
of weather conditions. Using 77.6 hours worth of RSS measurements, we analyzed our
classifiers in terms of sensitivity to system parameters. We found that the HMMC is better
when the application asks for few false alarms, but the MLC performs better when the
application demands a high classification rate.
When we compared the MLC and HMMC to four baseline classifiers, we found that
the MLC and HMMC outperformed the other classifiers by 1 to 4 orders of magnitude
in terms of false alarm probability. We also showed that the MLC and HMMC were the
best classifiers in sunny, rainy, windy and in overall weather conditions when we fixed
the classifier parameters to avoid false alarms. In addition, the MLC was more accurate
than the HMMC when parameters were optimized to minimize misclassifications. Our
three-month duration real-time six node boundary crossing system deployment achieves
high reliability, with a misclassification rate of less than 7× 10−4 and false alarm rate of
4× 10−6. In summary, using an MLC and HMMC algorithm on RSS data from a linearly-
deployed network provides highly reliable boundary crossing localization across a variety
of weather conditions and in multiple locations. We demonstrated that these classifiers can
perform better than baseline DFL classifiers by tuning system parameters or using fixed,
optimized parameters.
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Figure 5.2. Block diagram of the proposed localization system.
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Figure 5.3. Relative frequencies of RSS measurements when a person is on, and off, a link
line.
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Figure 5.4. A link’s RSS decreases over minutes during the start of rain and returns to the
pre-rain level after the rain subsides.
Figure 5.5. Experiment locations: (left) Field (middle) School (right) Natural Area.
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(f) Pf a for HMMC
Figure 5.7. Effect of link line obstruction model parameters on MLC and HMMC (a)-(d);
and one-step transition probabilities on HMMC performance (e)-(f).
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Figure 5.9. (top) C′0: parameters optimized to minimize false alarms. (bottom) C′1: param-
eters optimized to minimize misclassifications.
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Figure 5.10. C′rel for both the MLC and HMMC using the rain weather data sets.
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Table 5.1. Classifier Performance for Fixed Pcc or Pf a.
Pf a for fixed Pcc = 0.995 1− Pcc for fixed Pf a = 5.0× 10−5
MLC 3.05× 10−5 3.33× 10−3
HMMC 4.11× 10−5 3.61× 10−3
CCC 4.58× 10−4 5.80× 10−2
RTIC 7.10× 10−2 9.16× 10−2
SC 2.04× 10−1 > 2.50× 10−1
Table 5.2. Perf. vs. Channels for Fixed Pf a = 2.5× 10−5.
MLC HMMC
1 channel 1− Pcc 1.37× 10−2 2.80× 10−2
4 channel 1− Pcc < 1.11× 10−3 < 1.11× 10−3
Table 5.3. Numeric Cost Values.
C′0 C′1
All Sun Rain All Sun Rain
MLC 1.93 0.56 0.79 3.04 2.69 0.83
HMMC 1.11 0.34 0.43 5.59 2.63 3.19
CCC 1.62 0.50 1.18 3.52 3.12 3.96
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6.1 Abstract
Tagless identification and tracking with through-wall received signal strength-based
radio tomographic imaging (RTI) allows emergency responders to learn where people
are inside of a building before entering the building. Use of directional antennas in RTI
nodes focuses RF power along the link line, improving system performance. However,
antennas placed on a building’s exterior wall can be detuned by their close proximity to the
dielectric, thus sending power across wider angles and resulting in less accurate imaging.
In this paper, we improve through-wall RTI by using an E-shaped patch antenna we
design to be mounted to an exterior wall. Along with its directionality, the E-shaped patch
antenna is designed to avoid impedance mismatches when brought into close proximity
of a dielectric material, thus increasing radiation through the exterior wall and along the
link line. From our experiments, we demonstrate that the E-shaped patch antenna can
reduce the median root mean square localization error by up to 43% when compared to
microstrip patch and omnidirectional antennas. For equal error performance, the E-shaped
patch antenna allows an RTI system to reduce power and bandwidth usage by using fewer
nodes and measuring on fewer channels.
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6.2 Introduction
First responders, security personnel, and tactical forces can operate with increased
safety when they know where people are located in a building prior to entering the build-
ing. RF sensing has been a popular choice for localizing people through walls because of
its ability to sense moving people through non-metallic obstructions, through smoke, in
any lighting condition, and without tags [1]–[4]. Prior research has shown how radio tomo-
graphic imaging (RTI) provides a low power and low cost-per-unit solution for imaging
motion through walls and buildings and thus locate people inside [1], [5], [6]. To use RTI
in security scenarios, first responders deploy nodes around the perimeter of the building.
Facilitating rapid (and thus safer) deployment of the nodes is of great importance. For
example, a requirement for SWAT use of an RTI system is that the system is easily deploy-
able to keep first responders safe [7]. We propose attaching nodes to the exterior wall as
a means of making the system easily deployable. We envision first responders launching
or opportunistically placing nodes directly on the exterior walls of a building. After the
nodes are attached to the walls, the nodes record pairwise received signal strength (RSS)
measurements, and an image map is estimated of the motion inside of the building.
There are particular challenges with RTI for through-wall imaging in these tactical
scenarios. First, multipath fading does not always match the assumed spatial model.
RTI is based on the assumption that changes in RSS on a link are due to the presence
of a person on the link line, the imaginary line segment that connects the two nodes. If
most of the power does not travel along the link line, then the person’s presence on the
link line does not have a strong impact on the RSS, thus degrading the accuracy of RTI.
A second challenge is that, with nodes attached to a wall and their antenna main lobe
directed through the wall, the antenna impedance can be detuned. The antenna’s center
frequency can shift and its radiation pattern can be altered. A detuned antenna results
in high attenuation of the multipath components which travel along the link line. RTI’s
localization performance, in turn, is negatively affected by the model mismatch.
In this paper, we propose addressing these two challenges and improving localization
performance of RTI by equipping nodes with an E-shaped patch antenna we specifically
develop to be attached to an exterior building wall [8]. Our E-shaped patch antenna is a
directional antenna that focuses most of its power through the wall to which it is attached
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and thereby amplifies multipath on or near the link line and attenuates those far from the
link line.
Prior research has addressed the use of directional antennas for RTI [5], [6]. In partic-
ular, [5] used directional antennas for through-wall RTI, but localization accuracy results,
in comparison to omnidirectional antennas, were mixed. We address this counter-intuitive
result by showing that the classical microstrip patch antenna used in [5] is detuned when
placed against common building materials. Our E-shaped patch antenna naturally has
a wider operating bandwidth such that it is not strongly negatively affected when it is
brought into close proximity to a dielectric material [9].
In experiments we perform, we compare the performance of our E-shaped patch an-
tenna against both omnidirectional antennas and microstrip patch antennas at two differ-
ent houses, one made of brick and the other of fiber cement siding. Both materials are
known to have high RF losses, and thus through-wall localization should be particularly
challenging. Using moving average-based and variance-based RTI [1], we show that the
E-shaped patch antennas reduce the median root mean squared error (RMSE) by up to
43% compared to the omnidirectional and microstrip patch antennas. Alternatively, we
demonstrate that we can deploy fewer nodes and measure fewer channels, and thus use
less power and bandwidth, with the E-shaped patch antenna and achieve the same or
lower median RMSE compared to the omnidirectional and microstrip patch antennas.
The remainder of this paper is organized as follows. In Section 6.4, we describe the
design and characteristics of the E-shaped patch antenna. We then describe in Section 6.5
the two variations of RTI we use to test the influence of antenna type on localization perfor-
mance. In Section 6.6, we describe the two test locations and the experiments performed
at those locations. We finish this paper by showing and evaluating the results of those
experiments in Section 6.7.
6.3 Related Work
Being able to localize a person has opened many new technological advances. With
RF tag-based localization, for example, a person wears or carries an RF tag or radio which
can be localized with time of flight or signal strength measurements [10]. However, there
are cases where localization is needed but a person or object may not have an RF tag.
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Device-free localization (DFL) [11], passive localization [12], or sensorless sensing [13] all
describe the method of using wireless sensor networks to localize people without RF tags.
Our work fits into this method type.
DFL is well-suited for security and first-response scenarios where entering a building
can be life-threatening. Wireless RF devices are placed around the exterior of a building
to “see” people inside. Ultra-wideband radars, for example, have been used to image the
reflections a person creates from high-frequency pulses [2]–[4]. DFL is complementary to
radar in that we image the location of a person, however, we form the image based on loss
in received power (RSS) measured between many pairwise RF nodes which are deployed
around the exterior of the building. One advantage of devices used for DFL is that the
sensor signal power decays with distance d as 1/d2 as opposed to 1/d4 for radar. This
means that to increase the sensing range for radars, the transmit power for radar must be
increased dramatically more than devices used for DFL. This is a important design criteria
for larger buildings with potentially many obstructions inside.
Many types of DFL have been proposed to perform through-wall localization including
fingerprint-based methods [14], [15], particle filters [16], [17], and radio tomographic imag-
ing (RTI) [18], [19]. Of these methods, RTI requires the least calibration and is computation-
ally efficient. In our work, we explore the idea of using specially-made antennas that are
attached to a wall to improve the localization accuracy of RTI. Prior research has addressed
the use of directional antennas for RTI [5], [6]. In particular, [5] used directional antennas
for through-wall RTI, but localization accuracy results, in comparison to omnidirectional
antennas, were mixed. Our work expands upon these prior works by creating an antenna
that does not become detuned when placed against an exterior wall. We show how our
antenna improves the localization performance of RTI-based methods.
6.4 Antenna Comparison
When placed in close proximity with a dielectric material, an antenna with narrow
bandwidth will have an impedance mismatch because of impedance detuning. This detun-
ing results in a shift in the center frequency and losses in efficiency at the desired frequency.
In contrast, the E-shaped patch antenna, as presented in [9], has several properties that
make it an excellent fit for applications where the antenna is attached to the surface of
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an exterior wall. It is designed to maintain a wide bandwidth and reduce impedance
mismatches. The E-shaped patch antenna is also designed to have a 75◦ horizontal half-
power beamwidth and 80◦ vertical half-power beamwidth. This size of beam, when placed
against an exterior wall, will direct most of the RF power into the building.
The E-shaped patch antenna is derived from a microstrip patch antenna which behaves
like a cavity resonator, or equivalently, an LC resonant circuit. The outline of the E-shaped
patch antenna is L1 by W1, with a feed point at (W1/2, Lp), as shown in Figure 6.1(a).
The primary design feature of the E-shaped patch antenna is to introduce a secondary
resonance by placing two identical slots with a length Ls and a width Ws into the mi-
crostrip patch antenna [8]. The slots are symmetrical on the feed point with distance Ds.
We simulate and optimize the E-shaped patch antenna on an FR-4 dielectric with a relative
permittivity of 3.66, a loss tangent of 0.0127 at 2.4 GHz, and thickness of 3.2mm (two layers
of a 1.6mm thick substrates), using ANSYS HFSS software. The antenna is targeted to be
50 Ohm. Figure 6.1(b) shows the E-shaped patch antenna fabricated on the same substrate
with that in the simulation.
In this paper, we compare our E-shaped patch antenna to a commercially-available
circular polarized microstrip patch antenna [20] and monopole antenna both of which are
tuned to 2.4 GHz. These antennas are shown in Figure 6.2. We present experimental values
for the reflection coefficient of the E-shaped patch antenna, microstrip patch antenna, and
omnidirectional antenna when in free space and when placed against a brick and cement
board. The dielectric constant of the brick approximates to 3.58, and cement has a dielectric
constant around 4.5. We show an example of our setup in Figure 6.2. The reflection
coefficient of the E-shaped patch antenna at 2.4 GHz, shown in Figure 6.3, remains less
than -10 dB for all materials, while that of the microstrip patch antenna, shown in Fig-
ure 6.3, exceeds -10 dB after detuning caused by the brick and cement board. Hence, the
wideband E-shaped patch antenna is more robust in terms of reflection coefficient when
placed upon various materials than the microstrip patch antenna. Figure 6.3 also shows
that the reflection coefficient of omnidirectional antenna remains less than -10 dB when
attached to the brick but exceeds -10 dB after being detuned by the cement board.
We make some additional observations from Figure 6.3. We first note that the mi-
crostrip patch antenna appears to have been tuned for 2.3 instead of 2.4 GHz. Since these
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are commercially available antennas, we had little control over their tuning. However, we
note that all antennas have a return loss of -10 dB or lower at 2.4 GHz in freespace, meaning
they are all at least 90% efficient in the operating frequency. In context of this paper,
one of the most important observations is the detuning that occurs when the antenna is
placed against the material. The omnidirectional and microstrip patch antenna are most
negatively effected, whereas the E-shaped patch antenna improves. These improvements,
though small in terms of efficiency, add up in big ways when evaluating antenna gains.
Figure 6.4 presents the measured H-plane dB radiation patterns of the E-shaped patch,
microstrip patch, and omnidirectional antenna in free space and attached to brick and
cement board. Measurements were made with an open-air rooftop range using a network
analyzer and a reference E-shape patch antenna. The E-shaped patch antenna has higher
gain in free space than the ordinary microstrip patch antenna and omnidirectional antenna
at 2.4 GHz. When attached to either the brick or cement board, the E-shaped patch an-
tenna achieves higher directivity than the microstrip patch antenna and omnidirectional
antenna. When attached to brick, the radiation pattern of the microstrip patch antenna
degrades severely, while the E-shaped patch antenna maintains a similar radiation pattern
as measured in free space. Furthermore, because free space has a higher impedance than
that of brick and cement board, the omnidirectional antenna radiates more power into the
materials than it does into free space. Therefore, omnidirectional antenna has higher gain
than the microstrip patch antenna when attached to the materials.
6.5 Radio Tomographic Imaging
In this section, we describe two algorithms for RTI that we use to compare localization
performance when using different antennas.
The purpose of RTI is to create an image of an area of interest in order to locate an
object or person inside. To that end, we deploy N nodes around the exterior periphery of
a building. The nodes take turns transmitting a packet in a TDMA fashion. After all nodes
have transmitted, each node has measured the RSS from all other nodes. We denote the
RSS measured on link l = (i, j, c) formed by transmitting node i and receiving node j on
channel c as rl . As a person moves inside the area of interest, new multipath are created
while others are changed in phase and magnitude, which cause changes in rl . We use a
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history of rl to compute a link statistic yl which quantifies the RSS change on link l. The
link statistic from each link is sent to RTI to estimate an discretized image of where motion
is observed. We describe two ways of computing link statistics in Section 6.5.1. First, we
describe how the image is estimated.
In RTI, we want to estimate an M× 1 image x from the link statistics stored in the L× 1
vector y = [y1, y2, . . . , yL]T, where L is the number of links. The relationship between y
and x has historically been modeled as the linear relationship
y = Ax+ n (6.1)
where A is L×M and n is a L× 1 noise vector. The (l, k) element of A, Al,k, quantifies the
influence of pixel k on the link statistic for link l. We set Al,k = 1/pl if dil,k + d
j
l,k < dl + λ
and zero otherwise, where dnl,k is the distance from node n of link l to pixel k, dl is the
distance between the transmitting and receiving node of link l, λ is the ellipse width, and
pl is the number of pixels inside the link l ellipse.
Estimating the image x is an ill-posed problem. To address this issue, we use the
regularized least-squares solution, which constrains the estimated image to be smooth [21].
The result of RTI is an image xˆ. We choose the center coordinate of the pixel with the
greatest value in xˆ to be the estimated location of the person. We show an image generated
by RTI during one of the experiments in Figure 6.5.
6.5.1 Link Statistics
An essential part of RTI is the computation of the link statistics vector y. The elements
of the vector represent that amount of change that has occurred in the RSS for each link.
Some research has used the difference between the current RSS and the average RSS during
an empty-room calibration period to compute the link statistics [18]. However, in emer-
gency applications, it is unlikely we will have the opportunity to measure an empty-room
average RSS. We alternatively describe two methods to compute link statistics by using
a history of RSS measurements to quantify which links’ RSS have recently changed. Al-
though we avoid requiring an empty-room calibration, we note that these two methods
cannot image people who are completely stationary.
The first method, which we call moving average-based RTI (MARTI), computes the
absolute relative fractional change between a long and short term average RSS. In MARTI,
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we compute the link statistic for link l by first adding rl into both a short and long term
buffer where the length of the short and long term buffer can be tuned. We denote the
average of the short term buffer as αl and the average of the long term buffer as βl . When
a new rl is measured, we compute the link statistic yl = |(βl − αl)/βl | [11].
The second method uses variance-based RTI (VRTI) [1] to compute the sample variance
of a short buffer of RSS values. The length of the buffer can be tuned for optimal perfor-
mance. When a new RSS measurement comes in for rl , we add it to the buffer and let yl
equal the sample variance of the buffer.
6.6 Experimentation
To evaluate the performance of the proposed E-shaped patch antenna design, we per-
form a series of experiments at two different houses. In this section, we describe the
hardware, the pertinent information about the houses, and the test procedures we use
to collect data used in post-processing.
6.6.1 Equipment
The wireless nodes deployed in the experiments use a Texas Instruments CC2530 radio
module with an SMA interface to connect the antennas. We program twenty nodes to use
a token passing protocol in a TDMA fashion to operate on four different channels in the
2.4 GHz ISM band. We package the nodes and antennas into sealed containers as shown in
Figure 6.6 and attach the container to the exterior walls so that the antennas’ main lobe are
directed into the house. We use our fabricated E-shaped patch antennas, microstrip patch
antennas, and omnidirectional antennas. The nodes begin the communication protocol
and an extra node is used to overhear the transmissions and save to file the measured
RSS from each node. We note that a real-time implementation of RTI is possible, but post-
processing is used in this paper for data analysis.
6.6.2 Experiment Locations
We compare the performance of the antenna types at two different locations. The first
house is a 875 square foot home whose exterior walls are made of brick. The home was
fully furnished with beds, dressers, a kitchen table, a couch and two armchairs. The second
house is a 1277 square foot home whose exterior walls are made of fiber cement siding
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which is a mixture of cement, sand and fibers. This house is also fully furnished. The
two types of exterior walls gives us a way to demonstrate the E-shaped patch antenna’s
ability to keep its impedance tuned in the presence of different building materials. We
choose these materials because of the houses’ availability, however, we know from our
testing that brick and cement board induce large losses in antenna gain and thus these are
particularly challenging scenarios. The exterior walls of these two houses and the locations
of the nodes are shown in Figure 6.7.
6.6.3 Experiment Procedures
At each house, one experiment consists of a person walking inside at predefined lo-
cations at predefined times so that we know the ground truth location. When a new set
of RSS measurements from each link is recorded, we compute the current link statistic
vector y using both MARTI and VRTI, and estimate the current location from xˆ. We denote
the current estimated location coordinates at sample time n as wˆ(n) and the true location











where Elen is the number of link statistic vectors y computed during the experiment. At
each house, three individuals perform two experiments each while the E-shaped patch
antenna is installed. In the same fashion, we perform two more sets of six experiments,
one for the microstrip patch antenna and another for the omnidirectional antenna. The
time duration of each experiment is 3.5 minutes and so in total, we collect over 2 hours of
RSS measurements which we make publicly available at [22].
6.7 Results
In this section, we report the localization performance of each antenna type from our
brick and cement board experiment sites. In addition, we show the localization perfor-
mance of each antenna type as a function of the number of nodes deployed and the number
of channels measured.
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6.7.1 Overall Localization Performance
To compare the localization performance of each antenna, we take the median of the
RMSE achieved over all six experiments that were performed using one antenna type. For
reference, the minimum achievable median RMSE is 0.3 feet in the brick house and 0.35 feet
in the cement board house using a 1 foot squared pixel. We show the median RMSE for the
RTI methods in Figure 6.8. We observe that the E-shaped patch antenna achieves a lower
median RMSE than the other antennas using MARTI and VRTI in both the brick house
and the cement board house. We show in Table 6.1 the percent decrease in median RMSE
when comparing the E-shaped patch antenna to the omnidirectional and microstrip patch
antenna. The E-shaped patch antenna reduces the median RMSE by more than 20% using
either RTI method in the brick house with the microstrip patch antenna. The localization
gains are more pronounced in the cement board house. The median RMSE, when using
MARTI and the E-shaped patch, reduces by 37% compared to the omnidirectional antenna
and 43% compared to the microstrip patch antenna.
We note that when we use MARTI in the brick house, the omnidirectional antenna
performs almost as well as the E-shaped patch antenna. But this is not too surprising of
a result since the size of the material and the dielectric properties can often work against
one another to inadvertently make a resonance at the desired frequency of operation. We
would expect a narrowband antenna to occasionally achieve a low median RMSE over a
range of construction types and materials. But the E-shaped patch antenna is uniquely
designed to capture a wide range of geometries and dielectric properties.
We also observe from Figure 6.8 that the median RMSE achieved by the E-shaped patch
antenna in the brick and cement house using either RTI method has a maximum difference
of only 0.5 feet. In contrast, the difference for the omnidirectional antenna is 1.7 feet and 1.6
feet for the microstrip patch antenna. We see the E-shaped patch antenna makes through-
wall RTI localization more robust across house size and building material compared to the
omnidirectional and microstrip patch antenna.
The results shown in Figure 6.8 are well explained by the measured reflection coeffi-
cient and radiation patterns shown in Figures 6.3 and 6.4. We observe that the microstrip
patch antenna’s center frequency shifts away from 2.4 GHz after becoming detuned when
it is placed against either brick or cement board. As a result, its median RMSE suffers the
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worst of all the antennas. One other interesting result is the lower median RMSE in the
brick house compared to the cement house for all antenna types. Two factors that support
our experimental results is that the reflection coefficients at 2.4 GHz for the antennas are
lower in the brick house than the cement board house and that the brick house has a
smaller footprint than cement board house. These results suggest that the size of the area
being monitored and the building material both play a role in localization accuracy.
6.7.2 Localization Performance vs. Nodes Deployed
Although we deploy twenty nodes in our experiments, we wish to show how the
median RMSE is affected when we deploy fewer nodes. To do this, we iterate through
all combinations of (20a ) nodes for a ∈ {16, 17, 18, 19, 20} and compute the median RMSE
over all iterations for a. We show the results in Figure 6.9. From Figure 6.9, we observe that
the E-shaped patch antenna outperforms the other antenna types for any number of nodes
deployed, for both RTI methods, and for both building materials. We also observe that, for
all antenna types and building material, VRTI outperforms MARTI as the number of nodes
decreases. The figure also shows that the percent increase of the median RMSE for using
MARTI over VRTI at the brick house and using sixteen nodes is 31% for the mcirostrip
patch antenna, 25% for the omnidirectional antenna, and 10% for the E-shaped patch
antenna. If we instead use the cement house, the percent increase changes to 10% for the
mcirostrip patch antenna, 13% for the omnidirectional antenna, and 13% for the E-shaped
patch antenna. Our experimental results suggests that the percent increase in median
RMSE with the E-shaped patch antenna is much less dependent on building material and
RTI method than it is for the microstrip patch and omnidirectional antenna.
Another interesting result is that at the cement board house, the E-shaped patch an-
tenna achieves the same median RMSE using sixteen nodes with VRTI and seventeen
nodes with MARTI as the patch and omnidirectional antenna achieves with twenty nodes
using either RTI method. Despite the cement board house’s large footprint and the de-
creased number of nodes, the E-shaped patch antenna is still able to achieve similar or
better localization performance than the other two antennas. Thus, we can use fewer nodes
and consume less power by using the E-shaped patch antenna and still localize as well or
better than when we use an omnidirectional or microstrip patch antenna.
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6.7.3 Localization Performance vs. Channels Used
In our experiments, we program our nodes to measure on four channels in the 2.4 GHz
band. But we are interested in how the median RMSE is influenced by the number of
channels used. To do this, we iterate through all combinations of (4C) channels for C ∈
{1, 2, 3, 4} and compute the median RMSE over all iterations for C. We show the results
in Figure 6.10. We observe that in all cases, the E-shaped patch antenna achieves a lower
median RMSE than the omnidirectional and microstrip patch antenna. And in general,
MARTI is a more robust localization method than VRTI when we measure RSS on fewer
channels.
In the cement board house, we find that the we can measure on just one channel with
the E-shaped patch and outperform the omnidirectional and microstrip patch antenna by
0.75 feet to 1.75 feet depending on the RTI method. In an application that is power-limited,
the E-shaped patch antenna can achieve a lower RMSE but save power and bandwidth by
only measuring on one channel. These power savings can also be seen if we consider both
RTI methods and house types and only use the E-shaped patch antenna. We observe that
in this case, using two channels instead of four only increases the median RMSE by up to
0.2 feet but reduces the power and bandwidth consumption by half.
6.8 Future Work
There are some interesting ideas that are worth investigating in additional research.
The first idea is that when nodes are placed against a wall in security or hostage scenarios,
they may not be oriented in the correct way. The E-shaped patch antenna we use in this
paper is linearly polarized. We were able to control the orientation of the antennas during
the experiments so that polarization was not a concern. But in other cases, the antennas
could be inadvertently oriented in a way that does not match the linearly polarization of
the antenna, thus incurring losses. A possible solution is to create a circular polarized
E-shaped patch antenna where the antennas could be oriented in any way on the exterior
wall.
Another point of further investigation is how localization accuracy with RTI is a func-
tion of the link budget. We observed in Figures 6.3 and 6.4 that the E-shaped patch antenna
suffered the least loss in power when placed against a dielectric material and performed
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the best in terms of localization accuracy. To show that localization accuracy is a function
of antenna design and not just received signal power, future work can simply reduce the
transmit power of the nodes and perform a similar localization comparison of different
antenna types.
6.9 Conclusion
In this paper, we presented improvements to through-wall RTI systems using a new
E-shaped patch antenna. We designed the E-shaped patch to avoid impedance mismatches
when placed in contact with an exterior wall. Avoiding impedance mismatches, along with
its directionality, allow the E-shaped patch to radiate its power along the link line and
improve localization. When compared to traditional omnidirectional and microstrip patch
antennas, the E-shaped patch is more appropriate for use in security and first response
scenarios where the antenna needs to be secured to an exterior wall.
We demonstrated that the E-shaped patch antenna reduced the median RMSE by up to
43% compared to a microstrip patch antenna and an omnidirectional antenna at a house
made of brick and another made of cement board. The E-shaped patch antenna outper-
formed the other antennas in two studied RTI methods. We showed that the E-shaped
patch antenna achieves a lower localization RMSE even when using fewer nodes and mea-
suring RSS on fewer channels. These performance gains demonstrated that the E-shaped
patch antenna can not only reduce localization errors, but it can do so on a tighter power
and bandwidth budget. In applications where nodes are attached to the exterior wall of a
building, the E-shaped patch can provide superior localization performance compared to
other commonly used antennas.
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( )a Antenna Geometry ( )b Antenna Photo
Figure 6.1. (a) Geometry of a wide-band E-shaped patch antenna at (W1/2, Lp) (b) Picture
of fabricated E-shaped patch antenna targeted to be 50 Ohm
Figure 6.2. A commercially-available monopole antenna (left) and a microstrip patch
antenna (middle) are used to compare against our E-shaped patch antenna in RTI experi-
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Figure 6.3. Measured reflection coefficients (S11) for the E-shaped patch, the microstrip





































Figure 6.4. Horizontal gain pattern (dB) of the E-shaped patch, the microstrip patch
antenna, and the omnidirectional antenna in free space and attached to brick and cement
board. Solid lines represent free space and dashed lines represent (a) brick and (b) cement
board. The red lines represent E-shaped patch antenna, green lines represent omnidirec-
tional antenna, and blue lines represent microstrip patch antenna.
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Figure 6.5. An image generated by RTI during one of the experiments. The red circles are
the nodes, the white X is true location, and the white circle is the estimated location.
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Figure 6.6. The assembled node, antenna, and battery packet in an enclosure. These
containers are then attached to the exterior walls with the antennas’ main lobe directed
inside the house.
Figure 6.7. Exterior walls and node coordinates with photo inset of (left) brick house and
(right) cement board house.
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Figure 6.8. Median RMSE achieved for a given antenna and material for (a) MARTI and
(b) VRTI.
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Figure 6.9. Median RMSE achieved as a function of the number of nodes deployed for (a)
brick house and (b) cement board house. Solid lines use MARTI while dashed lines use
VRTI. The shows E-shaped patch antenna data points, shows omnidirectional antenna
data points, and shows microstrip patch antenna data points.
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Figure 6.10. Median RMSE achieved as a function of the number of channels measured for
(a) brick house and (b) cement board house. Solid lines use MARTI while dashed lines use
VRTI. The shows E-shaped patch antenna data points, shows omnidirectional antenna
data points, and shows microstrip patch antenna data points.
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Table 6.1. Percent Decrease in Median RMSE Achieved by Using E-shaped Patch Antenna
Instead of the Antenna Listed
House
RTI method and antenna type Brick Cement
MARTI with microstrip patch antenna 22 43
VRTI with microstrip patch antenna 23 37
MARTI with omnidirectional antenna 1 37
VRTI with omnidirectional antenna 10 28
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CHAPTER 7
NEVER USE LABELS: SIGNAL STRENGTH-
BASED BAYESIAN LOCALIZATION IN
CHANGING ENVIRONMENTS
P. Hillyard, and N. Patwari, “Never use labels: Signal strength-based bayesian local-
ization in changing environments,” IEEE Trans. on Mobile Computing, (to be submitted).
7.1 Abstract
Wireless sensor networks have opened up many opportunities for detecting breaches in
physical property, for making home automation more versatile, and for remotely monitor-
ing the health and activity of home-bound aging patients. In these applications, device-free
localization (DFL) methods use measured changes in the received signal strength (RSS) be-
tween many pairs of statically deployed RF nodes to provide location estimates of a person
inside the wireless network. Many significant challenges face DFL methods. First, without
fingerprint training, it is difficult to model RSS measurements as a function of a person’s
location caused by multipath fading. Second, DFL methods have relied on empty room
calibration or fingerprint training to reliably localize a person. However, these methods
need to be frequently recalibrated or retrained to stay current with changing environments.
Online methods attempt to solve this problem, but are unable to localize stationary people.
In this paper, we address these challenges by first, creating a mixture model of observing
measured RSS as a function of a person’s location. We develop two new Bayesian localiza-
tion methods which are based on our mixture model. We experimentally validate our new
system at three different test sites with over seven days worth of measurements. From
these experiments, we demonstrate that, when compared to other DFL methods, MLL and
HMML reduce localization error by 11− 44%, localizes a stationary person, and achieves
localization performance that does not degrade in changing environments.
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7.2 Introduction
Wireless sensor networks have opened up many opportunities for detecting breaches
in physical property, for making home automation a reality, and for remotely monitoring
the health and activity of home-bound aging patients. These systems depend on knowing
the location of people in an area of interest. Previous research has shown how a person,
without an RF tag, can be localized through-walls by processing received signal strength
(RSS) measurements between many pairs of statically deployed RF nodes. This tag-less
based localization technology is also called sensorless sensing [29], passive localization
[25], and device-free localization (DFL) [31].
DFL in indoor environments presents many significant challenges. One challenge is
that, because of multipath fading, it is difficult to model the effect a person’s location will
have on the measured RSS of a link. With a fine resolution of fingerprint locations, finger-
print training can start to capture the unpredictable relationship between RSS measure-
ments and a person’s location by measuring the relative frequency of RSS measurements
at each location [24]. While fingerprinting can be very accurate in localizing people, the
fingerprints must be laboriously retrained to stay current in changing environments [16].
Alternative DFL methods like radio tomographic imaging (RTI) [26], Bayesian methods
[13], and particle filters [8], [28], [33] provide more flexibility for DFL because the relation-
ship between measured RSS and a person’s location is modeled a priori.
A fundamental element of model-based DFL is based on the idea that a link is affected,
i.e., has significant measured changes in RSS, when a person is on the link line. The link
line is the imaginary line segment connecting the link’s nodes. In contrast, when the link
is unaffected, i.e., has very little measured change in RSS, the person tends to be is off of
the link line. Model-based DFL methods have been built around the idea that the link is
affected only when a person is inside an ellipse whose foci are the nodes of the link [14],
[26]. In reality though, the link can be affected even when a person is far from the link line,
or unaffected when a person is on the link line.
In this paper, we develop a new mixture model where a link can be both affected and
unaffected but weighted based on the location of the person. In our mixture model, we
learn RSS distribution parameters for both the affected and unaffected state of each link
and we do so without labelled measurements. The weights in our mixture model are
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derived from a spatial model such that the affected RSS distribution is weighted more
when a person is on the link line and weighted less the further the person is from the link
line. We incorporate our new mixture model in two new Bayesian localization methods
we develop which we call maximum likelihood localization (MLL) and hidden Markov
model localization (HMML). MLL and HMML both compute the probability of observing
the measured RSS given a person’s location. Adding a temporal property to localization,
HMML extends MLL by estimating the current location based on the previous location.
In that both MLL and HMML operate on the same mixture and spatial models, and only
differ in their temporal properties, we refer to them generally as model-based probabilistic
localization (MPL). However, we differentiate between the localization method used in
MPL as either MLL or HMML.
A second significant challenge with DFL in general, and our model specifically, is that
the affected and unaffected RSS distributions are nonstationary in changing environments.
Consequently, DFL methods that require an empty room calibration or fingerprint training
will need frequent recalibration or retraining to adjust to a changing environment [14], [26].
In contrast, online calibration methods quickly adjust to a changing environments but can
only locate motion [27], [32].
An additional contribution of this paper is that we develop a localization system that
addresses the drawbacks of traditional empty room and online calibration methods and
fingerprint training. Our system localizes a stationary person, adapts to changes in RSS
due to a changing environment, does not require a vacant area for calibration, and does
not require fingerprint training. We call this calibration method continuous recalibration.
Continuous recalibration is accomplished by using a current location estimate to update
the distribution parameters of links that are unaffected by the person’s presence.
We experimentally validate HMML and MLL at three separate sites and with over 7
days of measured RSS data. We demonstrate that MPL does not need an empty room
calibration or fingerprint training period, that it adapts to changes in RSS due to a changing
background, and that it is capable of localizing a stationary person. We compare HMML
and MLL to an RTI method which uses empty room calibration [26], to an RTI method that
uses online calibration [32], and to a Bayesian linear discriminant analysis method [30]
which localizes with a trained fingerprint measurements database. We show that HMML
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and MLL can match or decrease the localization error by 11− 44% compared to these other
DFL methods.
7.3 Related Works
The ability to locate a person indoors using sensors has changed the way we think
about security, home automation and smart homes, and aging in place. Some of these
sensing systems include: cameras that detect changes in pixel values caused by a person’s
presence [4]; pyroelectric sensors that detect and locate changes in thermal radiation due to
a person’s presence [11]; and vibration sensors to localize vibrations from a person walking
[18]. These sensing systems are not a optimal sensing modality in applications for security
or first response where the sensors must be deployed on the outside of a home or building.
Cameras and infrared sensors cannot sense through material opaque to visible light, and
vibration sensors must be sensitive enough to detect vibrations on the inside of the home
while ignore ambient vibrations. Our MPL solution, like other RF solutions, is a more
appropriate choice for through-wall sensing since RF can sense through walls, smoke, and
in any lighting condition.
RF sensing systems perform localization in a variety of ways. Ultra-wideband radios
can be used in multistatic radar to measure the time-of-flight between pulse transmissions
and received reflections caused by moving people [17]. The time-of-flight is proportional
to the distance between the reflector and the transmitter and receiver which is used to
localize a person. Ultra-wideband radios have also been used measure changes in the line-
of-sight power and then perform tomography with those measurements [6]. A person’s
presence has also been shown to create significant changes in the amplitude of subcar-
riers in PHY layer measurements of commodity WiFi cards. These changes have been
used in a fingerprint classification method to localize a person [1]. However, with more
communication devices downloading content and evermore RF devices being used for
sensing applications like gesture recognition [20], breathing rate estimation [19], heart rate
estimation [2], and keystroke detection [3], there is even a greater need to be handwidth-
friendly in an already crowded ISM band. Multi-static radar and sensing with WiFi cards
occupy a very large bandwidth just for sensing. Our MPL solution uses measured RSS on
narrowband transceivers which occupy only a small portion of the ISM band in order to
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perform DFL.
Our MPL method is complementary to methods that process RSS to perform DFL
including particle filters [8], [28], fingerprint classification [16], [30], and RTI [14], [26].
These methods, however, either need a person to stand at several locations, to have the area
completely vacant for a short period [7], [14], [23], [26], or to have the person continuously
moving in order to perform localization [9], [32]. What sets our work apart is that MPL
can perform DFL without fingerprinting, without a vacant area, and can localize stationary
people.
DFL methods vary in how RSS measurements are used to estimate location. In finger-
print-based localization, a person stands at many locations in the area of interest while the
RSS distribution or statistics of the RSS distributions are recorded [16], [30]. During testing,
the likelihoods or Bayesian probability of measuring the observed RSS is computed for
each fingerprint from which the estimated location is derived. With enough fingerprint
locations, fingerprint-based localization captures the hard to predict RSS distribution of a
link as a function of a person’s location. However, this comes at an unsustainable cost of
frequently retraining fingerprints to stay current with changing environments. MPL seeks
to provide a highly accurate localization system, like that of fingerprinting, but by doing
so with a model that provides more flexibility in changing environments.
In RTI methods, a spatial model is first constructed to indicate which locations in the
area of interest will cause a change in RSS if a person occupies that location [14], [26].
A least-squares solution then estimates an image of the most likely locations a person
was based on the change in RSS observed on the links in the network. MPL provides
an alternative approach to localization by computing the probability of observing RSS
measurements based on a person’s location. Our work compares the localization accuracy
of these two methods of localization.
Another variation of DFL is particle filtering. As in MPL, particle filters develop RSS
distributions for when a person is on a link line and when they are off of the link line
[8], [28], [33]. Particles are then drawn from a Gaussian distributions and are said to be
drawn from the affected RSS distribution when their excess path length to a link are less
than some threshold. Otherwise they are drawn from the unaffected RSS distribution [28].
MPL differs from this approach in that we do not place 0 or 1 weights to the affected and
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unaffected RSS distribution, but soft weights that are a function of the person’s excess path
length to a link. This approach inserts some uncertainty in the model to account for the
reality that a link may not be affected even when a person is standing on the link line or
that a link is affected when the person is far from the link line. MPL also differs from
particle filters because it uses fixed locations inside the area of interest instead of particles.
When the possible locations are fixed, we are able to store the weights in memory instead
of having to compute them every time particles are re-sampled.
7.4 Methods
In this section, we describe the fundamental components of MPL generally and of MLL
and HMML specifically. These components of MPL are shown in the block diagram in
Figure 7.1 and include: a one-time parameter estimation of our mixture model that relates
RSS to a occupied location; a lightweight, online RTI method that runs in tandem with
either MLL or HMML to provide a location of a moving person; a continuous recalibration
block that continuously reestimates the parameters of the links’ affected and unaffected
distributions; and a block where MLL or HMML is executed. MLL computes the maxi-
mum likelihood of the state given the RSS measurements and HMML computes Bayesian
probabilities of a person’s location for a current RSS measurement given the previous state.
We describe each of these components in more detail in the following sections.
7.4.1 Equipment and Measurements
An important place to start is to first describe our equipment and the wireless channel
measurements we make. In this paper, our nodes are Texas Instruments CC2531 dongles
that communicate according to the ZigBee IEEE 802.15.4-based specification in the 2.4 GHz
ISM band. We deploy N nodes around the area of interest. The nodes are programmed to
take turns transmitting a packet on a 802.15.4 channel during dedicated time slots using
TDMA and a token-ring passing protocol. This protocol is repeated on a predefined set of
802.15.4 channels.
After each node has taken a turn transmitting on each channel, a separate node logs
the RSS, also called the received power in decibel units, between each pairwise node on
a computer. We denote the RSS measured on link l = (i, j, c) formed by transmitting
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node i and receiving node j on channel c as rl . The RSS is typically a discrete-valued
measurement, and we denote its possible values as Sr. We note that Sr also includes ,
the event that there was a missed packet and as such RSS was not measured. We observe
a vector r = [r1, r2, . . . , rL] on L links.
7.4.2 RSS Distribution Models
As in many model-based DFL methods, MPL adopts the idea that a link is either in
an affected or an unaffected state [13], [28]. When the link is unaffected, the person is said
to be off of the link line and the RSS follows one distribution. When the link is affected,
the person is said to be on the link line and the RSS follows a second distribution. This
claim is supported by measurements we collect in an experiment. In this experiment, a
person walks around a room at known times and at known coordinates while we record
RSS measurements. We show in Figure 7.2 a link’s distribution of RSS when a person is
far from the link line and when the person is on or near the link line. The affected and
unaffected RSS distributions can be modeled as skew-Laplace [28], or Ricean [10], but we
sacrifice model accuracy for a Gaussian model where we need to only estimate two model
parameters per link state. A normal distribution has also been adopted in [30], [33]. The
mean and variance of the unaffected distribution we denote as µˆl,u and σˆ2l,u where the
subscript u specifies unaffected. The mean and variance of the affected distribution we
denote as µˆl,a and σˆ2l,a where the subscript a specifies affected.
For link l, we estimate the mean and variance of both distributions using RSS measure-
ments when there is evidence that the link is unaffected. We describe in Section 7.4.6 how
we decide when RSS is measured when the link is unaffected, but for now, we create a
buffer of length B for link l. When a link is unaffected, we add rl to the buffer. When a
measurement is added to the buffer, we compute both the sample mean and the sample
variance of the buffer which we save as µ˜l,u and σ˜2l,u, respectively. When there are no
changes to objects in the background environment, we anticipate µ˜l,u to be about the same
as µˆl,u. So, we only perform the update µˆl,u ← µ˜l,u and σˆ2l,u ← σ˜2l,u when |µˆl,u − µ˜l,u| > 1.
From Figure 7.2, we also observe that the mean of the unaffected histograms is a few dB
greater than the affected histogram’s mean. Also, the variance of the affected histogram
is larger than the unaffected variance. In our model, we use these observations to also
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estimate the mean and variance of the affected distribution by µˆl,a ← µˆl,u − ∆ and σˆ2l,a ←
ησˆ2l,u. We have found that ∆ = 3 dB and η = 2.5 are appropriate parameters to use for
indoor settings. We also note that to estimate σ˜2l,u, we use the maximum of the sample
variance of the buffer and a minimum constant ω2 > 0. Due to quantization of RSS, the
sample variance may be zero even though the true real-valued received power would have
had a positive variance. We impose a minimum variance of ω2 > 0 to avoid numerical
instability. We have found that ω = 0.75 is an appropriate value for this application.
When the mean and variance of a link’s unaffected and affected distributions have been
re-estimated, we recompute their RSS mass functions as
f (rl | u) =
{
e, rl = 
max
{
e, 1γN (rl ; µˆl,u, σˆ2l,u)
}
, rl 6=  (7.1)
and
f (rl | a) =
{
e, rl = 
max
{
e, 1γN (rl ; µˆl,a, σˆ2l,a)
}
, rl 6=  (7.2)
where γ is constant such that the pmf sums to one, and e > 0 is a small-valued lower
bound on the probability value away from zero. The use of the minimum probability e
is due to the fact that in practice, we may observe values far from the mean more often
than described by equations (7.1) and (7.2) because temporal fading does not always fit
the log-normal distribution [12]. Using a small value e conveys the model uncertainty
and avoids numerical issues with very low probabilities in likelihood computations we
describe in Section 7.4.5.
7.4.3 RSS-Location Mixture Model
So far, we have only said that a link is affected when a person is on or near the link
line and unaffected when a person is far from the link line. In this section, we develop a
mixture model that defines the relationship between the link’s affected or unaffected state
and the location of a person in the network.
The approach with many DFL methods is to say a link is affected when a person is
standing inside an ellipse whose foci are the coordinates of the link’s nodes [26]. Instead
of setting a strict elliptical boundary on when the link is affected and unaffected, other
models have used a decaying elliptical model where changes in RSS on a link are weighted
according to the person’s excess path length to the link [15].
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In MPL, we adopt a similar decaying elliptical model that we base off of an experiment
that we perform. In this experiment, a person moves inside many 1.22 m2 areas for 30 s
each, during which time RSS for many links are measured and recorded. An additional 30
s of RSS is recorded when the person is not in the area of interest. In postprocessing, we
find the mean RSS for each link and for each location the person occupied, including when
the person stood outside the area of interest. In Figure 7.3, we show the absolute difference
in mean RSS when a person occupies each 1.22 m2 area and the mean RSS when the area
of interest in vacant for link l. We threshold the image so that the absolute differences that
are greater than 2 dB are shown in blue, and smaller differences are shown in red. What
Figure 7.3 shows is which areas experience a decrease in mean RSS when a person occupies
the area. In Figure 7.3, we observe that, in general, areas near the link line tend to result
in a decrease in RSS. Areas that are further away tend to experience small differences in
RSS. However, we also observe that some locations show no measured change in RSS even
when the person is on the link line. Additionally, when a person is very far from the link
line, the link’s RSS can significantly change in mean. A simple elliptical model does not
capture the uncertainties due to multipath fading.
Using the results of this experiment, we create our spatial model. First, we create a
grid of P + 1 evenly distributed coordinates situated inside the area of interest and one
coordinate representing the out-of-the-area coordinate. The kth coordinate we denote xgridk
where k ∈ {0, . . . , P}. These coordinates represent the finite set of possible locations a
person could stand while inside or outside the area of interest. The coordinate designated
for when a person is outside of the area of interest is xgridP = [∞,∞]. In our model, the
probability that link l is affected when a person stands at grid coordinate xgridk is
pl(a | xgridk ) = βl · e−δl,k/λl (7.3)











l ), d(x, y) is the Euclidean norm between x and y, x
tx
l is the coordinate of link
l’s transmitter, xrxl is the coordinate of link l’s receiver, and βl and λl are parameters
we will estimate. Since our model says that the link is either affected or unaffected,
the probability that link l is unaffected when a person stands at grid coordinate xgridk is
pl(u | xgridk ) = 1− pl(a | xgridk ). For the out-of-the-area coordinate xgridP , we manually set
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pl(a | xgridP ) = 1e−3.
The conditional probabilities from our spatial model are then used to model the re-
lationship between RSS measured on link l and the location of a person in our mixture
model
f (rl | xgridk ) = pl(a | xgridk ) · f (rl | a) + pl(u | xgridk ) · f (rl | u). (7.4)
In our model, there is some probability of the link being affected and unaffected, but the
state of the link is weighted according to the excess path length of the person relative to
the link. When the person is near the link line, the affected distribution is weighted more
heavily than the unaffected distribution. The choice of βl and λl gives us some control
over how the weights in the model are selected so that we can adjust to the different fading
characteristics of each link.
7.4.4 Estimating Spatial Model Parameters
In this section we describe how we estimate the mixture model parameters βl and λl
for each link l. To accomplish this, our goal is to estimate βl and λl such that our mixture
model closely matches the distribution of RSS measurements as a function of the excess
path length of the person’s location and link l. This estimation process refers to the KRTI
and parameter estimation block seen in Figure 7.1. KRTI is an online DFL method that
does not require an empty room calibration period [32]. We choose KRTI because of its
relatively low computational complexity and its highly accurate localization capability.
KRTI updates a long and short term RSS histogram with every new RSS measurement.
The difference between these two histograms is computed using the kernel distance. The
differences from all of the links are then used to form an image and estimate the location
of a person. During a training period a person walks inside the area of interest. During
this time, KRTI provides an estimated location, xˆkrti, for each rl . We store all < rl , δkrtil >
tuples where δkrtil is the excess path length between xˆ
krti and link l.
After the training period is complete, we first estimate the mean and variance of the un-
affected distribution with, respectively, the median and median absolute deviation (MAD)
of the RSS during the training period. We use these statistics to estimate the mean and vari-
ance of the unaffected RSS distribution. The median and MAD ignore RSS measurements
that fall far from the true unaffected mean and robustly estimate the mean and variance.
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Additionally, we multiply the MAD by 1.48 and square the value so that it is a unbiased
estimate of the variance for Gaussian data [22]. Once the unaffected mean and variance
have been estimated, we apply the same shift to the mean and scale to the variance to get
the affected mean and variance as described in Section 7.4.2.
After the training period is complete and the affected and unaffected RSS distribution
parameters are estimated, we turn to the RSS, excess path length tuples previously men-
tioned. An example of the tuples for one of the links is shown in Figure 7.4. We next divide
rl into bins according to excess path length δkrtil . We choose to bin all tuples < rl , δ
krti
l >
into groups such that their excess path lengths are equal. The possible ordered bin values
are in the set {δkrtil (0), . . . , δkrtil (M − 1)} where M is the total number of bins. The RSS
measurements for one group of these tuples are seen in the grey box in Figure 7.4 and the
histogram of these RSS measurements is shown in Figure 7.5. We denote the histogram of
the RSS measurements whose excess path length is δkrtil (m) as hl,m where index m indexes
in the set of all excess path lengths. We wish to find an optimal bl,m such that the mixture
model f (rl | bl,m) = bl,m · f (rl | a) + (1− bl,m) · f (rl | u) most closely matches hm. To do
this, we perform
b∗l,m = arg min
bl,m∈Sb
d( f (rl | bl,m), hl,m) (7.5)
where Sb is a set of equally-spaced real valued numbers between 1e−5 and 1. An example
optimal mixture model is shown in in Figure 7.5.
We get the tuples< δkrtil (m), b
∗
l,m > by performing this process for all excess path length
bins. We plot these tuples for a link in Figure 7.6. The relationship between b∗l,m and
δkrtil (m) follows our spatial exponential decay function (7.3). We estimate βl and λl from
a nonlinear least squares solution. The estimation includes constraining 0 < βl < 1 to
keep the conditional probabilities between 0 and 1 and λl > 0 so that a link is always more
likely to be affected by a person on or near the link line over a person far from the link line.
When the training period is over and βl and λl are estimated, we never re-estimate βl and
λl and consequently no longer need to run KRTI.
7.4.5 Localizing with MLL and HMML
In this section, we frame the problem of DFL in terms of possible states a person could
occupy. We describe how MLL and HMML use the mixture model from Section 7.4.3 to
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compute the likelihood and joint probabilities of a person being in these states. In the
following subsections, we describe the HMML method and in the process, describe the
MLL method.
7.4.5.1 States and Emission Probabilities
A Markov chain models a system of P discrete states where the chain is said to be in
only one state at each time step. At each time step, the chain can remain in the same state
or transition into another with some probability. When applied to DFL, the states of our
Markov chain are the discrete locations a person could be standing. We have previously
defined these locations as the grid coordinates xgridk for k = {0, . . . , P}. We first map each
grid coordinate xgridk to a state qk in the Markov chain. However, the state of our Markov
chain is not observable since we do not know where the person is standing. However, we
are able to measure a random variable that is a output of the Markov chain’s current state.
This random variable is the RSS vector r from the links in our wireless network. By using
a hidden Markov model [21], we can use r to estimate the state of the Markov chain.
In Section 7.4.3, we developed a mixture model (7.4) to come up with a probability
of measuring an RSS for link l given that a person is standing at xgridk . We change the
notation in (7.4) to f (rl | qk) = pl(a | qk) · f (rl | a) + pl(u | qk) · f (rl | u) so that
we now refer to the states of the Markov chain using the one-to-one mapping with the
grid coordinates. Assuming that the RSS measurements on all links are independent, we





f (rl | qk). (7.6)
However, the product of L probabilities can result in numerical issues when L is large. So
when L is large, we use pk(r) = e∑
L
l=1 log f (rl |qk)−ψ where ψ = max∑Ll=1 log f (rl | qk) for
k ∈ {0, . . . , P}.
If we just consider the states of the Markov chain, we define how MLL performs lo-
calization. The probabilities pk(r) for k = {0, . . . , P} are the likelihood probabilities of
measuring r when a person is in state qk. The MLL location estimate, xˆmll , is then the
mapping between the grid cooridnates and the state which maximizes these probabilities,
xˆmll = arg max0≤k≤P pk(r). HMML extends MLL’s localization algorithm by considering
the transitions between steps at each time step which we discuss next.
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7.4.5.2 Initial and Transition Probabilities
A hidden Markov model includes a transition matrix which defines the probabilities
of transitioning from one state to another in one time step. In our model, we incorporate
the physical constraints of walking inside a typical home, like walking speed and fixed
barriers, into our transition probabilities. To do this, we first label each state as either
an entrance-exit or as a nonentrance-exit state. Entrance-exits are locations in the area of
interest where a person can enter or exit the area of interest. Second, for each state, the
states that are 0.75 m away are labelled as neighbors. For entrance-exit states, we include
the state qP, or the out-of-area state, as a neighbor since the only way to leave the area of
interest is via an entrance-ext. For the out-of-area state, we label the entrance-exit states as
neighbors. However, a state cannot be a neighbor if a person must travel through a wall to
get to that state. Third, we assume that a person is more likely to stay in the current state
than to transition to another.
In terms of transition probabilities, we assign the probability of remaining in the same
state after one time step to be 0.9 for all states. Then for all non-neighbor states, we assign
a probability 1e−200. For all neighbor states, we assign a equal probability so that the
sum of probabilities of transitioning from the current state to any other state equals 1. We
note that wall and entrance-exit information is extra information required to create these
transition probabilities. Consequently, we will show in Section 7.6.4 how the localization
performance of HMML is affected if we ignore wall and entrance-exit information.
A hidden Markov model also includes the probability pik that the Markov chain starts
in state qk. We assume that when the system turns on, the person is located out of the area
of interest with probability 0.95. All other initial state probabilities are assigned 0.05/P.
7.4.5.3 Forward Algorithm
The final element of the hidden Markov model is to estimate the current state of the
Markov chain with computational efficiency, which the forward solution accomplishes [5].
It solves for the most likely current state of the Markov chain given a history of r observa-
tions by inductively computing a vector αk[t] at each time t for each state k = {0, . . . , P},
and then estimating the current location of the person as xˆhmml = arg max0≤k≤P αk[t+ 1].
The forward algorithm initializes αk[1] = pikpk(r[1]) where r[1] is the first measured RSS
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pk(r[t+ 1]) for each t > 0 and for
0 ≤ k ≤ P.
7.4.6 Continuous Recalibration
An important element of MPL is that it does not use an empty room calibration period,
nor a fingerprint training period, to estimate the mean and variance of the affected and un-
affected RSS distributions. Furthermore, MPL is capable of adapting to the nonstationary
RSS distributions. We enable these features of MPL by running a light weight companion
localization method called VRTI [27]. Using online calibration, VRTI localizes motion by
computing the sample variance of a buffer of RSS for each link. The sample variance for
each link is used to form an image of the motion, from which we estimate a person’s
location. We denote the location estimate from VRTI as xˆvrti.
The purpose of running VRTI in tandem with MPL is that VRTI is able to quickly adapt
to changes in the background and still localize the person. With VRTI’s location estimate,
we not only know where the moving person is located but also where they are not located.
If a person is not near a link, we can safely update that link’s RSS unaffected distribution
parameters. We say that xˆvrti is far from a link if the excess path length of xˆvrti with respect
to link l, which we denote δvrtil = d(x
vrti, xtxl ) + d(x
vrti, xrxl ) − d(xtxl , xrxl ), is greater than
δmaxl /2 where δ
max
l is the maximum excess path length of any coordinate in x
grid
k for k ∈
{0, . . . , P− 1} with respect to link l. When δvrtil > δmaxl /2, we add rl to the B-length buffer
referred to in Section 7.4.2.
In as much as VRTI is unable to distinguish between a stationary person and when
the area of interest is vacant, the RSS distribution parameters won’t be re-estimated when
the person is stationary or when a person is outside of the area of interest. However,
it is important to update the RSS distributions when the area of interest is vacant. To
re-estimate the RSS distribution parameters when the area of interest is vacant, we add rl to
the B-length buffer, if it has not been added already, when HMML or MLL says the area of
interest is empty, i.e. when k = P is the solution to arg max0≤k≤P αk or arg max0≤k≤P pk(r).
The mean and variance of the buffer is then used to periodically re-estimate the distri-
bution parameters for both a link’s unaffected and affected state as described in Section
7.4.2. With both the location estimate of VRTI and HMML or MLL, we are able to perform
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continuous recalibration without an empty room calibration period. We found that B = 15
was an appropriate buffer length for our application.
As an example of how we perform continuous recalibration, we show in Figure 7.7 the
measured RSS on a link during a time when the unaffected RSS increases by 6 dB when
the background environment changes at 2550 s. We also show µˆu for the link during this
time period as it is re-estimated. After a few minutes, our unaffected mean RSS estimate
adjusts to the increase in RSS due to the changing environment.
7.4.7 Baseline DFL Methods
Many DFL methods exist that perform an empty room calibration period or run an
online calibration. Empty room calibration is inconvenient for those people who must wait
outside of the area of interest. Additionally, DFL methods that implement empty room
calibration quickly become unreliable estimation methods they are frequently recalibrated.
DFL methods with online calibration lose track of stationary people. Other DFL methods
require fingerprint training where a person stands at many locations in the area of interest
while RSS measurements are stored in a database. Like DFL methods with empty room
calibration, fingerprint DFL becomes unreliable as the real fingerprints diverge from those
in the database. In this paper, we compare HMML and MLL, both of which address all of
these drawbacks, against well-known DFL methods.
One of these methods is attenuation-based RTI which we refer to as RTI [26]. RTI
requires an empty room calibration where the mean RSS for each link is computed and
stored. The absolute difference between r and the mean RSS is computed and stored as yrti,
which is, in turn, used to compute an image and estimate the person’s location. The second
method is kernel-based RTI which we refer to as KRTI [32]. KRTI continuously updates a
long and short-term RSS histogram. The kernel distance between these histograms are
then computed and stored as ykrti, from which the image and the person’s location is
estimated. For both RTI and KRTI, we use an elliptical model for the weight matrix W [26].
A regularized-least squares solution is then used to estimate the image z using the linear
relationship y = Wz+ n˜ where n˜ is the noise. The pixels in the image, z, for both RTI and
KRTI map to the same grid coordinates xgridk for k = {0, . . . , P− 1} mentioned in Section
7.4.3. We use the pixel with the greatest value as the location estimate, which we denote
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xˆrti for RTI and xˆkrti for KRTI. However, when the image maximum falls below a threshold,
we set the location estimate as the out-of-the-area pixel xgridP . We note that MPL also uses
KRTI to estimate spatial parameters, but the baseline KRTI mentioned in this section is
separate from KRTI used in MPL. After this point, we distinguish between the two when
needed.
The last method is a linear discriminant analysis classifier, which we refer to as LDA,
that requires RSS fingerprints at many locations [30]. During fingerprinting, a person
moves inside of a small area around a known location. The mean RSS of all L links is
recorded for fingerprint location index k′ and stored as µldak′ where k
′ = {0, . . . ,K′}, K′ + 1
is the total number of fingerprints, and x f pk′ are the coordinates of the fingerprint. We
denote the out of the area fingerprint as x f pK′ . The covariance of the RSS over all fingerprint





t∈classk′(r[t]− µldak′ )(r[t]− µldak′ )T/(T−K′) and T is the number of RSS measure-
ment vectors measured during fingerprinting. Ledoit-Wolf shrinkage is a traditional way
to estimate a covariance matrix when the number of samples used for estimation is small
but the number of variables to estimate is high. We find ourselves in this situation since
the number of measurements we record at each fingerprint tends to be small. Finally, we
find the k′ that maximizes rTΣˆ−1µldak′ − 0.5µldak′
T
Σˆ−1µldak′ which gives us our location estimate
xˆlda.
7.5 Experimentation
In this section, we describe the three test sites we used to evaluate the localization
performance. We also describe the localization metric used for the evaluation.
7.5.1 Test Sites
In our evaluation, we perform experiments at three different test sites. At each site, we
first collect a training data set which we use to perform supervised fingerprint training for
LDA and to perform unsupervised estimation of βl and λl for each link in MPL. Additional
testing data sets are then performed. Both training and testing data sets include the known
location of the person moving through the area. Experimentation at each test site was
performed differently, so we describe each test site individually. For each site, the grid
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coordinates xgridk used for KRTI, RTI, and MPL are generated automatically such that the
grid points are evenly distributed around the area of interest. Fingerprint locations for
LDA are created only for locations in the area of interest where a person walks during
testing.
7.5.1.1 Class Room
Our first test site, which we refer to as site CR, is an empty classroom. We deploy
twenty nodes, which measure on four channels, on the inside perimeter of the classroom
such that a majority of the links are line of sight. The floor plan of site CR is shown in
Figure 7.8.
A total of 30 s of RSS are collected for fingerprints at 100 locations spaced 0.61 m apart.
At each fingerprint location, the person moved inside a 0.61 m2 before moving to the next
fingerprint location. The total duration of the training experiment was 55 min.
During the testing experiments, the room was vacant for the first minute. A person
then entered the room and continuously moved to each fingerprint location at least once.
A total of twelve test experiments were performed varying between three and twelve min
in length. No objects inside the room were intentionally moved at any time during the
training and testing data sets.
7.5.1.2 First Floor
Our second test site, which we refer to as site 3F, is the furnished first floor of a home.
We deploy thirty nodes, which measure on eight channels, on the inside perimeter of the
house. A pair of nodes are attached to a tall stand such that the nodes are 0.3 and 1.3 m
above the floor. With the many walls and obstructions in the house, very few of the links
are line of sight. The floor plan of site 3F is shown in Figure 7.8.
RSS Fingerprints are collected at 32 locations in the house. The total duration of the
training experiment was 33 min. During the testing experiments, the house was vacant
for the first 50 s. A person then entered the house and moved to the first fingerprint
location, standing there for 50 s. After the 50 s elapsed, the person moved to the next
fingerprint location where the process continued. The same procedure was followed for
the test experiments except that the person stands at each location for 20 s. The duration
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of each of the 15 test experiments was 10 min.
After the training experiment and each testing experiment, an intentional change to
the house was made. For example, a couch was moved, a washer lid was shut, or a sink
was filled with water. These intentional changes were performed to simulate the passage
of time in a typical house where objects are moved, added, or removed from the area of
interest. We note that this training and testing data set was originally created and used
in [16].
7.5.1.3 Basement Living
Our last test site, which we refer to as site BL, is a furnished living room, bedroom,
and hall in a basement. We deploy fifteen nodes, which measure on four channels, on the
inside perimeter of the area of interest where very few of the links are line of sight. The
floor plan of site CR is shown in Figure 7.8.
During the training experiment, a person continuously moved around the basement at
known locations at known times. For fingerprinting, we create several reference locations
that serve as the fingerprint location since the person was moving for the duration of the
training period. The duration of the training experiment was 15 min.
During the testing experiments, the basement was vacant for the first minute. A person
then entered and continuously walked around the basement. However, the person also
reclined on a bed, and sat in an armchair, on a couch, and in a chair for 2 min each at
different points during the experiment. This was done to show how DFL methods with
online calibration lose track of a stationary person. The duration of each testing experiment
is fourteen min; however, we continue to record RSS measurements for 24 h. We wanted to
capture the changes in the environment that happen as a result of day-to-day living. This
way, changes in the environment are also recorded in the RSS. A total of seven 24-h test
experiments are performed.
7.5.2 Localization Accuracy
The DFL methods we evaluate produce a location estimate for each time t. These
methods can also indicate that the area of interest is vacant. When a person is in the
area of interest and the DFL method detects the person is in the network, we call this a
true presence detection (TPD). When no person is present in the area of interest but we
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detect presence, we call this a false alarm (FA). And when a person is present in the area
of interest but we fail to detect presence, we call this a missed detection (MD). With these
definitions, we compute the localization error at time t as
e[t] =
{
ep, FA or MD
d(xˆ[t], xtrue[t]), TPD (7.7)
where ep is a fixed error of 1.22 m to penalize missed detections and false alarms, xtrue is
the true location coordinate, and xˆ[t] is the estimated location coordinate from one of the
localization methods. We then compute the median of e[t] for all t and call it the median
penalized Euclidean error emed.
7.6 Results
In this section, we discuss the localization performance of MLL and HMML and our
baseline DFL methods, RTI, KRTI, and LDA. We show how MLL and HMML outperform
all of the baseline methods at three different sites, how MLL and HMML robustly localize
moving and stationary people, and how MLL and HMML adapt to changing environ-
ments. We then make intentional modifications to MLL and HMML and show how their
localization performance is affected.
7.6.1 DFL Method Comparison
In this paper, we perform many experiments at three different sites to show how MLL
and HMML can accurately localize people in many settings. We show the penalized
median error, emed, for MLL, HMML, and the baseline DFL methods at the three sites in
Figure 7.9. We quickly observe that for all sites, MLL and HMML outperform or match
the baseline methods in localization accuracy. At sites 3F and BL, where there were con-
siderable changes to the environment, we see that MLL and HMML reduce emed by 44%
or greater when compared to RTI and LDA. Since the environment changes often at site
3F, RTI and LDA’s empty room and fingerprint calibration methods become outdated,
resulting in poor performance over time. When the environment does not change, like
in the CR experiments, RTI and LDA’s localization performance closely matches MLL,
HMML and KRTI. However, an unchanging environment, like at site CR, is not likely to
exist in most applications.
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In contrast, we observe that MLL reduces the penalized median error by up to 11%
and HMML by up to 9% compared to KRTI at the three sites. While this reduction in
error seems small, it is important to recognize that it becomes more challenging to make
significant reductions in error when the errors are already considerably low given the
size of the site areas, the number of nodes deployed, and the spatial diversity of the
nodes. Additionally, MLL and HMML have the advantage of localizing stationary people,
a feature that is missing in KRTI and other online DFL methods.
7.6.2 Tracking Stationary People Evaluation
One of the important features of both MLL and HMML is that they keep track of a
stationary person. On the other hand, DFL methods that use online calibration only image
motion, and so when a person is stationary, these DFL methods eventually lose track of
the person. An example of the difference between HMML and KRTI, which performs
online calibration, is shown in Figure 7.10. We note that MLL is not shown because its
performance is about the same as HMML and we therefore did not want to clutter the
figure by including MLL’s results. We show a window of time during the BL experiments
where a person sat still for 2 min at two locations. From the figure we observe that HMML
yields a lower localization error during the two 2-min intervals than KRTI; and we also
observe that, while HMML keeps track of the stationary person, KRTI eventually loses
track of the person while they are stationary. For KRTI, losing track of the person results
in missed detections. A missed detection for applications like monitoring the activity of
aging patients can be potentially life threatening. For example, if a person fell to the floor
and could not move, we need a system to tell us that the person is still in that location and
not out of the house so that we can take necessary responsive action.
7.6.3 Continuous Recalibration Evaluation
Another important feature of MLL and HMML is that it can robustly localize a person
even in changing environments. DFL methods that perform an empty room or fingerprint
training before the system will gradually suffer in localization performance. As the envi-
ronment changes, the empty room calibration measurements gradually diverge from those
measurements recorded during training. We show an example of localization performance
in changing environments in Figure 7.11. The penalized median error is shown for RTI
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and HMML for each of the 15 test experiments at site 3F. Again, MLL’s performance is
similar to HMML, and we therefore did not want to clutter the figure by including MLL’s
results. HMML and RTI perform equally as well for the first experiment since RTI’s empty
room calibration measurements are current. With each successive experiment, intentional
changes are made to the environment. As a result, RTI’s localization error increases, even
doubling by experiment five. Without frequent empty room calibration, RTI is unable
to provide a reliable location estimate. On the other hand, HMML robustly localizes
the person in spite of a changing environment. With the addition of LDA, these same
observations can be seen in Figure 7.12 which shows the median penalized error for each
of the seven test experiments at site BL.
7.6.4 MPL Feature Evaluation
In this section, we intentionally modify parts of MLL and HMML to see how localiza-
tion is affected. We make the following four modifications to HMML and MLL.
• First, we use fixed values for λ and β for all links in lieu of estimating them in the
spatial model parameter estimation block in Figure 7.1. We call this modification
FIXED. We perform this modification for both HMML and MLL.
• Second, we use the true location xtrue instead of xkrti to estimate λ and β in the spatial
model parameter estimation block in Figure 7.1. We call this modification TRUE and
make the modification for both MLL and HMML.
• Third, we ignore wall and entrance-exit information when creating the transition
probabilities. We call this modification NO WALL but only apply this to HMML
since MLL does not use transition probabilities.
The unmodified MLL and HMML we call BASELINE. Only one modification is made to
MLL and HMML at a time. With the modification, we perform localization using the data
sets from our three sites and show the results for MLL in Figure 7.13 and for HMML in
Figure 7.14.
With the FIXED modification, we entirely eliminate the KRTI and parameter estimation
blocks, as seen in Figure 7.1, from MPL. In their place, λ and β are tuned by the user and,
consequently, MLL and HMML is ready to run when the system starts. There is no need
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for any calibration. From Figure 7.14, we observe that setting all spatial parameters to be
the same value for all links increases the penalized median error for HMML by 7 cm at site
3F, reduces the error by 2 cm at site CR, and makes no significant change at site BL when
compared to BASELINE. From Figure 7.13, we observe that setting all spatial parameters
to be the same value for all links increases the penalized median error for MLE by 4 cm at
site 3F, 2 cm at site BL, and 27 cm at site CR when compared to BASELINE.
For a majority of the sites, both MLL and HMML show little loss in localization perfor-
mance with FIXED when compared to BASELINE. This result demonstrates that, without
significant performance loss, MPL does not necessarily need a calibration period where a
person walks inside the area of interest. The user could alternatively tune λ and β and the
system would be ready to perform localization. The CR site does show that MLL might
be more sensitive to this tuning, but overall, MPL becomes a much more attractive DFL
method with the FIXED modification.
With the TRUE modification, we require the user to provide labelled RSS data with
their true location during the training phase. We wish to see if having labelled training
data would improve the estimation of the spatial parameters, and, in turn, improve local-
ization. These true locations replace the estimated locations from KRTI. From Figure 7.14
and Figure 7.13, we observe that at all three sites, supplying labelled RSS data matches
or decreases localization error for MLL and HMML when compared to BASELINE. The
improvement to localization performance can be as great as 6 cm. The user may decide
that the performance gains are too small to warrant having to provide labelled RSS data.
However, the trade-off is the additional computational overhead needed to run KRTI for
the location estimates.
Finally, with the NO WALL modification, we eliminate the need for extra wall infor-
mation to be entered into HMML prior to operation. From Figure 7.14, we observe that
at all three sites, ignoring wall and entrance-exit information never results in improved
localization performance when compared to BASELINE. The greatest increase in error was
3 cm at the BL site. These results suggest that excluding wall and entrance-exit information
from informing the creation of transition probabilities does increase the localization error.
However, the user may opt to forego entering in the information into HMML and incur
only a small localization performance loss.
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7.6.5 Complexity and Feature Trade-Offs
We have shown how MML and HMML achieve a lower localization error than other
DFL methods and can do so in a changing environment and without an empty room
or fingerprint calibration period. Other DFL methods do not share all of these same
properties. The trade-off, however, for using MLL and HMML over other DFL methods is
the greater memory and computational complexity required to run them. In Table 7.1 and
Table 7.2, we compare the features offered by MLL, HMML and other DFL methods, their
calibration requirements, and their memory and computational complexity.
The table shows how each of the DFL methods we compare in this paper use different
initial calibration methods. RTI requires a period of time when the area of interest is
vacant while LDA requires fingerprint training. Empty room calibration and fingerprint
training may be feasible, but for aging in place applications, these calibration methods
would cause too much inconvenience by having to frequently recalibrate or retrain them.
MPL, on the other hand, is calibrated by a person moving around the area of interest,
which is likely something that the person would be doing anyway during the course of
a day. The big difference between MPL and RTI and LDA is that MPL is able to achieve
constant localization performance in changing environments whereas RTI and LDA cannot
do so unless empty room calibration or labelled fingerprint training measurements are
frequently performed.
In contrast, KRTI does not require any calibration and achieves constant performance
in changing environments. The trade-off is that KRTI and other online calibration DFL
methods are unable to localize stationary people. Applications like home automation
and assisted living are dependent on knowing where a person is, even when they are
stationary. MPL is able to localize stationary people, but the trade-off is that MPL must be
calibrated by having a person walk around in the area of interest. However, we showed
that by modifying MPL to use tuned values for λ and β instead of estimating them, we
would also classify MPL as requiring no calibration like KRTI.
A significant trade-off to consider when using MLL or HMML are their relatively higher
memory and computational complexity compared to other DFL methods. We observe that,
compared to other DFL methods, HMML has an extra P2 memory factor which is used to
store the transition probabilities and an extra P2 term in computational complexity which
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is needed to compute the forward algorithm. The greater memory and computational cost
of HMML were used to add a temporal component to localization. We set out to see if the
temporal properties of HMML would provide greater localization accuracy than its MLL
little brother, but we did not observe those gains. HMML is therefore at a disadvantage
when P is increased when compared to any of the DFL methods we compared.
The alternative to HMML is MLL, which we see does not include the extra P2 memory
and P2 computation like for HMML. We also saw in the previous sections that MLL often
performed localization just as well as HMML. Since MLL ignores the temporal component
that HMML embraces, it reduces the computational and memory cost by a nontrivial
amount. One question to be asked though is, why doesn’t HMML benefit from the ad-
dition of transition probabilities? We note that both MLL and HMML use the likelihood
probabilities in (7.6) which turn out to be values either very near 0 or very near 1 since L is
large for all of our experiments. Therefore, the transition probabilities play an insignificant
role when inductively computing the joint probabilities αk. The localization results of MLL
and HMML demonstrate that, in this application, there is no clear advantage for including
temporal properties into the localization problem by using HMML.
If we were to consider using another DFL method other than MLL, KRTI would be a
smart choice. KRTI has no need of calibration and it is highly accurate. However, MLL,
which only adds another LP of memory and LP of computation by comparison, buys the
advantage to track stationary people while achieving similar localization performance.
This advantage is an important feature to have when monitoring an aging, home-bound
family member or patient and for enabling smart home features that depend on sensing
presence.
7.7 Conclusion
In this paper, we have presented a new signal strength-based Bayesian device-free
localization system called model-based localization (MPL) that can localize stationary peo-
ple, does not require an empty room calibration period, and achieves constant localization
performance in changing environments. In MPL, we develop a new mixture model where
the probability of a person occupying a location is a function of signal strength measure-
ments from a wireless sensor network. A fundamental piece of our model is that a wireless
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link is either affected or unaffected by the presence of a person. Links are typically affected
when a person stands on or near the link line, and are unaffected when a person stands
far form the link line. Our mixture model allows for uncertainty in the state of the link
as a function of the person’s location. We develop two realizations of MPL including
MLL and HMML which compute the probabilities of a person’s location based on the RSS
measurements observed. MLL computes the likelihoods of observing RSS measurements
given a person’s location while HMML computes the joint probabilities of observing RSS
measurements given a person’s location using the forward algorithm of a hidden Markov
model. In addition, we develop a new method to perform continuous recalibration so that
our model can adjust to a changing environment.
To validate the performance of MLL and HMML, we perform a series of experiments
at three different sites and compute the localization error of MLL, HMML and three other
DFL methods. We demonstrate that MLL and HMML outperform the baseline methods in
terms of localization accuracy, that MLL and HMML are capable of localizing a stationary
person when other baseline methods cannot, and that MLL and HMML achieves constant
localization performance even when the environment changes. In addition, we demon-
strated that the MLL can perform localization as well HMML but with a fraction of the
memory and computational cost. For assisted living and home automation applications,
MPL offers an important advantage of constant localization performance and tracking
stationary people without significant costs in computational complexity, memory usage,
or convenience.
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Figure 7.1. Block diagram of model-based probabilistic localization (MPL).



















Figure 7.2. Distribution of RSS when a person is on or near the link line and the link is
affected, and when a person is far from the link line and the link is unaffected.
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Figure 7.3. The absolute difference between the mean RSS during empty room and the
mean RSS when a person occupied each square. Red squares represent an absolute
difference of 2 dB or less. Blue squares represent an absolute difference greater than 2
dB. The white squares were never occupied. The nodes and link line are shown in orange.
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Figure 7.4. Measured RSS as a function of excess path length for a link. Excess path length
is computed using the estimated location from the KRTI block seen in Figure 7.1. One
group of RSS measurements with the same excess path length is shown in the gray box.
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Figure 7.5. Histogram of RSS within the gray box of Figure 7.4. The optimal mixture model
for this histogram is overlaid.
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Figure 7.6. Optimal probabilities b∗ as a function of excess path length. The estimated
spatial model is overlaid.
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Figure 7.7. Measured RSS during an experiment where changes in the environment cause
the unaffected RSS mean to change by 6 dB. The red line shows how our continuous
recalibration eventually adjusts the estimate of the unaffected mean after environment
changes.



























































Figure 7.8. Experiment locations where the walls or barriers are shown in black and the
nodes are shown as red circles. The red dashed lines indicate where entrance-exits are











































































Figure 7.9. Penalized median Euclidean error, emed, for LDA, RTI, KRTI, MLL and HMML
at three different experiment sites. Only site CR maintained a relatively unchanged
environment during the course of the training and testing experiments and was the only
site that were most links were line of sight.


































Figure 7.10. The penalized Euclidean error is shown over time for HMML and KRTI
during part of the BL experiments. In this window of time, a person sat still twice for
2 min each. HMML keeps track of the stationary person whereas KRTI eventaully loses
track of the person. Periods of missed detections (MD), where KRTI loses track of the
person, are shown in blue.
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Figure 7.11. Penalized median error for each of the sixteen test experiments performed at
3F for RTI and HMML. Intentional changes to the environment were made after each ex-
periment. HMML adjusts to these changes with continuous recalibration. RTI, which per-
forms offline calibration, gradually suffers in localization performance as the empty room
calibration measurements diverge from measurements made when the system turned on.

































Figure 7.12. Penalized median error for each of the seven test experiments performed
at BL for LDA, RTI, and HMML. Changes to the environment after each test were the
result of day-to-day living. HMML adjusts to these changes with continuous recalibration.
RTI, which performs empty room calibration, and LDA, which performs a fingerprint cal-
ibration, gradually suffers in localization performance as the empty room and fingerprint



























































Figure 7.13. Penalized median error for a modified MLL at three different experiment sites.
In FIXED, we use the same λ and β parameters for all links. In TRUE, the true location xtrue




































































Figure 7.14. Penalized median error for a modified HMML at three different experiment
sites. In FIXED, we use the same λ and β parameters for all links. In NO WALL, we ignore
wall and entrance-exit information when creating the transition probabilities. BASELINE
is HMML without modifications. In TRUE, the true location xtrue is used instead of xkrti to
estimate λ and β.
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LDA X X X
KRTI X X
RTI X X X
HMML X X X
MLL X X X
Table 7.2. Features Offered by DFL Methods Along With Their Memory and Computa-
tional Complexity. For Reference, L is the Number of RSS Measurements, P is the Number
of Grid Coordinates, and R is the Number of Bins Used for Histograms. The Costs for







LDA LP+ P LP+ P
KRTI X LP+ 2LR LR+ LP
RTI LP L+ LP
HMML X 2LP+ 2LR+ P+ P2 L+ 2LP+ P2
MLL X 2LP+ 2LR L+ 2LP
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CHAPTER 8
CONCLUSION
We conclude this dissertation with a research summary of the body of research pre-
sented in this dissertation. We end by offering research that has yet to be explored or
improved for RF sensing in general and for the research presented in this dissertation.
8.1 Research Summary
The presence and movement of a person in a wireless RF sensor network have an
impact on the channel measurements made on the links of the network. Consequently, the
channel measurements of the links, like CIR and RSS, can be processed to localize a person
and perform environmental sensing. In this dissertation, we have focused on developing
new measurement models and methods to improve and enable device-free localization.
8.1.1 Line Crossing Methods
A considerable part of this dissertation has focused on performing localization with
link line crossing measurements. Link line crossings were detected from changes in RSS
measurements as well as with changes in the energy contained within the first few nanosec-
onds of a CIR measurement. In one application, we considered wireless networks where
a person may only cross a link line occasionally. Traditional DFL methods are not well-
suited for these conditions since their models rely on a person crossing multiple link lines
simultaneously. We developed a linear regression and line stabbing method that uses a
history of link line crossing measurements to estimate the person’s track.
In a second application, we considered a network of transceivers in motion to perform
through-wall localization. In traditional DFL where nodes are statically deployed, changes
in channel measurements are the result of the presence or movement of a person. When
the nodes are in motion, changes in channel measurements are the result of both a person
and/or small scale fading. We demonstrated that the changes in the energy contained in
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the first few nanoseconds of a CIR measurement could be used to discriminate between
small scale fading and the presence of a person on the link line. We further demon-
strated that a person could be localized through walls using the channel measurements
of transceivers in motion.
In a third application, we considered the problem of localizing boundary crossings.
Even with the best of line crossing algorithms and in the best of fading characteristics, false
and missed link line crossings measurements occur. However, when nodes are linearly
deployed, link lines naturally overlap, and so a crossing error on one link could potentially
be corrected by the correct measurements of other overlapping links. Two new boundary
crossing algorithms are developed to exploit this deployment geometry to robustly localize
boundary crossings.
8.1.2 More Realistic Spatial Models
Another contribution of this dissertation was to develop more realistic spatial models
to relate channel measurement changes to a person’s location. When a wireless device
transmits a signal, the resulting electromagnetic wave propagates in many directions. The
models of many DFL methods make the assumption that most of the power in the wave
is concentrated along the link line, and so when a person crosses the link line, the channel
measurements will be noticeably impacted. In multipath environments, this model does
not always match reality. In one application, we develop new antennas that are designed
stay tuned when placed a dielectric material and to send most of its power along the link
line while attenuating multipath that propagate across wider angles. With experimental
data, we demonstrated that the new antenna tracked a person with less error with RTI
than antennas traditionally used in DFL.
In a second application, we take a more realistic approach to traditional spatial models
used in DFL. Traditional spatial models form an ellipse with a link’s nodes as foci and say
that changes in channel measurements will only contribute to localization when a person
is inside the ellipse. But in fact, a person can be inside the ellipse and have no impact
on channel measurements. Contrastingly, a person can be outside the ellipse and have
a significant impact on the channel measurements. As a solution, we develop a mixture
model where RSS measurements come from a distribution when the link is affected or
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unaffected. We weight the probability of measuring RSS from these distributions based on
the excess path length of the person’s location to the link. When the person is on or near the
link line, we weight the affected RSS probability higher than the unaffected probability. We
develop methods that compute the likelihood and joint probabilities of a person’s location
for the observed RSS measurements on many links and show that they can outperform
other DFL methods.
8.2 Future Work
In this section, we divide future areas of research into extensions to the research pre-
sented in this dissertation and then work that can be investigated for RF sensing generally.
8.2.1 Extensions to Presented Research
In this dissertation, we presented many new methods and models to enable and im-
prove DFL. In this section, we provide ways to extend this work for added improvements.
In Chapter 2, we presented both a line stabbing and linear regression method to es-
timate the track of a person passing through a network. The linear regression model
incorporates the time at which a link is crossed into the estimation. The line stabbing
method, however, can correct for link line crossing measurement errors. A more robust
method could be achieved by first performing line stabbing to obtained a corrected history
of link line crossings. The filtered history could then be passed to the linear regression
method to incorporate timing into track estimation. Alternatively, a third dimension could
be added to the line stabbing method to incorporate time and link line crossing measure-
ments. These methods were tested in simulation but could benefit from a comparison to
other DFL methods like RTI and fingerprinting with experimental data. This experimental
data could be obtained through a network of fully connected nodes or from star networks
like those typically formed in WiFi networks.
In Chapter 3, UWB radios were used to measure the CIR while the radio devices were
in motion. In our experiments, we manually defined the location of the UWB radios for
each CIR measurement. However, in a more realistic system, the UWB radios need to
self-localize. Using the CIR measurements, the UWB radios could both self-localize and
detect link line crossings. The UWB radios could then be attached to autonomous ground
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or aerial robots to rapidly make measurements of the wireless channels and perform local-
ization. The localization performance could be analyzed as a function of the robots paths
and the number of UWB radio devices deployed.
In Chapters 4 and 5, we presented a boundary crossing localization system using RSS
measurements. Some boundaries can extend for much longer than was tested in our work
and are important to monitor. Future research could explore the number of nodes needed
as a function of boundary length. But to collect measurements on long boundaries, it will
be important to develop communication protocols to pass RSS measurements from all links
to a central node for processing. Furthermore, new localization algorithms may need to be
developed to account for the loss of connectivity between nodes that are too far away from
each other. New methods could also be developed to ignore the negative effects of wind.
This includes small scale fading that can occur if the structure to which a node is attached
moves because of wind. An accelerometer on the node could detect these movements.
In terms of power, changes in communication protocols or to sensing methods could be
created to reduce the amount of power required for each node. Replacing batteries and
unconstrained energy use from renewable sources could reduce the practicality of the
system. The assumption that the on and off link line distributions are Gaussian could
be changed to assume other distributions like skew-Laplace, Ricean, or Rayleigh to more
closely match the measured distributions. And a mixture model could be explored to
place some uncertainty in the RSS measurement coming from either the on or off link line
distribution.
In Chapter 7, we present a new spatial-based mixture model where we define RSS
measurements as a function of a person’s location. To obtain the model, we assume that the
affected RSS distribution is also shifted down in mean and scaled up in variance compared
to the unaffected distribution. Alternative methods could estimate the unaffected and
affected distribution parameters independently. Additionally, model correctness was com-
promised for model complexity by assuming a normal distribution. A skew-Laplace or
Ricean distribution could be used instead to achieve better model accuracy. One significant
downside to the methods presented in Chapter 7 is the use of VRTI to perform continuous
recalibration so that we could track both moving and stationary people. Future work could
explore methods that turn off VRTI after a time period and only rely on location estimates
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from MLL or HMML to perform recalibration.
8.2.2 Future Work in RF Sensing
The usefulness of RF sensing continues to grow. New applications are being discovered
while existing systems are being improved.
When choosing how to perform DFL or other RF sensing, one idea to consider is
whether to use measurements from an existing wireless network or to design a network
specifically for an application. WiFi networks exist in many public buildings and con-
sequently, many devices are connected to the network. These devices can join or leave
the network at random times, but while they are on the network, they provide a sens-
ing link. With WiFi networks, the wireless cards provide channel state information on
multiple subcarriers which can be a rich source of sensing information. Other networks
could be exploited as newer infrastructure is added to cities. Street lights, transportation
stops, and transmission lines could have wireless devices installed to relay status data to a
remote processing center. The measurements on the wireless devices could be exploited to
monitor foot or vehicle traffic, detect person or animal presence, monitor the weather, or
provide alerts of potential copper thieves.
For emergency responders and tactical personnel, knowing not just the location of a
person hidden behind the walls of a building, but the location of walls and other obstacles
can help form strategies for entering and securing the inside premises. DFL can localize a
person with centimeter accuracy. As a person moves inside the building, their estimated
location informs you which possible transitions from one area to the next. When the
transition from one area to other happens rarely or never, it can indicate the location of
a wall or other obstacle. Future work could include mapping out walls and barriers based
on the location estimates from DFL.
Fingerprint-based DFL has been used to very accurately localize and track a person.
Fingerprint training, however, is a laborious process and must be done frequently to stay
current with changing environments. However, it may be possible to predict how the
fingerprint will change as the environment changes. The changes in the fingerprints may
follow a predictable pattern such that new methods and models could be created to re-train
the fingerprints in an unsupervised way. To make fingerprint training less laborious,
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fingerprints could be trained by the output of a DFL method and inertial sensor mea-
surements from a tag worn by the person. The inertial measurements could be used in a
filter to smooth location estimates from the DFL method to provide highly accurate filtered
location estimates. The filtered location estimates could then be used as the label for RSS
measurements for fingerprint training.
DFL methods could also supplement tag-based localization methods. The tag could
either be localized with angle of arrival, time of arrival, or RSS measurements from a
separate sensor network or the tag could be a part of the same network and use the
same measurements for localization. The problem could also be seen as tag-based local-
ization supplementing DFL methods. A tag identifies a person whereas, in device-free
applications, we can only locate an unidentified person. Security and emergency response
applications could benefit from knowing not only where people are, but which person is
being localized.
DFL systems that are deployed in power-lacking environments need to be designed
to conserve power while providing sufficient localization accuracy. The number of nodes
in the network, the communication protocol, and the number of channels measured can
have a significant influence on the amount of power used for sensing. When power is
not a constraint, DFL can benefit from having the nodes perform some of the computation
before the node sends its data. Another avenue of research could explore intelligent ways
of sending channel measurements (processed or raw) to a central node for processing. In
networks where nodes are far apart, there can be significant latency passing data from a
node to a central processing location. To have nodes do all or a significant portion of their
own processing could help in sending only important information from a node to the base
station.
