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Abstract
This paper presents an online transfer learning framework for improving
temperature predictions in residential buildings. In transfer learning, pre-
diction models trained under a set of available data from a target domain
(e.g., house with limited data) can be improved through the use of data gen-
erated from similar source domains (e.g., houses with rich data). Given also
the need for prediction models that can be trained online (e.g., as part of
a model-predictive-control implementation), this paper introduces the gen-
eralized online transfer learning algorithm (GOTL). It employs a weighted
combination of the available predictors (i.e., the target and source predictors)
and guarantees convergence to the best weighted predictor. Furthermore, the
use of Transfer Component Analysis (TCA) allows for using more than a sin-
gle source domains, since it may facilitate the fit of a single model on more
than one source domains (houses). This allows GOTL to transfer knowledge
from more than one source domains. We further validate our results through
experiments in climate control for residential buildings and show that GOTL
may lead to non-negligible energy savings for given comfort levels.
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1. Introduction
Recent studies on climate control (heating/cooling) in residential build-
ings have demonstrated the importance of accurate system identification and
prediction for energy savings [2, 3, 4, 5, 6]. In fact, there have been several
efforts on exploiting the benefits of such prediction schemes through the
development of model-predictive-control (MPC) approaches [2, 3, 4], where
predictions of the temperature evolution, weather conditions and user be-
havior can be incorporated directly into the control design.
The current trend on system identification and prediction in a residen-
tial building (target house) exploits measurements collected during normal
operation of the heating/cooling system. Several identification schemes have
been used to generate predictions, including the MIMO ARMAX model [7],
ARX models [8] and the neural network approach [9].
Although linear transfer function models are the most commonly used
models for system identification in residential buildings (due to the resulting
simplified MPC design), changes in weather conditions and/or the heating
patterns may give rise to nonlinear phenomena and consequently to vari-
ations in the prediction performance. This observation has been pointed
out by several authors, leading to more detailed identification schemes, such
as the multiple-time scale analysis presented in [4], the more detailed mod-
els of HVAC systems discussed in [10] and the nonlinear regression models
developed in [5].
Variations in the weather conditions and/or heating patterns may always
occur throughout the year. The reliability of the (target house’s) prediction
model may be improved by incorporating the formulation of data/prediction
models from other residential buildings (source houses). To this end, this
paper addresses the following question: In what form such a “knowledge
transfer” from a source house to a target house should be performed and under
which conditions it could be beneficial in terms of the resulting prediction
performance?
Such knowledge transfer objective is usually encountered in machine
learning and it may take alternative forms depending on the application
itself. In particular, knowledge transfer can usually be performed within
the context of Transfer Learning [11]. Generally, transfer learning aims at
transferring knowledge from previous (source) tasks to a target task when
the latter has limited training data. Transfer learning has received a lot
of attention in recent years and has successfully been used in several appli-
cations, such as indoor localization [12], image processing [13], land-mine
detection [14] and biological applications [15].
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Most transfer learning approaches can be referred to as offline approaches,
since learning is performed offline. However, in the context of climate control
in residential buildings, data are usually collected continuously and knowl-
edge transfer needs to be implemented in an online fashion. Thus, it is
necessary to develop an online transfer learning methodology that will be
particularly appropriate for knowledge transfer between different houses. To
the best of our knowledge, only the Online Transfer Learning (OTL) [16]
method addresses an online learning case. It uses a weighted prediction of
an offline classifier (learned on the source scenario data) and an incrementally
updated online classifier on the target scenario data. Weighted predictors
are also common in ensemble learning methods [17, 18, 19, 20, 21], however
predictors are constructed from a single dataset (thus, they are not directly
related to transfer learning). An online algorithm for the case of multitask
learning [22] was introduced by Dekel et al. [23]. In contrast to transfer
learning, multitask learning addresses the problem of learning different tasks
in parallel. Furthermore, Dekel’s method is designed for classification tasks,
while climate control requires regression tasks.
Given the absence of online transfer learning methodologies that can
be directly applied for knowledge transfer for climate control in residen-
tial buildings, this paper develops an online transfer learning algorithm that
is particularly appropriate for climate control. In particular, we introduce
generalized online transfer learning (GOTL) that is based on a weighted
combination of: (1) an offline model (linear regression model learned on the
source data (with data collected over an extended time horizon), and (2) an
online regressor (recursive least squares, cf., [24]) learned on the target house
– which is incrementally updated as new data arrives. The proposed algo-
rithm is related to the OTL algorithm of [16]. However, in [16], the weighted
predictor is only eligible for classification, while our framework is applica-
ble for both classification and regression. Furthermore, our online transfer
learning scheme guarantees convergence to the globally optimal weights for
the predictors.
The proposed GOTL algorithm is not limited to the use of a single
source house. Clearly, standard machine learning methods cannot be ap-
plied directly on the combined data of different source houses, as the different
datasets were not necessarily generated by the same process. However, (of-
fline) domain generalization [15] methods can be used to jointly model data
from different source domains. In this paper, we use the domain generaliza-
tion method Transfer Component Analysis (TCA) [25, 14]. TCA and domain
generalization methods in general, aim to transform data from different do-
mains into a shared subspace, where the distributions of the domains are
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similar. Once transformed, a (linear) regression model can be constructed
on the joint source house data.
Our contributions can be summarized as follows: (1) We propose an
online transfer learning methodology (GOTL) that is appropriate for knowl-
edge transfer between residential buildings. To the best of our knowledge,
this is the first attempt to address knowledge transfer in this application do-
main. (2) The proposed algorithm builds upon the online transfer learning
methodology of [16] and (a) guarantees convergence to the global optimum
combination, (b) it addresses both classification and regression tasks. (3)
We demonstrate through experiments that is at least as good as either one
of the source house and target house predictor. (4) We show that the do-
main generalization technique TCA can be used to learn a joint model from
several source houses, which proves to be even more beneficial for the tar-
get task. (5) We demonstrate that the improvement in predictive accuracy
translates into non-negligible energy savings for given comfort levels. This
paper extends previous work of the authors [1] by contributions (4) and (5)
and provides a more detailed presentation of the already published work.
In the remainder of the paper, Section 2 provides the framework and the
main objective of this paper. Section 3 describes the proposed online transfer
learning methodology (GOTL) from a single source domain. In Section 4, we
extend our methodology to the case of multiple source domains through the
use of TCA. Section 5 provides a description on the experimental framework
and Section 6 demonstrates the experimental results. Finally, Section 7
presents concluding remarks and future work.
2. Framework & Objective
In this paper, we are interested in the development of a prediction (input-
output transfer) model of the heat-mass transfer dynamics in residential
buildings, that also exploits data collected from other (not necessarily simi-
lar) houses. Such prediction models can be used within an MPC and provide
predictions of the indoor temperature over an optimization horizon of inter-
est (e.g., several hours ahead).
A prediction (input-output transfer) model of the heat-mass transfer dy-
namics in buildings can be formulated in the following generic form:
yˆt = f(yt−1, ..., yt−`,ut−1, ...,ut−`), (1)
where y ∈ R denotes the variable of interest, yˆ ∈ R denotes the estimate
of y and u ∈ R1×m denotes the control inputs/disturbances. The predictor
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f : R`+`m → R is a linear or nonlinear prediction model.
Under the assumption that measurements are perturbed by a white mea-
surement noise, predictors of the form (1) correspond to the maximum a pos-
teriori predictor (as in the case of the Output-Error regression model [26,
Chapter 4]). For example, in the context of climate control in buildings, y
corresponds to the indoor temperature that needs to be regulated, while u
may include all variables directly or indirectly affecting the indoor tempera-
ture, such as the flow of the thermal medium, the inlet/outlet temperatures
of the thermal medium, the occupants presence, the outdoor temperature
and the solar gain.
Let us assume that measurements of the inputs and output are collected
at regular time instances Ts, 2Ts, ..., briefly denoted by t = 1, 2, ..., where Ts
corresponds to the sampling period. Assuming that an MPC is implemented
for temperature control, let Thor
.
= MTs denote our optimization horizon
over which predictions are requested for some large M ∈ N. We denote the
time instances at which predictions are requested by tk, k = 1, 2, ... such that
tk = kM . Note that tk is a subsequence of the time index t, thus predictions
are requested over M, 2M, ... time instances. We will often refer to these
time instances as the evaluation/optimization instances.
To minimize notation, we briefly denote
xt
.
=
(
yt−1 · · · yt−` ut−1 · · · ut−`
)
. (2)
Since we will be concerned with providing predictions at time instances tk,
k = 1, 2, ..., we will compactly denote the data available at those time in-
stances by
Xk
.
=

x0
x1
...
xtk
 , (3)
for all k = 1, 2, ... which correspond to time instances tk.
In the remainder of the paper, we will assume that data are available
both from a target house, where we wish to minimize the prediction error,
and one or more source house(s), denoted by the symbol S. We assume
that the input-output variables measured in both the source house(s) and
target house are the same. Let XS and Xk be the corresponding feature
data available at tk. Since we are concerned with transfer learning, the data
set XS is assumed a-priori fixed. However, the forthcoming analysis can
be extended in a straightforward manner to the case that this data set also
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varies with time.
We introduce two prediction models: (1) fk(·) is a prediction model
that is trained online at time instances tk, k = 1, 2, ... over the currently
available data Xk from the target house. (2) fS(·) denotes a prediction
model that is trained offline over the a-priori available data set XS . In case
of a single source house the predictor is taking the form fS(·) = hS(·), where
hS(·) is a supervised prediction function. In case of multiple source houses
fS(·) = hS(θ(·)), where θ(·) is a domain generalization function, which maps
the data from the different houses into a shared subspace. Note that in this
case, the source data are XS = XS1∪XS2∪ ...∪XSD , where D is the number
of source houses. The definition of the domain generalization function and
its role will be discussed in detail in the forthcoming Section 4.2.
The goal of this paper is the computation of a new (combined) predictor
for the target house, evaluated at time instances tk, k = 1, 2, ..., which admits
the generic form Fk(·) = Fk(fk(·), fS(·)). We wish to address the following
optimization problem:
min
{Fk}
K∑
k=1
tk+M∑
t=tk+1
δtk+M−t
∣∣Fk(xˆt|k)− yt∣∣2 , (4)
on the target house, where K is the number of evaluation intervals consid-
ered and δ ∈ (0, 1] is a discount factor. As in an MPC implementation,
the measurements y are only available at the beginning of each evaluation
interval k, i.e., at time tk, while the performance of a prediction model Fk
has to be evaluated over an optimization horizon of M steps ahead. Thus,
an estimate xˆt|k of xt is used in the formulation of the predictions, which is
defined as
xˆt|k
.
=
(
y˜t−1|k · · · y˜t−`|k u˜t−1|k · · · u˜t−`|k
)
,
where y˜t|k
.
=
{
yt if t ≤ tk
yˆt|k if t > tk.
Here, yˆt|k are generated as yˆt|k = Fk(xˆt|k), where the prediction at time in-
stance t are given by the prediction function fk(·), which has been trained
using all data up to time instance tk. Regarding the estimates of the control
inputs and the exogenous disturbances summarized in u˜t|k, we consider per-
fect estimates, since we would like to investigate the prediction performance
of Fk over y. Therefore, we set u˜t−j|k = ut−j , j ∈ {1, ..., l}.
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3. Online Transfer Learning from Single Source Domain
3.1. Generalized Online Transfer Learning (GOTL)
Obviously, when addressing an optimization problem of the form (4), the
optimal choice of a combined predictor may not be computed a-priori, i.e.,
before receiving the measurements {yt}tkt=t1 from the target house. Thus,
an online optimization scheme is required. Besides, the choice of an optimal
predictor may change frequently with time, hence requiring frequent revisions
of the combined predictor.
In this paper, we propose a transfer learning algorithm that addresses the
generic problem formulation of (4) in an online fashion under the structural
constraint of the form:
Fk(xt;αk)
.
= (1− αk)fk(xt) + αkfS(xt), (5)
where αk ∈ A .= {0,∆, 2∆, ..., 1−∆, 1} , is a weight assigned to the source
predictor. The constant ∆ ∈ (0, 1) is selected so that ∆ = 1/n for some large
n ∈ N.
In other words, we consider combined predictors that can be represented
as a weighted sum of the two available predictors (the source predictor
trained offline and the target predictor trained online). In this case, the
optimization problem (4) can be translated to an optimization problem over
{αk} and takes on the following form:
min
{αk}
K∑
k=1
tk+M∑
t=tk+1
δtk+M−t
∣∣Fk(xˆt|k;αk)− yt∣∣2 . (6)
The proposed algorithm Generalized Online Transfer Learning (GOTL)
is motivated by the so-called adaptive learning [27] defined in games and it
is based on the notion of better reply. It is described in detail in Table 1.
In particular, at the end of every evaluation interval k = 1, 2, ..., the
current combined predictor Fk, defined in (5) and employing weight αk, is
evaluated over the updated history of measurements Xk+1, i.e., the measure-
ments collected at the end of the evaluation interval k.
Its performance with respect to the prediction error is then compared
with the corresponding performances when the weight αk is slightly per-
turbed. In particular, the performance of the weight αk is compared with
the corresponding performances of the weights selected from the set A(αk)
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At the end of any evaluation interval k (i.e., at time instance tk+1),
k = 1, 2, ...,K:
1. Update the history of feature data Xk+1.
2. Evaluate the currently selected weight αk by computing its bet-
ter reply
Bk(αk)
.
= {α′ ∈ A(αk) : Rk(α′) < Rk(αk)}.
3. Select a new weight αk+1 according to
αk+1 ∈
{
Bk(αk) if Bk(αk) 6= ∅
α else.
4. Train the online predictor for the target fk(·) by using the
updated history Xk+1, and get fk+1(·).
5. Define the new combined predictor Fk+1 for creating predic-
tions over t ∈ {tk, ..., tk+1} as follows:
Fk+1(·;αk+1) .= (1− αk+1)fk+1(·) + αk+1fS(·).
6. Update the time k ← k + 1 and repeat.
Table 1: Generalized Online Transfer Learning (GOTL)
defined as follows:
A(αk) .=

{αk −∆, αk, αk + ∆} if ∆ < αk < 1−∆
{αk, αk + ∆} if αk ≤ ∆
{αk −∆, αk} if αk ≥ 1−∆.
Comparison between the alternative weights in the set A is performed with
respect to the discounted weighted average squared error, Rk, of the combined
predictor, defined as
Rk(α)
.
=
k∑
j=1
tj+M∑
t=tj+1
δtj+M−t
∣∣Fj(xˆt|j ;α)− yt∣∣2, (7)
for some δ ∈ (0, 1]. Note that the predictions Fj(xˆt|j ;α) (in the evaluation
interval j) are generated using the target predictor fj(·) which has been
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trained using data up to time tj , Xj . The predictions of Fj(xˆt|j ;α) are
evaluated over the time interval t1, ..., tj+1. Lastly, note that the trained
predictor fj(·) does not depend on α, which implies that it does not have to
be refitted when α is updated.
The proposed scheme is related to the online transfer learning (OTL)
algorithm [16]. In reference [16] the weight update is only applicable for
classification problems, while GOTL’s weight update mechanism is more
general to accommodate both regression and classification problems.
3.2. Convergence behavior
Let us define the set of locally-optimal weights
A∗k .= {α ∈ {0,∆, ..., 1−∆, 1} : Bk(α) = ∅} .
We can show that GOTL converges to a weight in A∗k, as long as the set A∗k
changes sufficiently slow with k as the following proposition shows.
Proposition 3.1 (Convergence to Local Minima). For any weight up-
date instance k∗, if A∗k = A∗ 6= ∅ for every k = k∗, k∗ + 1, ..., k∗ + n, then
αk∗+n ∈ A∗.
In other words, if the set of locally optimal weights does not change within
the next n update steps, then the process will reach a weight within this set.
Proof. The proof is a direct implication of the definition of the Bk(·),
since at most n update steps are required for the process to approach a
weight α∗ ∈ A∗ starting from any initial weight. 
Proposition 3.2 (Unique Minimizer). For any update instance k,1 |A∗k| =
1. Furthermore, this is the unique globally optimal weight.
Proof. Let us denote the estimation error functions: ej(t)
.
= fj(xˆt|j) − yt,
and eS,j(t)
.
= fS(xˆt|j) − yt for the target and the source predictor, respec-
tively, when evaluated over the evaluation interval j = 1, 2, .... Let also Ej{·}
denote the discounted weighted average of the values of a random variable
evaluated over the evaluation interval j, i.e., Ej{ej} .=
∑tj+M
t=tj+1
δtj+M−t{ej(t)}.
Then, the optimization problem minα∈ARk(α) can equivalently be written
1For any finite set A, |A| denotes its cardinality.
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as:
min
α∈A
k∑
j=1
Ej
{
|(1− α)ej + αeS,j |2 − |ej |2
}
, (8)
since the estimation error of the target predictor, ej(t), is independent of α.
Note further that:
|(1− α)ej + αeS,j |2 − |ej |2 =
α2e2S,j − α(2− α)e2j + 2α(1− α)eS,jej .
Thus, the optimization (8) can equivalently be written as:
min
α∈A
{
α2
k∑
j=1
Ej
{
e2S,j
}− α(2− α) k∑
j=1
Ej
{
e2j
}
+
2α(1− α)
k∑
j=1
Ej {ejeS,j}
}
.
Note that the latter objective function is quadratic with respect to α and
its second gradient with respect to α is nonnegative. This implies that the
optimization minα∈ARk(α) admits a unique minimizer. 
It is also straightforward to check that under the hypotheses of Propo-
sition 3.1, the weight update approaches the unique minimizer after a finite
number of steps.
3.3. Discussion
Note that the unique minimizer may change with k, depending on the
conditions under which the data have been collected. However, according
to Proposition 3.1, it is straightforward to check that as long as A∗k changes
sufficiently slowly with respect to k, the weight update will always approach
the (current) minimizer of (7).
The question that naturally emerges is under which conditions such a
combined predictor will provide a better estimate compared to the target
predictor. Let us use the definition of Ej{·} in the proof of Proposition 3.2.
Note that the optimization problem minα∈ARk(α) is equivalent to (8), which
includes the following expectation:
Ej
{
|(1− α)ej + αeS,j |2 − |ej |2
}
=
α2Ej{e2S,j} − α(2− α)Ej{e2j}+ 2α(1− α)Ej{eS,jej}
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For the combined predictor to provide smaller prediction error compared to
the target predictor, the above quantity has to be strictly negative. If the
“product bias” is of the same sign, i.e., Ej{eS,jej} ≥ 0, then α should be
sufficiently close to one for the above quantity to be negative. On the other
hand, if Ej{eS,jej} < 0, then an 0 < α < 1 may improve the prediction error
even when Ej{e2S,j} and Ej{e2j} are of similar size, i.e., even when the source
and target predictor perform equally well on the target data.
4. Online Transfer Learning from Multiple Source Domains
4.1. Transfer Component Analysis (background)
Domain generalization [28, 15, 14] addresses mismatches between differ-
ent input distributions. Across-domain information is extracted from the
source domain data (where training data is available) and can be used on
the target domains (where no training data is available) without re-training.
Transfer Component Analysis (TCA) [25, 14] is a popular domain gener-
alization technique that aims to learn a shared subspace between different
domains. In the shared subspace, the data distributions of different domains
should be close to each other and task-relevant information of the original
data should be preserved. In addition to the distribution matching, TCA
preserves the properties of the data.2 Furthermore, any machine learning
method for regression, classification or clustering can be used on the iden-
tified subspace. Although, in its original version by Pan et al., TCA was
introduced for two domains [25], here we utilize an extension to multiple
source domains introduced by Grubinger et al. [14].
Consider the setting where measurements are available from multiple
source houses i ∈ 1, . . . , D, denoted by XSi and a target house XT . TCA is
applicable if P (XSi) 6= P (XSj ), 1 ≤ i < j ≤ D, where P (XSi) is the proba-
bility distribution of XSi . The goal of TCA is to find a kernel-induce feature
map Ψ such that P (Ψ(XSi)) ≈ P (Ψ(XSj )) and P (Ψ(XSi)) ≈ P (Ψ(XT )).
Once transformed, the combined source and target data can be used in the
subsequent machine learning task. Note though that no data from the target
houseXT is available for the construction of Ψ(·). The assumption of domain
generalization is that the source and target domains are related such that
common information can be learned from the source domains and applied to
the target domain.
2This is achieved by maximally preserving the data variance, similarly to Principal
Component Analysis (PCA) and Kernel-PCA [29].
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The goal of matching the probability distributions of the available source
domains can be translated into a mathematical program as the following
derivation demonstrates.
Let K be a combined Gram matrix [29] of the cross-domain data of
the source domain datasets XS1 ∪ XS2 ∪ ... ∪ XSD . Each element Ki,j of
K ∈ RN×N is given by φ(xi)Tφ(xj), whereN is the total number of instances
of the source domain datasets and φ is a kernel function. Note that, with
the employment of a linear kernel function in this works the construction of
Ki,j simplifies to φ(xi)Tφ(xj) = xTi xj . Let the elements Li,j of L ∈ RN×N
be defined as
Li,j =
{
S−1
N2n2s
if xi,xj ∈ XSd
− 1
N2nsnu
if xi ∈ XSd ,xj ∈ XSu and d 6= u
(9)
where d, u ∈ {1, ..., D}. With parameter matrixW ∈ RN×m,m N and the
tradeoff parameter µ ≥ 0 for the complexity term tr(WTW), the objective
of TCA is defined as [25]
min
W
tr(WWTKLKW) + µ tr(WTW), s.t. WTKHKW = I. (10)
Here, the centering matrix H is defined as H = I − 1N 11T, where 1 ∈ RN
is a column vector with all ones and I ∈ RN×N is the identity matrix.
tr(WTKLKW) corresponds to the mismatch of distribution by the maxi-
mum mean discrepancy (MMD) [30] distance and WTKHKW is the vari-
ance of the projected samples. The embedding of the data in the latent space
is given by WTK. As shown by Pan et al. [25], the solution of W is given
by the m N leading eigenvectors of
(KLK+ µI)−1KHK. (11)
Parameter m is commonly selected by cross validation [25, 14].
4.2. GOTL under multiple source domains
In general, GOTL can be applied to multiple source domains following
the same outline as described in Section 3.1. The only difference is the
use of fS(·). For the case of a single source house fS(·) = hS(·), where
hS(·) is a supervised prediction function. In case of multiple source domains
fS(·) = hS(θ(·)), where θ(·) = WT [φ(·)Tφ(xj)]j∈N .
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5. Experimental Setup
In this section, we describe the experimental setup with which the pro-
posed GOTL algorithm was tested for climate control in residential buildings.
5.1. Simulation platform
We used a standard tool for modeling and simulating residential build-
ings, namely EnergyPlus (V7-2-0) developed by the U.S. Department of En-
ergy [31]. The Building Controls Virtual Test Bed (BCVTB) simulation tool
has also been used for allowing data collection and also climate control de-
veloped in MATLAB to be implemented during run-time. A three-storey
residential building was modeled and simulated with the EnergyPlus envi-
ronment to allow for collecting data from a realistic residential environment.
5.2. Data Generation
The simulated house is equipped with a radiant heating system which
operates under an intermittent operation (i.e., on/off) pattern. We are con-
cerned with the prediction and control of the temperature of a single thermal
zone of this house. When evaluating the prediction accuracy of the developed
prediction models, the data were generated under a standard hysteresis con-
troller with set temperature equal to 21oC and sampling period Ts = 1/2h
(cf., [5, Section 5.2]), thus assuming normal operating conditions. When,
instead, the developed (online) prediction model was also used to provide
predictions under an MPC formulation, the training data were generated
under the currently implemented MPC. The details of these experiments
will be discussed in a forthcoming section (Section 6.3).
Independently of the data generation process (offline or online), there
also exists a natural ventilation system that operates autonomously and
with a constant air flow, i.e., there is no heating control through the HVAC
system. The following parameters can be measured: the temperature of all
thermal zones; the outdoor temperature; the water flow and the inlet water
temperature of the radiant heating system; and all exogenous heat sources,
namely the solar gain and the occupants presence.
Lastly, it is important to note that for the low-order linear models iden-
tified in this paper, the experiments (offline or online) will be informative
(cf., [5, Section 5.5]). This is due to the intermittent pattern of both the
input and disturbance signals, which result in a sufficient number of distinct
frequencies in these signals. In particular, even though the experiments pre-
sented in this paper are closed-loop experiments (since the water flow of the
radiant heating system depends on the zone temperature), the input signal
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of the water flow is a nonlinear function of both the occupancy pattern as
well as the zone temperature. Thus, as explained in detail in [5, Section 5.5],
it is sufficient for the occupancy pattern signal to be persistently exciting in
order for the experiments to be informative. This is indeed the case in the
current experiments, due to the intermittent form of the occupancy pattern.
5.3. Parameter Setup
For training of either the source predictor fS(·) or the target predictor
fk(·) we employ a linear transfer model with an output-error model struc-
ture (cf., [26, Section 3]). In particular, the function f of the prediction
model (1) is defined as a third-order linear transfer model of the output and
input/disturbance variables (i.e., ` = 3). The output variable is the temper-
ature of the thermal zone under investigation, while the input/disturbance
variables include the water flow, the inlet water temperature, the neighboring
zone temperatures (including the outdoor temperature) and the exogenous
heat disturbances. Since we want to evaluate the performance of the com-
bined predictor over the temperature of a thermal zone, perfect estimates are
assumed for all inputs and exogenous disturbances.
The evaluation interval Thor corresponds to a period of 6h, which is rel-
evant for predictions requested within an MPC implementation. As already
mentioned, the sampling period was set to Ts = 1/2h. In the computation of
the performance function Rk(α) defined in (7), we employ a forgetting factor
of δ = 0.995. The better reply function accepts increments of ∆ = 0.025 in
the updates of the weight αk. For the source predictor, we utilize a linear
regression model, while for the online training of the target predictor, we
employ a recursive least squares algorithm (cf., [24]) with a forgetting factor
of 0.999. Finally, for the case of multiple source houses, (Section 6.2), TCA
is applied with a linear kernel. The best number of principal components
is selected from n = {5, 10, 15, 20, 25, 30}, using 6-fold cross validation (in
every fold 1/3 of one of the training scenarios is used for testing).
6. Experiments
6.1. Knowledge transfer with a single source house
We demonstrate the performance of GOTL by setting up three exper-
iments. With progressing experiment number, the target house is chosen
increasingly different from the source house. Table 2 describes the similari-
ties between the source house and the different target houses. Weather data
was collected from Washington, DC, (source house) and Linz, Austria, (tar-
get house) from November to March 2009. In experiment 3 the target house
14
has also different presence patterns. Presence patterns differ in the definition
of the number of people of certain age and gender, as well as their activities
(for more details, see [6]).
Exp Weather Size Presence
1 source: Washington, DC
target: Linz, Austria
same same2 target is
3x larger3 different
Table 2: Differences between the Target and Source Houses.
The results of the experiments of Table 2 are depicted in Figure 1 (Ex-
periment 1), Figure 2 (Experiment 2) and Figure 3 (Experiment 3). Four
predictors are evaluated: (i) Source house regressor (fS(·)), trained on XS ;
(ii) Target house regressor (fk(·)), incrementally trained on Xk; (iii) GOTL;
and (iv) Ensemble Predictor : a weighted predictor (5) with a fixed α = 0.5,
similarly to most ensemble methods. In all figures, we demonstrate an expo-
nentially weighted moving average of the Root Mean Squared Error (RMSE).
The lower plot in Figures 1-3 always depicts the weights for the source and
target house regressor at each time step tk.
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Figure 1: Results of Experiment 1 as described in Table 2.
15
0.0
0.5
1.0
1.5
2.0
M
ov
in
g
A
ve
ra
ge
R
M
S
E
GOTL
Target house regressor
Source house regressor
Ensemble predictor (α = 0.5)
Nov Dez Jan Feb Mar Apr
Month
0.0
0.2
0.4
0.6
0.8
1.0
R
eg
re
ss
or
W
ei
gh
ts
Source house weight
Target house weight
Figure 2: Results of Experiment 2 as described in Table 2.
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Figure 3: Results of Experiment 3 as described in Table 2.
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At the beginning of the evaluation there is not enough data for the target
house regressor to make good predictions. Thus, we set the initial evalua-
tion weight to 1 for the source house regressor and 0 for the target house
regressor.3 The data for the target house regressor get richer over time.
Consequently, the error of the target house regressor drops and the weight
of the target house regressor increases.
The observations from all three experiments can be summarized as fol-
lows: (i) In the first period – in which the train house regressor is better
than the target house regressor – GOTL has a similar performance as the
train house regressor (approx. 16 weeks in Figure 1, approx. 12 weeks in
Figure 2 and only 1-2 weeks in Figure 3). The much shorter time horizon in
Figure 1 is not unexpected as the target house is more different (the other
houses use the same people presence) than the source house – compared to
the other experiments. The only difference between the Experiment 1 and
2 is the size of the house, which explains the slightly longer time horizon
where the train house is better than the source house. (ii) In the second
period, the weighted combination is at least as good as the target house re-
gressor alone, or better. Particularly in Experiment 2, GOTL is much better
than either the train house regressor or the test house regressor alone. In
all experiments, GOTL is also at least as accurate as the simple ensemble
predictor.
6.2. Knowledge transfer with multiple source houses using TCA
We demonstrate that data from multiple source houses can be combined
by the domain generalization method TCA and predictive accuracy can be
improved – compared to the use of only one source house. Moreover, the
combined source house predictor can be combined with the target house
regressor using GOTL.
For our evaluation, we use 2 source houses. Weather data from both
source houses originate from Washington, DC. Source house regressor 2 has
three times the size of source house regressor 1. The used target house has
two times the size of source house regressor 1 and uses weather data from
Linz, Austria. All three houses facilitate a different presence pattern.
The results are depicted in Figure 4. It can be observed that the combined
source house regressor is much better than using either one of the source
houses alone. One reason for the good source house performance is that the
3Note that the coefficients for the source house regressor and the target house regressor
correspond to α and (1− α) in Section 3, respectively.
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Figure 4: Results of Experiment 4 as described in Section
.
source houses are selected, such that the target house size is just in between
the sizes of two source houses. GOTL performance is comparable to the
combined source house regressor in the first 5 weeks and better than all
other regressors afterwards.
6.3. MPC experiments
In the previous experiments, we evaluated the prediction performance
of the GOTL algorithm when data were generated under a standard hys-
teresis controller. In those experiments, the prediction models derived were
not used in the controller design process, since the objective was primar-
ily the evaluation of the prediction accuracy. In this section, instead, we
wish to evaluate the performance of the introduced online transfer learning
methodology when employed within an MPC formulation for climate con-
trol, i.e., when the prediction models are directly used in the control design.
Questions related to whether the derived prediction models may reduce the
energy consumption naturally emerge.
To this end, we designed a standard MPC for the radiant-heating system
of the main living area of the residential building. The goal is to evaluate the
performance of the GOTL algorithm with respect to the energy consumption
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and compare it with the case that such online transfer models are not avail-
able. The structure of the MPC employed is rather simple and addresses the
following optimization problem
min κ
Nhor∑
t=0
{
pˆ(t)
(
Tˆr(t)− Tset(t)
)2
/Nhor
}
+
Nhor−1∑
t=0
{
βTs
(
T+w (t)− Tˆ−w (t)
))
+ γTsV˙w(t)
}
(12a)
var. T+w (t) ∈ {45oC}, (12b)
V˙w(t) ∈ {0, V˙w,max}, (12c)
t = 0, 1, 2, ..., Nhor − 1,
where Tˆr is the temperature prediction of the room provided by the available
prediction model (e.g., the GOTL model), Tset is the desired/set tempera-
ture, T+w is the inlet water temperature of the radiant heating system, Tˆ−w is
a prediction of the outlet water temperature, and V˙w is the water flow.
Note that the first part of the objective function (12a) corresponds to a
comfort measure scaled with a positive constant κ. It measures the average
squared difference of the room temperature from the desired (or set) tem-
perature entered by the user at time k. The set temperature was set equal
to 21oC throughout the optimization horizon. The variable pˆ ∈ {0, 1} is
a boolean variable that corresponds to our estimate on whether people are
present in the room at time instance t.
The second part of the objective function (12a) corresponds to the heating
cost, while the third part corresponds to the pump-electricity cost. The
nonnegative parameters β, γ were previously identified for the heating system
of the simulated house and take values: β = 0.3333kW/oCh, γ = 0.5278 ·
103kWsec/hm3. The non-negative constant κ is introduced to allow for
adjusting the importance of the comfort cost compared to the energy cost.
The pˆ(t), t = 1, 2, ..., Nhor, as well as the rest of the disturbances (such
as the outdoor temperature and the solar gain) are assumed given (i.e.,
predicted with perfect accuracy). This assumption is essential in order to
evaluate precisely the impact of our prediction model Tˆr in the performance
of the derived optimal controller. In fact, we should expect that an accurate
prediction of the room temperature will also lead to an efficient controller
with respect to the energy consumption.
The sampling period was set to Ts = 1/2h, the optimization period was set
to Topt = 1h, and the evaluation/optimization horizon was set to Thor = 6h.
19
This implies that Nhor = 6 · 2 = 12. Furthermore, the control variables are
the inlet water temperature which assumes a single value (45oC) and the
water flow which assumes only two values, the zero flow and the maximum
one, V˙w,max = 0.0787kg/sec.
In Figure 5, we have generated the comfort-heating cost curve for the
available prediction models under varying κ (i.e., under different weights on
the comfort cost of the objective function (12a)). The reason for generating
such performance curves is the fact that the performance of any two con-
trollers with respect to energy efficiency may only be compared under the
same comfort-cost level. Of course, a controller that achieves lower heating
costs under the same comfort cost will be more efficient. Experiments were
conducted over a five-month period under Experiment 3 of Table 2. The
prediction model of the target house was trained online with the data gen-
erated under the MPC implementation, using the recursive least squares of
Section 5.3. The weights α of the GOTL predictor were also updated online
according to the online algorithm of Table 1.
As we observe in Figure 5, the heating costs under the GOTL predictor
are lower than any other prediction model. Under high comfort costs, i.e.,
when comfort is not of high priority, the energy consumption is very close to
the energy consumption of the train model. On the other hand, under low
comfort costs, i.e., when comfort is a priority, the energy consumption of the
GOTL predictor is about 100 kWh lower compared to the trained predictor
(over the five-month period), which is a non-negligible amount of energy. It is
also important to note that the performance of the test predictor with respect
to the energy consumption is rather poor for these first five months. This
verifies our claim over the utility of online transfer learning methodologies
for climate control in residential buildings.
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Figure 5: MPC experiments
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7. Conclusions & Future Work
We presented the online transfer learning framework GOTL, which is ap-
plicable for classification and regression tasks and allows to optimally com-
bine an (offline) source domain predictor with an online target domain pre-
dictor. The results demonstrated the utility of the combined predictor to
significantly improve prediction accuracy in the first weeks and months of a
new building – compared to either using the source house predictor or target
house predictor alone. Further improvements in predictive accuracy can be
achieved by facilitating multiple source houses and TCA. Improvements in
predictive accuracy also translate into non-negligible energy savings for given
comfort levels.
It is also important to note the adaptive response of the proposed online
transfer learning algorithm. Although the above experiments were evaluated
over a period of five winter months, training of an online regressor over longer
periods of time may be challenging. This is primarily due to changes either
in the weather conditions or in the heating patterns. In such variations,
degradations in the prediction error of a target predictor will be significantly
reduced by considering the GOTL algorithm, as can easily be seen from the
behavior of GOTL during the first few weeks in all the considered experi-
ments.
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