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ABSTRACT
Statistical inference in time series analysis has been an important subject in var-
ious fields including climate science, economics, finance and industrial engineering
among others. Numerous problems of research interest include statistical inference
about unknown quantities, assessing structural stability and forecasting. These prob-
lems have been widely studied in the literature, but mainly for independent data,
while in many applications involving time series data dependence is not unusual and
in fact quite common. In this thesis, we incorporate serial dependence into the anal-
ysis by involving self-normalization in time series analysis.
We start with the problem of testing whether there are change-points in a given
time series. The method we propose does not require the number of change-points to
be predefined, and thus is unsupervised. It does not require any tuning parameters
and can be applied to a wide class to quantities of interest. The asymptotic distri-
bution of the test statistic is studied and an approximation scheme is proposed to
reduce testing procedure complexity. We then consider the problem of construction
of confidence intervals, for which the conventional self-normalizer exhibits certain de-
grees of asymmetry when applied to quantities other than the mean. The method we
v
propose provides a time-symmetric generalization to the conventional self-normalizer
and leads to improved finite sample performance for quantities other than the mean.
vi
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Chapter 1
Introduction
1.1 Self-Normalization for Independent Observations
The self-normalization approach in hypothesis testing and confidence interval con-
struction has been studied and applied in statistics for many years. The work of
William Gosset (who is widely known by his pseudonym “Student”) which was pub-
lished in 1908 is identified as a prototypical example of a self-normalized approach
in modern literature. Gosset introduced his renowned t-statistic based on a sample
of normal independent identically distributed (later denoted as i.i.d.) observations
X1, . . . , Xn when he considered the problem of estimation of the mean µ in the frame-
work of unknown variance σ2 of the underlying distribution. For the sample mean
X¯n = n
−1∑n
t=1Xt and the sample variance s
2
n = (n − 1)−1
∑n
t=1(Xt − X¯n)2 Gosset
proposed the following form of the test statistic:
Tn =
√
n(X¯n − µ0)
sn
to test the hypothesis that H0 : µ = µ0 versus H1 : µ 6= µ0.
Gosset (1908) studied and tabulated the distribution of Tn, later known in the
literature as a t-distribution with n − 1 degrees of freedom. He also showed that if
certain assumptions are met, the distribution of Tn converges to the standard normal
distribution as n → ∞ even if assumption of normality of the Xi is eliminated;
thus, Tn is asymptotically standard normal for the independent identically distributed
1
Xi. Before Gosset’s work, the t-distribution was not known and standard normal
distribution was used as an approximation for the distribution of Tn, which led to
suboptimal performance in analyses of small samples.
To further illustrate the idea of self-normalization, we may consider the case of
µ0 = 0 without loss of generality. For µ0 = 0, Tn can be written as:
Tn =
√
n(X¯n)
sn
=
S1,n
Vn
{
n− 1
n− (S1,n/Vn)2
} 1
2
, (1.1)
where Si,j =
∑j
t=iXt and V
2
n =
∑n
t=1 X
2
t . This form of Tn creates a new perspective
which sheds light on relationship between limiting distribution of the self-normalized
quantity S1,n/Vn and the Tn. It was studied in detail by Efron (1969) and Logat et
al.(1973) who derived limiting distribution of the S1,n/Vn ratio and showed that it
coincides with the limiting distribution of Tn.
Student’s t-statistic became the foundation for a great number of works and stud-
ies in the late twentieth century. It has been generalized for statistical inference of
many other quantities and functionals of distribution functions. The term “Studen-
tized statistics” usually stands for the quantity Gn(θ) = (θˆn − θ)/sˆen, where θ is
a functional of the underlying distribution function F , θˆn is usually defined as the
corresponding sample version of θ and sˆen stands for a consistent estimator of the
standard error of θˆn. Since limiting distribution of Gn is standard normal one can
construct confidence intervals for θ based on the approximation through Gn. Mul-
tivariate generalization of Gn(θ) can usually be obtained by replacing of consistent
estimator for standard error with a consistent estimator of the covariance matrix of
the θˆn. In order to find a consistent variance estimate, both univariate and multivari-
ate generalizations require either derivation for the closed form for the asymptotic
variance or use of resampling methods such as jacknife, bootstapping and others.
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1.2 Self-Normalization for Dependent Data
The primary focus of this dissertation is self-normalization as a statistical methodol-
ogy for analysis of time series and dependent data. In this chapter, we will provide
a detailed review of recent developments in self-normalization for dependent data.
Readers who may be interested in a comprehensive summary of developments in self-
normalization for independent data, refer to the book by Victor H. Pea and Shao
(2009) and to the highly cited articles by Belloni et al. (2012), Belloni et al. (2014),
Hansen et al. (2015). We will begin this chapter with an overview of the work by Lo-
bato (2001), whose ideas became foundational for the novel studentization techniques
for dependent data. Among others, one remarkable contribution by Lobato is the
development of a framework which eliminates the need to choose tuning parameters.
The latter are common in statistical methodologies for time series and can some-
times lead to conflicting conclusions. We will discuss this problem in detail in this
dissertation. We will also provide a detailed overview of the works of Shao (2010a),
Shao (2010b), Shao and Zhang (2010) and Shao (2015) which cover the latest devel-
opments in self-normalization methodologies in change-point detection and inference
of time series. In addition, we will provide a brief overview of some extensions of
the self-normalized approach to regression and other problems. The details on the
application of self-normalization to other problems such as martingales estimation,
long-range dependencies, multivariate regression and others can be found in Khan
and Saleh (1997), Escanciano and Lobato (1997), Shao (2011) and Genay and Signori
(2015) .
Ideas published in the paper by Lobato (2001) are commonly cited as a major
contribution to the recent developments in self-normalization. A major focus of his
work is testing whether a possibly dependent stochastic process is uncorrelated up
3
to a certain order. Typical tests prior to this work were asymptotically correct for
processes which are both uncorrelated and independent. Alternative tests described
in the literature at that time have either required the selection of a user-chosen pa-
rameter or a bootstrap procedure. These bootstrap procedures involved the selection
of some tuning parameters, such as block length. Thus, both approaches available at
that time were dependent on some user-defined input. This is unfavorable due to the
possibility of statistical inference being sensitive to this selection.
One of the key contributions of the work by Lobato (2001) was in proposing an
alternative test statistic that does not require any user-defined numbers and whose
asymptotic distribution does not contain any unknown parameters under the null
hypothesis. In our work, we will focus on the same objective and will regard this
property of a test statistic as indispensable.
The general case that Lobato (2001) has focused on in his work employs a key
statistic TK which is constructed through a vector of sample autocovariances c =
(c1, . . . , cK)
′ normalized by a functional of the same vector c.
In his work, Lobato makes an assumption that under the null hypothesis the ob-
served process is uncorrelated up to the lag K, where K is unknown, but a fixed num-
ber. The vector of centralized partial sums of the underlying process Xt weakly con-
verges to the Brownian motion process, so that 1√
n
∑bnrc
j=1 zj, where zt = (z1,t, . . . , zKt)
′
and zkt = (Xt− X¯1,n)(Xt+k − X¯1,n) is converges to the K-dimensional vector of inde-
pendent Brownian motions. This invariance principle is not a trivial assumption and
was later leveraged in multiple subsequent works involving self-normalization. This
assumption is also crucial for many existing theorems in the field.
Lobato (2001) showed that under this invariance principle and the null hypothesis
that the process is uncorrelated up to the lag K, the defined statistics TK converges
to a functional of a Brownian motion. Therefore, the asymptotic distribution of the
4
test statistic under the null hypothesis does not depend on any unknown parameters,
which makes it pivotal.
In order to perform this test, one needs to calculate the value of Tn using the
data observed and to compare it against the upper critical values of the limiting
distribution. These critical values are provided by Lobato (2001). In order to study
the behavior of the test under the alternative hypothesis, Lobato (2001) shows that
statistic TK diverges, which guarantees a nontrivial power of the test. The study of the
test behavior under the alternative hypotheses will also be an important component
of research presented in this dissertation. The work of Lobato (2001) demonstrated
the importance of formulating a specific alternative hypothesis to guarantee some
nontrivial power of the test. The alternative hypothesis of Lobato can be viewed
as very general and non-restrictive because it implies a non-zero correlation in the
process for some lag j, where j is unknown, but bounded by some fixed number K.
In addition to asymptotic properties of the proposed test statistic, Lobato (2001)
provides a wide range of simulation studies and empirical examples to evaluate finite
sample performance of the test and it’s potential for future analysis of real data.
The work of Lobato (2001) became influential for many researchers as it demon-
strated a strong potential of self-normalization approach in analysis of dependent
data. Analytical framework proposed by Lobato (2001) was later adopted for testing
various statistical hypotheses and for the construction of confidence intervals.
The self-normalization approach formulated by Lobato (2001) was mainly devel-
oped for the stationary time series. Here we will review a work by Rho and Shao
(2013) who proposed to generalize the approach of Lobato (2001) for the case of
non-stationary process. Rho and Shao (2013) extended the application of the self-
normalization idea to the time series regression model with non-stationary errors and
unconditional heteroscedasticity. The framework developed by the authors is a gen-
5
eralization of the simple linear trend model that covers a wide class of non-stationary
but weakly dependent models with unconditional heteroscedasticity.
The typical approach to inference of the model coefficients is through the ordinary
least-square (OLS) estimators of the model coefficients. This approach is particularly
difficult for the models with non-stationary errors due to the complex form of the
asymptotic variance of the OLS estimator. One possible technique to address non-
stationarity is to employ bootstrapping. A co-called Wild Bootstrap method of Wu
(1986) can approximate the limiting distribution of the OLS estimators. Unfortu-
nately, as the errors are not independent, the asymptotic variance cannot be captured
properly without normalizing the OLS estimator. Appropriate normalization of the
OLS estimator is done by Rho and Shao (2013) through the self-normalization. The
main difference between the classical self-normalization method and the one proposed
by Rho and Shao (2013) for the regression model is that the limiting distribution of
the self-normalized quantity is not pivotal, but depends on the parameter which can
be estimated through the bootstrap.
The method proposed by Rho and Shao (2013) offers a significant advantage over
other approaches employed in the literature for estimation and inference of nonsta-
tionary time series regression models. The authors demonstrated that by employment
of self-normalization, finite sample performance is improved in both simulated and
real data. The improvements are also supported by theoretical results through analy-
sis of limiting distributions of the OLS estimators and of the self-normalized quantity,
which is defined through the function of the OLS estimators of the model coefficients
normalized by a functional of the same OLS estimators.
This research work by Rho and Shao (2013) provides a new perspective on the
possible applications of the self-normalization approach. It extends both the class
of time series under consideration to the non-stationary and the class of studenti-
6
fied quantities of interest to the ones with non-pivotal limiting distribution. It also
introduces a self-normalizer which has a trimming parameter ε, which is needed to
guarantee the desired theoretical properties. Discussion on the trimming parameter
proposed by Rho and Shao (2013) is also very important to our research. As discussed
by the authors, trimming parameters in self-normalization are different from smooth-
ing parameters, such as the truncation lag in long-run variance estimation (Newey
and West, 1987; Andrews, 1991; Liu and Wu, 2010; Politis, 2011), the window size
in dependent bootstrap (Ku¨nsch, 1989; Lahiri, 2003; Shao, 2010a; Zhou, 2013) or the
subsampling width in subsampling methods (Hall and Jing, 1996; Politis et al., 1999;
Zhang et al., 2013), as the effect of trimming is accounted for in the limiting distri-
bution and its approximation. In our work, we will perform an additional sensitivity
analysis on the choice of the trimming parameter ε.
A detailed analysis of times series regression models is out of scope of this disser-
tation. We suggest the works of Rho and Shao (2013), and Shao (2015) for further
reading on this subject.
1.2.1 Self-Normalization in Change-Point Detection
Change-point detection is a wide field of research that has numerous applications.
It was originally developed within the framework of quality control analysis, but has
since evolved as a significant component of economics, environmental studies, financial
analysis, etc. Over the last few decades, various statistical approaches have being
studied in the context of structural stability. A review of the recent developments
in this area can be found in Aue and Horva´th (2013). Self-normalization technique
for change-point detection has many recent developments and it is one of the major
focuses of this dissertation. To demonstrate how self-normalization can be applied to
change-point detection, we begin by testing for the presence of change-points in the
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mean function.
The problem of testing for the presence of change-points in the mean function can
naturally be formulated as a null hypothesis of the mean function having identical
values for all observations in a given sample. Various alternatives to this hypothesis
can be proposed and studied. One possible alternative to the null hypothesis of no
change-points was studied in the work by Shao and Zhang (2010). Here we will
provide a review of their results. Shao and Zhang (2010) have first considered a
one-change point alternative hypothesis with an unknown location. They have also
proposed extending their alternative hypothesis to account for multiple change points.
This generalization requires the number of change-points to be specified.
As noted in Aue and Horva´th (2013), a cumulative sum (CUSUM) process is
foundational for many common statistical tests for the change point analysis. This
process also forms the basis for the methodology proposed by Shao and Zhang (2010).
CUSUM process tracks deviance between overall and partial mean of the underlying
time series. Intuitively, one can expect the time series with no change-points to
have a corresponding CUSUM process with values within a certain corridor. Thus,
the CUSUM process that exceeds certain thresholds may indicate the presence of a
change point in the underlying process.
Aue and Horva´th (2013) state that much recent research in structural stability
utilizes the invariance principle similar to the one proposed by Lobato (2001). Under
this invariance principle, limiting distribution of the CUSUM process can be derived
and is proportional to the one-dimentional Brownian motion. The exact form of the
limiting distribution depends on the long-run variance of the underlying process, the
estimation of which is in itself a nontrivial statistical problem.
As previously mentioned, this invariance principle is also crucially important for
the theorems presented in this dissertation. It has been proven to hold for a wide range
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of short-range dependent processes by using various dependence measures; see for
example the mixing coefficients of Hannan (1979) and Herrndorf (1984), the functional
dependence measure of Wu (2007) and Berkes et al. (2014), and references therein
for other contributions.
Thus, testing for change-points through the CUSUM process leads to a problem
of finding a consistent estimator for the long-run variance σ2, namely the spectral
density at zero frequency. In order to find σˆ2n, we either need to estimate an infinite
number of parameters (γi for i ∈ Z) or to use various approximations proposed in
the literature. The methods available for estimation of σ2 usually involve bandwidth
selection; see for example Vogelsang (1999) and Crainiceanu and Vogelsang (2007).
Thus, these methods depend on a user-defined tuning parameter, which needs to be
avoided to derive consistent results.
In their paper, Shao and Zhang (2010) propose (i) to replace a consistent estimator
of σ2 with it’s inconsistent version and (ii) to find a quantity Vn, with the limiting
distribution that is is proportional to σ2. Therefore, under the null hypothesis of
no change-point in the underlying data, the limiting distribution of the test statistic
defined through the self-normalized CUSUM process would be pivotal. Unfortunately,
even pivotal limiting distribution under the null hypothesis cannot guarantee that the
test will demonstrate the desired power properties under the alternatives. Shao and
Zhang (2010) show that for the naive choice of a self-normalizer, which does not
take into account a specific form of the alternative hypotheses, a process can be
constructed for which power of the test decreases to zero as the magnitude of change
in the mean increases. This proves that a naive extension of the self-normalization
idea fails if implemented without considering the alternative. Hence, the choice of
the self-normalizer requires additional study.
In analyzing the reasons for the naive normalizer ultimate loss of power, Shao and
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Zhang (2010) concluded that it is because it does not take into account the change-
point alternative. A self-normalizer designed specifically for the one change point
alternative can be used to resolve this problem. The authors introduce the following
quantity:
Vn(k) = n
−2
{
k∑
t=1
(
S1,t − t
k
S1,k
)2
+
n∑
t=k+1
(
St,n − n− t+ 1
n− k Sk+1,n
)2}
, k = 1, . . . n−1
(1.2)
where St1,t2 =
∑t2
j=t1
Xj if t1 ≤ t2 and St1,t2 = 0 otherwise. As one can see, Vn(k)
splits the sample in two parts and is designed for a one change-point alternative.
The asymptotic behavior of the test statistic defined with the normalizer Vn(k)
(1.2) was examined by Shao and Zhang (2010) who demonstrated that limiting dis-
tribution under the null hypothesis is pivotal for the mean function and thus can be
tabulated. In addition, under the alternative hypothesis of one change point the test
statistic diverges to ∞ in probability as the magnitude of the change in the mean
increases at or above a rate of
√
n. This guarantees a nontrivial power of the test for
one change-point alternative.
Finite sample performance of the proposed test statistic is examined in the paper
using both simulated and real data. In all the presented examples, the proposed test
demonstrated strong power and size results. Thus, the proposed test statistic for the
one change-point alternative inherits the appealing features of the self-normalization
approach. Namely, it does not require any user-defined parameters; therefore, it’s
asymptotic distribution under the null hypothesis is pivotal. In addition, this test is
easy to implement.
Although Shao and Zhang (2010) focus their analysis on the one change-point
alternative, they also discuss generalization of their test statistic to the multiple
change-point alternative. The authors describe a procedure that accounts for a spe-
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cific change-point alternative in the normalizer Vn(k). They demonstrate how Vn(k)
can be modified for the two and three change points alternatives. Thus, they propose
test statistics for alternatives with more that one change-point. However, these tests
require the number of change-points being tested against to be pre-specified. The
authors show that limiting distribution of their modified test statistic remains pivotal
under the null hypothesis of no change-point in the mean function. Shao and Zhang
(2010) do not provide the tabulated values of the limiting distribution because com-
putational complexity of each multiple change-point alternative is significantly larger
than the complexity of the test statistic for the one change point alternative. The
alternative with multiple change points, for which the number of change points is
not specified cannot be handled by the method of Shao and Zhang (2010). Since the
actual number of change points is typically unknown, especially when one is at the
stage of seeking a statistical test to determine their existence, it seems desirable if we
can have an unsupervised counterpart that can be used for situations when there is
no or ambiguous prior knowledge about the number of change points or when doubts
are casted on this prior knowledge. In this dissertation, we will study change point
detection problem for the case of multiple change points and will develop an unsuper-
vised technique that does not require the number of change points in the alternatives
to be pre-defined.
Change Point Detection for Quantities Other Than the Mean
The interest in change-point detection is not limited to the case of the mean function
and has both theoretical and applied value in the more general settings. Change point
detection in the variance, median, autocorrelation and other quantities of interest is
of particular importance. In their work, Shao and Zhang (2010) extended the self-
normalized test statistic for the case of the mean with conventional generalization.
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Shao and Zhang (2010) use the following notation: Fm is for them-th marginal dis-
tribution of Xt, where the dimension m is fixed but arbitrary, Yt = (Xt, . . . , Xt+m−1)′,
t = 1, . . . , N = n−m+1, and Fmt denotes the distribution of Yt. The authors focus on
the change point detection in the quantity θt, where θt = T(F
m
t ) ∈ Rq, t = 1, . . . , N
and T is a functional that takes values in Rq. Fˆ j,k denotes the empirical distri-
bution of (Y j, . . . ,Y k), and F j,k is for the uniform mixture of F j, . . . ,F k, where
1 ≤ j ≤ k ≤ N . θˆj,k denotes T (Fˆ j,k). Then the null and the alternative hypothe-
ses can be formulated similarly to the case of the mean function discussed previously.
Thus, the null hypothesis assumes no change-point in the quantity of interest, whereas
the alternative hypothesis assumes the presence of one change-point with an unknown
location.
The analysis by Shao and Zhang (2010) is restricted to the so-called approximately
linear statistics. This class of statistics is fairly broad and includes, but is not limited
to the cases of:
• marginal mean of Xt (the case discussed above in this chapter)
• marginal variance of Xt
• autocorrelation function at lags (1, . . . , k)
• quantiles of the distribution F 1, including the median.
Natural generalization of the test statistic suggests the form for the normalizer
which splits the underlying process in two parts, similar to the (1.2). This general-
ization mimics the idea of the CUSUM process with forward and backward recursive
estimates so that the following representation holds:
t(θˆ1,t − θˆ1,k) = S1,t − t
k
S1,k, (1.3)
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where S1,t is defined as in (1.2) This representation leads to the generalized analogue
of the test statistic for the case of the mean.
In this dissertation we will propose a different generalization which will reduce to
the form (1.2) in the case of the mean function, but will result in a different form of
the normalizer in the general case.
Shao and Zhang (2010) provide tabulated values of the limiting distribution up
to 10 dimensions. They also support their asymptotic results with a finite sample
performance analysis using simulated and empirical data to show that their proposed
test has nontrivial power even for small samples (sample size of n = 200 is studied).
They showed that the test has a reasonable size and outperforms other tests previously
proposed in the literature.
By focusing on the quantities that can be estimated through approximately linear
statistics, the authors guarantee that Von Mises expansion holds for θˆt. (see Fernholz
(1983), Frank R. Hampel (1986) for more details on Von Mises expansion for statis-
tical functionals). Through this analysis, Shao and Zhang (2010) have demonstrated
that self-normalization technique can be extended for the change-point detection in
the cases other than the mean. They have also demonstrated how Von-Mises ex-
pansion can be leveraged in the theoretical analysis of the limiting distribution of
self-normalized quantities.
It is important to note that similar to the case of the mean Shao and Zhang (2010)
restrict their work to the alternative with one change point. A generalization to the
multiple change-point alternatives is out of the scope of the work by Shao and Zhang
(2010). In this dissertation, we will study multiple change-point alternatives which do
not require pre-specification of the number of change points in the general framework.
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1.2.2 Confidence Interval Construction for a Parameter in Time Series
As previously noted, change-point detection is not the only statistical problem with
recent developments using self-normalization technique. Another problem with a long
history of research interest is the construction of the confidence intervals for the un-
known quantities. It has it’s origins in the central limit theorem, which was first
formulated and studied for the independent, identically distributed (i.i.d.) data. In
time series, the problem becomes significantly more challenging due to the presence
of dependence. It is particularly difficult as it typically involves estimation of the
asymptotic variances. As we have previously stated, many of the existing approaches
depend on one or more user-defined parameters, the choice of which may lead to differ-
ent results.The self-normalization approach can be employed to avoid user -dependent
results because it uses asymptotically pivotal distributions. In this subsection, we will
review several recent applications of self-normalization to the construction of confi-
dence intervals.
Recent Variations of the Self-Normalization Approach to the Construction
of Confidence Interval
Here we will review the research by Shao (2010b) and Shao (2015), who was the first
to extend the concept of self-normalization to the construction of confidence intervals.
The framework in Shao (2010b) is similar to the one introduced in Shao and
Zhang (2010). Shao has shown that the same technique of expansion through the
influence functions can be applied not only to the change-point detection, but also to
the problem of confidence interval construction.
By continuing to operate within the framework defined in (1.2.1), Shao (2010b)
demonstrates that:
N(θN − θ)′W−1N (θN − θ)⇒ Uq, (1.4)
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where Uq is a pivotal distribution discussed and tabulated by Lobato (2001) for q =
1, . . . 20 , where q is the number of dimensions and self-normalizer is defined as
WN = N
−2
N∑
t=1
t2(θˆt − θˆN)(θˆt − θˆN)′ (1.5)
Thus, a 100(1 − α)% confidence interval for θ can be writen as: {θ : N(θN −
θ)′W−1N (θN − θ) ≤ Uq,α} In addition to the theoretical foundation, the Monte-Carlo
simulations performed by Shao (2010b) showed strong finite sample performance.
To conclude, the test proposed in Shao (2010b) for the construction of confidence
intervals inherits one of the most appealing properties of the self-normalization ap-
proach; namely, it does not involve any user-chosen parameters. The test is applicable
to a wide class of statistics and is also fairly easy to implement as tabulated cut-off
values are provided for up to 20-dimensional case.
According to Shao (2010b), the choice of self-normalizer WN (1.5) is not unique,
but the form of WN specified by Shao (2010b) leads to the fairly simple form of the
test statistic. An analysis of coverage rates and average interval lengths was out of
the scope of his research. In his 2015 paper, Shao (2015) described several variants of
the self-normalizers and analyzed the differences in their finite sample performance.
One possible self-normalizer can be constructed by replacing forward screening
defined by WN with it’s backward analogue W1,N . Identical limiting distributions of
N(θN − θ)′W−11,N(θN − θ) and N(θN − θ)′W−1N (θN − θ) can be derived using the same
assumptions as in Shao (2010b).
Going one step further, one can symmetrize the normalizer by taking an average
of W1,N and WN ; to construct a normalizer W3,N = (W1,N + WN)/2. Symmetry is
a rather natural property to require because in many practical cases it’s desired to
obtain the same confidence intervals by analyzing both the original time series and it’s
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reversed version. That being said, there is more than one way to construct normalizers
which fullfill the symmetry requirement. In the case of the mean function some of
these normalizers might not coincide with the original self-normalizer, resulting in
generally different confidence intervals. An example of this self-normalizer is also
given in Shao (2015) and the difference in confidence intervals provided is noted to
be an unfavourable property.
Small-scale simulation results accompany the discussion to compare performance
of all of the normalizers introduced, though Shao (2015) suggests a more compre-
hensive analysis would be beneficial to further understand the difference in the finite
sample performance of all the proposed tests.
In this dissertation we will construct a self-normalizer that will not only fulfill
the symmetry requirement, but that also coincide with the original normalizer WN in
the case of the mean function, and in certain cases it might also yield the confidence
intervals of smaller width than those demonstrated by Shao (2015). We will perform
a more comprehensive study of coverage accuracy associated with all of the proposed
tests for the case of the mean and other quantities of interest. In addition, we will
provide theoretical support for the proposed self-normalizer’s favourability over the
other forms previously proposed.
1.3 Conclusion
In this chapter we have introduced the concept of self-normalization and provided
a brief overview of it’s development since it was originally formulated in the early
twentieth century. The latest research in self-normalization for dependent data was
influenced significantly by the work of Lobato (2001), which we have covered in sec-
tion 1.2. The detailed review of several recent developments in applications of self-
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normalization approach for the dependent data is also given in this chapter.
In this dissertation, we will review our recent study of the self-normalization ap-
proach for the time series. We will particularly be interested in two applications of
self-normalization: the change-point detection and the construction of confidence in-
tervals. For both of these problems we have provided a review of recent developments
and promised to extend the existing results as follows:
• We will propose a new test for the change-point detection which does not require
the number of change-points in the alternative to be pre-specified. Therefore
our test is unsupervised.
• We will propose a new approach to construction of confidence intervals which
can be advantageous over the other forms proposed.
The rest of this dissertation is organized as follows. In Chapter 2, we will propose
a new test for change-point detection for the case of the mean function. In Chapter
3, we will study an alternative formulation of the test statistic, which is designed
to be potentially less sensitive to the magnitude of the first and the last change-
points. In Chapter 4, we will demonstrate how our proposed test can be generalized
to other quantities of interest, such as median, variance, etc. We will also propose a
computational scheme to reduce the computational complexity of the test. In Chapter
5, we will address the problem of construction of confidence intervals.
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Chapter 2
Change point detection in the case of the
mean function
2.1 Introduction and Problem Formulation
The problem of assessing structural stability, briefly presented in Chapter 1, has been
one of the major focuses of our research and will be covered in greater detail in this
chapter and also in Chapters 3 and 4. The analysis that we are presenting here is
based on the work of Zhang and Lavitas (2017).
Change-point detection problem has been traditionally phrased as a hypothesis
testing problem with the null hypothesis indicating structural stability and the al-
ternative containing one or multiple structural breaks, and one often relies heavily
on statistical reasoning to find appropriate solutions. To avoid dependency on model
specifications, one chooses to seek an approach that does not require the explicit
definition of a certain time series model by studying the effect of dependence on the
asymptotic distribution of given test statistics. This approach can be seen as a gener-
alization of the methodology developed for independent observations with corrections
for serial dependence. A cumulative sum (CUSUM) process is considered a founda-
tional approach for this type of analysis. The CUSUM process that we have briefly
introduced in (1.2.1) can be defined as following:
Tn(bnrc) = n− 12
bnrc∑
t=1
(Xt − X¯n), r ∈ [0, 1], (2.1)
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Under certain regularity conditions, which we will discuss later, an invariance
principle for the CUSUM process can be formulated as following:
1√
n
bnrc∑
t=1
(Xt − E(Xt))→D σIB(r), (2.2)
where σ2 = limn→∞ nvar(X¯1,n) =
∑
k∈Z γ(k) > 0 is the long-run variance of the
process {Xt} and IB(r) is the one-dimensional Brownian motion.
Thus, to correct asymptotic distribution of the CUSUM process for serial depen-
dency, a consistent estimator of the long-run variance, namely the spectral density
at zero frequency, is required. The long-run variance involves autocovariances of
all orders, and a user-defined bandwidth is typically needed for the estimator to
be adaptive to the underlying dependence, which makes this method dependent on
bandwidth specification. To avoid this issue, Shao and Zhang (2010) adopted the
self-normalization idea of Lobato (2001) and extended it to the change-point problem
as was briefly introduced above (1.2.1). Shao and Zhang (2010) exploited one of the
main principles of self-normalization and instead of resorting to a consistent estimator
of the long-run variance, they have leveraged a sequence of recursive estimators to
form the normalizer, and in turn, pivotalize the asymptotic distribution of the test
statistic.
As we have previously noted, the idea of self-normalization was originally devel-
oped in the context of a stationary time series, and its adaptation to change-point
testing is not trivial. In particular, Shao and Zhang (2010) demonstrated that di-
rect implementation of self-normalization can lead to inconsistent change-point tests.
Specifically, the power of the resulting test may not necessarily increase to one as the
alternative deviates from the null. The aforementioned paper took into account the
change-point alternative by considering the situation with a single change-point and
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devising a self-normalized test that has a monotonic power function. The extensions
to multiple change-point alternatives, which will be discussed in detail later in this
chapter, were also proposed in the same paper. The form of the test statistic, and
thus its detailed implementation, depends on the number of actual change points,
which is typically unknown in practice.
In our work we propose a new self-normalized test that does not require the a
priori information on the number of actual change points yet still leads to a valid
statistical procedure for testing change points. This is considered to be important
because:
• the actual number of change points as required by the test of Shao and Zhang
(2010) is typically unknown in practice
• when the number of change points is misspecified, the test of Shao and Zhang
(2010) can suffer from power loss and in some situations the power can decrease
to zero as the alternative deviates from the null; see the simulation study in
Section 4.5
Shao and Zhang (2010) suggested estimating the number of change points before
calling their testing procedure, for which they have mentioned several candidates
including the information criterion of Yao (1988), the minimum description length
criterion of Davis et al. (2006), and the sequential testing procedure of Bai and Per-
ron (1998). Since different methods may yield different estimates for the number
of potential change points, selecting the optimal one for this preliminary estimation
step can be viewed as a tuning parameter selection problem for the test of Shao and
Zhang (2010), and it can be a nontrivial task as the candidates mentioned by Shao
and Zhang (2010) were mostly developed in different settings. Thus, ultimately, this
approach is vulnerable to alternative misformulation. In addition, from a practical
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point of view, it would be philosophically more natural to first consider a global test
for the existence of change points, and if the existence is confirmed by the test, then
further analysis may be called by the investigator to estimate the actual number and
locations of change points. Therefore, it seems desirable if we can have a universal
test as proposed in the current paper that does not require the a priori information
on the number of actual change points. We also mention that the test of Shao and
Zhang (2010) may become computationally prohibitive when the number of change
points exceeds two, as it relies on simulation to obtain quantiles of the asymptotic
distribution which is nonstandard and involves a maximization over a space whose
dimension grows exponentially with the number of change points. In contrast, the
current test, and thus its computational burden, do not depend on the number of
change points. In Chapter 4 we will also propose an approximation scheme to further
facilitate computations needed in the proposed testing procedure.
2.2 Proposed Test Statistics
The hypothesis of interest for this chapter is formulated in the following way. Given
an observed time series X1, . . . , Xn, the problem is to test the null hypothesis of no
change point in the mean, namely
H0 : E(X1) = · · · = E(Xn) = µ, (2.3)
versus the alternative of having one or multiple change points, namely there exist
M ≥ 1 break points k0 = 1 < k1 < · · · < kM < n = kM+1 such that
E(Xi) 6= E(Xi+1), i ∈ {k1, . . . , kM}, (2.4)
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and E(Xi) = E(Xi+1) otherwise. The actual number of change points M and their
specific locations k1, . . . , kM are typically unknown in practice, especially when one
is at the stage of seeking a global test for determining their existence. Let X¯j,k =
(k − j + 1)−1∑ki=j Xi be the sample mean of Xj, . . . , Xk and Sj,k = ∑ki=j Xi be the
associated partial sum, 1 ≤ j ≤ k ≤ n. In this notation the cumulative sum (CUSUM)
process, which tracks if there is any significant deviation between the recursive mean
X¯1,k = S1,k/k and the global mean X¯1,n = S1,n/n is defined as following:
Zn(t) =
1√
n
bntc∑
i=1
(Xi − X¯1,n), t ∈ [0, 1],
where bntc is the largest integer not exceeding nt. Under the null hypothesis of no
change point, the process {Zn(t)}t∈[0,1] is free of the unknown but constant mean pa-
rameter µ, and obtaining the appropriate cut-off value requires an asymptotic theory
on the (centered) partial sum process
Sn(t) =
1√
n
bntc∑
i=1
(Xi − µ).
Asymptotic distribution of the CUSUM process under the null hypothesis is com-
monly analyzed through the Invariance Principle. We will formulate it here using the
notation introduced above:
Let B(·) be a standard Brownian motion and ⇒ denote weak convergence in the
Skorokhod space, then we assume the following:
(IP) There exists a σ > 0 such that {Sn(t), 0 ≤ t ≤ 1} ⇒ {σB(t), 0 ≤ t ≤ 1}.
The invariance principle 2.2 has been proven to hold for a wide range of short-range
dependent processes with the help of various dependence measures; see for exam-
ple the mixing coefficients of Hannan (1979) and Herrndorf (1984), the functional
dependence measure of Wu (2007) and Berkes et al. (2014), Billingsley (1999) and
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Billingsley (2012) for other contributions. By Assumption (IP) and the continuous
mapping theorem, one can obtain the weak convergence that
Zn(t)→D σ{B(t)− tB(1)},
where the asymptotic distribution depends on the nuisance parameter σ. For time
series data, the quantity σ2 is typically the long-run variance which involves autoco-
variances of all orders, and a data-driven bandwidth is often needed for its estimator
to be adaptive to the underlying dependence strength. However, as commented by
Shao and Zhang (2010), both theoretical and empirical studies in the literature have
found that the use of data-dependent bandwidth can lead to tests with nonmonotonic
power. As we have shown in the previous chapter 1.2.1, to alleviate the problem, Shao
and Zhang (2010) proposed to adopt the idea of self-normalization (Lobato, 2001 and
Shao, 2010b) and have generalized it to the change-point setting. The main ingredi-
ent of self-normalization is to consider using a function of the CUSUM process as the
normalizer to pivotalize the asymptotic distribution. In particular, we will here dis-
cuss an example of a naive normalizer, to illustrate the importance of incorporating
alternative hypothesis into the form of the test statistic. Let
V 2n =
1
n2
n∑
i=1
{
i∑
j=1
(Xj − X¯1,n)
}2
,
then the continuous mapping theorem implies that
Zn(t)
2
V 2n
→D {B(t)− tB(1)}
2∫ 1
0
{B(s)− sB(1)}2ds,
where the asymptotic distribution no longer depends on the nuisance parameter σ and
can thus be used to obtain the cut-off values. Nevertheless, this simple application
of self-normalization unfortunately does not yield good performance for change-point
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testing, and the main reason is that both Zn(t) and Vn can be affected by the change-
point alternative, making the resulting test of less or no power. The simulations for
the demonstration of this effect can be found in Shao and Zhang (2010) and we will
summaries an experiment authors have constructed here. Let
Xt =
{
ut, if 1 ≤ t ≤ n2 ;
η + ut, if
n
2
+ 1 < t ≤ n = 200. (2.5)
where ut = 0.5ut−1 + t, and t ∼ N(0, 1) and independent. From the plot below
it is seen that when the magnitude of change η gets large, the power of the test
constructed through Zn(t)
2/V 2n decreases to zero.
Figure 2·1: The empirical rejection percentage of the naive SN-based
test based on the alternative model 2.5
To overcome this problem, Shao and Zhang (2010) proposed to split the data
for calculating the self-normalizer according to the partition implied by hypothesized
change-point locations (whose total number is assumed to be known), and after form-
ing the self-normalized statistics for each possible partition with a prespecified number
of segments, the maximum is then taken as the final test statistic. Such an approach
is the most ideal for the situation with a single change-point alternative, on which
the paper of Shao and Zhang (2010) was mainly focused. However, its application to
situations with possibly more than one change points can pose certain challenges. To
be more specific, the test of Shao and Zhang (2010) was developed under a supervised
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learning setting where the total number of change points needs to be pre-specified.
Thus, for each alternative a specific self-normalizer can be constructed. For example:
• form of the normalizer for the one change-point alternative:
Vn(k) = n
−2
{
k∑
t=1
(
S1,t − t
k
S1,k
)2
+
n∑
t=k+1
(
St,n − n− t+ 1
n− k Sk+1,n
)2
, k = 1, . . . n− 1.
(2.7)
where St1,t2 =
∑t
j=t1 2
Xj if t1 ≤ t2 and St1,t2 = 0 otherwise.
• form of the normalizer for the two change-point alternative:
Vn1+1,n2(k) = (n2 − n1)−2
{
k∑
t=n1
(
Sn1+1,t −
t− n1
k − n1Sn1+1,k
)2
+
n2∑
t=k+1
(
St,n2 −
n2 − t+ 1
n2 − k Sk+1,n2
)2
,
(2.9)
where n1 + 1 ≤ k ≤ n2 − 1 and St1,t2 =
∑t2
j=t1
Xj if t1 ≤ t2 and St1,t2 = 0
otherwise.
However, the number of change-points is typically unknown in practice especially
when one is at the preliminary stage of seeking a statistical test to determine the
existence of change points. In addition, as the test based on the normalizers like 1.2
and 2.8 requires the calculation of self-normalized statistics for all possible partitions
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with a prespecified number of segments, its computational burden will grow expo-
nentially with the prespecified number of total change points. This, together with
the large simulation needed to approximate the nonstandard asymptotic distribution
with the same computational mechanism, makes the test of Shao and Zhang (2010)
computationally prohibitive (or at least less favorable) for situations with more than
two change points. Moreover, our simulation study in Section 4.5 indicates that, when
the number of change points is misspecified, the test of Shao and Zhang (2010) can
suffer from power loss and in some situations the power can decrease to zero as the
alternative deviates from the null.
We shall here propose an alternative that does not require the a priori information
on the number of change points yet still leads to a valid statistical procedure for
change-point testing. The computational burden of the proposed test will remain at
the same for situations with different numbers of change points. We will introduce
the following notations:
Dn,f (j1, j2, j3) =
j2 − j1 + 1√
j3 − j1 + 1(X¯j1,j2 − X¯j1,j3); (2.10)
Ln,f (j1, j2, j3) =
j2∑
i=j1
(
i− j1 + 1
j3 − j1 + 1
)2
(X¯j1,i − X¯j1,j2)2; (2.11)
Rn,f (j1, j2, j3) =
j3∑
i=j2+1
(
j3 − i+ 1
j3 − j1 + 1
)2
(X¯i,j3 − X¯j2+1,j3)2. (2.12)
Since (2.10) has the equivalent form Dn,f (j1, j2, j3) = (j3 − j1 + 1)−1/2
∑j2
i=j1
(Xi −
X¯j1,j3), it relates to the CUSUM process associated with Xj1 , . . . , Xj3 and recursively
compares the forwarding partial mean X¯j1,j2 , j2 ≤ j3, with the overall mean X¯j1,j3
to seek for potential change points. To make the normalization process not affected
by the change-point alternative, one-sided self-normalizers are used and are given in
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(2.11) and (2.12) respectively. Similarly, we introduce the backward version:
Dn,b(j1, j2, j3) =
j3 − j2 + 1√
j3 − j1 + 1(X¯j2,j3 − X¯j1,j3);
Ln,b(j1, j2, j3) =
j2−1∑
i=j1
(
i− j1 + 1
j3 − j1 + 1
)2
(X¯j1,i − X¯j1,j2−1)2;
Rn,b(j1, j2, j3) =
j3∑
i=j2
(
j3 − i+ 1
j3 − j1 + 1
)2
(X¯i,j3 − X¯j2,j3)2.
Let Ω(ε) = {(t1, t2) : ε ≤ t1 < t2 ≤ 1 − ε, t2 − t1 ≥ ε}, Ωn(ε) = {(bnt1c, bnt2c) :
(t1, t2) ∈ Ω(ε)}, Ξn,f (j1, j2, j3) = Ln,f (j1, j2, j3) + Rn,f (j1, j2, j3) and Ξn,b(j1, j2, j3) =
Ln,b(j1, j2, j3) +Rn,b(j1, j2, j3), our test statistic is then defined as
Tn = max
(l1,l2)∈Ωn(ε)
Dn,f (1, l1, l2)
2
Ξn,f (1, l1, l2)
+ max
(m1,m2)∈Ωn(ε)
Dn,b(m1,m2, n)
2
Ξn,b(m1,m2, n)
. (2.13)
The following theorem provides the asymptotic property of Tn under both the null
and alternative.
Theorem 2.2.1. Assume condition (IP). Then (i) under the null hypothesis (2.3),
we have
Tn →D T (IB) := sup
(r1,r2)∈Ω(ε)
D(IB, 0, r1, r2)
2
Ξ(IB, 0, r1, r2)
+ sup
(s1,s2)∈Ω(ε)
D(IB, s1, s2, 1)
2
Ξ(IB, s1, s2, 1)
, (2.14)
where
D(IB, t1, t2, t3) =
1√
t3 − t1
[
IB(t2)− IB(t1)− t2 − t1
t3 − t1{IB(t3)− IB(t1)}
]
,
Ξ(IB, t1, t2, t3) =
1
(t3 − t1)2
 t2∫
t1
[
IB(s)− IB(t1)− s− t1
t2 − t1{IB(t2)− IB(t1)}
]2
ds
+
t3∫
t2
[
IB(t3)− IB(s)− t3 − s
t3 − t2{IB(t3)− IB(t2)}
]2
ds
 ;
and (ii) under the alternative (2.4) with min0≤i≤M |ki+1 − ki|/n > ε and E(Xki+1)−
E(Xki) = n
−1/2Li for some Li 6= 0, i = 1, . . . ,M , we have Tn → ∞ in probability if
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min1≤i≤M |Li| → ∞.
Proof. Note that the partial sum Sj,k = S1,k − S1,j−1 = (k− j + 1)µ+
√
n[Sn(k/n)−
Sn{(j − 1)/n}], 1 ≤ j ≤ k ≤ n, we have√
bnr2c/nDn,f (1, bnr1c, bnr2c)−√r2D(Sn, 0, r1, r2)
= {Sn(bnr1c/n)− (bnr1c/bnr2c)Sn(bnr2c/n)} − {Sn(r1)− (r1/r2)Sn(r2)}
= {(r1/r2)− (bnr1c/bnr2c)}Sn(r2).
Under condition (IP), both supt∈[0,1] |Sn(t)| and sup(r1,r2)∈Ω(ε) |Dn,f (1, bnr1c, bnr2c)|
are of order Op(1). Since sup(r1,r2)∈Ω(ε) |(r1/r2)− (bnr1c/bnr2c)| ≤ 2/{n(2ε− 1/n)2},
we have
sup
(r1,r2)∈Ω(ε)
|
√
bnr2c/nDn,f (1, bnr1c, bnr2c)−√r2D(Sn, 0, r1, r2)| = Op(n−1),
and thus
sup
(r1,r2)∈Ω(ε)
|Dn,f (1, bnr1c, bnr2c)−D(Sn, 0, r1, r2)| = Op(n−1).
Note that sup(r1,r2)∈Ω(ε) |Dn,f (1, bnr1c, bnr2c) = max(l1,l2)∈Ωn(ε) |Dn,f (1, l1, l2)| holds for
all large n, by a similar argument and properties of the Brownian motion, it can be
shown that∣∣∣∣∣Tn −
{
sup
(r1,r2)∈Ω(ε)
D(Sn, 0, r1, r2)
2
Ξ(Sn, 0, r1, r2)
+ sup
(s1,s2)∈Ω(ε)
D(Sn, s1, s2, 1)
2
Ξ(Sn, s1, s2, 1)
}∣∣∣∣∣ = op(1),
and (i) follows by the continuous mapping theorem. For (ii), under the alternative
(2.4) with E(Xki+1)− E(Xki) = n−1/2Li, i = 1, . . . ,M , we have
Dn,f (1, k1, k2) =
1√
k2
[
k1∑
i=1
{Xi − E(Xi)} − k1
k2
k2∑
j=1
{Xj − E(Xj)}
]
− k1(k2 − k1)
k2
√
nk2
L1
:= Dn,f,e(1, k1, k2)− k1(k2 − k1)
k2
√
nk2
L1.
By the argument of (i) and the condition that min0≤i≤M |ki+1 − ki|/n > ε, one has
Dn,f,e(1, k1, k2)
2
Ξn,f (1, k1, k2)
= Op(1).
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Note that k1(k2 − k1)/(k2
√
nk2) ≥ ε2, the result follows by min1≤i≤M |Li| → ∞.
To perform the test, by (2.14) we would reject the null hypothesis (2.3) at level
α ∈ (0, 1) if Tn > q1−α where q1−α is the (1−α)-th quantile of T (B), and its consistency
is guaranteed by Theorem 2.2.1 (ii). The above testing procedure involves a trimming
parameter ε, which controls the minimal length (in proportion) of partial sums. As
commented by Zhou and Shao (2013), trimming parameters in self-normalization are
different from smoothing parameters, such as the truncation lag in long-run variance
estimation (Newey and West, 1987; Andrews, 1991; Liu and Wu, 2010; Politis, 2011),
the window size in dependent bootstrap (Ku¨nsch, 1989; Lahiri, 2003; Shao, 2010a;
Zhou, 2013) or the subsampling width in subsampling methods (Hall and Jing, 1996;
Politis et al., 1999; Zhang et al., 2013), as the effect of trimming is accounted for in
the limiting distribution and its approximation. Zhou and Shao (2013), along with
Huang et al. (2015), conducted a series of numerical analyses and argued that the rule
of thumb choice of ε = 0.1 seems to yield satisfactory performance for self-normalized
methods. We have performed additional sensitivity analysis on the choice of the
trimming parameter ε, and include it in the subsection (2.3). Our analysis confirms
that performance of the proposed method is not very sensitive with respect to ε as
long as ε is not too small or too large. Intuitively, if ε is too small, then the first few
recursive estimates will be based on very few observations which can be unstable. On
the other hand, the choice of ε being too large is also not desirable due to efficiency
consideration. The proposed test has the potential of being generalized to quantities
other than the mean, for example to quantiles, which we shall discuss in Chapter 4.
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2.3 Simulation Results
We shall here carry out Monte Carlo simulations to examine the finite-sample per-
formance of the proposed hypothesis testing procedure and make a comparison with
the test of Shao and Zhang (2010). Due to the nonstandard limiting null distribu-
tion, critical values of both tests are obtained via simulation based on n = 2, 500 and
10, 000 replications. Let wi, i ∈ Z, be independent standard normal random variables,
and (ei) be an autoregressive process satisfying the recursion ei = ρei−1 +wi. Let 1{·}
denote the indicator function, we consider the model
Xi = µi + ei, i = 1, . . . , n, (2.15)
with the following change-point alternatives:
(M1) (one change-point alternative): µi = d1{i/n>2/3};
(M2) (two change-point alternative): µi = d1{2/3≥i/n>1/3} − d1{i/n>2/3};
(M3) (three change-point alternative): µi = d1{i/n≤1/2} − d1{i/n≤1/4} + d1{i/n≥3/4},
where d ∈ R controls the amount of deviation from the null. For (M1)–(M3), the
case with d = 0 corresponds to the null hypothesis of no change point. Let n =
500 and ρ ∈ {±0.3,±0.6,±0.8}, we consider testing for change points in the mean
of the process (4.12). For this, we consider the proposed new self-normalized test,
namely the unsupervised self-normalized (USN) test, and compare it with the recent
self-normalized test of Shao and Zhang (2010), which we will abbreviate as SZ10
hereafter. We shall here consider scenarios when prior information on the number
of change-points is correctly specified and when it is misspecified. In particular,
we consider SZ10 test statistics constructed under one, two and three hypothesized
change points, which we denote by SZ101, SZ102 and SZ103 respectively. For the
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proposed unsupervised test, it does not require this piece of prior information and
the grid approximation scheme discussed in Section 4.4.1 is implemented to facilitate
the computation. For the choice of the trimming parameter ε, Zhou and Shao (2013)
and Huang et al. (2015) conducted a series of numerical analyses and argued that
the rule of thumb choice of ε = 0.1 seems to yield satisfactory performance, which
we shall use in our numerical analysis. Note that the effect of trimming, unlike the
effect of smoothing as in nonparametric estimation, is accounted for in the limiting
distribution and its approximation; see also the discussion in Zhou and Shao (2013).
For each configuration, we generate 2,000 realizations, and the results are summarized
in Sections 4.5.3 and 4.5.3 for comparisons under the null and under the alternative
respectively.
Comparison: Empirical Acceptance Rate
We first examine the performance under the null, and Table 2.1 provides the empirical
acceptance rates for 90% and 95% nominal levels. For the SZ10 test, it is supervised
and it can be seen from Table 2.1 that using a larger prespecified number of change
points generally leads to a larger size distortion for their test. In particular, the
empirical acceptance rate of the SZ103 test is 0.913 for the mean case even with
ρ = 0.6, which is far away from its nominal 95% level. In comparison, the proposed
test is unsupervised and does not require prespecifying the number of change points.
Its performance in size is comparable to the best of multiple change-point SZ10 tests
in the mean case. Therefore, besides being unsupervised, the proposed test also seems
to deliver more reasonable performance in size than its multiple change-point SZ10
competitors. The SZ101 test, though being designed only for cases with a single
change point, seems to have the best performance in size due to its simpler form.
However, it can be seen from Section 4.5.3 that the single change-point SZ101 test
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USN SZ101 SZ102 SZ103
ρ 90% 95% 90% 95% 90% 95% 90% 95%
Results for the mean
0.3 0.886 0.944 0.896 0.950 0.882 0.942 0.890 0.938
0.6 0.872 0.930 0.897 0.944 0.868 0.929 0.854 0.913
0.8 0.794 0.872 0.889 0.936 0.795 0.881 0.724 0.807
-0.3 0.916 0.963 0.892 0.950 0.910 0.955 0.933 0.968
-0.6 0.938 0.975 0.909 0.958 0.941 0.972 0.963 0.983
-0.8 0.960 0.981 0.920 0.963 0.958 0.981 0.984 0.994
Table 2.1: Empirical acceptance rates for testing change points in the
mean of (4.12) under different dependence strengths. For both the proposed
USN test and the SZ10 tests of Shao and Zhang (2010), results with 90%
and 95% nominal levels are reported.
can suffer from a serious power issue in the presence of multiple change points.
Comparison: Empirical Power
We shall now consider (M1)–(M3) and examine the performance under the alter-
native. Tables 2.2–4.10 provide the size-adjusted empirical powers under (M1)–(M3)
respectively for ρ ∈ {0.3, 0.6}. For the SZ10 test, it requires prespecifying the number
of change points and it can be seen from Tables 2.2–4.10 that, depending on whether
this prior information is correctly specified or not, the power performance of their
test can be largely affected. For example, when there is only a single change point
as in (M1), then prespecifying two or more change points can lead to serious power
losses for the SZ10 test, as in this case empirical powers of SZ102 and SZ103 are much
lower than that of SZ101 from Table 2.2. On the other hand, when there are multiple
change points as in (M2) and (M3), then serious power losses can be observed for the
single change-point SZ101 test from Tables 2.3 and 4.10. In contrast, the proposed
test does not require prespecifying the number of change points and seems to deliver a
competitive power performance even when compared with the oracle SZ10 test. The
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oracle SZ10 test is defined as the SZ10 test where the number of change points is
assumed to be known and correctly prespecified, which corresponds to SZ101, SZ102
and SZ103 under (M1), (M2) and (M3) respectively. The oracle SZ10 test represents
the power upper bound of SZ10 tests but is typically not obtainable in practice due
to the unknown number of change points. It can be seen from Tables 2.2–4.10 that
the power performance of the proposed test is mostly comparable to that of the or-
acle SZ10 test in the mean case. Therefore, in terms of the power performance, the
proposed test seems to be more reliable in situations where the number of change
points is unknown.
Sensitivity Analysis
In this subsection, we investigate the finite-sample performance of the proposed
test with respect to the trimming parameter ε. For this, we consider model (M2)
with ρ = 0.3, and would apply the proposed test with different choices of ε ∈
{0.02, 0.05, 0.08, 0.1, 0.2} to test for change points in the mean. Let n = 500, the
results are summarized in 2.5. It can be seen from Table 2.5 that the performance
of the proposed test is not very sensitive with respect to a long as ς is not too small
or too large. Intuitively, we can observe that if ε is too small, then the first few
recursive estimates will only be based on very few first observations which can be
unstable. On the other hand, the choice of ε being too large is also not desirable as
the test’s efficiency might be affected thought it.
2.4 Conclusion
The the influential work of Shao and Zhang (2010) considered the situation with a sin-
gle change-point alternative in time series and proposed a consistent self-normalized
test for it. Its extension to multiple change-point alternatives was also given but
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Mean
ρ d USN SZ101 SZ102 SZ103
0.3 0.0 0.050 0.050 0.050 0.050
0.2 0.147 0.198 0.110 0.074
0.4 0.438 0.544 0.292 0.170
0.6 0.792 0.845 0.598 0.405
0.8 0.956 0.962 0.856 0.657
1.0 0.994 0.991 0.971 0.872
2.0 1.000 1.000 1.000 1.000
3.0 1.000 1.000 1.000 1.000
4.0 1.000 1.000 1.000 1.000
5.0 1.000 1.000 1.000 1.000
0.6 0.0 0.050 0.050 0.050 0.050
0.2 0.076 0.098 0.068 0.056
0.4 0.161 0.216 0.108 0.074
0.6 0.324 0.410 0.197 0.125
0.8 0.546 0.623 0.354 0.216
1.0 0.736 0.794 0.525 0.321
2.0 0.998 0.998 0.984 0.936
3.0 1.000 1.000 1.000 0.998
4.0 1.000 1.000 1.000 1.000
5.0 1.000 1.000 1.000 1.000
Table 2.2: Size-adjusted empirical powers for testing change points in the
mean of (4.12) under (M1) with different dependence strengths. For both
the proposed USN test and the SZ10 tests of Shao and Zhang (2010), the
significance level α = 0.05 is used.
requires prespecifying the actual number of change points under the alternative and
is thus supervised. Since the actual number of change points is typically unknown
especially when one is at the stage of seeking a statistical test to determine their exis-
tence, it seems desirable if we can have an unsupervised counterpart as considered in
the current paper that can be used for situations when there is no or ambiguous prior
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Mean
ρ d USN SZ101 SZ102 SZ103
0.3 0.0 0.050 0.050 0.050 0.050
0.2 0.299 0.132 0.316 0.243
0.4 0.844 0.208 0.850 0.776
0.6 0.992 0.166 0.992 0.988
0.8 1.000 0.141 1.000 1.000
1.0 1.000 0.110 1.000 1.000
2.0 1.000 0.008 1.000 1.000
3.0 1.000 0.000 1.000 1.000
4.0 1.000 0.000 1.000 1.000
5.0 1.000 0.000 1.000 1.000
0.6 0.0 0.050 0.050 0.050 0.050
0.2 0.117 0.086 0.115 0.098
0.4 0.344 0.154 0.346 0.251
0.6 0.673 0.178 0.682 0.542
0.8 0.893 0.195 0.902 0.824
1.0 0.974 0.166 0.975 0.954
2.0 1.000 0.058 1.000 1.000
3.0 1.000 0.014 1.000 1.000
4.0 1.000 0.002 1.000 1.000
5.0 1.000 0.000 1.000 1.000
Table 2.3: Size-adjusted empirical powers for testing change points in the
mean of (4.12) under (M2) with different dependence strengths. For both
the proposed USN test and the SZ10 tests of Shao and Zhang (2010), the
significance level α = 0.05 is used.
knowledge about the number of change points or when doubts are casted on this prior
knowledge. As can be seen from our simulation study in Section 4.5, the supervised
test of Shao and Zhang (2010) can suffer from serious power losses when the prespec-
ified value on the number of change points is misspecified, and in certain situations
the power of their test can even decrease to zero as the alternative deviates from the
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Mean
ρ d USN SZ101 SZ102 SZ103
0.3 0.0 0.050 0.050 0.050 0.050
0.2 0.118 0.051 0.111 0.119
0.4 0.292 0.040 0.225 0.346
0.6 0.660 0.023 0.526 0.732
0.8 0.903 0.006 0.792 0.937
1.0 0.986 0.001 0.941 0.994
2.0 1.000 0.000 1.000 1.000
3.0 1.000 0.000 1.000 1.000
4.0 1.000 0.000 1.000 1.000
5.0 1.000 0.000 1.000 1.000
0.6 0.0 0.050 0.050 0.050 0.050
0.2 0.069 0.048 0.070 0.070
0.4 0.115 0.058 0.118 0.128
0.6 0.209 0.042 0.184 0.260
0.8 0.381 0.034 0.306 0.430
1.0 0.560 0.020 0.455 0.636
2.0 0.992 0.002 0.968 0.996
3.0 1.000 0.000 1.000 1.000
4.0 1.000 0.000 1.000 1.000
5.0 1.000 0.000 1.000 1.000
Table 2.4: Size-adjusted empirical powers for testing change points in the
mean of (4.12) under (M3) with different dependence strengths. For both
the proposed USN test and the SZ10 tests of Shao and Zhang (2010), the
significance level α = 0.05 is used.
null. In contrast, the proposed unsupervised test does not require prespecifying the
number of change points and seems to perform reasonably well for situations with
different numbers of change points.
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εd 0.02 0.05 0.08 0.1 0.2
0.0 0.108 0.070 0.059 0.050 0.048
0.2 0.354 0.346 0.320 0.358 0.349
0.4 0.851 0.853 0.890 0.890 0.876
0.6 0.990 0.991 0.996 0.996 0.995
0.8 1.000 1.000 1.000 1.000 1.000
1.0 1.000 1.000 1.000 1.000 1.000
2.0 1.000 1.000 1.000 1.000 1.000
3.0 1.000 1.000 1.000 1.000 1.000
Table 2.5: Empirical powers for testing change points in the mean of (M2)
with ρ = 0.3 and the choicec of trimming ε ∈ {0.02, 0.05, 0.08, 0.1, 0.2} the
significance level α = 0.05 is used.
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Chapter 3
Alternative formulation for the test
statistic
3.1 Introduction
In chapter 2 we have propose a new self-normalized test that does not require the
a priori information on the number of actual change points yet still leads to a valid
statistical procedure for testing change points. This an important charasteristic of a
test as (i) the actual number of change points as required by the test of Shao and
Zhang (2010) is typically unknown in practice; (ii) when the number of change points
is misspecified, the test of Shao and Zhang (2010) can suffer from power loss and in
some situations the power can decrease to zero as the alternative deviates from the
null
The proposed test is constructed based on the forward scanning process as well
as the backward scanning process. The forward scanning process is inspecting the
observed data based on the first k2 observations (X1, X2 . . . , Xk2) to test for the
presence of a change-point within this subset. Since k2 is unknown, the maximum
over all possible k2 will guarantee that change-point would be detected. The same
idea also applies to the backward scanning process.
One might be interested in analyzing sensitivity of the test to the magnitude of
the first and the last change points. Thus one would consider to design a test whose
power performance is less sensitive to the magnitude of the first and the last change
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points. In this chapter we will propose an alternative formulation of the test statistic
and will demonstrate a numerical comparison of power properties of the proposed
USN test (defined in 2.13) and the alternative test. In addition, we will examine
computational comparison of the both approaches.
The work presented in this chapter was completed as a part of the research project
by Zhang and Lavitas (2017).
3.2 Alternative formulation for the test statistic
We will remind that for the original test statistic Tn (see 2.13) both forward and
backward scanning processes are examining the underlying data for all it’s subsets
starting from the X1 for the forward version and ending with Xn for the backward
version. As commented above, one might be concerned that this may lead to the
unpleasant sensitivity to the magnitude of the first and the last change-points. More
specifically, if the magnitude of the first and the last change-points is significantly
smaller than the magnitude of the rest change-points one might be concerned that
this might negatively affect the power of the test.
To address these concerns we will not only analyze the empirical power of the USN
test based on the Monte-Carlo simulations, but will also construct an alternative test
to examine it’s power and size properties.
Let Ω(ε) = {(t1, t2, t3) : ε ≤ t1 < t2 < t3 ≤ 1− ε, t2− t1 ≥ ε, t3− t2 ≥ ε, Ωn(ε) =
{(bnt1c, bnt2c, bnt3c) : (t1, t2, t3) ∈ Ω(ε)}. We shall here consider an alternative
formulation of the test statistic, which we further denote as Alt:
TnAlt = max
(l1,l2,l3)∈Ωn(ε)
Dn,f (l1, l2, l3)
2
Ξn,f (l1, l2, l3)
+ max
(m1,m2,m3)∈Ωn(ε)
Dn,b(m1,m2,m3)
2
Ξn,b(m1,m2,m3)
, (3.1)
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where Dn,f (l1, l2, l3), Dn,f (l1, l2, l3), Ξn,b(l1, l2, l3), and Ξn,f (l1, l2, l3) are defined as
in 2.12. Following argument similar to the Chapter 2, TnAlt is expected to have similar
asymptotic properties as the test (2.14).
To perform the test, by (3.1) we would reject the null hypothesis (2.3) at level
α ∈ (0, 1) if TnAlt > q1−α where q1−α is the (1− α)-th quantile of TAlt(B). The above
testing procedure involves same trimming parameter ε, which controls the minimal
length (in proportion) of partial sums. As was noted before, the effect of trimming
is accounted for in the limiting distribution and its approximation. Similary to the
Chapter 2 we will be using the rule of thumb choice of ε = 0.1. Please, see discussion
in Chapter 2 on the choice of the trimming parameter.
3.3 Simulation Results
In this section we will perform Monte-Carlo simulations to evaluate the alternative
form of the test statistic, denoted by Alt. Our main goal is to compare the alternative
formulation of the test with the USN test, proposed in Chapter 2
3.3.1 Computational complexity
First, as one can observe the alternative form of the test statistic requires more com-
putation due to its involvement of maximizing over O(n3) terms. This computational
complexity may possibly make this test computationally prohibitive in particular for
the larger samples. To illustrate this we provide the computation time of this alterna-
tive test in terms of its ratio with respect to that of the proposed USN test (baseline)
for different sample sizes n = 100k, k ∈ {1, 2, 3, 4, 5} in Table 3.1. One can see from
this comparison that the proposed USN test is as expected computationally much
more friendly comparing with it’s alternative formulation.
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n 100 200 300 400 500
USN 1.00 1.00 1.00 1.00 1.00
Alt 13.33 25.63 38.51 47.89 61.10
Table 3.1: Relative computational time of the full-scale Alt test with
respect to USN (baseline) for different sample sizes n. The results are based
on average of five independent realizations.
USN Alt
ρ 90% 95% 90% 95%
0.3 0.886 0.944 0.898 0.941
0.6 0.872 0.930 0.839 0.901
0.8 0.794 0.872 0.665 0.784
-0.3 0.916 0.963 0.940 0.972
-0.6 0.938 0.975 0.974 0.988
-0.8 0.960 0.981 0.988 0.998
Table 3.2: Empirical acceptance rates for testing change points in the
mean of (4.12) under different dependence strengths. For both the USN test
and the alternative formulation Alt results with 90% and 95% nominal levels
are reported.
3.3.2 Finite sample size and power properties
As we have demonstrated with Table 3.1 the alternative formulation test has a much
higher computational time due to it’s more complex form. Following the general rule
of thumb one might expect the alternative formulated test to have also a larger size
distortion than the proposed test due to it’s more complex form. We will further
examine size properties of the alternative formulation of the test statistic for different
dependency strengths ρ ∈ {±0.3,±0.6,±0.8} and the sample size of n = 500 . As
Table (3.2) suggests the Alt test generally has a larger size distortion than the pro-
posed USN test. Please refer to the Table (3.2) below which compares the empirical
acceptance rates for testing change points in the mean under different dependence
strengths for the comparison.
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We also provide a power comparison of the alternative formulation test and the
proposed test in the Tables 4 and 5 of this chapter. We will simulate a time series
process defined in a same way as in Chapter 2. Let wi, i ∈ Z, be independent
standard normal random variables, and (ei) be an autoregressive process satisfying
the recursion ei = ρei−1 + wi. Let 1{·} denote the indicator function, we consider the
model
Xi = µi + ei, i = 1, . . . , n, (3.2)
with the following change-point alternatives:
(M1) (one change-point alternative): µi = d1{i/n>2/3};
(M2) (two change-point alternative): µi = d1{2/3≥i/n>1/3} − d1{i/n>2/3};
(M3) (three change-point alternative): µi = d1{i/n≤1/2} − d1{i/n≤1/4} + d1{i/n≥3/4},
where d ∈ R controls the amount of deviation from the null. For (M1)–(M3), the case
with d = 0 corresponds to the null hypothesis of no change point. Let n = 500 and
ρ ∈ {±0.3,±0.6}, we consider testing for change points in the mean of the process
(4.12). Analyzing the tables 3.3 - 3.4 we can see that this alternative test, though
being more complicated, does not seem to guarantee a superior performance in power
when compared with the proposed USN test. For example, for ρ = 0.3 under the one-
change point alternative with d = 0.4 the power of the alternative test is only 0.23,
where is the power of the proposed USN test is 0.44, which is significantly higher.
Circling back to the original consideration for the development of the alternative
formulation of the test we will also consider the case of the three change points. We
will here remind that the alternative formulation of the test was originally designed
in a way to be robust to the magnitude of the first and the last change-points, thus
the Alt test is expected to have a better power performance than the proposed USN
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(M1) (M2) (M3)
rho d Alt USN Alt USN Alt USN
0.3 0.0 0.05 0.05 0.05 0.05 0.05 0.05
0.2 0.09 0.15 0.24 0.30 0.10 0.12
0.4 0.24 0.44 0.79 0.84 0.27 0.29
0.6 0.56 0.79 0.98 0.99 0.61 0.66
0.8 0.81 0.96 1.00 1.00 0.86 0.90
1.0 0.95 0.99 1.00 1.00 0.98 0.99
2.0 1.00 1.00 1.00 1.00 1.00 1.00
3.0 1.00 1.00 1.00 1.00 1.00 1.00
0.6 0.0 0.05 0.05 0.05 0.05 0.05 0.05
0.2 0.06 0.08 0.10 0.12 0.07 0.07
0.4 0.09 0.16 0.27 0.34 0.11 0.12
0.6 0.16 0.32 0.57 0.67 0.22 0.21
0.8 0.28 0.55 0.83 0.89 0.33 0.38
1.0 0.43 0.74 0.96 0.97 0.50 0.56
2.0 0.97 1.00 1.00 1.00 0.98 0.99
3.0 1.00 1.00 1.00 1.00 1.00 1.00
Table 3.3: Size-adjusted empirical powers for testing change points in the
mean of (4.12) under (M1)-(M3) with different dependence strengths. The
proposed test is denoted by USN and it’s alternative formulation version is
denoted as Alt. For both tests the significance level α = 0.05 is used.
test for the cases of smaller first and last change-points in comparison to the other
change-points. Therefore here we will examine the sensitivity of the proposed USN
test to the magnitude of the first and last change-points. In particular, we consider:
(M3) (three change-point alternative): µi = d1{i/n≤1/2} − d1{i/n≤1/4} + d1{i/n≥3/4},
(M3s) (three change-point alternative): µi = d1{i/n≤1/2}−0.25d1{i/n≤1/4}+0.25d1{i/n≥3/4},
The model (M3s) is constructed in such a way that the size of the first and last
change points are made to be smaller than the second change-point, in particular
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(M1) (M2) (M3)
rho d Alt USN Alt USN Alt USN
-0.3 0.0 0.05 0.05 0.05 0.05 0.05 0.05
0.2 0.26 0.41 0.80 0.83 0.29 0.29
0.4 0.86 0.95 0.99 1.00 0.88 0.89
0.6 0.94 1.00 1.00 1.00 0.99 1.00
0.8 1.00 1.00 1.00 1.00 1.00 1.00
1.0 1.00 1.00 1.00 1.00 1.00 1.00
2.0 1.00 1.00 1.00 1.00 1.00 1.00
3.0 1.00 1.00 1.00 1.00 1.00 1.00
-0.6 0.0 0.05 0.05 0.05 0.05 0.05 0.05
0.2 0.94 0.63 0.95 0.94 0.47 0.44
0.4 1.00 0.99 1.00 1.00 0.99 0.98
0.6 1.00 1.00 1.00 1.00 1.00 1.00
0.8 1.00 1.00 1.00 1.00 1.00 1.00
1.0 1.00 1.00 1.00 1.00 1.00 1.00
2.0 1.00 1.00 1.00 1.00 1.00 1.00
3.0 1.00 1.00 1.00 1.00 1.00 1.00
Table 3.4: Size-adjusted empirical powers for testing change points in the
mean of (4.12) under (M1)-(M3) with different dependence strengths. The
proposed test is denoted by USN and it’s alternative formulation version is
denoted as Alt. For both tests the significance level α = 0.05 is used.
.
the one-fourth of that in model (M3). Let n = 500 and ρ = 0.3, the results are
summarized in Table (3.5).
It can be seen from the Table (3.5) of this chapter that this alternative test is not
guaranteed to significantly improve the robustness with respect to the magnitude of
the first and last change points when compared with the proposed USN test. However,
this might be a product of the limiting simulations results here. Additional theoretical
power comparison of the two should be left as a future research topic.
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(M3) (M3s)
d UCbSN Alt UCbSN Alt
0.0 0.050 0.050 0.050 0.050
0.2 0.120 0.103 0.140 0.096
0.4 0.284 0.274 0.333 0.237
0.6 0.662 0.606 0.625 0.557
0.8 0.905 0.860 0.814 0.811
1.0 0.987 0.980 0.916 0.954
2.0 1.000 1.000 0.999 1.000
3.0 1.000 1.000 1.000 1.000
Table 3.5: Empirical powers for testing change points in the mean of (M3)
and (M3s), where the significance level is taken as α = 0.05 .
3.4 Conclusion
In this chapter we have proposed an alternative formulation of the test statistic, whose
power performance is designed to be less sensitive to the magnitude of the first and the
last change points. The proposed test statistic has pivotal distribution under the null
hypothesis and diverges under the general alternative hypothesis for the mean. We
have also studied it’s final sample performance through the Monte-Carlo simulations
and performed a numerical comparison of power properties on the proposed USN
test and the alternative test and the computational comparison of both approaches.
Through our analysis we were not able to confirm that the alternative formulation of
the test statistic produces any significant benefit over the formulation of the USN test.
Construction of an alternative hypothesis under which the alternative formulation
of the test statistic would demonstrate better performance than the proposed USN
method can be a topic for the future research.
Overall, we think the proposed USN test is more advantageous in the sense that:
• it generally has a less distortion in size
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• its power performance is at least comparable to, and for some of the cases
considered better than, that of the alternative test
• it requires significantly less computation.
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Chapter 4
Change point detection in the case of
other quantities of interest
4.1 Introduction
In our work we have aimed to propose a new approach in generalizing self-normalized
statistics to handle quantities other than the mean. In the mean case, self-normalized
statistics are generally functions of the partial sum process, as was discussed in Chap-
ter 2. The CUSUM process after suitable scaling represents a sequence of recursive
mean estimators. Hence, when one is interested in quantities other than the mean,
the conventional approach is then to replace the role that the partial sum process
plays in the mean case by recursive estimators of the quantity of interest. Such an
approach was originally advocated by Shao (2010b) in the context of constructing
confidence intervals for quantities associated with a stationary time series. However,
due to its naturalness and ease of implementation, it gradually becomes a standard
and has been adopted into various settings including change-point testing (Shao and
Zhang, 2010). With this conventional approach, change-point testing is then con-
ducted by sequentially comparing the recursive estimate with the overall estimate.
Under the alternative, the overall estimate is computed by using observations both
before and after the change point, and is thus expected to be different from the re-
cursive estimate that is computed by using observations only before the hypothesized
change point. However, when one is interested in robust quantities like the median,
47
the overall estimate in this case can be more resistant to the inhomogeneity caused by
the change-point alternative, making the power of the resulting test to be suboptimal.
To overcome the problem, we propose a contrast-based approach for generalizing self-
normalized statistics to handle quantities other than the mean, which is specifically
tailored for change-point testing problems. The consistency of the resulting change-
point test is also established for cases with both the mean and quantities beyond the
mean. Note that Shao and Zhang (2010) only studied the consistency of their test in
the mean case.
We also propose an approximation scheme to further facilitate the computation
needed in the proposed testing procedure. For the proposed unsupervised contrast-
based method its computational burden would be the same for situations with differ-
ent numbers of change points. As a comparison, the test of Shao and Zhang (2010)
requires the prespecification of the total number of change points M?, and their test
involves the search of the maximum over O(NM
?
) partitions. Therefore, besides the
improvements of (i) not requiring the a priori knowledge on M? (which is typically
unknown in practice); and (ii) being more specifically tailored for change-point test-
ing by using the contrast-based approach in handling quantities other than the mean,
the proposed test is also considered to be computationally more advantageous when
there are more than two change points, in which case the computational burden of
the test of Shao and Zhang (2010) would grow exponentially with respect to their
hypothesized or prespecified value of M?. We will also consider a grid approxima-
tion scheme to further reduce the computational burden of the current test and will
demonstrate that we can dramatically improve speed of calculations with insignificant
loss in accuracy.
The work presented in this chapter is based on the work by Zhang and Lavitas
(2017). The rest of this chapter is organized as follows. We will demonstrate how
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our test, proposed in Chapter 2 can be generalized to other quantities of interest,
such as median, variance, etc. We will also propose a new approach: the contrast-
based method for non-conventional generalization of the CUSUM process. We will
also propose a computational scheme to reduce the computational complexity of the
test. Our results will be supported with simulations and an analysis of real data.
4.2 The Conventional Approach
An attractive feature of self-normalization is that the resulting method can be readily
generalized from the mean case to other quantities of interest, for example to quan-
tiles. The key idea of achieving this is to exploit the role that the CUSUM process
plays in the mean case, and replace it by an appropriate substitute in the general
setting. To be more specific, the CUSUM process
Zn(t) =
1√
n
bntc∑
i=1
(Xi − X¯n)
=
1√
n
bntc∑
i=1
Xi − bntcX¯n
 = bntc√
n
(X¯bntc − X¯n), t ∈ [0, 1], (4.1)
represents the difference between the recursive mean estimator X¯bntc and the over-
all mean estimator X¯n. Hence, if one is interested in a general parameter θ that
is possibly different from the mean, then it would be natural to consider replacing
the X¯bntc and X¯n in (4.1) by the corresponding recursive estimator θˆbntc and θˆn,
making the new statistic a function of the process (bntc/√n)(θˆbntc − θˆn), t ∈ [0, 1].
Such an approach was advocated by Shao (2010b) in the context of confidence inter-
val construction, and gradually becomes a standard in generalizing self-normalized
methods to quantities other than the mean; see for example the application in Shao
and Zhang (2010) for change-point testing and Shao (2015) for a recent review. We
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shall here consider a generalization of the test proposed in Section 2.2 by following
this conventional approach.
To facilitate the mathematical formulation, suppose one is interested in the quan-
tity θi = Q(F i) ∈ Rd, a function of F i, the distribution of Y i = (Xi, Xi+1, . . . , Xi+`−1).
Then we consider the problem of testing for the null hypothesis
H?0 : θ1 = · · · = θN = ϑ, N = n− `+ 1, (4.2)
versus the alternative that there exist M? ≥ 1 break points k?0 = 1 < k?1 < · · · <
k?M? < N = k
?
M?+1 such that
θi 6= θi+1, i ∈ {k?1, . . . , k?M}, (4.3)
and θi = θi+1 otherwise. Let Fˆ j,k be the empirical distribution of (Y j, . . . ,Y k), and
denote by F j,k the uniform mixture of F j, . . . ,F k, 1 ≤ j ≤ k ≤ N . Let θˆj,k =
Q(Fˆ j,k), then counterparts of (2.10)–(2.12) are given by
D?N,f (j1, j2, j3) =
j2 − j1 + 1√
j3 − j1 + 1(θˆj1,j2 − θˆj1,j3), (4.4)
L?N,f (j1, j2, j3) =
j2∑
i=j1
(
i− j1 + 1
j3 − j1 + 1
)2
(θˆj1,i − θˆj1,j2)(θˆj1,i − θˆj1,j2)>, (4.5)
R?N,f (j1, j2, j3) =
j3∑
i=j2+1
(
j3 − i+ 1
j3 − j1 + 1
)2
(θˆi,j3 − θˆj2+1,j3)(θˆi,j3 − θˆj2+1,j3)>.(4.6)
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Similarly, let
D?N,b(j1, j2, j3) =
j3 − j2 + 1√
j3 − j1 + 1(θˆj2,j3 − θˆj1,j3),
L?N,b(j1, j2, j3) =
j2−1∑
i=j1
(
i− j1 + 1
j3 − j1 + 1
)2
(θˆj1,i − θˆj1,j2−1)(θˆj1,i − θˆj1,j2−1)>,
R?N,b(j1, j2, j3) =
j3∑
i=j2
(
j3 − i+ 1
j3 − j1 + 1
)2
(θˆi,j3 − θˆj2,j3)(θˆi,j3 − θˆj2,j3)>,
Ξ?N,f (j1, j2, j3) = L
?
N,f (j1, j2, j3)+R
?
N,f (j1, j2, j3) and Ξ
?
N,b(j1, j2, j3) = L
?
N,b(j1, j2, j3)+
R?N,b(j1, j2, j3), then the generalized test statistic can be defined as
T ?N = max
(l1,l2)∈ΩN (ε)
D?N,f (1, l1, l2)
>Ξ?N,f (1, l1, l2)
−1D?N,f (1, l1, l2)
+ max
(m1,m2)∈ΩN (ε)
D?N,b(m1,m2, N)
>Ξ?N,b(m1,m2, N)
−1D?N,b(m1,m2, N).(4.7)
Let IB(·) be a d-dimensional standard Brownian motion and D = {(t1, t2) : 0 ≤ t1 ≤
t2 ≤ 1}, we shall here make the following assumption on the recursive estimators
θˆj,k = Q(Fˆ j,k).
(IP?) There exists a positive definite matrix Σ such that[bNtc − bNsc ∨ 1 + 1√
N
{Q(Fˆ bNsc∨1,bNtc)−Q(F bNsc∨1,bNtc)}, (s, t) ∈ D
]
 [Σ{IB(t)− IB(s)}, (s, t) ∈ D],
where bNsc ∨ 1 = max(bNsc, 1) and  denotes the weak convergence in the
sense of Hoffmann-Jørgensen (van der Vaart and Wellner, 1996).
Note that the partial sum process in Assumption (IP) relates to the empirical pro-
cess, Assumption (IP?) provides a counterpart in the current general setting with the
additional transform Q, and can be verified by using the functional delta method of
Volgushev and Shao (2014); see also the influence function approach of Shao (2010b).
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Let
∆(IB, r, s, t, u) = IB(s)− IB(r)− s− r
u− t{IB(u)− IB(t)},
the following theorem provides an asymptotic theory on the test statistic T ?N .
Theorem 4.2.1. Assume condition (IP?). Then (i) under the null hypothesis (4.2),
we have
T ?N →D T ?(IB) := sup
(r1,r2)∈Ω(ε)
D?(IB, 0, r1, r2)
>Ξ?(IB, 0, r1, r2)−1D?(IB, 0, r1, r2)
+ sup
(s1,s2)∈Ω(ε)
D?(IB, s1, s2, 1)
>Ξ?(IB, s1, s2, 1)−1D?(IB, s1, s2, 1),(4.8)
where
D?(IB, t1, t2, t3) =
1√
t3 − t1 ∆(IB, t1, t2, t1, t3),
Ξ?(IB, t1, t2, t3) =
1
(t3 − t1)2

t2∫
t1
∆(IB, t1, s, t1, t2)∆(IB, t1, s, t1, t2)
>ds
+
t3∫
t2
∆(IB, s, t3, t2, t3)∆(IB, s, t3, t2, t3)
>ds
 ;
and (ii) under the alternative (4.3) with min0≤i≤M? |k?i+1− k?i |/N > ε, we have T ?N →
∞ in probability if √N |θˆk?i−1+1,k?i − θˆk?i−1+1,k?i+1| → ∞ in probability, i = 1, . . . ,M?.
Proof. Under the general setting as framed in Section 4.2, θˆj,k, j ≤ k, can no longer
be expressed as a linear combination of the recursive statistics θˆ1,i, i = 1, . . . , n. For
this, we let
∆Q,N(Fˆ , r, s, t, u) =
1√
N
{(bNsc − bNrc ∨ 1 + 1)Q(Fˆ bNrc∨1,bNsc)
−(u− t)−1(s− r)(bNuc − bNtc ∨ 1 + 1)Q(Fˆ bNtc∨1,bNuc)},
and define
D?Q,N(Fˆ , t1, t2, t3) =
1√
t3 − t1 ∆Q,N(Fˆ , t1, t2, t1, t3).
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Note that √
bNr2c/ND?N,f (1, bNr1c, bNr2c)−
√
r2D
?
Q,N(Fˆ , 0, r1, r2)
=
(
r1
r2
− bNr1cbNr2c
) bNr2c√
N
{Q(Fˆ 1,bNr2c)− ϑ},
and thus by condition (IP?), one has
sup
(r1,r2)∈Ω(ε)
|
√
bNr2c/ND?N,f (1, bNr1c, bNr2c)−
√
r2D
?
Q,N(Fˆ , 0, r1, r2)| = Op(N−1).
Thus, similarly to the proof for the case of the mean (2.2.1) one can write
sup
(r1,r2)∈Ω(ε)
|Dn,f (1, bnr1c, bnr2c)−D(Sn, 0, r1, r2)| = Op(n−1).
Note that sup(r1,r2)∈Ω(ε) |Dn,f (1, bnr1c, bnr2c) = max(l1,l2)∈Ωn(ε) |Dn,f (1, l1, l2)| holds for
all large n, by a similar argument and properties of the Brownian motion, it can be
shown that∣∣∣∣∣Tn −
{
sup
(r1,r2)∈Ω(ε)
D(Sn, 0, r1, r2)
2
Ξ(Sn, 0, r1, r2)
+ sup
(s1,s2)∈Ω(ε)
D(Sn, s1, s2, 1)
2
Ξ(Sn, s1, s2, 1)
}∣∣∣∣∣ = op(1),
and (i) follows by the continuous mapping theorem. For (ii), under the alternative
(2.4) with E(Xki+1)− E(Xki) = n−1/2Li, i = 1, . . . ,M , we have
Dn,f (1, k1, k2) =
1√
k2
[
k1∑
i=1
{Xi − E(Xi)} − k1
k2
k2∑
j=1
{Xj − E(Xj)}
]
− k1(k2 − k1)
k2
√
nk2
L1
:= Dn,f,e(1, k1, k2)− k1(k2 − k1)
k2
√
nk2
L1.
By the argument of (i) and the condition that min0≤i≤M |ki+1 − ki|/n > ε, one has
Dn,f,e(1, k1, k2)
2
Ξn,f (1, k1, k2)
= Op(1).
Note that k1(k2 − k1)/(k2
√
nk2) ≥ ε2, the result follows by min1≤i≤M |Li| → ∞.
Therefore, similar to the mean case, one rejects the null hypothesis (4.2) at level
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α ∈ (0, 1) if T ?N > q?1−α where q?1−α is the (1 − α)-th quantile of T ?(IB) defined in
(4.8). Nevertheless, in order to obtain the consistency of this test, unlike the mean
case, one needs the stochastic condition that
√
N |θˆk?i−1+1,k?i − θˆk?i−1+1,k?i+1 | → ∞ (4.9)
in probability as n→∞. Although Shao and Zhang (2010) did not study the power
behavior of their test under this general setting, given the form of their test statistic
and the argument used in the proof of Theorem 4.2.1, the same stochastic condition
will also be required for their test to be consistent. Note that
θˆk?i−1+1,k?i − θˆk?i−1+1,k?i+1 = Q(Fˆ k?i−1+1,k?i )−Q(Fˆ k?i−1+1,k?i+1),
where Fˆ k?i−1+1,k?i+1 is the empirical distribution of Y k?i−1+1, . . . ,Y k?i ,Y k?i +1, . . . ,Y k?i+1 ,
a mixture of observations before and after the change point k?i , which under the
change-point alternative is considered to be different from Fˆ k?i−1+1,k?i , the empirical
distribution based only on observations before the change point. Hence, condition
(4.9) seems to be a reasonable requirement for change-point detection. In fact, the
following proposition states that, in the case of the mean, it can be reduced to its
deterministic counterpart.
Proposition 4.2.2. If θi =
∫
R xdFi(x) represents the mean, then assuming (IP),
condition (4.9) will be satisfied if
√
N |E(Xk?i +1)− E(Xk?i )| → ∞.
Proof. (Proposition 4.2.2) In the case of the mean, we have θˆj,k = Sj,k/(k − j + 1) =
(k− j+ 1)−1∑ki=j{Xi−E(Xi)}+ (k− j+ 1)−1∑ki=j E(Xi). Let S◦j,k = Sj,k−E(Sj,k)
denote the centered partial sum and d?i = E(Xk?i +1)−E(Xk?i ) represent the magnitude
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of change, then
√
N |θˆk?i−1+1,k?i − θˆk?i−1+1,k?i+1| =
√
N
∣∣∣∣Sk?i−1+1,k?ik?i − k?i−1 − Sk?i−1+1,k?i+1k?i+1 − k?i−1
∣∣∣∣
=
√
N
∣∣∣∣∣S
◦
k?i−1+1,k
?
i
k?i − k?i−1
−
S◦k?i−1+1,k?i+1
k?i+1 − k?i−1
− k
?
i+1 − k?i
k?i+1 − k?i−1
d?
∣∣∣∣∣
≥
√
N
(
k?i+1 − k?i
k?i+1 − k?i−1
|d?| −
∣∣∣∣∣S
◦
k?i−1+1,k
?
i
k?i − k?i−1
−
S◦k?i−1+1,k?i+1
k?i+1 − k?i−1
∣∣∣∣∣
)
.
By condition (IP) and the proof of Theorem 2.2.1,
√
N
∣∣∣∣∣S
◦
k?i−1+1,k
?
i
k?i − k?i−1
−
S◦k?i−1+1,k?i+1
k?i+1 − k?i−1
∣∣∣∣∣ = Op(1),
and the result follows.
However, for general nonlinear statistics, it is not always the case that the stochas-
tic condition (4.9) required to guarantee the consistency as in Theorem 4.2.1 will be
implied by its more desirable deterministic counterpart
√
N |θk?i +1 − θk?i | → ∞. To
illustrate the idea, we consider a simple example in which Xi = d1{i>pn}, where 1{·}
is the indicator function and p ∈ (0, 1) represents the location (in proportion) of the
change point. Hence, if one is interested in the mean, then the recursive mean esti-
mate X¯bpnc = 0 and the overall mean estimate X¯n = (1 − bpnc/n)d, leading to the
desirable result that
√
n|X¯bpnc− X¯n| → ∞ if
√
nd→∞. However, if one is interested
in nonlinear quantities like the median, then one can show that the recursive median
estimate θˆbpnc = 0 and the overall median estimate θˆn = 0 when p > 1/2 + 1/n.
Therefore, when the change point is located at the later half of the time series, the
deterministic condition that
√
nd → ∞ will no longer imply the needed stochastic
condition that
√
n|θˆbpnc − θˆn| → ∞, as |θˆbpnc − θˆn| = 0 in this case. Therefore, the
CUSUM-type process (bntc/√n)(θˆbntc − θˆn), t ∈ [0, 1], may not be the most ideal
for change-point detection in nonlinear quantities, especially when one is interested
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in robust quantities like the median that are potentially resistant to the inhomogene-
ity under the change-point alternative. This motivates us to seek for a new scheme
for generalizing self-normalized test statistics to quantities other than the mean that
is specifically tailored for change-point testing problems, which we shall consider in
Section 4.3.
4.3 A New Approach: The Contrast-Based Method
By viewing X¯bntc as a recursive mean estimator, the conventional approach generalizes
self-normalized statistics developed for the mean to more general quantities by replac-
ing (X¯bntc − X¯n) in the CUSUM process with its recursive counterpart (θˆbntc − θˆn).
However, as discussed in Section 4.2, it may not be the most ideal for change-point
testing problems as it was originally developed for constructing confidence intervals
by assuming structural stability. One can notice that for the case of the mean we can
write:
t√
n
(X¯t − X¯n) = (n− t)t
n
√
n
(X¯t − X¯t+1,n) (4.10)
This form suggests that a generalization that is directly related to change-point test-
ing can be suggested. We propose to focus on the contrast process {Q(Fˆ 1,bntc) −
Q(Fˆ bntc+1,n)}, where Q(Fˆ 1,bntc) and Q(Fˆ bntc+1,n) are parameter estimates based on
X1, . . . , Xbntc and Xbntc+1, . . . , Xn respectively. Hence, we are directly comparing es-
timates before and after the hypothesized change point, which is considered to be
more relevant to change-point testing than the conventional {Q(Fˆ 1,bntc)−Q(Fˆ 1,n)}
for nonlinear quantities. This leads to the contrast-based counterparts of (4.4)–(4.6)
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given by
DN,f (j1, j2, j3) =
(j2 − j1 + 1)(j3 − j2)
(j3 − j1 + 1)3/2 (θˆj1,j2 − θˆj2+1,j3),
LN,f (j1, j2, j3) =
j2∑
i=j1
(i− j1 + 1)2(j2 − i)2
(j3 − j1 + 1)2(j2 − j1 + 1)2 (θˆj1,i − θˆi+1,j2)(θˆj1,i − θˆi+1,j2)
>,
RN,f (j1, j2, j3) =
j3∑
i=j2+1
(i− 1− j2)2(j3 − i+ 1)2
(j3 − j1 + 1)2(j3 − j2)2 (θˆi,j3 − θˆj2+1,i−1)(θˆi,j3 − θˆj2+1,i−1)
>.
Similarly, let
DN,b(j1, j2, j3) =
(j2 − j1)(j3 − j2 + 1)
(j3 − j1 + 1)3/2 (θˆj2,j3 − θˆj1,j2−1),
LN,b(j1, j2, j3) =
j2−1∑
i=j1
(i− j1 + 1)2(j2 − 1− i)2
(j3 − j1 + 1)2(j2 − j1)2 (θˆj1,i − θˆi+1,j2−1)(θˆj1,i − θˆi+1,j2−1)
>,
RN,b(j1, j2, j3) =
j3∑
i=j2
(i− j2)2(j3 − i+ 1)2
(j3 − j1 + 1)2(j3 − j2 + 1)2 (θˆi,j3 − θˆj2,i−1)(θˆi,j3 − θˆj2,i−1)
>,
ΞN,f (j1, j2, j3) = L

N,f (j1, j2, j3)+R

N,f (j1, j2, j3) and Ξ

N,b(j1, j2, j3) = L

N,b(j1, j2, j3)+
RN,b(j1, j2, j3), then our contrast-based generalization of (2.13) is given by
T N = max
(l1,l2)∈ΩN (ε)
DN,f (1, l1, l2)
>ΞN,f (1, l1, l2)
−1DN,f (1, l1, l2)
+ max
(m1,m2)∈ΩN (ε)
DN,b(m1,m2, N)
>ΞN,b(m1,m2, N)
−1DN,b(m1,m2, N).(4.11)
Note that in the case of the mean when θi =
∫
R xdFi(x), we have θˆj,k = Sj,k/(k−j+1)
and one can show that both the conventional generalization (4.7) and the contrast-
based generalization (4.11) reduce to the same form, namely the test statistic (2.13)
proposed in Section 2.2. However, test statistics in (4.7) and (4.11) are generally differ-
ent when parameter estimators are not additive, namely when θˆj1,j2 + θˆj2+1,j3 6= θˆj1,j3 ,
j1 ≤ j2 < j3. Unlike the generalization in (4.7) which relies on the conventional
method that was originally developed for inference of constant parameters of a sta-
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tionary time series, the proposed contrast-based test statistic (4.11) is specifically
tailored for change-point testing and can be more powerful in detecting change points
in robust quantities like the median. The following theorem provides its asymptotic
distribution and theoretical consistency.
Theorem 4.3.1. Assume condition (IP?). Then (i) under the null hypothesis (4.2),
we have
T N →D T ?(IB),
where T ?(IB) is given in (4.8); and (ii) under the alternative (4.3) with min0≤i≤M? |k?i+1−
k?i |/N > ε and θk?i +1 − θk?i = N−1/2L?i for some L?i 6= 0, i = 1, . . . ,M?, we have
T N →∞ in probability if min1≤i≤M? |L?i | → ∞.
Proof. (Theorem 4.3.1) Let
DQ,N(Fˆ , t1, t2, t3) =
1√
N(t3 − t1)3
{(t3 − t2)(bNt2c − bNt1c ∨ 1 + 1)Q(Fˆ bNt1c∨1,bNt2c)
−(t2 − t1)(bNt3c − bNt2c)Q(Fˆ bNt2c+1,bNt3c)},
then one can write
DN,f (1, bNr1c, bNr2c)−DQ,N(Fˆ , 0, r1, r2)
=
{
(bNr2c − bNr1c)/N
(bNr2c/N)3/2 −
r2 − r1
r
3/2
2
}
bNr1c√
N
{Q(Fˆ 1,bNr1c)− ϑ}
−
(
bNr1c/N
(bNr2c/N)3/2 −
r1
r
3/2
2
)
bNr2c − bNr1c√
N
{Q(Fˆ bNr1c+1,bNr2c)− ϑ}.
Note that for any t ∈ [0, 1], t− 1/N < bNtc/N ≤ t, we have by condition (IP?),
sup
(r1,r2)∈Ω(ε)
|DN,f (1, bNr1c, bNr2c)−DQ,N(Fˆ , 0, r1, r2)| = Op(N−1),
and (i) follows by the continuous mapping theorem and a similar argument as in
Theorem 2.2.1. For (ii), under the alternative (4.3) with θk?i+1 − θk?i = N−1/2L?i ,
i = 1, . . . ,M?, we have
DN,f (1, k
?
1, k
?
2) =
k?1(k
?
2 − k?1)
(k?2)
3/2
{(θˆ1,k?1 − θk?1 )− (θˆk?1+1,k?2 − θk?1+1)} −
k?1(k
?
2 − k?1)
k?2
√
Nk?2
L?1.
58
Under the change-point alternative, we have θ1 = · · · = θk?1 and θk?1+1 = · · · = θk?2 .
Hence, by condition (IP?) and the argument of (i), one can obtain that
k?1(k
?
2 − k?1)
(k?2)
3/2
{(θˆ1,k?1 − θk?1 )− (θˆk?1+1,k?2 − θk?1+1)} = Op(1).
The result then follows by noticing that min1≤i≤M? |L?i | → ∞.
Compared with Theorem 4.2.1, the contrast-based method no longer requires
the stochastic condition (4.9). By Theorem 4.3.1 (ii), the proposed test will have
unit asymptotic power if the magnitude of change is parametrically distinguishable,
namely when the more desirable deterministic condition N1/2|θk?i +1 − θk?i | → ∞ is
satisfied.
4.4 Implementation
4.4.1 An Approximation Scheme
Note that the test statistic (4.7) involves a maximum of O(N2) terms, and its specific
form does not depend on M?, the total number of change points. Therefore, the
proposed testing procedure and its computational burden would be the same for
situations with different numbers of change points. As a comparison, the test of Shao
and Zhang (2010) requires the prespecification of the total number of change points
M?, and their test involves the search of the maximum over O(NM
?
) partitions.
Therefore, besides the improvements of (i) not requiring the a priori knowledge on
M? (which is typically unknown in practice); and (ii) being more specifically tailored
for change-point testing by using the contrast-based approach in handling quantities
other than the mean, the proposed test is also considered to be computationally
more advantageous when there are more than two change points, in which case the
computational burden of the test of Shao and Zhang (2010) would grow exponentially
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with respect to their hypothesized or prespecified value of M?. We shall here in
addition consider a grid approximation scheme to further reduce the computational
burden of the current test, with which the maximum only needs to be searched over
O(N), instead of O(N2), partitions. To be more specific, let Gε = {(1 + kε)/2, k ∈
Z} ∩ [0, 1] be a grid on the unit interval, which is symmetric around the middle
point. Let Gε,N,f = {(bNt1c, bNt2c) : (t1, t2) ∈ ([0, 1] × Gε) ∩ Ω(ε)} and Gε,N,b =
{(bNt1c, bNt2c) : (t1, t2) ∈ (Gε × [0, 1]) ∩ Ω(ε)}, we consider the test statistic
GN = max
(l1,l2)∈Gε,N,f
DN,f (1, l1, l2)
>ΞN,f (1, l1, l2)
−1DN,f (1, l1, l2)
+ max
(m1,m2)∈Gε,N,b
DN,b(m1,m2, N)
>ΞN,b(m1,m2, N)
−1DN,b(m1,m2, N),
which provides a grid counterpart of the statistic T n introduced in (4.11). The asymp-
totic distribution of Gn is given in Proposition 4.4.1 along with its consistency for
testing the null hypothesis (4.2) against the change-point alternative.
Proposition 4.4.1. Assume condition (IP?). Then (i) under the null hypothesis
(4.2), we have
GN →D G(IB),
where
G(IB) = sup
(r1,r2)∈([0,1]×Gε)∩Ω(ε)
D?(IB, 0, r1, r2)
>Ξ?(IB, 0, r1, r2)−1D?(IB, 0, r1, r2)
+ sup
(s1,s2)∈(Gε×[0,1])∩Ω(ε)
D?(IB, s1, s2, 1)
>Ξ?(IB, s1, s2, 1)−1D?(IB, s1, s2, 1);
and (ii) under the alternative (4.3) with min0≤i≤M? |k?i+1−k?i |/N > 3ε/2 and θk?i +1−
θk?i = N
−1/2L?i for some L
?
i 6= 0, i = 1, . . . ,M?, we have GN → ∞ in probability if
min1≤i≤M? |L?i | → ∞.
Therefore, the cut-off values can be obtained by simulating the distribution of
G(IB), which is often achieved in practice by simulating the test statistic GN for
lengthy Gaussian white noises. Since a large number of simulated replications are
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needed to accurately estimate the cut-off values, reducing the computational burden
needed for computing the test statistic for each realization can be of significant im-
portance. It can be seen from our simulation results in Section 5.3.1 that the above
grid approximation scheme leads to tests with reasonably good performance in terms
of both the size and power.
Proof. (Proposition 4.4.1) Note that (l1, l2) ∈ Gε,N,f if and only if (l1, l2) = (bNr1c, bNr2c)
for some (r1, r2) ∈ ([0, 1]×Gε)∩Ω(ε), the first claim follows by the argument of The-
orem 4.3.1 and the continuous mapping theorem. We shall now provide the proof for
(ii). For this, note that for any l2 ∈ (k?1, k?2],
Dn,f (1, k
?
1, l2) =
k?1(l2 − k?1)
l
3/2
2
{(θˆ1,k?1 − θk?1 )− (θˆk?1+1,l2 − θk?1+1)} −
k?1(l2 − k?1)
l2
√
Nl2
L?1,
then by condition (IP?), it suffices to prove that there exists a sequence l2(N) ∈
(k?1, k
?
2] such that {k?1, l2(N)} ∈ Gε,N,f and {l2(N)− k?1}/l2(N) is bounded away from
zero for all large N . For each N = 1, 2, . . ., by the construction of Gε, there exists
an element, denoted by aN , such that aN ∈ Gε ∩ (k?2/N − ε/2, k?2/N ]. Note that
(NaN − k?1)/(NaN) ≥ (k?2)−1(Nε) ≥ ε and (NaN − bNaNc)/N ≤ N−1, the result
follows by letting l2(N) = bNaNc ∨ 1.
4.5 Simulation Results
In this section, we will repeat our Monte Carlo simulations proposed in Chapter 2 to
examine the finite-sample performance of the proposed hypothesis testing procedure
and to make comparisons with the tests of Shao and Zhang (2010). This section is
organized as follows. We will first provide a numerical comparison between the com-
putationally efficient test which will use the proposed approximation scheme (UCbSN)
and its full-scale counterpart (UCbSNfull). Later we will conduct a numerical com-
parison between the contrast-based method and the conventional method. Then, we
will demonstrate finite sample performance of the proposed contrast-based method
using the approximation scheme for the case of median, variance and autocorrelation
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and it’s comparison with the tests of Shao and Zhang (2010).
As previously defined, wi, i ∈ Z, are the independent standard normal random
variables, and (ei) is an autoregressive process satisfying the recursion ei = ρei−1 +wi.
With 1{·} we denote the indicator function and the model of interest is:
Xi = µi + ei, i = 1, . . . , n, (4.12)
with the following change-point alternatives:
(M1) (one change-point alternative): µi = d1{i/n>2/3};
(M2) (two change-point alternative): µi = d1{2/3≥i/n>1/3} − d1{i/n>2/3};
(M3) (three change-point alternative): µi = d1{i/n≤1/2} − d1{i/n≤1/4} + d1{i/n≥3/4},
where d ∈ R controls the amount of deviation from the null. For (M1)–(M3), the case
with d = 0 corresponds to the null hypothesis of no change point. Let n = 500 and
ρ ∈ {±0.3,±0.6,±0.8}, we consider testing for change points in the median of the
process (4.12). As before, we consider SZ10 test statistics constructed under one, two
and three hypothesized change points, which we denote by SZ101, SZ102 and SZ103
respectively. For each configuration, we generate 2,000 realizations, and the results
are summarized in Sections 4.5.3 and 4.5.3 for comparisons under the null and under
the alternative respectively. Additional simulation results for the case of variance and
the autocorrelation function will also be provided in Section 4.5.4.
4.5.1 Comparison: The computationally efficient test and its full-scale
counterpart
In order to provide a comprehensive comparison between the approximation scheme
and the full-scale test we will use both to examine the empirical acceptance rates and
the power properties for the case of the mean function.
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UCbSN UCbSNfull
ρ 90% 95% 90% 95%
0.3 0.884 0.941 0.886 0.944
0.6 0.862 0.932 0.872 0.930
0.8 0.784 0.866 0.794 0.872
-0.3 0.910 0.958 0.916 0.963
-0.6 0.932 0.968 0.938 0.975
-0.8 0.953 0.976 0.960 0.981
Table 4.1: Empirical acceptance rates for testing change points in the
mean of (4.12) under different dependence strengths. For both the proposed
UCbSN test and it’s full-scale version results with 90% and 95% nominal
levels are reported.
We first examine the empirical acceptance rates for the change points being tested
in the case of the mean with different dependence strengths. Table 4.1 provides these
empirical acceptance rates for 90% and 95% nominal levels in the case of the mean.
In table 4.2 below we also provide comparison of power properties of the two tests
for the alternatives discussed and defined in 4.12. The proposed test that uses the
approximation scheme is denoted by UCbSN and it’s full-scale version is denoted as
UCbSNfull.
As shown in tables 4.1-4.2 the approximation scheme maintains a similar perfor-
mance in size and power for all strengths of dependency. Thus. going forward by
exploiting the grid version of the test, we should not expect any significant loss in
size or power of the test. In addition, the proposed implementation scheme can sig-
nificantly reduce the computational burden, especially if compared with the tests for
the multiple change-point alternatives SZ102 and SZ103. In order to demonstrate the
improvement in computational complexity of the test, we provide the computational
time of the alternative test as a ratio with respect to the time of the proposed UCbSN
test (baseline) for the different sample sizes n = 100k, k ∈ {1, 2, 3, 4, 5}. As shown
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(M1) (M2) (M3)
rho d UCbSN UCbSNfull UCbSN UCbSNfull UCbSN UCbSNfull
0.3 0.0 0.05 0.05 0.05 0.05 0.05 0.05
0.2 0.16 0.15 0.31 0.30 0.12 0.12
0.4 0.49 0.44 0.85 0.84 0.28 0.29
0.6 0.83 0.79 0.99 0.99 0.66 0.66
0.8 0.97 0.96 1.00 1.00 0.91 0.90
1.0 1.00 0.99 1.00 1.00 0.99 0.99
2.0 1.00 1.00 1.00 1.00 1.00 1.00
3.0 1.00 1.00 1.00 1.00 1.00 1.00
0.6 0.0 0.05 0.05 0.05 0.05 0.05 0.05
0.2 0.08 0.08 0.13 0.12 0.06 0.07
0.4 0.18 0.16 0.38 0.34 0.11 0.12
0.6 0.35 0.32 0.71 0.67 0.20 0.21
0.8 0.59 0.55 0.91 0.89 0.38 0.38
1.0 0.78 0.74 0.98 0.97 0.57 0.56
2.0 1.00 1.00 1.00 1.00 0.99 0.99
3.0 1.00 1.00 1.00 1.00 1.00 1.00
Table 4.2: Size-adjusted empirical powers for testing change points in the
mean of (4.12) under (M1)-(M3) with different dependence strengths. The
proposed test using the approximation scheme is denoted by UCbSN and it’s
full-scale version is denoted as UCbSNfull. For both tests the significance
level α = 0.05 is used.
in table 4.3 the proposed test is computationally much more efficient.
Additionally, as shown in table 4.3:
• computational times of the SZ10 test are highly dependent on the number of
prespecified change points, and increase rapidly as the number of change points
being tested against increases
• the single-change point test SZ101 has the simplest form and requires the least
number of computations as expected
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n 100 200 300 400 500
UCbSN 1.00 1.00 1.00 1.00 1.00
UCbSNfull 3.96 6.47 8.13 9.20 10.30
SZ101 0.26 0.40 0.50 0.55 0.63
SZ102 3.01 4.85 6.17 6.86 7.68
SZ103 54.28 169.88 315.37 461.30 652.88
Table 4.3: Relative computational time of the full-scale UCbSNfull test
with respect to UCbSN (baseline) for different sample sizes n. The results
are based on average of five independent realizations.
d UCbSN2 UCbSN UCbSN0.5
0.0 0.057 0.059 0.063
0.2 0.352 0.352 0.357
0.4 0.873 0.877 0.874
0.6 0.994 0.995 0.994
0.8 1.000 1.000 1.000
1.0 1.000 1.000 1.000
2.0 1.000 1.000 1.000
Table 4.4: Empirical power for testing change points in the mean of (M2)
with ρ = 0.3 using grids with different densities. The significance level
α = 0.05 is used.
• the proposed test can be computationally more efficient than multiple change-
points tests, SZ102 and SZ103.
We also consider the case with a denser grid (denoted by UCbSN2) which uses
a grid with double density and a less dense grid (denoted by UCbSN0.5) which uses
a grid with half density. As shown in table 4.4 the results are not significantly
affected by the density of the grid. The problem of defining and finding the optimal
grid density requires quantifying the tradeoff between the approximation error and
the corresponding computational burden, which we shall leave as a possible future
research topic.
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To summarize findings from this series of simulations studies we conclude that the
approximation scheme we have proposed has similar performance as the version of
the test with no approximation involved, but significantly improves the computational
complexity of the test. Thus, we will perform all the subsequent simulations in this
chapter using the implementation scheme proposed in 4.4.
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4.5.2 Comparison: The proposed contrast-based method and the conven-
tional method
To support our proposal for the contract-based method we shall here provide a nu-
merical comparison between the contrast-based method and the conventional method.
We would remind that for the case of the mean the results of the conventional test
are identical to the results of the contrast-based test, thus we will focus our atten-
tion on the case of the median function. More specifically, we consider the proposed
unsupervised self-normalized test using both extensions for testing change point in
the median. Our simulations results suggest that the contrast-based method in gen-
eral leads to the less size distortions and better power performance. In addition, it
enables us to study the asymptotic power of self-normalized test statistic under the
more desirable deterministic condition N1/2|θk?i +1 − θk?i | → ∞, while a less desirable
stochastic condition is required for the conventional approach. The results are sum-
marized in the tables 4.5 and 4.6 where size and power analysis is presented. Based
on these results we will conclude that the contrast-based method has shown to be
preferable over the conventional generalization and going forward we will focus on
analyzing finite sample performance of the proposed UCbSN test.
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UCbSN USN
ρ 90% 95% 90% 95%
0.3 0.835 0.904 0.764 0.846
0.6 0.805 0.891 0.744 0.836
0.8 0.765 0.845 0.704 0.796
-0.3 0.825 0.900 0.732 0.811
-0.6 0.842 0.906 0.708 0.791
-0.8 0.842 0.910 0.708 0.779
Table 4.5: Empirical acceptance rates for testing change points in the
median of under different dependence strengths. For the proposed unsu-
pervised test, its contrast-based extention is denoted bu UCbSN and the
non-contrast-based extension is denoted by USN. For both test results with
90% and 95% nominal levels are reported.
4.5.3 Comparison with the tests of Shao and Zhang (2010)
Empirical Acceptance Rate
In this subsection we will compare the proposed contrast-based method using the
approximation scheme with the tests of Shao and Zhang (2010).
We first examine the performance under the null, and Table 4.5 provides the
empirical acceptance rates for 90% and 95% nominal levels. For the SZ10 test, it is
supervised and it can be seen from Table 4.7 that the size distortions of SZ102 and
SZ103, multiple change-point SZ10 tests hereby, deteriorates quickly for the median
case. In particular, the empirical acceptance rate of the SZ103 test is 0.585 even
with ρ = 0.3, which is far away from its nominal 95% level. The proposed test’s
performance in size can largely improve over both SZ102 and SZ103 in the median
case. Therefore, besides being unsupervised, the proposed test also seems to deliver
more reasonable performance in size than its multiple change-point SZ10 competitors.
68
(M1) (M2) (M3)
rho d UCbSN USN UCbSN USN UCbSN USN
0.3 0.0 0.050 0.050 0.050 0.050 0.050 0.050
0.2 0.109 0.096 0.219 0.180 0.092 0.083
0.4 0.330 0.264 0.700 0.572 0.201 0.165
0.6 0.644 0.545 0.953 0.866 0.444 0.336
0.8 0.868 0.786 0.996 0.979 0.741 0.599
1.0 0.972 0.932 1.000 0.998 0.916 0.792
2.0 1.000 1.000 1.000 1.000 1.000 1.000
3.0 1.000 1.000 1.000 1.000 1.000 1.000
0.6 0.0 0.050 0.050 0.050 0.050 0.050 0.050
0.2 0.057 0.060 0.117 0.102 0.062 0.050
0.4 0.121 0.099 0.316 0.244 0.082 0.070
0.6 0.262 0.211 0.565 0.460 0.152 0.135
0.8 0.444 0.360 0.830 0.718 0.287 0.212
1.0 0.637 0.528 0.940 0.869 0.430 0.342
2.0 0.991 0.973 1.000 0.999 0.968 0.913
3.0 1.000 1.000 1.000 1.000 0.999 1.000
Table 4.6: Size-adjusted empirical powers for testing change points in the
median of (4.12) under (M1)-(M3) with different dependence strengths. For
the proposed unsupervised test, its contrast-based extention is denoted bu
UCbSN and the non-contrast-based extension is denoted by USN. For both
test results with 90% and 95% nominal levels are reported.
Empirical Power
We shall now consider the same simulations settings for one and multiple change-
point alternatives as in Chapter 2 to analyze the finite sample performance of the
proposed test statistic. We will reuse the alternatives (M1)–(M3) and will examine
the performance under these alternatives. Tables 4.8–4.10 provide the size-adjusted
empirical powers under (M1)–(M3) respectively for ρ ∈ {0.3, 0.6}. For the SZ10 test,
it requires prespecifying the number of change points and it can be seen from Tables
4.8–4.10 that, depending on whether this prior information is correctly specified or
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UCbSN SZ101 SZ102 SZ103
ρ 90% 95% 90% 95% 90% 95% 90% 95%
Results for the median
0.3 0.835 0.904 0.867 0.920 0.743 0.825 0.456 0.572
0.6 0.805 0.891 0.880 0.936 0.723 0.817 0.493 0.602
0.8 0.765 0.845 0.872 0.927 0.697 0.792 0.434 0.534
-0.3 0.825 0.900 0.872 0.926 0.682 0.778 0.348 0.458
-0.6 0.842 0.906 0.869 0.922 0.655 0.740 0.269 0.357
-0.8 0.842 0.910 0.859 0.912 0.635 0.727 0.213 0.297
Table 4.7: Empirical acceptance rates for testing change points in the me-
dian of (4.12) under different dependence strengths. For both the proposed
UCbSN test and the SZ10 tests of Shao and Zhang (2010), results with 90%
and 95% nominal levels are reported.
not, the power performance of their test can be largely affected. For example, when
there is only a single change point as in (M1), then prespecifying two or more change
points can lead to serious power losses for the SZ10 test, as in this case empirical
powers of SZ102 and SZ103 are much lower than that of SZ101 from Table 4.8. On
the other hand, when there are multiple change points as in (M2) and (M3), then
serious power losses can be observed for the single change-point SZ101 test from
Tables 4.9 and 4.10. In contrast, the proposed test does not require prespecifying
the number of change points and seems to deliver a competitive power performance
even when compared with the oracle SZ10 test. In terms of the power performance,
the proposed test seems to be more reliable in situations where the number of change
points is unknown.
4.5.4 Testing for Change Points in Variance and Autocorrelation
In this subsection, we consider testing for change points in the variance and auto-
correlation, and similarly to the simulations study presented above we compare the
proposed test with the test of Shao and Zhang (2010). Following Shao and Zhang
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Median
ρ d UCbSN SZ101 SZ102 SZ103
0.3 0.0 0.050 0.050 0.050 0.050
0.2 0.109 0.112 0.070 0.052
0.4 0.330 0.334 0.154 0.099
0.6 0.644 0.613 0.328 0.164
0.8 0.868 0.812 0.532 0.302
1.0 0.972 0.935 0.741 0.478
2.0 1.000 0.999 0.998 0.973
3.0 1.000 1.000 1.000 1.000
4.0 1.000 1.000 1.000 1.000
5.0 1.000 1.000 1.000 1.000
0.6 0.0 0.050 0.050 0.050 0.050
0.2 0.057 0.085 0.052 0.066
0.4 0.121 0.163 0.068 0.070
0.6 0.262 0.319 0.124 0.102
0.8 0.444 0.493 0.199 0.161
1.0 0.637 0.664 0.326 0.222
2.0 0.991 0.979 0.882 0.743
3.0 1.000 0.997 0.996 0.972
4.0 1.000 0.999 1.000 0.999
5.0 1.000 0.998 1.000 1.000
Table 4.8: Size-adjusted empirical powers for testing change points in the
median of (4.12) under (M1) with different dependence strengths. For both
the proposed UCbSN test and the SZ10 tests of Shao and Zhang (2010), the
significance level α = 0.05 is used.
(2010), we consider first-order autoregressive models with shifts in its autoregressive
coefficient. Let wi, i ∈ Z, be the independent standard normal random variables, and
Xi = ρiXi−1 + wi, i = 1, . . . , n (4.13)
Similar to the mean and median case, we consider the following change-point alter-
natives:
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Median
ρ d UCbSN SZ101 SZ102 SZ103
0.3 0.0 0.050 0.050 0.050 0.050
0.2 0.219 0.102 0.167 0.126
0.4 0.700 0.151 0.522 0.340
0.6 0.953 0.144 0.840 0.675
0.8 0.996 0.100 0.971 0.904
1.0 1.000 0.057 0.997 0.981
2.0 1.000 0.000 1.000 1.000
3.0 1.000 0.000 1.000 1.000
4.0 1.000 0.000 1.000 1.000
5.0 1.000 0.000 1.000 1.000
0.6 0.0 0.050 0.050 0.050 0.050
0.2 0.117 0.074 0.095 0.081
0.4 0.316 0.137 0.212 0.160
0.6 0.565 0.157 0.412 0.321
0.8 0.830 0.164 0.677 0.556
1.0 0.940 0.130 0.839 0.739
2.0 1.000 0.015 0.998 0.999
3.0 1.000 0.000 1.000 1.000
4.0 1.000 0.000 1.000 1.000
5.0 1.000 0.000 1.000 1.000
Table 4.9: Size-adjusted empirical powers for testing change points in the
median of (4.12) under (M2) with different dependence strengths. For both
the proposed UCbSN test and the SZ10 tests of Shao and Zhang (2010), the
significance level α = 0.05 is used.
(V1) (one change-point alternative): ρi = r1{i/n>2/3};
(V2) (two change-point alternative): ρi = r1{2/3≥i/n>1/3} − r1{i/n>2/3};
(V3) (three change-point alternative): ρi = r1{i/n>1/4} − r1{3/4≥i/n>1/2},
where r ∈ {0, 0.3, 0.6, 0.8} represents the amount of deviation from the null. Let
n = 500, we consider testing change points in the variance and the first-order auto-
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Median
ρ d UCbSN SZ101 SZ102 SZ103
0.3 0.0 0.050 0.050 0.050 0.050
0.2 0.092 0.046 0.142 0.075
0.4 0.201 0.036 0.250 0.148
0.6 0.444 0.021 0.455 0.284
0.8 0.741 0.010 0.625 0.470
1.0 0.916 0.000 0.991 0.696
2.0 1.000 0.000 1.000 0.998
3.0 1.000 0.000 1.000 1.000
4.0 1.000 0.000 1.000 1.000
5.0 1.000 0.000 1.000 1.000
0.6 0.0 0.050 0.050 0.050 0.050
0.2 0.062 0.052 0.053 0.074
0.4 0.082 0.050 0.074 0.138
0.6 0.152 0.056 0.115 0.218
0.8 0.287 0.047 0.183 0.320
1.0 0.430 0.036 0.256 0.882
2.0 0.968 0.006 0.780 0.997
3.0 0.999 0.000 0.979 1.000
4.0 1.000 0.001 1.000 1.000
5.0 1.000 0.035 1.000 1.000
Table 4.10: Size-adjusted empirical powers for testing change points in
the median of (4.12) under (M3) with different dependence strengths. For
both the proposed UCbSN test and the SZ10 tests of Shao and Zhang (2010),
the significance level α = 0.05 is used.
correlation under the (V1) - (V3). The results summarized in the tables 4.11 - 4.12
are in concordance with the conclusions made previously for the case of the mean
and the median. This supports our statemented that the proposed test UCbSN is
applicable to a wide range of statistics or interest in it demonstrates good power and
size properties when applied even to a relatively small sample.
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Variance
Model r SZ101 SZ102 SZ103 UCbSN
(V1) 0.0 0.052 0.048 0.046 0.062
0.3 0.085 0.054 0.054 0.088
0.6 0.542 0.255 0.137 0.480
0.8 0.913 0.790 0.562 0.940
(V2) 0.0 0.052 0.048 0.046 0.062
0.3 0.077 0.068 0.054 0.087
0.6 0.329 0.281 0.147 0.416
0.8 0.518 0.752 0.527 0.839
(V3) 0.0 0.052 0.048 0.046 0.062
0.3 0.063 0.056 0.052 0.081
0.6 0.084 0.206 0.264 0.292
0.8 0.107 0.601 0.746 0.720
Table 4.11: Empirical powers for testing change points in the variance and
first-order autocorrelation of (4.13) under different change-point alternatives.
For both the proposed UCbSN test and the SZ10 tests of Shao and Zhang
(2010), the significance level α = 0.05 is used.
4.6 A Real Data Analysis
We shall here apply the results to a climate science data for assessing the temporal
stability or stationarity of tropical cyclones. It has been argued and believed in the
climate science literature that tropical cyclone winds should increase with increasing
ocean temperature, one of the major consequences of global warming. As a result, re-
searchers have been seeking empirical evidences on changes in tropical cyclone winds;
see for example Elsner et al. (2008), Zhou (2010), Zhang and Wu (2011) and ref-
erences therein. Also analysis using quantile regression methods here Koenker and
Gilbert Bassett (1978) and Jagger and Elsner (2009) Analyses in the aforementioned
papers require consistent estimation of the nuisance long-run variance, and we shall
here use self-normalization to alleviate the difficult issue of estimating the long-run
variance under the change-point alternative; see Shao (2010b) and Shao and Zhang
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Autocorrelation
Model r SZ101 SZ102 SZ103 UCbSN
(V1) 0.0 0.059 0.091 0.126 0.086
0.3 0.647 0.392 0.345 0.592
0.6 0.992 0.924 0.903 0.989
0.8 1.000 0.998 0.996 1.000
(V2) 0.0 0.059 0.091 0.126 0.086
0.3 0.222 0.928 0.903 0.930
0.6 0.184 1.000 1.000 1.000
0.8 0.228 1.000 1.000 1.000
(V3) 0.0 0.059 0.091 0.126 0.086
0.3 0.071 0.340 0.622 0.390
0.6 0.118 0.893 0.997 0.958
0.8 0.551 0.994 1.000 0.999
Table 4.12: Empirical powers for testing change points in the first-order
autocorrelation of (4.13) under different change-point alternatives. For both
the proposed UCbSN test and the SZ10 tests of Shao and Zhang (2010), the
significance level α = 0.05 is used.
(2010) for advantages of using self-normalization. A time series plot of the data is
given in Figure 4·1, which contains satellite-derived lifetime-maximum wind speeds of
2098 tropical cyclones over the globe during 1981–2006, and we refer to Elsner et al.
(2008) for a more detailed description. The results are summarized in Table 4.14, and
a comparison with the supervised test of Shao and Zhang (2010) is also given. It can
be seen from Table 4.14 that, at 5% significance level, the proposed unsupervised test
finds statistical evidence against the hypotheses of mean constancy and variance con-
stancy, indicating changes in tropical cyclone winds. As a comparison, results from
the test of Shao and Zhang (2010) seem less conclusive and depend on what number
of change points one would like to prespecifiy for their test. Since the number of
change points is typically unknown in practice especially when one is at the stage of
seeking statistical tests to determine their existence, the proposed unsupervised test
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Mean
UCbSN SZ101 SZ102 SZ103
Test statistic 198.67 35.27 184.42 225.26
p-value 0.011 0.070 0.012 0.061
Table 4.13: Test statistics and their p-values for the tropical cyclone data.
Variance
UCbSN SZ101 SZ102 SZ103
Test statistic 210.84 97.42 133.65 135.47
p-value 0.008 0.003 0.052 0.329
Table 4.14: Test statistics and their p-values for the tropical cyclone data.
seems to provide a useful alternative for self-normalized change-point detection.
Figure 4·1: Satellite-derived lifetime-maximum wind speeds of tropi-
cal cyclones during 1981–2006.
4.7 Conclusion
We are proposing to use a new approach, called the contrast-based method, for gen-
eralizing self-normalized statistics to quantities other than the mean. Unlike the
conventional approach which was mainly developed for constructing confidence in-
tervals for quantities associated with a stationary time series, the proposed contrast-
based approach is specifically tailored for change-point testing problems and can
lead to tests with better power performance. Another useful feature of the proposed
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contrast-based approach is that it allows one to study the asymptotic power behav-
ior of self-normalized tests under a more desirable and interpretable deterministic
condition as in Theorem 4.3.1 (ii); see condition (4.9) for a comparison.
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Chapter 5
A Time-Symmetric Self-Normalization
Approach for Inference of Time Series
5.1 Introduction and Problem Formulation
To make statistical inference about an unknown quantity, it is typical that the pro-
cedure may require the estimation of certain nuisance parameters, which are not of
direct interest but need to be appropriately accounted for. For example, when one is
interested in conducting hypothesis testing or constructing confidence interval for the
mean of independent and identically distributed observations, the marginal variance
then becomes the nuisance parameter which appears in the distribution of the sample
mean. Same it true for statistical inference about unknown quantities in time series
analysis. Self-normalization can be leveraged for this statistical analysis as well as
for the problems discussed earlier to avoid direct estimation of the nuisance asymp-
totic variance. As we have presented earlier, in the mean case self-normalization is
applied to the CUSUM process by exploiting the invariance principle of the partial
sum process. In this case the normalizer will converge in distribution to a function of
a Brownian motion on the unit interval. When the quantity of interest is beyond the
mean, the role that the partial sum process played in the mean case is then replaced by
a sequence of recursive estimators. In this case, however, the resulting self-normalized
statistic can exhibit certain degrees of asymmetry resulting in an unbalanced use of
the information. This problem was also discussed in Shao (2015) where unfavorability
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of asymmetric self-normalizers was first brought up.
The issue of asymmetry can also lead to different p-values and confidence intervals
depending on the direction of application. Thus, depending on the direction of appli-
cation one can derive different conclusions if a asymetric test is being applied. This
is considered as an unpleasant issue, especially for time-reversible processes where
the direction of application should not have any impact. Note that stationary Gaus-
sian processes are widely used in time series analysis and they are all time-reversible.
On the other hand, regardless of whether the underlying process is time-reversible,
many existing inference procedures, including those based on Central Limit The-
orem and Functional CLT and most existing long-run variance estimators, are all
time-symmetric (T-symmetric). Given the aforementioned concerns and the discus-
sion with Professor Steven Lalley and Professor Michael Stein at The University of
Chicago, Shao (2015) considered two different approaches to symmetrizing the con-
ventional self-normalizer.
The first approach considered by Shao (2015) is to compute recursive estima-
tors from all possible blocks to form the self-normalizer, which makes the resulting
self-normalizer T-symmetric but the associated computation is substantially more
expensive than the conventional approach as observed by Shao (2015). In addition,
such a self-normalizer does not unify with the conventional approach in the mean
case, and small scale simulations provided by the author suggest that its performance
in the mean case can be noticeably worse than the conventional self-normalizer of
Shao (2010b). To address this issue, a second approach is the considered, based on
the suggestion of Professor Michael Stein at The University of Chicago, whose most
recent research in applied statistical analysis can be found in widely cited papers in-
cluding Wang and Han (2016), Poppick et al. (2016) and Sun and M.L. Stein (2016).
Professor Stein’s suggestion was to compute the conventional self-normalizer for both
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the original process and its reversed counterpart and take the average. A simula-
tion comparison on constructing confidence intervals for the median of autoregressive
processes was conducted in Shao (2015), and it was found that such a symmetrizing
approach generally leads to wider confidence intervals, or tests with lower powers,
when compared with the conventional self-normalizer of Shao (2010b). Thus, neither
of existing approaches seems to be fully satisfactory, as none of them can exhibit
symmetry together with strong performance.
In our work we seek a new approach in generalizing conventional self-normalizers
to their T-symmetric counterpart. In particular, we propose to first augment the
conventional self-normalizer to a wider class by exploiting mathematical properties of
the cumulative sum (CUSUM) process, and then identify the T-symmetric subspace
of the augmented class of self-normalizers. The proposed self-normalizer obtained
through this approach enjoys the following desirable features. First, when one is in-
terested in the mean where the conventional self-normalizer is already T-symmetric,
then the proposed self-normalizer will automatically reduce to the conventional one
to provide a unified inference procedure. Second, when the quantity of interest is
beyond the mean where the conventional self-normalizer is not T-symmetric, then
the proposed self-normalizer will serve as a T-symmetric generalization of the con-
ventional approach to provide a T-symmetric inference procedure. In addition, it can
be seen from our numerical results in Section 3 that the proposed self-normalizer can
also lead to possibly narrower confidence intervals with improved empirical coverage
probabilities for quantities such as the median when compared with the conventional
self-normalizer of Shao (2010). In this chapter we will introduce the proposed class
of self-normalizers and will study the asymptotic validity of the resulting statistical
inference procedure. Numerical experiments are also conducted and described to in-
vestigate its finite-sample performance and make a comparison with the conventional
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self-normalizer.
5.2 T-Symmetic Self-Normalizer
We shall here introduce the formal mathematical definition of T-symmetric statistics.
Definition 5.2.1. A statistic G(X1, . . . , Xn) is said to be T-symmetric if it is invari-
ant to the direction of application, namely if G(X1, . . . , Xn) = G(Xn, . . . , X1) for any
time series data X1, . . . , Xn.
In the time series literature, many commonly used inference procedures, including
those based on central limit theorems such as including both traditional CLT and
it’s functional modification, and most existing long-run variance estimators, are all
T-symmetric. The original self-normalizer:
U2n = n
−2
n∑
k=1
(Sk − kX¯n)2 (5.1)
is also T-symmetric as was developed for the case of the mean function and is closely
related to the CUSUM process.
Proposition 5.2.2. For the statistic U2n defined in 5.1, when being viewed as a func-
tion of X1, . . . , Xn, it satisfies U
2
n(X1, . . . , Xn) = U
2
n(Xn, . . . , X1)
Proof. (Proposition 5.2.2) Let X•i = Xn−i+1, i = 1, . . . , n, then (X
•
1 , . . . , X
•
n) denotes
the reversed sample (Xn, . . . , X1), and it can be seen that its partial sums satisfy
k∑
i=1
X•i =
k∑
i=1
Xn−i+1 = Sn − Sn−k, k = 1, . . . , n.
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Therefore, by changing the index in the summation, one has
U2n(X
•
1 , . . . , X
•
n) = n
−2
n−1∑
k=1
(
Sn − Sn−k − k
n
Sn
)2
= n−2
n−1∑
k=1
(
Sn−k − n− k
n
Sn
)2
= n−2
n−1∑
k=1
(
Sk − k
n
Sn
)2
= U2n(X1, . . . , Xn),
and the result follows.
In the seminal work of Shao (2010b), the above self-normalizer (5.1) was gen-
eralized to handle quantities other than the mean. In particular, suppose one is
interested in the parameter θ = T (F ) where F denotes the marginal distribution of
Xi, and let Fˆk be the empirical distribution based on X1, . . . , Xk. Note that (5.1),
the self-normalizer for the mean, involves Sk
k
, which can be viewed as a recursive
mean estimator, and therefore a natural strategy as proposed by Shao (2010b) and
advocated in its subsequent works is to replace Sk
k
in the mean self-normalizer (5.1)
by the recursive estimator T (Fˆk) , which leads to the self-normalizer:
V 2n = n
−2
n∑
k=1
k2{T (Fˆk)− T (Fˆn)}2 (5.2)
One can see that when being generalized to handle quantities other than the mean,
for example the median, the conventional approach of Shao (2010) does not preserve
the T-symmetric property, namely the self-normalizer 5.2 is generally speaking not
T-symmetric. To illustrate, we consider the simple example where n = 2m + 1 for
some positive integer m ∈ Z and Xi = I(i1)/2 ∈ Z, i = 1, . . . , n Then it can be
seen that for the median case the self-normalizer given in (5.2) as a statistic satisfies
V 2n (X1, . . . , Xn) = 0 and V
2
n (Xn, . . . , X1) = (2m + 1)
−2∑m
k=1{k2 + (2k − 1)2} > 0,
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and is thus not T-symmetric.
We shall here consider a new approach in generalizing self-normalization methods
to situations beyond the mean that is able to
• preserve the T-symmetric property
• reduce to the self-normalizer (5.1) in the mean case to yield a unified self-
normalization protocol
• possibly lead to narrower confidence intervals with improved coverage probabil-
ities when compared with the conventional approach (5.2) of Shao (2010b) for
quantities such as the median or other quantiles
Although simple approaches may exist for making the self-normalizer (5.2) T-symmetric,
finding a suitable generalization that can simultaneously achieve the aforementioned
three merits can be nontrivial.
To introduce the proposed self-normalizer in its general form, suppose the pa-
rameter of interest is θ = T (F `), where F ` denotes the joint distribution of Y k =
(Xk, . . . , Xk+`−1)> ∈ R` with > being the transpose operator. Let Fˆ `i,j be the empiri-
cal distribution function of Y i, . . . ,Y j and θˆi,j = T (Fˆ
`
i,j), 1 ≤ i ≤ j ≤ N = n−`+1.
In this case, the self-normalizer (5.2) becomes a function of the recursive difference
θˆ1,k − θˆ1,N = T (Fˆ `1,k) − T (Fˆ
`
1,N), k = 1, . . . , N , and it is not T-symmetric mainly
due to its involvement of only forward recursive estimators. As a result, a natu-
ral modification is to consider (θˆ1,k + θˆN−k+1,N)/2− θˆ1,N , where θˆ1,k = T (Fˆ `1,k) and
θˆN−k+1,N = T (Fˆ
`
N−k+1,N) represent the forward and backward recursive estimator re-
spectively. This simple approach, however, does not reduce to the self-normalizer (5.1)
in the mean case. To be more specific, when θˆi,j is the sample mean of Xi, . . . , Xj,
then (θˆ1,k + θˆN−k+1,N)/2 − θˆ1,N = {Sk/k + (Sn − Sn−k)/k}/2 − Sn/n which does
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not correspond to Sk/k − Sn/n as featured in (5.1). In addition, this discrepancy
will also cause the resulting self-normalized statistic to have a different asymptotic
distribution from that tabulated in Lobato (2001). We shall here consider a more
sophisticated approach in generalizing the self-normalizer (5.2) of Shao (2010b).
For this, we propose to first augment the self-normalizer of Shao (2010b) to a
wider class, within which we then aim at identifying its T-symmetric subspace. In
particular, we propose to exploit the mathematical equivalency of Sk−kX¯n that makes
the self-normalizer (5.1) T-symmetric in the mean case to achieve the augmentation.
To be more specific, by adding and subtracting Sn = nX¯n in the mathematical
expression, we have
Sk − kX¯n = Sk − Sn + Sn − kSn/n
= (n− k)X¯n − (Sn − Sk)
= (Sk − kX¯n)w − {(Sn − Sk)− (n− k)X¯n}(1− w)
holds for any w ∈ [0, 1]. Therefore, we propose to consider an augmented class of
self-normalizers that has the form
ΛN(w) = N
−1
N−1∑
k=1
λk(w)λk(w)
>, (5.3)
where w ∈ [0, 1] denotes the weight and
λk(w) = N
−1/2{k(θˆ1,k − θˆ1,N)w − (N − k)(θˆk+1,N − θˆ1,N)(1− w)}. (5.4)
The augmented class of self-normalizers given in (5.3) generalizes the conventional one
of Shao (2010b) by incorporating not only the forward but also backward recursive
estimators. It can be seen from the construction in (5.4) that the augmentation mech-
anism is nontrivial as the terms θˆ1,k− θˆ1,N and θˆk+1,N− θˆ1,N need to be appropriately
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weighted by k and −(N−k) respectively; see also the illustration in the previous para-
graph where the simple averaging mechanism (θˆ1,k− θˆ1,N)w+ (θˆk+1,N − θˆ1,N)(1−w)
fails to possess certain desirable features. By setting w = 1 in (5.3), it includes the
conventional self-normalizer of Shao (2010b) as a special case. The following the-
orem provides mathematical properties of this augmented class of self-normalizers,
including the identification of its T-symmetric subspace. Its proof is provided in the
Appendix.
Theorem 5.2.3. For the augmented class of self-normalizers introduced in (5.3),
when being viewed as a function of Y 1, . . . ,Y N , it satisfies
(i) the conjugate property ΛN(w;Y 1, . . . ,Y N) = ΛN(1− w;Y N , . . . ,Y 1);
(ii) the convexity
ΛN(w;Y 1, . . . ,Y N)  wΛN(1;Y 1, . . . ,Y N) + (1− w)ΛN(0;Y 1, . . . ,Y N),
where for matrices A  B means B −A is positive semidefinite;
(iii) in the case of the mean, ΛN(w;Y 1, . . . ,Y N) is mathematically equivalent to
the mean self-normalizer (5.1) for any w ∈ [0, 1], which we call the mean-oracle
property;
(iv) ΛN(w;Y 1, . . . ,Y N) ≡ ΛN(w;Y N , . . . ,Y 1) for any T and (Y 1, . . . ,Y N) if and
only if w = 1− w.
Proof. (Theorem 5.2.3) Following the proof of Proposition 5.2.2, let Y •i = Y N−i+1,
i = 1, . . . , N , then (Y •1, . . . ,Y
•
N) denotes the reversed process (Y N , . . . ,Y 1), and it
can be seen that
N1/2λk(1− w;Y •1, . . . ,Y •N) = k(θˆN−k+1,N − θˆ1,N)(1− w)
− (N − k)(θˆ1,N−k − θˆ1,N)w
= −N1/2λN−k(w;Y 1, . . . ,Y N).
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Therefore, by changing the index in the summation, we have
ΛN(1− w;Y •1, . . . ,Y •N) = N−1
N−1∑
k=1
λk(1− w;Y •1, . . . ,Y •N)λk(1− w;Y •1, . . . ,Y •N)>
= N−1
N−1∑
k=1
λN−k(w;Y 1, . . . ,Y N)λN−k(w;Y 1, . . . ,Y N)>
= N−1
N−1∑
k=1
λk(w;Y 1, . . . ,Y N)λk(w;Y 1, . . . ,Y N)
>,
and (i) follows. For (ii), by (5.3) and properties of positive semidefinite matrices it
suffices to show that
λk(w)λk(w)
>  wλk(1)λk(1)> + (1− w)λk(0)λk(0)>
holds for each k ∈ {1, . . . , N − 1}. Let ξk,N,f = k(θˆ1,k − θˆ1,N) and ξk,N,b = −(N −
k)(θˆk+1,N−θˆ1,N), and denote Ξk = wλk(1)λk(1)>+(1−w)λk(0)λk(0)>−λk(w)λk(w)>,
then by (5.4) we have
Ξk = Nw(1− w)(ξk,N,f − ξk,N,b)(ξk,N,f − ξk,N,b)>.
Therefore, for any real-valued vector ϕ that has the same dimension as θˆ1,N , we have
ϕ>Ξkϕ = Nw(1− w)|ϕ>(ξk,N,f − ξk,N,b)|2 ≥ 0,
and (ii) follows. For (iii), note that in the mean case we have θˆi,j = (Sj − Si−1)/(j −
i+ 1), 1 ≤ i ≤ j ≤ n, with the convention that S0 = 0. Therefore, one has
k(θˆ1,k − θˆ1,N) = k
(
Sk
k
− Sn
n
)
= Sk − k
n
Sn,
and
(N − k)(θˆk+1,N − θˆ1,N) = (n− k)
(
Sn − Sk
n− k −
Sn
n
)
=
k
n
Sn − Sk.
Hence, we have λk(w) = n
−1/2(Sk−kSn/n) = n−1/2(Sk−kX¯n) in the mean case, and
(iii) follows by the fact that Sn−nX¯n = 0. We shall now provide a proof for property
(iv). Note that the self-normalizer (5.3) is T-symmetric when w = 1 − w by the
conjugate property (i), and therefore it suffices to prove that for any w 6= 1−w there
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exists a mapping T and (Y 1, . . . ,Y N) ∈ R`×N such that ΛN(w;Y 1, . . . ,Y N) 6=
ΛN(w;Y N , . . . ,Y 1). For this, we construct the example where T represents the
marginal median and Y i = I(i > pN), i = 1, . . . , N , for some p ∈ (1/2 + 1/N, 1).
Then it can be seen that θˆ1,k = 0, k = 1, . . . , N , while
θˆk+1,N =
{
1, if k > 2bpNc −N + 1;
0.5, if k = 2bpNc −N + 1;
0, if k < 2bpNc −N + 1.
Hence, we have
ΛN(w;Y 1, . . . ,Y N) = (1− w)2N−2
N−1∑
k=1
(N − k)2(θˆk+1,N − θˆ1,N)(θˆk+1,N − θˆ1,N)>,
and by the conjugate property (i),
ΛN(w;Y
•
1, . . . ,Y
•
N) = w
2N−2
N−1∑
k=1
(N − k)2(θˆk+1,N − θˆ1,N)(θˆk+1,N − θˆ1,N)>.
Since
∑N−1
k=1 (N − k)2(θˆk+1,N − θˆ1,N)(θˆk+1,N − θˆ1,N)> is nonzero for all N > 2, the
result follows.
By Theorem 5.2.3, the T-symmetric subset of the augmented class of self-normalizers
(5.3) corresponds to the case where w = 1 − w, and therefore we propose to use
ΛN = ΛN(1/2) as a T-symmetric generalization of the conventional self-normalizer
of Shao (2010b). Compared with the simple averaging scheme of Shao (2015), The-
orem 5.2.3 (ii) provides a theoretical guarantee that the proposed T-symmetric self-
normalizer can lead to confidence regions with smaller or at least the same volume.
We will support this finding with numerical experiments which will be summarized
in section (5.3). We shall in the following provide the associated inference procedure
and its asymptotic property. In particular, for any significance level α ∈ (0, 1), if we
can obtain a threshold να such that the self-normalized quantity satisfies
lim
N→∞
pr{N(θˆ1,N − θ)>Λ−1N (θˆ1,N − θ) > να} = α,
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then an asymptotic (1− α)-th confidence region of θ can be constructed as
{θ : N(θˆ1,N − θ)>Λ−1N (θˆ1,N − θ) ≤ να}, (5.5)
and hypothesis tests on θ can be performed similarly. In order to obtain the thresh-
old qα, one needs a distributional theory for the self-normalized quantity N(θˆ1,N −
θ)>Λ−1N (θˆ1,N − θ), for which we need the following assumption.
(IP) There exists a positive definite matrix Σ such that
N−1/2(bNtc∨1−bNsc∨1+1){T (Fˆ `bNsc∨1,bNtc∨1)−T (F `)} Σ{IB(t)−IB(s)},
where  denotes the weak convergence on ({0} × [0, 1]) ∪ ([0, 1] × {1}) in the
sense of Hoffmann-Jørgensen (van der Vaart and Wellner, 1996), and IB(·) is a
standard multivariate Brownian motion having the same dimension as θ.
Assumption (IP) provides a counterpart of the invariance principle (2.2) in the current
general setting, and can be verified by using the functional delta method of Volgushev
and Shao (2014); see also the influence function approach of Shao (2010b). The fol-
lowing theorem provides the asymptotic distribution of the self-normalized quantity,
based on which one can obtain the threshold να for inference of θ.
Theorem 5.2.4. Assume condition (IP), and let
W (IB) =
1∫
0
{IB(t)− tIB(1)}{IB(t)− tIB(1)}>dt.
Then the self-normalized quantity satisfies
N(θˆ1,N − θ)>Λ−1N (θˆ1,N − θ) D→ IB(1)>W (IB)−1IB(1). (5.6)
Proof. (Theorem 5.2.4) Recall that θˆi,j = T (Fˆ
`
i,j) for 1 ≤ i ≤ j ≤ N , and we
in addition define θˆk,j = T (Fˆ
`
j,j) if k > j. Let ΘN(s, t) = N
−1/2(bNtc ∨ 1 −
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bNsc)(θˆbNsc+1,bNtc∨1 − θ), then for any t ≥ N−1 we have
N−1/2bNtc(θˆ1,bNtc − θˆ1,N) = N−1/2(bNtc ∨ 1)(θˆ1,bNtc∨1 − θˆ1,N)
= ΘN(0, t)− tΘN(0, 1) +N−1/2(Nt− bNtc)(θˆ1,N − θ),
and similarly
(N−bNtc)(θˆbNtc+1,N−θˆ1,N) = N1/2{ΘN(t, 1)−(1−t)ΘN(0, 1)}−(Nt−bNtc)(θˆ1,N−θ).
Therefore, λbNtc(w) can be well approximated by
λ(Θ, t, w) = w{ΘN(0, t)− tΘN(0, 1)} − (1− w){ΘN(t, 1)− (1− t)ΘN(0, 1)}
in the uniform sense that
sup
w∈[0,1]
sup
t∈[N−1,1]
|λbNtc(w)− λ(Θ, t, w)| ≤ N−1/2(Nt− bNtc)|θˆ1,N − θ| = Op(N−1).
We shall now consider the region where t ∈ [0, N−1), in which case bNtc = 0 and
thus by the definition in (5.4) we have λbNtc(w) = 0. On the other hand, for any
t ∈ [0, N−1), we have ΘN(0, t) = N−1/2(θˆ1,1 − θ) and ΘN(t, 1) = N1/2(θˆ1,N − θ) =
ΘN(0, 1). As a result, λ(Θ, t, w) = wN
−1/2(θˆ1,1 − θ)− tN1/2(θˆ1,N − θ), and thus
sup
w∈[0,1]
sup
t∈[0,N−1)
|λbNtc(w)− λ(Θ, t, w)| ≤ N−1/2(|θˆ1,1 − θ|+ |θˆ1,N − θ|) = Op(N−1/2).
Note that ΛN(w) =
∫ 1
0
λbNtc(w)λbNtc(w)>dt, it can be shown that
N(θˆ1,N − θ)>ΛN(w)−1(θˆ1,N − θ) = ΘN(0, 1)>Λ(Θ, w)−1ΘN(0, 1) + op(1),
where
Λ(Θ, w) =
1∫
0
λ(Θ, t, w)λ(Θ, t, w)>dt.
Since supt∈[0,1] |t−N−1bNtc| ≤ N−1 → 0, we have ΘN(s, t) Σ{IB(t)− IB(s)} on
(s, t) ∈ ({0} × [0, 1]) ∪ ([0, 1] × {1}) by condition (IP), and the result follows by the
continuous mapping theorem.
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By (5.6), one can set the threshold να as the (1− α)-th quantile of
IB(1)>W (IB)−1IB(1),
which will make the confidence interval constructed in (5.5) possess the correct asymp-
totic size. Note that the asymptotic distribution in (5.6) is pivotal with respect to
the transform T (·), meaning that the same inference procedure can be applied to
both the mean and quantities beyond the mean. This is considered as a convenient
feature, as self-normalized statistics typically have non-standard asymptotic distri-
butions which often require large scale Monte Carlo simulations to evaluate; see for
example Lobato (2001), Shao (2010b), Shao (2015) and Zhang and Lavitas (2017)
and references therein.
5.3 Numerical Experiments
5.3.1 Monte Carlo Simulations
We shall here conduct Monte Carlo simulations to examine the finite sample per-
formance of the proposed T-symmetric self-normalized inference procedure, denoted
by TSSN, and compare it with the conventional method of Shao (2010b) which is
denoted by S10. Following Shao (2015), we consider constructing confidence intervals
for the mean and median of the autoregressive model
Xi = ρXi−1 + i, i = 1, . . . , n, (5.7)
where the autoregressive coefficient ρ ∈ {±0.3,±0.6,±0.8} is chosen to represent dif-
ferent strengths of dependence and (i) is a sequence of independent standard normal
random variables. The results are summarized in Tables 5.1–5.4, with Tables 5.1
and 5.2 containing results for the mean and Tables 5.3 and 5.4 containing results for
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the median. We also include a comparison with the two symmetrizing approaches
considered by Shao (2015). The first approach of Shao (2015), denoted by S15W2
to be consistent with their notation, is to involve recursive estimators from all pos-
sible blocks in the formation of the self-normalizer, and as a result the associated
computation is substantially more than that for the remaining methods; see also the
discussion in Shao (2015). Besides the computational disadvantage, in the case of
the mean where no symmetrization is needed, it does not unify with the conventional
self-normalizer of Shao (2010b), and it can be seen from Table 5.1 that its empirical
coverage probabilities are generally worse than that of the remaining methods in the
mean case; see also numerical results reported by Shao (2015) for a similar obser-
vation. Motivated by the suggestion of Professor Michael Stein at The University
of Chicago, Shao (2015) then considered a second approach, denoted by S15W3 to
be consistent with their notation, which takes an average of forward and backward
self-normalizers. It can be seen from Tables 5.3 and 5.4 that such an approach gener-
ally leads to confidence intervals with better coverage probabilities but at the cost of
having wider lengths (less test powers) when compared with the conventional S10 self-
normalizer; see also the discussion in Shao (2015) for a similar finding. The proposed
TSSN method provides an alternative approach to symmetrizing the self-normalizer
for T-symmetric inference of time series. Unlike the S15W2 approach, its computation
is in the same order as that of the conventional S10 self-normalizer, and in the mean
case where the S10 is already T-symmetric it automatically reduces to the S10 to pro-
duce a unified inference procedure. In contrast to the S15W3 approach, it can be seen
from Table 5.4 that the proposed TSSN method typically leads to confidence inter-
vals with narrower lengths when compared with the conventional S10 self-normalizer.
We shall here in addition mention the performance in challenging situations, namely
when n = 50 and ρ = ±0.8. In particular, when n = 50 and ρ = 0.8 where there is
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a strong positive dependence, then the S15W2 approach seems to yield the narrowest
confidence intervals among the considered methods though at the cost of having the
largest distortion in empirical coverage probabilities. On the other hand when n = 50
and ρ = −0.8 where there is a strong negative dependence, then it can be seen from
Tables 5.3 and 5.4 that the S15W2 approach may lead to confidence intervals with
larger size distortion and wider lengths (at the 90% confidence level) when compared
with the conventional S10 approach. The proposed TSSN method seems to be the
only one that generally improves over the conventional S10 approach in terms of both
the size and the power, while maintaining the same order of computation.
Please note, that not all the methods tend to produce empirical coverage probabil-
ities that are smaller than their nominal levels, and the direction of size distortion can
depend on the underlying dependence structure. In particular, we can see from Table
3 that, when there is a negative dependence as in cases where ρ ∈ {−0.3,−0.6,−0.8},
methods S15W2 and S15W3 can produce empirical coverage probabilities that are
higher than their nominal levels, and larger size distortions can be observed when
the dependence gets stronger. For example, when n = 50 and ρ = −0.8 empirical
coverage probabilities at the 90% nominal level for S15W2 and S15W3 are 95.71% and
94.2% respectively. In this case, having narrower confidence intervals can in fact help
improve not only the power but also the size performance. For a comparison, the pro-
posed TSSN method in this case has an empirical coverage probability of 91.3% for the
90% nominal, thus having less size distortion when compared with S15W2 (95.7%) and
S15W3 (94.2%). In addition, it can be seen from Table 4 that the proposed method in
this case can also lead to narrower confidence intervals with an average length of 0.740
when compared with S15W2 (0.803) and S15W3 (0.851). Therefore, we believe that
the proposed method possesses certain merits when compared with S15W2 and S15W3
of Shao (2015). We would also clarify that S15W2 does not seem to exhibit superior
92
Method
n 1− α ρ S10/S15W3/TSSN S15W2
50 90% 0.3 88.6 (0.14) 88.7 (0.14)
0.6 86.0 (0.16) 85.5 (0.16)
0.8 81.1 (0.18) 78.6 (0.18)
-0.3 91.1 (0.13) 91.9 (0.12)
-0.6 93.0 (0.11) 94.2 (0.10)
-0.8 95.7 (0.09) 96.8 (0.08)
95% 0.3 93.9 (0.11) 94.0 (0.11)
0.6 92.0 (0.12) 91.7 (0.12)
0.8 87.7 (0.15) 85.9 (0.16)
-0.3 95.8 (0.09) 96.3 (0.08)
-0.6 97.1 (0.08) 97.6 (0.07)
-0.8 98.4 (0.06) 99.0 (0.04)
200 90% 0.3 89.4 (0.14) 89.5 (0.14)
0.6 89.2 (0.14) 88.9 (0.14)
0.8 87.7 (0.15) 86.7 (0.15)
-0.3 90.3 (0.13) 90.6 (0.13)
-0.6 91.0 (0.13) 91.3 (0.13)
-0.8 92.2 (0.12) 92.9 (0.12)
95% 0.3 94.6 (0.10) 94.6 (0.10)
0.6 94.3 (0.10) 94.1 (0.11)
0.8 93.1 (0.11) 92.5 (0.12)
-0.3 95.4 (0.09) 95.5 (0.09)
-0.6 95.7 (0.09) 96.0 (0.09)
-0.8 96.5 (0.08) 96.9 (0.08)
Table 5.1: Empirical coverage probabilities (in percentage) for confidence
intervals constructed using different self-normalizers for the mean of the
process (5.7) under different dependence strengths. The associated standard
errors (also in percentage) are reported in the parentheses. The results are
based on 50,000 realizations for each configuration.
size properties over the other methods. In particular, it can be seen from Table 1 that
empirical coverage probabilities of S15W2 are generally worse than that of the remain-
ing methods in the mean case; see also numerical results reported by Shao (2015) for
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Method
n 1− α ρ S10/S15W3/TSSN S15W2
50 90% 0.3 0.781 (0.0015) 0.721 (0.0010)
0.6 1.275 (0.0026) 1.151 (0.0018)
0.8 2.204 (0.0049) 1.906 (0.0034)
-0.3 0.455 (0.0008) 0.429 (0.0005)
-0.6 0.393 (0.0006) 0.378 (0.0004)
-0.8 0.389 (0.0006) 0.383 (0.0004)
95% 0.3 0.989 (0.0019) 0.895 (0.0013)
0.6 1.614 (0.0033) 1.428 (0.0023)
0.8 2.791 (0.0063) 2.365 (0.0043)
-0.3 0.576 (0.0010) 0.532 (0.0007)
-0.6 0.498 (0.0008) 0.469 (0.0005)
-0.8 0.492 (0.0007) 0.475 (0.0005)
200 90% 0.3 0.402 (0.0007) 0.369 (0.0005)
0.6 0.692 (0.0013) 0.631 (0.0009)
0.8 1.327 (0.0026) 1.198 (0.0018)
-0.3 0.221 (0.0004) 0.204 (0.0003)
-0.6 0.183 (0.0003) 0.170 (0.0002)
-0.8 0.168 (0.0003) 0.158 (0.0002)
95% 0.3 0.509 (0.0009) 0.458 (0.0006)
0.6 0.876 (0.0017) 0.783 (0.0011)
0.8 1.681 (0.0033) 1.486 (0.0022)
-0.3 0.280 (0.0005) 0.254 (0.0003)
-0.6 0.232 (0.0004) 0.211 (0.0003)
-0.8 0.213 (0.0004) 0.196 (0.0002)
Table 5.2: Average lengths of confidence intervals constructed using dif-
ferent self-normalizers for the mean of the process (5.7) under different de-
pendence strengths. The associated standard errors are reported in the
parentheses. The results are based on 50,000 realizations for each configu-
ration.
a similar observation and the discussions therein. In the median case, it can be seen
from Table 3 that S15W2 tend to have the worst size performance in the presence of
relatively strong dependence as in cases where ρ ∈ {−0.8, 0.8} and the direction of
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Method
n 1− α ρ S10 S15W2 S15W3 TSSN
50 90% 0.3 86.4 (0.15) 88.9 (0.14) 89.7 (0.14) 87.5 (0.15)
0.6 84.9 (0.16) 86.0 (0.16) 87.7 (0.15) 85.7 (0.16)
0.8 80.1 (0.18) 79.3 (0.18) 83.1 (0.17) 80.9 (0.18)
-0.3 87.3 (0.15) 91.3 (0.13) 91.6 (0.12) 89.0 (0.14)
-0.6 87.5 (0.15) 92.8 (0.12) 92.5 (0.12) 89.8 (0.14)
-0.8 88.1 (0.14) 95.7 (0.09) 94.2 (0.10) 91.3 (0.13)
95% 0.3 91.7 (0.12) 94.0 (0.11) 94.6 (0.10) 93.0 (0.11)
0.6 90.5 (0.13) 91.8 (0.12) 93.0 (0.11) 91.5 (0.12)
0.8 86.6 (0.15) 86.2 (0.15) 89.4 (0.14) 87.8 (0.15)
-0.3 92.0 (0.12) 95.6 (0.09) 95.7 (0.09) 93.9 (0.11)
-0.6 92.1 (0.12) 96.5 (0.08) 96.2 (0.09) 94.3 (0.10)
-0.8 92.4 (0.12) 98.3 (0.06) 97.3 (0.07) 95.5 (0.09)
200 90% 0.3 88.5 (0.14) 89.9 (0.13) 90.4 (0.13) 88.9 (0.14)
0.6 88.2 (0.14) 89.1 (0.14) 89.9 (0.13) 88.6 (0.14)
0.8 86.8 (0.15) 87.0 (0.15) 88.2 (0.14) 87.1 (0.15)
-0.3 88.2 (0.14) 90.2 (0.13) 90.9 (0.13) 88.8 (0.14)
-0.6 88.0 (0.15) 91.0 (0.13) 91.3 (0.13) 89.1 (0.14)
-0.8 88.0 (0.15) 92.1 (0.12) 92.1 (0.12) 89.5 (0.14)
95% 0.3 93.4 (0.11) 94.7 (0.10) 95.0 (0.10) 94.0 (0.11)
0.6 93.3 (0.11) 94.1 (0.11) 94.7 (0.10) 93.8 (0.11)
0.8 92.4 (0.12) 92.7 (0.12) 93.6 (0.11) 92.8 (0.12)
-0.3 93.2 (0.11) 95.1 (0.10) 95.5 (0.09) 94.1 (0.11)
-0.6 92.7 (0.12) 95.3 (0.09) 95.6 (0.09) 94.1 (0.11)
-0.8 92.8 (0.12) 96.1 (0.09) 96.2 (0.09) 94.5 (0.10)
Table 5.3: Empirical coverage probabilities (in percentage) for confidence
intervals constructed using different self-normalizers for the median of the
process (5.7) under different dependence strengths. The associated standard
errors (also in percentage) are reported in the parentheses. The results are
based on 50,000 realizations for each configuration.
size distortion depends on the dependence structure. This can be a consequence of
the complicated form of S15W2 . Note that S15W2 involves recursive estimators from
all possible blocks, and as a result the associated computation is substantially more
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Method
n 1− α ρ S10 S15W2 S15W3 TSSN
50 90% 0.3 0.913 (0.0021) 0.849 (0.0014) 0.944 (0.0018) 0.878 (0.0018)
0.6 1.411 (0.0034) 1.282 (0.0022) 1.452 (0.0030) 1.365 (0.0029)
0.8 2.390 (0.0062) 2.081 (0.0042) 2.463 (0.0056) 2.324 (0.0054)
-0.3 0.645 (0.0016) 0.611 (0.0010) 0.674 (0.0013) 0.613 (0.0012)
-0.6 0.655 (0.0017) 0.633 (0.0010) 0.690 (0.0014) 0.618 (0.0012)
-0.8 0.795 (0.0023) 0.803 (0.0015) 0.851 (0.0018) 0.740 (0.0016)
95% 0.3 1.156 (0.0027) 1.053 (0.0017) 1.195 (0.0023) 1.112 (0.0022)
0.6 1.787 (0.0043) 1.590 (0.0028) 1.839 (0.0038) 1.729 (0.0036)
0.8 3.026 (0.0079) 2.581 (0.0052) 3.119 (0.0071) 2.943 (0.0068)
-0.3 0.817 (0.0020) 0.757 (0.0012) 0.854 (0.0017) 0.777 (0.0015)
-0.6 0.829 (0.0021) 0.785 (0.0013) 0.874 (0.0017) 0.783 (0.0016)
-0.8 1.007 (0.0029) 0.996 (0.0019) 1.077 (0.0023) 0.937 (0.0020)
200 90% 0.3 0.469 (0.0010) 0.433 (0.0006) 0.479 (0.0009) 0.458 (0.0009)
0.6 0.761 (0.0016) 0.696 (0.0010) 0.773 (0.0014) 0.745 (0.0014)
0.8 1.417 (0.0030) 1.282 (0.0020) 1.439 (0.0028) 1.395 (0.0028)
-0.3 0.321 (0.0007) 0.298 (0.0004) 0.331 (0.0006) 0.310 (0.0006)
-0.6 0.319 (0.0007) 0.298 (0.0005) 0.330 (0.0006) 0.306 (0.0006)
-0.8 0.357 (0.0009) 0.339 (0.0005) 0.373 (0.0007) 0.340 (0.0007)
95% 0.3 0.594 (0.0012) 0.537 (0.0008) 0.607 (0.0011) 0.579 (0.0011)
0.6 0.964 (0.0020) 0.863 (0.0013) 0.979 (0.0018) 0.944 (0.0018)
0.8 1.795 (0.0038) 1.590 (0.0025) 1.823 (0.0036) 1.767 (0.0035)
-0.3 0.407 (0.0009) 0.369 (0.0006) 0.419 (0.0008) 0.393 (0.0008)
-0.6 0.404 (0.0009) 0.369 (0.0006) 0.418 (0.0008) 0.388 (0.0008)
-0.8 0.452 (0.0011) 0.420 (0.0007) 0.472 (0.0009) 0.430 (0.0008)
Table 5.4: Average lengths of confidence intervals constructed using dif-
ferent self-normalizers for the median of the process (5.7) under different
dependence strengths. The associated standard errors are reported in the
parentheses. The results are based on 50,000 realizations for each configu-
ration.
than that for the remaining methods; see also the discussion in Shao (2015). Besides
the computational disadvantage, in the case of the mean where no symmetrization
is needed, S15W2 does not unify with the conventional self-normalizer. As a result,
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S15W2 does not seem to be a superior choice over the remaining methods. We would
also note that the proposed method is computational advantage over S15W2 .
We will also provide comparison of power properties between S15W3 and the pro-
posed TSSN test. It can be seen from Tables 5.6 - 5.11 that the TSSN has an advan-
tage over S15W3 in terms of the raw power. We are focusing on raw power analysis
only following the suggestions and arguments made in Horowitz and Savin (2000),
Hansen (2005) and A. Canepa (2007) that the raw power is more related to empirical
research and should be considered as a fair comparison. Based on the comparison of
the raw power as in Tables 5.6 - 5.11, the proposed TSSN method is believed to have
better power performance than S15W3 .
5.3.2 A Real Data Example
We shall here use a real data example to further illustrate the proposed method. The
data that we consider contains concentration measurements of atmospheric pollutants
collected by an air quality chemical multisensor device in an Italian city, and we refer
to De Vito et al. (2008), Mead and et all. (2013) and Marco and Gutierrez-Galvez
(2012) for more details. We shall here focus on the daily average concentration of
non-metanic hydrocarbons (NMHC) for the period from March 10, 2004 to July 23,
2004. The pollutant is believed to be related to respiratory diseases, and in order to
assess if there is an increase or decrease pattern in its concentration, we consider its
relative daily changes, for which a time series plot is given in Figure 5·1. We shall
here apply different self-normalization methods for constructing confidence intervals
for the mean and median of the relative daily change in the NMHC concentration.
For this, we consider the conventional S10 approach of Shao (2010b), the two sym-
metrization methods S15W2 and S15W3 considered by Shao (2015), and the proposed
97
n rho d S15W3 TSSN
50 0.3 0 10.1 (0.43) 12.4 (0.47)
0.2 19.3 (0.56) 22.6 (0.59)
0.4 43.0 (0.7) 47.2 (0.71)
0.6 68.1 (0.66) 71.6 (0.64)
0.8 86.4 (0.49) 88.5 (0.45)
1 94.9 (0.31) 95.9 (0.28)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
0.6 0 11.9 (0.46) 13.7 (0.49)
0.2 14.9 (0.50) 17.7 (0.54)
0.4 26.0 (0.62) 29.0 (0.64)
0.6 41.4 (0.70) 45.1 (0.70)
0.8 58.3 (0.70) 61.6 (0.69)
1 72.3 (0.63) 75.5 (0.61)
2 99.1 (0.14) 99.4 (0.11)
3 100.0 (0.00) 100.0 (0.00)
0.8 0 16.8 (0.53) 18.9 (0.55)
0.2 17.7 (0.54) 19.7 (0.56)
0.4 20.8 (0.57) 23.1 (0.60)
0.6 26.7 (0.63) 29.2 (0.64)
0.8 34.2 (0.67) 37.0 (0.68)
1 42.5 (0.70) 45.1 (0.70)
2 80.3 (0.56) 82.4 (0.54)
3 95.8 (0.28) 96.6 (0.26)
Table 5.5: Average raw power at the 90% nominal level using different self-
normalizers for the median of the process (5.7) under different dependence
strengths. The associated standard errors are reported in the parentheses.
The results are based on 50,000 realizations for each configuration.
TSSN method. For each method, we apply it to the daily relative change series from
both directions to check if it yields a T-symmetric confidence interval or if the direc-
tion of application can actually affect the conclusion. The results are summarized in
Table 5.13, from which we can observe the following. In the mean case, all the meth-
ods considered are T-symmetric, as confidence intervals constructed from forward
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n rho d S15W3 TSSN
50 -0.3 0 8.0 (0.38) 10.4 (0.43)
0.2 27.0 (0.63) 31.8 (0.66)
0.4 64.8 (0.68) 69.6 (0.65)
0.6 89.3 (0.44) 91.9 (0.39)
0.8 97.7 (0.21) 98.6 (0.16)
1 99.5 (0.10) 99.7 (0.07)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
-0.6 0 7.4 (0.37) 10.2 (0.43)
0.2 26.1 (0.62) 32.3 (0.66)
0.4 63.6 (0.68) 69.8 (0.65)
0.6 88.5 (0.45) 91.6 (0.39)
0.8 97.4 (0.22) 98.5 (0.17)
1 99.5 (0.10) 99.8 (0.07)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
-0.8 0 5.5 (0.32) 8.5 (0.39)
0.2 18.5 (0.55) 24.9 (0.61)
0.4 51.3 (0.71) 59.7 (0.69)
0.6 77.7 (0.59) 84.4 (0.51)
0.8 91.8 (0.39) 95.4 (0.30)
1 97.2 (0.23) 98.6 (0.16)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
Table 5.6: Average raw power at the 90% nominal level using different self-
normalizers for the median of the process (5.7) under different dependence
strengths. The associated standard errors are reported in the parentheses.
The results are based on 50,000 realizations for each configuration.
and backward applications match with each other. This is in line with Proposition
5.2.2, which states that the conventional S10 self-normalizer is already T-symmetric
in the mean case. Note that all the methods, except for S15W2 , find statistical evi-
dence at the 5% significance level in suggesting a positive mean for the relative daily
change. The S15W2 method in this case produces a confidence interval that is wider
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n rho d S15W3 TSSN
50 0.3 0 5.7 (0.33) 7.0 (0.36)
0.2 11.7 (0.45) 14.1 (0.49)
0.4 29.7 (0.65) 33.7 (0.67)
0.6 54.1 (0.70) 58.6 (0.70)
0.8 74.3 (0.62) 78.2 (0.58)
1 87.9 (0.46) 90.4 (0.42)
2 99.9 (0.04) 99.9 (0.03)
3 100.0 (0.0) 100.0 (0.00)
0.6 0 6.7 (0.35) 8.3 (0.39)
0.2 8.4 (0.39) 10.4 (0.43)
0.4 16.8 (0.53) 19.4 (0.56)
0.6 29.0 (0.64) 32.7 (0.66)
0.8 43.5 (0.70) 47.9 (0.71)
1 58.5 (0.70) 62.4 (0.69)
2 96.4 (0.26) 97.0 (0.24)
3 99.9 (0.05) 99.9 (0.03)
0.8 0 10.3 (0.43) 11.8 (0.46)
0.2 11.2 (0.45) 12.7 (0.47)
0.4 14.0 (0.49) 15.6 (0.51)
0.6 17.9 (0.54) 20.1 (0.57)
0.8 24.1 (0.60) 26.5 (0.62)
1 31.1 (0.65) 34.5 (0.67)
2 68.9 (0.65) 71.7 (0.64)
3 90.6 (0.41) 92.2 (0.38)
Table 5.7: Average raw power at the 95% nominal level using different self-
normalizers for the median of the process (5.7) under different dependence
strengths. The associated standard errors are reported in the parentheses.
The results are based on 50,000 realizations for each configuration.
than the remaining methods. In the median case, it can be seen from Table 5.13
that the conventional S10 approach yields different confidence intervals and different
conclusions about the null hypothesis of a zero median, depending on the direction
of application. Note that the median is considered to be irrelevant to the direction,
and therefore it seems desirable to consider its T-symmetric generalizations as in the
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n rho d S15W3 TSSN
50 -0.3 0 3.8 (0.27) 5.6 (0.33)
0.2 16.5 (0.52) 20.7 (0.57)
0.4 50.0 (0.71) 56.1 (0.70)
0.6 78.8 (0.58) 83.1 (0.53)
0.8 93.1 (0.36) 95.4 (0.30)
1 98.1 (0.20) 98.9 (0.15)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
-0.6 0 3.8 (0.27) 5.6 (0.33)
0.2 15.8 (0.52) 20.6 (0.57)
0.4 48.4 (0.71) 55.5 (0.70)
0.6 76.6 (0.60) 82.6 (0.54)
0.8 92.3 (0.38) 95.1 (0.31)
1 98.0 (0.20) 98.8 (0.15)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
-0.8 0 2.5 (0.22) 4.1 (0.28)
0.2 10.2 (0.43) 14.7 (0.50)
0.4 35.3 (0.68) 44.5 (0.70)
0.6 64.4 (0.68) 72.7 (0.63)
0.8 82.8 (0.53) 88.6 (0.45)
1 92.9 (0.36) 96.1 (0.28)
2 99.9 (0.05) 100.0 (0.02)
3 100.0 (0.00) 100.0 (0.00)
Table 5.8: Average raw power at the 95% nominal level using different self-
normalizers for the median of the process (5.7) under different dependence
strengths. The associated standard errors are reported in the parentheses.
The results are based on 50,000 realizations for each configuration.
current paper. Compared with the two symmetrization approaches of Shao (2015),
the proposed TSSN method seems to produce a narrower confidence interval for the
median from Table 5.13.
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n rho d S15W3 TSSN
200 0.3 0 9.2 (0.41) 10.6 (0.44)
0.2 42.1 (0.70) 45.0 (0.70)
0.4 85.4 (0.50) 86.9 (0.48)
0.6 98.7 (0.16) 99.0 (0.14)
0.8 100.0 (0.02) 100.0 (0.02)
1 100.0 (0.00) 100.0 (0.00)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
0.6 0 10.5 (0.43) 11.9 (0.46)
0.2 23.2 (0.60) 25.1 (0.61)
0.4 53.3 (0.71) 55.3 (0.70)
0.6 81.1 (0.55) 82.5 (0.54)
0.8 94.4 (0.33) 95.0 (0.31)
1 98.6 (0.17) 98.8 (0.15)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
0.8 0 11.7 (0.45) 12.5 (0.47)
0.2 15.7 (0.51) 16.8 (0.53)
0.4 26.8 (0.63) 28.2 (0.64)
0.6 42.4 (0.70) 44.3 (0.70)
0.8 59.7 (0.69) 61.3 (0.69)
1 74.0 (0.62) 75.6 (0.61)
2 99.0 (0.14) 99.2 (0.12)
3 100.0 (0.00) 100.0 (0.00)
Table 5.9: Average raw power at the 90% nominal level using different self-
normalizers for the median of the process (5.7) under different dependence
strengths. The associated standard errors are reported in the parentheses.
The results are based on 50,000 realizations for each configuration.
5.4 Conclusion
Although self-normalization has been celebrated for its ability to avoid direct esti-
mation of the nuisance asymptotic variance, its commonly adopted form due to the
seminal work of Shao (2010b) is not T-symmetric when being applied to quantities
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n rho d S15W3 TSSN
200 -0.3 0 9.4 (0.41) 11.5 (0.45)
0.2 65.7 (0.67) 69.2 (0.65)
0.4 97.8 (0.21) 98.3 (0.18)
0.6 99.9 (0.04) 100.0 (0.03)
0.8 100.0 (0.00) 100.0 (0.00)
1 100.0 (0.00) 100.0 (0.00)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
-0.6 0 8.5 (0.39) 10.7 (0.44)
0.2 64.4 (0.68) 68.9 (0.65)
0.4 98.0 (0.20) 98.5 (0.17)
0.6 100.0 (0.02) 100.0 (0.02)
0.8 100.0 (0.00) 100.0 (0.00)
1 100.0 (0.00) 100.0 (0.00)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
-0.8 0 7.7 (0.38) 10.6 (0.44)
0.2 58 (0.70) 63.8 (0.68)
0.4 95.9 (0.28) 97.3 (0.23)
0.6 99.9 (0.05) 99.9 (0.04)
0.8 100.0 (0.00) 100.0 (0.00)
1 100.0 (0.00) 100.0 (0.00)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
Table 5.10: Average raw power at the 90% nominal level using different
self-normalizers for the median of the process (5.7) under different depen-
dence strengths. The associated standard errors are reported in the paren-
theses. The results are based on 50,000 realizations for each configuration.
other than the mean. The asymmetric issue can cause unnecessary confusions in
practice, as different conclusions can be possibly obtained depending on the direction
of application; see the discussion in Shao (2015) and also the real data illustration in
Section 5.3.2. To address the issue, Shao (2015) considered two different approaches
in symmetrizing the self-normalizer. The first approach is to involve parameter esti-
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n rho d S15W3 TSSN
200 0.3 0 4.8 (0.30) 5.9 (0.33)
0.2 28.0 (0.63) 30.8 (0.65)
0.4 73.7 (0.62) 75.8 (0.61)
0.6 94.8 (0.32) 95.8 (0.28)
0.8 99.5 (0.10) 99.6 (0.09)
1 100.0 (0.02) 100.0 (0.02)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
0.6 0 5.6 (0.32) 6.6 (0.35)
0.2 13.9 (0.49) 15.8 (0.52)
0.4 39.1 (0.69) 41.4 (0.70)
0.6 67.5 (0.66) 69.9 (0.65)
0.8 87.2 (0.47) 88.4 (0.45)
1 95.9 (0.28) 96.4 (0.26)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
0.8 0 6.4 (0.35) 7.1 (0.36)
0.2 9.0 (0.40) 10.0 (0.42)
0.4 16.9 (0.53) 18.4 (0.55)
0.6 29.3 (0.64) 31.2 (0.66)
0.8 45.3 (0.70) 47.3 (0.71)
1 60.1 (0.69) 62.2 (0.69)
2 96.7 (0.25) 96.9 (0.24)
3 99.9 (0.04) 99.9 (0.03)
Table 5.11: Average raw power at the 95% nominal level using different
self-normalizers for the median of the process (5.7) under different depen-
dence strengths. The associated standard errors are reported in the paren-
theses. The results are based on 50,000 realizations for each configuration.
mators of all possible blocks into the formulation of the self-normalizer, which at a
cost makes the required computation substantially more than that of the conventional
approach; see also the discussion in Shao (2015). In addition, such an approach does
not unify with the mean self-normalizer of (Lobato, 2001), which has been celebrated
for its application in the mean due to its connection with the CUSUM process and is
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n rho d S15W3 TSSN
200 -0.3 0 4.8 (0.30) 6.2 (0.34)
0.2 51.0 (0.71) 55.2 (0.70)
0.4 93.9 (0.34) 94.9 (0.31)
0.6 99.6 (0.09) 99.7 (0.08)
0.8 100.0 (0.00) 100.0 (0.00)
1 100.0 (0.00) 100.0 (0.00)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
-0.6 0 4.1 (0.28) 5.6 (0.32)
0.2 49.1 (0.71) 53.9 (0.71)
0.4 93.3 (0.35) 95.1 (0.30)
0.6 99.7 (0.08) 99.8 (0.06)
0.8 100.0 (0.00) 100.0 (0.00)
1 100.0 (0.00) 100.0 (0.00)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
-0.8 0 3.7 (0.27) 5.5 (0.32)
0.2 42.2 (0.70) 48.6 (0.71)
0.4 88.9 (0.44) 91.9 (0.39)
0.6 99.1 (0.13) 99.5 (0.10)
0.8 100.0 (0.02) 100.0 (0.00)
1 100.0 (0.00) 100.0 (0.00)
2 100.0 (0.00) 100.0 (0.00)
3 100.0 (0.00) 100.0 (0.00)
Table 5.12: Average raw power at the 95% nominal level using different
self-normalizers for the median of the process (5.7) under different depen-
dence strengths. The associated standard errors are reported in the paren-
theses. The results are based on 50,000 realizations for each configuration.
already T-symmetric. Due to the suggestion of Professor Michael Stein at The Univer-
sity of Chicago, Shao (2015) then considered a second approach, which is to compute
the conventional self-normalizer of Shao (2010b) for both the original process and its
reversed counterpart and take the average. Although such an approach makes the
self-normalizer and its associated inference procedure T-symmetric, it generally leads
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Figure 5·1: Relative daily changes of NMHC concentrations from
March 10, 2004 to July 23, 2004.
to confidence intervals with wider lengths or tests with less power when compared
with the conventional self-normalizer; see the simulation results in Section 5.3 and
also a similar observation reported by Shao (2015). The current paper seeks a new
approach in symmetrizing the self-normalizer by exploiting mathematical properties
of the CUSUM process. In particular, instead of interpreting the CUSUM process
as the difference between forward recursive estimators and the overall estimator as
in Shao (2010b), we propose to reorganize the CUSUM process in a mathematically
equivalent but T-symmetric form before replacing block mean estimators by their
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95% Confidence Intervals
Mean Median
Forward Application
S10 ( 0.0014, 0.0158) (-0.0196, -0.0103)
S15W2 (-0.0003, 0.0175) (-0.0395, 0.0096)
S15W3 ( 0.0014, 0.0158) (-0.0405, 0.0106)
TSSN ( 0.0014, 0.0158) (-0.0345, 0.0045)
Backward Application
S10 ( 0.0014, 0.0158) (-0.0508, 0.0209)
S15W2 (-0.0003, 0.0175) (-0.0395, 0.0096)
S15W3 ( 0.0014, 0.0158) (-0.0405, 0.0106)
TSSN ( 0.0014, 0.0158) (-0.0345, 0.0045)
Table 5.13: Constructed 95% confidence intervals for the mean and the
median using different methods for the relative daily change in the NMHC
concentration during the period from March 10, 2004 to July 23, 2004.
generalized counterparts. This new approach provides us with an augmented class
of self-normalizers, which includes the conventional self-normalizer as a special case.
Algebraic properties of this augmented class of self-normalizers are studied, and a
sufficient and necessary condition for identifying its T-symmetric subspace is also
provided in Section 5.2. In addition to its pleasant theoretical properties, it can be
seen from our numerical experiments in Section 5.3, and the discussions therein, that
the proposed TSSN method seems to also possess certain advantages in terms of the
finite-sample performance, when compared with the conventional self-normalizer of
Shao (2010b) and with the two symmetrization methods considered by Shao (2015).
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Chapter 6
Conclusion
Since the influential work of Shao (2010b), self-normalization has experienced deep
and exciting developments in various statistical inference problems. In this disserta-
tion we gave a brief overview of a field and pointed the diversity of existing research
in the area. One of the major focuses of our work was in testing for the presence of
change-points in the time series process. The majority of the results existed prior were
focused on making inference of quantities associated with a known stationary time
series, and as commented by Shao and Zhang (2010), its adaptation to change-point
testing problems can be nontrivial as direct implementation can lead to inconsistent
tests. The aforementioned paper considered the situation with a single change-point
alternative and proposed a consistent self-normalized test. Its extension to multiple
change-point alternatives was also given but required prespecifying the actual num-
ber of change points under the alternative and is thus supervised. Since the actual
number of change points is typically unknown especially when one is at the stage
of seeking a statistical test to determine their existence, it seems desirable if we can
have an unsupervised counterpart as considered in the current paper that can be used
for situations when there is no or ambiguous prior knowledge about the number of
change points or when doubts are casted on this prior knowledge. As can be seen
from our simulation study, the supervised test of Shao and Zhang (2010) can suffer
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from serious power losses when the prespecified value on the number of change points
is misspecified, and in certain situations the power of their test can even decrease to
zero as the alternative deviates from the null. In contrast, the proposed unsupervised
test does not require prespecifying the number of change points and seems to perform
reasonably well for situations with different numbers of change points. We have also
proposed an alternative formulation of the test statistic, which is designed to reduce
sensitivity to the magnitude if the first and the last change-points, but requires fur-
ther investigation and we see further development of this approach as a potential
topic for future research. In addition, we have proposed a new approach, called the
contrast-based method, for generalizing self-normalized statistics to quantities other
than the mean. Unlike the conventional approach which was mainly developed for
constructing confidence intervals for quantities associated with a stationary time se-
ries, the proposed contrast-based approach is specifically tailored for change-point
testing problems and can lead to tests with better power performance. Another use-
ful feature of the proposed contrast-based approach is that it allows one to study
the asymptotic power behavior of self-normalized tests under a more desirable and
interpretable deterministic condition. This also complements the result of Shao and
Zhang (2010) who only studied the asymptotic power of their test for the mean case.
Our second major focus of interest was in studying the self-normalization approach
for statistical inference about the unknown quantities. Although self-normalization
has been celebrated for its ability to avoid direct estimation of the nuisance asymp-
totic variance, its commonly adopted form due to the seminal work of Shao (2010b) is
not T-symmetric when being applied to quantities other than the mean. The asym-
metric issue can cause unnecessary confusions in practice, as different conclusions can
be possibly obtained depending on the direction of application; see the discussion
in Shao (2015) and also the real data illustration Chapter 5. To address the issue,
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Shao (2015) considered two different approaches in symmetrizing the self-normalizer.
The first approach is to involve parameter estimators of all possible blocks into the
formulation of the self-normalizer, which at a cost makes the required computation
substantially more than that of the conventional approach. In addition, such an ap-
proach does not unify with the mean self-normalizer, which has been celebrated for its
application in the mean due to its connection with the CUSUM process and is already
T-symmetric. Due to the suggestion of Professor Michael Stein at The University of
Chicago, Shao (2015) then considered a second approach, which is to compute the
conventional self-normalizer of Shao (2010b) for both the original process and its
reversed counterpart and take the average. Although such an approach makes the
self-normalizer and its associated inference procedure T-symmetric, it generally leads
to confidence intervals with wider lengths or tests with less power when compared with
the conventional self-normalizer and we have demonstrated in Chapter 5. In our work
we have proposed a new approach in symmetrizing the self-normalizer by exploiting
mathematical properties of the CUSUM process. In particular, instead of interpreting
the CUSUM process as the difference between forward recursive estimators and the
overall estimator as in Shao (2010b), we propose to reorganize the CUSUM process
in a mathematically equivalent but T-symmetric form before replacing block mean
estimators by their generalized counterparts. This new approach provides us with an
augmented class of self-normalizers, which includes the conventional self-normalizer
as a special case. Algebraic properties of this augmented class of self-normalizers
are studied, and a sufficient and necessary condition for identifying its T-symmetric
subspace is also provided. In addition to its pleasant theoretical properties, it can be
seen from our numerical experiments and the discussions therein, that the proposed
TSSN method seems to also possess certain advantages in terms of the finite-sample
performance, when compared with the conventional self-normalizer of Shao (2010b)
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and with the two symmetrization methods considered by Shao (2015).
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