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Coarsening dynamics theory has successfully described the equilibration of a broad class of sys-
tems. By studying the relaxation of a periodic array of microcondensates immersed in a Fermi gas
which can mediate long-range spin interactions to simulate frustrated classical magnets, we show
that coarsening dynamics can be suppressed by geometrical frustration. The system is found to
eventually approach a metastable state which is robust against random field noise and characterized
by finite correlation lengths with the emergence of topologically stable Z2 vortices. We find universal
scaling laws with no thermal-equilibrium analog that relate the correlation lengths and the number
of vortices to the degree of frustration in the system.
PACS numbers: 03.75.Mn, 03.75.Kk, 37.10.Jk
Introduction.–Coarsening dynamics theory [1, 2] has
been developed to describe the phase-ordering kinet-
ics following a quench such as a ferromagnet suddenly
quenched below the Curie point, a binary alloy under-
going phase separation, and a spinor Bose gas quenched
across a phase transition [3–5]. An important element of
this theory is the hypothesis that domain structures and
correlation functions at different times in the equilibra-
tion process differ only in the overall length scale, and
that this length scale grows in time following the power
law ξ(t) ∝ t1/z with z being the dynamical critical expo-
nent. Such scaling has been examined numerically and
experimentally in several models of relaxation dynamics
that differ in the symmetry of the order parameter and
in the presence of conserved quantities.
Frustration, on the other hand, has long been among
the most interesting and challenging issues in condensed
matter physics [6–9]. Geometrical frustration arises, for
example, in a triangular lattice with an antiferromag-
netic interaction, where spins cannot align in any ener-
getically favored antiparallel configuration and must in-
stead compromise between competing interactions [7, 10].
Magnetic frustration gives rise to a huge degeneracy in
the classical ground-state manifold of the system, leading
to exotic phases such as spin ice with a macroscopically
large residual entropy at zero temperature [11–13] and
spin liquids, in which constituent spins are highly corre-
lated yet strongly fluctuate down to absolute zero [14–16].
Frustrated spin systems also provide a platform for var-
ious emergent phenomena such as hidden spin nematic
order [17, 18], extended criticality [19–21] and magnetic
monopoles in spin ice [22–24]. The presence of geomet-
rical frustration is often diagnosed by its susceptibility
fingerprint in thermodynamic measurements [16, 25].
In this Letter, by studying the relaxation of a pe-
riodic array of microcondensates immersed in a cloud
of fermionic atoms which can mimic frustrated classical
magnets, we show that the coarsening dynamics can be
suppressed by geometrical frustration. The system then
approaches a metastable state which has the same lo-
cal order as the ground state but with finite correlation
lengths. It is remarkable that this frustration-induced
metastable state is robust against both a random field
noise and a small tunneling of atoms between microcon-
densates. Unlike conventional ultracold atomic systems
where the small superexchange interaction between two
neighboring atomic spins is used [26, 27], the spinor Bose-
Fermi mixtures here can provide a platform to create
long-range spin interactions between microcondensates
that can extend beyond nearest-neighbor (NN) sites. The
interactions are generated through the fermionic medium
and enhanced in strength by Bose condensation. The
sign and magnitude of the spin interactions can be tuned
by varying the densities of fermions and bosons, allowing
for an antiferromagnetic interaction, the needed element
for magnetic frustration. Compared with the Ising [29],
XY [30], and anisotropic XXZ [31, 32] antiferromagnets,
all of which have been simulated by ultracold atoms, our
system realizes an isotropic Heisenberg antiferromagnetic
spin model. By varying the strength of next-nearest-
neighbor (NNN) interaction that lifts the macroscopic
degeneracy in highly frustrated kagome lattice, the cor-
relation lengths of the metastable state can be changed,
allowing us to investigate its universal critical properties.
In particular, we find new scaling laws with no thermal
equilibrium analog that relate the correlation lengths to
the degree of frustration in the system. Furthermore,
we find that the metastable state characterized by finite
correlation lengths contains Z2 vortices which are topo-
logically stable in triangular and kagome lattices, both
of which have been realized for ultracold atoms [33, 34].
The formation of Z2 vortices can be directly observed in
2our system with a spin-resolved measurement [28].
System.–Consider a two-dimensional periodic array of
microcondensates in an optical lattice immersed in a de-
generate Fermi gas in a harmonic trap. We assume that
the spatial variation of the harmonic trapping poten-
tial is smooth over the length scale of the inverse Fermi
wavenumber k−1F so that the Fermi gas can be regarded as
uniform. For the sake of concreteness, we consider spin-1
87Rb BECs and spin-1/2 6Li fermions [37–39]. The inter-
action between bosons and fermions can be decomposed
as V (r1, r2) = δ(r1 − r2)
[
g01ˆ + g1Fˆ1 · Fˆ2
]
, where the
coupling constants g0 and g1 are functions of the scatter-
ing lengths and Fˆ denotes the spin operator. The spin-
exchange interaction governs the spin dynamics of the
system. We consider a typical case in which the inter-
action energies are much smaller than the Fermi energy.
By using the Schrieffer-Wolff transformation [40] to adi-
abatically eliminate the virtual particle-hole excitations
in the Fermi gas, we obtain an effective interaction be-
tween microcondensates as Vˆeff = −V0
∫
dr
∫
dr′λ(kF|r−
r′|)Fˆ(r)·Fˆ(r′) [41], where the kernel λ is the same as that
of the RKKY interaction in magnetic metals [42–44].
As the typical size of a microcondensate is much
smaller than the spin healing length, the single-mode ap-
proximation is valid [45–47]. This implies that the three
spin components have the same spatial distribution, and
thus a microcondensate at lattice site j is characterized
by an order parameter ψj =
√
Nb(χ1,j , χ0,j , χ−1,j)
T,
where Nb is the total number of particles in a micro-
condensate and the spinor order parameter is normalized
to unity:
∑1
m=−1 |χm,j|2 = 1. If the spatial distribu-
tion of particles in a microcondensate is described by a
wavefunction φ(r) localized around a lattice site, we can
express the interaction energy in terms of the spinor order
parameter as V ({χm,j}) = J0
∑
j S
2
j +
∑
(i,j) JijSi · Sj ,
where Sj =
∑1
m,n=−1 χ
∗
m,jfmnχn,j with fmn being the
matrix element of the spin-1 matrix vector. The coupling
constants J0 and Jij are functions of λ(x) and φ(r) [41].
Each microcondensate becomes a giant spin and the spin
interactions are enhanced by the Bose-Einstein condensa-
tion. Their signs and magnitudes can be tuned by vary-
ing the density nf of fermions, the spatial extent d of a mi-
crocondensate, and the lattice constant a. For example,
if we consider a mixture of 87Rb and 6Li with Nb ≃ 1000
and nf ≃ 5× 109 cm−3 in a triangular or kagome lattice
with a ≃ 4.6µm and an isotropic harmonic distribution
φ(r) = e−|r|
2/(4d2)/(2pid2)3/4 with d = k−1F /2 ≃ 1µm,
the on-site, NN, and NNN interactions are estimated to
be J0/~ ≃ −300Hz, J1/~ ≃ 70Hz, and J2/~ ≃ −7Hz,
respectively. Long-range spin interactions beyond J2 are
negligibly small. These coupling constants can be made
even larger by, for example, elongating the microconden-
sates in the direction perpendicular to the 2D lattice.
Since J0 < 0 and J1 > 0, the microcondensates tend to
be polarized locally, and interact with one another by an
antiferromagnetic NN interaction.
Frustrated spin dynamics.–We now study the relax-
ation dynamics of the spinor microcondensate ensemble.
Initially, most of the atoms in the condensates are pre-
pared in the mF = 1 Zeeman sublevel, corresponding
to the high-energy ferromagnetic state. As the perfect
ferromagnetic state is a steady state, there would be no
time evolution starting from such a state. To drive the
system away from the initial state, we add small fluctu-
ations in the Zeeman sublevel populations which usually
arise from experimental realities [41]. Since the atomic
interactions are small compared with the critical temper-
ature of the Bose-Einstein condensation and the number
of particles are sufficiently large in each microconden-
sate, the dynamics of the system can be described by
the time-dependent Gross-Pitaevskii (GP) equation [48].
In addition to the effective spin interaction above, the
coupling between bosons and fermions also leads to a
spin relaxation of the microcondensates characterized
by a non-local Gilbert damping term γ(|r − r′|) in the
Landau-Lifshitz-Gilbert equation generalized to a spa-
tially inhomogeneous spin system. Similar to the kernel
λ in the RKKY interaction, the fermion-induced non-
local Gilbert damping is an oscillating and rapidly de-
caying function of distance [49]. Therefore, the dominant
contribution to the spin relaxation of a microcondensate
comes from the dynamics of its particles, leading to an
effective Gilbert damping of Γ = Nb
∫
d3r γ(r)|φ(r)|2 ∼
Nbg
2
1M
2
f k
2
F/~
4. Using the parameters of the 87Rb-6Li
mixture, we find Γ ∼ 0.1. On the other hand, the spin
relaxation of a ferromagnetic BEC can equivalently be
taken into account by adding the Gilbert damping coef-
ficient Γ to the left-hand side of the GP equation [50],
yielding
(i− Γ)~dχm,j
dt
=

2J0Sj +∑
i6=j
JijSi

 ·
(∑
n
fmnχn,j
)
.
(1)
We numerically solve Eq. (1) to find the spin relaxation
dynamics of the system. Here, we use the open bound-
ary condition to simulate realistic experiments, the num-
ber of sites in one direction of the Bravais lattice is
L = 100, and the normalization of the order parameter
is performed at each discrete time step. Figure 1 shows
representative time evolutions of spin-correlation length
ξs and chirality-correlation length ξc for triangular and
kagome lattices, where the chirality vector is defined by
Ci ≡ (2/3
√
3)(Si,1 ×Si,2 + Si,2 × Si,3 + Si,3 × Si,1) with
Si,1,Si,2,Si,3 being magnetizations at three vertices of
plaquette i in the anti-clockwise direction. Since the sys-
tem is in a nonequilibrium state, the correlation functions
during the dynamics generically do not follow rigorous
exponential functions. The correlation lengths, however,
can be evaluated by the distance at which their mag-
nitudes drop to half of the maximum value. It is clear
3ξ
t
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FIG. 1: (color online) Time-dependent spin- and chirality-
correlation lengths, ξs and ξc, for triangular and kagome lat-
tices. Here, time is measured in units of ~/J1, where J1 > 0
is the nearest-neighbor antiferromagnetic interaction, and the
correlation lengths are measured in units of the system’s size.
For the kagome lattice, a next-nearest-neighbor interaction
J2 = −0.1J1 is added to lift the degeneracy in the ground-
state manifold due to geometrical frustration. The stepwise
changes in ξs and ξc are due to the fact that the correlation
lengths are only determined by integer multiples of the lattice
constant (see the text for details). The early time evolution
(J1t/~ ≤ 70) are not shown because the initial ferromagnetic
spin order remains dominant and thus the antiferromagnetic
correlation lengths are ill-defined.
from Fig. 1 that spin systems in lattices with geomet-
rical frustration approach a metastable state with finite
ξs and ξc, in contrast to the standard picture of coars-
ening dynamics where the correlation lengths grow in-
definitely. Remarkably, unlike other metastable states in
many-body systems which usually decay to the ground
state as a small random field is added, these frustration-
induced metastable states turn out to be robust against
such a noise. Introducing a small tunneling of atoms be-
tween lattice sites does not destroy that metastable state
either [41].
It is also evident from Fig. 1 that the growth of cor-
relations in the system slows down with increasing geo-
metrical frustration from triangular to kagome lattices.
Moreover, the growth of ξc is always slower than that
of ξs. This can be understood as a collective effect
since the formation of a spin chirality of a triangular
plaquette involves the magnetizations at three vertices.
The finite correlation lengths at long time suggest that
spin domains appear in the metastable state. Similar
to the domain formation in quench dynamics through
a second-order phase transition with spontaneous sym-
metry breaking [51–53], the emergence of spin domains
found here is expected to accompany topological defects.
In particular, as a local order is formed in antiferromag-
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FIG. 2: Spatial distributions of (a) winding numbers of Z2
vortices and three magnetization components (b) Sx, (c)
Sy, (d) Sz in the system in the triangular lattice at time
J1t/~ = 100. The winding number and the magnetization
are represented by the gray scale and the color gauge, respec-
tively. Here x1 and x2 are spatial coordinates of the Bravais
lattice and the spatial distributions are coarse-grained to the
scale of the sublattice where the spin configuration in the
ground state becomes homogeneous [41]. The arrows indicate
the location of a representative SO(3) vortex.
nets in triangular and kagome lattices, the three magne-
tizations in each plaquette tend to form an angle of 120◦
with one another [41]. The three magnetizations and
the chirality vector of a plaquette then form a tetrahe-
dron, whose free rotation in space yields the SO(3) order-
parameter manifold of the system. As the first homo-
topy group of this manifold is given by pi1(SO(3)) = Z2,
there can exist a stable topological defect called Z2 vor-
tex [35]. To get the spatial distribution of Z2 vortices
in the system, we calculate the winding number made
by the spin configuration along a loop connecting three
plaquettes, whose spin configurations are identical in the
ground state. We use the SU(2) representation of SO(3)
rotations, with which a 2pi rotation can be distinguished
from no rotation [41]. A representative spatial distribu-
tion of the winding numbers of Z2 vortices for the tri-
angular lattice is shown in Fig 2a, where the generation
of Z2 vortices in the nonequilibrium dynamics is clearly
seen. The Z2 vortices can be directly observed by using
a spin-resolved measurement [28] of the distribution of
three components of the magnetization (Fig 2b–d).
While the ground state is uniquely determined for anti-
ferromagnets in the triangular lattice with a NN interac-
tion J1 > 0, there is a macroscopically large degeneracy
in the classical ground-state manifold of the system in
the kagome lattice due to geometrical frustration. To lift
this degeneracy and to induce a long-range spin order, a
NNN interaction J2 6= 0 is needed. The J2-dependences
of the long-time correlation lengths ξs, ξc, and the num-
4ber of vortices Nv are shown in Fig. 3 for J2 < 0. Here
the data are averaged over the random phases of spinor
components of the initial state. The error bars involve
both the limited precision in determining the correlation
lengths due to the discrete lattice structures and the sta-
tistical standard devitation due to random initial phases.
It is evident that the correlation lengths increase with in-
creasing magnitude of J2 by which frustration is reduced,
while the number of vortices Nv decreases as the spin do-
mains get bigger. A linear relation in logarithmic scales
in Fig. 3 implies the scaling laws of ξs, ξc, and Nv with
respect to |J2|. Using the least-square fitting procedure,
we find ξs ∼ |J2|α, ξc ∼ |J2|β , and Nv ∼ |J2|−γ with
α = 0.33 ± 0.03, β = 0.35 ± 0.04, and γ = 0.63 ± 0.03.
The relation of α ≃ β ≃ γ/2 to within their error bars can
be understood by the fact that the number of vortices is
approximately equal to the area of the system divided by
the area of a spin domain which is approximately given
by the correlation length squared.
By varying the Gilbert damping coefficient Γ and
changing the initial state between ferromagnetic and po-
lar phases, we find that the critical exponents α, β, and
γ of the metastable state depend on neither Γ nor the
initial condition to within their error bars [41]. This im-
plies their universality. To make a comparison, it is note-
worthy that the ground state of the system always has
an infinite correlation length except for a single point of
J2 = 0 where the correlation length vanishes. The scaling
laws and critical exponents α, β and γ are also investi-
gated for the case of J2 > 0, where the ground state of
an antiferromagnet in the kagome lattice changes from
the
√
3×√3 Neel state to the q = 0 Neel state [54]. It is
found that the values of those critical exponents increase
as J2 changes its sign from negative to positive. The
smaller correlation lengths for J2 < 0 can be understood
qualitatively by looking at the energy landscape of the
system as a function of J2 [41]. Since the density of states
near the ground state for J2 < 0 turns out to be larger
than that for J2 > 0 with the same modulus, the man-
ifold of metastable states with finite correlation lengths
for J2 < 0 has larger degeneracy and stronger frustra-
tion. It is this frustration that suppresses the growth of
correlation lengths.
Conclusion.–By studying the relaxation dynamics of a
periodic array of microcondensates immersed in a Fermi
gas, we have shown that the coarsening dynamics can be
suppressed by geometrical frustration. Instead of decay-
ing to the ground state, the system is found to approach
a metastable state which has the same local order as the
ground state but with a finite correlation length. The
fluctuation-induced metastable state turns out to be re-
markably robust against both random field noise and tun-
neling of atoms between lattice sites. This metastable
state also contains Z2 vortices, which are topologically
stable in triangular and kagome lattices and can be di-
rectly observed by spin-resolved measurements. By vary-
???
????
???? ????
??
???
sξ
cξ
vN
ξ
2 1| / |J J
v
N
FIG. 3: Dependences of the spin-correlation length ξs (black
triangles), the chirality-correlation length ξc (red squares)
and the number of vortices Nv (green circles) on the ratio of
the next-nearest-neighbor interaction J2 < 0 to the nearest-
neighbor one J1 > 0 for the system in the kagome lattice.
These quantities are evaluated at a fixed evolution time and
displayed in the logarithmic scales. The correlation lengths
are measured in units of the system size. The averages are
taken over ten initial states with random phases. Straight
lines show the least-square fittings of the corresponding nu-
merical data.
ing the next-nearest-neighbor spin interaction in kagome
lattice, we are able to investigate universal critical prop-
erties of the metastable state. In particular, we find new
scaling laws relating the metastable state’s correlation
lengths and the number of vortices to the degree of frus-
tration of the system, which have no thermal equilibrium
analog. Although here we consider a system of ultracold
atoms, the obtained results are universal at least quali-
tatively and can be applied to any other frustrated clas-
sical spin. Furthermore, by using the same setup with
fermionic atoms in larger hyperfine-spin states, the dy-
namics of a system with exotic spin interactions that do
not exist in conventional condensed matters can be ex-
plored.
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