In this paper we propose a local exponential estimator for a multiplicative nonparametric frontier model first introduced by Martins-Filho and Yao (2007). We improve their estimation procedure by adopting a variant of the local exponential smoothing introduced in Ziegelmann (2002). Our estimator is shown to be consistent and asymptotically normal under mild regularity conditions. In addition, due to local exponential smoothing, potential negativity of conditional variance functions that may hinder the use of Martins-Filho and Yao's estimator is avoided. A Monte Carlo study is performed to shed light on the finite sample properties of the estimator and to contrast its performance with that of the estimator proposed in Martins-Filho and Yao (2007). We also conduct an empirical exercise in which a production function and associated efficiencies for branches of financial institutions in the United States are estimated.
Introduction
Economists have been concerned with the theoretical and empirical measurement of productive efficiency for at least fifty years, viz., the seminal work of Koopmans (1951) , Debreu (1951) and Farrell (1957) . The microeconomic theoretical foundations for such measurement is relatively well established (Färe et al. (1985) , Färe et al. (2008) ). However, the specification of flexible statistical models and accompanying estimators of production frontiers that permit robust empirical investigations of efficiency is the object of a much more recent and developing literature in Econometrics and Statistics.
1
From an econometric perspective, the main objective in this literature can be stated simply. Let Ψ = {(x, y) ∈ p+1 + : x can produce y} be a technology where x ∈ p + is a vector of inputs used to produce an output y ∈ + . The production frontier associated with Ψ is defined as ρ(x) = sup{y ∈ + : (x, y) ∈ Ψ} for all x ∈ p + . Given a sample of n realized production plans (or production units) χ n = {(X i , Y i )} n i=1 , which share the technology Ψ, the principal goal of this literature is to estimate ρ(x) for any x ∈ p + . For an arbitrary production plan (X i , Y i ) ∈ Ψ, we define its (inverse) Farrell efficiency as 0 ≤ R i = Yi ρ(Xi) ≤ 1. Once an estimate of ρ is available, estimated efficiencies can be readily obtained. Estimated efficiencies can then be used to construct relative and absolute efficiency rankings for the observed production plans or units. It is hard to overstate the empirical relevance of constructing efficiency rankings. They are used by managers to allocate resources within organizations and consequently establish the natural boundaries of a firm or by policy makers to determine the most efficient allocation of public resources in education, health care, pollution abatement, etc. Fried (2008) provides a comprehensive survey of the empirical/applied use of such rankings.
There exists two main statistical approaches for modeling production frontiers. The deterministic approach is based on the assumption that all observed data lie in Ψ, i.e., P ((X i , Y i ) ∈ Ψ) = 1 for all i, where P is a probability measure. In these models, any deviation of realized output Y i from ρ(X i ) is attributable to unobserved inefficiencies of the production plan i. The stochastic approach allows for random shocks to the production process. As a result, observed output Y i at any input level can be smaller or larger than ρ(X i ). As a result, it may be that P ((X i , Y i ) / ∈ Ψ) > 0 for some i. Although more appealing from an econometric perspective, separating inefficiency and random shock in stochastic frontier models requires strong parametric assumptions on the joint density of (X i , Y i ) (Aigner et al. (1977) , Fan et al. (1996) , Kumbhakar et al. (2007) , Martins-Filho and Yao (2014) ). In contrast, deterministic frontier models can be estimated under much milder restrictions on the stochastic process generating χ n .
Estimation and inference for deterministic frontier models has been largely conducted using DEA (data envelopment analysis) and FDH (free disposal hull) estimators (Charnes et al. (1978) , Deprins et al. (1984) ). Although the asymptotic properties of DEA (Kneip et al. (2008) ) and FDH (Park et al. (2000) ) are now well known, these estimators are not robust to extreme values, are inherently biased downward and generate estimated frontiers that are either non-smooth or discontinuous.
To remedy these problems a number of alternative nonparametric frontier specification and estimation procedures have been proposed (Aragon et al. (2005) , Martins-Filho and Yao (2007, 2008) , Daouia and Simar (2007) , Daouia et al. (2009 Daouia et al. ( , 2010 Daouia et al. ( , 2012 ). In this paper we add to this literature by considering a novel estimator for the multiplicative nonparametric frontier model first proposed in Martins-Filho and Yao (2007) . We assume that output Y i is generated by
where R i is an unobserved random variable representing efficiency and taking values in the interval [0, 1], X i is an observed random vector representing inputs taking values in p + , σ(x) : p + → (0, ∞) is a measurable function, σ R is an unknown parameter and the production frontier is given by ρ(x) ≡ σ(x) σ R . In this model R i has the effect of contracting output from optimal levels that lie on the production frontier. The larger R i the more efficient the production unit because the closer the realized output is to that on the production frontier. We assume that E(R i |X i = x) ≡ µ R where 0 < µ R < 1 and V (R i |X i = x) ≡ σ 2 R . Here, the parameter µ R is interpreted as a mean efficiency given input usage and the common technology Ψ, whereas σ R is a scale parameter for the conditional distribution of R i that also locates the production frontier. Its shape is captured by σ(x). These conditional moment restrictions together with equation (1) 
The model can therefore be rewritten as,
where
Given the location-scale nature of (2), we follow Fan and Yao (1998) and propose an estimation procedure that consists of three stages: first, m(x) is estimated using the local linear estimator of Fan (1992) ; second, squared residual from the first stage are used in a local exponential procedure to estimate the conditional variance σ 2 (x) as in Ziegelmann (2002); third, the estimated conditional variance from stage 2 is used to estimate σ R based on an anchoring assumption to be discussed in Section 2. The estimator is fairly easy to implement as it involves standard nonparametric procedures. In addition, the frontier estimator has a number of desirable characteristics: first, contrary to the frontier estimators in Aragon et al. (2005) , Daouia et al. (2009) and Martins-Filho and Yao (2008) , it is a smooth function of input; second, although the frontier estimator envelops the data, it is not intrinsically biased as the popular DEA (data envelopment analysis) and FDH (free disposal hull) estimators, therefore no bias correction is needed; third, the estimator is fairly robust to outliers and extreme values. In addition, our estimation procedure leads to a frontier estimator that is consistent and asymptotically normal when suitably centered and normalized. Lastly, our estimation procedure improves on the estimator developed in Martins-Filho and Yao (2007) in that our procedure assures that the estimated conditional variance function (and estimated frontier) is always positive. Potential negativity of the estimated variance may be a major impediment in empirical studies that use Martins-Filho and Yao (2007) . Our proposed estimator is also shown to have desirable small sample properties as revealed by a Monte Carlo study which provides both evidence on the estimator's finite sample behavior and its performance relative to the estimator proposed in Martins-Filho and Yao (2007) .
Besides this introduction, our paper has five more sections. Section 2 presents the deterministic frontier model under consideration, lists the assumptions on the data generating process and gives a detailed description of the estimator. Section 3 provides the main theorems which characterize the asymptotic behavior of the estimator. Section 4 contains a Monte Carlo simulation and in Section 5 we apply our methodology to construct an efficiency ranking for branches of financial institutions in the United States. Finally, Section 6 provides a summary and conclusions.
Statistical Model and Estimation Procedure
In this section we provide a full specification of the statistical model under consideration and give a detailed description of the estimation procedure. We start by listing a set of assumptions that are sufficient to establish the main asymptotic results in Section 3. Assumption A1. 1. Z i = (X i , R i ) for i = 1, 2, · · · , n is an independent and identically distributed sequence of random vectors with density g. We denote by g X (x) and g R (r) the common marginal densities of X i and R i respectively, and by g R|X (r; X) the common conditional density of
where f (x) is everywhere differentiable with derivatives of order d = 1, 2 denoted by f (d) (x). 5. σ(x) ≤B σ < ∞ for all x ∈ S X . 6. We denote the first and second derivatives of σ 2 (·) : S X → by σ 2(1) (x) and σ 2(2) (x) and assume that |σ 2(2) (x)| <B 2σ for all x ∈ S X . Assumptions A1 and A2 imply that
is an iid sequence of random vectors, which is a typical assumption in the deterministic frontier literature. Contrary to Park et al. (2000) and Kneip et al. (2008) we do not need to assume that the joint density of (Y i , X i ) is positive at the frontier, which can be too restrictive in some settings. In contrast, for asymptotic normality we require, as in Martins-Filho and Yao (2007) , that max 1≤i≤n R i approaches 1 at a suitable rate when n → ∞ (see Theorem 3 below). Assumption A2.4 assures that for any unknown and arbitrary f (x), we have σ(x) > 0.
The following assumption is standard in nonparametric estimation and involves only the kernel K. We observe that A3 is satisfied by commonly used kernels such as the Epanechnikov, Biweight and others. Assumption A4 is a Lipschitz condition on the marginal density of X which can be relaxed (Mynbaev and Martins-Filho (2010) ) at the expense of greater mathematical complexity.
is a symmetric density function with bounded support satisfying: 1.
We propose the following three stage estimation procedure. First, for any x ∈ p + we obtainm(x; h n ) ≡α where
The bandwidth h n satisfies 0 < h n → 0 as n → ∞. This is the local linear kernel estimator of Stone (1977) and Fan (1992) with regressand Y i and regressors X i . In the second stage, we follow Ziegelmann (2002) by defining
and obtainσ 2 e (x; h n ) ≡ exp(θ 1 ), where
This provides an estimatorσ(x; h n ) = σ 2 e (x; h n ) 1/2 . In the third stage, an estimator for σ R is obtained by defining
As observed in Martins-Filho and Yao (2007) the estimation of σ R by s R is justified by assuming that there exists one observed production unit whose production plan lies on the estimated frontier. This is the anchoring assumption we referred to in the introduction. As a consequence the forecasted value for R i associated with this unit is identically one. We emphasize that the estimator s R depends on the bandwidth h n throughσ(X i ; h n ). Furthermore, in what follows it is desirable to distinguish the bandwidth used in the first two stages of estimation, which we will denote by h n , from that used in defining s R , which we will denote by g n , where 0 < g n → 0 as n → ∞. Therefore, we represent the production frontier estimator at x ∈ p byρ(x; h n , g n ) =σ gn) . Note that by construction, provided that the chosen kernel K is smooth,ρ(x; h n , g n ) is a smooth estimator that envelops the data (no observed pair (Y i , X i ) lies above (ρ(X i ; h n , g n ), X i )) but may lie above or below the true frontier ρ(X i ), therefore avoiding the inherent bias of DEA and FDH estimators.
Asymptotic Characterization of the Estimator
Due to the similarity between our proposed estimation strategy and that proposed in Martins-Filho and Yao (2007) , most of our focus will be on establishing the asymptotic properties of the second stage estimator under exponential smoothing. For simplicity, but without loss of generality, all of our results are for the case where p = 1. For the case where p > 1, all results hold with appropriate adjustments on the relative speed of n, h p n and g p n . The proofs for all results are provided in Appendix 2.
We start by noting that σ 2(1) (x) = exp(f (x))f (1) (x) and therefore a local linear approximation for
When necessary we will denote by θ
2 we write the second stage estimator as
2 . We will first provide the asymptotic properties of the estimator γ * 1 (x) defined by
where γ 1 = exp(θ 1 ) and γ 2 = θ 2 exp(θ 1 ). To this end we first obtain the following auxiliary lemma.
uniformly in G, with
Lemma 1 reveals that to ascertain the uniform order in probability of
in a compact set G, it suffices to investigate the order of the absolute value of the terms
However, given assumption A3 of compact support for the kernel K, it suffices to investigate the order of |c 1 (x)|.
3 In Theorem 1 we provide the exact order of
and establish that under suitable normalization and centering γ * 1 (x; h n ) is asymptotically normally distributed.
Theorem 3.2 Suppose that assumptions A1-A4 hold. In addition assume that
It is a direct consequence of Theorem 1 and the equality
. Theorem 1 relies on the uniform consistency ofθ(x) as an estimator of θ 0 (x) in the compact set G. The next theorem establishes the desired uniform consistency ofθ(x).
Theorem 3.3 Assume that A1-A4 hold and that for all x fixed in a compact subset G of (0, ∞) we have that (θ 1 (x),θ 2 (x)) satisfy the following estimating equations
Furthermore, assume that for any fixed x, θ 0 (x) is in the interior of a compact setΘ
It is a direct consequence of Theorem 2 and the second part of the proof of Theorem 1 in Hall et al. (1999) 
Combined with Theorem 1 we have,
The results in Theorems 1 and 2 refer to the estimatorσ(x; h n ) = exp(θ 1 (x)), but since our main interest lies
, a complete characterization of the asymptotic behavior of the frontier estimator requires a characterization of the asymptotic behavior of s R (g n ), and how it combines with the results obtained from Theorem 1 forσ(x; h n ). The following Theorem 3 is presented without proof, as it can be obtained directly from Martins-Filho and Yao (2007) in combination with Theorems 1 and 2 given above. Part a) of Theorem 3 is a general result regarding the order in probability of s R (g n )−σ R . It states that if the estimatorσ(x; g n ) used to obtain
where L n is an arbitrary nonstochastic sequence such that 0 < L n → 0 as n → ∞,
The result is useful in that from part a) of Theorem 1, if
Hence, together with the assumption that 1 − max
. It should be noted that the required boundedness in probability of 1 − max 1≤i≤n R i is not necessary to establish the consistency of s R (g n ), which results directly from part a) of Theorem 1. Its use is confined to part b) of Theorem 3, where we use the result on the order of s R (g n ) to obtain the asymptotic normality ofρ(x; h n , g n ) under a suitable normalization.
Theorem 3.4 Let L n be a nonstochastic sequence such that 0 < L n → 0 as n → ∞ and suppose that (1)
The conditions on the order of the bandwidths h n and g n are also crucial for asymptotic normality of the estimated frontier. In particular, they imply that the bandwidth h n , used in the first and second stages of the estimation, must satisfy nh 5 n = o(1), which represents an undersmoothing in the estimationσ(x, h n ). In addition, the bandwidth g n used to obtain s R in the third stage must converge to zero slower than h n . The requirement ng 5 n → ∞ in the estimation of s R is necessary only in that it provides a convenient order for B 2n .
A sharper result on the bias term B 2n can be obtained by assuming that
. In this case part (b) of Theorem 2 can be extended to give
. We note that this increased precision in the expression of the bias is unnecessary for inference purposes, since it is normally conducted under the assumption that nh n g 4 n → 0, in which case √ nh n B 3n → 0 as n → ∞. If we compare the preceding result to that obtained from Theorem 2 in Martins-Filho and Yao, we can see that the two estimators have exactly the same asymptotic variance (resulting in the same efficiency) but a different bias. The difference is governed by the term L (2) (0, θ 0 ). As mentioned in Ziegelmann (2002), since L (2) (0, θ 0 ) is a nonnegative quantity, we conclude that the bias of the estimator we propose can be smaller than that of the local linear estimator if σ 2(2) (x) is nonnegative and greater than L (2) (0, θ 0 ). Our results show that a local exponential estimator can be incorporated into the second stage estimation replacing the local linear estimator without loss of consistency or asymptotic normality, previously established under the assumptions of Martins-Filho and Yao (2007) .
Monte Carlo Study
In this section we investigate some of the finite sample properties of our estimator, henceforth referred to as NPE, via a Monte Carlo study. For comparison purposes, we also include in the study the local linear frontier estimator proposed in Martins-Filho and Yao (2007) , referred to as NP. We note that in Martins-Filho and Yao (2007) an extensive Monte Carlo study was performed comparing their estimator to the bias-corrected FDH estimator. They find that in most experiments considered the NP estimator outperforms bias-corrected FDH in terms of bias, MSE and the various efficiency criterion measures considered in their paper and herein (see discussion below). Given the relative performance of NPE and NP discussed below, we do not report results on the relative performance of the NPE estimator and the bias corrected FDH.
Our simulations are based on model (1), i.e.,
, with p = 1. We generate data with the following characteristics. The X i are pseudorandom variables from a uniform distribution with support given by [a l , b u ]. R i = exp(−Z i ), where Z i are pseudorandom variables from an exponential distribution with parameter β > 0, therefore R i has support on (0, 1]. We consider three specifications for σ(x):
These functions are associated with concave, non-concave nor convex and convex production frontiers, respectively. Two parameters for the exponential distribution are considered: β 1 = 3 and β 2 = 1/3. These choices of parameters produce, respectively, the following values for the parameters of g R|X : (µ R , σ 2 R ) = (0.25, 0.08) and (0.75, 0.04). Three sample sizes n = 200, 400, 600 were used.
An important aspect in the implementation of our frontier estimator is bandwidth selection. We consider the following rule-of-thumb bandwidth.
The sequence {σ
is estimated with an ordinary least square quartic regression of {ˆ
is estimated via local linear regression with a rule-of-thumb bandwidth as in Ruppert et al. (1995) .
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, with a rule-of-thumb bandwidth λ n as in Ruppert et al. (1995) and Fan and Yao (1998) .
The results of our simulations are summarized in Figures 2-19 that appear in Appendix 1. Whenever negative estimates for σ 2 (·) occur in the case of NP, the sample is discarded. In this case, another sample is generated until 1000 valid repetitions are obtained. Figures 2-19 give boxplots of MSE for the frontier function estimatorρ(·), shape function estimatorσ(·), location parameter estimator s R , and efficiency estimatorR i . Each boxplot is constructed from 1000 points (repetitions), where each point corresponds to a sample draw and is calculated as the squared Euclidean distance between the estimate and true value of ρ(·), σ(·), σ R and R i . The thick horizontal line inside the rectangle in each boxplot corresponds to the median of the distribution, and the rectangle height corresponds to interquartile range. Consequently 50% of data is represented by the rectangle. The two thin horizontal lines below and above the rectangle are the whiskers. The whiskers extend to the most extreme data point which is no more than 1.5 times the interquartile range. General regularities: As expected from the asymptotic results of Section 3, as the sample size n increases, the boxplots show that MSE decreases for the totality of simulations for all estimators and values for µ R considered.
We now turn to the impact of different values of µ R on the performance of NPE and NP. Regarding s R ,σ(x), the frontier estimator and the efficiency, the best performance in terms of MSE occurs when µ R = 0.25. The relative diminished performance when µ R = 0.75 is most likely explained by the fact that for this DGP σ 2 R is half of its value in other DGP, contributing to its higher variance as suggested in Theorem 2. Remark 1. It is worth noting that most of the frontier estimators available in literature present better performance as the concentration of firms near to the frontier increases. Since NP and NPE estimators are based on conditional variance, their performance are disregard of that concentration. Therefore they may be valuable alternatives to estimating production frontiers in situations such that the majority of firms are not close to the frontier. Relative performance of estimators: For β 1 = 3 there are no great differences between NP and NPE. Some exceptions occur when we use the DGP with σ 1 (x). In this case, NP performs better than NPE with some exception regarding dispersion of the MSE in frontier function estimator. See Figures 2-10 . The main differences in performance occur when we use β 2 = 1/3. In this case, on estimating the production frontier (Figures 11-19 ) there seems to be evidence that NPE dominates NP in terms of MSE in all cases considered.The gain of NPE seems to be on estimating σ R , since that NPE outperforms NP on estimating σ R , while NP does a slightly better job than NPE on estimating frontier shape function. Remark 2. NP and NPE performances are quite similar in the most favorable case for both of them, that is, with β 1 = 3. Nevertheless, NPE performs better in the hardest design. Therefore it seems to be a valuable tool in estimating the frontier if compared with the NP estimator. Furthermore, in the next section we shall see that preventing negative estimates for the variance may be important in empirical work.
Empirical exercise -The Case of a Production Frontier for Bank Branches in the United States
We illustrate the use of our methodology by analyzing United States (US) bank data. The goal is to estimate a production frontier for bank branches in the US territory using cross sectional data from 2009. The data source is the Federal Deposit Insurance Corporation (FDIC) and all data are publicly available from FDIC's website (http://www2.fdic.gov/SDI/main.asp).
We only consider one input and one output. If multiple inputs are considered, one can avoid slow convergence rates due to increased number of regressors (curse of dimensionality) by reducing the number of conditioning variables via principal components analysis, for instance. In order to measure branch output we use net loans and leases (nll), whereas to measure branch inputs we consider total deposits (td). We restrict our sample to branches working with total deposits between US$ 10,000.00 and US$ 1,000,000.00 corresponding to net loans and leases between US$ 10.00 and US$ 1,000,000.00. Moreover, we project the inputs into the interval [0,1] to facilitate the bandwidth choice. For sake of comparison with our proposed estimator, we include in our analysis both the FDH estimator and the nonparametric linear estimator of Martins-Filho and Yao (2007) . Figure 1 shows the estimated frontiers for US territory and Table 1 presents the efficiency rank for the 30 most efficient branches. The smoothness level for NP is the highest we can get without obtaining negative scale estimates using a non variable bandwidth. Therefore, the NP estimator fails in providing nonnegative estimates for the conditional variance using larger bandwidths. Such a result advocates in favour of the NPE estimator, which possesses the natural nonnegativity property.
Our analysis here amounts to descriptive comments of the empirical results and should obviously be complemented by a more in depth knowledege of the banking industry and state regulatory environment. Our goal was simply to illustrate the use of our estimation method and how it can be useful in analyzing the efficiency of a particular industry.
Summary and Conclusions
In this paper we use the idea of local exponential smoothing to improve the nonparametric frontier estimator proposed by Martins-Filho and Yao (2007) . Their estimation strategy suffered from the undesirable property of potentially generating negative estimated conditional variances. Local exponential smoothing prevents this problem. In addition, there seems to be finite sample gains in adopting exponential smoothing. These gains are particularly large in the estimation of the location parameter in the frontier model. Our simulation results confirm and give added support to those in Ziegelmann (2002). We also illustrate our approach via an empirical data frontier analysis, offering the practitioner an applied viewpoint. Fan, J. & Yao, Q. (1998 Proof of Lemma 1. Given the algebraic structure of the optimand in equation (3) we can write
we have by the Cauchy-Schwarz inequality that
From part (b) of Lemma 1 in Martins-Filho and Yao (2007),
uniformly in G, therefore completing the proof. Proof of Theorem 1. a) Given the comments following Lemma 1, it suffices to investigate the order of |c 1 (x)|. After substituting e i , we write c 1 (
, where
The uniform order in probability of I jn (x) for j = 2, 3, 4 on the set G is given in Martins-Filho and Yao (2007) Theorem 1, part (a). Here we study the order of
σ . Also, since |σ 2(2) (x)| <B 2σ for all x by the same argument in (Martins-Filho and Yao, 2007, p. 307) , we have
Note that whenever
Xi−x hn
All terms in the sum are positive, and since the exponential function is everywhere increasing exp(θ 2 (x)(
From (Martins-Filho and Yao, 2007, p. 306) ,
and sup x∈G
Xi−x hn 2 = O(1). Furthermore, given thatθ 2 (x) is an uniformly consistent estimator for θ 2 (x), we have e |θ2(x)| = e
, and using the results in Martins-Filho and Yao (2007) for I 2n (x), I 3n (x) and I 4n (x) we have
, which completes the proof of part a). b) A direct consequence of a) is the fact that
Hence, provided h 2 n ln(n) → 0 as n → ∞, the asymptotic distribution of
is the same as that of
which can be written as
From Martins-Filho and Yao (2007) we have that
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Note that we can write,
But using the definition of J 2n (x) given in part a) as well as its order in probability we have that the last term is
as n → ∞ by Lebesgue's dominated convergence Theorem. Also,
Observe that
Hence, we conclude that
which completes the proof.
is in the interior of some compact subsetΘ of 2 and satisfies
it suffices to show that there exists D(x, θ) such that D(x, θ 0 (x)) = 0 and sup θ∈Θ,x∈G (van der Vaart (1998) ). We focus on D n,1 (x, θ), the first element of D n (x, θ) and set
Given that e i = (Y i −m(X i ; h n )) 2 we can write
is a uniformly consistent estimator for θ 0 . We start by considering I * 2n (x).
, and sup θ∈Θ sup x∈G |I *
. For I * 22,n (x) we have
R , we will denote this integral by η(X i ). So,
where C is an arbitrary constant. By Lemma 1 -part (a) in Martins-Filho and Yao (2007) sup +O(1) . * 3n (x), which can be written as
= I * 31,n (x) + I * 32,n (x).
We write I * 31,n (x) = L(0, θ)g X (x) , since sup θ∈Θ for X ti = φX t + (1 − φ)X i for some φ ∈ [0, 1]. Thus, we can writê m(X i ; h 1 ) − m(X i ) = h 2 1
We investigate each of these terms separately. First, we write Now, observe that
× µ 1 (x + h 1 φ)h 1 g X (x + h 1 φ)dφ.
Hence, Combining the results on L n,1 (x), L n,2 (x) and L n,3 (x) we have, together with compactness ofΘ, that sup θ∈Θ sup x∈G |I * 32,n (x)| = o p (1). Now, consider
2 (X i − x)e θ2λi(Xi−x) K X i − x h n = I * 41,n (x) + I * 42,n (x).
We consider each of these terms separately. For the second element D n,2 (x, θ) of the vector D n (x, θ) we put D 2 (x, θ) = 0 and note that by assumption A3 it can be verified, given the arguments used above, that sup θ∈Θ,x∈G |D n,2 (x, θ)| = o p (1).
