Creative Commons Attribution-Noncommercial-Share Alike 3.0 Homogeneous nucleation of the crystal phase in n-octane melts was studied by molecular simulation with a realistic, united-atom model for n-octane. The structure of the crystal phase and the melting point of n-octane were determined through molecular dynamics simulation and found to agree with experimental results. Molecular dynamics simulations were performed to observe the nucleation events at constant pressure and constant temperature corresponding to about 20% supercooling. Umbrella sampling Monte Carlo simulations were used to calculate the nucleation free energy for three temperatures, ranging from 8% to 20% supercooling, and to reveal details of the critical nucleus for the first time. The cylindrical nucleus model was found to provide a better quantitative description of the critical nucleus than the spherical nucleus model. The interfacial free energies of the cylinder model were calculated from the simulation data. As the temperature increased, the interfacial free energy of the side surface remained relatively unchanged, at 7 to 8 mJ/m 2 , whereas the interfacial free energy of the end surface decreased significantly from 5.4 mJ/m 2 to about 3 mJ/m 2 . These results, and the methods employed, provide valuable and quantitative information regarding the rate limiting step during the solidification of chain molecules, with ramifications for both short alkanes and polymers.
I. INTRODUCTION
One of the most important phenomena in molecular systems is nucleation of the crystal phase from a homogeneous melt. It is generally the rate-limiting step in the transformation from an amorphous liquid phase to an ordered solid phase, and is fundamental to understanding the kinetics of this phase transition. Although it has been the subject of extensive experimental and theoretical study for decades, 1,2 many aspects of the microscopic mechanism of homogeneous crystal nucleation remain poorly understood, including the rate of formation of the crystal phase, structure and composition of the embryonic crystal nuclei, etc. This problem is especially severe for chain molecules, due to their strong anisotropy and their conformational flexibility. Homogeneous nucleation of a crystal phase of chain molecules from the melt is particularly complex because the ordering of chains or segments of chains is slowed by viscous effects and the multiplicity of conformational states of the chains.
Therefore, even under quiescent conditions, the microscopic mechanisms of chain molecule crystallization remain a subject of debate. 3 For sufficiently long chains and polymers, crystallization is further complicated by entanglement, and the molecules participate in the crystal phase only partially, resulting in the so-called "semicrystalline" state. Nevertheless, semicrystalline polymers account for the largest volume of commercially available polymer. Therefore, understanding the mechanism of crystal nucleation of chain molecules is important not only to fundamental understanding of this phase transition but also to development of industrial applications.
The key problem in the study of homogeneous crystal nucleation is to identify the critical nucleus. Not only is the formation of the critical nucleus the rate-limiting step in the overall crystallization process, but the structure of the critical nucleus serves as the base for the subsequent growth of the crystallite into a new phase. In the case of chain molecules, experiments have been instrumental in resolving complex crystal structures 4 and detecting the onset of crystallization under quiescent conditions or mechanical perturbation [5] [6] [7] [8] , but for the study of the critical nucleus only computer simulations provide the necessary resolution to understand the sequence of events at the molecular level that give rise to crystallization.
In several previous molecular dynamics simulation studies, crystallization has been observed, and the structure of the final crystalline phase has been analyzed. 9, 10 However, the critical nucleation event was never clearly identified in any of these studies. The induction period, which is a characteristic feature of nucleation, and the growth period often could not be clearly distinguished. This is probably due to the exceptional rigidity of the chain models often adopted, which artificially accelerates crystallization for the purpose of observation on the simulation time scale. Rigid chains have substantially higher melting temperatures and exhibit different kinetics of crystallization from those of semi-flexible chains. 11 Meanwhile, robust simulation methods have been developed and applied to study the critical nucleus in relatively simple systems like the Ising model, the Lennard-Jones model, the hard-sphere model, and water vapor. [12] [13] [14] [15] [16] However, to our knowledge, none of these methods has been used to investigate the nucleation event during crystallization from a homogeneous melt in a chain molecule system.
In this work, we use molecular simulation and a realistic, semi-flexible alkane model to study primary crystal nucleation of the short-chain molecule n-octane from the homogeneous melt. Specifically, we identify for the first time the critical nucleus of n-octane, examine the structure and free energy of the critical nucleus, and use these to discriminate between several simplified nucleus models. Both molecular dynamics and Monte Carlo methods are employed, and their results compared. The n-octane system was chosen because it has no rotator phase 17 to complicate the interpretation of the phase transition, and because it is known to crystallize on a time scale accessible by molecular dynamics simulation.
II. Theory
Classical nucleation theory (CNT) 1 has been widely used to describe homogeneous nucleation. According to CNT, a crystal nucleus consisting of the thermodynamically most stable phase is separated from the surrounding liquid by a sharp, infinitely thin interface. For temperatures below the melting point, the competition between the free energy gain of the interior of the nucleus and the free energy cost of the interface creates a free energy barrier. The time required to surmount this free energy barrier results in the observed induction period before a nucleation event.
According to CNT, for a spherical nucleus of radius R, the free energy of formation ΔG can be written as
where σ is the crystal-liquid interfacial free energy per unit area and ΔG v is the Gibbs free energy difference per unit volume between the liquid and crystal phases at the same temperature. Eq. (1) can be rewritten in terms of nucleus size n as
where nucleus size n is the number of molecules in the nucleus, ρ n is the molecule number density of the crystal phase, and
is the Gibbs free energy difference per molecule.
For a small degree of supercooling, ΔG m can be expressed as
For crystal nucleation of chain molecules, a cylindrical nucleus model might be more suitable. [6] [7] [8] This model distinguishes two types of surface: the chain-end surface and the chain-side or lateral surface. The free energy of formation of a cylindrical nucleus with radius r and length l can be written as
where σ e and σ s are the crystal-liquid interfacial free energies per unit area for the end surface and the side surface, respectively. If both the radius and the length of the cylinder vary, the critical free energy ΔG * is
and the critical nucleus has length l * and radius r * given by
and
respectively. Thus the critical nucleus size n * for the cylindrical nucleus model of variable length is
For both the spherical and cylindrical nucleus models, a simple relation exists between the critical size n * and the critical free energy ΔG * :
Eq. (11) can be used to examine the spherical model and the cylindrical model of variable length.
For short-chain molecules, the critical cylinder length l * can be greater than the length of the respective chain molecule length l 0 . In this case, a more appropriate model for the cylindrical nucleus may be one in which the length of the critical nucleus is fixed and equal to l 0. In this model, the free energy of formation is expressed as
or, in terms of nucleus size n,
Thus, by finding the maximum of ΔG with respect to n in Eq.(13), the critical free energy for the cylindrical nucleus model of fixed length is found to be
and the critical nucleus size is
Conversely, if the values of ∆G * and n * are known, then the interfacial free energies can be calculated from
According to transition state theory, the nucleation rate I is given by
where I 0 is a kinetic prefactor, and k B is the Boltzmann factor. I 0 is given as
where 0 v N is the molecule number density in the melt state, and v is the frequency of molecular transport at the nucleus surface. Furthermore, v can be approximated using the Stokes-Einstein relation
where a 0 is the molecular diameter and η is the viscosity. 8 The critical free energy 
III. Method
A. System. We simulated a system containing either 480 or 960 n-octane chains using the isothermal-isobaric (NPT) ensemble with the pressure P set at 1 atm.
Simulations in which the crystal phase spanned one or more dimensions of the simulation box were conducted with fully variable side lengths and angles of the simulation box; for all other simulations, the angles were fixed at 90° and only the side lengths were allowed to vary independently. Periodic boundary conditions were employed in all three directions.
B. Force Field. We used a united-atom (UA) force field proposed originally by Paul, Yoon, and Smith 18 and modified subsequently by Waheed et al. 19, 20 , designated PYS.
This force field was parameterized using experimental data and quantum calculations on short alkanes and has been shown to describe polyethylene melts accurately. 18, 21 In this force field, polyethylene and alkane chains are composed of spherical beads, or "united atoms," each representing a CH 2 group (or CH 3 for the terminal beads).
CH 2 and CH 3 beads differ only in mass. Each bead interacts through bonded and nonbonded potentials. The bond stretching potential between two adjacent beads is
where l is the length of bond, k l is the bond stretching constant, which is equal to 1.46 × 10 5 kJ/mol/nm 2 , and l 0 is 0.153 nm. The bond angle bending potential among three adjacent beads is
where θ is the complement of the bond angle, kθ is the angle bending constant, which is 251.04 kJ/mol/rad 2 , and θ 0 is 1.187 rad. The bond torsion potential among four adjacent beads is [ ]
where ϕ is the torsion angle, the torsion constant k 1 is 6.78 kJ/mol, k 2 is -3.60 kJ/mol, and k 3 is 13.56 kJ/mol.
The nonbonded interactions are described by a Lennard-Jones 12-6 potential for all intermolecular interactions between beads on different chains and for intramolecular interactions between beads on the same chain that are separated by four or more bonds, 12 6 4
where ε is 0.39 kJ/mol, and σ is 0.401 nm. The Lennard-Jones potential was truncated at 2.5σ, and tail corrections were added for potential energy and pressure that assume the radial distribution function g(r) =1 beyond this cutoff.
C. Molecular Dynamics Simulation. Molecular dynamics (MD) simulations are suitable for obtaining a direct, unbiased, kinetic description of the nucleation process for small molecules at moderate to large supercooling. However, for large molecules or small supercooling, if the critical free energy of nucleation is too high, the spontaneous crossing of the free energy barrier becomes very unlikely, and nucleation cannot be observed in the timescale accessible by brute-force MD simulations.
We carried out MD simulations using open source code for the DL_POLY package 22 and the LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator)
package. 23 The DL_POLY package was used for simulations to determine the crystal structure, melting point and heat of fusion of n-octane, where independent variation of the box angles was required; for all other MD simulations, LAMMPS was used. In the MD simulations, the initial velocities of all beads were generated from the Maxwell-Boltzmann distribution according to the desired temperature, and the equations of motion were integrated using the velocity Verlet method with an integration time step Δt equal to 2fs. Waheed et al. 19 and Lavine et al. 24 have previously evaluated the effect of the integration time step during the MD simulation of n-alkanes with this PYS force field. They found that changing Δt from 1 fs to 5 fs increased the bond energy, the angle-bending energy, and the relaxation time for the chain-orientation autocorrelation function by approximately 10%. The consequence of these errors was mitigated through the use of a thermostat, such that no detectable difference in crystallization kinetics was observed for simulations with Δt between 1 and 5 fs.
For a reaction coordinate to characterize crystallization, we monitored the size of the largest crystal nucleus in the system, n max , during the simulation. This choice was made because the dynamics of the nucleation process is dominated by the biggest nucleus in the system. 15 In calculating the nucleus sizes n, we adopted the definition of nucleus used by Esselink: 10 if two chain molecules have the same orientation and are neighbors, then they belong to the same nucleus. They are considered to have the same orientation if the angle between their main axes is less than or equal to 10 degrees, and they are neighbors if their centers of mass are less than or equal to 1.5σ
apart. The main axis of a molecule is the principal axis with the smallest moment of inertia. By this definition, one molecule is either part of the nucleus or not; it cannot be "partially crystalline." Because the PYS force field predicts a persistence length of about 0.8 nm, 25 which is comparable to the extended length of one n-octane chain, 0.82 nm, assuming that every chain of n-octane joins the crystal as a whole, rather in segments, is reasonable.
In addition to n max , two other variables that measure the order of the system were monitored. The first variable is the global orientation order parameter, P 2 , which is defined as
where θ ij is the angle between the vector from the (i -1) th bead to the (i + 1) th bead, and the vector from the (j -1) th bead to the (j + 1) th bead. The average is taken over all pairs of chords and over all molecules. The second variable is the fraction of torsions in the trans state in the system, P trans . A trans state for a torsion angle is defined as a state in which the torsion angle is between -60° and +60°. P 2 and P trans are standard measures of the global order in a chain molecule system. In comparison, n max is a measure of the local order.
Several methods have been developed to estimate the critical nucleus size n * from MD simulations. 13, 16 These methods are presented in different ways, but they are interrelated. 26 The approach by Wedekind et al. 16 makes particularly clear the link between the classical theoretical treatment and the quantities available by MD simulation, and was employed here. According to this method, as long as the critical free energy is relatively high (∆G * >> k B T), the mean first passage time (MFPT) of the maximum nucleus size, τ(n max ), takes the form 27 The application of biased MD simulations, however, is limited because the biasing parameter needs to be an explicit function of particle coordinates for the biasing force to be calculated. By contrast, biased MC simulation
does not have such a limitation; therefore biasing techniques are easier to implement in MC simulations than in MD. Furthermore, MC simulation allows the use of unphysical moves, e.g., end-bridging moves, 28 to sample phase space more efficiently. This sampling efficiency is essential to equilibrate systems of complex molecules like polymer melts.
In our Monte Carlo simulations, each Monte Carlo cycle consisted of N beads trial moves, where N beads was the total number of beads in the system. The trial moves were randomly chosen from three types: (1) local displacement of one bead, (2) reptation of one end bead, and (3) configuration-biased re-growth 29 . These three moves were chosen with relative probabilities of 50:45:5. In addition, each Monte
Carlo cycle also contained five volume change moves. The relative probabilities of all four types of Monte Carlo moves were chosen to obtain rapid equilibration, as measured by the mean-squared displacement (MSD) of beads and decay of the chain end-to-end vector autocorrelation. The acceptance ratios for the displacement and volume change moves were both 50%, controlled through the choice of the maximum bead displacement and maximum volume change. For configurationbiased re-growth, the number of beads displaced was chosen uniformly and randomly between 1 and 8. No attempt was made to optimize the acceptance ratios of the configuration-biased re-growth or the reptation moves. Their acceptance ratios under these simulation conditions were 16% and 0.3%, respectively.
The umbrella sampling technique 30 was used to sample the free energy of formation of crystal nuclei during MC simulation. In umbrella sampling, a biasing potential energy is added to improve the sampling of configurations with small Boltzmann factors; the bias is subsequently removed during analysis of the results.
We chose a fixed biasing potential E bias (Φ) = kΦ/2(Φ -Φ target ) 2 in our free energy sampling, where Φ is the chosen reaction coordinate. The center and width of the sampling window depended on Φ target and kΦ , respectively. We divided the whole sampling range [Φ init , Φ final ] into a series of overlapping windows. The initial configuration for each window was extracted from a MD trajectory that exhibited nucleation, such that the initial configuration had a Φ value in the corresponding window.
To implement umbrella sampling, we first carried out a sequence of m Monte Carlo moves without the biasing potential; then we calculated the value of Φ and accepted or rejected the whole sequence based on the change in the biasing potential,
, where ΔE bias is the difference in the biasing potential before and after the sequence:
(after) (before)
We used a sequence consisting of one MC cycle. In principle the biasing potential could be applied after every Monte Carlo move, but, in this case, the calculation of the reaction coordinate Φ was computationally expensive, and the value of Φ was strongly correlated from one Monte Carlo move to the next, so that the statistics could not be improved much using a shorter sequence. Sampling was performed once per sequence.
The reaction coordinate Φ was chosen to be the size of the largest crystal nucleus in the system, n max . We divided the reaction coordinate range 0 ≤ n max ≤ 40 into approximately eight overlapping sampling windows and used kΦ = 0.05 k B T for all windows. In each window, an initial configuration was relaxed for 2 16 = 65,536 MC cycles, and then statistics were taken over a run of 2 18 = 262,144 MC cycles.
IV. RESULTS AND DISCUSSION
A. Determining the crystal structure
In order to test the performance of the PYS force field in the crystal phase, we prepared a system of 480 chains with the experimentally determined crystal structure 31 and equilibrated it at 200K using MD simulation. Table I compares the simulated crystal structure with the experimental one.
Being a UA force field, the PYS force field does not treat hydrogen atoms explicitly, thus resulting in a tilted hexagonal structure (γ=120°). In addition, the ordered phase generated by this force field at 200K is, in fact, a "rotator" phase 32 , as shown in Fig.   1 and confirmed by the distribution of chain orientation shown in Fig. 2 , rather than a perfect representation of the n-octane crystal. The chain orientation in Fig. 2 is defined as the azimuthal angle of a vector in the x-y plane. This vector points from the average of the projection of all odd beads on one chain on the x-y plane to that of all even beads on the same chain. Translational registry of the chain centers of mass is maintained in all three directions, which precludes this phase being a liquid crystal phase. The differences between our simulated crystal structure and the experimental one can be remedied by employing an all-atom (AA) force field 33 but not by an anisotropic united-atom model (AUA) 34 . Nevertheless, nucleation of the ordered, rotator phase is considered to be a sufficiently close approximation to that of the crystalline phase in n-alkanes for purposes of this study.
B. Determining the equilibrium melting point and the heat of fusion
The equilibrium melting temperature T m is a crucial reference point for subsequent analysis of crystallization behavior. Ko et al. 35 used a force field similar to PYS and indirectly estimated the T m of C400 to be within 10K of the experimental value, 410K 36 . Waheed et al. 19 also used the PYS force field and reported the melting of n-eicosane around 345K for a system with periodic boundaries, compared to the experimental value of 310K 37 . The discrepancy in Waheed's study was explained to be due in part to the superheating required to nucleate the melt phase within an essentially infinite crystal (because of the periodic boundary conditions in the simulation); in real systems, melting typically proceeds from the surface inward.
To avoid this problem, we determined T m using a simulation with a crystal-melt interface, as proposed by Bai et al. 38 For this purpose, we first created a system comprising a perfect crystal of 480 chains and then increased the Lennard-Jones parameter ε for half of the system by a factor of two, effectively raising the melting point for this half of the system to some T m ʹ′ > T m . Then, by trial-and-error, we chose a temperature T 1 between T m ʹ′ and T m such that the unmodified half of the system melts, thus generating a system with a flat crystal-melt interface parallel to the (100) crystal facet. For this purpose, T 1 was set to 300K. Then all beads were restored to the original ε value, and the system was quenched to a lower temperature T 2 between
200K and 220K. (The experimental value of T m for n-octane is 216.4K.) We then monitored the displacement of the crystal-melt interface at T 2 (Fig. 3) .
The crystal fraction in the simulation was quantified using the global orientation order parameter P 2 . An increase of the crystal domain at the expense of the melt domain is signaled by an increase of P 2 , indicating that the temperature of that simulation is lower than T m . If P 2 decreases, then the simulation temperature is higher than T m . Thus, T m is identified with the value of T 2 at which P 2 remains essentially unchanged with time. At each T 2 , four MD simulations were performed using randomized initial velocities, with similar results. Fig. 4 shows representative trajectories at five different T 2 s. Through this procedure, we determined that T m = 212 ± 1K for n-octane using the PYS force field, which agrees well with the experimental value 216.4K.
The heat of fusion per molecule at the melting temperature is an important quantity for phase transition studies. It is calculated from
where the changes of energy and volume are due to the phase transformation at constant pressure and constant temperature. At constant temperature, the kinetic energy does not change, so we only measured the potential energy and average density at the simulated equilibrium melting temperature T m = 212K for crystal and melt states, respectively. These values and the average density of both crystal and melt states at several temperatures are presented in Table II . The calculation yields ∆H f = 12.7 ± 0.2 kJ/mol. As a comparison, the value cited by Oliver et al. 7 is ∆H f = 20.68 kJ/mol. We attribute this difference to the fact that our simulated crystal phase is a "rotator" phase, rather than a perfect crystal phase.
C. Molecular dynamics simulation of the nucleation process
Having determined the equilibrium melting temperature T m , we performed MD simulations to study crystal nucleation in n-octane melts. First the system was equilibrated in the melt state at 250K for 1 ns; then it was quenched to 170K, which is about 20% supercooling. In a typical trajectory after quenching (Fig. 5) , three time periods can be observed: (i) an initial period from t = 0 to 2 ns, during which the potential energy decreases rapidly to re-establish equipartition of energy after the quench; (ii) an induction period from t = 2 to 31 ns, during which the system is metastable and there is no evidence of a nucleation event; and (iii) a period of crystal growth after a nucleation event occurs (t > 31 ns). Around t = 28 ns, a nucleus with n ~ 27 apparently forms but is short-lived. Around t = 31 ns, another nucleus forms that grows rapidly to a size of n ~ 25 and then serves as the object from which the rest of the system crystallizes. This observation is consistent with the picture of classical nucleation theory. As demonstrated below, the top of the free energy barrier is relatively flat, and there is a finite probability that any particular nucleus of size comparable to the critical value, n*, will either re-cross the barrier and melt or else proceed to form a stable crystal phase. The onset of nucleation is clearly represented by a sudden increase of n max , whereas overall density, potential energy, P 2 , and P trans are all less sensitive to the nucleation event and show delayed response to nucleation.
In order to evaluate how the nucleus definition influences this result, we re-analyzed the same MD trajectory using two additional sets of cutoffs in Esselink's nucleus definition, i.e., (θ c = 15°, r c = 1.8σ) and (θ c = 5°, r c = 1.3σ) (Fig. 6) . The n max curve with cutoffs (θ c = 5°, r c = 1.3σ) displays considerable fluctuation after the nucleation event occurs, at around 32 ns; this fluctuation suggests that the size of a nucleus is overly sensitive to small motions at its surface, and that the nucleus definition is too restrictive. On the other hand, the n max curve with cutoffs (θ c = 15°, r c = 1.8σ) displays "spikes" after the nucleation occurs, which we trace to the "merger" and subsequent "splitting" of two different nuclei; thus, this nucleus definition is too lenient. Therefore we confirmed (θ c = 10°, r c = 1.5σ) to be a good empirical choice for the nucleus definition for purpose of our study.
In all, we performed 48 independent MD simulations for a system of 480 chains and 24 independent MD simulations for a system of 960 chains, each quenched from Wedekind et al.'s method 16 was used to estimate the critical nucleus size n * and the average induction time τ * . The results are n * = 19 and τ * = 24 ± 12 ns for a system of 480 chains, and n * = 21 and τ * = 16 ± 10 ns for a system of 960 chains. Fig. 7 illustrates how to estimate n * and τ * through a fit of Eq. (25) to the MFPT of n max , τ(n max ). Fig. 7 shows a large statistical error in τ(n max ) for n max > n * ; this error is due to the limited number of MD trajectories used for averaging. Moreover, some MD simulations failed to exhibit nucleation throughout their whole simulation time, so τ * is underestimated, more so for the system of 480 chains than for the system of 960 chains because the former has a higher percentage of simulations that failed to exhibit nucleation. Therefore, the induction time τ * estimated for a system of 960 chains is more reliable.
The induction time τ * is equal to the inverse of the product of the nucleation rate I and the volume of the system V:
Plugging τ * = 16 ± 10 ns into Eq. (28), we obtain a nucleation rate I equal to (2.7 ± 0.6) × 10 26 cm -3 sec -1 for a system of 960 chains at 170K, where the system volume is calculated from the melt state density in Table II . We further calculate the critical free energy ΔG * using Eq. (17), where the kinetic prefactor I 0 was calculated by Uhlmann et al. to be 3.71 × 10 32 cm -3 sec -1 . 8 The calculated critical free energy ΔG * is 14.1 ± 0.4 k B T for a system of 960 chains at 170K. However, this value of ΔG * should be treated with caution because it is hard to determine I 0 precisely.
Uhlmann et al. calculated I 0 using Eq. (18)- (19) , an approximation that is good for molecules of isotropic shape, e.g., fused salts, metals, and simple organic liquids.
However, the n-octane molecule is anisotropic, and only those molecules that reach the nucleus surface with certain orientations contribute to effective attachment.
Therefore I 0 is overestimated by Eq. (18)- (19), and thus ΔG * is also overestimated.
It is desirable, then, to employ another simulation method from which one can calculate the critical free energy ΔG * directly, without having to invoke additional assumptions or approximations.
D. Monte Carlo sampling of the nucleation free energy barrier
The free energy of formation, or reversible work, of a n-sized nucleus, ΔG(n), can be calculated from the equilibrium nucleus size distribution, as follows:
where N(n) is the number of n-sized nuclei observed during the simulation, and N c is the total number of sites in the system on which nuclei can form, which is equal to the total number of chains in the system. Because a 1-sized nucleus correspond to a molecule in the melt state, the constant in Eq. (29) can be determined by equating
For sufficiently small values of n, multiple nuclei of various n are observed to form spontaneously within a system of finite size. For larger values of n, especially those approaching the critical size n*, umbrella sampling is required to ensure adequate statistics for estimating the relative probabilities of these nuclei. In general, only one nucleus of size n max is observed in each of the biased simulations, and n max is well separated from those small values of n where multiple nuclei spontaneously occur.
Thus, within a given simulation in which umbrella sampling is used, we can approximate the differences in free energy for nuclei of different sizes using Eq. (29), replacing n by n max and N c by the number of systems sampled. Simulations with different biases are chosen to ensure overlapping ranges of n max , so that all of the free energy curves can be shifted subsequently to form a single, continuous, universal curve of ΔG(n) vs n. In this way, we constructed the whole free energy curve without loss of accuracy. We have checked this approach by reproducing an Ising model nucleation simulation by Chandler et al. From the critical free energy ∆G * obtained by Monte Carlo and the nucleation rate I reported above from MD simulations, both at 170K, we determined the kinetic prefactor I 0 using Eq. (17) Table III . At 170K, the critical nucleus size obtained by MC is in reasonable agreement with that indicated by the MD results. As the supercooling ∆T decreases toward zero, both the critical size n * and the critical free energy ΔG * increase, which is consistent with classical nucleation theory. We did not observe a free energy barrier at 190K, probably because ∆T was so small. In this case, the critical nucleus may have been too big for our finite-size system.
The crystal-liquid interfacial free energy σ of n-octane has been calculated by Uhlmann et al. 8 and by Oliver et al. Fig. 9 , and illustrate the sensitivity of the critical free energy to the value of surface energy.
Although the spherical nucleus model can be used to calculate an interfacial free energy σ from the critical free energy ∆G * , the shape of the free energy curve deviates from the simulation data significantly (Fig. 9 ). Visual inspection of nuclei
indicates that the spherical model is a poor description of the actual nuclei for noctane. Fig. 10 is a snapshot of a crystal nucleus containing 18 n-octane chains at 170K; its shape is more cylindrical than spherical. Furthermore, the critical nucleus size n * calculated from ΔG * based on Eq. (11) at 170K. Using these free energy values, the fixed-length cylinder model fits our simulation data well over the whole range of n (Fig. 9) . Similarly, the interfacial free energies at 180K and 190K are calculated (Table IV) . Although we did not observe any critical nuclei at 190K, we can still parameterize the fixed-length cylinder model, Eq. (13), to match the pre-critical part of the simulated free energy curve and to obtain the interfacial free energies. The interfacial free energies at 190K predict a critical nucleus size n * of about 113, which is too big to observe reliably in our system of only 960 chains. The fixed-length cylindrical nucleus model captures quantitatively the formation of a crystal nucleus in the n-octane system for all three supercooling temperatures (Fig. 11) .
As ΔT decreases toward zero, the interfacial free energy does not change much for the side surface; however, it decreases significantly for the end surface. This difference is attributed to the longitudinal chain motion, which increases dramatically with increasing temperature; the transverse chain motion is not sensitive to temperature. This temperature dependence of chain mobility is consistent with previous observations by Ryckaert et al.
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V. CONCLUSIONS
In this paper, we have studied homogeneous nucleation of the crystal phase from an n-octane melt, using both MD and MC methods. For the first time, the critical nucleus of a chain molecule system was identified, both kinetically using an unbiased MD method and analysis of mean first passage times, and thermodynamically using the MC method with umbrella sampling. The results of both methods are in reasonable agreement with each other and with the available experimental data.
Within the framework of the classical nucleation theory, a cylindrical nucleus model provides a reliable description of the dependence of free energy on nucleus size, ΔG(n). It allows us to estimate the critical nucleus size even at small degrees of supercooling, from simulation results for pre-critical nuclei, and to calculate the solid-liquid interfacial free energies for both the end-surface and side-surface of the nucleus. The decoupling of these two surfaces is important to understand the crossover from extended chain nucleation to folded chain nucleation in chain molecule systems.
Homogeneous nucleation of the crystal phase from a quiescent melt of monodisperse short chains represents an idealized case. However, we believe that the concepts and methods employed in this study can be extended to study more complicated nucleation behavior typical of longer chains, e.g., integer-folded nucleation and flow-induced nucleation, because the properties of the critical nucleus should also be the controlling factors therein. 
