We present a method of analyzing a series of independent cross-sectional surveys in which some questions are not answered in some surveys and some respondents do not answer some of the questions posed. The method is also applicable to a single survey in which di erent questions are asked, or di erent sampling methods used, in di erent strata or clusters. Our method involves multiply-imputing the missing items and questions by adding to existing methods of imputation designed for single surveys a hierarchical regression model that allows covariates at the individual and survey levels. Information from survey weights is exploited by including in the analysis the variables on which the weights were based, and then reweighting individual responses (observed and imputed) to estimate population quantities. We also develop diagnostics for checking the t of the imputation model based on comparing imputed to nonimputed data. We illustrate with the example that motivated this project | a study of pre-election public opinion polls, in which not all the questions of interest are asked in all the surveys, so that it is infeasible to impute within each survey separately.
Introduction
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When imputing missing data from several sample surveys, there are two obvious ways to use existing single-survey methods: (1) separately imputing the missing data from each survey, or (2) combining the data from all the surveys and imputing the missing data in the combined \data matrix." Both of these methods have problems. The rst approach is di cult if there is a large amount of missingness in each individual survey. For example, if a particular question is not asked in one survey, then there is no general way to impute it without using information from other surveys or some additional knowledge about the relation between responses to that question and to other questions asked in the survey. The second method does not account for di erences between the surveys|for example, if they are conducted at di erent times, use di erent sampling methodologies, or are conducted by di erent survey organizations.
Our approach is to compromise by tting a separate imputation model for each survey, but with the parameters in the di erent surveys linked with a hierarchical model. This method should have the e ect that imputations of item nonresponse in a survey will be determined largely by the data from that survey, whereas imputations for questions that are not asked in a survey will be determined by data from the other surveys in the population as well as by available responses to other questions in that survey. This e ect of partial pooling, with the amount of pooling depending on the amount of available data, is typical of Bayesian inference in hierarchical models or meta-analysis (e.g., Efron and Morris, 1975 , Rubin, 1980 , DuMouchel and Harris, 1983 , Gatsonis et al., 1992 , and Belin et al., 1993 . The hierarchical regression structure also allows us to include covariates both at the individual and survey levels. For an approach to hierarchical regression using econometric methods, see Franklin (1989) . A related Bayesian approach to the problem of missing covariates in a regression analysis of cross-sectional surveys appears in Dominici et al. (1996) .
Another relevant area of application is strati ed and cluster sampling. Appropriate analysis of sample surveys includes information used in the design, including strati cation and clustering (see Kish, 1965 , and Rubin, 1996 , for perspectives from survey sampling practice, Bayesian inference, and multiple-imputation inference, respectively).
If strata or clusters are expected to di er in their mean responses (as will generally be the case), it would be reasonable to apply a hierarchical model instead of imputing using a common distribution for all the respondents irrespective of stratum/cluster. For cluster sampling, the hierarchical model has the additional advantage of immediately generalizing to the unsampled clusters. Our method might be particularly appropriate to surveys in which di erent questions are asked to respondents in di erent strata (see Raghunathan and Grizzle, 1995) .
In this paper, we present a speci c method for extending a standard multiple imputation algorithm based on multivariate normal models. We illustrate with the example that motivated this work, a study of 51 public opinion polls preceding the 1988 U.S. Presidential election. In the presentation of the example, we discuss some practical issues in using the imputations, including concerns about discrete data and accounting for survey weights in the imputation and analysis of results. In presenting the results for the example, we illustrate some novel graphical methods for summarizing the results of the multiple imputations and checking the t of the imputation model and the calibration of the between-imputation variability.
2 The model
Notation and basic assumptions
Suppose there are S sample surveys conducted and we are analyzing Q questions, each of which is asked in at least one of the S surveys. (Equivalently, S could be the number of strata or clusters within a single survey; for simplicity, we work with the multiple-survey context here.) When any of the Q questions is not asked in some surveys, we imagine it could have been asked but that all the responses to this question are missing. In addition, there can be item nonresponse, so that not all the survey respondents respond to every question that is asked of them. To handle both situations, we augment the data in such a way that the complete data consist of the same Q questions in all the S surveys. We denote by y s;i = (y s;i;1 ; : : : ; y s;i;Q ) 0 the responses of individual i in survey s to all the Q questions.
Some of the elements of y s;i may be missing. Letting N s be the number of the respondents in survey s, the (partially unobserved) complete data have the form, ff(y s;i;1 ; : : : ; y s;i;Q ) 0 : i = 1; : : : ; N s g : s = 1; : : : ; Sg:
(1)
We assume that the data are missing at random|that is, that the probability of missingness depends only on observed data included in the model (Rubin, 1976) . This is a reasonable assumption here because almost all the missingness is due to unasked questions. If clear violations of missing at random occur (for example, a question about defense policy may be more likely to be asked when the country is at war), then additional survey-level variables should be included in the model until missing at random is once again a reasonable assumption (for example, including a variable for the level of international tension).
We further assume that the rate of missingness provides no information about the underlying responses|that is, we assume the parameters of the missing-data process are distinct from the parameters of the data model|so that the missing data mechanism is ignorable (see Rubin, 1976 
where is the (Q P) matrix of the regression coe cients of on x: Since is diagonal, equation (5) If this proper prior distribution is used, it is to be treated as additional data points when updating in the subsequent computations.
Computation
The model in equations (2) and (3) is computationally a special case of that in equations (4) and (5). Here, we describe a method to impute the missing values in data (1) under the model in equations (4) and (5). Our method, which is an extension of that of Schafer (1997) , uses two basic steps: data augmentation to form a monotone missing data pattern, and the Gibbs sampler to draw simulations from the joint posterior distribution of the missing data and parameters. We go beyond Schafer (1997) in adapting this method to a hierarchical data structure that includes information at the individual and survey levels.
For incomplete multivariate normal data, Rubin and Schafer (1990) proposed a data augmentation scheme called monotone data augmentation (MDA) for e ciently creating multiple imputations (Schafer, 1997; Liu, 1993 Liu, , 1995 Liu, , 1996 . A rectangular dataset f(y i;1 ; : : : ; y i;m ) : i = 1; : : : ; Ng with missing values is said to have a monotone pattern if the data can be sorted in such a way that y i;j is observed if y i+1;j is observed for j = 1; : : : ; m and i = 1; : : : ; n ?1:
MDA is the algorithm that applies the data augmentation algorithm (Tanner and Wong, 1987) MDA is very e ective for multiple imputation for multiple surveys because the data can be sorted so that a large portion of the missing values fall into a monotone pattern due to the fact that some questions are not asked in some surveys. First, we sort the data consisting of the S datasets from the S surveys so that a portion of the missing values fall into a monotone pattern, which has Q possible observed-data (or missing-data) patterns.
The resulting data matrix can be described as follows.
si;i;k ; : : : ; y (k) si;i;Q ) : i = 1; : : : ; n k ; k = 1; : : : ; Qg;
where k indexes the observed-data pattern and s i stands for the survey containing the ith respondent in the kth observed-data pattern. The data in (8) may still contain missing values. We denote by y mp;mis the set of all the missing values in (8) and by y obs the set of all the observed values. Thus, we have y mp = fy obs ; y mp;mis g: Figure 1 illustrates a constructed monotone data pattern for the pre-election surveys, with the variables arranged in decreasing order of proportion of missing data.
We use the Gibbs sampler (Geman and Geman, 1994; Tanner and Wong, 1987; Gelfand and Smith, 1990) Using the data augmentation scheme in (8) and the model de ned by equations (4), (5), and (7), we have the observed data y obs and all the unknowns fy mp;mis ; ; 1 ; : : : ; S ; ; g: To take draws of fy mp;mis ; ; 1 ; : : : ; S ; ; g from their posterior/predictive distribution given the observed values y obs ; we use the version of the monotone Gibbs sampler where each iteration consists of the following three steps:
Step 1: Impute y mp;mis given ; 1 ; : : : ; S ; ; , and y obs ;
Step 2: Draw ( ; ; ) given 1 ; : : : ; S , y obs ; and y mp;mis ;
Step 3: Draw ( 1 ; : : : ; S ) given ; ; , y obs ; and y mp;mis :
For the monotone Gibbs sampler for our hierarchical model, as with the single-survey MDA approach of Rubin and Schafer (1990) , one need impute only enough missing data to ll in the monotone pattern ymp de ned in (8) and not the complete rectangular data matrix.
In the Gibbs sampler context, this has the e ect of analytically integrating over (rather than sampling) the other missing elements in the data matrix, which tends to yield a fasterconverging algorithm (Liu, Wong, and Kong, 1994) .
It is straightforward to implement Step 1 because, given ; 1 ; : : : ; S ; ; , and y obs ; the nonresponse components of any of the respondents in y mp;mis is independent of that of other respondents in y mp;mis and the nonresponse components of any respondent in y mp;mis is normally distributed. This conditional distribution is easily computed using the sweep operator. Given 1 ; : : : ; S , y obs ; and y mp;mis ; ( ) and ( ; ) are independent. It is again straightforward to take a draw of ( ; ) because the problem falls in the conventional linear regression framework with independent normal errors, as shown in equation (6). To take a draw of from the conditional distribution, we make use of the following theorem, which extends the result of Corollary 1 of Liu (1993) . (1) t i;j are independent for 1 j i Q;
(2) t i;j N(0; 1) for 1 j < i Q;
(3) t j;j n1+n2+ +nj?j+1 for j = 1; : : : ; Q:
If n 1 > Q; then the conditional distribution of ; given 1 ; : : : ; S , y obs ; and y mp;mis ; is the same as the distribution of (HH 0 ) ?1 :
Given ; ; , y obs ; and y mp;mis : 1 ; : : : ; S are mutually independent and normally distributed. To take a draw of s for s = 1; : : : ; S; we use the following result:
Theorem 2: For 1 k Q; let y s;k be the (Q ? k + 1)-dimensional sample mean of the sample f(y (j) si;i;k ; : : : ; y (j) si;i;Q ) : i = 1; : : : ; n j ; j = 1; : : : ; k; s i = sg in survey s and the 
where, s = x s ; h k = (h k;k ; : : : ; h Q;k ) 0 ; and = diag(n 1 ; : : : ; n 1 + : : : + n Q ). Following Liu (1993) , we can prove both Theorem 1 and Theorem 2. Letting y (k) s be the (Q?k+1)-dimensional sample mean of the sample f(y (k) si;i;k ; : : : ; y (k) s;i;Q ) : i = 1; : : : ; n k ; s i = sg in survey s and k be with elements replaced by zero except the elements in the lower-right ((Q ? k + 1) (Q ? k + 1)) submatrix, we can write s in (9) and s in (10) Gelman and King (1993) analyzed data from 51 national opinion polls conducted by nine di erent major polling organizations during the 180 days preceding the election. One of the major purposes of the study was to examine changes in vote intentions (Bush, Dukakis, or undecided/other) over time for di erent subgroups of the population (for example: men and women; self-declared Democrats, Republicans, and independents; low-income and high income; and so forth). The changes were studied via simple graphs of average vote intentions over time for di erent subgroups and also by tracking changes in coe cients of logistic regression models predicting vote intention in terms of variables such as sex, party identi cation, income, and so forth.
Performing these analyses required some care in handling the missing data, because not all questions of interest were asked in all surveys. For example, respondent's selfreported ideology (liberal, moderate, or conservative), a key variable, was missing in 10 of the 51 surveys, including our only available surveys during the Democratic nominating convention. Questions about the respondent's views of the national economy and of the perceived ideologies of Bush and Dukakis were asked in fewer than half of the surveys, and they were excluded from the analysis. Gelman and King (1993) used a mixture of availablecase and complete-case methods (see Little and Rubin, 1987) |available-case for the timeseries plots by subgroup, and complete-case for the regressions. Compared to complete-case inference, these analyses are more di cult to set up|one must examine the missing-data pattern to decide what information can be conveniently used in the analysis|and the results are more di cult to interpret, because di erent ndings are based on di erent subsets of the data.
We wish to multiply impute responses for the missing questions in these and similar surveys so that the analyses for the purpose of political science need not be complicated with concerns about missing data. For example, if imputations were available, we would not have to choose between logistic regression models that (1) are t to all the surveys but do not include respondent's ideology as a predictor, or (2) include ideology but are not t to the surveys during the Democratic convention. Our goal in imputation is not to \get something for nothing" but rather to express the increased uncertainty due to missing data in a form that is accessible and convenient for subsequent analyses. Table 1 about here To this end, we t the multiple imputation model described above to the data from the 51 pre-election surveys, using the 13 variables listed in Table 1 . These included the outcome variable of interest (Presidential vote preference), the variables that were believed to have the strongest relation to vote preference, and several demographic variables that were fully observed or nearly so, which would have the e ect of explanatory variables in the imputation. We also include in our analysis the date at which each survey was conducted. from the most elaborate to the simplest, these include (1) modeling the discrete responses conditional on an underlying continuous variable (e.g., multinomial probit), (2) modeling the data as continuous and then using some approximate procedure to impute discrete values for the missing responses, and (3) modeling the data as continuous and imputing continuous values (Schafer, 1997) . We follow the third, simplest approach. In our example, little is lost by this simpli cation, because the variables that are the most \discrete" (sex, ethnicity, vote intention) are fully observed or nearly so, whereas the variables with the most nonresponse (the opinion questions) are essentially continuous. When it is necessary to have discrete values (as for Figure 5 in Section 4.7), we round o the continuous imputations, essentially using approach (2) when it appears necessary.
Accounting for survey design and weights
The surveys were performed by random-digit dialing (with the exception of the four Roper polls, which were in-person interviews), with one adult selected from each sampled household. The respondents for each survey were assigned weights based on sampling and poststrati cation (see Voss, Gelman, and King, 1995 , for details). These were not used in the imputation procedure because the variables on which the weights were based were, by and large, included in the imputation model already. Thus, the weights do not provide additional information about the missing responses, and the imputation model is proper in the sense of Rubin (1996) .
We do, however, use the survey weights when computing averages, in order to obtain unbiased estimates of population averages unconditional on the demographic variables (that is, weighting has the e ect of poststrati cation on these variables). Because of the simplicity of the sampling schemes, further adjustments (e.g., for clustering) were not required. We also restricted our analysis to the respondents who stated that they were registered or likely to vote.
If we were to include the known poststrati cation information (which is encoded in the weights) in the imputation analysis, we would be able to reduce the between-survey variance in the parameters corresponding to the variables on which the weights were based.
For example, two of the surveys oversample blacks, and so tting the multiple imputation model to the data, without correcting for the weights, gives an estimate of proportion black that varies from about 10% to 33% among polls. After correcting for weights, the range reduces to 10% to 16%. In our example, the variables used in the weights are all fully observed or nearly so, and so the added variability in some of the model parameters has little e ect on the imputations themselves.
Presentation of results
Before tting the full model, we rst t the version with no survey-level variables (that is, treating all the surveys as exchangeable, ignoring their time order). We then demonstrate a graphical model checking method, which can be applied routinely, that displays the failure of the exchangeable model. Section 4.5 presents results for the more appropriate model that includes time trends, Section 4.6 presents cross-validation checks for that model, and Section 4.7 compares inferences from available-case and multiple-imputation analyses.
Our program displays the results of the imputation for the 51 surveys with a separate graph for each variable; we illustrate in Figure 2 The size of the symbol is proportional to the fraction of survey respondents who responded to the particular question, with the convention that when the question is not asked (indicated by circled symbols on the graph), the symbol is tiny but not of zero size. The vertical bars show 1 standard error in the posterior mean, where the standard error is the square root of the between-imputation variance plus the average within-imputation sampling variance (as in Rubin, 1987) . Finally, the inner brackets on the vertical bars show the within-imputation standard deviation alone. All complete-data means and standard deviations are weighted.
For surveys in which the question was asked, the within-imputation variance almost equals the total variance, which makes sense since, when a question was asked, most respondents answered (see Table 1 ). The multiple imputation procedure makes very weak statements about missing income responses, which makes sense, because income is not highly correlated with the other questions. However, even the surveys in which this question was asked have nonzero standard errors because of the nite sample sizes of the surveys. Figure 2a also shows some between-survey variability in average income, from 31K to 37K|more than can be explained by sampling variability, as is indicated by the error bars on the surveys for which the question was asked. Since we do not believe that the average income among the population of registered or likely voters is changing that much, the explanation must lie in the surveys. In fact, di erent survey organizations use di erent codings for incomes (e.g., 0{10K, 10{20K, 20{30K, etc., or 0{7.5K, 7.5{15K, 15{25K, etc.).
Figure 2 about here
Since the point of our method is to produce imputations close to what the surveys would look like if all the questions had been asked and answered, rather than to adjust all the observed and unobserved data to estimate population quantities, this variability is reasonable. The large error bars for average income for the surveys in which the question was not asked re ect the large between-survey variation in average income, which is captured by our hierarchical model. For this study, we are interested in income as a predictor variable rather than for its own sake, and we are willing to accept this level of uncertainty. The obvious solution to this problem is to put time trends into the model, which we do by including time as a survey-level covariate (that is, a known variable x in model (5)). In general, further graphical checks on the model t, such as residual plots, would be appropriate, depending on the purpose to which the model would be used. (That is, it might be appropriate for these tests to be performed by the users as well as the creators of the multiple imputations.) In any particular application, we imagine that an in-depth examination of the imputed data would be useful for discovering directions in which to improve the imputation model.
Model checking and improvement

Cross-validation checks 4.6.1 Ignorable nonresponse
To test the model in another way, we created a new dataset by removing the \party identi cation" question from half the surveys in which it was asked, and then removing the responses for that question from a random selection of 1/3 of the individuals in the remaining surveys. The resulting nonresponse pattern for \party identi cation" is then comparable to the items on the bottom of Table 1 . This nonresponse mechanism is ignorable, in the sense that the nonresponse pattern provides no information about the missing data values.
We then ran the multiple imputation program on this new dataset and compared the imputed values of party identi cation to the true values that were arti cially deleted. This is a serious check of our method, because party identi cation is the best known predictor of vote intention and is highly correlated with many of the other questions. were systematically overcon dent, the extreme categories would have higher frequencies; if predictions were systematically undercon dent, the extreme categories would have lower frequencies. If, in addition, the imputations were systematically too high or too low, the frequencies in the six categories would show a decreasing or increasing trend, respectively.
Nonignorable nonresponse
We repeat the above cross-validation simulation with a highly nonignorable nonresponse pattern: as before, we remove the party identi cation question from half the surveys, but in the remaining surveys, we remove the response from 10% of (self-declared) Republicans, 30%
of Independents, and 50% of Democrats. This once again yields an approximate 1/3 item nonresponse rate, but with nonresponse probabilities that depend on the now-unobserved responses. We then repeat the above calibration checks; because we have disproportionately removed the responses from Democrats, we expect the imputed values to be too low, compared to the true responses. (Party identi cation is coded from 1 for strong Republican to 7 for strong Democrat.) Figure 4b displays, for each poll, the average response to the party identi cation question (on the y-axis), vs. the average from the multiply-imputed datasets. The imputations are clearly too low both for the surveys in which item nonresponse was created (solid circles) and those from which all responses to the question were removed (open circles). Interestingly, the standard errors are much too small for the solid circles but are closer to calibrated (although still too small) for the open circles. This suggests that the hierarchical betweensurvey variability of the model protects the imputations from being very overcon dent in surveys for which the question was not asked, even if the nonresponse is nonignorable and the imputations are, on average, quite biased.
The last two columns of Table 2 present the cross-validation results for the predictions of individual responses to the missing party identi cation question. Once again, we separate the polls with complete nonresponse from those with item nonresponse. As expected, the imputations are not calibrated: for example, in the polls with item nonresponse, 34.4% of the true values of the \missing" party identi cation are higher than all ve multiplyimputed values. Under the model, we would expect only 16.7%. The direction of this bias is as expected, given that a disproportionate number of high values (Democrats) were removed, and this was not accounted for in the model. Once again, however, the lack of calibration is not nearly as bad for the polls in which all the questions were removed: here, only 19.8% of the true values were greater than all ve multiple imputations. These results suggest that the aspect of our imputation model that is the most vulnerable to nonignorable nonresponse is the traditional within-surveys imputation, not the new, hierarchical model for between-survey variation.
Comparison of available-case and multiple imputation analyses
We conclude by replicating one of the analyses of Gelman and King (1993) |the plots of political preference by subgroup, over time. Each of the plots in Figure 5 displays the estimated changes in estimated support for Bush over time for di erent groups of the population, as characterized by survey responses. The population is separated in turn according to political party identi cation (Republican, Democrat, and Independent/Other/no-answer), ideology (conservative, liberal, and moderate/no-answer), and income (under $20,000, $20{$50,000, and over $50,000) no college or college). We include the two political variables because they are the most strongly predictive of vote preference, we include income because it has a relatively high rate of nonresponse for a demographic variable, and we include view of the economy as an important variable that was asked in fewer than half the surveys.
Figure 5 about here
The plots on the left column of Figure 5 display the results based on an available-case analysis, using, for each plot, only the surveys in which the corresponding question was asked and only the individuals who responded to those items. For each poll, error bars show 1 standard error, estimated from the weighted mean of the respondents. The plots on the right column of Figure 5 display the corresponding results using the multiply-imputed datasets, with standard errors including both within and between-imputation variation.
How do the available-case and multiple-imputation analyses di er? The most striking pattern is during the Republican convention (about 115 days before the election), when the available polls do not ask the \ideology" or \income" questions. The available-case analyses must skip this point, whereas the analyses from the imputations show the di erent subgroups to be moving together over time. This behavior revealed by the analysis of the multiply-imputed data makes sense politically. The fact that public opinion shifts are generally uniform across the population is documented elsewhere in Gelman and King (1993) . Page and Shapiro (1992) use the term \parallel publics" for this behavior and discuss it extensively in many aspects of U.S. public opinion.
Conclusion
The method of multiple imputation, analysis, and diagnostics based on a hierarchical regression model achieves the goal of generalizing available algorithms for single-survey imputation to attack the problem of imputation for several surveys or for several strata or clusters within a single survey. We perform the computations using an iterative algorithm (the Gibbs sampler) that alternately performs imputation at the single-survey level and estimates parameters using information available from all the surveys. The results have the Bayesian property of compromising between the approaches of no pooling and complete pooling of surveys. The estimated between-survey variation is part of the multiple imputation variation, which typically yields wide posterior intervals for questions that were not asked in a particular survey. Information from survey weights is incorporated by including in the analysis the variables on which the weights were based, and then reweighting individual responses (observed and imputed) to estimate population quantities.
Cross-validation studies show the ignorable model to perform well for ignorable nonresponse but poorly under strongly nonignorable nonresponse. The most immediate application of these methods is for problems like our election study|an analysis of a series of independent cross-sectional surveys in which not all questions are asked in all surveys, and with relatively low rates of item nonresponse for the questions of primary interest. Note also that the ability to include more variables in the imputation model (by including variables that are not asked in all the surveys) should give our model more exibility to handle item nonresponse (see section 2.6 of Rubin, 1996 , for a discussion of why the missing at random assumption is in general more reasonable if more variables are included in the model).
Once imputations have been obtained, the completed data sets can be analyzed using complete-data methods of inference. Before doing so, however, it is advisable to summarize the results of the imputations graphically, using symbol sizes to indicate the fraction of missing data in the di erent surveys. Table 1 : Survey questions used in the multiple imputation study. \# surveys" is the number of surveys (out of 51) in which the question was asked, and \Rate of item nonresponse" is for that question among those surveys in which it was asked. Demographic questions such as sex, ethnicity, education, and income, which are nearly fully observed, are essentially used as explanatory variables in the imputation. All variables were coded as above, except for age, which was discretized into categories 18{29, 30{45, 46{54, and 65+ (that is, the continuous \age" variable was replaced by indicator variables for three of the four age categories); and income, which was treated as a continuous variable with values assigned from the approximate median for each response category (e.g., 0{10K set to 7K, 10{20K set to 15K, : : :, 60K+ set to 80K, 100K+ set to 125K). Also, when the perceived ideology of Bush or Dukakis was stated to be \too liberal," \too conservative," or \just right," the response for the perceived ideology of the candidate was imputed to 2, 4, or the respondent's answer to the \ideology" question, respectively. 
Rank of true
