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RANDOM WALKS ON GROUPS AND KMS STATES
JOHANNES CHRISTENSEN AND KLAUS THOMSEN
Abstract. A classical construction associates to a transient ran-
dom walk on a discrete group Γ a compact Γ-space ∂MΓ known as
the Martin boundary. The resulting crossed product C∗-algebra
C(∂MΓ) ⋊r Γ comes equipped with a one-parameter group of au-
tomorphisms given by the Martin kernels that define the Martin
boundary. In this paper we study the KMS states for this flow and
obtain a complete description when the Poisson boundary of the
random walk is trivial and when Γ is a torsion free non-elementary
hyperbolic group. We also construct examples to show that the
structure of the KMS states can be more complicated beyond these
cases.
1. Introduction
The purpose of this paper is to show that random walks on groups in
a natural way gives rise to C∗-algebras equipped with a one-parameter
flow of automorphisms and hence to possible models in quantum sta-
tistical mechanics, [BR], and to initiate the study of the equilibrium
states in such models. Our approach is based on results and examples
from the research on random walks.
The data underlying a random walk on a discrete countable group Γ
is a map
µ ∶ Γ→ [0,1]
such that ∑g∈Γ µ(g) = 1 and the support of µ generates Γ as a semi-
group. In the random walk governed by (Γ, µ) the value µ(g−1h) is the
probability of going from g ∈ Γ to h ∈ Γ. For transient random walks,
which are those that almost certainly diverge to infinity, there is a com-
pactification of the group whose boundary ∂MΓ is called the Martin
boundary and which is used for the study of the µ-harmonic functions
on Γ. There is an action of Γ on the Martin boundary which extends
the left action of Γ on itself and we can therefore introduce the full and
reduced crossed product C∗-algebras C(∂MΓ)⋊Γ and C(∂MΓ)⋊rΓ. The
Martin boundary is constructed from the Martin kernel K ∶ Γ × Γ→ R
which is defined such that
K(g, h) = F (g, h)
F (e, h)
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where e is the neutral element and F (g, h) is the probability of visit-
ing h when starting at g. The Martin compactification is the smallest
compactification of Γ with the property that the function h ↦K(g, h)
extends to a continuous function on the compactification for every g ∈ Γ.
The Martin boundary ∂MΓ is the complement of Γ in this compactifi-
cation and the Martin kernel extends by continuity to a function
K ∶ Γ × ∂MΓ → R .
By definition the probability of going in one step from x to y in Γ is
the same as that of going from gx to gy for each g ∈ Γ and it follows
therefore that F (gx, gy) = F (x, y). A straightforward consequence of
this and the definiton of K is the cocycle relation
K(g−1, hy)K(h−1, y) = K(h−1g−1, y) ,
valid for all g, h, y ∈ Γ, and by continuity also when y ∈ ∂MΓ. This
cocycle relation is exactly what is needed to ensure that we can define a
flow αµt , t ∈ R, of automorphisms both on C(∂MΓ)⋊Γ and on C(∂MΓ)⋊r
Γ such that
α
µ
t (fUg) = fUgK(g−1, ⋅)−it ,
when f ∈ C(∂MΓ) and U is the canonical unitary representation of Γ
in the crossed product(s).
In this way the Martin boundary not only comes equipped with an
action of Γ so that we can consider the associated crossed product C∗-
algebras C(∂MΓ) ⋊ Γ and C(∂MΓ) ⋊r Γ but also with a cocycle arising
naturally from the ingredients of its construction which defines flows
on these algebras. We are here only interested in the reduced crossed
product, but we carry the full crossed product along in order to be able
to use Neshveyev’s results, [N].
Instead of plunging directly to random walks we introduce the flows
we shall consider in a more general setting where it becomes apparent
from the work of Rieffel [Ri] that they can be considered as examples of
the geodesic flows which were introduced by Connes in [C]. It follows
that in terms of noncommutative geometry, what we establish here
is a relation between the stationary measures of a random walk and
the equilibrium states of the geodesic flow on the cosphere algebra of
a spectral triple which can be defined from the random walk by the
methods developed by Rieffel.
Let us describe our results in the case where the random walk has
finite support. It turns out that the set of possible inverse tempera-
tures, by which we here mean the set of non-zero real numbers β for
which there exists a β-KMS state for the flow αµ, only depends on
whether or not the Martin boundary contains what we call a spine; an
element ξ0 ∈ ∂MΓ such that K(g, ξ0) = 1 for all g ∈ Γ. If it does, the set
of non-zero inverse temperatures is R/{0}, and if it does not the set
consists only of the number 1. If there is a spine and β ∉ {0,1}, the
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simplex of β-KMS states is affinely homeomorphic to the tracial state
space of C∗r (Γ). So what remains to be figured out is what the simplex
of 1-KMS states is, both when there is a spine and when there is not.
It is always non-empty and we show that it only contains one element
when the Poisson boundary of the random walk is trivial and when Γ
is a torsion free non-elementary hyperbolic group. But we also show by
examples that it can contain arbitrarily many extreme points. It ap-
pears that the structure of the 1-KMS states of αµ is very case-sensitive
and at present it seems hopelessly difficult to find a description of it in
the general case.
The paper is aimed primarily at operator algebraists, but we hope
that experts in random walks on groups will find the examples con-
structed in the last section of interest. Also it would be nice if the
paper could trigger research into the question about existence of a
spine in the Martin boundary because our results show that the struc-
ture of KMS states and the possible inverse temperatures is governed
by this. An intriguing observation in this respect is that there does not
seem to be any random walk on an amenable group without a spine
in the Martin boundary and also no example, as far as we can tell, of
a random walk on a non-amenable group for which there is a spine in
the Martin boundary.
Acknowledgement The work was supported by the DFF-Research
Project 2 ‘Automorphisms and Invariants of Operator Algebras’, no.
7014-00145B.
2. Generalized gauge actions on crossed products
Let X be a compact metric space, Γ a countable discrete group
and Γ ∋ g ↦ φg a representation of Γ by homeomorphisms of X ; i.e.
φg ∶X → X is a homeomorphism and φgh = φg○φh for all g, h ∈ Γ. There
is then an action γ = (γg)g∈Γ of Γ by automorphisms of C(X) defined
such that
γg(f) = f ○ φ−1g = f ○ φg−1
for all f ∈ C(X). We shall be concerned with the crossed product
C∗-algebras of the pair (X,φ) and mainly the reduced crossed product
C(X) ⋊r Γ, cf. [Pe]. But the full crossed product C(X) ⋊ Γ will also
play a role. A map D ∶ Γ → C(X) is a cocycle or a φ-cocycle on X
when Dg ∈ C(X) is real-valued and
Dg ○ φh + Dh = Dgh
for all g, h ∈ Γ. Let {Ug}g∈Γ denote the canonical unitary representation
of Γ, both in C(X)⋊rΓ and in C(X)⋊Γ. In particular, UgfU∗g = γg(f)
for all f ∈ C(X) and g ∈ Γ. The defining properties of a cocycle ensures
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that there are continuous flows αD on C(X)⋊rΓ and C(X)⋊Γ defined
such that
αDt (fUg) = fUge−itDg
for all t ∈ R, all g ∈ Γ and all f ∈ C(X). The canonical surjection
C(X) ⋊ Γ → C(X) ⋊r Γ is then equivariant. In the following we will
simultaneously consider (C(X)⋊r Γ, αD) and (C(X)⋊Γ, αD) and only
specify which when it is necessary.
2.1. KMS states and conformal measures. Let β ∈ R. A state ω
on C(X) ⋊r Γ, resp. C(X) ⋊ Γ, is a β-KMS state for αD when
ω(ab) = ω(bαDiβ(a))
for all αD-analytic elements a, b in C(X) ⋊r Γ, resp. C(X) ⋊ Γ, [BR].
The values of β for which there is a β-KMS state will be called the
KMS spectrum of αD. In both algebras the subspace
Span {fUg ∶ g ∈ Γ, f ∈ C(X)}
is a dense αD-invariant ∗-subalgebra consisting of αD-analytic elements,
and hence a state ω is a β-KMS state for αD iff
ω (f1Ug1f2Ug2) = ω(f2Ug2αDiβ(f1Ug1) = ω(f2Ug2f1Ug1eβDg1)
for all f1, f2 ∈ C(X), g1, g2 ∈ Γ. Let m be a Borel probability measure
on X . For β ∈ R we say that m is eβD-conformal for φ when
m (φg(B)) = ∫
B
eβDg dm (2.1)
for all Borel subsets B ⊆ X and all g ∈ Γ. In terms of Radon-Nikodym
derivatives the condition is that the measure m ○φg, defined such that
m ○ φg(B) = m (φg(B)), is absolutely continuous with respect to m
with Radon-Nikodym derivative
dm ○ φg
dm
= eβDg
for all g ∈ Γ. Alternatively, as is easily verified, m is eβD-conformal if
and only if
∫
X
f dm = ∫
X
f ○ φg e
βDg dm (2.2)
for all f ∈ C(X) and all g ∈ Γ. In particular, an eβD-conformal measure
m satisfies that
∫
X
eβDg dm = 1 (2.3)
for all g ∈ Γ.
When ω is a β-KMS state for αD we find that
ω(f) = ω(Ug(f ○ φg)U∗g ) = ω((f ○ φg)U∗g αDiβ(Ug))
= ω((f ○ φg)U∗g UgeβDg) = ω((f ○ φg)eβDg)
for all f ∈ C(X) and g ∈ Γ. By comparing with (2.2) we see that
the restriction of ω to C(X) gives rise, via the Riesz representation
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theorem, to an eβD-conformal measure on X . In particular, there are
no β-KMS states for αD unless there is an eβD-conformal measure for
φ.
To go in the other direction, from measures on X to states on
C(X) ⋊r Γ, let Q ∶ C(X) ⋊r Γ → C(X) be the canonical conditional
expectation. Composed with the map C(X) ⋊ Γ → C(X) ⋊r Γ we can
also consider Q as a conditional expectation on C(X) ⋊ Γ. Then any
Borel probability measure m on X gives rise to a state ωm on both
C(X) ⋊r Γ and C(X) ⋊ Γ defined such that
ωm(a) = ∫
X
Q(a) dm . (2.4)
Lemma 2.1. A Borel probability measure m on X is an eβD-conformal
measure iff the state ωm defined by (2.4) is a β-KMS state.
Proof. The ’if’ part follows from the preceding, so assume that m is
eβD-conformal. It suffices to show that
ωm(fUghUk) = ωm (hUkfUgeβDg)
when f,h ∈ C(X) and g, k ∈ Γ. Since
Q (fUghUk) = Q (hUkfUgeβDg) = 0
when k ≠ g−1, the equality holds trivially in this case. It suffices there-
fore to consider the case k = g−1 where we get
ωm (fUghUg−1) = ωm (fh ○ φ−1g ) = ωm ((f ○ φg)heβDg)
= ωm (hf ○ φgeβDg) = ωm (hUg−1fUgeβDg) ,
which is the required equation. 
Thus the map from β-KMS states for αD to eβD-conformal measures
for φ, given by restriction of states to C(X), is an affine surjection.
It is not hard to see that the map is injective and hence an affine
homeomorphism when φ is a free action, but in general it is not.
We note that ergodicity of an eβD-conformal measure is equivalent to
the extremality in the compact convex set of eβD-conformal measures
as well as to an extremality condition on the corresponding β-KMS
state. We leave the proof to the reader.
Theorem 2.2. Let m be a eβD-conformal measure. The following are
equivalent:
● m is ergodic for φ.
● m is extremal in the compact convex set of eβD-conformal mea-
sures.
● The set of β-KMS-states ν for αD for which
ν(f) = ∫
X
f dm ∀f ∈ C(X)
is a closed face in the simplex of β-KMS states for αD.
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3. Flows from group compactifications
Let Γ be a countable discrete group. Following [Ri] we say that a
function ω ∶ Γ→ R is translation bounded when
sup
h∈Γ
∣ω(gh) − ω(h)∣ < ∞ ∀g ∈ Γ . (3.1)
Starting from a translation bounded function Rieffel gave in [Ri] a
construction which we now recall. Let B(Γ) denote the C∗-algebra of
bounded functions on Γ and let 1g ∈ B(Γ) be the characteristic function
of the set {g}. We let Bω be the C∗-subalgebra of B(Γ) generated by
the constant functions, the functions 1g, g ∈ Γ, and the functions ∆g,
g ∈ Γ, where
∆g(h) = ω(gh)− ω(h) . (3.2)
Bω is a separable unital and abelian C∗-algebra and we denote its space
of characters by Γ
ω
. By Gelfand’s theorem we can identify Bω with
C (Γω). Every group element g ∈ Γ defines a character cg on Bω such
that cg(f) = f(g), giving rise to an embedding Γ ⊆ Γω such that Γ is
dense, open and discrete in Γ
ω
. Thus Γ
ω
is a compactification Γ, called
the ω-compactification by Rieffel in [Ri]. The complement
∂ωΓ = Γω/Γ
is a compact metric space and following Rieffel we call it the ω-boundary
of Γ. As a subset of Γ
ω
the elements of ∂ωΓ are the characters κ on Bω
that annihilate all 1g, i.e.
∂ωΓ = {κ ∈ Γω ∶ κ(1g) = 0 ∀g ∈ Γ} .
We define a representation γ of Γ by ∗-automorphisms of B(Γ) such
that
γg(f)(h) = f(g−1h) .
Since γg′(1g) = 1g′g and γg(∆h) =∆hg−1−∆g−1 it follows that γ leaves Bω
globally invariant and we can therefore also consider γ as a represen-
tation of Γ by ∗-automorphisms of Bω. This induces a representation
φ of Γ by homeomorphisms of Γ
ω
defined such that
φg(κ) = κ ○ γg−1 .
Since φg (∂ωΓ) = ∂ωΓ we may also consider φ as a representation φ of Γ
by homeomorphisms of ∂ωΓ. The equality φg(ch) = cgh shows that the
action φ is the unique action of Γ on Γ
ω
which extends the canonical
left action of Γ on itself. As in the work of Rieffel we can then consider
the crossed products C(∂ωΓ) ⋊ Γ and C(∂ωΓ) ⋊r Γ.
For each g ∈ Γ define Dg ∈ C (Γω) such that
Dg(κ) = −κ(∆g) . (3.3)
Let Dg ∈ C (∂ωΓ) be the restriction of Dg to ∂ωΓ. It straightforward to
check that D ∶ Γ → C(∂ωΓ) and D ∶ Γ→ C(Γω) are φ-cocycles on ∂ωΓ
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and Γ
ω
, respectively. As explained in the previous section we obtain
from D in a natural way flows on both C(∂ωΓ) ⋊ Γ and C(∂ωΓ) ⋊r Γ.
It was shown by Rieffel in Section 3 of [Ri] that a representation of the
full crossed product C(∂ωΓ) ⋊ Γ is a copy of the cosphere algebra of a
spectral triple associated to the pair (Γ, ω); a construction introduced
by Connes, [C]. When the action of Γ on ∂ωΓ is amenable, as it is
when Γ is amenable or hyperbolic, the representation is faithful and
the cosphere bundle is then isomorphic to C(∂ωΓ) ⋊ Γ = C(∂ωΓ) ⋊r Γ
by Theorem 3.7 in [Ri]. By comparing with Rieffels formula for the
geodesic flow it is apparent that the flow αD we consider here is the
the geodesic flow on the cosphere algebra, provided ω ≥ 0 as will be the
case in the following.
4. Flows from random walks on Γ
Let µ ∶ Γ → [0,1] be a function such that ∑g∈Γ µ(g) = 1. We as-
sume that the support suppµ = {g ∈ Γ ∶ µ(g) > 0} of µ generates Γ as
a semi-group. As outlined in the introduction the pair (Γ, µ) can be
interpreted as a random walk on Γ such that the probability of going
from x to y is µ(x−1y). We shall rely on many results from this area
of mathematical research and refer to the two monographs [Wo1] and
[Wo2] by W. Woess for an introduction.
The function µ gives rise to a matrix over Γ which we also denote
by µ, namely µx,y = µ(x−1y). The higher powers µn, n = 0,1,2,⋯, of µ
can then be defined in the usual way and, in particular,
µ0x,y = {0 , x ≠ y,1 , x = y .
Thus the probability of ending at y ∈ Γ after n steps when starting
at x ∈ Γ is the number µnx,y. We will assume that the random walk is
transient, meaning that
G(x, y) def= ∞∑
n=0
µnx,y < ∞
for all x, y ∈ Γ. The function G ∶ Γ×Γ → R is known as the Green kernel
of the random walk (Γ, µ). Note that G is Γ-invariant in the sense that
G(gx, gy) = G(x, y) (4.1)
for all g, x, y ∈ Γ. Since suppµ generates Γ the Green kernel is positive
and we define ωµ ∶ Γ→ R such that
ωµ(g) = logG(e, e) − logG(e, g) .
The number ωµ(g) is the distance from e to g in the Green metric
which was introduced by Blache`re and Brofferio in [BF]. The Green
metric is not always a genuine metric.
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Lemma 4.1.
∣ωµ(gh) − ωµ(h)∣ ≤ logG(e, e) − min{logG(e, g−1), logG(e, g)}
for all g, h ∈ Γ.
Proof. Since G(y, y) = G(e, e) for all y ∈ Γ it follows by combining (b)
of Theorem 1.38 in [Wo2] with Proposition 1.43 in [Wo2] that
G(e, g)
G(e, e)
G(g, gh)
G(e, e) ≤
G(e, gh)
G(e, e) (4.2)
for all g, h ∈ Γ, which implies that ωµ(gh) − ωµ(h) ≤ logG(e, e) −
logG(e, g). Thus ωµ(h)−ωµ(gh) = ωµ(g−1gh)−ωµ(gh) ≤ logG(e, e)−
logG(e, g−1). 
It follows from Lemma 4.1 that ωµ is translation bounded and we
can now construct the ωµ-boundary as in Section 3. We denote it by
∂µΓ. The corresponding functions from (3.2) are then given by
∆µg(h) def= ωµ(gh) − ωµ(h) = logG(e, h) − logG(e, gh)
= − log G(g
−1, h)
G(e, h) .
The function K ∶ Γ × Γ→]0,∞[ defined by
K(g, h) = G(g, h)
G(e, h)
is the Martin kernel, cf. [Wo2]. We note that it follows from Theorem
1.38 and Proposition 1.43 in [Wo2] that
G(g, e)
G(e, e) ≤K(g, h) ≤
G(e, e)
G(e, g) ∀g, h ∈ Γ , (4.3)
and from (4.1) that
K(g−1, h)K(x, gh) = K(g−1x,h) ∀g, h, x ∈ Γ . (4.4)
Since
∆µg (h) = − logK(g−1, h) , (4.5)
it follows from the construction of Γ
ωµ
that the function
Γ ∋ h↦K(g, h) = exp (−∆µ
g−1
(h))
extends to a continuous function on Γ
ωµ
for all g and the resulting
functions collectively separate the points of ∂µΓ. It follows therefore
that there is an identification
∂µΓ = ∂MΓ , (4.6)
where ∂µΓ is the ωµ-boundary of Rieffel and ∂MΓ denotes the Martin
boundary of the random walk (Γ, µ), cf. Definition 7.17 in [Wo2]. The
action φ of Γ on ∂MΓ which results from the identification (4.6) is
the same as the one usually considered on the Martin boundary; a
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fact which follows because both are extensions by continuity of the left
action of Γ on itself. From now on we mostly suppress φ in the notation
and write φg(ξ) = gξ when ξ ∈ ∂MΓ.
It follows that we get a cocycle Dµ ∶ Γ→ C(∂MΓ) from the functions
∆µg , and by comparing (4.5) and (3.3) we find that
Dµg (ξ) = logK(g−1, ξ) , ξ ∈ ∂MΓ , (4.7)
where K ∶ Γ × ∂MΓ →]0,∞[ is the continuous extension of the Martin
kernel K ∶ Γ × Γ→]0,∞[. We note that
G(g, e)
G(e, e) ≤ K(g, ξ) ≤
G(e, e)
G(e, g) ∀g ∈ Γ ∀ξ ∈ ∂MΓ
and
K(x, gξ)K(g−1, ξ) = K(g−1x, ξ) ∀x, g ∈ Γ, ∀ξ ∈ ∂MΓ . (4.8)
In the following we seek to determine the KMS-states for the flow
αD
µ
on C (∂MΓ) ⋊r Γ. Since
eβD
µ
g = K(g−1, ⋅)β ,
an eβD
µ
-conformal measure will in the following be called aKβ-conformal
measure and K-conformal when β = 1.
5. The Kβ-conformal measures
By definition we have the following, cf. (2.1) and (4.7).
Lemma 5.1. Let β ∈ R. A Borel probability measure m on ∂MΓ is
Kβ-conformal if and only if
m (g−1B) = ∫
B
K(g, ξ)β dm(ξ) (5.1)
for all g ∈ Γ and every Borel set B ⊆ ∂MΓ.
As we now explain it follows from some of the fundamental results
on random walks that there always exists a Kβ-conformal measure on
∂MΓ when β = 1.
The path space of the random walk is the space ΓN =∏∞i=0 Γ consisting
of sequences x = (x0, x1, x2,⋯) where xi ∈ Γ for all i which we consider
as a topological space with the product topology. Note that Γ acts on∏∞i=0 Γ by homeomorphism in the natural way: gx = (gx0, gx1, gx2,⋯).
Set
C0 = {(xn)∞n=1 ∶ lim
n→∞
K(h,xn) exists for all h ∈ Γ } ;
a Borel subset of ΓN. For (xn)∞n=1 ∈ ΓN we write limn→∞ xn = ∞ when(xn)∞n=1 eventually stays out of every finite subset of Γ, and note that
C = {(xn)∞n=1 ∈ C0 ∶ lim
n→∞
xn =∞}
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is also a Borel subset of ΓN. It follows that we can define a Borel map
χ ∶ C → ∂MΓ such that
K(h,χ(x)) = lim
n→∞
K(h,xn) ∀h ∈ Γ
when x = (xn)∞n=1 ∈ C. It follows from (4.8) that C is Γ-invariant and χ
equivariant; i.e. gC = C and χ(gx) = gχ(x). Note that χ is a surjective
Borel map.
For each group element g ∈ Γ there is a continuous map pig ∶∏∞i=1Γ→∏∞i=1 Γ defined such that
pig(s1, s2, s3,⋯) = (g, gs1, gs1s2, gs1s2s3,⋯) .
Note that gpie(x) = pig(x). Let µ∞ be the Borel probability measure on∏∞i=1 Γ obtained as the infinite product of the measure µ. The push-
forward of µ∞ under the map pig is the Borel probability measure gPµ
on ∏∞i=1 Γ defined such that
gP
µ(B) = µ∞ (pi−1g (B)) .
It will be important to note that
gP
µ(B) = ePµ (g−1B)
for every Borel subset B ⊆ ∏∞i=1 Γ. The measures gPµ(B) are all con-
centrated on C, cf. [Wo2], and we push gPµ forward via χ to ∂MΓ; that
is, we define a Borel probability measure gν on ∂MΓ by
gν(B) = gPµ (χ−1(B)) .
Since χ is equivariant and pig = gpie it follows that
gν(B) = eν (g−1B) . (5.2)
The minimal Martin boundary ∂mΓ is the set of elements ξ ∈ ∂MΓ
with the property that the function Γ ∋ g ↦ K(g, ξ) is a minimal
µ-harmonic function, i.e. is an extremal point in the convex set of
function s ϕ ∶ Γ→ [0,∞) for which
● ∑s∈Γ µ(s)ϕ(gs) = ϕ(g) for all g ∈ Γ, and
● ϕ(e) = 1.
The minimal Martin boundary ∂mΓ is a Borel subset of ∂MΓ, cf.
Lemma 7.52 in [Wo2].
Theorem 5.2. The measures gν are all concentrated on ∂mΓ, i.e.
gν(∂mΓ) = 1 for all g ∈ Γ.
Proof. See Section 7 in [Wo2] or [Sa]. 
The measure eν on ∂MΓ will be called the harmonic measure of
the random walk (Γ, µ). It is of fundamental importance that the
measures gν are absolutely continuous with respect to each other and
that the corresponding Radon-Nikodym derivatives are given by the
Martin kernels. More precisely, by combining (5.2) with Theorem 7.42
in [Wo2] we get the following. Alternatively, see Theorem 5.1 in [Sa].
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Theorem 5.3. For every g ∈ Γ and every Borel subset B ⊆ ∂MΓ,
eν(g−1B) = gν(B) = ∫
B
K(g, ξ) deν(ξ) .
By comparing with Lemma 5.1 we get
Corollary 5.4. The harmonic measure eν is K-conformal and ergodic
for the action of Γ.
Proof. It follows immediately from Theorem 5.3 that eν isK-conformal.
To see that it is also ergodic assume that A ⊆ ∂MΓ is a Γ-invariant Borel
set such that eν(A) ≠ 0. Define a Borel probability measure ν on ∂MΓ
such that ν(B) = eν(A)−1eν(A ∩B). It follows from Theorem 5.3 and
Theorem 5.2 that
∫
∂mΓ
K(g, ξ) dν(ξ) = eν(A)−1 ∫
A
K(g, ξ) deν(ξ)
= eν(A)−1eν(g−1A) = 1
for all g and then from Theorem 7.53 in [Wo2] that ν = eν, i.e. eν(A) =
1. 
The harmonic measure eν plays a fundamental role in the theory of
random walks, partly because the measure space (∂MΓ, eν) is a real-
ization of the socalled Poisson boundary, cf. [Wo2]. Note that this
measure space is isomorphic to (∂mΓ, eν) by Theorem 5.2. It is known,
[Ka1], that eν is either supported on a single point (i.e. the Poisson
boundary is trivial) or else is non-atomic.
To proceed we need a condition which ensures that the function Γ ∋
g ↦K(g, ξ) is µ-harmonic for every ξ ∈ ∂MΓ. Let d be the word metric
on Γ coming from a symmetric finite subset S ⊆ Γ which generates Γ
as a semi-group. There is a constant C > 0 such that
G(x, z)
G(y, z) ≤ Cd(x,y) (5.3)
for all x, y, z ∈ Γ; this is known as a Harnack inequality, cf. (2.2) in
[Go]. We will assume that
∑
g∈Γ
µ(g)Cd(g,e) < ∞ ; (5.4)
a condition trivially satisfied when µ has finite support, but also when
µ has superexponential tail in the sense of [Go]. With that assumption
the following lemma can be found as Lemma 7.1 in [GGPY]. We give
here a more direct proof.
Lemma 5.5. Assume that (5.4) holds. It follows that
∑
s∈Γ
µ(s)K(gs, ξ) = K(g, ξ)
for all g ∈ Γ and all ξ ∈ ∂MΓ.
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Proof. Fix ξ ∈ ∂MΓ and choose a sequence {xn} in Γ such that limn→∞ xn =
ξ in Γ
ωµ
. Fix g ∈ Γ. Using (4.4) we find that
∑
s∈Γ
µ(s)K(gs, ξ) = ∑
s∈Γ
µ(s) lim
n→∞
K(gs, xn)
=∑
s∈Γ
µ(s) lim
n→∞
K(s, g−1xn)K(g, xn) .
From (4.3) and (5.3) we get that
K(s, g−1xn)K(g, xn) ≤ K(g, xn)Cd(s,e) ≤ G(e, e)
G(e, g)Cd(s,e) .
Thanks to (5.4) we can therefore use Lebesgues dominated convergence
theorem to conclude that
∑
s∈Γ
µ(s) lim
n→∞
K(s, g−1xn)K(g, xn) = lim
n→∞
∑
s∈Γ
µ(s)K(s, g−1xn)K(g, xn)
= lim
n→∞
∑
s∈Γ
µ(s)K(gs, xn) .
Since
∑
s∈Γ
µ(s)K(gs, xn) = 1
G(e, xn) ∑s∈Γµg,gs
∞∑
m=0
µmgs,xn
= 1
G(e, xn)
∞∑
m=1
µmg,xn = {K(g, xn) , xn ≠ gK(xn, xn) −G(e, xn)−1 , xn = g ,
it follows that limn→∞∑s∈Γ µ(s)K(gs, xn) = K(g, ξ) because xn ≠ g for
all large n. 
Definition 5.6. An element ξ ∈ ∂MΓ is called a spine when K(g, ξ) = 1
for all g ∈ Γ.
We have no good reason for this name, except for the observation
that an element of the Martin boundary with the above property in
[CS] was compared to an object in potential theory called a ’Lebesgue
spine’.
Lemma 5.7. A spine ξ0 ∈ ∂MΓ is fixed by Γ; viz. gξ0 = ξ0 for all g ∈ Γ.
Proof. It follows from (4.8) that K(h, gξ0) = 1 for all g, h ∈ Γ and hence
that gξ0 = ξ0 since the functions K(h, ⋅), h ∈ Γ, separate the points of
∂MΓ. 
Proposition 5.8. Assume that (5.4) holds and let β ∈ R. A Borel
probability measure m on ∂MΓ is Kβ-conformal if and only if one of
the following three alternatives hold:
A) m is the Dirac measure m = δξ0 concentrated on a spine ξ0 ∈
∂MΓ.
B) β = 0 and m is Γ-invariant.
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C) β = 1 and
m(g−1B) = ∫
B
K(g, ξ) dm(ξ) (5.5)
for all Borel subsets B ⊆ ∂MΓ and all g ∈ Γ.
Proof. The ’if’ part is trivial so we prove the ’only if’ part. Let m be a
Kβ-conformal measure and assume that A) does not hold. In view of
Lemma 5.1 it suffices to show that β ∈ {0,1}. For each g ∈ Γ set
Pg = {ξ ∈ ∂MΓ ∶ K(g, ξ) = 1} .
If m(Pg) = 1 for all g ∈ Γ it follows that m (⋂g Pg) = 1. Since the func-
tions K(g, ⋅) separate the points of ∂MΓ it follows that ⋂g Pg contains
exactly one point which must be a spine on which m is concentrated,
which is impossible since we assume that A) does not holds. It follows
that m(Pg0) < 1 for some g0 ∈ Γ. This implies that there is a Borel set
A ⊆ ∂MΓ of positive m-measure such that K(g0, ξ) ≠ 1 for all ξ ∈ A.
Let x, y ∈ R, x ≠ y and t ∈]0,1[. It follows that
K(g0, ξ)tx+(1−t)y < tK(g0, ξ)x + (1 − t)K(g0, ξ)y
for all ξ ∈ A and hence
∫
∂MΓ
K(g0, ξ)tx+(1−t)y dm(ξ)
= ∫
∂MΓ/A
K(g0, ξ)tx+(1−t)y dm(ξ) + ∫
A
K(g0, ξ)tx+(1−t)y dm(ξ)
< ∫
∂MΓ/A
tK(g0, ξ)x + (1 − t)K(g0, ξ)y dm(ξ)
+ ∫
A
tK(g0, ξ)x + (1 − t)K(g0, ξ)y dm(ξ)
= ∫
∂MΓ
tK(g0, ξ)x + (1 − t)K(g0, ξ)y dm(ξ) .
This shows that the function
t ↦ ∫
∂MΓ
K(g0, ξ)t dm(ξ)
is strictly convex on R. Choose n so large that µne,g0 > 0. Such an
n exists because the support of µ generates Γ by assumption. The
function
Φ(t) = ∑
h∈Γ
µne,h∫
∂MΓ
K(h, ξ)t dm(ξ)
is then also strictly convex. Since m is Kβ-conformal,
∫
∂MΓ
K(h, ξ)β dm(ξ) = 1
for all h ∈ Γ by (2.3). As ∑h∈Γ µne,h = 1 we find therefore that
Φ(β) = ∑
h∈Γ
µne,h∫
∂MΓ
K(h, ξ)β dm(ξ) = ∑
h∈Γ
µne,h = 1 .
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For a similar reason Φ(0) = 1. Iterated applications of Lemma 5.5 show
that
Φ(1) = ∫
∂MΓ
∑
h∈Γ
µne,hK(h, ξ) dm(ξ) = ∫
∂MΓ
K(e, ξ) dm(ξ)
= ∫
∂MΓ
1 dm(ξ) = 1 .
Thus Φ(0) = Φ(β) = Φ(1) = 1. Since Φ is strictly convex this implies
that β ∈ {0,1} which is what we needed to prove.

Corollary 5.9. Assume that (5.4) holds. The KMS spectrum of αD
µ
is R when ∂MΓ contains a spine, and {0,1} or {1} when it does not.
6. Trivial Poisson boundary
Proposition 6.1. Let (Γ, µ) be a random walk on Γ for which (5.4)
holds. Assume that the Martin boundary ∂MΓ contains a spine ξ0.
For every β ∉ {0,1} there is an affine homeomorphism τ ↦ ωτ from
the tracial state space T (C∗r (Γ)) of C∗r (Γ) onto the simplex of β-KMS
states for the flow αD
µ
on C (∂MΓ) ⋊r Γ such that
ωτ(fUg) = f(ξ0)τ(Ug) (6.1)
for all f ∈ C(∂MΓ) and all g ∈ Γ.
Proof. Let τ ∈ T (C∗r (Γ)). Let R(Γ) be the amenable radical of Γ, i.e.
R(Γ) is the largest amenable normal subgroup of Γ. Then C(∂MΓ) ⋊
R(Γ) = C(∂MΓ) ⋊r R(Γ) since R(Γ) is amenable. By considering(δξ0 , τ ∣C∗(R(Γ))) as a δξ0-measurable field of traces it follows from The-
orem 2.1 in [N] that there is a trace state ω′ on C(∂MΓ) ⋊r R(Γ) such
that
ω′(fUg) = f(ξ0)τ(Ug)
for all f ∈ C(∂MΓ) and all g ∈ R(Γ). By Theorem 4.1 in [BKKO]
τ(Ug) = 0 for all g ∉ R(Γ), so when we set ωτ = ω′ ○ p where p ∶
C (∂MΓ)⋊r Γ→ C (∂MΓ)⋊rR(Γ) is the canonical conditional expecta-
tion we obtain a state ωτ such that (6.1) holds. It follows from (6.1)
that
ωτ (fUgf1Ug1) = ωτ (ff1 ○ φg−1UgUg1) = f(ξ0)f1(g−1ξ0)τ (UgUg1)
and
ωτ (f1Ug1αD
µ
iβ (fUg)) = ωτ (f1Ug1fUgeβD
µ
g )
= ωτ (f1f ○ φ−1g1 eβD
µ
g ○φ
−1
g ○φ
−1
g1Ug1Ug)
= f1(ξ0)f(g−11 ξ0)K(g−1, g−1g−11 ξ0)βτ(Ug1Ug)
Therefore the fact that ξ0 is a spine, and in particular fixed by Γ, and
τ is a trace imply that ωτ is a β-KMS state for αD
µ
. Hence the map
of τ ↦ ωτ is well-defined. It is obviously injective so it remains only to
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show that it is also surjective. Consider therefore a β-KMS state ω for
αD
µ
. By composing ω with the canonical surjection q ∶ C(∂MΓ) ⋊ Γ →
C(∂MΓ)⋊rΓ we obtain the β-KMS state ω ○q on C(∂MΓ)⋊Γ for which
we can apply [N]. Since we assume that β ∉ {0,1} it follows from
Proposition 5.8 that every Kβ-conformal measure is concentrated on
ξ0. Hence Theorem 1.3 in [N] tells us that there is a trace state τ ′ on
C∗(Γ) such that
ω ○ q(fUg) = f(ξ0)τ ′(Ug) (6.2)
for all f ∈ C(∂MΓ) and all g ∈ Γ. Since ξ0 is fixed by Γ every represen-
tation of Γ extends to a representation of C(∂MΓ) ⋊ Γ implying that
C∗(Γ) ⊆ C(∂MΓ) ⋊ Γ. The restriction of q to C∗(Γ) is the canonical
surjection C∗(Γ) → C∗r (Γ) and it follows therefore from (6.2) that τ ′
factorises through C∗r (Γ). This shows that the map under considera-
tion is also surjective. 
As examples in Section 8 will show there can in general be many K-
conformal measures when the Martin boundary contains a spine, but
as we show next this requires that the Poisson boundary is non-trivial.
A Borel probability measure m on ∂MΓ is µ-stationary when
∑
g∈Γ
µ(g)m(g−1B) =m(B)
for all Borel sets B ⊆ ∂MΓ.
Lemma 6.2. Assume that (5.4) holds. The following conditions are
equivalent.
1) The Poisson boundary of (Γ, µ) is trivial.
2) Every µ-stationary Borel measure on ∂MΓ is Γ-invariant.
3) Every K-conformal measure is Γ-invariant.
4) There is a point ξ0 ∈ ∂mΓ such that the Dirac measure δξ0 is the
only eβD
µ
-conformal measure on ∂MΓ for all β ≠ 0.
5) The minimal Martin boundary ∂mΓ contains a spine.
Proof. 1) ⇒ 2): Let m be a µ-stationary Borel measure and consider a
Borel set B such that m(B) ≠ 0. Since
∑
h∈Γ
µ(h)m (h−1g−1B) = m(g−1B) ,
the function Γ ∋ g ↦ m(g−1B)
m(B) is µ-harmonic. Since it is also bounded the
Poisson integral formula gives a bounded Borel function ϕB on ∂MΓ
such that
m(g−1B) = m(B)∫
∂MΓ
K(g, ξ)ϕB(ξ) deν(ξ)
for all g ∈ Γ, cf. Theorem 7.61 in [Wo2]. That the Poisson boundary
is trivial means that the measure eν is concentrated on a spine ξ0.
Therefore
m(g−1B) = m(B)ϕB(ξ0)
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for all g ∈ Γ. By taking g = e we find that ϕB(ξ0) = 1. This shows that
m(g−1B) =m(B) for all g ∈ Γ when m(B) > 0. The same is true when
m(B) = 0 because if m(g−1B) > 0 it follows that m(B) = m(gg−1B) =
m(g−1B), a contradiction. 2) ⇒ 3): Let m be a K-conformal measure,
and let B ⊆ ∂MΓ a Borel set. Using Lemma 5.5 for the second identity
we find that
∑
g∈Γ
µ(g)m(g−1B) = ∑
g∈Γ
µ(g)∫
B
K(g, ξ) dm(ξ)
= ∫
B
K(e, ξ) dm(ξ) = m(B) ,
proving that m is µ-stationary and hence Γ-invariant since we assume
2). 3) ⇒ 4): Let m be a K-conformal measure; there is one since the
harmonic measure eν is K-conformal. Since m is Γ-invariant it follows
from (5.1) that
m(B) = ∫
B
K(g, ξ) dm(ξ)
for all Borel sets B ⊆ ∂MΓ and all g ∈ Γ. This implies that m is
concentrated on a spine ξ0. Note that ξ0 ∈ ∂mΓ since eν is concentrated
on ∂mΓ. Hence 4) follows from Proposition 5.8 because a spine is
unique. 4) ⇒ 5): Since δξ0 is K-conformal it follows that
1 = ∫
∂MΓ
K(g−1, ξ) dδξ0 =K(g−1, ξ0)
for all g ∈ Γ; i.e. ξ0 is a spine and hence 5) holds. 5) ⇒ 1): Let ξ0 be
a spine in ∂mΓ. Then δξ0 is a Borel probability measure concentrated
on ∂mΓ representing the harmonic function 1, and hence δξ0 = eν by
Theorem 7.53 in [Wo2], i.e. the Poisson boundary is trivial. 
Theorem 6.3. Let (Γ, µ) be a random walk on Γ for which (5.4) holds.
Assume that the Poisson boundary of (Γ, µ) is trivial and let ξ0 ∈ ∂mΓ
be the point supporting the harmonic measure. For every β ≠ 0 there
is an affine homeomorphism τ ↦ ωτ from the tracial state space
T (C∗r (Γ)) of C∗r (Γ) onto the simplex of β-KMS states for the flow αDµ
on C (∂MΓ) ⋊r Γ such that
ωτ(fUg) = f(ξ0)τ(Ug)
for all f ∈ C(∂MΓ) and all g ∈ Γ.
Proof. By Proposition 6.1 it suffices here to handle the case β = 1. But
by 1)⇒ 4) of Lemma 6.2 the Dirac measure δξ0 is the onlyK-conformal
measure and hence the arguments of Proposition 6.1 are valid also when
β = 1. 
Much work has been concerned with the question about triviality or
non-triviality of the Poisson boundary for random walks on groups; see
[KV] and [BE] for some of the first and some of the most recent results,
respectively. In particular, it follows from the Corollary to Theorem 4.2
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in [KV] that the Poisson boundary is never trivial for a random walk on
a non-amenable group. Hence Theorem 6.3 gives no information when
Γ is not amenable. In contrast, when Γ is a finitely generated group
of polynomial growth the Poisson boundary is trivial for all random
walks, cf. page 466 in [KV]. Hence Theorem 6.3 applies to all groups
of polynomial growth, including in particular all nilpotent groups.
7. Non-elementary hyperbolic groups
Beyond the nilpotent groups it seems that in relation to random
walks the hyperbolic or word-hyperbolic groups of Gromow are the
most studied and best understood. For a quick introduction to hyper-
bolic groups we refer to the survey by Kapovich and Benakli, [KB].
When Γ is a non-elementary hyperbolic group and (Γ, µ) is a random
walk on Γ with finite support (i.e. {g ∈ Γ ∶ µ(g) > 0} is finite) it was
shown by Ancona in [A] that the Martin boundary is Γ-equivariantly
homeomorphic to the Gromov boundary ∂Γ of Γ. We can then utilize
some of the many results available on the action of Γ on its Gromow
boundary. The most important is the following, a result of Woess,
[Wo3]; see also Theorem 7.6 in [Ka2].
Theorem 7.1. Let (Γ, µ) be a random walk with finite support on the
non-elementary hyperbolic group Γ. There is a unique µ-stationary
Borel probability measure on the Gromow boundary ∂Γ.
Combined with the observation made in the proof of 2) ⇒ 3) of
Lemma 6.2, that all K-conformal measures are µ-stationary, we only
have to chase the litterature to obtain the following.
Theorem 7.2. Let Γ be a torsion free non-elementary hyperbolic group
and (Γ, µ) a random walk on Γ with finite support. There is a β-KMS
state for αD
µ
if and only if β = 1. The 1-KMS state ω for αDµ is unique
and given by the formula
ω(a) = ∫
∂MΓ
Q(a) deν (7.1)
where Q ∶ C(∂MΓ) ⋊r Γ → C(∂MΓ) is the canonical conditional expec-
tation and eν is the µ-harmonic measure on ∂MΓ.
Proof. By Anconas result, [A], we can identify ∂MΓ and the Gromow
boundary ∂Γ. The action of Γ on ∂Γ is minimal, cf. e.g. Proposition
4.2 in [KB], and it follows therefore that A) of Proposition 5.8 does not
occur and hence the only values of β for which there can be an Kβ-
conformal measure is 0 and 1. In particular, an Kβ-conformal measure
is µ-stationary and it follows from Theorem 7.1 that the harmonic
measure is the uniqueKβ-conformal measure. To see that the harmonic
measure only is responsible for one 1-KMS state for αD
µ
, note that
it follows from Proposition 4.2 in [KB] that every element of Γ/{e}
fixes exactly two points in ∂MΓ. This implies, in particular, that the
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elements of ∂MΓ with non-trivial isotropy group are countable. In
[Wo3] Woess has shown that eν has no atoms, and it follows from this
that eν is concentrated on points with no isotropy and hence from [N]
that there is only one 1-KMS state, given by the formula (7.1). 
As we have used above, in the setting of Theorem 7.2 the crossed
product C(∂MΓ) ⋊r Γ is independent of the random walk and agrees
with C(∂Γ) ⋊r Γ thanks to the work of Ancona, [A]. Theorem 7.2
can therefore be considered as a statement about different flows on the
same C∗-algebra; C(∂Γ)⋊r Γ. It follows from the work of many hands,
culminating in the work by Tu in [Tu], that C(∂Γ) ⋊r Γ is a Kirchberg
algebra satisfying the UCT when Γ has the properties specified in The-
orem 7.2. In general the structure of C(∂Γ) ⋊r Γ is unknown unless
its K-theory groups are known, but for free groups the structure was
completely unravelled by Spielberg in [Sp] and his approach has been
adopted to free products of finite groups over a common subgroup by
Okayasu in [O].
It should be noted that it is crucial in Theorem 7.2 that Γ is torsion
free. If for example Γ is a direct product Γ = H × F2 where H is a
finite group and F2 is the free group on two generators, then Γ is non-
elementary hyperbolic and for any finitely supported random walk µ
on Γ the harmonic measure is the only Kβ-conformal measure. But
there are many 1-KMS states in this case; it is not difficult to see that
the simplex of 1-KMS states for the flow αD
µ
is affinely homeomorphic
to the tracial state space of C∗(H). These additional 1-KMS states
arise because the action of Γ on ∂MΓ is not free; the subgroup H acts
trivially on ∂Γ.
It would be wrong to conclude from Theorem 7.2 that the structure
of KMS states for αD
µ
is µ-independent in the setting of Theorem 7.2,
although it is necessary to consider invariants finer than the set of
inverse temperatures and the simplices of KMS-states. Specifically, it
follows from [INO] that the factor type of the harmonic measure varies
with µ, e.g. for nearest neighbour random walks on free groups.
8. Examples with many K-conformal measures
Fix a natural number q ≥ 2 and let D = Zq ≀Z be the wreath product
of Zq and Z. In more detail D is the semi-direct product (⊕ZZq) ⋊ Z
where Z acts on ⊕ZZq by shifts, cf. e.g. [BW].
Proposition 8.1. (Woess, Brofferio-Woess) There is a finitely sup-
ported random walk (D, µ0) such that ∂MD contains a spine in ∂mD/∂mD.
Proof. Let µ0 be the random walk labelled (2.5) on page 420 of [Wo4] for
some α ≠ 1/2. As noted in remark (6) on page 432 of [Wo4] the Martin
boundary contains then a spine outside the minimal Martin boundary.
That the spine is an element of the closure of the minimal Martin
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boundary follows from the description of the Martin kernels given in
Theorem 5.7 of [BW]. Specifically, in the notation of [BW] it follows
from Theorem 5.7 of [BW]that the point ω∞
1
ω−∞
2
is a spine in ∂MD/∂mD.
To see that it lies in the closure ∂mD of the minimal Martin boundary
we use the notation from [BW] and consider a sequence {ξn} in ∂∗Tq
such that limn→∞ d(o1, ξn ∧ ω1) =∞. It follows from Proposition 3.6 in
[BW] that limn→∞K1(x1, ξn) = 1 for all x1 ∈ Tq and then from Theorem
5.7 in [BW] that limn→∞ ξnω−∞2 = ω∞1 ω−∞2 in ∂MΓ while ξnω−∞2 ∈ ∂mD
for all n. Hence ω∞
1
ω−∞
2
∈ ∂mD/∂mD. Similarly, ω−∞1 ω∞2 is a spine in
∂mD/∂mD when α > 12 . 
Let ξ0 be the spine in ∂mD/∂mD. It follows that for all β ∉ {0,1} the
Dirac measure δξ0 is the unique K
β-conformal measure on ∂MD while
for β = 1 there are at least two ergodic K-conformal measures, namely
δξ0 and the harmonic measure eν; the latter is non-atomic by results
of Kaimanovich. By going more into the details of [BW] it is possible
to show that δξ0 and eν are the only ergodic K-conformal measures,
but we skip the proof because we loose track of the exact number of
K-conformal measures in the following constructions anyway.
Let (Γ1, µ1) and (Γ0, µ0) be finitely supported random walks such
that ∂mΓ0/∂mΓ0 contains a spine, e.g. the random walk from Propo-
sition 8.1. Let 0 < a < 1 and define a probability measure µ2 on
Γ2 = Γ0 × Γ1 such that
µ2(g, h) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
aµ0(e) + (1 − a)µ1(e) when (g, h) = (e, e)
aµ0(g) when h = e and g ≠ e
(1 − a)µ1(h) when g = e and h ≠ e
0 otherwise .
Lemma 8.2. There is a continuous injective map Φ ∶ ∂mΓ1 → ∂mΓ2
defined such that
K((g, h),Φ(ξ)) = K(h, ξ) (8.1)
for all (g, h) ∈ Γ2.
Proof. Let ξ0 be the spine in ∂mΓ0/∂mΓ0 and choose a sequence {ξn}
in ∂mΓ0 such that limn→∞K(g, ξn) = 1 for all g ∈ Γ0. Let ξ ∈ ∂mΓ1 and
choose a sequence {ηn} in ∂mΓ1 such that limn→∞K(h, ηn) = K(h, ξ)
for all h ∈ Γ1. It follows from Theorem 3.3 in [PW] that there is a
sequence {ωn} in ∂mΓ2 such that
K((g, h), ωn) = K(g, ξn)K(h, ηn) ∀(g, h) ∈ Γ2 .
Note that {ωn} converges in ∂MΓ2 to an element Φ(ξ) ∈ ∂mΓ2 for which
(8.1) holds. The resulting map Φ ∶ ∂mΓ1 → ∂mΓ2 is clearly injective and
continuous. 
Lemma 8.3. The map Φ ∶ ∂mΓ1 → ∂MΓ2 of Lemma 8.2 has the property
that (g, h)Φ(ξ) = Φ(hξ) for all (g, h) ∈ Γ2 and all ξ ∈ ∂mΓ1.
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Proof. Using (4.8) we find that
K((g′, h′),Φ(hξ)) = K(h′, hξ) = K(h
−1h′, ξ)
K(h−1, ξ)
= K((g
−1g′, h−1h′),Φ(ξ))
K((g−1, h−1),Φ(ξ)) = K((g
′, h′), (g, h)Φ(ξ)) ,
from which the statement follows. 
Lemma 8.4. Φ(∂mΓ1) ∩ ∂mΓ2 = ∅.
Proof. Assume for a contradiction that there are points ξ′ ∈ ∂mΓ1 and
ξ ∈ ∂mΓ2 such that Φ(ξ′) = ξ. It follows then from Theorem 3.3 in [PW]
that there are s, t ∈ R+ such that as + (1 − a)t = 1 and non-negative
functions f ∶ Γ0 → [0,∞) and f ′ ∶ Γ1 → [0,∞) such that
● ∑x∈Γ0 µ0(x)f(gx) = sf(g) ∀g ∈ Γ0,
● f is minimal with this property,
● ∑y∈Γ1 µ1(y)f ′(hy) = tf ′(h) ∀h ∈ Γ1,
● f ′ is minimal with this property, and
● K((g, h), ξ) = f(g)f ′(h) ∀(g, h) ∈ Γ2.
Since K(h, ξ′) =K((g, h), ξ) = f(g)f ′(h) for all (g, h) it follows that f
is constant, say f = c for some c > 0, and we find that
c = ∑
x∈Γ0
µ0(x)c = ∑
x∈Γ0
µ0(x)f(gx) = sf(g) = sc ,
implying that s = 1. Hence f = c is a minimal harmonic function on Γ0,
implying that the constant function 1 is a minimal harmonic function
on Γ0. This means that the Poisson boundary of (Γ0, µ0) is trivial by
Exercise 7.66 in [Wo2], and hence ∂mΓ0 contains a spine by Lemma
6.2. This contradicts that ξ0 ∉ ∂mΓ0. 
Lemma 8.5. Let µ be an K-conformal measure concentrated on ∂mΓ1.
Then
● µ○Φ−1 is an K-conformal measure concentrated on ∂mΓ2/∂mΓ2,
● µ ○Φ−1 is Γ2-ergodic when µ is Γ1-ergodic,
● µ ○Φ−1 is non-atomic when µ is, and
● the map µ↦ µ ○Φ−1 is injective.
Proof. For the first item note that µ○Φ−1 is concentrated on ∂mΓ2/∂mΓ2
by Lemma 8.4. Let B be a Borel subset of ∂MΓ2. We find that
µ ○Φ−1 ((g, h)−1B) = µ (h−1Φ−1(B)) (by Lemma 8.3)
= ∫
Φ−1(B)
K(h, ξ) dµ(ξ)
= ∫
∂MΓ1
1B ○Φ(ξ)K((g, h),Φ(ξ)) dµ(ξ)
= ∫
B
K((g, h), η) dµ ○Φ−1(η) ,
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showing that µ ○ Φ−1 is K-conformal. For the second item assume
that µ is Γ1-ergodic and let B ⊆ ∂MΓ2 be a Γ2-invariant Borel set. It
follows from Lemma 8.3 that Φ−1(B) is Γ1-invariant and hence that µ○
Φ−1(B) ∈ {0,1}. The third and fourth items follow from the injectivity
of Φ. 
It follows from Lemma 8.5 that if there are n K-conformal and er-
godic measures concentrated on ∂mΓ1, there will be at least n + 1 K-
conformal and ergodic measures concentrated on ∂mΓ2 since the har-
monic measure of (Γ2, µ2) will contribute an ergodic K-conformal mea-
sure singular to those coming from (Γ1, µ1). If we assume that there
is a spine ξ1 in ∂mΓ1 the element Φ(ξ1) will be a spine in ∂mΓ2/∂mΓ2
and the harmonic measure of (Γ2, µ2) will be non-atomic by the re-
sult of Kaimanovich. Under the same assumption we can repeat the
construction, and we obtain in this way the following.
Proposition 8.6. There is a finitely supported random walk (Dn, µ)
on Dn such that the number of ergodic K-conformal measures on ∂MDn
is at least n + 1; and at least n of these are non-atomic.
By construction the random walk (Dn, µ) has a spine in its Martin
boundary. It follows that the KMS-spectrum of αµ is the whole line
R. For β ∉ {0,1} the simplex of β-KMS states is affinely homeomor-
phic to the tracial state of C∗(Dn). For β = 1 the tracial states of
C∗(Dn) constitutes only a closed face of the simplex of 1-KMS states;
corresponding to those whose supporting K-conformal measure is con-
centrated on the spine.
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