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Abstrat
We study the semilassial measures for the solution of a dissipative Helmholtz equa-
tion with a soure term onentrated on a bounded submanifold. The potential is not
assumed to be non-trapping, but trapped trajetories have to go through the region
where the absorption oeient is positive. In that ase, the solution is miroloally
written around any point away from the soure as a sum (nite or innite) of lagragian
distributions. Moreover we prove and use the fat that the outgoing solution of the
dissipative Helmholtz equation is miroloally zero in the inoming region.
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1 Introdution and statement of the result
We onsider on L2(Rn) the dissipative semilassial Helmholtz equation:
(−h2∆+ Vh − Eh)uh = Sh (1.1)
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in the high frequeny limit, that is when the semilassial parameter h > 0 goes to 0. Here the
potential Vh = V1− ihV2 has a nonpositive imaginary part of size h. We reall (see [BLSS03℄)
that this equation modelizes for instane the propagation of the eletromagneti eld of a
laser in material medium. In this setting the parameter h is the wave length of the laser,
Re(Eh − Vh) is linked to the eletroni density of the material medium (and plays the role
of the refration index for the orresponding hamiltonian problem) while h−1 Im(Eh−Vh) is
the absorption oeient of the laser energy by the material.
Thus, in order to onsider the ase of a non-onstant absorption oeient we have to
allow non-real potentials. We proved in [Roy℄ that if the potential has non-positive imaginary
part then (with deay and regularity assumptions on V ) the resolvent (−h2∆+ Vh − z)−1 is
well-dened for Im z > 0 and is of size O(h−1) uniformly for z lose to E ∈ R∗+ on ondition E
satises an assumption on lassial trajetories for the orresponding hamiltonian problem.
In this ase, the resolvent has a limit for z → E in the spae of bounded operators in some
weighted spaes, and this limit operator gives the (outgoing) solution for (1.1) (see below).
Given a soure term Sh and suh an energy E > 0, our purpose in this paper is to
study the asymptoti when h → 0 for the outgoing solution uh of (1.1). More preisely we
are interested in the semilassial measures (or Wigner measures) of uh. The rst work in
this diretion seems to be the paper of J.-D. Benamou, F. Castella, T. Katsaounis and B.
Perthame ([BCKP02℄). In their paper Sh = S(x/h)/h onentrates on 0 and ImEh = hαh
with αh → α > 0. They onsider the family of Wigner transforms fh of the solutions uh and
prove that after extrating a subsequene, this family of Wigner transforms onverges to a
measure f whih is the (outgoing) solution of the transport equation1:
αf + ξ.∂xf(x, ξ)− 1
2
∂xV1(x).∂ξf(x, ξ) =
1
(4pi)2
δ(x)
∣∣Sˆ(ξ)∣∣2δ(|ξ| = 1) (1.2)
Note that the solution is estimated by Morrey-Companato-type estimates (see [PV99℄) and
that part of the result is left as a onjeture and proved in [Cas05℄.
F. Castella, B. Perthame and O. Runborg study in [CPR02℄ the similar problem with a
soure term whih onentrates on an unbounded submanifold of Rn. As a onsequene there
is a lak of deay of the soure and Morrey-Companato estimates annot be used. Atually
only a formal desription of the asymptotis is given and the proof onerns the ase where
the refration index is onstant, that is V1 = 0, and the submanifold is an ane subspae.
X.-P. Wang and P. Zhang give a proof for V1 6= 0 (variable refration index) in [WZ06℄ using
uniform estimates given by Mourre method. We also mention the work of E. Fouassier who
onsidered the ase of a soure whih onentrates on two points (see [Fou06℄, V1 = 0 in this
ase) and the ase of a potential disontinuous along an ane hyperplane in [Fou07℄ (the
soure onentrates on 0 in this ase). All this papers use a priori estimates of the solution
in Besov spaes (we have already mentionned [PV99℄, see also [CJ06, WZ06, Wan07, CJK08℄
for further results about these estimates).
Here we are going to use the point of view of J.-F. Bony (see [Bon℄). He onsiders the ase
of a soure whih onentrates on one or two points (with V1 6= 0) using a time-dependant
method based on a BKW approximation of the propagator to prove that, miroloally, the
solution of the Helmholtz equation is a nite sum of lagrangian distributions. In partiular,
abstrat estimates of the solution are only used for the large times ontrol, and this part
of the solution has no ontribution for the semilassial measure, so the measure is atually
onstruted expliitely. Moreover, this method requires a geometrial assumption weaker
than the Virial hypothesis used in the previous works.
In this paper we onsider the ase where not only the refration index but also the ab-
sorption oeient an be non-onstant, and hene we have to work with a non-selfadjoint
Shrödinger operator. But, as already mentionned, we know that the resolvent is well-dened
for a spetral parameter z with Im z > 0. For the selfadjoint semilassial Shrödinger, we
1
given with our notations.
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need a non-trapping ondition on lassial trajetories of energy E > 0 to have uniform esti-
mates of the resolvent and the limiting absorption priniple around E (see [RT87, Wan87℄).
In the dissipative ase, this assumption an be weakened as follows: any trajetory should
either go to innity or meet the region where V2 > 0. This is the assumption we are going
to use, and as as onsequene, even if we an show that the outgoing solution uh of (1.1)
is miroloally zero in the inoming region, the ontribution of large times in uh does not
vanishes when h → 0 as is the ase in [Bon℄, and in partiular the solution an be an in-
nite sum of lagrangian distributions around some points of the phase spae. However, the
assumption that bounded trajetories should meet the region where there is absorption will
make the series of amplitudes of these distributions onvergent, whih is the key argument
in order to have a well-dened semilassial measure in our ase.
Conerning the soure term, Sh is allowed to onentrate on any bounded submanifold
of Rn. We do not have problem like in [CPR02, WZ06℄ with deay assumptions, but this
allows us to see what happens when the soure onentrates on a non-at submanifold. Note
that we do not have phase fator in our soure term (see below) so we are in the propagative
regime desribed in [CPR02℄.
Let us now state the assumptions we are going to use in this work. We denote the free
laplaian −h2∆ by Hh0 and Hh is the dissipative Shrödinger operator on L2(Rn) (n > 1):
Hh = −h2∆+ V1(x)− ihV2(x)
We also denote by Hh1 = −h2∆ + V1(x) the selfadjoint part of Hh. V1, V2 are smooth real
funtions on Rn, V2 is nonnegative and for j ∈ {1, 2}, α ∈ Rn:
|∂αVj(x)| 6 Cα 〈x〉−ρ−|α| (1.3)
for some ρ > 0. Here 〈·〉 denotes the funtion x 7→ (1 + |x|2) 12 . Let p : (x, ξ) 7→ ξ2 + V1(x)
be the symbol on R2n ≃ T ∗Rn of the selfadjoint part Hh1 . The lassial trajetories for this
problem are the solutions φt(w) = (x(t, w), ξ(t, w)) for w ∈ R2n of the hamiltonian problem:

∂tx(t, w) = 2ξ(t, w)
∂tξ(t, w) = −∇V1(x(t, w))
φ0(w) = w
We reall from [Roy℄ that the exat hypothesis we need on an energy E > 0 to have the
limiting absorption priniple around E is the following: if we set
O = {x ∈ Rn : V2(x) > 0}
then for all w ∈ R2n suh that p(w) = E we have:{
φt(w), t ∈ R} is unbounded in R2n or {φt(w), t ∈ R} ∩ O 6= ∅ (1.4)
whih means that any trapped trajetories should meet the set where there is absorption.
For further use we also set, for γ > 0:
Oγ = {x ∈ Rn : V2(x) > γ}
With this ondition (whih is atually neessary), for any α > 12 there exist ε > 0 and c > 0
suh that:
sup
|Re z−E|6ε,Im z>0
∥∥∥〈x〉−α (Hh − z)−1 〈x〉−α∥∥∥ 6 c
h
and for all λ ∈ [E − ε, E + ε] the limit:
(Hh − (E + i0))−1 := lim
µ→0+
(Hh − (E + iµ))−1
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exists (and is a ontinuous funtion of λ) in the spae of bounded operators from L2,α(Rn)
to L2,−α(Rn), where L2,δ(Rn) stands for L2(〈x〉2δ dx). Then for all Sh ∈ L2,α(Rn), uh =
(Hh − (E + i0))−1Sh ∈ L2,−α(Rn) is the outgoing solution for (1.1).
About the lassial hamiltonian problem, we use the following notations:
Ω±b (J) =
{
w ∈ R2n : {x(t, w),±t > 0} is bounded}
Ω±∞(J) =
{
w ∈ R2n : |x(t, w)| −−−−→
t→±∞
+∞
}
Note that Ω±∞(J) is open if J is open and Ω
±
b (J) is losed if J is losed.
Let us now introdue the soure term we onsider. Given a (bounded) submanifold Γ2 of
dimension d ∈ J0, n− 1K in Rn with the measure σ indued by the Lebesgue measure on Rn,
a smooth funtion A of ompat support on Γ2 and a Shwartz funtion S ∈ S(Rn), we note
for x ∈ Rn:
Sh(x) = h
1−n−d
2
∫
z∈Γ
A(z)S
(
x− z
h
)
dσ(z) (1.5)
We an hoose Γ and Γ1 open in Γ2 suh that Γ0 := suppA ⊂ Γ, Γ ⊂ Γ1 and Γ1 ⊂ Γ2 (if
Γ2 is ompat we an have Γ0 = Γ = Γ1 = Γ2).
As usual, for z ∈ Γ2 and ζ ∈ TzΓ2 small enough (where TzΓ2 is the tangent spae to Γ2
at z), we denote by expz(ζ) the point cζ(1) where t 7→ cζ(t) is the unique geodesi on Γ2
with initial onditions cζ(0) = z and c
′
ζ(0) = ζ (see [GHL90, 2.86℄). On Γ2 we dene the
distane dΓ as usual: for x, y ∈ Γ2, dΓ(x, y) is the inmum of the length of all pieewise C1
urves from x to y. For z ∈ Γ2, there exists a neighborhood U of z in Γ2 and ε > 0 suh that
for x, y ∈ U there is a unique geodesi c from x to y of length less than ε. And the length of
c is dΓ(x, y) (see [GHL90, 2.C.3℄).
We onsider a family of energies Eh ∈ C for h ∈]0, 1]. We assume that ImEh > 0 and:
Eh = E0 + hE1 + o
h→0
(h) (1.6)
where E0 > 0 satises (1.4) and:
∀z ∈ Γ, V1(z) < E0 (1.7)
We set NΓ = {(z, ξ) ∈ Γ× Rn : ξ⊥TzΓ},
NEΓ =
{
(z, ξ) ∈ NΓ : |ξ| =
√
E0 − V1(z)
}
and:
Λ =
{
φt(z, ξ); t > 0, (z, ξ) ∈ NEΓ
}
We similarly dene NEΓ0 and NEΓ1. For (z, ξ) ∈ NEΓ and (Z,Ξ) ∈ T(z,ξ)NEΓ we have
Z ∈ TzΓ and Ξ ∈ Rn deomposes as Ξ = ΞT + Ξ + Ξ⊥ with ΞT ∈ TzΓ, Ξ ∈ Rξ and
Ξ⊥ ∈ (TzΓ⊕ Rξ)⊥. Then NEΓ is endowed with the metri g dened by:
g(z,ξ)
(
(Z1,Ξ1), (Z2,Ξ2)
)
=
〈
Z1, Z2
〉
Rn
+
〈
Ξ1⊥,Ξ
2
⊥
〉
Rn
for all (Z1,Ξ1), (Z2,Ξ2) ∈ T(z,ξ)NEΓ. This means that we do not take into aount the part
of Ξ olinear to ξ and TzΓ, whih is allowed sine (Z,Ξ) never redues to (0,ΞT +Ξ) unless
(Z,Ξ) = (0, 0). Indeed, if Z = 0 then Ξ ∈ T(z,ξ)(NEΓ ∩ NzΓ) and hene Ξ = Ξ⊥. Now we
denote by σ˜ the anonial measure on NEΓ given by the metri g. This means that for any
smooth map ψ : U → V (where U is an open set in Rn−1 and V is an open set in NEΓ) and
any funtion f on V we have (see [GHL90, 3.H℄):∫
V
f(v) dσ˜(v) =
∫
U
f(ψ(u))
(
det(gψ(u)(∂iψ(u), ∂jψ(u)))16i,j6n−1
) 1
2 du
4
Finally we set:
Φ0 =
{
(z, ξ) ∈ NEΓ : ∃t > 0, φt(z, ξ) ∈ NEΓ
}
The last assumption we need is:
σ˜(Φ0) = 0 (1.8)
In [Bon, setion 4℄ is given an example of what an happen without an hypothesis of this
kind. Note that when Γ = {0}, this assumption is weaker than the assumption ν0(E0 −
V1(x)) − x.∇V1(x) > c0 > 0 for some ν0 ∈]0, 2] whih is used for instane in [Wan07℄. This
is no longer true in general (for instane we an take V1 = 0, E0 = 1 and any irle in R
2
for Γ).
To study semilassial measures of uh, we hoose the point of view of pseudo-dierential
operators. Let us reall that the Weyl quantization of an observable a : R2n → C is the
operator:
Opwh (a)u(x) =
1
(2pih)n
∫
Rn
∫
Rn
e
i
h
〈x−y,ξ〉a
(
x+ y
2
, ξ
)
u(y) dy dξ
We also use the standard quantization:
Oph(a)u(x) =
1
(2pih)n
∫
Rn
∫
Rn
e
i
h
〈x−y,ξ〉a(x, ξ)u(y) dy dξ
See [Rob87, Mar02, EZ℄ for more details about semilassial pseudo-dierential operators,
[Gér91℄ for semilassial measures. We are going to use the following lasses of symbols. For
δ ∈ R we set:
Sδ =
{
a ∈ C∞(R2n) : ∀α, β ∈ Nn, ∃cα,β , ∀(x, ξ) ∈ R2n,
∣∣∣∂αx ∂βξ a(x, ξ)∣∣∣ 6 cα,β 〈x〉δ−|α|}
while Sb is the set of C∞(R2n) funtions whose derivatives up to any order are in L∞(R2n).
We an now state the main theorem of this paper:
Theorem 1.1. There exists a Radon measure µ on R2n suh that for all q ∈ C∞0 (R2n):
〈Opwh (q)uh, uh〉 −−−→
h→0
∫
R2n
q dµ
Moreover µ is haraterized by the following three properties:
(i) µ is supported on the hypersurfae of energy E0:
suppµ ⊂ p−1({E0})
(ii) µ vanishes in the inoming region: let σ ∈]0, 1[, then there exists R > 0 suh that for
q ∈ C∞0 (R2n) supported in the inoming region Γ−(R,−σ) (see denition in setion
5.1) we have: ∫
q dµ = 0
(iii) µ satises the Liouville equation:
(Hp + 2 ImE1 + 2V2)µ = pi(2pi)
d−nA(z)2 |ξ|−1 Sˆ(ξ)2σ˜ (1.9)
where Hp = {p, ·} = 2ξ.∂x − ∇V1(x).∂ξ and σ˜ is extended by 0 on R2n \ NEΓ. This
means that for any q ∈ C∞0 (R2n) we have:∫
R2n
(−Hp + 2 ImE1 + 2V2)q dµ = pi(2pi)d−n
∫
NEΓ
q(z, ξ)A(z)2 |ξ|−1 Sˆ(ξ)2 dσ˜(z, ξ)
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We rst remark that this theorem gives not only existene of a semilassial measure
but also uniqueness, sine we do not need to extrat a subsequene to have onvergene of
〈Opwh (q)uh, uh〉 when h→ 0.
Moreover, we see that in the Liouville equation the absorption oeient α of (1.2) is
replaed by our full non-onstant absorption oeient ImE1 + V2, as one ould expet.
And nally we will prove that the three properties of the theorem implies that the measure
µ is given, for q ∈ C∞0 (R2n), by:∫
R2n
q dµ = pi(2pi)d−n
∫
R+
∫
NEΓ
A(z)2 |ξ|−1Sˆ(ξ)2q(φt(z, ξ))e−2t ImE1−2
R
t
0
V2(x(s,z,ξ)) ds dσ˜(z, ξ) dt
(1.10)
To prove this theorem we write as in [Bon℄ the resolvent as the integral over positive times
of the propagator, the main dierene being the large times ontribution. Let:
Uh(t) = e
− it
h
Hh , Uh0 (t) = e
− it
h
Hh0 , and UEh (t) = e
− it
h
(Hh−Eh)
Then:
uh = (Hh − (Eh + i0))−1Sh = i
h
∫ +∞
0
UEh (t)Sh dt (1.11)
and for T > 0 we set:
uTh = (Hh − (Eh + i0))−1Sh − (Hh − (Eh + i0))−1UEh (T )Sh
=
i
h
∫ T
0
UEh (t)Sh dt
(1.12)
Our purpose is to study the quantity:
lim
h→0
lim
T→+∞
〈
Oph(q)u
T
h , u
T
h
〉
whih we annot do diretly. Around w ∈ R2n, troubles appear when proving that relevant
parts of integral (1.11) are around times t for whih we an nd (z, ξ) ∈ NEΓ suh that
φt(z, ξ) = w (see proposition 4.1). Indeed, far from these times we an nd t suh that
φt(NEΓ) is lose to w, giving ontribution for the semilassial measure in any neighborhood
of w. Moreover, the Egorov theorem we use gives estimates uniform in h but not in time
(see [BR02℄ for a disussion of this problem). The key of our proof is to hek that even if
the ontribution of large times is not zero as for the non-trapping ase, the damping term V2
makes it so small that the semilassial measure is also given by:
lim
T→+∞
lim
h→0
〈
Oph(q)u
T
h , u
T
h
〉
whih is muh easier to study. Indeed, this means that we study the semilassial measure
for the family (uTh ). This an be done as for the non-trapping ase sine we do not have to
worry about large times behavior. This gives a family of measures on R
2n
, and then we an
take the limit T → +∞, sine we no longer have problems with the parameter h. It only
remains to hek this gives the measure we are looking for.
We begin the proof by a few preliminary results: we show to what extent the damping
term V2 implies a deay of Uh(t), we look at the lassial trajetories around the submanifold
Γ and give more details about the assumption on Φ0. Finally we show that the solution
uh onentrates on the hypersurfae of energy E0. In setion 3 we give an estimate of the
solution near Γ, sine we annot give a preise desription of uh there. This part is lose to
setion 3.3 of [Bon℄ but we give a omplete proof in order to see how to deal with the general
ase dimΓ > 1. In setion 4 we study the nite times ontribution and give the semilassial
measure for uTh , and then in setion 5 we prove that taking the limit T → +∞ for this family
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of measures gives a semilassial measure for the solution uh. We also show that this limit is
the solution of the Liouville equation (1.9) where V2 naturally appears as a damping fator.
Finally in setion 6 we give the proof of the estimate in the inoming region we use in
setion 5. Indeed if we no longer assume that all the lassial trajetories of energy E0 go
to innity, there still are some non-trapped trajetories. So we still need the estimate of the
outgoing solution in the inoming region used in the non-trapping ase. For the self-adjoint
Shrödinger operator, this is proved in [RT89℄ but here we need to show that this remains
true in our dissipative setting.
2 Some preliminary results
2.1 Damping eet of the absorption oeient on the semigroup
generated by Hh
We saw in [Roy℄ that assumption (1.4) is atually satised for any energy lose enough to
E0, hene we an onsider two losed intervals I and J suh that E0 ∈ I˚, I ⊂ J˚ and any
trapped trajetory of energy in J meets O.
The main tool we need in this setion is the dissipative version of Egorov theorem. We
already stated this theorem in [Roy℄ but we give here a more preise version we are going to
use in the proof of proposition 4.1.
Proposition 2.1. Let a ∈ Sb.
(i) There exists a family of symbols αj(t) for j ∈ N and t > 0 suh that for any N ∈ N
and t > 0 the symbol AN (t, h) =
∑N
j=0 h
jαj(t) satises:
Uh(t)
∗Opwh (a)Uh(t) = Op
w
h (AN (t, h)) + O
h→0
(hN+1)
where the rest is bounded as an operator on L2(Rn) uniformly in t ∈ [0, T ] for any
T > 0.
(ii) α0(t) = (a ◦ φt) exp
(
−2 ∫ t
0
V2 ◦ φs ds
)
where for (x, ξ) ∈ R2n, V2(x, ξ) means V2(x).
(iii) If a vanishes on the open set W ⊂ R2n then for all j ∈ N the symbol αj(t) vanishes on
φ−t(W).
Proof. In [Roy℄ we proved (i) for N = 0 and (ii). Moreover (iii) is a diret onsequene of
(ii) for j = 0. What remains an be proved as in the selfadjoint ase (see [Rob87℄) so we only
reall the ideas. (i) is proved by indution. More preisely, we show that for any N ∈ N:
Uh(t)
∗Opwh (a)Uh(t) =
N∑
j=0
hjOpwh (αj(t))
+hN+1
∫ t
τ1=0
∫ τ1
τ2=0
. . .
∫ τN
τN+1=0
Uh(τN+1)
∗Opwh (bN (τ1, . . . , τN+1, h))Uh(τN+1) dτN+1 . . . dτ1
for some symbol bN . The ase N +1 is obtained by applying the ase N = 0 to the prinipal
symbol of bN .
To prove (iii) we take the derivative of Uh(t)
∗Opwh (a)Uh(t) with report to t. This gives,
for j ∈ N:
∂tαj(t) = Hp(αj)− 2V2αj(t) +
j−1∑
q=0
Cj,qD
∗
j,qαq
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where Cj,q is a funtion with bounded derivatives and D
∗
j,q is a dierential operator. Then
if α˜j(t) = (αj(t) ◦ φ−t) exp
(
2
∫ t
0 V2 ◦ φ−s ds
)
we have:
∂tα˜j(t) =
j−1∑
q=0
Cj,qD
∗
j,q(αq(t) ◦ φ−t) exp
(
2
∫ t
0
V2 ◦ φ−s ds
)
and it is easy to hek by indution on j > 1:
α˜j(0) = 0, ∂tα˜j(t) = 0 on W , and hene αj(t) = 0 on φ−t(W)
Lemma 2.2. Let K be a ompat subset of Ω+b (J). There is C > 0 and δ > 0 suh that:
∀w ∈ K, exp
(
−
∫ t
s=0
V2(φ
s(w)) ds
)
6 Ce−δt
Proof. 1. We rst reall that if w ∈ Ω+b (J) then there exists T > 0 suh that φT (w) ∈ O
(this is slightly stronger than assumption (1.4)). Indeed, the set Kw = {φt(w), t > 0} is
ompat, so there is an inreasing sequene (tm)m∈N with tm → +∞ and w∞ ∈ Kw suh
that φtm(w) → w∞. Sine Ω+b ({p(w)}) is losed, w∞ ∈ Ω+b ({p(w)}). Moreover, for M ∈ N
and m > M we have φ−tM (φtm(w)) ∈ Kw and hene φ−tM (w∞) ∈ Kw, whih proves that
w∞ ∈ Ω−b (R). By assymption (1.4), there is T ∈ R suh that φT (w∞) ∈ O. Hene φT+tm(w)
lies in O for large m. Sine T + tm > 0 when m is large enough, the laim is proved.
2. We set:
K˜ = {φt(w), t > 0, w ∈ K}
By denition of K, K˜ is ompat in R2n. Let w ∈ K˜. There are Tw > 0 and γw > 0 suh that
φTw (w) ∈ O2γw , so we an nd τw > 0 and a neighborhood Vw of w in R2n suh that for all
v ∈ Vw and t ∈ [Tw− τw, Tw] we have: φt(v) ∈ Oγw . As K˜ is ompat we an nd w1, . . . , wk
suh that K ⊂ ∪ki=1Vwi . Then we take T = max{Twi , 1 6 i 6 k}, τ = min{τi, 1 6 i 6 k}
and γ = min{γwi , 1 6 i 6 k}. For all w ∈ K and t > 0, φt(w) is in K˜ and hene in [t, t+ T ]
there is a subinterval Iw,t of length at least τ suh that φ
s(w) ∈ Oγ for s ∈ Iw,t. Thus:
exp
(∫ t+T
s=t
V2(φ
s(w)) ds
)
6 e−τγ
We apply this for tn = nT with n 6 t/T and this gives:
exp
(∫ t
0
V2(φ
s(w)) ds
)
6 e−
t−T
T
τγ 6 eτγe−t
τγ
T
so the result follows with C = eτγ et δ = τγ
T
.
Proposition 2.3. Let q, q′ ∈ C∞0 (R2n) supported in p−1(J) and ε > 0. Then there exists
T0 > 0 suh that for all T > T0 we an nd hT > 0 whih satises:
∀h ∈]0, hT ], ‖Opwh (q)Uh(T )Opwh (q′)‖ 6 ε
Proof. We set K = supp q′ ∩ Ω+b (R). As K is a ompat subset of Ω+b (J), lemma 2.2 shows
that there is T0 > 0 suh that:
sup
w∈K
‖q‖∞ ‖q′‖∞ exp
(
−
∫ T
s=0
(V2 ◦ φs)(w) ds
)
6
ε
4
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As the left-hand side is a ontinuous funtion of w, we an nd a neighborhood V of K
in R2n suh that this holds for w ∈ V after having replaed ε/4 by ε/2. Let now K∞ =
supp q′ \ V . K∞ is a ompat subset of Ω∞+ . Therefore, if T0 is large enough, we an assume
that for T > T0 and w ∈ K∞ we have φT (w) /∈ supp q. Hene by Egorov theorem (see also
remark 4.4 in [Roy℄), for any T > T0 we have:
‖Opwh (q)Uh(T )Opwh (q′)‖ =
∥∥Uh1 (−T )Opwh (q)Uh(T )Opwh (q′)∥∥
=
∥∥∥Opwh ((q ◦ φT )e− R Ts=0 V2◦φs ds)Opwh (q′)∥∥∥+ O
h→0
(h)
6 sup
w∈R2n
∣∣∣q′(w)(q(φT (w)))e− R Ts=0 V2(φs(w)) ds∣∣∣+ C(T )√h
6
ε
2
+ C(T )
√
h
(2.1)
and hene for any xed T > T0 we an nd hT > 0 small enough to onlude.
2.2 Classial trajetories around Γ
In this setion we assume that assumptions (1.3), (1.4) and (1.7) are satised.
Proposition 2.4. There exists τ0 > 0 suh that:
T :
{
]0, 3τ0]×NEΓ1 → Rn
(t, w) 7→ x(t, w) (2.2)
is one-to-one and Ran(T ) ∪ Γ1 is a neighborhood of Γ in Rn. Furthermore:
(i) We an hoose τ0 to have:
∀t ∈]0, 3τ0], ∀w ∈ NEΓ1, 2γmt 6 d(x(t, w),Γ2) 6 2γM t (2.3)
for some γM > γm > 0.
(ii) If f is a ontinuous funtion with support in T (]0, 3τ0[×NEΓ) then:∫
x∈Rn
f(x) dx = 2n−d
∫ 3τ0
0
∫
NEΓ
f(x(t, z, ξ))tn−d−1 |ξ|
(
1 + O
t→0
(t)
)
dσ˜(z, ξ) dt (2.4)
For 0 6 r1 6 r2 6 3τ0 we set:
Γ˜(r2) = T ([0, r2]×NEΓ) and Γ˜(r1, r2) = T (]r1, r2]×NEΓ)
When x ∈ Γ˜(0, 3τ0) we write (tx, zx, ξx) = T −1(x).
Proof. For τ > 0, let :
N(τ) =
{
(z, ξ) ∈ NΓ1 : |ξ| 6 τ
√
E0 − V1(z)
}
We onsider the funtion T˜ from N(1) to Rn dened by:
T˜ (z, ξ) =

x
(
|ξ|√
E0−V1(z)
, z,
ξ
√
E0−V1(z)
|ξ|
)
if ξ 6= 0
z if ξ = 0
We have:
T˜ (z, ξ) = z + 2ξ + o(|ξ|)
Hene for τ0 > 0 small enough, T˜ is a dieomorphism from N(3τ0) to a tubular neighborhood
of Γ1 (we an follow the proof for the funtion (x, ξ) 7→ z + 2ξ, see for instane theorem
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2.7.12 in [BG87℄). In partiular T˜ and hene T : (t, z, ξ) 7→ T˜ (z, tξ) are one-to-one and
RanT ∪ Γ1 = Ran T˜
∣∣∣
N(3τ0)
∪ Γ1 is a neighborhood of Γ0.
(i) We have:
x(t, z, ξ)− z =
∫ t
0
2ξ(s, z, ξ) ds = 2tξ − 2
∫ t
0
∫ s
0
∇V1(u, z, ξ) du ds
Hene, if M = supx∈Rn |∇V1(x)| this gives:
|x(t, z, ξ)− z − 2tξ| 6 2t2M
Denote ξmin = min{|ξ| , ξ ∈ NEΓ1} > 0 and ξmax = max{|ξ| , ξ ∈ NEΓ1}. We reall from
[BG87℄ that for (z, ξ) ∈ NEΓ1 and t small enough we have d(z + tξ,Γ2) = t |ξ|. Then for τ0
small enough we have 2τ0M 6 ξmin so:
d(x(t, z, ξ),Γ2) > d(z + 2tξ,Γ2)− |x(t, z, ξ)− z − 2tξ| > 2t |ξ| − tξmin > tξmin
and:
d(x(t, z, ξ),Γ2) 6 d(z + 2tξ,Γ2) + |x(t, z, ξ)− z − 2tξ| 6 2t |ξ|+ tξmin 6 t(2ξmax + ξmin)
(ii) Let (t, z, ξ) ∈]0, 3τ0[×NEΓ. For (T1, Z1,Ξ1), (T2, Z2,Ξ2) ∈ T(t,z,ξ)(]0, 3τ0[×NEΓ) we
set:
g˜(t,z,ξ)((T1, Z1,Ξ1), (T2, Z2,Ξ2)) = T1T2 + g(z,ξ)((Z1,Ξ1), (Z2,Ξ2))
We rst look for good orthonormal bases of T(t,z,ξ)(]0, 3τ0[×NEΓ) (for the metri g˜) and
Rn (for the usual metri) to ompute the jaobian of T . NEΓ ∩ ({z}×Rn) is a submanifold
of dimension n − d − 1 in NEΓ, so we an onsider an orthonormal basis ((0,Ξj))d+26j6n
of its tangent spae at (z, ξ). We now hoose an orthonormal basis (Zj)26j6d+1 of TzΓ. We
an nd Ξ2, . . . ,Ξd+1 ∈ Rn suh that (Zj ,Ξj) ∈ T(z,ξ)NEΓ for j ∈ J2, d+ 1K and sine linear
ombinations of (0,Ξd+2), . . . , (0,Ξn) an be added, we may assume that Ξj ∈ TzΓ⊕ Rξ for
all j ∈ J2, d+ 1K. These n− 1 vetors form an orthonormal family of T(z,ξ)NEΓ to whih we
add the anonial unit vetor of R for the time omponent. This gives an orthonormal basis
B(t,z,ξ) of T(t,z,ξ)(]0, 3τ0[×NEΓ). In Rn we onsider the orthonormal basis:
B˜T (t,z,ξ) = (ξ/ |ξ| , Zn−d, . . . , Zn−1,Ξ1, . . . ,Ξn−d−1)
Sine T (t, z, ξ) = z + 2tξ +O(t2), the jaobian matrix of T in these two bases is:
MatB(t,z,ξ)→B˜T (t,z,ξ) D(t,z,ξ)T =

2 |ξ| 0 00 Id 0
0 0 2tIn−d−1

(1 + O
t→0
(t)
)
On the other hand, sine basis B(t,z,ξ) and B˜T (t,z,ξ) are orthonormal, we have, for x ∈
Γ˜(0, 3τ0):(
det(g˜T −1(x)(∂iT −1(x), ∂jT −1(x)))16i,j6n
) 1
2 =
∣∣∣detMatB˜x→BT−1(x) DxT −1
∣∣∣
Thus, using the denition of the measure dt dσ˜ on ]0, 3τ0[×NEΓ and the fat that T −1 :
Γ˜(0, 3τ0)→]0, 3τ0[×NEΓ an be seen as a map for the manifold ]0, 3τ0[×NEΓ, we obtain:∫
x∈Rn
f(x) dx
=
∫
x∈Rn
(f ◦ T )(T −1x)
∣∣∣detMatB˜x→BT−1(x) DxT −1
∣∣∣ ∣∣∣detMatBT−1(x)→B˜x DT −1(x)T
∣∣∣ dx
=
∫ 3τ0
t=0
∫
(z,ξ)∈NEΓ
(f ◦ T )(t, z, ξ)
∣∣∣detMatB(t,z,ξ)→B˜T (t,z,ξ) D(t,z,ξ)T
∣∣∣ dσ˜(z, ξ) dt
= 2n−d
∫ 3τ0
0
∫
NEΓ
f(T (t, z, ξ))tn−d−1 |ξ|
(
1 + O
t→0
(t)
)
dσ˜(z, ξ) dt
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Corollary 2.5. Let (t, z, ξ) 6= (s, ζ, η) ∈ R∗+ × NEΓ suh that φt(z, ξ) = φs(ζ, η). Then
|t− s| > 3τ0 where τ0 is given by proposition 2.4.
Let w ∈ R2n and denote:
((tw,k, zw,k, ξw,k))16k6Kw =
{
(t, z, ξ) ∈ R∗+ ×NEΓ : φt(z, ξ) = w
}
with tw,1 < tw,2 < . . . and Kw ∈ N ∪ {∞} (J1,KwK is to be understood as N∗ if Kw = ∞
and Kw = 0 if w /∈ Λ). We also dene KTw = sup {k ∈ J1,KwK : tw,k 6 T } ∈ N. For w ∈ R2n
and k ∈ J1,KwK we write:
Λw,k =
{
φt(z, ξ), |t− tw,k| < τ0, |(z, ξ)− (zk, ξk)| < τ0
}
and if w ∈ NEΓ:
Λw,0 =
{
φt(z, ξ), |t| < τ0, |(z, ξ)− w| < τ0
}
Proposition 2.6. Let w = (x, ξ) ∈ R2n and j, k ∈ J1,KwK (J0,KwK if w ∈ NEΓ). Then
(i) Λw,j ∩ Λw,k is of measure zero in Λw,j is and only if it is of measure zero in Λw,k.
(ii) Assumption (1.8) is equivalent to:
∀w ∈ R2n, ∀j, k ∈ J1,KwK(or J0,KwK), Λj ∩ Λk is of measure 0 in Λj (2.5)
This proposition is proved in setion 6 of [Bon℄.
2.3 Loalization around E0-energy hypersurfae
Proposition 2.7. For any δ ∈ R we have:
‖Sh‖L2,δ(Rn) = O
h→0
(√
h
)
(2.6)
Proof. 1. There exists C > 0 suh that for all x ∈ Rn and r > 0, the measure of B(x, r) ∩ Γ
in Γ is less than Crd. Otherwise for all m ∈ N we an nd xm ∈ Rn and rm > 0 suh that
the measure of the ball B(xm, rm) ∩ Γ in Γ is greater than mrdm. As Γ is of nite measure,
rm neessarily goes to 0 as m → +∞. On the other hand xm has to stay lose to Γ, hene
in a ompat subset of Rn, so taking a subsequene we an assume that xm → x∞ ∈ Γ. But
the part of Γ lose to x∞ is dieomorphi to a subset of R
d ⊂ Rn, hene the measure of
B(x∞, r) ∩ Γ in Γ is less than Crd for some C > 0.
2. Let x ∈ Rn. We have:
Sh(x)
2 = h1−n−d
(∑
m∈N
∫
mh6|x−z|<(m+1)h
A(z)S
(
x− z
h
)
dσ(z)
)2
6 c h1−n−d
∑
m∈N
m2
(∫
mh6|x−z|<(m+1)h
A(z)S
(
x− z
h
)
dσ(z)
)2
6 c h1−n
∑
m∈N
m2+d
∫
mh6|x−z|<(m+1)h
S
(
x− z
h
)2
dσ(z)
and hene:
‖Sh‖2L2,δ(Rn) 6 c h1−n
∫
x∈Rn
∑
m∈N
m2+d
∫
mh6|x−z|<(m+1)h
〈x〉2δ S
(
x− z
h
)2
dσ(z) dx
6 c h
∑
m∈N
m2+d
∫
z∈Γ
∫
m6|y|<(m+1)
〈z + hy〉2δ S(y)2 dy dσ(z)
6 c h
∑
m∈N
m2+d
∫
z∈Γ
∫
m6|y|<(m+1)
〈y〉2δ S(y)2 dy dσ(z)
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for h ∈]0, 1], sine Γ is bounded. As S deays faster than 〈y〉−n+2δ+4+d2 we have:
‖Sh‖2L2,δ(Rn) 6 c h
∑
m∈N
m2 〈m〉−4−d 6 c h
Sine (Hh − (Eh + i0))−1 = O(h−1) as an operator from L2,α(Rn) to L2,−α(Rn) we get:
Corollary 2.8. uh = O
h→0
(h−
1
2 ) in L2,−α(Rn). The same applies to uTh for all T > 0.
Proposition 2.9. Sh is miroloalized in NΓ0.
Proof. Let q ∈ C∞0 (R2n) supported outside NΓ0. We have:
Opwh (q)Sh(x) =
1
(2pih)n
∫
Γ
∫
Rn
∫
Rn
e
i
h
〈x−y,ξ〉q(x, ξ)A(z)S
(
y − z
h
)
dy dξ dσ(z)
=
1
(2pi)n
∫
Γ
∫
Rn
∫
Rn
e
i
h
〈x−z,ξ〉e−i〈v,ξ〉q(x, ξ)A(z)S(v) dv dξ dσ(z)
If ∂z 〈x− z, ξ〉 = 0 and ∂ξ 〈x− z, ξ〉 = 0 then x = z and ξ ∈ NzΓ so A(z)q(x, ξ) = 0.
Aording to the non-stationnary phase theorem, we have Opwh (q)Sh = O(h
∞) in L2(Rn).
Proposition 2.10. (i) Let g ∈ Sb equal to 1 in a neighborhood of p−1({E0}). We have:∥∥Opwh (1− g)(Hh − (Eh + i0))−1∥∥L2,α(Rn)→L2−α(Rn) = O
h→0
(1) (2.7)
(ii) Let f ∈ Sb equal to 1 in a neighborhood of NEΓ0, then in L2,−α(Rn):
uh = (Hh − (Eh + i0))−1Oph(f)Sh + O
h→0
(
√
h) (2.8)
(iii) Moreover there exists g˜ ∈ C∞0 (R) equal to 1 in a neighborhood of E0 suh that in
L2,−α(Rn):
(Hh−(Eh+i0))−1Oph(1−f)Sh = (1−g˜)(Hh1 )(Hh−(Eh+i0))−1Oph(1−f)Sh+ O
h→0
(
h
3
2
)
(2.9)
Similar results hold for uTh , T > 0.
Proof. (i) For Im z > 0 we have:
Oph(1− g)(Hh − z)−1 = Oph(1 − g)(Hh1 − z)−1(1 + hV2(Hh − z)−1)
Aording to [HR83℄ we have:
(Hh1 − z)−1 = Opwh
(
(p(x, ξ) − z)−1)+ O
h→0
(h)
Sine (p(x, ξ) − z)−1 is bounded on supp(1 − g) uniformly for z lose to E0, Im z > 0, the
operator Opwh (1 − g)(Hh1 − z)−1 is uniformly bounded in h > 0 and z lose to E0, Im z >
0. Moreover (1 + hV2(Hh − z)−1) is uniformly bounded as an operator from L2,α(Rn) to
L2,−α(Rn) so: ∥∥Opwh (1− g)(Hh − z)−1∥∥L2,α(Rn)→L2−α(Rn) = O
h→0
(1)
uniformly in z. Taking the limit z → Eh + i0 gives (2.7).
(ii) Let U be a neighborhood of NEΓ0 in R2n suh that f = 1 on U . We an nd ε > 0
suh that p−1([E0 − 2ε, E0 + 2ε]) \ U does not interset NΓ0. Let χ ∈ C∞0 (R) supported in
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]E0−2ε, E0+2ε[ and equal to 1 on ]E0−ε, E0+ε[. Sine modulo O(h∞) the operator χ(H1) is
a pseudo-dierential operator with symbol supported in supp(χ ◦ p) and Sh is miroloalized
on NΓ0 we have in L
2,α(Rn):
(Hh − (Eh + i0))−1Oph(1 − f)χ(H1)Sh = O
h→0
(h∞)
On the other hand, as we proved (2.7) we see that:
(Hh − (Eh + i0))−1(1− χ)(Hh1 ) = O
h→0
(1)
so (2.8) follows sine Opwh (1− f)Sh = O(
√
h).
(iii) Let us rene this last estimate. Let g˜ ∈ C∞0 (R) supported in [E0 − ε, E0 + ε] and equal
to 1 in a neighborhood of E0. Sine (1 − χ)g˜ = 0, we have:
g˜(Hh1 )(Hh − z)−1(1− χ)(Hh1 )
= g˜(Hh1 )(Hh − z)−1(1− χ)(Hh1 )(1 − g˜)(Hh1 )
= g˜(Hh1 )(1 + h(Hh − z)−1V2)(Hh1 − z)−1(1− χ)(Hh1 )(1− g˜)(Hh1 )
= hg˜(Hh1 ) (Hh − z)−1V2 (1− χ)(Hh1 ) (1− g˜)(Hh1 ) (Hh1 − z)−1
It only remains to see that the operators (Hh−z)−1V2(1−χ)(Hh1 ) and (1− g˜)(Hh1 )(Hh1 −z)−1
are bounded uniformly in h ∈]0, 1] and z lose to E0 with Im z > 0.
As a rst onsequene of this proposition we see that the solution uh onsentrates on
p−1({E0}):
Corollary 2.11. If q ∈ C∞0 (Rn) has support outside p−1({E0}) then:
〈Opwh (q)uh, uh〉 −−−→
h→0
0
Proof. Let q˜ ∈ C∞0 (R2n) supported outside p−1({E0}) and equal to 1 on supp q. We have:
〈Opwh (q)uh, uh〉 = 〈Opwh (q)uh, Opwh (q˜)uh〉+ O
h→0
(h∞) = O
h→0
(h)
3 Around Γ
3.1 WKB method
Aording to proposition IV.14 in [Rob87℄ or lemma 10.10 in [EZ℄ applied with the symbol
pE : (x, ξ) 7→ ξ2+V1(x)−E0 we know that if τ0 is small enough, then there exists a funtion
ϕ ∈ C∞([−3τ0, 3τ0]× R2n) suh that:{
∂tϕ(t, x, ξ) + |∂xϕ(t, x, ξ)|2 + V1(x)− E0 = 0
ϕ(0, x, ξ) = 〈x, ξ〉 (3.1)
Moreover ϕ is unique and:
ϕ(t, x, ξ) = 〈y(t, x, ξ), ξ〉 + 2
∫ t
0
ξ˜(s, t, x, ξ)2 ds− tpE(x, ξ)
= 〈x, ξ〉 − 2
∫ t
0
〈
ξ˜(s, t, x, ξ), ξ
〉
ds+ 2
∫ t
0
ξ˜(s, t, x, ξ)2 ds− tpE(x, ξ)
= 〈x, ξ〉 − tpE(x, ξ) + t2r(t, x, ξ)
(3.2)
13
where y(t, x, ξ) is the unique point in Rn suh that x(t, y(t, x, ξ), ξ) = x (note that y(t, x, ξ)
is well-dened for t small enough, see [Rob87℄) and:
r(t, x, ξ) =
2
t2
∫ t
s=0
∫ t
τ=s
〈
ξ˜(s, t, x, ξ),∇V1(x˜(τ, t, x, ξ))
〉
dτ ds = 〈ξ,∇V1(x)〉 + O
t→0
(t)
Proposition 3.1. Let f ∈ C∞0 (R2n,R). We an nd a funtion a(h) ∈ C∞0 ([0, 3τ0] × R2n)
suh that:
a(0, x, ξ, h) = f(x, ξ) (3.3)
and:
sup
t∈[0,3τ0]
∥∥∥a(t, x, ξ, h)e ihϕ(t,x,ξ) − e− ith (Hh−Eh) (f(x, ξ)e ih 〈x,ξ〉)∥∥∥
L2(R2n)
−−−→
h→0
0 (3.4)
Proof. We dene:
η(s, t, x, ξ) = exp
(∫ t
s
(iE1 − V2(x˜(τ, t, x, ξ)−∆xϕ(τ, x˜(τ, t, x, ξ), ξ)) dτ
)
Then:
a0(t, x, ξ) = f(y(t, x, ξ), ξ)η(0, t, x, ξ)
and:
a1(t, y, ξ) = i
∫ t
0
∆xa0(s, x˜(s, t, x, ξ), ξ)η(s, t, x, ξ) ds
where for 0 6 s 6 t 6 τ0 we have set x˜(s, t, x, ξ) = x(s, y(t, x, ξ), ξ). Then we set a(h) =
a0 + ha1. Initial ondition (3.3) is true and we an hek that:
(∂t + 2∂xϕ.∂x +∆xϕ+ V2 − iE1) a0(t, x, ξ) = 0
and:
(∂t + 2∂xϕ.∂x +∆xϕ+ V2 − iE1) a1(t, x, ξ) = i∆xa0(t, x, ξ)
whih, with (3.1), give (3.4). Note that the funtion a(h) is of ompat support and the
absorption oeient V2 does not hange the phase ϕ. Only a depends on V2 and the bigger
V2 is the faster a deays with time.
Remark. If (1.6) is replaed by:
Eh =
N∑
j=0
hjEj +O(h
N+1) for all N ∈ N (3.5)
then we an dene:
aj(t, y, ξ) = i
∫ t
0
(
∆xaj−1(s, x˜(s, t, x, ξ), ξ) +
j−2∑
k=0
Ej−kak(x, x˜(x, t, x, ξ), ξ)
)
η(s, t, x, ξ) ds
for all j > 2 and a ∼∑ hjaj by Borel theorem (see [EZ, th. 4.16℄). Then the rest is of size
O(h∞) instead of o(1) in (3.4) and hene in (3.16) and (3.26) below.
3.2 Critial points of the phase funtion
For t ∈ [0, 3τ0], x, ξ ∈ Rn and z ∈ Γ1 we write:
ψ(t, x, z, ξ) = ϕ(t, x, ξ)− 〈z, ξ〉
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In this setion we study the ritial points of ψ with report to t, ξ and z with t ∈]0, 3τ0],
that is the solutions of the system:

∂tψ(t, x, z, ξ) = 0
∂zψ(t, x, z, ξ) = 0
∂ξψ(t, x, z, ξ) = 0
t ∈]0, 3τ0]
⇐⇒


∂tϕ(t, x, ξ) = 0
ξ ∈ NzΓ1
∂ξϕ(t, x, ξ) = z
t ∈]0, 3τ0]
(3.6)
Proposition 3.2. Let t ∈]0, 3τ0], x, ξ ∈ Rn and z ∈ Γ. If (t, x, ξ, z) is a solution of (3.6)
then (z, ξ) ∈ NEΓ1 and x = x(t, z, ξ).
Proof. Assume that (t, x, ξ, z) is suh a solution. We already know that ξ ∈ NzΓ1. By
proposition IV.14 in [Rob87℄ we have:
(x, ∂xϕ(t, x, ξ)) = φ
t(∂ξϕ(t, x, ξ), ξ) = φ
t(z, ξ) (3.7)
and in partiular: x = x(t, z, ξ). Moreover, sine ϕ is a solution of (3.1) we also have:
p(z, ξ) = p(x, ∂xϕ(t, x, ξ)) = |∂xϕ(t, x, ξ)|2 + V1(x) = E0 − ∂tϕ(t, x, ξ) = E0
whih proves that |ξ|2 = E0 − V1(z).
We prove that for x lose to Γ (but not on Γ1), there is a solution (t, x, ξ, z) for (3.6). By
proposition 3.2, this solution must be (tx, x, zx, ξx) (dened in proposition 2.4), so we already
have uniqueness.
We onsider the funtion Φ dened as follows: for y ∈ Γ˜1(0, 3τ0), ξ ∈ Rn, ζ ∈ TzyΓ1
of norm less than 1, δ ∈ [0, γ1] (where γ1 ∈]0, 1] is hosen small enough for expz(δζ) being
dened in Γ2 for all z ∈ Γ1 and ζ of norm less than 1) and θ ∈]0, 3τ0/γ1] then:
Φ(θ, y, ζ, ξ, δ) =
{
1
δ
(
ϕ(δθ, x(δty, zy, ξy), ξ)−
〈
expzy (δζ), ξ
〉)
if δ 6= 0
〈ξy − ζ, ξ〉 − θ(ξ2 + V1(zy)− E0) if δ = 0
(3.8)
For δ ∈]0, γ1], t ∈
]
0, 3τ0δ
γ1
]
, x ∈ Γ˜1(0, δτ0), z suh that dΓ(zx, z) 6 δ and ξ ∈ Rn we have:
ψ(t, x, ξ, z) = δΦ
(
t
δ
, x
(
tx
δ
, zx, ξx
)
,
1
δ
(expzx)
−1(z), ξ, δ
)
Thus:
∂tψ(t, x, z, ξ) = 0 ⇐⇒ ∂θΦ
(
t
δ
, x
(
tx
δ
, zx, ξx
)
,
1
δ
(expzx)
−1(z), ξ
)
= 0 (3.9a)
∂ξψ(t, x, z, ξ) = 0 ⇐⇒ ∂ξΦ
(
t
δ
, x
(
tx
δ
, zx, ξx
)
,
1
δ
(expzx)
−1(z), ξ
)
= 0 (3.9b)
∂zψ(t, x, z, ξ) = 0 ⇐⇒ ∂ζΦ
(
t
δ
, x
(
tx
δ
, zx, ξx
)
,
1
δ
(expzx)
−1(z), ξ
)
= 0 (3.9)
Proposition 3.3. Let K = T ([ τ02 , 3τ0]×NEΓ). There exists δ0 ∈]0, γ1] suh that for all
y ∈ K and δ ∈ [0, δ0] the system:{
∂θ,ξ,ζΦ(θ, y, ζ, ξ, δ) = 0
θ ∈
]
0, 3τ0
γ1
]
(3.10)
has a solution (θ, ξ, ζ) ∈]0, τ0/γ1]× Rn × TzyΓ.
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Proof. For δ ∈]0, γ1] we ompute:
Φ(θ, y, ζ, ξ, δ) =
1
δ
(
ϕ(δθ, x(δty, zy, ξy), ξ)−
〈
expzy (δζ), ξ
〉)
=
1
δ
(
〈x(δty, zy, ξy), ξ〉 − δθ(ξ2 + V1(x(δty, zy, ξy))− E0)
+ δ2θ2r(δθ, x(δty, zy, ξy), ξ)−
〈
expzy (δζ), ξ
〉 )
= 〈2tyξy − ζ, ξ〉 − θ
(
ξ2 + V1(zy)− E0
)
+ θ(V1(x(δty , zy, ξy))− V1(zy))
+ δθ2r(δθ, x(δty, zy, ξy), ξ, h)− 1
δ
〈
expzy (δζ)− zy − δζ, ξ
〉
= 〈2tyξy − ζ, ξ〉 − θ
(
ξ2 + V1(zy)− E0
)
+ δR(θ, y, ξ, ζ, δ)
where R is of lass C1. This proves that Φ is of lass C1. The point (θ, y, ζ, ξ, 0) is a solution
of (3.10) if and only if: 

|ξ| =√E0 − V1(zy)
ξ ∈ N∗zyΓ
2tyξy − ζ = 2θξ
θ ∈
]
0, τ0
γ1
]
Let y ∈ K. This system has a unique solution whih we denote (θ˜y,0, ζ˜y,0, ξ˜y,0). It is given
by:
θ˜y,0 = ty; ζ˜y,0 = 0; ξ˜y,0 = ξy (3.11)
For z ∈ Γ and ξ ∈ Rn we denote by ξz the orthogonal projetion of ξ on TzΓ and
ξ⊥z = ξ − ξz . Then we have:
Hessθ,ζ,ξ Φ(θ, y, ζ, ξ, δ) =


0 0 −2tξz −2tξ⊥z
0 0 −Id 0
−2ξz −Id −2θId 0
−2ξ⊥z 0 0 −2θIn−d

 + Oδ→0(δ)
and in partiular:
detHessθ,ζ,ξ Φ(θ˜y,0, y, ζ˜y,0, ξ˜y,0, 0) = 2
n−d+1(−1)n−dtn−d−1y |ξz|2
The derivative of the funtion:
(θ, y, ζ, ξ, δ) 7→ ∂θ,ζ,ξΦ(θ, y, ζ, ξ, δ) ∈ Rn+d+1
with report to θ, ζ and ξ at the point (θ˜y,0, 0, ζ˜y,0, ξ˜y,0, 0) is:
Hessθ,ζ,ξ Φ((θ˜y,0, 0, ζ˜y,0, ξ˜y,0, 0)) ∈ GLn+d+1(R)
so we an apply the impliit funtion theorem around (θ˜y,0, y, ζ˜y,0, ξ˜y,0, 0). We obtain that
there exists δy > 0, a neighborhood Vy of y in Rn and a funtion ϕy whih maps Vy × [0, δy]
into a neighborhood Uy of (θ˜y,0, ζ˜y,0, ξ˜y,0) in ]0, τ0/γ1]× TzyΓ× Rn suh that:
∀(v, δ) ∈ Vy × [0, δy], ∀(θ, ζ, ξ) ∈ Uy, ∂θ,ζ,ξΦ(θ, v, ζ, ξ, δ) = 0⇐⇒ (θ, ζ, ξ) = ϕy(v, δ)
K is overed by a nite number of suh neighborhoods Vy. We get the result if we take for
δ0 the minimum of the orresponding δy.
Corollary 3.4. For all x ∈ Γ˜(0, 2δ0τ0) there is a unique (t, z, ξ) ∈]0, τ0]× Γ× Rn suh that
(t, x, z, ξ) is a solution of the system (3.6). Moreover this solution is given by (tx, x, zx, ξx).
Proof. After proposition 3.2, there only remains to prove existene. Let x ∈ Γ˜(0, 2δ0τ0).
There is δ ∈]0, δ0] suh that y = x
(
tx
δ
, zx, ξx
) ∈ Γ˜(τ0, 2τ0). Proposition 3.3 and equations
(3.9) give the result.
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3.3 Small times ontrol
We an nd a neighborhood G of NEΓ0 suh that for all t ∈ [0, τ0] and (x, ξ) ∈ G we have
0 < d1 6 |ξ| 6 d2 and x(t, x, ξ) ∈ Γ˜(2τ0). We hoose a funtion χ ∈ C∞0 (R) supported in
]− 1, τ0[ and equal to 1 in a neighborhood of 0. For f ∈ C∞0 (R2n) supported in G, we set:
B0(h) =
i
h
∫ ∞
0
χ(t)e−
it
h
(Hh−Eh)Oph(f)Sh dt (3.12)
Egorov theorem (see proposition 2.1) yields:∥∥∥1
Rn\Γ˜(2τ0)
B0(h)
∥∥∥
L2(Rn)
= O
h→0
(h∞) (3.13)
Proposition 3.5. If τ0 > 0 is small enough, then for all ε > 0, there exists τ1 ∈]0, τ0] and
h0 > 0 suh that for all f ∈ C∞0 (R2n) supported in G we have:
∀h ∈]0, h0],
∥∥∥1Γ˜(τ1)B0(h)
∥∥∥
L2(Rn)
6 ε (3.14)
Proof. 1. If Fh denotes the semilassial Fourier transform we have:
FhSh(ξ) = h
1−n−d
2
∫
Rn
∫
Γ
e−
i
h
〈x,ξ〉A(z)S
(
x− z
h
)
dσ(z) dx
= h
1+n−d
2
∫
Γ
A(z)e−
i
h
〈z,ξ〉
∫
Rn
e−i〈y,ξ〉S(y) dy dσ(z)
= h
1+n−d
2 Sˆ(ξ)
∫
Γ
A(z)e−
i
h
〈z,ξ〉 dσ(z)
where Sˆ is the usual Fourier transform of S, and then:
Oph(f)Sh(x) =
1
(2pih)n
∫
Rn
e
i
h
〈x,ξ〉f(x, ξ)FhSh(ξ) dξ
=
h
1+n−d
2
(2pih)n
∫
Γ
∫
Rn
e
i
h
〈x−z,ξ〉A(z)f(x, ξ)Sˆ(ξ) dξ dσ(z)
so:
B0(h) =
ih−
1+n+d
2
(2pi)n
∫ +∞
0
∫
Γ
∫
Rn
χ(t)A(z)e−
i
h
〈z,ξ〉e−
it
h
(Hh−Eh)
(
e
i
h
〈·,ξ〉f(·, ξ)
)
Sˆ(ξ) dξ dσ(z) dt
(3.15)
Let a and ϕ given by WKB method (see setion 3.1). We dene:
J(x, h) =
∫ ∞
0
∫
Γ
∫
Rn
χ(t)e
i
h
(ϕ(t,x,ξ)−〈z,ξ〉)a(t, x, ξ, h)A(z)Sˆ(ξ) dξ dσ(z) dt
so that by (3.4):
B0(h) =
ih−
1+n+d
2
(2pi)n
J(h)
(
1 + o
h→0
(1)
)
in L2(Rn) (3.16)
Let:
κ(t, x, z, ξ, h) = χ(t)a(t, x, ξ, h)A(z)Sˆ(ξ)
κ is smooth and of ompat support in t, x, z, ξ so all its derivatives are bounded. We reall
that we wrote ψ(t, x, ξ, z) = ϕ(t, x, ξ) − 〈z, ξ〉.
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2. Let N ∈ N. To estimate J , we dene, for all δ ∈]0, δ0]:
Jδ(x) = 1Γ˜(δτ0,2δτ0)(x)
∫
R
∫
Γ
∫
Rn
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσ(z) dt
Let:
J

δ (x) = 1Γ˜(δτ0,2δτ0)(x)
∫
R
∫
Γ
∫
˛
˛
˛ξz
˛
˛
˛>d1δ
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσ(z) dt
Sine ∂zψ(t, x, z, ξ) = ξ

z , N partial integrations in z show that:
∣∣∣Jδ (x)∣∣∣ 6 c1Γ˜(δτ0,2δτ0)(x)
(
h
δ
)N
and hene: ∥∥∥Jδ ∥∥∥
L2(Rn)
6 c hN δ
n−d
2 −N
(3.17)
3. By (3.2) we have:
∂ξψ(t, x, z, ξ) = x− (z + 2tξ) + t2∂ξr(t, x, ξ)
and hene:
[x− (z + 2tξ)]∧.∂ξψ(t, x, z, ξ) = |x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧.∂ξr(t, x, ξ)
where xˆ stands for x|x| . For t 6 δτ0min
(
1, γm4d2
)
(γm is dened in proposition 2.4) and
x ∈ Γ˜(δτ0, 2δτ0) we have:
|x− (z + 2tξ)| > |x− z| − 2t |ξ| > δτ0γm − 2td2 > δτ0γm
2
and hene:
|x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧.∂ξr > δ
(τ0γm
2
−Mτ20
)
(3.18)
where M = ‖∂ξr‖L∞([0,τ0]×R2n). Taking τ0 smaller we may assume that the quantity in
brakets is positive.
On the other hand if t ∈
[
δ 2τ0(2d1+γM )+1
d1
, τ0
]
, zxx is a point of Γ1 for whih |x− zxx| =
d(x,Γ1) and
∣∣∣ξz ∣∣∣ 6 δd1, then:
|x− (z + 2tξ)| > |z + 2tξ − zxx| − |x− zxx|
>
∣∣z + 2tξ⊥z − zxx∣∣− 2δτ0d1 − 2δτ0γM
> 2td1 − 2δτ0(2d1 + γM )
sine for t small enough d(z + 2tξ⊥z ,Γ) =
∣∣2tξ⊥z ∣∣ > 2t |ξ| − 2t ∣∣∣ξz ∣∣∣. Thus:
|x− (z + 2tξ)|+t2[x−(z+2tξ)]∧.∂ξr > t(d1−τ0M)+td1−2δτ0(2d1+γM ) > δ+td1
2
(3.19)
if d1 > 2τ0M , whih may be assumed. In partiular we have proved that there exists C, c0 > 0
suh that:
∀δ ∈]0, δ0], ∀t ∈
[
0,
δ
C
]
∪ [Cδ, τ0], |x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧.∂ξr > c0δ
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on the support of 1Γ˜(δτ0,2δτ0)
(x)κ(t, x, z, ξ, h). We get:∣∣∣∣∂αξ [x− (z + 2tξ)]∧|x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧.∂ξr(t, x, ξ)
∣∣∣∣ 6 cαδ−|α|
on this support, sine the derivatives of [x − (z + 2tξ)]∧ with report to ξ are bounded for
t ∈ [0, δ/C]∪ [Cδ, τ0] aording to (3.18) and (3.19). We hoose a funtion χ1 ∈ C∞(R) equal
to 1 in a neighborhood of
]−∞, 12C ] ∪ [2C,+∞] and zero on [ 1C , C] and χ0 = 1− χ1. Then
we have Jδ = J
1
δ + J
0
δ + J

δ where, for j ∈ {0, 1}:
Jjδ (x) = 1Γ˜(δτ0,2δτ0)(x)
∫ ∞
0
∫
Γ
∫
˛
˛
˛ξz
˛
˛
˛6δd1
χj
(
t
δ
)
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσ(z) dt
We onsider the operator:
L : u 7→
(
(t, x, z, ξ, h) 7→ −ih [x− (z + 2tξ)]
∧.∂ξu
|x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧.∂ξr
)
The funtion (t, x, z, ξ, h) 7→ exp ( i
h
ψ(t, x, z, ξ)
)
is invariant by L and the adjoint L∗ is given
by:
L∗ : v 7→
(
(t, x, z, ξ) 7→ ih divξ
(
[x− (z + 2tξ)]∧.v
|x− (z + 2tξ)|+ t2[x− (z + 2tξ)]∧.∂ξr
))
N partial integrations with L prove:
∣∣J1δ (x)∣∣ 6 CN
(
h
δ
)N
1Γ˜(δτ0,2δτ0)
(x)
and hene: ∥∥J1δ ∥∥ 6 CNhNδ n−d2 −N (3.20)
4. We now turn to J0δ . We reall that for all z ∈ Γ1 and ζ ∈ TzΓ1 of norm less than
γ1 then expz(ζ) is well-dened (on Γ2) and dΓ1(z, expz(ζ)) = |ζ|. For τ0 small enough, if
x ∈ Γ˜(δτ0, 2δτ0) and dΓ1(z, zx) > γ1δ then |x− z| > γ1δ2 and |x− (z + 2tξ)| > γ1δ4 . As a
result we an do partial integrations with L as before and see that modulo O((h/δ)N ), J0δ (x)
is given by integration over z in a neighborhood of radius δ around zx:
J0δ (x) = 1Γ˜(δτ0,2δτ0)(x)
∫ ∞
0
∫
BΓ(zx,γ1δ)
∫
˛
˛
˛ξz
˛
˛
˛6δd1
χ0
(
t
δ
)
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξdσ(z) dt
+O
(
(h/δ)N
)
After the hange of variables t = θδ and z = expzx(δζ), ζ ∈ TzxΓ, we get for y ∈ Rn:
J0δ (x(δty, zy, ξy)) = δ
1+d
1Γ˜(τ0,2τ0)
(y)
∫∫
Rn
∫ ∞
0
χ0(θ)κ˜(θ, y, ξ, ζ, h)e
i
h
δΦ(θ,y,ξ,ζ,δ) dθ dξ dζ
+O
(
(h/δ)
N
)
where integral in ζ is over the ball or radius γ1 in TzyΓ and:
κ˜(θ, y, ξ, ζ, h, δ) = χ˜(y)κ(δθ, δy, ξ, expzx(δζ), h)∂ζ expzx(δζ)
with χ˜ ∈ C∞0 (R2n) supported in {τ0/2 6 ty 6 3τ0} and equal to 1 on {τ0 6 ty 6 2τ0}. κ˜(h, δ)
is of ompat support in ]0,+∞[×(Rn \ Γ)× (Rn \ {0})× TzyΓ. Φ is dened in (3.8). For y
suh that τ0/2 6 ty 6 3τ0 and δ ∈]0, δ0], there is by proposition 3.3 a unique (θ˜y,δ, ξ˜y,δ, ζ˜y,δ)
suh that (θ˜y,δ, y, ξ˜y,δ, ζ˜y,δ, δ) is a ritial point of φ and θ˜ > 0. Moreover:
∂θ,ξ,zΦ(θ, y, z, ξ, δ) = Hessθ,z,ξ Φ(θ˜y,δ, y, ζ˜y,δ, ξ˜y,δ, δ)((θ, z, ξ)− (θ˜y,δ, ζ˜y,δ, ξ˜y,δ))
+ O
(θ,ζ,ξ)→(θ˜y,δ,ζ˜y,δ ,ξ˜y,δ)
(|θ − θ˜y,δ|, |ζ − ζ˜y,δ|, |ξ − ξ˜y,δ|)
19
and hene:
(θ, ζ, ξ) − (θ˜y,δ, ζ˜y,δ, ξ˜y,δ) =
[
Hessθ,ζ,ξ Φ(θ˜y,δ, y, ζ˜y,δ, ξ˜y,δ, δ)
]−1
(∂θ,ζ,ξΦ(θ, ζ, ξ))
+ O
(θ,ζ,ξ)→(θ˜y,δ,ζ˜y,δ ,ξ˜y,δ)
(|θ − θ˜y,δ|, |ζ − ζ˜y,δ|, |ξ − ξ˜y,δ|)
y and δ stay in a ompat set and zero is never an eigenvalue of Hessθ,ζ,ξ Φ(θ˜y,δ, y, ζ˜y,δ, ζ˜y,δ, δ),
so the norm of Hessθ,ζ,ξ(θ, ζ, ξ)
−1
is bounded.
As a onsequene the quantity:∣∣∣(θ, ζ, ξ) − (θ˜y,δ, ζy,δ, ξ˜y,δ)∣∣∣
|∂θ,ζ,ξΦ(θ, y, z, ξ, δ)|
is uniformly bounded. So we an use theorems 7.7.5 and 7.7.6 in [Hör84℄, whih give:
∣∣J0δ (x)∣∣ 6 cδ1+d
(
h
δ
)n+d+1
2
1Γ˜(δτ0,2δτ0)
(x) + c
(
h
δ
)N
1Γ˜(δτ0,2δτ0)
(x)
and thus: ∥∥J0δ ∥∥ 6 cδ 12hn+d+12 + c hNδ n−d2 −N (3.21)
5. For γ ∈]0, 1] we dene :
J˜γ(x) = 1Γ˜(2γτ0)(x)
∫
R
∫
Γ
∫
Rn
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dξ dσ(z) dt
J˜

γ is dened as J

δ with 1Γ˜(δτ0,2δτ0)
replaed by 1Γ˜(2γτ0)
. An estimate analog to (3.17) holds
for J˜

γ . We now note χ+ = 1[C,+∞[χ1, χ− = 1− χ+, and:
J˜±γ (x) = 1Γ˜(2γτ0)(x)
∫
R
∫
Γ
∫
˛
˛
˛ξz
˛
˛
˛6γd1
χ±
(
t
γ
)
e
i
h
ψ(t,x,z,ξ)κ(t, x, z, ξ, h) dσ(z) dξ dt
As we did for J1δ we see that: ∥∥∥J˜+γ ∥∥∥ 6 CNhNγ n−d2 −N (3.22)
To estimate J−γ , we remark that we are integrating a bounded funtion over a set of size
O(γ) in t and over {(z, ξ), ∣∣ξz ∣∣ 6 γd1} whose volume is of size O(γd), so:∣∣∣J˜−γ (x)∣∣∣ 6 cγ1+d1Γ˜(2γτ0)(x)
Taking the L2(Rn) norm in x gives:∥∥∥J˜−γ ∥∥∥
L2(Rn)
6 cγ1+
n+d
2
(3.23)
6. Estimates (3.17), (3.20), (3.21), (3.22) and (3.23) allow to onlude: let τ1 ∈]0, δ0τ0]
and µ ∈]0, 1[, we use a dyadi deomposition δ = 2−m with h1−µ < δ < τ1/τ0, that is
ln2(τ0)− ln2(τ1) < m < −(1 − µ) ln2 h. We write m− = ln2(τ0) − ln2(τ1) and m+ = −(1 −
µ) ln2 h. Then: ∥∥∥1Γ˜(τ1)J
∥∥∥ 6 ∥∥∥J˜h1−µ∥∥∥+ ∑
m−<m<m+
‖J2−m‖
with: ∥∥∥J˜h1−µ∥∥∥ 6 ∥∥∥J˜h1−µ∥∥∥+ ∥∥∥J˜−h1−µ∥∥∥+ ∥∥∥J˜+h1−µ∥∥∥
6 cN
(
h(1−µ)(
n+d
2 +1) + h(1−µ)
n−d
2 +µN
)
6 cNh
n+d+1
2
(
h
1
2−µ(
n+d
2 +1) + hµN−
1
2−d−µ
n−d
2
)
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and: ∑
m−<m<m+
‖J2−m‖ 6
∑
m−<m<m+
(∥∥J12−m∥∥+ ∥∥J02−m∥∥+ ∥∥∥J2−m
∥∥∥)
6 cN

hN ∑
m6m+
(
2N−
n−d
2
)m
+ h
n+d+1
2
∑
m−6m
2−
m
2


6 cN
(
hN−(1−µ)(N−
n−d
2 ) + h
n+d+1
2
√
τ1
)
6 cNh
n+d+1
2
(
hµN−
1
2−d−µ
n−d
2 +
√
τ1
)
We now take µ > 0 small enough to have ν := 12 − µ
(
n+d
2 + 1
)
> 0 and then N big
enough to have µN − 12 − d− µn−d2 > 0. This gives:∥∥∥1Γ˜(τ1)J
∥∥∥
L2(Rn)
6 c h
n+d+1
2 (
√
τ1 + h
ν)
If τ1 and h0 are small enough we have c(
√
τ1 + h
ν) 6 ε2 for all h ∈]0, h0]. By (3.16), if h0 is
small enough we nally reah the result:∥∥∥1Γ˜(τ1)B0(h)
∥∥∥
L2(Rn)
6 ε
For z ∈ Γ and x ∈ Rn we set:
ψ˜x,z : (t, ζ, ξ) 7→ ψ(t, x, expz(ζ), ξ) (3.24)
This is dened for t ∈]0, τ0], ξ ∈ Rn and ζ in a neighborhood Uz of 0 in TzΓ. Now for
x ∈ Γ˜(0, 2τ0) we let ψ(x) = ψ(tx, x, zx, ξx) = ϕ(tx, x, ξx)− 〈zx, ξx〉 and:
b0(x) = i(2pi)
d+1−n
2
e
ipi
4 sgnHess ψ˜x,zx(tx,0,ξx)∣∣∣detHess ψ˜zx(tx, 0, ξx)∣∣∣ 12
A(zx)a0(tx, x, ξx)Sˆ(ξx)χ(tx) (3.25)
Proposition 3.6. Let U be a neighborhood of Γ0 in Rn. Then on Γ˜(τ0) \ U the funtion B0
is a lagrangian distribution of phase ψ and prinipal symbol b0.
This means that B0 is of the form B0(x) = e
i
h
ψ(x)b0(x) + o(1). Note that if (3.5) holds
we an have B0(x) = e
i
h
ψ(x)b(x, h)+O(h∞) where b(x, h) ∼∑ hjbj(x) for some funtions bj,
j > 1. See [Sog02℄ for more details about lagrangian distributions (in the miroloal setting).
Proof. Everything we need is already in the proof of proposition 3.5. By Egorov theorem
there exists τ2 ∈]0, τ0] suh that:
1Γ˜(τ0)\U
B0 = 1Γ˜(τ2,τ0)B0 + O
h→0
(h∞)
Let us ome bak to the proof of (3.18) with δ = τ2. We see that if χ ∈ C∞0 (R∗+) is suh
that χ(t) = χ(t) for t > γmτ2τ04d2 then in L
2(Γ˜(τ2, τ0)):
B0(x) =
ih−
1+n+d
2
(2pi)n
∫ ∞
0
∫
Γ
∫
Rn
χ(t)e
i
h
ψ(t,x,z,ξ)a(t, x, ξ, h)A(z)Sˆ(ξ) dξ dσ(z) dt
(
1 + o
h→0
(1)
)
Moreover as we explained for J0δ the only relevant part of integration on z is around zx,
so:
B0(x, h) =
ih−
1+n+d
2
(2pi)n
∫ ∞
0
∫
Uzx
∫
Rn
χ(t)e
i
h
ψ˜x,zx (t,ζ,ξ)a(t, x, ξ, h)A(z)Sˆ(ξ) Jac(expzx)(ζ) dξ dζ dt
×
(
1 + o
h→0
(1)
)
(3.26)
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Then, as we did to study J0δ , we use the results of setion 3.2 and stationnary phase method
to get the result (in partiular the only stationnary point for ψ˜x,zx is (tx, 0, ξx).
Proposition 3.7. Let x ∈ Γ˜(τ0). We have:∣∣∣detHess ψ˜x,zx(tx, 0, ξx)∣∣∣ = 2n−d+1tn−d−1x |ξx|2 + O
tx→0
(tn−dx ) (3.27)
where the size of the rest is uniform in x.
Proof. (ii). By (3.2) we have:
detHess ψ˜x,z(t, 0, ξ) =
∣∣∣∣∣∣∣∣∣
∂2t ϕ(t, x, ξ) 0 −2
t
ξ

z −2tξ⊥z
0 A −Id 0
−2ξz −Id −2tId 0
−2ξ⊥z 0 0 −2tIn−d
∣∣∣∣∣∣∣∣∣
(
1 + O
t→0
(t)
)
= (−1)n−d2n−d+1tn−d−1 ∣∣ξ⊥z ∣∣2 + O
t→0
(tn−d)
where for 1 6 i, j 6 d:
Aij = −∂2ζiζj 〈expz(ζ), ξ〉
only appears in the rest, and (ξx)
⊥
zx
= ξx sine (zx, ξx) ∈ NEΓ.
4 Partial result for nite times
4.1 Intermediate times ontribution
We begin with a proposition whih proves that for w ∈ R2n and q ∈ C∞0 (R2n) supported
lose to w, then in the integral:
uTh =
i
h
∫ T
0
UEh (t)Sh dt
only times around tw,k for 1 6 k 6 K
T
w (and on a neighborhood of 0 if w ∈ NEΓ) give a
relevant ontribution.
Proposition 4.1. Let w ∈ R2n, T > 0 and χ˜ ∈ C∞0 (R) a funtion whih is zero near tw,k for
k ∈ J1,KwK (and 0 if w ∈ NEΓ). Then there exists a neighborhood Vw,T of w in R2n and a
neighborhood Gw,T ⊂ G of NEΓ (G was dened in setion 3.3) suh that for all q ∈ C∞0 (R2n)
supported in Vw,T and f ∈ C∞0 (R2n) supported in Gw,T , we have in L2(Rn):
Opwh (q)
(
i
h
∫ T
0
χ˜(t)UEh (t)Oph(f)Sh dt
)
= O
h→0
(h∞)
Proof. There exists a neighborhood Gw,T ⊂ G of NEΓ in R2n and ρ > 0 suh that for all
w˜ ∈ G and t ∈ supp χ˜ we have: ∣∣φt(w˜)− w∣∣ > 2ρ
Otherwise for all m ∈ N∗ we an nd tm ∈ supp χ˜ and wm ∈ R2n with d(wm), NEΓ) 6 1m
suh that |φtm(wm)− w| 6 1m . We an extrat a subsequene so that tmk → t ∈ supp χ˜
and wmk → w∞ ∈ NEΓ. Then we have φt(w∞) = w, whih is impossible sine t /∈
{tw,1, . . . , tw,Kw} (∪{0} if w ∈ NEΓ).
Let Vw,T be the ball B(w, ρ) and q ∈ C∞0 (R2n) supported in Vw,T . By Egorov theorem,
we have for all t ∈ [0, T ]: ∥∥Opwh (q)UEh (t)Oph(f)∥∥ = O
h→0
(h∞)
where the remainder is uniform in t ∈ [0, T ]. An integration over t gives the result.
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Remark. Note that neither the neighborhoods Gw,T and Vw,T nor the size of the remainder
an be uniform in T . That is the main reason why we annot deal diretly with uh and have
to begin with a study of uTh .
Let w ∈ Λ and τw = min(tw,1, τ0). We onsider χw ∈ C∞0 (R) supported in ]0, 2τw[ and
equal to 1 in a neighborhood of τw, and set:
Bw(h) =
i
h
∫ ∞
t=0
χw(t)U
E
h (t)Oph(f)Sh dt
Moreover, for k ∈ J1,KwK we denote:
Bw,k(h) =
i
h
∫ ∞
t=0
χw(t− tw,k + τw)UEh (t)Oph(f)Sh dt (4.1)
As in proposition 3.6 (and we do not even have to worry about very small times sine χw
vanishes around 0) we see that Bw(h) is a lagrangian distribution of submanifold
Λ0 =
{
(x, ∂xψ), x ∈ Γ˜(0, 2τ0)
}
=
{
φtx(zx, ξx), x ∈ Γ˜(0, 2τ0)
}
=
{
φt(z, ξ), t ∈]0, 2τ0], (z, ξ) ∈ NEΓ
}
and of prinipal symbol
bw(x) = i(2pi)
d+1−n
2
e
ipi
4 sgn Hess ψ˜x,zx (tx,0,ξx)∣∣∣detHess ψ˜zx(tx, 0, ξx)∣∣∣ 12
A(zx)a0(tx, x, ξx)Sˆ(ξx)χw(tx)
Proposition 4.2. For all w ∈ Λ and k ∈ J1,KwK, Bw,k(h) is a lagrangian distribution of
lagrangian submanifold Λw,k := φ
tw,kΛ0. We denote by bw,k and ψw,k the prinipal symbol
and the phase of this distribution.
Remark. Again, with (1.6) this means that Bw,k(h) = e
i
h
ψw,kbw,k+o(1), but with assumption
(3.5) we an write Bw,k(h) = e
i
h
ψw,k b˜w,k(h) + O(h
∞) where b˜w,k(h) is a lassial symbol of
prinipal symbol bw,k.
Proof. We have:
Bw,k(h) =
i
h
∫ ∞
t=0
χw(t− tw,k + τw)UEh (t)Oph(f)Sh dt
=
i
h
∫ ∞
t=−tw,k+τw
χw(t)U
E
h (t+ tw,k − τw)Oph(f)Sh dt
= UEh (tw,k − τw)Bw(h)
It is known that e−
i(tw,k−τw)
h
(Hh1−Eh)
turns a lagrangian distribution of submanifold Λ0 into
a lagrangian distribution of submanifold φtw,k−τwΛ0 (see [Sog02, EZ℄). We an similarly see
that this also applies to UEh (tw,k − τw). Computations are atually lose to what is done
for WKB method, where we see that the imaginary part does not aet the phase fator
but only the amplitude. Here again V2 only appears in the symbol bw,k of the lagrangian
distribution.
We give another property of Bw,k we are going to use in setion 5.3:
Proposition 4.3. Let w ∈ Λ. For all k ∈ J1,KwK we have:
(Hh − Eh)Bw,k(h) = 0 miroloally near w
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Proof. We have:
(Hh − Eh)Bw,k(h) = (Hh − Eh) i
h
∫ +∞
0
χw(t− tk + τw)UEh (t)Oph(f)Sh dt
= −
∫ +∞
0
χw(t− tk + τw)∂tUEh (t)Oph(f)Sh dt
=
∫ +∞
0
χ′w(t− tk + τw)UEh (t)Oph(f)Sh dt
As ∂tχw(t − tk + τw) is zero near t = tj for j ∈ J1,KwK (and t = 0), the result is given by
Egorov theorem as in the proof of theorem 4.1.
4.2 Convergene toward a partial semilassial measure
We are now ready to give the semilassial measure for uTh .
Theorem 4.4. Let T > 0. There exists a nonnegative Radon measure µT on R
2n
suh that
for all q ∈ C∞0 (R2n) we have:
〈
Opwh (q)u
T
h , u
T
h
〉 −−−→
h→0
∫
q dµT (4.2)
Proof. 1. Loalization around a point w ∈ R2n. We are going to show that for any
w ∈ R2n and T > 0, there is a neighborhood Vw,T ⊂ R2n suh that for all q ∈ C∞0 (R2n)
supported in Vw,T we have:
〈
Opwh (q)u
T
h , u
T
h
〉 −−−→
h→0
∫
q dµw,T (4.3)
where µw,T is a Radon measure on Vw,T . If w1, w2 ∈ R2n are suh that Vw1,T ∩ Vw2,T 6= ∅,
then the two measures µw1,T and µw2,T oinide on Vw1,T ∩ Vw2,T (we only have to onsider
the two versions of (4.3) for q ∈ C∞0 (R2n) supported in Vw1,T ∩Vw2,T ). Thus we an dene the
measure µT on R
2n
as the only measure whih oinides with µw,T on Vw,T for all w ∈ R2n.
Then for all q ∈ C∞0 (R2n) a partition of unity and a nite numbers of appliations of (4.3)
give (4.2).
So let w ∈ R2n. If w /∈ (NEΓ∪Λ) we an hoose a neighborhood Vw of w whih does not
interset NEΓ ∪ Λ. Proposition 4.1 with χ˜ = 1 on [0, T ] shows:〈
Opwh (q)u
T
h , u
T
h
〉 −−−→
h→0
0
for all q ∈ C∞0 (R2n) supported in Vw. Hene we set µw,T = 0 on Vw,T . This proves that if
µT exists then we must have:
µT = 0 outside NEΓ ∪ Λ (4.4)
We now assume that w ∈ NEΓ ∪ Λ.
2. Loalization around relevant times. Let δw = 1 if w ∈ NEΓ and δw = 0 otherwise.
We reall that χ and χw have been hosen in setions 3.3 and 4.1. By orollary 2.5, if w ∈ NEΓ
then tw,1 > 3τ0 so for all w ∈ NEΓ ∪ Λ supports of funtions δwχ and χw(· − tw,k + τw) for
1 6 k 6 KTw are pairwise disjoint, so we an onsider a funtion χ˜ ∈ C∞0 (R, [0, 1]) suh that:
∀t ∈ [0, T ], δwχ(t) +
KTw∑
k=1
χw(t− tk + τw) + χ˜(t) = 1
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By proposition 4.1 there exists a funtion fw,T ∈ C∞0 (R2n) equal to 1 around NEΓ and a
neighborhood Vw,T of w in R2n suh that for q supported in Vw,T we have in L2(Rn):
Opwh (q)v
T
h = Op
w
h (q)u˜
T
h + O
h→0
(h∞)
where:
vTh =
i
h
∫ T
0
UEh (t)Oph(fw,T )Sh dt and u˜
T
h = δwB
T
w,0 +
KTw∑
k=1
BTw,k
with BTw,0 dened in (3.12) and the B
T
w,k given by (4.1) with f replaed by fw,T . Let g˜ be
given by proposition 2.10. We have:〈
Opwh (q)u˜
T
h , u˜
T
h
〉
(4.5)
=
〈
Opwh (q)
(
vTh + (1− g˜)(Hh1 )(uTh − vTh ) +O(h)
)
, vTh + (1 − g˜)(Hh1 )(uTh − vTh ) +O(h)
〉
=
〈
Opwh (q)v
T
h , v
T
h
〉
+
〈
Opwh (q)(u
T
h − vTh ), (1− g˜)(Hh1 )vTh
〉
+
〈
Opwh (q)(1 − g˜)(Hh1 )vTh , uTh − vTh
〉
+ O
h→0
(
√
h)
=
〈
Oph(q)u˜
T
h , u˜
T
h
〉
+ O
h→0
(
√
h)
3. Denition of the measure µw,T . For k ∈ J1,KTwK and Ω a borelian set in Vw,T we
dene:
µw,T,k(Ω) =
∫
Rn
1Ω(x, ∂ψw,k(x)) |bw,k(x)|2 dx ; µw,T,0(Ω) = δw
∫
Rn
1Ω(x, ∂ψ(x)) |b0(x)|2 dx
and nally:
µw,T (Ω) =
KTw∑
k=0
µw,T,k
whih denes a measure on Vw,T . Note that all these measures are nonnegative. Vw,T and
µw,T are now xed, and we have to prove that for any ε > 0 and q ∈ C∞0 (R2n) supported in
Vw,T , there is h0 > 0 suh that for all h ∈]0, h0]:∣∣∣∣〈Opwh (q)uTh , uTh 〉−
∫
q dµw,T
∣∣∣∣ 6 ε (4.6)
Let ε > 0 and q supported in Vw,T . (4.5) yields:∣∣〈Opwh (q)uTh , uTh 〉− 〈Opwh (q)u˜Th , u˜Th 〉∣∣ 6 ε9 (4.7)
with h ∈]0, h0] for some h0 > 0.
4. Self-intersetions of Λ. Let j, k ∈ J1,KwK with j 6= k (j, k ∈ J0,KwK if w ∈ NEΓ).
Λw,j ∩ Λw,k is a losed set of measure 0 in the smooth manifold Λw,j, hene by regularity
of the measure on Λw,j, for all m ∈ N we an nd an open subset Umj of Λw,j of measure
less than
1
m
suh that Λw,j ∩ Λw,k ⊂ Umj . We an nd an open sett V mj in R2n of measure
less than
1
m
suh that Umj = V
m
j ∩ Λw,j, and by Uryshon lemma there exists a funtion
γmj ∈ C∞0 (R2n, [0, 1]) equal to 1 outside Vmj and zero in a neighborhood of Λw,j ∩ Λw,k. We
onstrut similarly a funtion γmk interverting j and k, we set γ
m
j,k = γ
m
j γ
m
k and nally:
γm =
∏
16j<k6KTw
γmj,k


or
∏
06j<k6KTw
γmj,k if w ∈ NEΓ


(4.8)
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so that the sets Λw,k∩Vw,T for 1 6 k 6 KTw (or 0 6 k 6 KTw ) do not interset on the support
of γm and:
mesΛ
(
supp(1 − γm) ∩
(
∪KTwj=0Λw,k
))
6
1
m
(4.9)
For all k ∈ J0,KTwK, the support of the funtion x 7→ (1 − γm)(x, ∂ψk(x)) is of measure
less than
C
m
in Rn where C only depends on Γ. Opwh (γm)B
T
w,k is a lagrangian distribution
miroloally supported in Λw,k ∩ supp(γm) with symbols uniformly bounded in h and k, so
there is c > 0 suh that for all h ∈]0, h0]:∣∣u˜Th −Opwh (γm)u˜Th ∣∣ 6 cm (4.10)
Moreover, for j 6= k ∈ J0,KwK the distributions Opwh (qγm)BTw,j and Opwh (q˜γm)BTw,k have
disjoint mirosupports, so we have:〈
Opwh (qγm)B
T
w,j , Op
w
h (q˜γm)B
T
w,k
〉
= O
h→0
(h∞) (4.11)
Taking m ∈ N large enough and using (4.7), (4.10) et (4.11), we obtain for all h ∈]0, h0]:∣∣∣∣∣∣〈Opwh (q)uh, uh〉 − δw
〈
Opwh (qγm)B
T
w,0, B
T
w,0
〉− K
T
w∑
k=1
〈
Opwh (qγm)B
T
w,k, B
T
w,k
〉∣∣∣∣∣∣ 6
ε
3
(4.12)
5. Convergene for intermediate times.
Let k ∈ J1,KTwK. We know that BTw,k is a lagrangian distribution of phase ψw,k and of
prinipal symbol bw,k, hene we have:
〈
Opwh (q)Op
w
h (γm)B
T
w,k, B
T
k,w
〉
=
∫
Rn
q(x, ∂ψw,k(x))γm(x, ∂ψw,k(x)) |bw,k(x)|2 dx+ o
h→0
(1)
If m is large enough and h0 small enough, we have for all h ∈]0, h0]:∣∣∣∣〈Opwh (q)Opwh (γm)BTw,k, BTw,k〉−
∫
Rn
q(x, ∂ψw,k(x)) |bw,k(x)|2 dx
∣∣∣∣ 6 ε3KTw (4.13)
6. Convergene for small times.
It only remains to onsider the term δw
〈
Opwh (q)Op
w
h (γm)B
T
w,0, B
T
w,0
〉
. We assume that w
belongs to NEΓ.
Let τ1 ∈]0, τ0] and v ∈ C∞0 (R2n, [0, 1]) suh that supp v ⊂ Γ˜(τ1) and v is equal to 1 in a
neighborhood of suppA. By proposition 3.5, if τ1 > 0 is small enough we have:∥∥vBTw,0∥∥L2(Rn) 6 ε6 (4.14)
On the other hand, sine (1− v) vanishes around suppA, we an write (1− v(x))BTw,0 as
a lagrangian distribution (see proposition 3.6):〈
Opwh (q)Op
w
h (1− v)Opwh (γm)BTw,0, BTw,0
〉
=
∫
Rn
(qγm)(x, ∂ψ(x))(1 − v(x)) |b0(x)|2 dx+ o
h→0
(1)
Thus, if τ1 and h0 are small enough, then for all h ∈]0, h0]:∣∣∣∣〈Opwh (q)Opwh (1− v)Opwh (γm)BTw,0, BTw,0〉−
∫
q dµw,0
∣∣∣∣ 6 ε6 (4.15)
7. Conlusion. Aording to (4.12), (4.13) and (4.15), we an onlude that (4.6) holds.
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5 Convergene toward a semilassial measure
5.1 Large times ontrol
For R > 0, d > 0 and σ ∈]− 1, 1[ we note:
Γ±(R, d, σ) =
{
(x, ξ) ∈ R2n : |x| > R, |ξ| > d and 〈x, ξ〉 ≷ σ |x| |ξ|}
Γ±(d, σ) =
{
(x, ξ) ∈ R2n : |ξ| > d and 〈x, ξ〉 ≷ σ |x| |ξ|}
As mentionned in the introdution, the following proposition states that the outgoing
solution uh is miroloally zero in the inoming region. The proof of this proposition is
postponed to setion 6.
Proposition 5.1. Let d > 0, σ ∈]0, 1[ and Eh suh that ImEh > 0 or Eh is positive and
satises (1.4). Then there exists R > 0 suh that if ω−, ω ∈ S0 are supported in Γ−(R, d,−σ)
(respetively outside Γ−(R1, d1,−σ1) for some R1 < R, d1 < d and σ1 < σ) then:∥∥Oph(ω−)(Hh − (E0 + i0))−1Oph(ω)∥∥ = O
h→0
(h∞)
We now use this proposition to show that for T large enough,
〈
Opwh (q)u
T
h , u
T
h
〉
is a good
approximation of 〈Opwh (q)uh, uh〉.
Proposition 5.2. Let q ∈ C∞0 (R2n) be supported in p−1(I) and ε > 0. Then there exists
T0 > 0 suh that for all T > T0 we an nd hT > 0 whih satises:
∀h ∈]0, hT ],
∣∣〈Opwh (q)uh, uh〉 − 〈Opwh (q)uTh , uTh 〉∣∣ 6 ε
Proof. 1. Let Rb > 0 suh that Γ ⊂ BRn(Rb), supp q ⊂ Bx(Rb) =
{
(x, ξ) ∈ R2n : |x| < Rb
}
and any trajetory of energy in J whih leavesBx(Rb) never omes bak (and goes to innity).
Let χ ∈ C∞0 (Rn) supported in B(2Rb) and equal to 1 on B(Rb). Let Q ∈ C∞0 (R2n) supported
in p−1(J) and equal to 1 in a neighborhood of p−1(I) ∩ Bx(2Rb) and of supp q. Let T > 0
and ω− equal to 1 in the inoming region Γ−(Rb,−1/2) and zero outside Γ−(Rb/2,−1/4).
We have:
Opwh (Q)uh =
i
h
∫ T
t=0
Opwh (Q)U
E
h (t)Sh dt+Op
w
h (Q)U
E
h (T )uh
= Opwh (Q)u
T
h +Op
w
h (Q)U
E
h (T )Op
w
h (Q)uh
+Opwh (Q)U
E
h (T )Op
w
h (1−Q)χ(x)uh
+Opwh (Q)U
E
h (T )Op
w
h (1−Q)(1− χ(x))Oph(ω−)uh
+Opwh (Q)U
E
h (T )Op
w
h (1−Q)(1− χ(x))Oph(1 − ω−)uh
(5.1)
For T large enough the last three terms are Oh→0(
√
h) respetively by the loalization lose
to the E0-energy hypersurfae (proposition 2.10, whih implies that Op
w
h (1 − Q)χ(x)uh is
small), estimates on the inoming region (Opwh (ω−)uh is small by proposition 5.1, hanging
quantization is harmless here) and Egorov theorem (Opwh (Q)U
E
h (T )Oph(1−ω−)(1−χ(x)) is
small). Hene we have:(
1−Opwh (Q)UEh (T )Opwh (Q˜)
)
Opwh (Q)uh = Op
w
h (Q)u
T
h + O
h→0
(
√
h) (5.2)
where Q˜ ∈ C∞0 (R2n) is supported in p−1(J) and equal to 1 on the support of Q. Furthermore:
∥∥Opwh (Q)uTh∥∥2 = 〈Opwh (Q)2uTh , uTh 〉 −−−→
h→0
∫
Q2dµT < +∞
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Hene for any (large enough) xed T , the right-hand side of (5.2) is uniformly bounded in h.
Moreover, by proposition 2.3, there exists T0 suh that for all T > T0 there is hT > 0 whih
satises:
∀h ∈]0, hT ],
∥∥∥Opwh (Q)UEh (T )Opwh (Q˜)∥∥∥ 6 12
As a onsequene, the operator (1 − Opwh (Q)UEh (T )Opwh (Q˜)) is invertible and its inverse is
bounded uniformly in T > T0 and h ∈]0, hT ]. This proves that the quantity:
Opwh (Q)uh =
(
1−Opwh (Q)UEh (T )Opwh (Q˜)
)−1
Opwh (Q)u
T
h + O
h→0
(
√
h)
is bounded uniformly in h ∈]0, hT ] for xed T > T0 and hene is bounded uniformly for h
small enough sine the left hand side does not depend on T .
2. As for (5.1) we see that:
Opwh (q)uh = Op
w
h (q)u
T
h +Op
w
h (q)U
E
h (T )Op
w
h (Q)uh
+Opwh (q)U
E
h (T )Op
w
h (1−Q)χ(x)uh
+Opwh (q)U
E
h (T )Op
w
h (1−Q)(1− χ(x))Oph(ω−)uh
+Opwh (q)U
E
h (T )Op
w
h (1−Q)(1− χ(x))Oph(1− ω−)uh
(5.3)
And as for (5.1) the last three terms are O
h→0
(
√
h) by loalization lose to E0-energy hyper-
surfae, estimates in the inoming region and Egorov theorem. Moreover the seond term
is:
Opwh (q)U
E
h (T )Op
w
h (Q)uh = Op
w
h (q)U
E
h (T )Op
w
h (Q˜) (Op
w
h (Q)uh) + O
h→0
(
√
h)
But Opwh (Q)uh is bounded uniformly in h and the operator Op
w
h (q)Uh(T )Oph(Q˜) is of norm
less than any δ > 0 for T big enough and h small enough (depending of the hosen T ). Hene
we have proved:
∀δ > 0, ∃T0 > 0, ∀T > T0, ∃hT > 0, ∀h ∈]0, hT ],
∥∥Opwh (q)(uh − uTh )∥∥ 6 δ (5.4)
and in partiular:
∃C > 0, ∀T > T0, ∀h ∈]0, hT ],
∥∥Opwh (q)uTh∥∥ 6 C (5.5)
We onsider q˜ ∈ C∞0 (R2n) supported in p−1(I), equal to 1 on supp q and suh that Q = 1
on a neighborhood of supp q˜. We an assume that (5.4)-(5.5) hold for q and q˜. Let δ ∈ ]0, ε4C ]
and then T and hT given by (5.4). For all h ∈]0, hT ] we have:∣∣〈Opwh (q)uh, uh〉 − 〈Opwh (q)uTh , uTh 〉∣∣
=
∣∣〈Opwh (q)uh, Opwh (q˜)uh〉 − 〈Opwh (q)uTh , Opwh (q˜)uTh 〉∣∣+ O
h→0
(h∞)
6
∣∣〈Opwh (q)(uh − uTh ), Opwh (q˜)uTh 〉∣∣+ ∣∣〈Opwh (q)uh, Opwh (q˜)(uh − uTh )〉∣∣+ O
h→0
(h∞)
6 δ
(∥∥Opwh (q)uTh ∥∥+ ∥∥Opwh (q˜)uTh∥∥)+ O
h→0
(h∞)
6
ε
2
+ O
h→0
(
√
h)
and this last quantity is less than ε if we hoose h small enough.
5.2 Convergene of the partial semilassial measure
Proposition 5.3. There exists a Radon measure µ on R2n suh that for all q ∈ C∞0 (R2n):∫
q dµT −−−−−→
T→+∞
∫
q dµ
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and we have:
〈Opwh (q)uh, uh〉 −−−→
h→0
∫
q dµ
Proof. 1. We an assume that for any w ∈ R2n, the family of neighborhoods Vw,T , T > 0,
dereases when T inreases. Let T1 6 T2 ∈ R+. For w ∈ R2n and q ∈ C∞0 (R2n) supported in
Vw,T2 ⊂ Vw,T1 we have:
∫
q dµT1 =
∫
q dµw,T1 =
KT1w∑
k=0
∫
q
dµw,T1,k 6
KT2w∑
k=0
∫
q dµw,T2,k =
∫
q dµT2
Sine any q ∈ C∞0 (R2n) an be written as a nite sum
∑
qi where qi is supported in Vwi,T2
for some wi, the same applies for all q ∈ C∞0 (R2n). This proves that
∫
q dµT grows with T ,
and hene has a limit in R+ ∪ {+∞} when T goes to +∞.
2. If supp q ∩ p−1({E0}) = ∅, then∫
q dµT = 0 −−−−−→
T→+∞
0
This is onsistent with orollary 2.11.
3. Now let q ∈ C∞0 (R2n) supported in p−1(I), q˜ and C as in the proof of proposition 5.2 (see
(5.5)). We have:∫
q dµT = lim
h→0
〈
Opwh (q)u
T
h , u
T
h
〉
= lim
h→0
〈
Opwh (q)u
T
h , Op
w
h (q˜)u
T
h
〉
6 C2
As a result,
∫
q dµT as a nite limit when T goes to +∞. This limit denes a nonnegative
(eah µT is a nonnegative measure) linear form on C
∞
0 (R
2n). Let K be ompat in R2n and
Q ∈ C∞0 (R2n) equal to 1 on K. Then for all q ∈ C∞0 (R2n) supported in K we have:∣∣∣∣
∫
q dµ
∣∣∣∣ 6 limT→∞
∫
|q| dµT 6 ‖q‖∞ lim
T→∞
∫
QdµT 6 c ‖q‖∞
and hene this limit is a ontinuous funtion of q (is the spae of ompatly supported
ontinuous funtions). Thus the appliation q 7→ limT→+∞
∫
q dµT an be extended to a
nonnegative ontinuous linear form on the spae of ompatly supported ontinuous funtions
so, by Riesz theorem, there is a nonnegative Radon measure µ on R2n suh that:
lim
T→∞
∫
q dµT =
∫
q dµ
4. For q ∈ C∞0 (R2n, [0, 1]) there exists T > 0 suh that:
0 6
∫
q dµ−
∫
q dµT 6
ε
3
Aording to proposition 5.2, if T is hosen large enough there is hT > 0 suh that:
∀h ∈]0, hT ],
∣∣〈Opwh (q)uh, uh〉 − 〈Opwh (q)uTh , uTh 〉∣∣ 6 ε3
and by theorem 4.4, there is h0 ∈]0, hT ] suh that for all h ∈]0, h0] we have:∣∣∣∣〈Opwh (q)uTh , uTh 〉−
∫
q dµT
∣∣∣∣ 6 ε3
Hene we get:
∀h ∈]0, h0],
∣∣∣∣〈Opwh (q)uh, uh〉 −
∫
q dµ
∣∣∣∣ 6 ε
whih proves the proposition.
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5.3 Charaterization of the semilassial measure
We now nish the proof of theorem 1.1:
Proof. 1. Statement (i) is already proved and similarly, (ii) is a onsequene of the estimate
in the inoming region (see proposition 5.1).
2. Let q ∈ C∞0 (R2n) suh that supp q ∩ (NEΓ ∪ Λ) = ∅. We have:∫
q (Hp + 2 ImE1 + 2V2)dµ =
∫
(−Hp + 2 ImE1 + 2V2)q dµ
= lim
T→∞
∫
(−Hp + 2 ImE1 + 2V2)q dµT
= 0
aording to (4.4) sine the support of (−Hp + 2 ImE1 + 2V2)q does not meet NEΓ ∪ Λ.
3. Let w ∈ Λ, T > 0 and q ∈ C∞0 (R2n) suh that supp q ⊂ Vw,T .
Sine 2ih ImE1 = Eh − Eh + o
h→0
(h) and Hp(q) = {p, q} is the prinipal symbol of the
operator
i
h
[Hh1 , Op
w
h (q)], we have:
Opwh (Hp(q)) =
i
h
[Hh1 , Op
w
h (q)] + hOp
w
h (r1) + O
h→0
(h2)
for some symbol r1 ∈ C∞0 (R2n). But
〈
Opwh (r1)B
T
w,k, B
T
w,k
〉
as a limit as h goes to 0 (whih
is
∫
r1dµw,T,k, see step 5 in the proof of theorem 4.4) and
∥∥∥BTw,k∥∥∥ = O(h− 12 ), so:∫
(−Hp + 2 ImE1 + 2V2)q dµw,T,k (5.6)
= lim
h→0
〈
Opwh (−Hp(q) + 2 ImE1q + 2V2q)BTw,k, BTw,k
〉
= lim
h→0
〈
− i
h
[Hh1 , Op
w
h (q)] + 2 ImE1Op
w
h (q) + 2V2Op
w
h (q)B
T
w,k, B
T
w,k
〉
= − lim
h→0
i
h
〈
((Hh − Eh)∗Opwh (q)−Opwh (q)(Hh − Eh))BTw,k, BTw,k
〉
= − lim
h→0
i
h
(〈
Opwh (q)B
T
w,k, (Hh − Eh)BTw,k
〉− 〈(Hh − Eh)BTw,k, Opwh (q)BTw,k〉)
= 0
aording to proposition 4.3.
4. Let q ∈ C∞0 (R2n) and ε > 0. There exists T > 0 suh that:∫
q dµT >
∫
q dµ− ε
2
We an nd a nite number of wi ∈ R2n suh that supp q ⊂ ∪Vwi,T and either wi ∈ NEΓ∪Λ or
Vwi,T ∩(NEΓ∪Λ) = ∅. With a partition of unity, we an write q =
∑
qi with supp qi ⊂ Vwi,T
and show the result for eah qi. So without loss of generality we an assume that supp q ⊂
Vw,T for some w ∈ NEΓ ∪ Λ. Aording to (5.6) we have:
∫
(−Hp + 2 ImE1 + 2V2)q dµT =
KTw∑
j=0
∫
(−Hp + 2 ImE1 + 2V2)q dµw,T,k
=
∫
(−Hp + 2 ImE1 + 2V2)q dµw,T,0
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This is zero unless w ∈ NEΓ, whih we now assume. Let g ∈ C∞0 (R) supported in ]−∞, 1]
with g = 1 near 0. For m ∈ N and (x, ξ) ∈ Γ˜(τ0)×Rn we set gm(x, ξ) = g(mtx). In partiular
the funtion (1− gm)q vanishes near NEΓ, so:∫
(−Hp + 2V2 + 2 ImE1)(1 − gm)q dµ = 0
Then sine gm is supported in Γ˜(0, τ0) for all m ∈ N, we an use (2.4) to have:∫
R2n
(−Hp + 2 ImE1 + 2V2)q dµw,T,0
=
∫
R2n
(−Hp + 2 ImE1 + 2V2)qgm dµw,T,0
=
∫
Γ˜(0,τ0)
(−Hp + 2 ImE1 + 2V2)(qgm)(x, ∂ψ(x)) |b0(x)|2 dx
= 2n−d
∫ τ0
0
∫
NEΓ
tn−d−1 |ξ|
(
1 + O
t→0
(t)
)
|b0(x(t, z, ξ))|2
×(−Hp + 2 ImE1 + 2V2)(qgm)(x(t, z, ξ), ∂ψ(x(t, z, ξ))) dσ˜(z, ξ) dt
Aording to (3.7) we have (x, ∂ψ(x)) = φtx(zx, ξx). On the other hand, by (3.25) and (3.27)
we have:
2n−dtn−d−1 |ξ| |b0(x(t, z, ξ))|2 −−−→
t→0
pi(2pi)d−nA(z)2 |ξ|−1 Sˆ(ξ)2 =: c(z, ξ) (5.7)
so: ∫
R2n
(−Hp + 2 ImE1 + 2V2)q dµw,T,0
= −
∫ τ0
0
∫
NEΓ
(∂t − 2 ImE1 − 2V2)(q(φt(z, ξ))g(mt))c(z, ξ)
(
1 + O
t→0
(t)
)
dσ˜(z, ξ) dt
= −
∫ τ0
0
∫
NEΓ
g(tm)(∂t − 2 ImE1 − 2V2)(q(φt(z, ξ)))c(z, ξ)
(
1 + O
t→0
(t)
)
dσ˜(z, ξ) dt
−
∫ τ0
0
∫
NEΓ
mg′(tm)q(φt(z, ξ))c(z, ξ)
(
1 + O
t→0
(t)
)
dσ˜(z, ξ) dt
and hene:∣∣∣∣
∫
(−Hp + 2 ImE1 + 2V2)q dµw,T,0 −
∫
NEΓ
q(z, ξ)c(z, ξ) dσ˜(z, ξ)
∣∣∣∣
6 O
(
1
m
)
+
∣∣∣∣
∫ τ0
0
∫
NEΓ
mg′(tm)
(
q(z, ξ)− q(φt(z, ξ)))c(z, ξ) dσ˜(z, ξ) dt∣∣∣∣
6 O
(
1
m
)
+
∫ τ0
0
∫
NEΓ
m |g′(tm)| sup
06t6 1
m
∣∣q(z, ξ)− q(φt(z, ξ)))∣∣ c(z, ξ) dσ˜(z, ξ) dt
= O
(
1
m
)
It only remains to hoose m so large that the rest is less than ε2 .
As said in the introdution, µ is atually haraterized by the three properties of theorem
1.1 and is given by (1.10):
Proposition 5.4. Let ν be a Radon measure on R2n whih satises the three properties of
theorem 1.1. Then for all q ∈ C∞0 (R2n) we have:∫
R2n
q dν =
∫ +∞
0
∫
NEΓ
c(z, ξ)q(φt(z, ξ))e−2t ImE1−2
R
t
0
V2(x(s,z,ξ)) ds dσ˜(z, ξ) dt (5.8)
where the funtion c is dened in (5.7).
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Proof. Let I1 be an open interval suh that I ⊂ I1 ⊂ I1 ⊂ J . Let q ∈ C∞0 (R2n). Aording
to property (i), if supp q ⊂ p−1(R \ I) then ∫ q dν = 0 whih is onsistent with (5.8), sine
both sides are zero. So we an assume that supp q ⊂ p−1(I1).
Using property (iii) we see that:
d
dt
∫
R2n
(q ◦ φt)e−2t ImE1−2
R
t
0
V2◦φ
t−s ds dν
=
∫
R2n
(Hp − 2 ImE1 − 2V2)
(
(q ◦ φt)e−2t ImE1−2
R
t
0
V2◦φ
t−s ds
)
dν
= −
∫
NEΓ
c(z, ξ)
(
(q ◦ φt)e−2t ImE1−2
R
t
0
V2◦φ
t−s ds
)
(z, ξ) dσ˜(z, ξ)
and hene, for all τ > 0:∫
R2n
q dµ =
∫
R2n
(q ◦ φτ )e−2τ ImE1−2
R
τ
0
V2◦φ
τ−s ds dν
+
∫ τ
0
∫
NEΓ
c(z, ξ)
(
(q ◦ φt)e−2t ImE1−2
R
t
0
V2◦φ
t−s ds
)
(z, ξ) dσ˜(z, ξ) dt
So we only have to prove that:∫
R2n
(q ◦ φτ )e−2τ ImE1−2
R
τ
0
V2◦φ
τ−s ds dν −−−−−→
τ→+∞
0
For R > 0 we set: KR = p
−1(I1) ∩ Bx(R). Aording to property (ii), we an nd R > 0
suh that ν vanishes on Γ−(R,− 12 ) and:
⋃
t>0
supp(q ◦ φt) ⊂ Γ−
(
R,−1
2
)
∪KR
Let χ ∈ C∞0 (R2n) supported in p−1(J) and equal to 1 on KR. For τ > 0, sine ν vanishes
on Γ−
(
R,− 12
)
:∫
R2n
(q ◦ φτ )e−2t ImE1−2
R
τ
0
V2◦φ
τ−s ds dν =
∫
R2n
χ(q ◦ φτ )e−2t ImE1−2
R
τ
0
V2◦φ
τ−s ds dν
As ν is a Radon measure, there is a onstant C > 0 suh that for all q˜ ∈ C∞0 (R2n) with
supp q ⊂ suppχ we have: ∣∣∣∣
∫
R2n
q˜ dν
∣∣∣∣ 6 C ‖q˜‖L∞(R2n)
so we only need to prove that:
sup
w∈R2n
∣∣∣χ(w)(q ◦ φτ )(w)e−2τ ImE1−2 R τ0 (V2◦φτ−s)(w) ds∣∣∣ −−−−−→
τ→+∞
0
This is lear if ImE1 > 0. Otherwise, this an be done with lemma 2.2 as in the proof of
proposition 2.3.
6 Estimate of the outgoing solution in the inoming re-
gion
The theorem we want to prove in this setion is the following:
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Theorem 6.1. Let N ∈ N and Eh = E0 + O(h) be an energy suh that for all h ∈]0, h0],
ImEh > 0 or Eh satises (1.4). Let d > 0 and σ ∈]0, 1[. Then there exits ν ∈ N and
R > 0 suh that if the symbols ω+, ω ∈ S0 have supports in Γ+(R, d, σ) (respetively outside
Γ+(R1, d1, σ1) with R1 < R, d1 < d and σ1 < σ) then for all α >
1
2 we have:∥∥∥〈x〉−αOph(ω)(Hh − (Eh + i0))−1Oph(ω+) 〈x〉−ν∥∥∥ = O
h→0
(hN ) (6.1)
Similarly, if suppω− ⊂ Γ−(R, d,−σ) and suppω ∩ Γ−(R1, d1,−σ1) = ∅ then:∥∥∥〈x〉−αOph(ω)(H∗h − (Eh − i0))−1Oph(ω−) 〈x〉−ν∥∥∥ = O
h→0
(hN ) (6.2)
Remark. This is the analog of lemma 2.3 in [RT89℄ in the dissipative ase. Note that here ν
is dierent from α and may be large.
Remark. Taking the adjoint in (6.2) gives:∥∥∥〈x〉−ν Oph(ω−)(Hh − (Eh + i0))−1Oph(ω) 〈x〉−α∥∥∥ = O
h→0
(hN )
whih proves proposition 5.1. This theorem proves that the solution uh = (Hh−(E+i0))−1Sh
is miroloally zero in the inoming region.
To prove this theorem we follow [Wan88℄. In partiular we use the following result taken
from [IK85℄:
Proposition 6.2. Let d0 ∈]0, d1[ and σ0 ∈]0, σ1[. There exists R0 > 0 and φ± ∈ C∞(R2n)
satisfying:
∀(x, ξ) ∈ Γ±(R0, d0,±σ0), |∇xφ±(x, ξ)|2 + V1(x) = |ξ|2 (6.3)
and:
∀(x, ξ) ∈ R2n, ∀α, β ∈ Nn,
∣∣∣∂αx ∂βξ (φ±(x, ξ)− 〈x, ξ〉)∣∣∣ 6 Cα,β 〈x〉1−ρ−|α| (6.4)
for some ρ > 0.
Without loss of generality we may assume that this is the same onstant ρ as in (1.3).
Remark. As mentioned in [Wan88℄ (see (2.4)), we an assume that the onstants Cα,β in (6.4)
are as small as we wish if we take R large enough. Indeed, if we take a funtion χ ∈ C∞(Rn)
suh that χ(x) = 0 if |x| 6 12 and χ(x) = 1 if |x| > 1, and, for R > R0:
φR,± : (x, ξ) 7→ (φ±(x, ξ) − 〈x, ξ〉)χ
( x
R
)
+ 〈x, ξ〉 (6.5)
Then:
∀(x, ξ) ∈ Γ±(R, d0, σ0), |∇xφR,±(x, ξ)|2 + V1(x) = |ξ|2 (6.6)
and for any ρ1, ρ2 > 0 suh that ρ = ρ1 + ρ2:
∀(x, ξ) ∈ R2n,
∣∣∣∂αx ∂βξ (φR,±(x, ξ)− 〈x, ξ〉)∣∣∣ 6 Cα,βR−ρ1 〈x〉1−ρ2−|α| (6.7)
where Cα,β does not depend on R.
We are going to use the Fourier integral operators Ih(a, φ) dened as follows:
Ih(a, φ)u(x) =
1
(2pih)n
∫
Rn
∫
Rn
e
i
h
(φ(x,ξ)−〈y,ξ〉)a(x, ξ)u(y) dy dξ
As in [Wan88℄, the idea of the proof is to nd two symbols a and e suh that:
Uh(t)Ih(a, φ) ≈ Ih(a, φ)Uh0 (t) and Oph(ω+) ≈ Ih(a, φ)Ih(e, φ)∗
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when h goes to 0. For a short range absorption oeient V2, we an atually do as in
[Wan88℄, but in the long range ase, we have to onsider a time dependant symbol a(t, h).
In this situation we have:
Uh(t)Ih(a(t, h), φ±)− Ih(a(t, h), φ±)Uh0 (t) (6.8)
=
∫ t
0
Uh(t)
(
− i
h
HhIh(a(s, h), φ±) + Ih(∂ta(s, h), φ±) +
i
h
Ih(a(s, h), φ±)H
h
0
)
Uh0 (t− s) ds
Proposition 6.3. Let a(t, h) ∈ Sb be a time-dependant symbol, φ = φ+ or φ− given by
proposition 6.2 and h ∈]0, 1]. Then we have:
− i
h
HhIh(a(t, h), φ) + Ih(∂ta(t, h), φ) +
i
h
Ih(a(t, h), φ)H
h
0 = Ih(p(t, h), φ)
where:
p(t, h) (6.9)
= − i
h
(|∂xφ|2 + V1 − ξ2)a(t, h) +
(
∂ta(t, h)− 2∂xa(t, h).∂xφ− a(t, h)∆xφ− a(t, h)V2
)
+ih∆xa(t, h)
Remark. If moreover a(t, h) is of the form:
a(t, h) =
N∑
j=0
hjaj(t)
with aj ∈ Sb for all j ∈ J0, NK, then p(t, h) takes the form:
p(t, h) =− i
h
(|∂xφ|2 + V1 − ξ2)a(t, h) +
(
∂ta0(t, h)− 2∂xa0(t).∂xφ− a0(t)∆xφ− a0(t)V2
)
+
N∑
j=1
hj
(
∂taj(t, h)− 2∂xaj(t).∂xφ− aj(t)∆xφ− aj(t)V2 + i∆xaj−1(t)
)
+ ihN+1∆xaN(t)
This gives the transport equations the symbols aj have to satisfy if we want Ih(p(t, h), φ) =
O
h→0
(hN+1).
Remark. Similarly we have:
− i
h
H∗hIh(a(t, h), φ) + Ih(∂ta(t, h), φ) +
i
h
Ih(a(t, h), φ)H
h
0 = Ih(p∗(t, h), φ)
where:
p∗(t, h)
= − i
h
(|∂xφ|2 + V1 − ξ2)a(t, h) +
(
∂ta(t, h)− 2∂xa(t, h).∂xφ− a(t, h)∆xφ+ a(t, h)V2
)
+ih∆xa(t, h)
Lemma 6.4. Let φ be a funtion whih satises (6.4). Then for all (x, ξ) ∈ R2n, the Cauhy
problem: {
∂r
∂t
(t, x, ξ) = ∂xφ(r(t, x, ξ), ξ)
r(0, x, ξ) = x
has a unique solution dened on R. Furthermore, for γ ∈]0, σ1[, if R is large enough, we
have the following properties:
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(i) For (x, ξ) ∈ Γ±(d1,±σ1) and ±t > 0 we have:
|r(t, x, ξ)| > |x|+ (σ1 − γ)d1 |t| (6.10)
(ii) For (x, ξ) ∈ Γ±(d1,±σ1), ±t > 0 and |α|+ |β| > 1, there is a onstant cα,β suh that:∣∣∣∂αx ∂βξ r(t, x, ξ)∣∣∣ 6 cα,βmax(|t| , 〈x〉) 〈x〉−|α| (6.11)
Proof. Let (x, ξ) ∈ R2n. We have:
r(t, x, ξ) = x+ tξ +
∫ t
0
(∂xφ(r(s, x, ξ), ξ) − ξ) ds (6.12)
where r(·, x, ξ) is dened, that is everywhere sine (∂xφ(r(t, x, ξ), ξ)−ξ) is bounded aording
to (6.4).
(i) By (6.7), if R is large enough we an assume that:
∀(x, ξ) ∈ R2n, |∂xφ(x, ξ) − ξ| 6 γd1
and hene:
|r(t, x, ξ) − x− tξ| 6 |t| γd1
If (x, ξ) ∈ Γ±(d1,±σ1) and ±t > 0, then:
|x+ tξ| > 1|x| 〈x, x + tξ〉 > |x|+ σ1 |t| |ξ| > |x|+ |t|σ1d1
so:
|r(t, x, ξ)| > |x+ tξ| − γ |t| d1 > |x|+ (σ1 − γ)d1 |t|
whih proves (6.10).
(ii) We prove (6.11) by indution on |α|+ |β|, beginning by the ase |α| = 1, β = 0. Let
±t > 0 and (x, ξ) ∈ Γ+(d1, σ1). We have:
∂t∂xr(t, x, ξ) = ∂
2
xφ(r(t, x, ξ), ξ).∂xr(t, x, ξ)
Aording to Gronwall lemma, (6.4) and (6.10), we obtain the estimate:
‖∂xr(t, x, ξ)‖ 6 exp
(∫ t
0
∥∥∂2xφ(r(s, x, ξ), ξ)∥∥ ds
)
6 exp
(∫ t
0
c 〈r(s, x, ξ)〉−1−ρ ds
)
6 exp
(∫ t
0
c 〈s〉−1−ρ ds
)
6 c 6 cmax(|t| , 〈x〉) 〈x〉−1
Similarly, if α = 0 and |β| = 1 we have:
∂t∂ξr(t, x, ξ) = ∂
2
xφ(r(t, x, ξ), ξ).∂ξr(t, x, ξ) + ∂x∂ξφ(r(t, x, ξ), ξ)
and then:
‖∂t∂ξr(t, x, ξ)‖ 6
∣∣∣∣
∫ t
s=0
‖∂x∂ξφ(r(s, x, ξ), ξ)‖ exp
(∫ t
τ=s
∥∥∂2xφ(r(τ, x, ξ), ξ)∥∥ dτ
)
ds
∣∣∣∣ 6 c |t|
We now assume that we have proved (6.11) for 1 6 |α|+ |β| 6 k ∈ N∗ and we onsider α
and β suh that |α|+ |β| = k + 1. For j ∈ J1, nK we have:
∂t∂
α
x ∂
β
ξ rj(t, x, ξ) = ∂
α
x ∂
β
ξ (∂xjφ(r(t, x, ξ), ξ))
=
n∑
l=1
∂2xl,xjφ(r(t, x, ξ), ξ) ∂
α
x ∂
β
ξ rl(t, x, ξ) +Bj(t, x, ξ)
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where Bj is a sum of terms of the form:
(∂γx∂
δ
ξ∂xjφ)(r(t, x, ξ), ξ)
|γ|∏
s=1
(∂αsx ∂
βs
ξ rls)(t, x, ξ)
with |γ| + |δ| > 2 and for all s : ls ∈ J1, nK, |αs| + |βs| 6 k,
∑
αs = α and δ +
∑
βs = β.
Then Bj is smaller than:
〈r(t, x, ξ)〉−|γ|−ρ
|γ|∏
s=1
max(|t| , 〈x〉) 〈x〉−|αs| 6 c 〈x〉−α
and nally (6.11) holds sine:
∥∥∥∂t∂αx ∂βξ r(t, x, ξ)∥∥∥ 6
∣∣∣∣
∫ t
s=0
‖B(t, x, ξ)‖ exp
(∫ t
τ=s
∥∥∂2xφ(r(τ, x, ξ), ξ)∥∥ dτ
)
ds
∣∣∣∣ 6 c |t| 〈x〉−α
Let r± be the funtions dened in this proposition for φ = φ± and:
F±(t, x, ξ) = ∆xφ±(r±(t, x, ξ), ξ) ± V2(r±(t, x, ξ))
In partiular we have:
F±(0, x, ξ) = ∆xφ±(x, ξ)± V2(x) and F±(t, r±(s, x, ξ), ξ) = F±(t+ s, x, ξ)
Proposition 6.5. The funtions aj,±(t, h), j ∈ N dened by:
a0,±(t, x, ξ) = exp
(
−
∫ t
s=0
(F±(2s, x, ξ)) ds
)
and for j > 1:
aj,±(t, x, ξ) = i
∫ t
τ=0
∆xaj−1,±(τ, r±(2τ, x, ξ), ξ)a0(τ, x, ξ) dτ
are solutions of the transport equations:
∂ta0,±(t, h)− 2∂xa0,±(t).∂xφ± − a0,±(t)∆xφ± ∓ a0,±(t)V2 = 0 (6.13)
and for j > 1:
∂taj,±(t, h)− 2∂xaj,±(t).∂xφ± − aj,±(t)∆xφ± ∓ aj,±(t)V2 + i∆xaj−1(t) = 0 (6.14)
and satisfy estimates:
for ± t > 0, (x, ξ) ∈ Γ±(d1,±σ1),
∣∣∣∂αx ∂βξ aj,±(t, x, ξ)∣∣∣ 6 cα,β |t|j+(|α|+|β|)(1−ρ) 〈x〉−|α|
(6.15)
Proof. We prove (6.15). For α, β ∈ Nn, the derivative ∂αx ∂βξ a0,±(t, x, ξ, h) is a sum of terms
of the form:
J∏
k=1
∂µkx ∂
νk
ξ
(∫ t
0
F±(2s, x, ξ) ds
)
a0,±(t, x, ξ)
with
∑
µk = α,
∑
νk = β and for all k ∈ J1, JK: |µk| + |νk| > 1 (and in partiular
J 6 |α|+ |β|). We rst remark that aording to (6.4) and (6.10) together with nonne-
gativeness of V2 the symbol a0 is bounded uniformly in ±t > 0. Hene we have to prove:∣∣∣∣
∫ t
0
∂µkx ∂
νk
ξ F±(2s, x, ξ) ds
∣∣∣∣ 6 cα,β |t|(|µk|+|νk|)(1−ρ) 〈x〉−|µk|
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Let ±t > 0, (x, ξ) ∈ Γ±(d1,±σ1) and µ, ν ∈ Nn. Then:
∂µx∂
ν
ξ
(∫ t
0
F±(2s, x, ξ) ds
)
is a sum of terms of the form:
∫ t
0
∂δx∂
λ
ξ (∆xφ± + V2)(r±(2s, x, ξ), ξ)
|δ|∏
k=1
∂µkx ∂
νk
ξ r±(2s, x, ξ) ds (6.16)
with
∑|δ|
j=1 µk = µ,
∑|δ|
j=1 νk + λ = ν and for all k ∈ J1, |δ|K: |µk|+ |νk| > 1. By (1.3), (6.4)
and (6.11) we have: ∣∣∣∣∂µx∂νξ
(∫ t
0
F±(s, x, ξ) ds
)∣∣∣∣ 6 c |t|1−ρ 〈x〉−|µ|
this proves (6.15) for j = 0. We now prove the general ase by indution. For α, β ∈ Nn the
derivative ∂αx ∂
β
ξ aj+1,±(t, x, ξ) is a sum of terms of the form:
i
∫ t
τ=0
∂µx∂
ν
ξ (∆xaj,±(t, r±(2(τ − t), x, ξ), ξ)) × ∂α−µx ∂β−νξ a0,±(τ, x, ξ) dτ
We already know that for τ ∈ [0, t]:∣∣∣∂α−µx ∂β−νξ a0,±(τ, x, ξ)∣∣∣ 6 c |t|(1−ρ)(|α−µ|+|β−ν|) 〈x〉−|α−µ|
So it remains to show:∣∣∂µx∂νξ (∆xaj,±(τ, r±(2τ, x, ξ), ξ))∣∣ 6 c |t|j+(1−ρ)(|µ|+|ν|) 〈x〉−|µ|
But ∂µx∂
ν
ξ (∆xaj,±(τ, r±(2τ, x, ξ), ξ)) is a sum of terms of the form:
(∂δx∂
λ
ξ∆xaj,±)(t, r±(2τ, x, ξ), ξ)
|δ|∏
k=1
(∂µkx ∂
νk
ξ r±)(2τ, x, ξ)
with µ =
∑|δ|
k=1 µk and ν = λ+
∑|δ|
k=1 νk, and:∣∣∣∣∣∣(∂δx∂λξ∆xaj,±)(τ, r±(2τ, x, ξ), ξ)
|δ|∏
j=1
(∂µjx ∂
νj
ξ r±)(2τ, x, ξ)
∣∣∣∣∣∣
6 c |τ |j+(1−ρ)(|δ|+|λ|+2) 〈r±(2τ, x, ξ)〉−|δ|−2max(|2τ | , 〈x〉)δ 〈x〉−
P|δ|
j=1 µj
6 c |t|j+(1−ρ)(|δ|+|λ|) 〈x〉−|µ|
whih onludes the proof after integration over τ ∈ [0, t].
Remark. This is for this part of the proof that we need a time-dependant symbol. Indeed,
following exatly the proof of [Wan88℄ would have led to onsider:
a0(x, ξ) = exp
(∫ ∞
0
F (t, x, ξ) dt
)
whih may have no sense for a long range imaginary part of the potential V2. For a short
range potential we do not have suh a problem and the sign of V2 we have used here does
not matter.
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Let σ2 and σ3 suh that σ1 < σ2 < σ3 < σ, R2 and R3 suh that R1 < R2 < R3 < R and
d2, d3 suh that d1 < d2 < d3 < d. We onsider funtions ρ1 ∈ C∞(R) suh that ρ1(s) = 0
if s 6 σ2 and 1 if s > σ3, ρ2 ∈ C∞(R) suh that ρ2(s) = 0 and s 6 d2 and 1 if s > d3 and
ρ3 ∈ C∞(R) suh that ρ3(s) = 0 if s 6 R2 and ρ3(s) = 1 if s > R3. Then we set:
b±(t, x, ξ, h) = ψ±(x, ξ)
N∑
j=0
hjaj,±(t, x, ξ) where: ψ±(x, ξ) = ρ1
(±〈x, ξ〉
|x| |ξ|
)
ρ2(|ξ|)ρ3(|x|)
We also set:
p±(t, h) =
i
h
(|∂xφ±|2 + V1 − ξ2)b±(t, h)
+ (∂tb±(t, h) + 2∂xb±(t, h).∂xφ± + b±(t, h)∆xφ± ± b±(t, h)V2)
− ihN+1∆xb±(t, h)
as given by proposition 6.3.
Proposition 6.6. The symbols b± and p± satisfy:
(i) supp b± ⊂ Γ±(R2, d2,±σ2) and for ±t > 0, (x, ξ) ∈ Γ±(R2, d2,±σ2) and α, β ∈ Nn we
have: ∣∣∣∂αx ∂βξ b(t, x, ξ, h)∣∣∣ 6 cα,β |t|N+(|α|+|β|)(1−ρ) 〈x〉−|α| (6.17)
(ii) supp p± ⊂ Γ±(R2, d2,±σ2) and for ±t > 0, (x, ξ) ∈ Γ±(R2, d2,±σ2) and α, β ∈ Nn we
have: ∣∣∣∂αx ∂βξ p±(t, x, ξ, h)∣∣∣ 6 cα,β |t|N+(2+|α|+|β|)(1−ρ) 〈x〉−|α| (6.18)
If furthermore (x, ξ) ∈ Γ±(R3, d3,±σ3) then we have:∣∣∣∂αx ∂βξ p±(t, x, ξ, h)∣∣∣ 6 cα,βhN+1 |t|N+(2+|α|+|β|)(1−ρ) 〈x〉−2−|α| (6.19)
Proof. (6.17) omes from (6.15). Aording to (6.13) and (6.14) we have:
p±(t, x, ξ, h) = 2∂xψ±(x, ξ).∂xφ±(x, ξ)
N∑
j=0
aj,±(t, x, ξ)− ihN+1∆xb±(t, x, ξ, h)
so (6.18) is a onsequene of (6.15) and (6.17). Finally, it remains to remark that for ±t > 0
and (x, ξ) ∈ Γ±(R3, d3,±σ3) we have p±(t, h) = −ihN+1∆xb±(t, h) to get (6.19) from (6.17).
Proposition 6.7. Let R5 ∈]R3, R[, d5 ∈]d3, d[ and σ5 ∈]σ3, σ[. There exists a symbol e±(h)
of the form e±(h) =
∑N
j=0 h
jfj,± with fj,± ∈ S−j and supp fj,± ⊂ Γ±(R5, d5,±σ5) suh that:
Ih(b±(0, h), φ)Ih(eν,±(h), φ)
∗ = ω±(x, hD) + h
N+1Oph(r±(h))
where r± ∈ S−N uniformly in h.
Proof. This is lemma 4.5 in [Wan88℄. Note that b±(0, h) is just ψ±.
Proposition 6.8. For all δ ∈ R, there is ν ∈ N suh that for all l ∈ R and ±t > 0 we have:∥∥∥〈x〉l Ih(b±(t, h), φ)Uh0 (t)Ih(e±, φ)∗ 〈x〉−1−ν−l∥∥∥ 6 c 〈t〉−δ (6.20)
and: ∥∥∥〈x〉l Ih(p±(t, h), φ)Uh0 (t)Ih(e±, φ)∗ 〈x〉−1−ν−l∥∥∥ 6 chN+1 〈t〉−δ (6.21)
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Proof. For u ∈ S(Rn) we have:
Ih(b±(t, h), φ±)U
h
0 (t)Ih(e±(h), φ±)
∗u(x)
=
1
(2pih)n
∫
y
∫
ξ
e
i
h
ζ±(t,x,y,ξ)b±(t, x, ξ, h)e±(y, ξ, h)u(y) dξ dy
with ζ±(t, x, y, ξ) = φ±(x, ξ) − φ±(y, ξ) − tξ2. If R is large enough then for (y, ξ) ∈ supp e±
we have:
|∂ξφ±(y, ξ) + 2tξ| > 〈∂ξφ±(y, ξ) + 2tξ, yˆ〉 > |y| − c |y|1−ρ + 2σ5 |t| |ξ| > c0(|y|+ |t|) (6.22)
for some c0 > 0.
We onsider the operator L suh that for u ∈ S(R2n):
Lu = ih
(∂ξφ±(y, ξ) + 2tξ).∂ξu
|∂ξφ±(y, ξ) + 2tξ|2
Then we have:
L∗v = ih divξ .
(
∂ξφ±(y, ξ) + 2tξ
|∂ξφ±(y, ξ) + 2tξ|2
v
)
In partiular L
(
e−
i
h
(φ±(y,ξ)+tξ
2
)
= e−
i
h
(φ±(y,ξ)+tξ
2)
so for ν ∈ N:
Ih(b±(t, h), φ±)U
h
0 (t)Ih(e±(h), φ±)
∗u(x)
=
1
(2pih)n
∫
y
∫
ξ
e−
i
h
(φ±(y,ξ)+tξ
2)(L∗)ν
(
e
i
h
φ±(x,ξ)b±(t, x, ξ, h)e±(y, ξ, h)
)
u(y) dξ dy
We an hek by indution on ν ∈ N that:
(L∗)ν
(
e
i
h
φ±(x,ξ)b±(t, x, ξ, h)e±(y, ξ, h)
)
=
Jν∑
j=1
e
i
h
φ±(x,ξ)bjν,±(t, x, ξ, h)e
j
ν,±(y, ξ, h)
for some Jν ∈ N and for all j ∈ J1, JνK we have:∣∣∣∂αx ∂βξ bjν,±(t, x, ξ, h)∣∣∣ 6 cα,β |t|N−(|α|+|β|)(1−ρ)−ρν 〈x〉ν−|α|
and e0 ∈ S0: Indeed, this is true for ν = 0 by (6.17) and if this is true for some ν ∈ N then
for j ∈ J1, JνK we have to ompute:
ih divξ
(
∂ξφ±(y, ξ) + 2tξ
|∂ξφ±(y, ξ) + 2tξ|2
e
i
h
φ±(x,ξ)bjν,±(t, x, ξ, h)e
j
ν,±(y, ξ, h)
)
= ih |∂ξφ±(y, ξ) + 2tξ|−2 × e ihφ±(x,ξ)
×
[
(∆ξφ±(y, ξ) + 2tn)b
j
ν,±(t, x, ξ, h)e
j
ν,±(y, ξ)
+2
(Hessξ φ±(y, ξ) + 2tIn).(∂ξφ±(y, ξ) + 2tξ)
2
|∂ξφ±(y, ξ) + 2tξ|2
bjν,±(t, x, ξ, h)e
j
ν,±(y, ξ)
+
i
h
(∂ξφ±(y, ξ) + 2tξ)∂ξφ±(x, ξ)b
j
ν,±(t, x, ξ, h)e
j
ν,±(y, ξ)
+ (∂ξφ±(y, ξ) + 2tξ).∂ξb
j
ν,±(t, x, ξ, h) e
j
ν,±(y, ξ)
+ bjν,±(t, x, ξ, h) (∂ξφ±(y, ξ) + 2tξ).∂ξe
j
ν,±(y, ξ)
]
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and hek eah term using (6.22). Note that the fator 〈x〉ν in the estimate is due to the
third term. We only gain a power t−ρν at eah iteration beause of the fourth term and the
fat that we have a bad estimate in t for the derivatives of bν,±. Nonetheless, for all ν ∈ N
we get:
Ih(b±(t, h), φ±)U
h
0 (t)Ih(e±(h), φ±)
∗ =
Jν∑
j=1
Ih(b
j
ν,±(t, h), φ±)U
h
0 (t)Ih(e
j
ν,±(h), φ±)
∗
(6.23)
For any ν ∈ N, the two operators Uh0 (t) and Ih(eν,±(h), φ±)∗ are uniformly bounded in
t and h from L2,1+l+ν into itself. The norm of Ih(bν,±(t, h), φ±) from L
2,1+l+ν
to L2,l is
estimated by a nite number of derivatives of bjν,±, say M (see [Wan88℄). Then we have to
hoose ν suh that N +M(1− ρ)− νρ 6 −δ to obtain (6.20).
To prove (6.21) we introdue a funtion χ ∈ C∞(R) suh that χ(s) = 0 if s 6 σ3 and
χ(s) = 1 if s > σ4 ∈]σ3, σ5[. Then we write p2,±(t, x, ξ, h) = p±(t, x, ξ, h)χ
(
± 〈x,ξ〉|x||ξ|
)
and
p1,±(t, x, ξ, h) = p±(t, x, ξ, h)− p2,±(t, x, ξ, h). We have:∣∣∣∂αx ∂βξ p2,±(t, x, ξ, h)∣∣∣ 6 cα,βhN+1 |t|N+(2+|α|+|β|)(1−ρ) 〈x〉−2−|α|
The same argument as above proves (6.21) with p± replaed by p2,±.
For p1,±, we remark that for (x, ξ) ∈ supp p1,± ⊂ R2n \ Γ±(R4, d4,±σ4) and (y, ξ) ∈
supp e± ⊂ Γ±(R5, d5,±σ5) we have:
|∂ξζ±(x, y, ξ, t)| > c0(|x|+ |y|+ |t|)
for some c0 > 0. Indeed we have:
|∂ξζ(x, y, ξ, t)| = |∂xφ±(x, ξ) − ∂ξφ±(y, ξ)− 2tξ| > |x− (y + 2tξ)| − cR−ρ
But (y + 2tξ, ξ) ∈ Γ±(R4, d4,±σ4) so if |x| > γ |y + 2tξ|:
|x− (y + 2tξ)| > (1− γ−1) |x| > 1− γ
−1
2
(|x|+ |y + 2tξ|) > c0(|x|+ |y|+ |t|)
and if |x| 6 |y + 2tξ|:
|x− (y + 2tξ)| >
〈
x− (y + 2tξ),∓ξˆ
〉
=
±1
|ξ| (〈y + 2tξ, ξ〉 − 〈x, ξ〉)
> (σ5 |y + 2tξ| − σ4 |x|) > (σ5 − σ4) |y + 2tξ| > c0(|x|+ |y + 2tξ|)
> c0(|x|+ |y|+ |t|)
Then we an do partial integrations with the operator L =
∂ξζ.∂ξ
|∂ξζ|
2 , eah iteration giving a
new power of h and t−ρ.
Corollary 6.9. For all δ ∈ R, there is ν ∈ N suh that for all l ∈ R and ±t > 0 we have:∥∥∥〈x〉lOph(ω)Ih(b±(t, h), φ)Uh0 (t)Ih(e±, φ)∗ 〈x〉−1−ν−l∥∥∥ 6 chN+1 〈t〉−δ (6.24)
Proof. The proof is the same as for (6.20) but instead of an estimate of
∥∥∥Ih(bjν,±, φ)∥∥∥ we need
an estimate of
∥∥∥Oph(ω)Ih(bjν,±, φ)∥∥∥. Aording to lemma 4.4 in [Wan88℄ if we take R large
enough, then the supports of ω(x, ∂xφ(x, ξ)) and b
j
ν,± are disjoint, so this norm is only the
norm of the rest given in proposition A.3 of [Wan88℄. This rest is of order O(hN+1) and the
time dependane is given as for
∥∥∥Ih(bjν,±, φ)∥∥∥ by a nite number of derivatives of bjν,± so we
onlude the same way.
40
Now we an prove the main theorem of this setion:
Proof of theorem 6.1. Let ν ∈ N given by proposition 6.8 for δ = 2. We prove the + ase,
and we omit the + subsript for φ, b, p and r. Let t > 0. Aording to (6.8) and proposition
6.3, we have:
Uh(t)Ih(b(0, h), φ) = Ih(b(t, h), φ)U
h
0 (t)−
∫ t
0
Uh(t− s)Ih(p(s, h), φ)Uh0 (s) ds
and then, by proposition 6.7:
Uh(t)Oph(ω+) = h
N+1Uh(t)Oph(r(h)) + Ih(b(t, h), φ)U
h
0 (t)Ih(e(h), φ)
∗
−
∫ t
0
Uh(t− s)Ih(p(s, h), φ)Uh0 (s)Ih(e(h), φ)∗ ds
For α > 12 and Im z > 0, using (Hh − z)−1 = ih
∫∞
0 e
it
h
zUh(t) dt (see theorem 1.10 in [EN00℄)
gives:
〈x〉−αOph(ω)(Hh − z)−1Oph(ω+) 〈x〉−ν
= hN+1 〈x〉−αOph(ω)(Hh − z)−1Oph(r(h)) 〈x〉−ν
+
i
h
〈x〉−α
∫ ∞
t=0
e
it
h
zOph(ω)Ih(b(t, h), φ)U
h
0 (t)Ih(e(h), φ)
∗ 〈x〉−ν dt
−〈x〉−αOph(ω)
∫ ∞
s=0
e
is
h
z(Hh − z)−1Ih(p(s, h), φ)Uh0 (s)Ih(e(h), φ)∗ 〈x〉−ν ds
Aording to the uniform estimate for the resolvent (see [Roy℄) the rst term is O(hN ).
We use (6.24) and (6.21) for the seond and third terms, whih, after taking the limit z → Eh
if Eh ∈ R, proves (6.1).
Remark. To prove (6.2) we apply the same argument with:
(H∗h − z)−1 = −
i
h
∫ 0
−∞
e−
it
h
(H∗h−z) dt
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