In this article we numerically revisit the long-time solution behavior of the Camassa-Holm equation u t − u xxt + 2u x + 3uu x = 2u x u xx + uu xxx . The finite difference solution of this integrable equation is sought subject to the newly derived initial condition with Delta-function potential. Our underlying strategy of deriving a numerical phase accurate finite difference scheme in time domain is to reduce the numerical dispersion error through minimization of the derived discrepancy between the numerical and exact modified wavenumbers. Additionally, to achieve the goal of conserving Hamiltonians in the completely integrable equation of current interest, a symplecticity-preserving time-stepping scheme is developed. Based on the solutions computed from the temporally symplecticity-preserving and the spatially wavenumber-preserving scheme, the long-time asymptotic CH solution characters 
Introduction
The well known Camassa-Holm (CH) equation given below has been derived from the Camassa-Holm equation possesses many rich mathematical properties and, as a result, has been intensively studied since its derivation in [8] . Later on, authors in [15] , [22] and [26] derived CH equation by different approaches. This shallow water equation can be expressed in terms of different Hamiltonian functions and permits an infinite number of conservation laws. The completely integrable equation (1.1) has multi-symplectic structure as well. One needs therefore to numerically retain these striking structure preserving properties while solving the CH equation in time domain by finite difference method.
Aside from the necessity of developing a symplecticity-preserving temporal scheme to conserve Hamiltonians in CH equation, it is also essential to develop a dispersion error reducing CH scheme to approximate spatial derivatives. Through the minimization of discrepancy between the exact and numerical modified wavenumbers, we can apply the physically correct and numerically accurate scheme to retain the distinguished nature of Camassa-Holm solution obtained even at a large time. Let w = u − u xx + 1 denotes the momentum. Boutet de Monvel et al. [6] , [5] theoretically showed that for an initial condition u (x, 0) satisfying (1.2), (1.3) and w (x, 0) > 0, ∀x ∈ R, (1.4)
w (x, 0) ∈ v ∈ H 3 (R)
(1 + |x|) 1+l (|v (x) − κ| + |v (x)| + |v (x)|) dx < ∞ , (1.5) the asymptotic CH solution in the whole domain can be classified into a soliton region, two oscillatory regions, one fast decay region, and two transition regions expressed in terms of the scattering data corresponding to the initial condition by the Riemann-Hilbert approaches. From their important works, we are aware of the fact that two transition regions can be modeled by the second type of Painlevé transcendents. Painlevé equations have been regarded as the most important nonlinear ordinary differential equations since these equations have close relevance to many fields of physical significance [23] . We are therefore motivated to explore in more detail the connection between the solutions of Painlevé equation (ordinary differential equation) and the CH equation (partial differential equation) in the transition regions of (x, t) . Besides the asymptotic solutions, the decay rates of the error between the theoretical and asymptotic solutions can be also obtained.
However, we still need to answer the following two naturally arisen questions:
(Q1) How long it takes for us to get a good approximation between the long-time asymptotic solution and the analytical solution?
(Q2) How the difference between the solutions of CH equation and its long-time asymptotics is decayed with time?
In order to compare the numerical solutions with the asymptotic solutions, we need to know the explicit form of the scattering data corresponding to the initial condition. Then the asymptotic solutions can be computed numerically. How to choose a suitable initial condition with a known scattering data is therefore the important starting point for (Q1) and (Q2).
In the literature all the scattering data corresponding to the isospectral problems of the CH equation were known a priori (see, for example, [13, 27, 24, 25] ). This means that the number of discrete eigenvalues is assumed to be known and the reflection coefficient has been written in an abstract form. Based on the direct and inverse scattering theories (see, for example, [16] , [13] ), we can construct an initial solution which corresponds to the Schrödinger operator of the Lax pair with delta function-like potential (see Section 3 and [9] ). Then the reflection coefficient of the scattering data is non-zero and only one discrete eigenvalue exists [16] , [30] . The detailed information about the physical properties of the scattering data can be seen in [9] . Under the specified initial condition u (x, 0), the asymptotic solutions can be expressed in terms of the parameters appeared in u (x, 0) (see Appendix A).
For addressing the first long-time asymptotics issue (Q1), in this study the distinct regions (soliton region and decaying modulated region) with qualitatively different solution natures are numerically explored in great detail. In the zones between the soliton, two slowly decaying modulated oscillation regions, and the fast decaying region, their solution behaviors shall be carefully examined as well. In the two transition zones, the The question (Q2) will be answered from two different points of view. First, the rate of convergence for the difference between the numerical and asymptotic solutions will be computed. Secondly, the order of the time-decay estimate from [6] will be found. The exact value of powers of t among the time-decay estimates remains unknown in [6] . Let T * be the maximum of the times found in each region in (Q1). We will use the sup norm difference between the numerical solution and asymptotic solution to compute the order of the time-decay estimate at t = T * in each region. We will see that these orders obtained numerically are indeed in the range indicated in [6] . However, these results depend on how large the (x, t > 0) plane is for the approximation between the analytical and asymptotic solutions. If we intend to get a precise approximation in a larger region, the time needed to reach the asymptotics shall be longer accordingly. The details can be seen in Subsection 5.4.
Among the numerical approaches employed to study the long-time asymptotics of integrable systems, Boutet de Monvel et al. [7] have studied the initial-boundary value problems of the nonlinear Schrödinger equation. Our point of view to be conveyed, to the authors' knowledge, seems to be new in the sense that in the literature no similar result has been reported before. The numerical and asymptotic solutions in each region are com-pared. To achieve this goal, a specified initial condition is needed and the corresponding scattering data must be known explicitly. On this basis, the long-time asymptotics must be re-expressed according to the specified initial condition.
The rest of this article is organized as follows. In Section 2, some of the rich properties in the CH equation which are useful to derive the initial scattering data in Section 3 and which are necessarily to be taken into account to develop a mathematically rigorous numerical scheme in Section 4 are given. For conducting a long-time asymptotic analysis on the CH equation, a new smooth initial data is derived in Section 3. In this study we avoid approximating the space-time mixed derivative terms and the third-order dispersive term by adopting the two-step solution algorithm described in Section 4.1. In the transformed equations, the first-order spatial derivative term is approximated by the sixth-order accurate dispersion-error reducing scheme developed in Section 4.2.1. The temporal derivative term is approximated by the sixth-order accurate symplecticity preserving scheme in Section 4.2.2. In Section 5, the numerically predicted long-time asymptotic solutions in different wave regions are discussed in detail. Comparison of the finite difference solution with the asymptotic solution derived from the underlying theory in [5] and [6] is made. We also address the subtle change of the solutions within the transitional regions in the result section. The newly defined powers of t for the time-decay estimates between asymptotic and FDTD solutions in some regions are computed in this section. Finally, some concluding remarks are drawn in Section 6 according to the results computed from the currently developed symplecticity and modified wavenumber preserving scheme.
Some mathematical properties of the CH equation
When investigating the long-time asymptotics of the integrable CH equation, one needs to get its corresponding Lax pair equations. Equation (1.1) can be mathematically expressed as the compatibility condition between the Lax pair equations consisting of a system of linear eigenvalue equations given by
1)
In this set of Lax pair equations, w(= u − u xx + 1) and λ denote the momentum and eigenvalue, respectively. Steady Lax equation (2.1) formulates the spectral problem for the CH equation (1.1) defined in the space-time coordinate. This problem can be solved via the inverse scattering method. In the following some useful properties for the derivation of initial data are briefly summarized.
Note that w (x, t) > 0 provided that equation (1.4) holds [13] . From [6] and [13] , by virtue of the Liouville transformation given below
3) 
In the above,
and
with w (y, t) = w (x (y) , t) . Given an initial solution u (x, 0), the eigenvalues (discrete and continuous spectra) and the corresponding eigenfunction of the CH equation can be obtained by solving the solutionψ (y, k, t) at t = 0 from (2.5):
According to the derivation detailed in, e.g., [17] or [19] , under the integrable condition
for the potential q (y, 0), there exists a finite number of discrete spectra, say k = iµ 1 , · · · , iµ N for some N ∈ N. For each iµ j with j = 1, ..., N, its corresponding eigenfunction is ψ j (y) =ψ (y, iµ j , 0) . Let the normalization constant be γ j appearing in the following asymptotic expression ofψ j :
Each k ∈ R corresponds to a continuous spectrum. The respective eigenfunctionψ = ψ (y, k) satisfiesψ ∼ e −iky +R (k) e iky ; as y → ∞,
whereT (k) andR (k) are called as the transmission and reflection coefficients, respec-
Given an initial condition u (x, 0), through the Liouville transform given in (2.3)-(2.4), the corresponding potential q (y, 0) and the associated scattering data R (k) , µ j , γ j can be derived. Hence, a map between u (x, 0) and the set of scattering data, namely, R (k) , µ j , γ j exists in the so-called direct scattering problem
Analysis of the inverse scattering problem can answer whether the map defined above can be inverted or not. The detail can be seen in [1] , [6] , [13] , [17] and [16] . Let T (k) and R (k) be the respective transmission and reflection coefficients for the original eigenvalue problem (2.1), from [6] it follows that R(
where [6] ). Note that H −1 (w) is independent of t (see, for example, [14] ). In summary, application of the inverse scattering approach to the initial boundary value problem for the equations (1.1-1.4) involves performing a spectral analysis on the two eigenvalue equations accounting respectively for the equations of Lax pair.
Initial scattering data
A special initial data for (1.1) will be derived in this section to give us an explicit expression of the scattering data. 
, for x < log (1 + A) . For the initial solution defined above, the corresponding scattering data in spectral domain can be derived as
Proof. For convenience, we write w (y) = w (y, 0) and u (y) = u (y, 0) . Provided that the potential takes the form of q (y, 0) = −q 0 δ (y) with q 0 (> 0) being specified as a given constant, the scattering data can then be obtained in the form of (3.2) (see for example, [16] ). In the following, we are aimed to derive w (y, 0) and its derivation is given below.
The following equation subject to the condition lim |y|→∞ C (y) = 1 is considered
From [13] it follows that w (y, 0) = C 4 (y) is the solution of (2.7). Consider (3.3) in y > 0.
Multiply C y on both sides of C yy = C 4 − 1 4C 3 and then integrate the resulting equation from y to ∞, yielding
dC.
Then we have C y = ± for y > 0, where C 0 is an integration constant. For y < 0, the derivation procedure is similar to the case for y > 0. Therefore C (y) can be expressed as
Given ε > 0, integration of the equation (3.3) from −ε to ε yields
dy.
By letting ε → 0, we can have
. The functional form for w (y, 0) shown below can then be derived provided that q 0 ∈ (0, 1) ,
In the next step, the relation between y and x in (2.4) will be derived. From (2.4), y and x satisfy dy dx = (w (y, 0))
under the boundary condition lim x→∞ (y (x) − x) = 0. Substituting (3.5) into (3.6), we
Integration of (3.7) leads to y = log (e x+c 1 − A) for y > 0, where c 1 is an integration constant. By employing the condition lim x→∞ (y (x) − x) = 0, c 1 = 0 can be obtained.
Then, we can have y = log (e x − A) for y > 0, that is, x > log (1 + A) .
Integration of equation (3.7) in y < 0 yields y = log e x+c 2 1−Ae x+c 2 , where c 2 is an integration constant. Here y < 0 is equivalent to x < − log (1 + A) − c 2 .
Let y = y (x) be defined on the whole x-axis. By choosing c 2 such that log (1 + A) = − log (1 + A) − c 2 , thereby yielding e c 2 = 1 (1+A) 2 . Then, we can get w y u y − u = 1 − w. From (3.5), this equation can be written
We solve firstly the solution u in the half domain y > 0. The homogeneous equation of (3.9) can be shown to have a fundamental set of solutions, namely
We suppose that the solution of (3.9) is u (y) = c 3 (y) u 1 (y) + c 4 (y) u 2 (y) for some c 3 (y) and c 4 (y) to be determined. Substitution of this expression into (3.9) yields
Integrating the above two expressions for y > 0, we have
Since we want to get the bounded solution for y ∈ R, c 5 ≡ 0 turns out to be the consequence. Owing to the symmetry of the solution u (y) about y = 0, we have
2 (Ae −|y| + 1) + c 7 Ae
In order for u ∈ C 1 (R) , we need to choose c 8 = 2A + 1, thereby leading to u (y, 0) =
. By substituting the expression (3.8) into the above equation, we can derive the initial solution of the form given in (3.1). The proof is completed.
Remark. From (3.5) and (3.8), we can also get the expression of w (x, 0) :
, for x < log (1 + A) .
Then, w (x, 0) satisfies the requirement (1.4). The need of solving the inverse scattering problem [6, 13] becomes clear. By [13] , we have w (x, t) > 0 for all x ∈ R and for all t > 0.
According to the work of [6] , the long time asymptotic behavior of the CH solution depends largely on the number of discrete spectra −µ
N and the existence of the reflection coefficientR (k) of (2.5). Thanks to Theorem 3.1, we know that only one discrete spectrum −µ 2 1 (N = 1) exists. Therefore, only one soliton is permitted to appear in the "soliton region" [6] . This will be revealed in the numerical results shown in section 5. 
The second one is
, where
A scheme applicable to solve equations (1.1-1.4) should discretely conserve Hamiltonians cast in the corresponding integrable forms. A symplecticity-preserving temporal scheme developed in Section 3.2 will be applied to the current approximation of the time derivative term. The nonlinear CH equation is highly dispersive. It is therefore important to develop a dispersion-error reducing scheme in Section 3.1 to accurately approximate the spatial derivative terms in CH equation.
To avoid approximating the space-time mixed derivative and the third-order dispersive terms, equation (1.1) is rewritten to its equivalent system of equations possessing only the first-order derivative terms. Subject to a properly prescribed boundary condition and an initial condition u(x, t = 0) = f ∈ H 1 , the solution to (1.1) is sought from the following inhomogeneous hyperbolic nonlinear pure advection equation for u
The pressure-like variable P shown above in the right hand side is governed by the following elliptic Helmholtz equation rather than by the Poisson equation encountered in the inviscid Euler or the Navier-Stokes fluid flow
In the light of the above two equations, equation (1.1) is without doubt classified to be elliptic-hyperbolic provided that the solution remains smooth.
Approximation of spatial derivatives
Within the framework of the combined compact difference (CCD) schemes, the first derivative term ∂u ∂x and the second derivative term
∂x 2 are approximated implicitly in a grid of three-point stencil as follows for the case of u > 0
The coefficients shown in (4.4) have been determined solely from the modified equation analysis, yielding a formal accuracy order of six [10] . The coefficients in (4.3) are then derived by performing the Taylor series expansion on the terms u i−1 , u i+1 , ∂u ∂x The strategy of deriving the last algebraic equation is to reduce the dispersion error by matching the exact and numerical wavenumbers. Performing an error reduction procedure amounts to equating the effective wavenumbers α and α to those shown in the right-hand sides of the following equations. (4.5) and (4.6) [29] .
The expression of α h can then be derived from the above two equations. The real and imaginary parts of the numerical modified (or scaled) wavenumber α h account respectively for the dispersion error (or phase error) and the dissipation error (or amplitude error).
To get a higher dispersive accuracy for α , we demand that the value of αh should be sufficiently closer to the real part of α h or [α h]. The error function E(α) defined below should be a positive minimum over the following integration interval of the modified wavenumber αh
The weighting function W in (4.7) is chosen to be the denominator of (αh − [α h]) so that we can integrate E(α) analytically [4] . To make the error function defined in the modified wavenumber range of 0 ≤ αh ≤ 
For u < 0, the proposed three-point non-centered CCD scheme can be similarly derived.
The three-point combined compact difference (CCD) scheme [10] is used here to approximate the gradient terms P x shown in (4.1) as follows h 16
The above centered CCD scheme developed on theoretical basis in a stencil of three grid points i − 1, i and i + 1 for
∂P ∂x
has the sixth-order accuracy.
The Helmholtz equation (or equation (4.2)) for P i is approximated as follows for
The corresponding modified equation for equation (4.2) is
. This proposed three-point compact difference scheme is therefore sixth-order accurate.
Approximation of temporal derivatives
Since equation (4.1) has a symplectic structure, the time-stepping scheme cannot be chosen arbitrarily provided that a long-term accurate solution is sought. To conserve symplectic property existing in the currently investigated non-dissipative Hamiltonian system of equations (4.1-4.2), the sixth-order accurate symplectic Runge-Kutta scheme [28] given below is applied iteratively to accurately integrate the CH equation
In the above,c = and
5 Long-time asymptotics of the CH equation
In [6] , CH equation (1.1) has been transformed to its corresponding Riemann-Hilbert problem. The long time asymptotics can then be derived by using the nonlinear steepest descent method [18] and the isomonodromy method [20] . Four solution sectors and two transition regions have been found in the (x, t > 0) half-plane. The leading term of the long-time asymptotic solution u (x, t) in each region behaves differently, depending on the slope, namely, ζ = x t (see Figure 1 ).
(i) ζ > 2 + ε for any ε > 0 : soliton region,
(ii) 0 ≤ ζ < 2 − ε for any ε > 0 : first oscillatory region,
+ ε < ζ < 0 for any ε > 0 : second oscillatory region,
− ε for any ε > 0 : fast decay region.
Moreover, by [5] , the following two transition regions exist for any C > 0 :
(1) |ζ − 2| t Subject to the newly derived initial condition (3.1), the long-time asymptotic solutions in the six regions can then be expressed in terms of the scattering data (3.2) or equivalently in terms of the given parameter q 0 ∈ (0, 1) appearing in (3.1). The details can be seen in the Appendix A. In the following, the solution of (1.1) is sought subject to (3.1) by applying the numerical scheme detailed in Section 4. The FDTD solution u num (x, t) will be compared with the asymptotic form of the solution expressed in terms of the scattering data (3.2) given in [6] .
In Figure 2 the profile of the solution u num (x, t) predicted, for example, at t = 40 is plotted with q 0 = 1 2 . In the rest of this paper we will numerically revisit these asymptotics summarized above in the physically distinct regions with q 0 = into the following two subdomains (see [6] or the Appendix A): , it can be found that c 1 = Figure 3 . From (5.1), the decay of the difference between u num (x, t) and u 1 sol (x, t) is sufficiently rapid with respect to time such that two solutions can match very well at t = 80. However, in region (ii) the decay rate is relatively slow judging either from the previous result or from our numerical result in the following subsection. .
Solution in the slowly decaying modulated oscillation region (ii)
In the first oscillatory region 0 ≤ ζ = x t < 2 − ε, the solution u (x, t) takes the form as
3 log t + c (0) 4
n (n = 1, ..., 4) are functions of ζ depending on the reflection coefficient R (k) (see [6] or the Appendix A). 
Solution in region (iii) with the sum of two decaying modulated oscillations
In the second oscillatory region
for any α ∈ 
Solution in the fast decaying region (iv)
In the fast decaying region ζ = 
Discussion of results in two Painlevé regions
The Painlevé equation of type II is given as
The one-parameter family of solutions to (5.6) was obtained firstly by Ablowitz and Segur [2] and then by Hastings and Mcleod [21] for s ∈ R. They considered the solutions of (5.6) as the solutions of a linear integral equation of the Gel'fand-Levitan type with a given
In the above, Ai(s) is the Airy function. Then v (s) (= v (s; r) = K (s, s)) satisfies (5.6) subject to the specified boundary condition v (s; r) ∼ rAi(s) as s → ∞, s ∈ R (see also [11] ).
Solution in the first transition region (T1)
From [5] , for By choosing a large interval, say (s L , s R ) with s L s R < 0, the solution of (5.6) sought subject to the boundary condition v (s
(s R ) 
Solution in the second transition region (T2)
From [5] , for 9) where s 1 = − Ai(s) is unique.
Moreover, the corresponding asymptotic behavior for v as s → −∞ can be expressed as
where d and θ 0 can be seen in [12] and their q 0 -dependence can be seen in the Appendix A.
By choosing a large interval, say (ŝ L ,ŝ R ) withŝ LŝR < 0, the solution of (5.6) with the
can be obtained. We call this solution as v 3 (s) .
At C = .
In Figure 9 we plot the variance of the asymptotic regions for C = , respectively. From the result in [6] (see the Appendix A), let us take the regions (iii) and (iv) as an example for the discussion of results in Figure 9 . For C being fixed at 14 80 , given a large enough ε, the regions (iii) . Other white regions in different places can be argued by a similar way.
Discussion of the time-decay estimates
In questions (Q1) and (Q2), we are asked ourselves how to determine the time that is long enough that the predicted solution has matched with asymptotic solution and how to obtain the powers of t in the time-decay estimates under the specified initial data (3.1). In this section, we are aimed to answer these two questions in the following way. Let u j (x, t) with j =1,...,4, 5 and 6 be the asymptotic solutions in regions (i),...,(iv) and in the first and the second transition regions, respectively. Let I j with j =1,...,4, 5 and 6 denoting the regions (i),..., (iv) and the first and the second transition regions, respectively.
In Subsection 5.4.1 we find the time T j in each I j such that the difference between the numerical solution u num (x, t) and the asymptotic solution u j (x, t) becomes small enough for t ≥ T j . Here "small enough" between u num (x, t) and u j (x, t) solutions is measured by considering the L 2 norm difference between u num (x, t) and u j (x, t) in each region I j :
for j =1,...,4, 5 and 6. We find the time T j in each I j such that E L2 j (t) becomes small and there is no significant variation any longer for t ≥ T j . Then the time needed for the computed solutions to reach the asymptotics can be found in each region I j .
In Subsection 5.4.2, the decay order theoretically derived from [6] will be calculated in a numerical way. Let E sup j (t) := max x∈I j |u num (x, t) − u j (x, t)| . Based on the point-wise sense of the asymptotic formulas (5.1), (5.3), (5.4) and (5.5) in [6] , the function space considered for (Q2) is different from that in Subsection 5.4.1. The exact power of t in these asymptotic formulas remains unknown in [6] . The above mentioned question (Q2) concerns the way of computing the value of the power of t.
In Subsection 5.4.3, we discuss the influence of the range considered in each region on the computed decay rates. The result shows that if a larger region is considered, the time needed to reach the long-time asymptotics will be longer accordingly. That is, the computed decay rates will become smaller.
The predicted long time in each region
We find the time needed to reach the asymptotics by computing E L2 j (t) in each I j (j = 2, 3, 4). Figure 10 . In region (iii), for a large enough t, the estimate E L2 3 (t) becomes sufficiently small. In regions (i) and (iv), the decay orders are much larger than those in regions (ii) and (iii) from these graphs. Moreover, the variances of E L2 j (t) (j = 1, 2, 3, 4) are tabulated in Table 1 .
Motivated by the fact given in [6] that the decay orders in regions (ii) and (iii) are smaller than those in regions (i) and (iv), we focus on the closeness between the numerical and the asymptotic solutions in regions (ii) and (iii). That is, in a shorter time, the analytical solutions already match the asymptotic solutions very well in regions (i) and (iv). Therefore min {T 2 , T 3 } > max {T 1 , T 4 } and the long time T := max 1≤j≤4 T j stated above needs to be found by examining T 2 and T 3 in regions (ii) and (iii), respectively.
In Table 1 and Figure 10 , we take T 1 = 160, T 3 = 240 and T 4 = 40 as the respective times at which the numerical solutions match very well with the asymptotic solutions in regions (i), (iii) and (iv). However, T 2 can not determined easily from the graph in Figure   10 . We choose T 2 = 280 and the reason will be explained in the next section.
The numerically computed decay powers of t
In this subsection we consider the powers of t of the time-decay estimates in [6] . Figure   11 plots the time-decay profiles of the sup norm E sup j (t) in regions (i)-(iv), respectively,
1.303304031375658E-2 0.292954164986533 1.612163792174788E-2 1.442232517777524E-4 . Similar to the L 2 norm results, in regions (ii) and (iii) the estimates E sup 2 (t) and E sup 3 (t) become small enough for a large enough t. The decay orders in regions (i) and (iv) look much larger than those in regions (ii) and (iii). Moreover, the variances of E sup j (t) (j = 1, 2, 3, 4) are tabulated in Table 2 .
In the following the question (Q2) will be answered by two means. In other words, the decay order of the estimate E sup j (t) will be found numerically under two different error estimates:
(1) The rates of convergence (R.O.C.) in regions (ii)-(iv) are computed. The results are summarized in Table 3. (2) In [6] , the decay orders in the regions (i) and (iv) are O t −l while O (t −α ) in the regions (ii) and (iii) for any α ∈ Therefore there exist four different constants C i such that
Note that C j (j = 1, ..., 4) are independent of t. In the following we numerically calculate the decay orders in the regions (i)-(iv).To this end, we first define the numerically computed decay powers in the regions (i)-(iv). .
region (ii) region (iii) region (iv)
0.7998085 0.5159832 13.1137 Table 3 : The computed rates of convergence in the regions (ii), (iii) and (iv).
the values such that
That is,
The values L 1 , L 4 , A 2 and A 3 are considered to be the powers of t of the time-decay estimates measured by the sup norm between the numerical solution and the asymptotic solution.
One of the difficulties of computing the decay orders is that the values C j in (5.12)
can not be found theoretically. As a result, we suppose C j = 1 in Definition 5.1.
From the results in (Q1), we have T = max {T 1 , ..., T 4 } = 280. Then from Table 2 , L 1 , L 4 , A 2 and A 3 can be found as
= 0.99762,
Remark According to the results, we can see that the numerical decay powers match the restrictions of the powers of t in regions (ii) and (iv) from [6] . The reason for choosing T 2 = 280 is therefore explained. We can further compute A 2 at different times by
For the determination of T in the question (Q1), Figure 10 is not sufficient to answer this question. We need the predicted numerical decay power since at t = 280 the corresponding
, 1 in [6] . Moreover, in region (iii), at t = 400, one can
log 400 = 1.0347. This value is close to the power of t in (5.4).
The dependence of the numerical decay powers on ε
In order to compare the influence of the chosen ε on E sup j (t) , the variances of E sup j (t) (j = 2, 4) obtained at different ε are tabulated in Table 4 .
Moreover, we list in Tables 5 and 6 different values of the numerical decay powers A 2 and L 4 predicted at different ε in regions (ii) and (iv), respectively. From these tables, the following conclusions can be drawn:
(1) In a single region, for a smaller ε, the difference of the norms becomes larger. A smaller ε means a larger region ( i.e., a higher precision) for the approximation under consideration. Therefore the time needed for the asymptotic solution to match the numerical solution is longer.
(2) For ε = 9 80
, we compare the decay estimates E sup 2 (t) and E sup 4 (t) at the large time, say at t = 320. Then it follows that E sup 2 (320) > E sup 4 (320) . This important message sheds light on the decay sup norm difference in the region (iv), which is smaller than that in the region (ii). This result matches the theoretical theorem obtained in [6] , where the decay power α in region (ii) satisfies α ∈ 
Concluding remarks
In this article we are aimed to get the long-time asymptotics for the CH equation (1.1).
To this end, a new analytical initial condition (3.1) of the CH equation is constructed first underlying the scattering theory. It is worthy to note that this newly derived initial condition has a non-zero reflection coefficient. In the second part of this study, a new high-order finite difference scheme is developed and we apply it to solve the CH solution under the specified initial condition (3.1). Unlike the works of [6, 5] , we quantitatively determine the asymptotic time T by considering the L 2 norm differences between the numerical and the asymptotic solutions. Beyond T the predicted solutions approach the so called long-time asymptotic solutions in the six distinct regions (the four regions (i) -(iv) and the two transition regions) under current investigation. The value of T depends strongly on how large the (x, t > 0) plane is required to get a good match between the numerical and asymptotic solutions.
Under the non-reflectionless condition, we have numerically revisited the oscillatory t A 2 at ε = Table 6 : The numerical decay rate L 4 in region (iv) computed from the differences tabulated in Table 4 at different t.
behaviors in the first and second oscillatory regions. Moreover, we can clearly see that the investigated spatial domain contains different asymptotic regions. The difference between the numerical and asymptotic solutions is also intensively examined. Moreover, the rates of convergence in different solution regions have been obtained as well. The decay orders of the time-decay estimates between the numerical and asymptotic solution in [6] are computed numerically by considering the sup norm difference between them. We have also computed the sup norm differences at different ε, (i.e., at different amounts of area) in each region. For a larger ε, the sup norm difference becomes smaller and the decay orders numerically computed will be larger. These numerical works are new to the best of authors' knowledge.
It can be expected that as long as the specified initial solution of the integrable systems : (see Figure 1 ).
(i) The soliton region: ζ > 2 + ε (ε > 0 small). Let (i 1 ) If |ζ − c j | < ε for some j, u (x, t) behaves as the sum of 1-solitons. That is,
where u j sol (x, t) is the 1-soliton and can be expressed parametrically in the form as follows
, x (y, t) = y + log 1+α j (y,t)
In the above, µ j is one of the discrete eigenvalues with the corresponding normalization constant γ j , j = 1, 2, ..., N , (i 2 ) If |ζ − c j | ≥ ε for all j, u (x, t) is rapidly decreasing;
(ii) The "first oscillatory" region: if 0 ≤ ζ < 2 − ε for any ε > 0, u (x, t) satisfies (5.3).
+k 2 0 (ζ))(
, 1 provided l ≥ 5. The notations k 0 , ν 0 and δ 0 in this formula can be seen as well in [6] and their q 0 -dependence can be seen in Subsection A.2;
(iii) The "second oscillatory" region: if
, 1 provided l ≥ 5. The notations k j , ν j (j = 0, 1),δ 0 and δ 1 in this formula can be seen in [6] . Their q 0 -dependence can be also seen in Subsection A.2;
(iv) The "fast decay" region: if ζ <
− ε for any ε > 0, u (x, t) is rapidly decreasing.
A.2 Newly derived long-time asymptotics
and (A.1), the 1-soliton type of solution is expressed as 
in (2.13) of [6] . Subject to the initial solution (3.1) and the corresponding scattering data In the above, I 1 and arg Γ (iν 1 (ζ)) are expressed as follows 
A.3 Transition regions
According to [6] and [5] , the Riemann-Hilbert Problem (RHP) of the CH equation is known to have a unique solution M (k; y, t) sought subject to the jump condition M + (k; y, t) = M − (k; y, t) J (k; y, t) for k ∈ R, where J (k; y, t) = e as t → ∞, k 0 (ζ) and −k 0 (ζ) approach 0 and ±k 0 (ζ),
, respectively. We need therefore a more detailed analysis of the asymptotics. Consider, for example, the first transition region. Ifζ → 2, it follows that θ(k;ζ) = 4 3k 3 + sk + O k 5 t ; (c) 18 80 . The first (resp. second) transition region is colored with blue (resp. purple). .
