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THE ESSENTIAL NORM OF OPERATORS ON THE BERGMAN SPACE
OF VECTOR–VALUED FUNCTIONS ON THE UNIT BALL
ROBERT S. RAHM AND BRETT D. WICK†
Abstract. Let Apα(B
n;Cd) be the weighted Bergman space on the unit ball Bn of Cn of
functions taking values in Cd. For 1 < p <∞ let Tp,α be the algebra generated by finite sums
of finite products of Toeplitz operators with bounded matrix–valued symbols (this is called
the Toeplitz algebra in the case d = 1). We show that every S ∈ Tp,α can be approximated
by localized operators. This will be used to obtain several equivalent expressions for the
essential norm of operators in Tp,α. We then use this to characterize compact operators
in Apα(B
n;Cd). The main result generalizes previous results and states that an operator
in Apα(B
n;Cd) is compact if only if it is in Tp,α and its Berezin transform vanishes on the
boundary.
1. Introduction and Statement of Main Results
1.1. Definition of the Spaces Lpα and A
p
α. Let B
n denote the open unit ball in Cn. Fix
some d ∈ N. If f is a function defined on Bn taking values in Cd (that is, f is vector-valued),
we say that f is measurable if z 7→ 〈f(z), e〉
Cd
is measurable for every e ∈ Cd. For α > −1,
let
dvα(z) := cα(1− |z|
2)αdV (z)
where dV is volume measure on Bn and cα is a constant such that
∫
Bn
dvα(z) = 1. For
vectors in Cd, let ‖·‖p denote the p–norm on C
d. That is, if v = (v1, . . . , vd) then ‖v‖p :=(∑d
i=1 |vi|
p
)1/p
. Define Lpα(B
n;Cd) to be the set of all measurable functions on Bn taking
values in Cd such that
‖f‖p
Lpα(Bn;Cd)
:=
∫
Bn
‖f(z)‖pp dvα(z) <∞.
It should be noted that L2α(B
n;Cd) is a Hilbert Space with inner product:
〈f, g〉L2α(Bn;Cd) :=
∫
Bn
〈f(z), g(z)〉
Cd
dvα(z).
Similarly, a function f is said to be holomorphic if z 7→ 〈f(z), e〉
Cd
is a holomorphic
function for every e ∈ Cd. Since Cd is a finite dimensional space, this is equivilent to
requiring that f be holomorhpic in each component function. Define A2α(B
n;Cd) to be the
set of holomorphic functions on Bn that are also in L2α(B
n;Cd). Finally, let L(Lpα(B
n;Cd))
denote the bounded linear operators on Lpα. Define L(A
p
α(B
n;Cd)) similarly.
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1.2. Background for the Scalar–Valued Case. For the moment, let d = 1. Recall the
reproducing kernel:
K(α)z (w) = K
(α)(z, w) :=
1
(1− zw)n+1+α
.
That is, if f ∈ A2α(B
n;C) there holds:
f(z) =
〈
f,K(α)z
〉
A2α(B
n;C)
=
∫
Bn
f(w)
(1− zw)n+1+α
dvα(w).
Recall also the normalized reproducing kernels k
(p,α)
z (w) =
(1−|z|2)
n+1+α
q
(1−zw)n+1+α
, where q is conju-
gate exponent to p. There holds that
∥∥∥k(p,α)z ∥∥∥
Apα(Bn;C)
≃ 1, where the implied constant is
independent of z.
The reproducing kernels allow us to explicitly write the orthogonal projection from Lα2 (B
n;C)
to A2α(B
n;C):
(Pαf)(z) =
〈
f,K(α)z
〉
L2α(B
n;C)
.
Let φ ∈ L∞(Bn). The Toeplitz operator with symbol ϕ is defined to be:
Tϕ := PαMϕ.
Where Mφ is the multiplication operator. So, we have that: (Tϕf)(z) =
〈
ϕf,K
(α)
z
〉
L2α
. If
T is an operator on Apα(B
n;C), the Berezin transform of T , denoted T˜ is a function on Bn
defined by the formula: T˜ (λ) =
〈
Tk
(p,α)
λ , k
(q,α)
λ
〉
A2α(B
n)(Bn;C)
.
1.3. Generalization to Vector–Valued Case. Now, we consider d ∈ N with d > 1. The
preceding discussion can be carried over with a few modifications. First, the reproducing
kernels remain the same, but the function f is now Cd-valued and the integrals must be
interpreted as vector–valued integrals (that is, integrate in each coordinate). To make this
more precise, let {ek}
d
k=1 be the standard orthonormal basis for C
d. If f is a Cd-valued
function on Bn, its integral is defined as:∫
Bn
f(z)dvα(z) :=
d∑
k=1
(∫
Bn
〈f(z), ek〉Cd dvα(z)
)
ek.
Let L∞Md denote the set of d × d matrix–valued functions, ϕ, such that the function z 7→
‖ϕ(z)‖
Cd→Cd is in L
∞(Bn;C). Note that it is not particularly important which matrix norm
is used, since Cd is finite dimensional and all norms are equivalent. The second change is
that the symbols of Toeplitz operators are now matrix–valued functions in L∞Md .
Define Tp,α to be the operator–norm topology closure of the set of finite sums of finite
products of Toeplitz operators with L∞
Md
symbols.
Finally, we change the way that we define the Berezin transform of an operator. The
Berezin transform will be a matrix–valued function, given by the following relation (see also
[1, 13]): 〈
T˜ (z)e, h
〉
Cd
=
〈
T (k(p,α)z e), k
(q,α)
z h
〉
A2α
(1)
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for e, h ∈ Cd. (Again, q is conjugate exponent to p).
We are now ready to state the main theorem of the paper.
Theorem 1.1. Let 1 < p <∞ and α > −1 and S ∈ L(Apα, A
p
α). Then S is compact if and
only if S ∈ Tp,α and lim|z|→1 S˜(z) = 0.
1.4. Discussion of the Theorem. By now, there are many results that relate the compact-
ness of an operator to its Berezin transform. It seems that the first result in this direction
is due to Axler and Zheng. In [2] they prove that if T ∈ L(A20(B;C)) can be written as
a finite sum of finite products of Toeplitz operators, then T is compact if and only if its
Berezin transform vanishes on the boundary of B (recall that (A20(B;C)) is the standard
Bergman space on the unit ball in C). There are several results generalizing this to larger
classes of operators, more general domains, and weighted Bergman spaces. See, for example
[7, 9, 17, 22].
There are also several results along these lines for more general operators than those that
can be written as finite sums of finite products of Toeplitz operators. In [10] Engliˇs proves
that any compact operator is in the operator–norm topology closure of the set of finite sums
of finite products of Toeplitz operators (this is called the Toeplitz algebra). In [26], Sua´rez
proves that an operator, T ∈ L(Ap0(B
n;C)) is compact if and only if it is in the Toeplitz
algebra and its Berezin transform vanishes on ∂Bn. This was extended to the weighted
Bergman spaces Apα(B
n;C) in [18] by Sua´rez, Mitkovski, and Wick and to Bergman spaces
on the polydisc and bounded symmetric domains by Mitkovski and Wick in [19] and [20].
2. Preliminaries
We first fix notation that will last for the rest of the paper. The vectors {ei}
d
i=1, etc. will
denote the standard orthonormal basis vectors in Cd. The letter e will always denote a unit
vector in Cd. For vectors in Cd, ‖·‖p will denote the l
p norm on Cd. If M is a d× d matrix,
‖M‖ will denote any convenient matrix norm. Since all norms of matrices are equivalent in
finite dimensions, the exact norm used does not matter for our considerations. Additionally,
M(i,j) will denote the (i, j) entry of M and E(i,j) will be the matrix whose (i, j) entry is 1
and all other entries are 0. Finally, to lighten notation, fix an integer d > 1, an integer n ≥ 1
and a real α > −1. Because of this, we will usually suppress these constants in our notation.
2.1. Well-Known Results and Extensions to the Present Case. We will discuss sev-
eral well-known results about the standard Bergman Spaces, Apα(B
n;C) and state and prove
their generalizations to the present vector-valued Bergman Spaces, Apα.
Recall the automorphisms, φz, of the ball that interchange z and 0. The automorphisms
are used to define the following metrics:
ρ(z, w) := |φz(w)| and β(z, w) :=
1
2
log
1 + ρ(z, w)
1− ρ(z, w)
.
These metrics are invariant under the maps φz. Define D(z, r) to be the ball in the β
metric centered at z with raduis r. Recall the following identity:
1− |φz(w)|
2 =
(1− |z|2)(1− |w|2)
|1− zw|2
.
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The following change of variables formula is [29, Prop 1.13]:∫
Bn
f(w)dvα(w) =
∫
Bn
(f ◦ φz)(w)
∣∣k(2,α)z (w)∣∣2 dvα(w). (2)
The following propositions appear in [29].
Proposition 2.1. If a ∈ Bn and z ∈ D(a, r), there exists a constant depending only on r
such that 1− |a|2 ≃ 1− |z|2 ≃ |1− 〈a, z〉|.
Proposition 2.2. Suppose r > 0, p > 0, and α > −1. Then there exists a constant C > 0
such that
|f(z)|p ≤
C
(1− |z|2)n+1+α
∫
D(z,r)
|f(w)|p dvα(w)
for all holomorphic f : Bn → C and all z ∈ Bn.
The following vector-valued analogue will be used:
Proposition 2.3. Let λ ∈ Bn. There exists a constant C > 0 such that
sup
z∈D(λ,r)
‖f(z)‖pp ≤
C
(1− |λ|2)n+1+α
∫
D(λ,2r)
‖f(w)‖pp dvα(w).
Proof. First note that supz∈D(λ,r) ‖f(z)‖
p
p = supz∈D(λ,r) sup‖e‖q=1 |〈e, f(z)〉|
p. By definition,
〈e, f(z)〉Cd is holomorphic for all e ∈ C
d. By Proposition 2.2 and Proposition 2.1, for
‖e‖Cd = 1 and z ∈ D(λ, r) there holds:
|〈e, f(z)〉Cd|
p ≤
C
(1− |z|p)n+1+α
∫
D(z,r)
|〈e, f(w)〉Cd|
pdvα(w)
≤
C
(1− |z|2)n+1+α
∫
D(z,r)
‖f(w)‖ppdvα(w)
≃
C
(1− |λ|2)n+1+α
∫
D(z,r)
‖f(w)‖ppdvα(w)
≤
C
(1− |λ|2)n+1+α
∫
D(λ,2r)
‖f(w)‖ppdvα(w).
Which completes the proof. 
The next lemma is in [29]:
Lemma 2.4. For z ∈ Bn, s real and t > −1, let
Fs,t(z) :=
∫
Bn
(1− |w|2)t
|1− wz|s
dv(w).
Then Fs,t is bounded if s < n+1+t and grows as (1−|z|
2)n+1+t−s when |z| → 1 if s > n+1+t.
We now give several geometric decompositions of the ball. See [29] for the proofs.
Lemma 2.5. Given ̺ > 0, there is a family of Borel sets Dm ⊂ B
n and points {wm}
∞
m=1
such that
(i): D
(
wm,
̺
4
)
⊂ Dm ⊂ D (wm, ̺) for all m;
(ii): Dk ∩Dl = ∅ if k 6= l;
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(iii):
⋃∞
m=1Dm = B
n.
Proposition 2.6. There exists a positive integer N such that for any 0 < r ≤ 1 we can find
a sequence {ak}
∞
k=1 in B
n with the following properties:
(i): Bn = ∪∞k=1D(ak, r)
(ii): The sets D(ak,
r
4
) are mutually disjoint.
(iii): Each point z ∈ Bn belongs to at most N of the sets D(ak, 4r).
The following lemma appears in [26].
Lemma 2.7. Let σ > 0 and k be a non-negative integer. For each 0 ≤ i ≤ k the family of
sets Fi = {Fi,j : j ≥ 1} forms a covering of B
n such that
(i): F0,j1 ∩ F0,j2 = ∅ if j1 6= j2;
(ii): F0,j ⊂ F1,j ⊂ · · · ⊂ Fk,j for all j;
(iii): β(Fi,j, F
c
i+1,j) ≥ σ for all 0 ≤ i ≤ k and j ≥ 1;
(iv): every point of Bn belongs to no more than N elements of Fi;
(v): diamβ Fi,j ≤ C(k, σ) for all i, j.
2.2. Matrix-Valued Measures and Their LP Spaces. We will be concerned with matrix–
valued measures, µ. Loosely speaking, a matrix–valued measure is a matrix–valued function
on a σ-algebra such that every entry of the matrix is a complex measure. More precisely, a
matrix–valued measured is a matrix valued–function, µ, on a σ-algebra such that µ(∅) = 0
and that satisfies countable additivity.
The matrix–valued analogue of non–negative measures are measures such that µ(E) is a
positive semi-definite (PSD) matrix for every Borel subset of Bn. For every matrix–valued
measure, µ, we associate to the matrix its trace measure τµ :=
∑d
i=1 µ(i,i). Since the trace of a
matrix is the sum of its eigenvalues, and since a PSD matrix has no negative eigenvalues, τµ is
a non–negative scalar–valued measure when µ is a PSD matrix–valued measure. Also, if the
trace of a PSD matrix is zero, the matrix is the zero matrix. This implies that µ(i,j) ≪ τµ
and so the Lebesgue-Radon-Nikodym derivative,
dµ(i,j)
dτµ
is well defined τµ-a.e.. Let Mµ(z)
denote the matrix whose (i, j) entry is
dµ(i,j)(z)
dτµ
. The following decomposition of the PSD
matrix-valued measure µ holds τµ-a.e.:
dµ(z) = Mµ(z)dτµ(z).
If A is a PSD matrix, and p ≥ 1, we can define a pth-power of A by the following: We
have that A = U∗ΛU where U is unitary and Λ is diagonal with the eigenvalues of A on
the diagonal. Then we define Ap = U∗ΛpU . Using this definition, every PSD matrix A
has a unique PSD pth-root B given by the folrmula: B = U∗Λ1/pU . Consider the following
preliminary definition:
Definition 1. Let Lp∗(B
n,Cd;µ) be the set of all Cd-valued functions that satisfy:
‖f‖p
Lp∗(Bn,Cd;µ)
:=
∫
Bn
‖M1/pµ (w)f(w)‖
p
pdτµ(w) <∞.
That ‖f‖Lp(Bn,Cd;µ) is a seminorm is an easy consequence of the fact that ‖ · ‖p is a norm.
However, it is not a norm because if f(z) ∈ kerM(z) τµ-a.e. then ‖f‖Lp(Bn,Cd;µ) = 0.
We therefore define the following equivalence relation: f ∼M g if and only if M(z)f(z) =
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M(z)g(z) τµ-a.e. And we define L
p(Bn,Cd;µ) = Lp∗(B
n;Cd, µ)/ ∼M . We similarly define
Ap(Bn;Cd, µ) to be the set of holomorphic functions that are also in Lp(Bn,Cd;µ).
In the special case p = 2, L2(Bn,Cd;µ) is a Hilbert Space with inner product:
〈f, g〉L2(Bn;Cd,µ) =
∫
Bn
〈Mµ(z)f(z), g(z)〉Cd dτµ(z)
=
∫
Bn
〈dµ(z)f(z), g(z)〉
Cd
There is also the expected Ho¨lder inequality:
Proposition 2.8. Let µ be a PSD matrix measure on Bn, 1 < p < ∞ and q conjugate
exponent to p. Then: ∣∣∣〈f, g〉L2(Bn,Cd;µ)∣∣∣ ≤ ‖f‖Lp(Bn,Cd;µ) ‖g‖Lq(Bn,Cd;µ) .
Proof. The proof is a simple computation that uses linear algebra and the usual Ho¨lder’s
inequality. Indeed,∣∣∣〈f, g〉L2(Bn;Cd,µ)∣∣∣ = ∣∣∣∣∫
Bn
〈Mµ(w)f(w), g(w)〉dτµ(w)
∣∣∣∣
≤
∫
Bn
|〈M1/pµ (w)f(w),M
1/q
µ (w)g(w)〉Cd|dτµ(w)
≤
∫
Bn
‖M1/pµ (w)f(w)‖Cd‖M
1/q
µ (w)g(w)‖Cddτµ(w)
≤
(∫
Bn
‖M1/pµ (w)f(w)‖
p
Cd
dτµ(w)
)1/p(∫
Bn
‖M1/qµ (w)g(w)‖
q
Cd
dτµ(w)
)1/q
= ‖f‖Lp(Bn,Cd;µ) ‖g‖Lq(Bn,Cd;µ) .

2.3. Matrix-Valued Carleson Measures. We will need to have a concept of matrix-
valued Carleson measures. A PSD matrix–valued measure µ on Bn is a Carleson matrix–
valued measure for Apα if there is a constant Cp, independent of f , such that(∫
Bn
∥∥M1/pµ (z)f(z)∥∥pp dτµ(z))1/p ≤ Cp(∫
Bn
‖f(z)‖pp dvα(z)
)1/p
. (3)
The best constant for which (3) holds will be denoted by
∥∥ι(p,d)∥∥. In the case that p = 2,
the preceding inequality can be written in the following manner:(∫
Bn
〈dµ(z)f(z), f(z)〉
Cd
)1/2
≤ C2
(∫
Bn
〈dvα(z)f(z), f(z)〉Cd
)1/2
= C2
(∫
Bn
〈f(z), f(z)〉
Cd
dvα(z)
)1/2
.
We now to state and give a proof of a Carleson Embedding Theorem for matrix–valued
measures. We start by defining a generalization of Toeplitz operators. For µ a matrix–valued
measure, define:
Tµf(z) :=
∫
Bn
dµ(w)f(w)
(1− wz)n+1+α
.
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Lemma 2.9 (Carleson Embedding Theorem). For a PSD matrix–valued measure, µ, the
following quantities are equivalent:
(i): ‖µ‖RKM := supe∈Cd,‖e‖2=1 supλ∈Bn
∫
Bn
|k(2,α)λ (z)|
2 〈dµ(z)e, e〉
Cd
;
(ii): ‖ι(p,d)‖
p := inf
{
C :
∫
Bn
‖M1/pµ (z)f(z)‖
p
Cd
≤ C ‖f‖p
Apα
}
;
(iii): ‖µ‖GEO := supλ∈Bn
∫
D(λ,r)
‖Mµ(z)‖Cddτµ(z)(1− |λ|
2)−(n+1+α);
(iv): B = supλk∈Bn
∫
D(λk ,r)
‖Mµ(z)‖Cddτµ(z)(1 − |λk|
2)−(n+1+α) where {λk}
∞
k=1 is the
sequence from Proposition 2.6;
(v): ‖Tµ‖L(Apα).
Lemma 2.10. Let A ∈Md×d be PSD, let ‖ · ‖ be any matrix norm (see Section 5.6 of [11]),
and let λ1(A) denote the largest eigenvalue of A. Then there holds tr(A) ≃ ‖A‖ ≃ λ1(A)
with implied constant depending only on d.
Proof. Recall that all norms on Md×d are equivalent with constants depending only on d.
We therefore need only show that tr(A) ≃ ‖A‖F where ‖A‖F =
√
tr(A∗A) (i.e., it is the
Frobenius Norm or Hilbert-Schmidt Norm). Let {λi}
d
i=1 be the eigenvalues of A arranged in
decreasing order and note that A∗A = A2. Then tr(A∗A) =
∑d
i=1 λ
2
i = (λ
2
1)
∑d
i=1(λi/λ1)
2 ≤
dλ21 ≤ d
(∑d
i=1 λi
)2
= dtr(A)2. Also, tr(A)2 = (
∑n
i=1 λi)
2 ≤ 2n−1
∑n
i=1 λ
2
i = 2
n−1tr(A∗A).
Finally, λ1(A) ≤ tr(A) ≤ dλ1(A). 
The following is used in the next two lemmas.
Lemma 2.11. supe∈Cd,‖e‖2=1 supλ∈Bn
∫
Bn
|k
(2,α)
λ (z)|
2〈dµ(z)e, e〉 ≃ supλ∈Bn
∫
Bn
|k
(2,α)
λ (z)|
2dτµ(z).
Proof. The proof is a simple calculation that uses Lemma 2.10. Indeed,
sup
e∈Cd,‖e‖
Cd
=1
sup
λ∈Bn
∫
Bn
∣∣∣k(2,α)λ (z)∣∣∣2 〈 dµ(z)e, e〉Cd = sup
e∈Cd,‖e‖
Cd
=1
sup
λ∈Bn
∫
Bn
∣∣∣k(2,α)λ (z)∣∣∣2 〈Mµ(z)e, e〉Cd dτµ(z)
≤ sup
λ∈Bn
∫
Bn
∣∣∣k(2,α)λ (z)∣∣∣2 ‖Mµ(z)‖Cd dτµ(z)
≃ sup
λ∈Bn
∫
Bn
∣∣∣k(2,α)λ (z)∣∣∣2 d∑
i=1
〈Mµ(z)ei, ei〉Cd dτµ(z)
≃ sup
λ∈Bn
∫
Bn
∣∣∣k(2,α)λ (z)∣∣∣2 d∑
i=1
〈dµ(z)ei, ei〉Cd
≃ sup
λ∈Bn
∫
Bn
∣∣∣k(2,α)λ (z)∣∣∣2 dτµ(z).
This gives one of the required inequalities. For the next inequality there holds:
sup
λ∈Bn
∫
Bn
|k
(2,α)
λ (z)|
2dτµ(z) = sup
λ∈Bn
∫
Bn
|k
(2,α)
λ (z)|
2
d∑
j=1
〈dµ(z)ej , ej〉
=
∫
Bn
|k
(2,α)
λ (z)|
2
d∑
j=1
〈Mµ(z)ej , ej〉dτµ(z)
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=
d∑
j=1
∫
Bn
|k
(2,α)
λ (z)|
2〈dµ(z)ej, ej〉
≤ d sup
‖e‖2=1
sup
λ∈Bn
∫
Bn
|k
(2,α)
λ (z)|
2〈dµ(z)e, e〉.
This completes the proof. 
Remark 2.12. Note that the lemma was stated using the function
∣∣∣k(2,α)λ ∣∣∣ (because this is
what will be needed), but it is true for any non–negative function.
We are now ready to prove Lemma 2.9. (The proof is simply an appropriate adaptation
of the proofs given in, for example, [18, 29, 30]).
Proof. ‖µ‖GEO ≃ ‖µ‖RKM .
We will use Proposition 2.10, Proposition 2.1, and Lemma 2.11. Then,
sup
λ∈Bn
∫
D(λ,r)
‖Mµ(z)‖dτµ(z)
(1− |λ|2)n+1+α
= sup
λ∈Bn
∫
D(λ,r)
(1− |λ|2)n+1+α
(1− |λ|2)2(n+1+α)
‖Mµ(z)‖dτµ(z)
≃ sup
λ∈Bn
∫
D(λ,r)
(1− |λ|2)n+1+α
|1− λz|2(n+1+α)
d∑
k=1
〈Mµ(z)ek, ek〉Cd dτµ(z)
= sup
λ∈Bn
∫
D(λ,r)
|k
(2,α)
λ (z)|
2tr(dµ(z))
≃ sup
‖e‖2=1
sup
λ∈Bn
∫
Bn
|k(2,α)λ (z)|
2〈dµ(z)e, e〉.

Proof. ‖Tµ‖L(Apα) . ‖ι(p,d)‖
p. Let f, g ∈ H∞(Bn;Cd) (H∞(Bn;Cd) is simply the space of
bounded holomorphic Cd–valued functions on Bn). Then by Fubini’s Theorem and Ho¨lder’s
Inequality (Proposition 2.8):∣∣∣〈Tµf, g〉A2α∣∣∣ =
∣∣∣∣∫
Bn
〈∫
Bn
dµ(w)f(w)
(1− wz)n+1+α
, g(z)
〉
Cd
dvα(z)
∣∣∣∣
=
∣∣∣∣∫
Bn
〈
dµ(w)f(w),
∫
Bn
g(z)
(1− wz)n+1+α
dvα(z)
〉
Cd
∣∣∣∣
≤
∫
Bn
∣∣〈Mµ(w)f(w), g(w)〉Cd∣∣ dτµ(w)
≤ ‖f‖Lp(Bn;Cd,µ)‖g‖Lq(Bn;Cd,µ)
≤ ‖ι(p,d)‖‖ι(q,d)‖‖g‖A2α‖f‖A2α.

Proof. B . ‖µ‖GEO. This is immediate from the definitions. 
Proof. ‖ι(p,d)‖
p . B. Let {ak}
∞
k=1 be the sequence from Proposition 2.6. So, there holds∫
D(λk,r)
‖Mµ(z)‖dτµ(z)(1− |λk|
2)−(n+1+α) ≤ B
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for all k. Let f be holomorphic and Dk = D(λk, 2r).∫
Bn
∥∥M1/pµ (z)f(z)∥∥pp dτµ(z) ≤ ∞∑
k=1
∫
Dk
‖f(z)‖pp‖M
1/p
µ (z)‖
pdτµ(z)
≃
∞∑
k=1
∫
Dk
‖f(z)‖pptr(M
1/p
µ (z))
pdτµ(z)
≃
∞∑
k=1
∫
Dk
‖f(z)‖pp‖Mµ(z)‖dτµ(z)
≤
∞∑
k=1
sup
z∈Dk
‖f(z)‖pp
∫
Dk
‖Mµ(z)‖dτµ(z)
.
∞∑
k=1
C
(1− |λk|2)n+1+α
∫
Dk
‖f(w)‖ppdvα(w)
∫
D(λk ,r)
‖Mµ(z)‖dτµ(z)
=
∞∑
k=1
C
∫
Dk
‖f(w)‖ppdvα(w)
∫
Dk
‖Mµ(z)‖
(1− |λk|2)(n+1+α)
dτµ(z)
≤
∞∑
k=1
CB
∫
Dk
‖f(w)‖ppdvα(w)
≤ CBN‖f‖PApα.
Above we use the estimate from Proposition 2.3 and the last inequality is due to the fact
that each z ∈ Bn belongs to at most N of the sets D(λk, 2r). 
Proof. ‖µ‖RKM . ‖Tµ‖L(Apα). Assume that Tµ ∈ L(A
p
α). Then
〈
Tµ(k
(p,α)
λ e), k
(q,α)
λ e
〉
A2α
=
∫
Bn
〈
Tµ(k
(p,α)
λ e)(z), k
(q,α)
λ (z)e
〉
Cd
dvα(z)
=
∫
Bn
∫
Bn
〈
dµ(w)(1− |λ|2)
n+1+α
q(
(1− wz)(1− λw)
)n+1+α e, (1− |λ|2)n+1+αp(1− λz)n+1+α e
〉
Cd
dvα(z)
=
∫
Bn
∫
Bn
〈
dµ(w)(1− |λ|2)(n+1+α)
(1− λw)n+1+α
e,
Kαλ (z)
(1− zw)n+1+α
e
〉
Cd
dvα(z)
=
∫
Bn
〈
dµ(w)(1− |λ|2)n+1+α
(1− λw)n+1+α
e,
1
(1− λw)n+1+α
e
〉
Cd
=
∫
Bn
〈
dµ(w)(1− |λ|2)n+1+α
|1− λw|2(n+1+α)
e, e
〉
Cd
=
∫
Bn
|k
(2,α)
λ (w)|
2 〈dµ(w)e, e〉
Cd
.
This computation implies:
sup
e∈Cd,‖e‖2=1
sup
λ∈Bn
∫
Bn
|k
(2,α)
λ (z)|
2 〈dµ(z)e, e〉
Cd
= sup
e∈Cd,‖e‖2=1
sup
λ∈Bn
〈
Tµ(k
(p,α)
λ e), k
(q,α)
λ e
〉
A2
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≤ sup
λ∈Bn
‖Tµ‖Ap→Ap‖k
(p,α)
λ ‖Apα‖k
(q,α)
λ ‖Aqα
≃ ‖Tµ‖Ap→Ap.

Proof. ‖µ‖RKM . ‖ι(p,d)‖
p. From the inequalities we have already proven, we have ‖µ‖RKM .
‖Tµ‖L(Apα) . ‖ι(p,d)‖
p. 
To state the following corollary, we first define the scalar total variation, denoted |µ|, of a
matrix-valued measure, µ. Let |µ| :=
∑d
i=1
∑d
j=1
∣∣µ(i,j)∣∣, where ∣∣µ(i,j)∣∣ is the total variation of
the measure µ(i,j). In the case that µ is a PSD matrix–valued measure, there holds: d |µ| (z) =∑
i,j d |µi,j| (z) =
∑
i,j
∣∣∣dµi,jdτµ (z)∣∣∣ dτµ(z) =∑i,j |(Mµ)i,j(z)| dτµ(z) ≃ ‖Mµ(z)‖ dτµ(z).
To emphasize, the total variation of a matrix–valued measure is a positive scalar–valued
measure. This differs from the definition in, for example, [23] in which the total variation of
a matrix–valued measure is defined to be a PSD matrix–valued measure. But our definition
is not with out precedent. For example, in [8], the authors define the total variation of
a vector–valued measure to be a positive scalar–valued measure, though their definition is
different from ours. Even though our definition of the total variation of a matrix–valued
measure is different than the one appearing in, for example [23] and [8], this is nonetheless
a reasonable definition: If ν1 is a complex scalar measure and ν2 is a positive measure such
that ν1 ≪ ν2, and if dν1 = fdν2 then the total variation of ν1 is defined by d |ν1| = |f | dν2.
So, in the case that µ is a PSD matrix–valued measure, we are saying that d |µ| = ‖Mµ‖ dτµ.
Corollary 2.13. Let |µ| be the total variation of the PSD matrix–valued measure µ. The
following quantities are equivalent.
(i): ‖µ‖RKM := supe∈Cd,‖e‖2=1 supλ∈Bn
∫
Bn
|k
(2,α)
λ (z)|
2 〈dµ(z)e, e〉
Cd
;
(ii): ‖ι(p,d)‖
p := inf
{
C :
∫
Bn
‖M
1/p
µ (z)f(z)‖ppdτµ(z) ≤ C‖f‖
p
Apα
}
;
(iii): ‖µ‖GEO := supλ∈Bn
∫
D(λ,r)
‖Mµ(z)‖dτµ(z)(1 − |λ|
2)−(n+1+α);
(iv): ‖Tµ‖L(Apα);
(v): ‖|µ|‖RKM = supλ∈Bn ,
∫
Bn
|k(2,α)λ (z)|
2d|µ|(z);
(vi): ‖κ(p,d)‖
p = inf
{
C :
∫
Bn
‖f(z)‖ppd|µ|(z) ≤ C‖f‖
p
Apα
}
;
(vii): ‖|µ|‖GEO = supλ∈Bn
∫
D(λ,r)
d|µ|(z)(1− |λ|2)−(n+1+α);
(viii): ‖T|µ|‖L(Apα).
Proof. The equivalence between (i)–(iv) was proven in Lemma 2.9, and the equivalence of
(v)-(viii) is well–known (see for example [18] or [30]). To prove the current theorem, we only
need to “connect” the two sets of equivalencies. But this is easy since the quantities defined
in (iii) and (vii) are equivalent. 
Corollary 2.14. If µ is a Carleson matrix-valued measure or if |µ| is Apα-Carleson, then the
variation of every entry of µ is Carleson.
Proof. There holds:∫
Bn
‖f(z)‖ppd|µ(i,j)|(z) =
∫
Bn
‖f(z)‖pp|(Mµ)(i,j)(z)|dτµ(z)
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≤
d∑
i=1
d∑
j=1
∫
Bn
‖f(z)‖pp|M(i,j)(z)|dτµ(z).
≃
∫
Bn
‖f(z)‖pp‖Mµ(z)‖dτµ(z).
Using Corollary 2.13,∫
Bn
‖f(z)‖pp‖Mµ(z)‖dτµ(z) ≃
∫
Bn
‖f(z)‖pp d |µ| (z)
≤
∥∥T|µ|∥∥L(Apα)
∫
Bn
‖f(z)‖pp dvα(z).

Lemma 2.15. Let 1 < p <∞ and suppose that µ is an Apα matrix–valued Carleson measure.
Let F ⊂ Bn be a compact set, then
‖Tµ1F f‖Apα . ‖Tµ‖
1
q
L(Apα)
‖1Ff‖Lp(Bn,Cd;µ) ,
where q = p
p−1
.
Proof. It is clear Tµ1F f is a bounded analytic function for any f ∈ A
p
α since F is compact
and µ is a finite measure. As in the proof of the previous lemma, there holds∣∣∣〈Tµ1F f, g〉A2α∣∣∣ =
∣∣∣∣∫
Bn
〈Mµ(w)1F (w)f(w), g(w)〉Cd dτµ(w)
∣∣∣∣
= 〈1Ff, g〉L2(Bn,Cd;µ)
≤ ‖1Ff‖Lp(Bn,Cd;µ) ‖g‖Lq(Bn,Cd;µ)
. ‖Tµ‖
1
q
L(Apα)
‖1Ff‖Lp(Bn,Cd;µ) ‖g‖Aqα .
Note that in the above we used Proposition 2.8. 
For a Carleson measure µ and 1 < p <∞ and for f ∈ Lp(Bn,Cd;µ) we also define
Pµf(z) :=
∫
Bn
dµ(w)f(w)
(1− wz)n+1+α
.
It is easy to see based on the computations above that Pµ is a bounded operator from
Lp(Bn,Cd;µ) to Apα and Tµ = Pµ ◦ ıp.
3. Approximation By Localized Compact Operators
In this section, we will show that every operator in the Toeplitz algebra can be approxi-
mated by sums of localized compact operators. Along with some other estimates, this will
help us approximate the essential norm of operators in the Toeplitz algebra. In particular,
the goal of this section will be to prove the following Theorem:
Theorem 3.1. Let S ∈ Tp,α, µ be a A
α
p matrix–valued Carleson measure and ǫ > 0. Then
there are Borel sets Fj ⊂ Gj ⊂ B
n such that
(i): Bn = ∪∞j=1Fj;
(ii): Fj ∩ Fk = ∅ if j 6= k;
(iii): each point of Bn lies in no more than N = N(n) of the sets Gj;
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(iv): diamβGj ≤ d(p, S, ǫ) for all j, and∥∥∥∥∥STµ −
∞∑
j=1
M1FjSTµ1Gj
∥∥∥∥∥
L(Apα,L
p
α)
< ǫ.
To prove this, we prove several estimates and put them together at the end of this section
to prove Theorem 3.1.
Lemma 3.2. Let 1 < p <∞, α > −1, and µ be a matrix–valued Carleson measure. Suppose
that Fj , Kj ⊂ B
n are Borel sets such that {Fj}
∞
j=1 are pairwise disjoint and β(Fj, Kj) > σ ≥
1 for all j. If 0 < γ < min
{
1
p(n+1+α)
, p−1
p
}
, then∫
Bn
∞∑
j=1
1Fj (z)1Kj(w)
(1− |w|2)−1/p
|1− zw|n+1+α
d|µ|(w) . ‖Tµ‖L(Apα)(1− δ
2n)γ(1− |z|2)1/p.
Proof. This is a consequence of [18, Lemma 3.3], and Corollary 2.13. 
Lemma 3.3. Let 1 < p <∞ and µ be a matrix–valued Apα Carleson measure. Suppose that
Fj , Kj ⊂ B
n are Borel sets, aj ∈ L
∞
Md
, and bj ∈ L
∞
Md
(τµ).
(i): β(Fj, Kj) ≥ σ ≥ 1;
(ii): supp aj ⊂ Fj and supp bj ⊂ Kj;
(iii): Every z ∈ Bn belongs to at most N of the sets Fj.
Then
∑∞
j=1MajPµMbj is a bounded operator from A
p
α to L
p
α and there is a function βp,α(σ)→
0 when σ →∞ such that:∥∥∥∥∥
∞∑
j=1
MajPµMbjf
∥∥∥∥∥
Lpα
≤ Nβp,α(σ) ‖Tµ‖L(Apα) ‖f‖Apα , (4)
and for every f ∈ Apα
∞∑
j=1
∥∥MajPµMbjf∥∥pLpα ≤ Nβpp,α(σ) ‖Tµ‖pL(Apα) ‖f‖pApα . (5)
Proof. Since µ is a matrix–valued Carleson measure for Apα, κ(p,d) is bounded, with κ(p,d) ≃
‖|µ|‖
1
p
RKM ≃ ‖Tµ‖L(Apα) ≃
∥∥T|µ|∥∥L(Apα) it is enough to prove the following two estimates:∥∥∥∥∥
∞∑
j=1
MajPµMbjf
∥∥∥∥∥
Lpα
≤ Nψp,α(δ) ‖Tµ‖
1− 1
p
L(Apα)
‖f‖Lp(Bn,Cd;|µ|) , (6)
and
∞∑
j=1
∥∥MajPµMbjf∥∥pLpα ≤ Nψpp,α(δ) ‖Tµ‖p−1L(Apα) ‖f‖pLp(Bn,Cd;|µ|) (7)
where δ = tanh σ
2
and ψp,α(δ)→ 0 as δ → 1. Estimates (6) and (7) imply (4) and (5) via an
application of the matrix–valued Carleson Embedding Theorem, Corollary 2.13.
First, consider the case when N = 1, and so the sets {Fj}
∞
j=1 are pairwise disjoint. Set
Φ(z, w) =
∞∑
j=1
1Fj(z)1Kj (w)
1
|1− zw|n+1+α
.
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Suppose now that ‖aj‖L∞
Md
and ‖bj‖L∞
Md
(τµ)
≤ 1. There holds:∥∥∥∥∥
∞∑
j=1
MajPµMbjf(z)
∥∥∥∥∥
p
=
∥∥∥∥∥
∞∑
j=1
aj(z)
∫
Bn
bj(w)f(w)
(1− wz)n+1+α
dµ(w)
∥∥∥∥∥
p
=
∥∥∥∥∥
∞∑
j=1
aj(z)
∫
Bn
Mµ(w)bj(w)f(w)
(1− wz)n+1+α
dτµ(w)
∥∥∥∥∥
p
≤
∫
Bn
Φ(z, w) ‖Mµ(w)‖ ‖f(w)‖p dτµ(w)
≃
∫
Bn
Φ(z, w) ‖f(w)‖p d |µ| (w).
We will show that that the operator with kernel Φ(z, w) is bounded from Lp(Bn,C; |µ|) into
Lpα with norm controlled by a constant, C(n, α, p) times ψp,α(δ) ‖Tµ‖
1− 1
p
L(Apα)
. Assuming this is
true, there holds:∥∥∥∥∥
∞∑
j=1
MajPµMbjf
∥∥∥∥∥
Lpα
=
∫
Bn
∥∥∥∥∥
∞∑
j=1
MajPµMbjf(z)
∥∥∥∥∥
p
p
dvα(z)
≤
∫
Bn
(∫
Bn
Φ(z, w) ‖f(w)‖p d |µ| (w)
)p
dvα(z)
≤ C(n, α, p)ψp,α(δ) ‖Tµ‖
1− 1
p
L(Apα)
∫
Bn
‖f(z)‖pp d |µ| (z).
We use Schur’s Test to prove that this operator is bounded. Set h(z) = (1− |z|2)−
1
pq and
observe that Lemma 3.2 gives∫
Bn
Φ(z, w)h(w)q d |µ| (w) . ‖Tµ‖L(Apα) (1− δ
2n)γh(z)q.
Using Lemma 2.4, there holds∫
Bn
Φ(z, w)h(z)pdvα(z) =
∫
Bn
∞∑
j=1
1Fj(z)1Kj(w)
(1− |z|2)−
1
q
|1− zw|n+1+α
dvα(z)
≤
∫
Bn
∞∑
j=1
1Fj(z)1Kj (w)(1− |w|
2)−
1
q
−αdvα(z)
. h(w)p.
Therefore, Schur’s Lemma says that the operator with kernel Φ(z, w) is bounded from
Lp(Bn,Cd; |µ|) to Lpα(B
n;C) with norm controlled by a constant C(n, α, p) times ψp,α(δ) ‖Tµ‖
1− 1
p
L(Apα)
.
This gives (6) when N = 1. Since the sets Fj are disjoint in this case, then we also have
(7) because
∞∑
j=1
∥∥MajPµMbjf∥∥pLpα =
∥∥∥∥∥
∞∑
j=1
MajPµMbjf
∥∥∥∥∥
p
Lpα
.
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Now suppose that N > 1. Let z ∈ Bn and let S(z) = {j : z ∈ Fj}, ordered according to
the index j. Each Fj admits a disjoint decomposition Fj =
⋃N
k=1A
k
j where A
k
j is the set of
z ∈ Fj such that j is the i
th element of S(z). Then, for 1 ≤ k ≤ N the sets {Akj : j ≥ 1} are
pairwise disjoint. Hence, we can apply the computations obtained above to conclude that
∞∑
j=1
∥∥MajPµMbjf∥∥pLpα = ∞∑
j=1
N∑
k=1
∥∥∥∥Maj1Ak
j
PµMbjf
∥∥∥∥p
Lpα
=
N∑
k=1
∞∑
j=1
∥∥∥∥Maj1Ak
j
PµMbjf
∥∥∥∥p
Lpα
. Nψpp,α(δ) ‖Tµ‖
p−1
L(Apα,)
‖f‖p
Apα
.
This gives (7), and (6) follows from similar computations. 
Lemma 3.4. Let 1 < p <∞ and σ ≥ 1. Suppose that a1, · · · , ak ∈ L
∞
Md
with norm at most
1 and that µ is a matrix–valued Carleson measure. Consider the covering of Bn given by
Lemma 2.7 for these values of k and σ ≥ 1. Then there is a positive constant C(p, k, n, α)
such that: ∥∥∥∥∥
[
k∏
i=1
Tai
]
Tµ −
∞∑
j=1
M1F0,j
[
k∏
i=1
]
Tµ1Fk+1,j
∥∥∥∥∥
L(Apα)
. βp,α(σ)‖Tµ‖L(Apα)
where βp,α(σ)→ 0 as σ →∞.
Proof. First note that the quantity:∥∥∥∥∥
[
k∏
i=1
Tai
]
Tµ −
∞∑
j=1
M1F0,j
[
k∏
i=1
]
Tµ1Fk+1,j
∥∥∥∥∥
L(Apα)
,
is dominated by the sum of∥∥∥∥∥
[
k∏
i=1
Tai
]
Tµ −
∞∑
j=1
M1F0,j
[
k∏
i=1
Tai1Fi,j
]
T1Fk+1,jµ
∥∥∥∥∥
L(Apα,L
p
α)
(8)
and ∥∥∥∥∥
∞∑
j=1
M1F0,j
[
k∏
i=1
Tai
]
Tµ1Fk+1,j −
∞∑
j=1
M1F0,j
[
k∏
i=1
Tai1Fi,j
]
Tµ1Fk+1,j
∥∥∥∥∥
L(Apα,L
p
α)
. (9)
Therefore, we only need to prove that the quantities in (8) and (9) are controlled by
βp,α(σ)‖Tµ‖L(Apα).
For 0 ≤ m ≤ k + 1, define the operators Sm ∈ L (A
p
α, L
p
α) by
Sm =
∞∑
j=1
M1F0,j
[
m∏
i=1
T1Fi,jai
k∏
i=m+1
Tai
]
Tµ.
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Clearly we have S0 =
∑∞
j=1M1F0,j
[∏k
i=1 Tai
]
Tµ =
[∏k
i=1 Tai
]
Tµ, with convergence in the
strong operator topology. Similarly, we have
Sk+1 =
∞∑
j=1
M1F0,j
[
k∏
i=1
Tai1Fi,j
]
Tµ1Fk+1,j .
When 0 ≤ m ≤ k − 1, a simple computation gives that
Sm − Sm+1 =
∞∑
j=1
M1F0,j
[
m∏
i=1
T1Fi,jai
]
T1Fc
m+1,j
am+1
[
k∏
i=m+2
Tai
]
Tµ.
Here, of course, we should interpret this product as the identity when the lower index is
greater than the upper index. Take any f ∈ Apα and apply Lemma 3.3, in particular (5),
Lemma 2.7 and some obvious estimates to see that
‖(Sm − Sm+1) f‖
p
Lpα
≤ C(p)pm
∞∑
j=1
∥∥∥∥∥M1Fm,j amPαM1Fcm+1,j am+1
[
k∏
i=m+2
Tai
]
Tµf
∥∥∥∥∥
p
Lpα
≤ C(p)pmNβpp,α(σ)
∥∥∥∥∥
[
k∏
i=m+2
Tai
]
Tµf
∥∥∥∥∥
p
Lpα
≤ C(p)p(k−1)Nβpp,α(σ) ‖Tµ‖
p
L(Apα)
‖f‖p
Apα
.
Also,
Sk − Sk+1 =
∞∑
j=1
M1F0,j
[
k∏
i=1
T1Fi,jai
]
Tµ1Fc
k+1,j
,
and again applying Lemma 3.3, and in particular (5), we find that
‖(Sk − Sk+1) f‖
p
Lpα
≤ Cpkp Nβ
p
p,α(σ) ‖Tµ‖
p
L(Apα)
‖f‖p
Apα
.
Since N = N(n), we have the following estimates for 0 ≤ m ≤ k,
‖(Sm − Sm+1) f‖Lpα . βp,α(σ) ‖Tµ‖L(Apα) ‖f‖Apα .
But from this it is immediate that (8) holds,
‖(S0 − Sk+1) f‖Lpα ≤
k∑
m=0
‖(Sm − Sm+1) f‖Lpα . βp,α(σ) ‖Tµ‖L(Apα) ‖f‖Apα .
The idea behind (9) is similar. For 0 ≤ m ≤ k, define the operator
S˜m =
∞∑
j=1
M1F0,j
[
m∏
i=1
T1Fi,j ai
k∏
i=m+1
Tai
]
Tµ1Fk+1,j ,
so we have
S˜0 =
∞∑
j=1
M1F0,j
[
k∏
i=1
Tai
]
Tµ1Fk+1,j
S˜k =
∞∑
j=1
M1F0,j
[
k∏
i=1
Tai1Fi,j
]
Tµ1Fk+1,j .
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When 0 ≤ m ≤ k − 1, a simple computation gives
S˜m − S˜m+1 =
∞∑
j=1
M1F0,j
[ m∏
i=1
T1Fi,j ai
]
T1Fc
m+1,j
am+1
[
k∏
i=m+2
Tai
]
Tµ1Fk+1,j .
Again, applying obvious estimates and using Lemma 3.3 one concludes that∥∥∥(S˜m − S˜m+1) f∥∥∥p
Lpα
≤ C(p)p(k−1)βpp,α(σ)
∞∑
j=1
∥∥∥Tµ1Fk+1,j f∥∥∥pApα
≤ C(p)p(k−1)βpp,α(σ) ‖Tµ‖
p
q
L(Apα)
∞∑
j=1
∥∥1Fk+1,jf∥∥pLp(Bn,Cd;µ)
≤ C(p)p(k−1)βpp,α(σ) ‖Tµ‖
p
q
L(Apα)
‖f‖p
Lp(Bn,Cd;µ)
≤ NC(p)p(k−1)βpp,α(σ) ‖Tµ‖
p
q
+1
L(Apα)
‖f‖p
Apα
.
Here the second inequality uses Lemma 2.15, the next inequality uses that the sets {Fk+1,j}
∞
j=1
form a covering of Bn with at most N = N(n) overlap, and the last inequality uses Lemma
2.9. Summing up, for 0 ≤ m ≤ k − 1 we have∥∥∥(S˜m − S˜m+1) f∥∥∥
Lpα
. βp,α(σ) ‖Tµ‖L(Apα) ‖f‖Apα ,
which implies∥∥∥(S˜0 − S˜k) f∥∥∥
Lpα
≤
k−1∑
m=0
∥∥∥(S˜m − S˜m+1) f∥∥∥
Lpα
. βp,α(σ) ‖Tµ‖L(Apα) ‖f‖Apα ,
giving (9). 
Lemma 3.5. Let
S =
m∑
i=1
[
ki∏
l=1
Tai
l
]
Tµi
where aij ∈ L
∞
Md. Let k = max1≤i≤m{ki} and let µi be matrix-valued measures such that |µi|
are Carleson. Given ǫ > 0, there is σ = σ(S, ǫ) ≥ 1 such that if {Fi,j}
∞
j=1 and 0 ≤ i ≤ k + 1
are the sets given by Lemma 2.7 for these values of σ and k, then∥∥∥∥∥S −
∞∑
j=1
M1F0,j
m∑
i=1
[
ki∏
l=1
Tail
]
Tµi1Fk+1,j
∥∥∥∥∥
L(Apα→L
p
α)
< ǫ.
Proof. Each µi is a matrix–valued measure and by Corollary 2.14, the total variation of each
entry of µi is a scalar Carleson measure. We will use this fact to prove the present claim.
Indeed, we can write each µi as
∑d
j=1
∑d
k=1 〈µiej , ek〉Ej,k. We now apply the scalar-valued
version of this Lemma, which is Lemma 3.5 in [18], to each 〈µiej , ek〉Ej,k. We then use
linearity and the triangle inequality to conclude the result. 
We are finally ready to prove Theorem 3.1.
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Proof. If S ∈ Tp,α then we can find a S0 =
∑m
i=1Π
ki
l=1Tail such that
‖S − S0‖L(Apα) < ǫ. (10)
We also know, by Lemma 3.5, we can pick σ = σ(S0, ǫ) and sets Fj = F0,j and Gj = Fk+1,j
with ∥∥∥∥∥S0Tµ −
+∞∑
j=1
M1FjS0Tµ1Gj
∥∥∥∥∥
L(Apα,L
p
α)
< ǫ.
We know that (i)-(iv) of Theorem 3.1 are satisfied by Lemma 2.7. Note that by the triangle
inequality, there holds:∥∥∥∥∥STµ −
+∞∑
j=1
M1FjSTµ1Gj
∥∥∥∥∥
L(Apα,L
p
α)
≤ ‖STµ − S0Tµ‖L(Apα,Lpα) (11)
+
∥∥∥∥∥S0Tµ −
+∞∑
j=1
M1FjS0Tµ1Gj
∥∥∥∥∥
L(Apα,L
p
α)
(12)
+
∥∥∥∥∥
+∞∑
j=1
M1FjS0Tµ1Gj −
+∞∑
j=1
M1FjS0Tµ1Gj
∥∥∥∥∥
L(Apα,L
p
α)
. (13)
The first two terms are less than ǫ. To control the third term, let f ∈ Apα and recall that the
sequence of sets {Fj}
∞
j=1 is disjoint. Then we have∥∥∥∥∥
∞∑
j=1
M1Fj (S − S0)Tµ1Gj f
∥∥∥∥∥
p
Lpα
=
∞∑
j=1
∥∥∥M1Fj (S − S0)Tµ1Gj f∥∥∥pLpα
≤ ǫp
∞∑
j=1
∥∥∥Tµ1Gj f∥∥∥pApα
≤ ǫp
∞∑
j=1
∥∥∥Tµ1Gj f∥∥∥pApα
≤ ǫp
∞∑
j=1
∥∥1Gjf∥∥Apα
≤ Nǫp ‖Tµ‖L(Apα,Lpα) ‖f‖
p
Apα
.
Putting together this estimate and estimates (10) and (11), Theorem 3.1 is proven. 
4. A Uniform Algebra and its Maximal ideal Space
Consider the algebra A of all scalar-valued bounded uniformly continuous functions from
the metric space (Bn, ρ) into (C, | · |). Furthermore, let MA be the maximal ideal space of A.
That is, MA consistists of the multiplicitaive linear functionals on A. In [18], the authors
prove that if µ is a complex-valued measure whose variation is Carleson, then there is a
sequence of functions Bk(µ) ∈ A such that TBk(µ) → Tµ in the L(A
p
α(B
n;C)) norm (see also
[26]). We will prove a natural generalization to the current case of matrix-valued measures.
In particular, the following holds:
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Theorem 4.1. Let 1 < p < ∞, −1 < α, and µ be a matrix–valued measure such that |µ|
is Apα-Carleson. Then there is a sequence of matrix-valued measures Bk(µ) such that there
holds 〈Bk(µ)ei, ej〉A2α ∈ A and TBk(µ) → Tµ in L(A
p
α) norm.
Remark 4.2. The condition 〈Bk(µ)ei, ej〉A2α ∈ A means that every entry of Bk(µ) is in A.
Proof. By Corollary 2.14, |µ(i,j)| is a Carleson measure. By [18, Theorem 4.7] there exist
functions Bk(µ(i,j)) in A such that∥∥∥TBk(µ(i,j)) − Tµ(i,j)∥∥∥
L(Apα(Bn;C))
→ 0. (14)
Let Bk(µ) =
∑d
i=1
∑d
j=1Bk(µ(i,j))E(i,j). Then there holds:∥∥TBk(µ) − Tµ∥∥L(Apα) =
∥∥∥∥∥
d∑
i=1
d∑
j=1
TBk(µ(i,j))E(i,j) −
d∑
i=1
d∑
j=1
Tµ(i,j)E(i,j)
∥∥∥∥∥
L(Apα)
=
∥∥∥∥∥
d∑
i=1
d∑
j=1
TBk(µ(i,j))E(i,j) − Tµ(i,j)E(i,j)
∥∥∥∥∥
L(Apα)
≤
d∑
i=1
d∑
j=1
∥∥∥TBk(µ(i,j))E(i,j) − Tµ(i,j)E(i,j)∥∥∥
L(Apα)
=
d∑
i=1
d∑
j=1
∥∥∥T(Bk(µ(i,j))−µ(i,j)))E(i,j)∥∥∥
L(Apα)
=
d∑
i=1
d∑
j=1
∥∥∥T(Bk(µ(i,j))−µ(i,j)))∥∥∥
L(Apα(Bn;C))
.
This quantity goes to zero as k → ∞ by (14). Note that in the above we used the fact
that
∥∥∥TφE(i,j)∥∥∥
L(Apα)
= ‖Tφ‖L(Apα(Bn;C)), which is easy to see. Indeed, if f ∈ L(A
p
α), then
TφE(i,j)f = 〈Pφf, ei〉Cd ej = Tφ(〈f, ei〉Cd)ej.

Let Ad be the set of d × d matrices with entries in A. Theorem 4.1 implies the following
Theorem:
Theorem 4.3. The Toeplitz Algebra Tp,α equals the closed algebra generated by {Ta : a ∈
Ad}.
We collect some results about A and MA. Their proofs can be found in, for example, [26]
and [18].
Lemma 4.4. Let z, w, ξ ∈ Bn. Then there is a positive constant that depends only on n such
that
ρ(ϕz(ξ), ϕw(ξ)) .
ρ(z, w)
1− |ξ|2
.
Lemma 4.5. Let (E, d) be a metric space and f : Bn → E be a continuous map. Then f
admits a continuous extension from MA into E if and only if f is (ρ, d) uniformly continuous
and f(Bn) is compact.
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Lemma 4.6. Let {zα} be a net in B
n converging to x ∈MA. Then
(i): a ◦ ϕx ∈ A for every a ∈ A. In particular, ϕx : B
n →MA is continuous;
(ii): a ◦ ϕzω → a ◦ ϕx uniformly on compact sets of B
n for every a ∈ A.
4.1. Maps from MA into L(A
p
α, A
p
α). The following discussion is similar to the discus-
sion in [18], and the proofs and “straightforward computations” are almost exactly like the
scalar-valued versions. One important remark is that when using this strategy to prove
“quantitative” facts, we implicitly use the fact that Cd is a finite dimensional vector space
and so we may “pull out” dimensional constants. As an example, consider the next lemma,
Lemma 4.8. First, a definition:
Definition 4.7. Define the operator, U
(p,α)
z : Apα → A
p
α, by the following formula:
U (p,α)z f(w) := f(ϕz(w))
(1− |z|2)
n+1+α
p
(1− wz)
2(n+1+α)
p
(15)
where the argument of (1− wz) is used to define the root appearing above.
Lemma 4.8. There holds: ∥∥U (p,α)z f∥∥Apα = ‖f‖Apα ∀f ∈ Apα,
and U
(p,α)
z U
(p,α)
z = IdApα.
Proof. We will use the change of variables formula in Lemma 2. There holds∥∥U (p,α)z f∥∥pApα =
∫
Bn
∥∥∥∥∥f(ϕz(w)) (1− |z|2)
n+1+α
p
(1− wz)
2(n+1+α)
p
∥∥∥∥∥
p
p
dvα(w)
=
∫
Bn
‖f(ϕz(w))‖
p
p
∣∣∣∣∣ (1− |z|2)n+1+α(1− wz)2(n+1+α)
∣∣∣∣∣ dvα(w)
=
∫
Bn
‖f(ϕz(w))‖
p
p
∣∣k(2,α)(w)z ∣∣2 dvα(z)
=
∫
Bn
‖f(w)‖pp dvα(w).
In the last equality, we used the change of variables formula and the fact that ϕz is an
involution. 
There are several ways to justify the change of variables used in the last lemma. First, we
could use the scalar-valued change of variables formula directly by appealing to the fact that
w 7→ ‖f(w)‖p is in L
p
α(B
n;C). Secondly, we can use the change of variables formula for the
scalar-valued case indirectly by first passing to the definition of the vector-valued integral,
and then applying the change of variables on each summand in the definition. Either way
works, and in what follows, the proofs for the vector-valued theorems can be proven similarly.
Note that the operator U
(p,α)
z can be written in the form:
(U (p,α)z f)(w) =
d∑
k=1
〈
(U (p,α)z f)(w), ek
〉
Cd
ek
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=
d∑
k=1
(1− |z|2)
n+1+α
p
(1− wz)
2(n+1+α)
p
〈f ◦ ϕ(w), ek〉Cd ek
=
d∑
k=1
(U (p,α)z 〈f, ek〉Cd)(w)ek.
In the above 〈f, ek〉Cd (w) = 〈f(w), ek〉Cd.
For a real number r, set
Jrz (w) =
(1− |z|2)r
n+1+α
2
(1− wz)r(n+1+α)
.
Let Id be the d× d identity matrix. Observe that
U (p,α)z f(w) = (J
2
p
z (w)Id)f(ϕz(w)) and U
(p,α)
z = T
J
2
p−1
z Id
U (2,α)z = U
(2,α)
z T
J
1− 2p
z Id
.
So, if q is the conjugate exponent of p, we have(
U (q,α)z
)∗
= U (2,α)z TJz
2
q−1Id
= T
Jz
1− 2q Id
U (2,α)z .
Then using that U
(2,α)
z U
(2,α)
z = IdA2α and straightforward computations, we obtain(
U (q,α)z
)∗
U (p,α)z = TbzId and U
(p,α)
z
(
U (q,α)z
)∗
= T−1bzId,
where
bz(w) =
(1− wz)(n+1+α)(
1
q
− 1
p)
(1− zw)(n+1+α)(
1
q
− 1
p)
. (16)
For z ∈ Bn and S ∈ L(Apα) we then define the map
Sz := U
(p,α)
z S(U
(q,α)
z )
∗,
which induces a map ΨS : B
n → L(Apα, A
p
α) given by
ΨS(z) = Sz.
We now show how to extend the map ΨS continuously to a map from MA to L(A
p
α) when
endowed with both the weak and strong operator topologies.
First, observe that C(Bn) ⊂ A induces a natural projection π : MA → MC(Bn). If x ∈MA,
let
bx(w) =
(1− wπ(x))(n+1+α)(
1
q
− 1
p)
(1− π(x)w)(n+1+α)(
1
q
− 1
p)
. (17)
So, when zω is a net in B
n that tends to x ∈ MA, then zω = π(zω) → π(x) in the Eu-
clidean metric, and so we have bzω → bx uniformly on compact sets of B
n and boundedly.
Furthermore,
(U (q,α)z )
∗U (p,α)z = TbzId → TbxId and (U
(p,α)
z )
∗U (q,α)z = TbzId → TbxId,
where convergence is in the strong operator topologies of L(Apα) and L(A
q
α), respectively. If
a ∈ A then Lemma 4.6 implies a◦ϕzω → a◦ϕx uniformly on compact sets of B
n. The above
discussion implies that
T(a◦ϕzω )bzω Id → T(a◦ϕx)bxId
in the strong operator topology associated with L(Apα).
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Recall that we have k
(p,α)
z (w)e =
(1−|z|2)
n+1+α
q
(1−zw)n+1+α
e, with
∥∥∥k(p,α)z e∥∥∥
Apα
≈ 1, and so
(1−|ξ|2)
n+1+α
p J
2
p
z (ξ)e = (1−|ϕz(ξ)|
2)
n+1+α
p
|1− zξ|
2
p
(n+1+α)
(1− ξz)
2
p
(n+1+α)
e = (1−|ϕz(ξ)|
2)
n+1+α
p λ(p,α)(ξ, z)e.
Here the constant λ(p,α) is unimodular, and〈
f,
(
U (p,α)z
)∗
k
(q,α)
ξ e
〉
A2α
=
〈
U (p,α)z f, k
(q,α)
ξ e
〉
A2α
=
〈
J
2
p
z (f ◦ ϕz), k
(q,α)
ξ e
〉
A2α
=
〈
J
2
p
z (f ◦ ϕz)k
(q,α)
ξ , e
〉
A2α
=
〈
J
2
p
z (ξ)f(ϕz(ξ))(1− |ξ|
2)
n+1+α
p , e
〉
Cd
=
〈
f(ϕz(ξ))(1− |ϕz(ξ)|
2)
n+1+α
p λ(p,α)(ξ, z), e
〉
Cd
=
〈
f, λ(p,α)(ξ, z)k
(q,α)
ϕz(ξ)
e
〉
A2α
.
This computation yields (
U (p,α)z
)∗
k
(q,α)
ξ e = λ(p,α)(ξ, z)k
(q,α)
ϕz(ξ)
e. (18)
We use these computations to study the continuity of the above map as a function of z.
Lemma 4.9. Fix ξ ∈ Bn and e ∈ Cd. Then the map z 7→
(
U
(p,α)
z
)∗
k
(q,α)
ξ e is uniformly
continuous from (Bn, ρ) into (Aqα, ‖ · ‖Aqα).
Proof. For z, w ∈ Bn, there holds∥∥∥(U (p,α)z )∗ k(q,α)ξ e− (U (p,α)w )∗ k(q,α)ξ e∥∥∥
Aqα(Bn;Cd)
=
∥∥∥(U (p,α)z )∗ k(q,α)ξ − (U (p,α)w )∗ k(q,α)ξ ∥∥∥
Aqα
.
And now we may apply the scalar-valued version, [18, Lemma 4.8]. 
Proposition 4.10. Let S ∈ L(Apα). Then the map ΨS : B
n → (L(Apα),WOT ) extends
continuously to MA.
Proof. Bounded sets in L(Apα) are metrizable and have compact closure in the weak operator
topology. Since ΨS(B
n) is bounded, by Lemma 4.5, we only need to show ΨS is uniformly
continuous from (Bn, ρ) into (L(Apα),WOT ), where WOT is the weak operator topology.
Namely, we need to demonstrate that for f ∈ Apα and g ∈ A
q
α the function z 7→ 〈Szf, g〉A2α is
uniformly continuous from (Bn, ρ) into (C, | · |).
For z1, z2 ∈ B
n we have
Sz1 − Sz2 = U
(p,α)
z1
S(U (q,α)z1 )
∗ − U (p,α)z2 S(U
(q,α)
z2
)∗
= U (p,α)z1 S[(U
(q,α)
z1
)∗ − (U (q,α)z2 )
∗] + (U (p,α)z1 − U
(p,α)
z2
)S(U (q,α)z2 )
∗
= A +B.
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The terms A and B have a certain symmetry, and so it is enough to deal with either, since
the argument will work in the other case as well. Observe that∣∣∣〈Af, g〉A2α∣∣∣ ≤ ∥∥U (p,α)z1 S∥∥L(Apα) ∥∥[(U (q,α)z1 )∗ − (U (q,α)z2 )∗]f∥∥Apα ‖g‖Aqα∣∣∣〈Bf, g〉A2α∣∣∣ ≤ ∥∥(U (q,α)z1 )∗S∥∥L(Apα) ∥∥[(U (p,α)z1 )∗ − (U (p,α)z2 )∗]g∥∥Aqα ‖f‖Apα .
Since S is bounded and since
∥∥∥U (p,α)z ∥∥∥
L(Apα,)
≤ C(p, α) for all z, we just need to show the
expression ∥∥[(U (p,α)z1 )∗ − (U (p,α)z2 )∗]g∥∥Aqα
can be made small. It suffices to do this on a dense set of functions, and in particular we
can take the linear span of
{
k
(p,α)
w e : w ∈ Bn; e ∈ Cd
}
. Then we can apply Lemma 4.9 to
conclude the result. 
This proposition allows us to define Sx for x ∈ MA \ B
n. We set Sx := ΨS(x). If (zω) is
a net that converges to x ∈ Mα, then Szω → Sx in WOT. In Proposition 4.12, we will show
that if S ∈ Tp,α, then this convergence also takes place in SOT.
Lemma 4.11. If (zω) is a net in B
n converging to x ∈ MA, then TbxId is invertible and
T−1bzω Id → T
−1
bxId
in the strong operator topology.
Proof. By Proposition 4.10 applied to the operator S = IdApα we have that U
(p,α)
zω
(
U
(q,α)
zω
)∗
=
T−1bzω has a weak operator limit in L(A
p
α, ), denote this by Q. The Uniform Boundedness
Principle then says that there is a constant C such that
∥∥∥T−1bzω∥∥∥L(Apα) ≤ C for all ω. Then,
given f ∈ Apα and g ∈ A
q
α, since we know that∥∥∥(Tbzω Id − TbxId) g∥∥∥Aqα → 0,
there holds
〈TbxIdQf, g〉A2α =
〈
Qf, TbxIdg
〉
L2α
= lim
ω
〈
T−1bzω Idf, TbxIdg
〉
L2α
= lim
ω
(〈
T−1bzω Idf,
(
TbxId − Tbzω i
)
g
〉
L2α
+
〈
T−1bzω Idf, Tbzω Idg
〉
L2α
)
= 〈f, g〉L2α + limω
〈
T−1bzω Idf,
(
TbxId − Tbzω Id
)
g
〉
L2α
= 〈f, g〉L2α .
This gives TbxIdQ = IdApα. Since taking adjoints is a continuous operation in the WOT ,
T−1
bzω Id
→ Q∗, and interchanging the roles of p and q, we have TbxIdQ
∗ = IdAqα, which implies
that QTbxId = IdApα. So, Q = T
−1
bxId
and T−1bzω Id → T
−1
bxId
in the weak operator topology. Finally,
T−1bzω Id − T
−1
bxId
= T−1bzω Id
(
TbxId − Tbzω Id
)
T−1bxId,
and since
∥∥∥T−1bzω Id∥∥∥L(Apα) ≤ C and Tbzω Id − TbxId → 0 in the strong operator topology, we also
have T−1bzω Id → T
−1
bxId
in the strong operator topology as claimed. 
ESSENTIAL NORM OF OPERATORS ON VECTOR–VALUED BERGMAN SPACE 23
Proposition 4.12. If S ∈ Tp,α and (zω) is a net in B
n that tends to x ∈MA, then Szω → Sx
in the strong operator topology. In particular, ΨS : B
n → (L(Apα), SOT ) extends continuously
to MA.
Proof. First observe that if A,B ∈ L(Apα) then
(AB)z = U
(p,α)
z AB(U
(q,α)
z )
∗
= U (p,α)z A(U
(q,α)
z )
∗(U (q,α)z )
∗U (p,α)z U
(p,α)
z B(U
(q,α)
z )
∗
= AzTbzIdBz.
In general, this applies to longer products of operators.
For S ∈ Tp,α and ǫ > 0, by Theorem 4.1 there is a finite sum of finite products of Toeplitz
operators with symbols in A such that ‖R− S‖L(Apα) < ǫ, and so ‖Rz − Sz‖L(Apα) < C(p, α)ǫ.
Passing to the WOT limit we have ‖Rx − Sx‖L(Apα) < C(p, α)ǫ for all x ∈ MA. These
observations imply that it suffices to prove the Lemma for R alone, and then by linearity, it
suffices to consider the special case R =
∏m
j=1 TajEi,k , where aj ∈ A. Recall that Ei,k is the
d×d matrix with a 1 in the (i, k) position and zeros everywhere else. A simple computation
shows that
U (2,α)z TaU
(2,α)
z = Ta◦ϕz
and more generally,
(Ta)z = U
(p,α)
z
(
U (q,α)z
)∗ (
U (q,α)z
)∗
TaU
(p,α)
z U
(p,α)
z
(
U (q,α)z
)∗
= U (p,α)z
(
U (q,α)z
)∗(
T
J
1− 2q
z
U (2,α)z TaU
(2,α)
z T
J
1− 2p
z
)
U (p,α)z
(
U (q,α)z
)∗
= T−1bz T(a◦ϕz)bzT
−1
bz
.
We now combine this computation with the observation at the beginning of the proposition
to see that (
m∏
j=1
Taj
)
z
= (Ta1)zTbz · · ·Tbz(Tam)z
= T−1bz T(a1◦ϕz)bzT
−1
bz
T(a2◦ϕz)bzT
−1
bz
· · ·T−1bz T(am◦ϕz)bzT
−1
bz
.
But, since the product of SOT nets is SOT convergent, Lemma 4.11 and the fact that
T(a◦ϕzω )bzω → T(a◦ϕx)bx in the SOT , give(
m∏
j=1
Taj
)
zα
→ T−1bx T(a1◦ϕx)bxT
−1
bx
T(a2◦ϕx)bxT
−1
bx
· · ·T−1bx T(am◦ϕx)bxT
−1
bx
.
But this is exactly the statement Rzω → Rx in the SOT for the operator
∏m
j=1 Taj , and
proves the claimed continuous extension. 
Before continuing, we prove that the Berezin transform is one-to-one. The following proof
is an adaptation of the corresponding scalar–valued proof found in [30, Proposition 6.2].
Lemma 4.13. The Berezin transform is one to one. That is, if T˜ = 0, then T = 0.
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Proof. Let T ∈ L(Apα) and suppose that T˜ = 0d. (Here, of course, 0d is the d × d zero
matrix.) Then there holds:
0 =
〈
T (k(p,α)z ei), k
(q,α)
z ek
〉
A2α
=
1
K(α)(z, z)
〈
T (K(α)z ei), K
(α)
z ek
〉
A2α
for all z ∈ Bn and for all 1 ≤ i, k ≤ d. In particular, there holds:
1
K(α)(z, z)
〈
T (K(α)z ei), K
(α)
z ek
〉
A2α
≡ 0.
Consider the function
F (z, w) =
〈
T (K(α)w ei), K
(α)
z ek
〉
A2α
.
This function is analytic in z, conjugate analytic in w and F (z, z) = 0 for all z ∈ Bn. By a
standard results for several complex variables (see for instance [14, Exercise 3 pg 365]) this
implies that F is identically 0. Using the reproducing property, we conclude that
F (z, w) =
〈
T (K(α)w ei)(z), ek
〉
Cd
≡ 0,
and hence
T (K(α)w ei)(z) ≡ 0,
for every w ∈ Bn and 1 ≤ i ≤ d. Since the products Kwei span A
p
α, we conclude that T ≡ 0
and the desired result follows. 
Proposition 4.14. Let S ∈ L(Apα). Then B(S)(z)→ 0 as |z| → 1 if and only if Sx = 0 for
all x ∈MA \ B
n.
Proof. If z, ξ ∈ Bn, then we have
〈B(Sz)(ξ)ei, ej〉Cd =
〈
S
(
U (q,α)
)∗
k
(p,α)
ξ ei,
(
U (p,α)
)∗
k
(q,α)
ξ ej
〉
A2α
= λ(q,α)(ξ, z)λ(p,α)(ξ, z)
〈
Sk
(p,α)
ϕz(ξ)
ei, k
(q,α)
ϕz(ξ)
ej
〉
A2α
.
Thus,
∣∣〈B(Sz)(ξ)ei, ej〉Cd∣∣ = ∣∣〈B(S)(ϕz(ξ))ei, ej〉Cd∣∣ since λ(p,α) and λ(q,α) are unimodular
numbers. For x ∈ MA \ B
n and ξ ∈ Bn fixed, if (zω) is a net in B
n tending to x, the
continuity of ΨS in the WOT and Proposition 4.10 give that B(Szω)(ξ) → B(Sx)(ξ), and
consequently
∣∣〈B(S)(ϕzω(ξ))ei, ej〉Cd∣∣→ ∣∣〈B(Sx)(ξ)ei, ej〉Cd∣∣.
Now, suppose that B(S)(z) vanishes as |z| → 1. Since x ∈ MA \ B
n and zω → x, we
have that |zω| → 1, and similarly |ϕzω(ξ)| → 1. Since B(S)(z) vanishes as we approach
the boundary, B(Sx)(ξ) = 0, and since ξ ∈ B
n was arbitrary and the Berezin transform is
one-to-one, we see that Sx = 0.
Conversely, suppose that the Berezin transform does not vanish as we approach the bound-
ary. Then there is a sequence {zk}
∞
k=1 in B
n such that |zk| → 1 and
∣∣〈B(S)(zk)ei, ej〉Cd∣∣ ≥ δ >
0, for all i, j = 1, . . . , d. Since MA is compact, we can extract a subnet (zω) of {zk}
∞
k=1 con-
verging in MA to x ∈MA \B
n. The computations above imply
∣∣〈B(Sx)(0)ei, ej〉Cd∣∣ ≥ δ > 0,
which gives that Sx 6= 0. 
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5. Characterization of the Essential Norm on Apα Weighted Bergman
Spaces
We have now collected enough tools to provide a characterization of the essential norm of
an operator on Apα. Even more than in the previous sections, this section uses the arguments
of [18] in a nearly verbatim way. Fix ̺ > 0 and let {wm}
∞
m=1 and {Dm}
∞
m=1 be the points
and sets of Lemma 2.5. Define the measure
µ̺ :=
∞∑
m=1
vα(Dm)δwmId,
The measure
ν̺ :=
∞∑
m=1
vα(Dm)δwm
is well-known to be an Apα Carleson measure, so the measure µ̺ is also Carleson. This implies
that Tµ̺ : A
p
α → A
p
α is bounded. The following lemma is easily deduced from [18, Lemma
5.1] (in which the authors refer the reader to [6, 16] for a proof), and we omit the proof.
Lemma 5.1. Tµ̺ → IdApα on L(A
p
α) when ̺→ 0.
Now choose 0 < ̺ ≤ 1 so that
∥∥Tµ̺ − IdApα∥∥L(Apα) < 14 and consequently ∥∥Tµ̺∥∥L(Apα) and∥∥∥T−1µ̺ ∥∥∥
L(Apα)
are less than 3
2
. Fix this value of ̺, and denote µ̺ := µ for the rest of the paper.
For S ∈ L(Apα, A
p
α) and r > 0, let
aS(r) := lim
|z|→1
sup
{
‖Sf‖Apα : f ∈ Tµ1D(z,r)(A
p
α), ‖f‖Apα ≤ 1
}
,
and then define
aS := lim
r→1
aS(r).
Since for r1 < r2 we have Tµ1D(z,r1)(A
p
α) ⊂ Tµ1D(z,r2)(A
p
α) and aS(r) ≤ ‖S‖L(Apα), this limit is
well defined. We define two other measures of the size of an operator which are given in a
very intrinsic and geometric way:
bS := sup
r>0
lim
|z|→1
∥∥∥M1D(z,r)S∥∥∥
L(Apα,L
p
α)
,
cS := lim
r→1
∥∥∥M1(rBn)cS∥∥∥
L(Apα,L
p
α)
.
In the last definition, for notational simplicity, we let (rBn)c = Bn \ rBn. Finally, for
S ∈ L(Apα) recall that
‖S‖e = inf
{
‖S −Q‖L(Apα,Apα) : Q is compact
}
.
We first show how to compute the essential norm of an operator S in terms of the operators
Sx, where x ∈MA \ B
n.
Theorem 5.2. Let S ∈ Tp,α. Then there exists a constant C(p, α, n) such that
sup
x∈MA\Bn
‖Sx‖L(Apα) . ‖S‖e . sup
x∈MA\Bn
‖Sx‖L(Apα) . (19)
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Proof. For S compact, (19) is easy to demonstrate. Since k
(p,α)
ξ → 0 weakly as |ξ| → 1, then〈
kp,αξ e, f
〉
A2α
=
∑d
i=1 〈e, ei〉Cd
〈
kp,αξ ei, f
〉
A2α
→ 0 for every f ∈ Aqα and so k
p,α
ξ e→ 0 weakly as
|ξ| → 1. Therefore,
∥∥∥Sk(p,α)ξ e∥∥∥
Apα
goes to 0 as well. Thus, we have∣∣∣〈S˜(ξ)e, h〉
Cd
∣∣∣ = ∣∣∣∣〈Sk(p,α)ξ e, k(q,α)ξ h〉
A2α
∣∣∣∣ ≤ ∥∥∥Sk(p,α)ξ e∥∥∥
Apα
∥∥∥k(q,α)ξ h∥∥∥
Aqα
≈
∥∥∥Sk(p,α)ξ e∥∥∥
Apα
. (20)
Hence, the compactness of S implies that the Berezin transform vanishes as |ξ| → 1. Then
Proposition 4.14 gives that Sx = 0 for all x ∈MA \ B
n.
Now let S be any bounded operator on Apα and suppose that Q is a compact operator on
Apα. Select x ∈MA \ B
n and a net (zω) in B
n tending to x. Since the maps U
(p,α)
zω and U
(q,α)
zω
are isometries on Apα and A
q
α, we have
‖Szω +Qzω‖L(Apα) ≤ ‖S +Q‖L(Apα) .
Since Szω +Qzω → Sx in the WOT , passing to the limit we get
‖Sx‖L(Apα) . lim ‖Szω +Qzω‖L(Apα) ≤ ‖S +Q‖L(Apα) ,
which gives
sup
x∈MA\Bn
‖Sx‖L(Apα,) . ‖S‖e ,
the first inequality in (19). It only remains to address the last inequality. To accomplish
this, we will instead prove that
aS . sup
x∈MA\Bn
‖Sx‖L(Apα) . (21)
Then we compare this with the first inequality in (26), ‖S‖e . aS, shown below, to obtain
‖S‖e . sup
x∈MA\Bn
‖Sx‖L(Apα) .
Also note that if (21) holds, then
aS . ‖S‖e (22)
is also true. We now turn to addressing (21). It suffices to demonstrate that
aS(r) . sup
x∈MA\Bn
‖Sx‖L(Apα) ∀r > 0.
Fix a radius r > 0. By the definition of aS(r) there is a sequence {zj}
∞
j=1 ⊂ B
n tending to
∂Bn and a normalized sequence of functions fj ∈ Tµ1D(zj,r)(A
p
α) with ‖Sfj‖Apα → aS(r). To
each fj we have a corresponding hj ∈ A
p
α, and then
fj(w) = Tµ1D(zj ,r)hj(w)
=
∑
wm∈D(zj ,r)
vα(Dm)
(1− wmw)n+1+α
hj(wm)
=
∑
wm∈D(zj ,r)
(1− |wm|
2)
n+1+α
q
(1− wmw)n+1+α
aj,m
=
∑
wm∈D(zj ,r)
k(p,α)wm (w)aj,m,
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where aj,m = vα(Dm)(1− |wm|
2)−
n+1+α
q hj(wm). We then have that(
U (q,α)zj
)∗
fj(w) =
∑
ϕzj (wm)∈D(0,r)
k
(p,α)
ϕzj (wm)
(w)a′j,m,
where a′j,m is simply the original constant aj,m multiplied by the unimodular constant λ(q,α).
Observe that the points
∣∣ϕzj (wm)∣∣ ≤ tanh r. For j fixed, arrange the points ϕzj(wm) such
that
∣∣ϕzj (wm)∣∣ ≤ ∣∣ϕzj(wm+1)∣∣ and argϕzj(wm) ≤ argϕzj(wm+1). Since the Mo¨bius map ϕzj
preserves the hyperbolic distance between the points {wm}
∞
m=1 we have for m 6= k that
β(ϕzj(wm), ϕzj(wk)) = β(wm, wk) ≥
̺
4
> 0.
Thus, there can only be at most Nj ≤ M(̺, r) points in the collection ϕzj(wm) belonging
to the disc D(0, zj). By passing to a subsequence, we can assume that Nj = M and is
independent of j.
For the fixed j, and 1 ≤ m ≤ M , select scalar–valued gj,k ∈ H
∞ with ‖gj,k‖H∞ ≤
C(tanh r, ̺
4
), such that gj,k(ϕzj (wm)) = δk,m, the Kronecker delta, when 1 ≤ k ≤ M . The
existence of the functions is easy to deduce from a result of Berndtsson [5], see also [26]. We
then have〈(
U (q,α)zj
)∗
fj , gj,ke
〉
A2α
=
∫
Bn
〈(
U (q,α)zj
)∗
fj(w), gj,k(w)e
〉
Cd
dvα(w)
=
∫
Bn
∑
ϕzj (wm)∈D(0,r)
k
(p,α)
ϕzj (wm)
(w)
〈
a′j,m, gj,k(w)e
〉
Cd
dvα(w)
=
∑
ϕzj (wm)∈D(0,r)
(
1−
∣∣ϕzj(wm)∣∣2)n+1+αq 〈a′j,m, gj,k(ϕzj(wm))e〉Cd
=
(
1−
∣∣ϕzj(wk)∣∣2)n+1+αq 〈a′j,k, e〉Cd .
This expression implies that the sequence
∣∣∣〈a′j,k, e〉Cd∣∣∣ ≤ C = C(n, p, ̺, r, α) independently of
j and k, because gj,k ∈ H
∞ has norm controlled by C(r, ̺),
(
U
(q,α)
z
)∗
is a bounded operator,
and fj is a normalized sequence of functions in A
p
α.
Now (ϕzj(w1), . . . , ϕzj(wM),
〈
a′j,1, e
〉
Cd
, . . . ,
〈
a′j,M , e
〉
Cd
) ∈ CM(n+1) is a bounded sequence
in j, and passing to a subsequence if necessary, we can assume that converges to a point
(v1, . . . , vM , 〈a
′
1, e〉Cd , . . . , 〈a
′
M , e〉Cd). Here |vk| ≤ tanh r and |a
′
k| ≤ C. This implies〈(
U (q,α)zj
)∗
fj, e
〉
Cd
→
M∑
k=1
〈
k(p,α)vk a
′
k, e
〉
Cd
which means that: (
U (q,α)zj
)∗
fj →
M∑
k=1
k(p,α)vk a
′
k =: h
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in the Lpα norm and moreover,∥∥∥∥∥
M∑
k=1
k(p,α)vk a
′
k
∥∥∥∥∥
Lpα
= lim
j→∞
∥∥∥(U (q,α)zj )∗ fj∥∥∥
Lpα
.
Since the operator U
(p,α)
zj is isometric and
∥∥Szj∥∥L(Apα,Apα) is bounded independently of j,
aS(r) = lim
j→∞
‖Sfj‖Apα = limj→∞
∥∥∥Szj(U (q,α)zj )∗fj∥∥∥
Apα
= lim
j→∞
∥∥Szjh∥∥Apα .
Since |zj | → 1, by using the compactness of MA it is possible to extract a subnet (zω) which
converges to some point x ∈MA \ B
n. Then Szωh→ Sxh in A
p
α, so
aS(r) = lim
ω
‖Szωh‖Apα = ‖Sxh‖Apα . ‖Sx‖L(Apα) . sup
x∈MA\Bn
‖Sx‖L(Apα) .
The above limit uses the continuity in the SOT as guaranteed by Proposition 4.12. 
Theorem 5.3. Let 1 < p <∞, α > −1 and S ∈ Tp,α. Then there exist constants depending
only on n, p, and α such that:
aS ≈ bS ≈ cS ≈ ‖S‖e .
Proof. By Theorem 3.1 there are Borel sets Fj ⊂ Gj ⊂ B
n such that
(i): Bn = ∪∞j=1Fj;
(ii): Fj ∩ Fk = ∅ if j 6= k;
(iii): each point of Bn lies in no more than N(n) of the sets Gj;
(iv): diamβ Gj ≤ d(p, S, ǫ)
and ∥∥∥∥∥STµ −
∞∑
j=1
M1FjSTµ1Gj
∥∥∥∥∥
L(Apα,L
p
α)
< ǫ. (23)
Set
Sm =
∞∑
j=m
M1FjSTµ1Gj .
Next, we consider one more measure of the size of S,
lim
m→∞
∥∥∥∥∥
∞∑
j=m
M1FjSTµ1Gj
∥∥∥∥∥
L(Apα,L
p
α)
= lim
m→∞
‖Sm‖L(Apα,Lpα) .
First some observations. Since every z ∈ Bn belongs to only N(n) sets Gj , Lemma 2.15 gives
∞∑
j=m
∥∥∥Tµ1Gj f∥∥∥pApα .
∞∑
j=1
∥∥1Gjf∥∥pLp(Bn,Cd;µ) . ‖f‖pApα . (24)
Also, since Tµ is bounded and invertible, we have that ‖S‖e ≈ ‖STµ‖e. Finally, we will need
to compute both norms in L(Apα, A
p
α) and L(A
p
α, L
p
α). When necessary, we will denote the
respective essential norms as ‖ · ‖e and ‖ · ‖ex. It is easy to show that
‖R‖ex ≤ ‖R‖e ≤ ‖Pα‖(Lpα,Apα) ‖R‖ex .
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The strategy behind the proof of the theorem is to demonstrate the following string of
inequalities
bS ≤ cS . lim
m→∞
‖Sm‖L(Apα,Lpα) . bS (25)
‖S‖e . limm→∞
‖Sm‖L(Apα,Lpα) . aS . ‖S‖e . (26)
The implied constants in all these estimates depend only on p, α and the dimension of the
domain, n and the dimension of the range, d. Combining (25) and (26) we have the theorem.
We prove now the first two inequalities in (26).
Fix f ∈ Apα of norm 1 and note that
‖Smf‖
p
Lpα
=
∞∑
j=m
∥∥∥M1FjSTµ1Gj f∥∥∥pLpα
=
∞∑
j=m

∥∥∥M1FjSTµ1Gj f∥∥∥Lpα∥∥∥Tµ1Gj f∥∥∥Apα

p ∥∥∥Tµ1Gj f∥∥∥pApα
≤ sup
j≥m
sup
{∥∥∥M1FjSg∥∥∥pLpα : g ∈ Tµ1Gj (Apα), ‖g‖Apα = 1
}∑
j≥m
∥∥∥Tµ1Gj f∥∥∥pApα
. sup
j≥m
sup
{∥∥∥M1FjSg∥∥∥pLpα : g ∈ Tµ1Gj (Apα), ‖g‖Apα = 1
}
. (27)
In the last step we use the estimate in (24). Since diamβ Gj ≤ d, by selecting zj ∈ Gj we
have Gj ⊂ D(zj, d), and so Tµ1Gj (A
p
α) ⊂ T1µD(zj ,d)(A
p
α). Since zj approaches the boundary,
we can select an additional sequence 0 < γm < 1 tending to 1 such that |zj| ≥ γm when
j ≥ m. Using (27) we find that
‖Sm‖L(Apα,Lpα) . sup
j≥m
sup
{∥∥∥M1FjSg∥∥∥Lpα : g ∈ Tµ1Gj (Apα), ‖g‖Apα = 1
}
(28)
. sup
|zj |≥γm
sup
{∥∥∥M1D(zj,d)Sg∥∥∥Lpα : g ∈ Tµ1D(zj,d)(Apα), ‖g‖Apα = 1
}
(29)
. sup
|zj |≥γm
sup
{
‖Sg‖Lpα : g ∈ Tµ1D(zj ,d)(A
p
α), ‖g‖Apα = 1
}
.
Since γm → 1 as m→∞, we get
lim
m→∞
‖Sm‖L(Apα,Lpα) . aS(d).
From (23) we see that
‖STµ‖ex ≤ limm→∞
‖Sm‖L(Apα,Lpα) + ǫ . aS(d) + ǫ . aS + ǫ,
giving ‖STµ‖ex ≤ limm→∞ ‖Sm‖L(Apα,Lpα) . aS, since ǫ is arbitrary. Therefore,
‖S‖e ≈ ‖STµ‖e . ‖STµ‖ex ≤ limm
‖Sm‖L(Apα,Lpα) . aS. (30)
This gives the first two inequalities in (26). The remaining inequality is simply (22), which
was proved in Theorem 5.2.
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We now consider (25). If 0 < r < 1, there exists a positive integer m(r) such that⋃
j<m(r) Fj ⊂ rB
n. Then∥∥∥M1(rBn)cS∥∥∥
L(Apα,L
p
α)
∥∥T−1µ ∥∥−1L(Apα,Apα) ≤ ∥∥∥M1(rBn)cSTµ∥∥∥L(Apα,Lpα)
≤
∥∥∥∥∥M1(rBn)c
(
STµ −
∞∑
j=1
M1FjST1Gjµ
)∥∥∥∥∥
L(Apα,L
p
α)
+
∥∥∥∥∥M1(rBn)c
∞∑
j=1
M1FjST1Gjµ
∥∥∥∥∥
L(Apα,L
p
α)
≤ ǫ+
∥∥∥∥∥∥
∞∑
j=m(r)
M1FjST1Gjµ
∥∥∥∥∥∥
L(Apα,L
p
α)
= ǫ+
∥∥Sm(r)∥∥L(Apα,Lpα) .
This string of inequalities easily yields
cS = lim
r→1
∥∥∥M1(rBn)cS∥∥∥
L(Apα,L
p
α)
. lim
m→∞
‖Sm‖L(Apα,Lpα) . (31)
Also, (29) gives that
lim
m→∞
‖Sm‖L(Apα,Lpα) . lim|z|→1
∥∥∥M1D(z,r)S∥∥∥
L(Apα,L
p
α)
. bS. (32)
Combining the trivial inequality bS ≤ cS with (31) and (32) we obtain (25). 
We can now deduce two results from these theorems. First, we give a way to compute the
essential norm of an operator.
Corollary 5.4. Let α > −1 and 1 < p <∞ and S ∈ Tp,α. Then
‖S‖e ≈ sup
‖f‖
A
p
α
=1
lim
|z|→1
‖Szf‖Apα .
Proof. It is easy to see from Lemma 4.12 and the compactness of MA that
sup
x∈MA\Bn
‖Sxf‖Apα = lim|z|→1
‖Szf‖Apα .
But then,
sup
x∈MA\Bn
‖Sx‖L(Apα,Apα) = sup
‖f‖
A
p
α
=1
lim
|z|→1
‖Szf‖Apα .
The result then follows from Theorem 5.2. 
The next is the main result of the paper.
Theorem 5.5. Let 1 < p <∞, α > −1 and S ∈ L(Apα). Then S is compact if and only if
S ∈ Tp,α and B(S) = 0 on ∂B
n.
Proof. If B(S) = 0 on ∂Bn, Proposition 4.14 says that Sx = 0 for all x ∈ MA \ B
n. So, if
S ∈ Tp,α, Theorem 5.2 gives that S must be compact.
In the other direction, if S is compact then B(S) = 0 on ∂Bn by (20). So it only remains
to show that S ∈ Tp,α. Since every compact operator on A
p
α can be approximated by finite
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rank operators, it suffices to show that all rank one operators are in Tp,α. Rank one operators
have the form f ⊗ g, given by
(f ⊗ g)(h) = 〈h, g〉A2α f,
where f ∈ Apα, g ∈ A
q
α, and h ∈ A
p
α.
We can further suppose that f and g are polynomials, since the polynomials are dense in
Apα and A
q
α, respectively (recall that in the vector-valued case a monomial is simply z
ne where
e is a constant vector in Cd). For a vector-valued function f , let f˜ be the matrix-valued
function whose diagonal is f and all other entries are zero. That is, the (i, i) entry of f˜ is
the ith entry of f and all off diagonal entries are zero. Also, define 1 to be the vector in Cd
consisting of all 1’s. Consider the following computation:(
Tf˜(1⊗ 1)Tg˜∗
)
h = Tf˜
(〈
P (g˜∗h), 1
〉
A2α
1
)
= P
(〈
P (g˜∗h), 1
〉
A2α
f˜1
)
= P
(
〈h, g˜1〉A2α f˜1
)
= 〈h, g〉A2α f
= (f ⊗ g)(h).
So, it suffices to show that 1 ⊗ 1 ∈ Tp,α. Let W be the matrix consisting of all 1’s, and let
δ0 be the point mass at 0. Then:
Tδ0Wh = Wh(0)
=
(
d∑
i=1
〈h(0), ei〉Cd
)
1
=
∫
Bn
〈h(z), 1〉
Cd
1dvα(z)
= 〈h, 1〉A2α 1
= (1⊗ 1)(h).
By Theorem 4.1, Tδ0W is a member of Tp,α. 
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