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Inhaltsangabe
Aktuelle Fahrzeuginformationssysteme bieten ihren Nutzern eine Vielfalt an Funktio-
nen, wie die Auswahl eines gewu¨nschten Radiosenders, das Abspielen einer Musik-
playlist oder das Starten einer Navigation. Aktuell steht Nutzern dabei zu jeder Zeit
der volle Funktionsumfang des Systems zur Verfu¨gung.
Um die wachsende Anzahl an Funktionen fu¨r den Nutzer bedienbar zu halten,
mu¨ssen zuku¨nftige Fahrzeuginformationssysteme in der Lage sein, die vom Nutzer
gewu¨nschte Funktion zu erkennen und den Nutzer dabei zu unterstu¨tzen diese
Funktion schnell zu erreichen. Die vom Nutzer gewu¨nschte Funktion kann dabei
von der aktuellen Situation in der sich der Nutzer befindet abha¨ngen, weshalb das
Fahrzeuginformationssystem in der Lage sein muss die aktuelle Situation zu erkennen
und sein Systemverhalten entsprechend zu adaptieren.
Im ersten Teil der vorliegenden Arbeit wird gezeigt, wie Fahrzeuginformationssysteme
im Rahmen eines Modell-basierten Entwicklungsprozesses und unter Zuhilfenahme
von Ontologien, basierend auf einer Vielzahl an Kontextinformationen ein Situations-
versta¨ndnis erhalten ko¨nnen.
Der zweite Teil der Arbeit zeigt anschließend auf, wie Bayes’sche Netze genutzt
werden ko¨nnen um individuelle Bedu¨rfnisse und Gewohnheiten der Nutzer dabei zu
beru¨cksichtigen.
Die vorgestellten Ansa¨tze und Technologien werden auf die zu Beginn erhobenen
Anforderungen hin evaluiert. Die implementierten Verfahren werden hinsichtlich ihrer
Leistung untersucht, mit dem Ziel die Leistungsfa¨higkeit der Modelle zu maximieren
und so fu¨r ein bestmo¨gliches Laufzeitverhalten zu sorgen.
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1. Einfu¨hrung
”
Try to make sense of what you see and wonder about what makes the
universe exist. Be curious, and however difficult life may seem, there
is always something you can do, and succeed at.
It matters that you don’t just give up.“
(Stephen Hawking, britischer Astrophysiker, [Haw12])
Fahrzeuginformationssystem (FIS) haben sich in den letzten Jahren teils dramatisch
im Hinblick auf ihren Funktionsumfang vera¨ndert. Wa¨hrend sie in den 1980er Jahren
im wesentlichen zum Radio ho¨ren, oder zum Abspielen einer CD oder Kassette
verwendet wurden, unterstu¨tzen sie ihren Nutzer heutzutage durch deutlich kom-
plexere Subsysteme, wie beispielsweise einer staufreien Navigation, der Anbindung
einer W-LAN-fa¨higen Kamera, oder dem Abspielen von Musik aus einer Vielzahl an
Streaming-Diensten. Dabei ist davon auszugehen, dass die Anzahl an Features, die
Nutzer von ihrem FIS erwarten, stetig steigen wird1. Daher ist es unabdingbar, Be-
dienkonzepte, Systemarchitekturen und Software-Entwicklungsprozesse zu erforschen,
die es erlauben, funktionsreiche FIS zu entwickeln und zu bedienen.
In der Konzernforschung der Volkswagen AG werden, mit bewusster Distanz zur
Serienentwicklung, Ideen und Konzepte fu¨r zuku¨nftige Fahrzeuge des Volkswagen
Konzerns entwickelt und untersucht. Im Bereich der FIS za¨hlen dazu neue Bedienkon-
zepte, die es erlauben, das System versta¨ndlich und mo¨glichst intuitiv bedienen zu
ko¨nnen. Dazu werden, vor einem mo¨glichen Serieneinsatz, prototypische Umsetzungen
solcher Systeme, zum Beispiel durch Nutzerstudien, oder Expertenbefragungen, evalu-
iert. Um eine solche Evaluation durchfu¨hren zu ko¨nnen, mu¨ssen neue Bedienkonzepte
mo¨glichst schnell und ohne allzu großen Aufwand umgesetzt und in ein Fahrzeug
integriert werden ko¨nnen.
1 http://www.consumerreports.org/cro/magazine/2013/04/connect-with-your-car.
Zuletzt u¨berpru¨ft am 19.10.2016.
2 1. Einfu¨hrung
Diese neuen Bedienkonzepte gehen davon aus, dass funktionsreiche FIS genau dann
gut bedienbar bleiben, wenn sie in die Lage versetzt werden, die Intentionen ihrer
Nutzers zu erkennen. Dabei genu¨gt es jedoch nicht, dieses Erkennung a posteriori,
also nach der Bedienung durch den Nutzer durchzufu¨hren. Vielmehr muss das System
zur Laufzeit, also wa¨hrend der Nutzer es bedient, verstehen, welche Ergebnisse der
Nutzer zu erreichen versucht. Analog zur zwischenmenschlichen Kommunikation
gelingt diese Erkennung genau dann am besten, wenn das System in der Lage ist,
die aktuelle Situation, in der sich der Nutzer und das Fahrzeug aktuell befinden, zu
verstehen. Ein solches Versta¨ndnis kann erlangt werden, indem die einzelnen Senso-
ren, die dem System zur Verfu¨gung stehen, als Kontextinformationen interpretiert
und genutzt werden. Diese Kontextinformationen ko¨nnen von Entwicklern solcher
Systeme verwendet werden, um zu definieren, welche konkreten Auspra¨gungen von
Kontextinformationen (also welche gemessenen Sensorwerte), auf eine bestimmte
Situation und damit auf eine bestimmte Nutzerintention schließen lassen.
Dabei fa¨llt auf, dass die Definition solcher Systeme und der damit verbundenen
Abbildung von Kontextinformationen auf Nutzerintentionen aus zweierlei Gru¨nden
nicht ausschließlich von Entwicklern solcher Systeme geleistet werden kann. Der
erste Grund ist die mit diesen Systemen einhergehende Komplexita¨t. In aktuellen
Fahrzeugen sind ca. 400 Sensoren verbaut, die den Zustand des Fahrzeugs, des
Fahrers und deren Umwelt erfassen. Die dabei entstehende Menge an mo¨glichen
Datenkombinationen auf Nutzerintentionen abzubilden, ist ein hochgestecktes Ziel.
Der zweite, entscheidendere Grund ist jedoch, dass Nutzer bei der Bedienung ihrer
FIS, individuellen Mustern folgen. Dieser Umstand macht es fu¨r einen Software-
Entwickler unmo¨glich, ein FIS zu entwerfen, indem er sa¨mtliche Abbildungen zwischen
Kontextinformationen und Nutzerintentionen vorgibt. Vielmehr muss das System
von ihm in die Lage versetzt werden, das Systemverhalten an den jeweiligen Nutzer
zu adaptieren und dessen Verhalten zu lernen.
Mit dem Ziel, prototypische FIS erlebbar zu machen, welche die Fa¨higkeiten besitzen,
die aktuelle Situation des Nutzers zu verstehen und auf Basis dieses Versta¨ndnisses,
die Intentionen eines Nutzers zu erkennen und zu lernen, stellt sich die Frage, wie und
mit Hilfe welcher technischen Konzepte, sich solche Systeme entwickeln und ausfu¨hren
lassen. Motiviert durch diese Fragestellung, entstand die vorliegende Dissertation in
der Abteilung FIS in der Konzernforschung der Volkswagen AG. Dazu stand nicht
im Fokus, einzelne konkrete Anwendungsfa¨lle im Hinblick auf die Nutzerakzeptanz
zu evaluieren. Vielmehr konzentriert sich die vorliegende Arbeit darauf aufzuzeigen,
wie solche Systeme prototypisch entwickelt werden ko¨nnen.
Um diese Fragestellung beantworten zu ko¨nnen, ist diese Arbeit wie folgt strukturiert:
Kapitel 2 vermittelt zuna¨chst Grundlagen, die zum Versta¨ndnis der darauf folgenden
Kapitel erforderlich sind. In Kapitel 3 werden anschließend die Ergebnisse der im
Rahmen dieser Forschungsarbeit durchgefu¨hrten Anforderungsanalyse vorgestellt,
welche auf Basis von Experteninterviews durchgefu¨hrt wurde und darlegt, welche
Anforderungen an Systeme zum Verstehen der aktuellen Situation und zur Erkennung
von Nutzerintentionen gestellt werden. Auf Basis dieser Anforderungen werden in
Kapitel 4 verschiedene Techniken zur Modellierung von Systemen zur Verarbeitung
von Kontextinformationen vorgestellt und miteinander verglichen. Da dabei gezeigt
werden kann, dass Ontologien eine vielversprechende Grundlage fu¨r die Modellierung
3von Kontextinformationen sein ko¨nnen, wird im weiteren Verlauf dieses Kapitels
erla¨utert, wie genau Ontologien dazu verwendet werden ko¨nnen und welche Erweite-
rungen dazu im Rahmen dieser Arbeit entwickelt und eingefu¨hrt wurden. Kapitel 5
wird anschließend analog dazu aufzeigen, welche Techniken zur Modellierung von
Nutzerintentionen zur Verfu¨gung stehen und wie Bayes’sche Netz dazu verwendet
werden ko¨nnen. In Kapitel 6 wird pra¨sentiert, wie die beiden, bis dahin vorgestellten,
Teilsysteme zur Verarbeitung von Kontextinformationen und zur Erkennung von
Nutzerintentionen, in einem System zusammengefu¨hrt werden ko¨nnen und wie dieses
System implementiert werden kann. Kapitel 7 stellt das kontext- und intentionssen-
sitive FIS INIS vor, welches die in der vorliegenden Dissertation erforschten und
implementierten Modelle und Software-Architekturen nutzt, um die Intentionen seines
Nutzers auf Basis der aktuellen Situation zu erkennen und zu lernen. Kapitel 8 fasst





Die akademische Freiheit ist die Freiheit,
so viel lernen zu du¨rfen, wie man nur will.“
(Rudolf Virchow, deutscher Pathologe)
In diesem Kapitel werden grundlegende Informationen und Forschungsergebnisse
pra¨sentiert, die zum weiteren Versta¨ndnis der vorliegenden Arbeit no¨tig sind. Dazu
wird in Abschnitt 2.1 zuna¨chst auf die Merkmale aktuell zur Verfu¨gung stehender
Daten im Fahrzeug eingegangen, um ein Versta¨ndnis u¨ber die potentielle Aussagekraft
dieser Daten zu schaffen. Anschließend werden in Abschnitt 2.2 Grundlagen zur
Entwicklung und Modellierung kontextsensitiver Systeme erla¨utert, um den im spa¨ter
Verlauf dieser Arbeit vorgestellten Prozess zur Modellierung von Kontextinforma-
tionen einordnen und bewerten zu ko¨nnen. Abschließend werden in Abschnitt 2.3
Grundlagen zur Erkennung von Nutzerintentionen, dafu¨r notwendige Softwaresysteme
und deren Entwicklung und Modellierung vorgestellt, um den zweiten wissenschaftli-
chen Beitrag der vorliegenden Arbeit, der Modellierung von Systemen zur Erkennung
Nutzerintentionen, im weiteren Verlauf einordnen zu ko¨nnen. Abschnitt 2.4 fasst das
Kapitel abschließend zusammen.
2.1 Daten im Fahrzeug
Aktuelle Fahrzeuge verfu¨gen u¨ber eine Vielzahl an Sensoren, die verschiedene Gege-
benheiten erfassen und in elektrische Signale umwandeln [Rei10]. In diesem Abschnitt
wird aufgezeigt, wie die Vielfalt an Daten im Fahrzeug strukturiert werden ko¨nnen
und welche Techniken zur Kommunikation von Daten innerhalb eines Fahrzeuges
zur Verfu¨gung stehen. Dabei wird auch gezeigt, welche Vorarbeiten diesbezu¨glich in
der Konzernforschung der Volkswagen AG geleistet wurden, da diese im spa¨teren
Verlauf der vorliegenden Arbeit von Bedeutung sein werden.
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2.1.1 Fahrer, Fahrzeug und Umwelt
In der Literatur zeigt sich, dass die im Fahrzeug anfallenden Daten, ihrem Ursprung
entsprechend, in die Doma¨nen Fahrer, Fahrzeug und Umwelt eingeteilt werden ko¨nnen
und es je nach Anwendungsfall auch Wechselwirkungen zwischen den einzelnen Daten
dieser Doma¨nen geben kann. Die Gesamtheit der Daten aus diesen drei Doma¨nen
wird dabei als Kontext referenziert. Die folgenden Zitate und Erkla¨rungen besta¨tigen
diese Aussagen exemplarisch.
Beim Entwurf eines Systems zum Kontextmanagement-Systems sagt Hoch in seiner
Dissertation [Hoc09], dass zur vollsta¨ndigen Erfassung des aktuellen Nutzerkontexts
mo¨glichst viele, vor allem aber Daten aus den Bereichen Fahrer, Fahrzeug und Umwelt
beru¨cksichtigt werden mu¨ssen.
”
Der Kontext wird in dieser Arbeit nicht applikationsbezogen definiert,
sondern liefert in Form der Kontextparameter eine allumfassende, ein-
heitliche Wissensbasis zur Situationsbeschreibung fu¨r eine Entita¨t eines
Fahrzeug-Umwelt-Fahrer-Systems.“
(Hoch [Hoc09])
Im Handbuch Fahrerassistenz [WHW09] stellen Winner et al. fest, dass es bei der
Benutzung und auch der Bewertung von Fahrerassistenzsystemen nicht genu¨gt le-
diglich auf die reine Funktion des Assistenzsystems zu schauen, sondern, dass das
Zusammenspiel zwischen Fahrer, Fahrzeug und Umwelt (bzw. Umgebung) betrachtet
werden mu¨ssen.
”
Es wird deutlich, dass es sich hierbei um eine Zieldimension handelt, die
nur in einer Gesamtfahrzeug-Umgebung bewertet werden kann – es muss
immer das Gesamtsystem aus Fahrer, Fahrzeug und Umgebung betrachtet
werden.“
(Winner et al. [WHW09])
Bei der Entwicklung eines Intelligent Driver Assistance Systems (I-DAS), merken
Kannan et al. [KTK10] an, dass es zur Entwicklung eines intelligenten Systems ent-
scheidend ist, neben den physikalischen Eigenschaften des Fahrzeugs, auch die aktuelle
Fahrsituation, Fahreraktivita¨ten und die Fahrzeugumgebung zu beru¨cksichtigen.
”
The inputs are taken from the driver, vehicle, and external environment
sensors and given to the system.“
(Kannan et al. [KTK10])
Auch Knoll schreibt, dass bei der Entwicklung eines Fahrerassistenzsystems (FAS)
sowohl das Fahrzeug und dessen Umfeld, als auch der Fahrer selbst beru¨cksichtigt
werden mu¨ssen. Nur wenn Daten aus allen drei Doma¨nen beru¨cksichtigt werden, so
Knoll weiter, “[...] sind eine Verbesserung des Komforts, der Verkehrssicherheit, und




Fahrer, Fahrzeug mit Fahrerassistenzsystem (FAS) und das Umfeld des
Fahrzeugs wirken in Raum und Zeit eng zusammen.“
(Knoll [Kno10])
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Scha¨uffele et al. stellen fest, dass sowohl der Fahrer, als auch die Umwelt das Fahrzeug
beeinflussen ko¨nnen und die drei Komponenten Fahrer, Fahrzeug und Umwelt daher
ein u¨bergeordnetes Gesamtsystem bilden. Die Autoren berichten weiter, dass “[...]





Fahrer und Umwelt ko¨nnen das Verhalten des Fahrzeugs beeinflussen und
sind Komponenten des u¨bergeordneten Systems Fahrer-Fahrzeug-Umwelt.“
(Scha¨uffele et al. [SZ13])
Auch in den Arbeiten von Fletcher [FPZ05] und Zhang [ZWH04] la¨sst sich, wenn-
gleich auch nicht explizit erwa¨hnt, erkennen, dass von einer solchen Klassifizierung
ausgegangen wird. Eine Einteilung, der in einem Fahrzeug anfallenden Daten, in die
Kategorien Fahrer, Fahrzeug und Umwelt wird aufgrund der oben beschriebenen,
aktuellen Forschungslage und der in der Volkswagen AG gesammelten Erfahrung
mit dem Umgang von Daten im Automobil, auch im weiteren Verlauf dieser Arbeit
Anwendung finden.
2.1.2 Kommunikation von Daten
Die Kommunikation von Daten im Fahrzeug, wird seit den 1980er Jahren u¨berwiegend
mit Hilfe eines Controller Area Network (CAN) abgewickelt [MS10]. Die Teilnehmer
eines solchen CAN-Netzwerkes sind dabei durch ein Bus-System miteinander verbun-
den, so dass alle auf den Bus geschriebenen Informationen allen anderen Teilnehmern
zur Verfu¨gung stehen. U¨ber das Aussenden von Botschaften, die mit einer bestimmten
ID versehen werden, ko¨nnen so Informationen an alle anderen Teilnehmer verteilt
werden. Eine Komponente, die beispielsweise die Fahrzeuggeschwindigkeit erfasst,
wu¨rde diese zyklisch auf dem CAN-Bus zur Verfu¨gung stellen. Die Kommunikation
kann daher auch als signalbasiert beschrieben werden und findet in einer n-zu-n
Beziehung statt.
Im Laufe der darauf folgenden Jahre, wurden aufgrund wachsender Anforderungen
und eines steigenden Kostendrucks, weitere Kommunikationskana¨le entwickelt und
in Fahrzeuge integriert. Dazu za¨hlen beispielsweise das Local Interconnect Network
(LIN) [ZS14], Media Oriented Systems Transport (MOST) [ZS14], FlexRay [Rau08,
ZS14] oder auch BroadR Reach1 [HSM12].
2.1.2.1 Abstraktion durch EXLAP
Aufgrund der dadurch entstehenden Vielfalt von Kommunikationskana¨len, wurde
bereits im Jahr 2006 in der Konzernforschung der Volkswagen AG damit begonnen das
eXtensible Lightweight Asynchronous Protocol (EXLAP)2 zu entwickeln. Mit EXLAP
wurde insbesondere das Ziel verfolgt, die Vielzahl bestehender Kommunikationskana¨le
so zu abstrahieren, dass nachgelagerte Komponenten keine Kenntnis daru¨ber haben
mu¨ssen, u¨ber welchen Kanal sie Botschaften empfangen oder versenden mu¨ssen.
1 BroadR Reach wird von der Open Alliance entwickelt. Weitere Informationen ko¨nnen der Website
der Open Alliance entnommen werden: http://www.opensig.org/. Zuletzt u¨berpru¨ft am 19.10.2016.
2 EXLAP wurde unter der Creative Commons Namensnennung-Weitergabe unter gleichen Bedin-
gungen 3.0 Deutschland Lizenz vero¨ffentlicht unter kann unter folgendem Link abgerufen werden:
http://tinyurl.com/exlap-vw. Zuletzt u¨berpru¨ft am 19.10.2016.
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EXLAP definiert dabei die Kommunikation oberhalb der Transport-Schicht (vgl.
OSI-Modell [Sie93]). In bis dato durchgefu¨hrten Forschungsprojekten kamen bei den
darunter liegenden Schichten in u¨berwiegender Mehrzahl TCP, IP und Ethernet zum
Einsatz.
1 <Profile name="Math" version="1.1" xmlns="http://exlap.de/v1_2/protocol">
2 <About language="en">A simple mathematical service</About>
3 <Object context="global" url="Statistics" characteristic="dynamic">
4 <Description language="en">Object that represents the statistics of the
service operations.</Description>
5 <!-- @param TotalSum The total sum of all operation results. -->
6 <Absolute name="TotalSum" unit="1"/>
7 <!-- @param OperationsCount The number of performed operations. -->
8 <Absolute name="OperationsCount" unit="1" resolution="1"/>
9 </Object>
10 <Function url="Add">
11 <Description language="en">Simple function to add two values.</Description>
12 <In>
13 <!-- @param SummandA The first summand -->
14 <Absolute name="SummandA" unit="1"/>
15 <!-- @param SummandB The second summand -->
16 <Absolute name="SummandB" unit="1"/>
17 </In>
18 <Out>
19 <!-- @param Sum The resulting sum (summand a + summand b) -->
20 <Absolute name="Sum" unit="1"/>
21 <!-- @param Result Result status of the operation -->
22 <Enumeration name="Result">
23 <!-- @enum ok The operation was successful -->
24 <Member id="ok"/>






31 <Description language="en">Simple function to divide two values.</
Description>
32 <In>
33 <!-- @param Divident The divident -->
34 <Absolute name="Divident" unit="1"/>
35 <!-- @param Divisor The divisor -->
36 <Absolute name="Divisor" unit="1"/>
37 </In>
38 <Out>
39 <!-- @param Quotient The division result (i.e. the quotient) -->
40 <Absolute name="Quotient" unit="1"/>
41 <!-- @param Result Result status of the operation -->
42 <Enumeration name="Result">
43 <!-- @enum ok The operation was successful -->
44 <Member id="ok"/>
45 <!-- @enum divisionbyzero A division by zero error has happened -->
46 <Member id="divisionByZero"/>






Quelltext 2.1: Exemplarisches Exlap-Interface zur Definition eines Exlap-Dienstes
Auch das Kommunikationsparadigma wandelte sich mit EXLAP. Statt einer si-
gnalbasierten n-zu-n-Kommunikation, setzt EXLAP auf eine servicebasierte 1-zu-n-
Kommunikation, bei der ein EXLAP-Server sowohl Informationen als auch Methoden,
fu¨r eine unbestimmte Anzahl an EXLAP-Clients, zur Verfu¨gung stellt. Fu¨r das be-
reits oben genannte Beispiel der Fahrzeuggeschwindigkeit wu¨rde dies bedeuten, dass
EXLAP-Server zuna¨chst das Datenobjekt Fahrzeuggeschwindigkeit bereitstellt. Der
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dazugeho¨rige EXLAP-Client kann sich bei diesem EXLAP-Server anschließend auf
A¨nderungen dieses Objekts registrieren und wird von diesem fortan u¨ber A¨nderungen
der Fahrzeuggeschwindigkeit informiert.
Daraus ergibt sich, dass wa¨hrend der Entwicklung eines EXLAP-Clients die von
einem EXLAP-Server zur Verfu¨gung gestellten Daten und Methoden bekannt sein
mu¨ssen. Bereits wa¨hrend der Entwicklung des EXLAP-Servers liegt der Schwerpunkt
auf der Definition angebotenen Datenobjekte und Funktionen. Quelltext 2.1 zeigt
exemplarisch anhand eines Dienstes, der mathematischen Operationen zur Verfu¨gung
stellt, wie EXLAP-Dienste mit Hilfe einer XML-Datei definiert werden ko¨nnen.
Dabei ko¨nnen neben einer Beschreibung des Dienstes (vgl. Element About in Zeile
2), auch Datenobjekte (vgl. Element Object in Zeile 3ff.) und Funktionen (vgl.
Elemente Function in Zeile 10ff. und 30ff.) festgelegt werden. Ausgehend von dieser
Definition, ko¨nnen dann die Grundgeru¨ste der Quellcodes fu¨r EXLAP-Server und
EXLAP-Clients generiert werden, so dass ein Entwickler bei der Verwendung keinerlei
Aufwand in die Implementierung der Kommunikationsabla¨ufe zwischen Server und
Client investieren muss, sondern sich einzig und allein auf die Ausgestaltung der
eigentlichen Funktionen konzentrieren kann.
EXLAP wird insbesondere in Kapitel 6 der vorliegenden Arbeit eine erneute Er-
wa¨hnung finden, wenn erla¨utert wird, wie die bis dahin vorgestellten Techniken und
Methoden implementiert wurden.
2.1.2.2 Die OSGi Service Plattform
Wa¨hrend EXLAP dabei hilft, Daten zwischen verschiedenen Recheneinheiten inner-
halb eines Fahrzeuges zu kommunizieren, ist dessen Einsatz zur Kommunikation
zwischen Software-Komponenten, die auf einer Hardware zum Einsatz kommen, schon
allein wegen der Tatsache, dass jede Kommunikation mittels TCP geschieht und
daher den Netzwerkstacks des Betriebssystems durchlaufen muss, nicht optimal geeig-
net. Ein Plattform-Framework, das fu¨r solche Anwendungsfa¨lle ebenfalls bereits vor
Beginn der in dieser Arbeit beschriebenen Forschungsaktivita¨ten zur prototypischen
Umsetzung neuer FIS in der Konzernforschung der Volkswagen AG zum Einsatz
kommt, ist die OSGi Service Plattform. Seit 1999 wird sie von der Open Service
Gateway Initiative (seit 2004 bekannt als OSGi Alliance) als Zusammenschluss meh-
rerer Unternehmen, wie Oracle oder IBM entwickelt [Wu¨t08, Lu¨d12] und ermo¨glicht
es, ein Java-Software-System durch standardisierte Schnittstellen zu modularisieren
und die Ausfu¨hrung dieser einzelnen Module zentral zu u¨berwachen.
Zentraler Bestandteiler der OSGi Service Platform ist das OSGi-Framework. Es schafft
einen Ausfu¨hrungsrahmen fu¨r die einzelnen Module – die sogenannten OSGi-Bundles
– der es erlaubt, diese kontrolliert durch ihren Lebenszyklus zu fu¨hren. Die mo¨glichen
Zusta¨nde in diesem Zyklus sind in Abbildung 2.1 dargestellt. Sobald ein OSGi-Bundle
(repra¨sentiert durch eine .jar-Datei) in den Hauptspeicher des ausfu¨hrenden Systems
geladen wurde, befindet es sich im Zustand installed. Anschließend wird das
OSGi-Framework versuchen, dieses Bundle aufzulo¨sen. Dazu werden Abha¨ngigkeiten
zu anderen OSGi-Bundles erkannt und, falls erforderlich, diese anderen Bundles
in den Zustand gebracht, in dem sie die beno¨tigten Klassen zur Verfu¨gung stellen
ko¨nnen. Kann das Framework alle Abha¨ngigkeiten auflo¨sen, befindet sich das Bundle

















Abbildung 2.1: Lebenszyklus eines OSGi-Bundles als Zustandsautomat (entnommen
aus [Wu¨t08])
Sichtbarkeit, fu¨r andere OSGi-Bundles zur Verfu¨gung stellen. Zur tatsa¨chlichen
Ausfu¨hrung von Quellcode des Bundles ist es bis dahin jedoch noch nicht gekommen.
Dies geschieht erst, wenn das Framework im na¨chsten Schritt das OSGi-Bundle startet
und es dadurch in den Zustand starting bzw. active u¨berfu¨hrt. Durch eine
definierte Einsprungmethode (die start-Methode), wird so eine bestimmte Methode
des OSGi-Bundles vom Framework aufgerufen. Ausgehend von dieser Methode,
kann der Entwickler den weiteren Ablauf und die Funktionalita¨t des OSGi-Bundles
kontrollieren und steuern. Wird das OSGi-Framework heruntergefahren, beendet es
zuna¨chst all seine aktiven Bundles. Dazu wird diesen vom Framework die Mo¨glichkeit
gegeben eigene Aktivita¨ten zu beenden oder Ressourcen wieder freizugeben, indem
erneut ein standardisierte Methode (die stop-Methode) aufgerufen wird. Wa¨hrend
diese Methode ausgefu¨hrt wird, befindet sich das Bundle im Zustand stopping.
Nach Abschluss der Methode wieder im Zustand resolved. Abschließend ko¨nnen
Bundles deinstalliert werden (Zustand uninstalled), wodurch ihre Klasse dem
OSGi-Framework und anderen Bundles nicht la¨nger zur Verfu¨gung stehen.
Zur Kommunikation zwischen OSGi-Bundles, haben Entwickler die Mo¨glichkeit soge-
nannten OSGi-Services am Framework zu registrieren. So wird es anderen Bundles
(oder Services) mo¨glich, bestimmte Funktionsumfa¨nge oder Daten, anderen Bundles
zur Verfu¨gung zu stellen. Das fu¨r die Kommunikation zugrundeliegende Entwurfs-
muster (engl. design pattern), wird als Whiteboard Pattern bezeichnet [KH04]. Zur
Erkla¨rung dieses Musters sei exemplarisch angenommen, dass ein OSGi-Service im
Framework gestartet wurde, der die aktuelle Fahrzeuggeschwindigkeit zur Verfu¨gung
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public Interface VehicleSpeedListenner CMData {
public void receiveVehicleSpeed(double currentVehicleSpeed);
}
Quelltext 2.2: Exemplarisches Listener-Interface zum Empfangen einer
Fahrzeuggeschwindigkeit
stellen kann. Dieser Service soll wahlweise zyklisch, oder bei A¨nderung der Fahr-
zeuggeschwindigkeit, weiteren Bundles im Framework die aktuelle Geschwindigkeit
des Fahrzeugs mitteilen. Aufgrund der hohen Dynamiken im Framework, kennt der
Service jedoch die Bundles, welche die Fahrzeuggeschwindigkeit empfangen sollen,
nicht konkret. Wa¨hrend der Entwicklung wurde das in Quelltext 2.2 dargestell-
te Listener-Schnittstelle entworfen, welches eine Methode zum Empfangen einer
Fahrzeuggeschwindigkeit beinhalten. Bundles, welche die aktuelle Fahrzeuggeschwin-
digkeit zur Laufzeit von besagtem Service empfangen sollen, implementieren diese
Schnittstelle und registrieren sich damit bei der sogenannten Service-Registry. Soll
der Service, welcher die Fahrzeuggeschwindigkeit kennt, diese nun weitergeben, so
hat er die Mo¨glichkeit bei der Service-Registry die Referenzen auf die Bundles zu
bekommen, die sich als Listener fu¨r die Fahrzeuggeschwindigkeit registriert haben. Die
anschließende Kommunikation findet direkt und in einer 1-zu-1-Beziehung zwischen
den Services statt. Das Aufbauen dieser Beziehung geschieht, wie beschrieben, u¨ber
die Service-Registry.
Auch die OSGi Service Platform, sowie das dazugeho¨rige Whiteboard Pattern wird
in Kapitel 6 erneut eine zentrale Rolle spielen, da es als Basis fu¨r die im Rahmen
dieser Arbeit durchgefu¨hrten Implementierungen diente.
2.2 Kontext & kontextsensitive Systeme
Zu Beginn der 1990er Jahre setzen sich Wissenschaftler intensiver mit der Fragestel-
lung auseinander, wie Computersysteme entwickelt werden ko¨nnen, die den aktuellen
Kontext ihrer Verwendung beru¨cksichtigen. Dabei lag der Fokus zuna¨chst insbeson-
dere auf mobilen Systemen. So entwarfen Schilit et al. [ST94] etwa die sog. Active
Maps, die es erlaubten, mit Personen und Objekten in der na¨heren Umgebung zu
interagieren und das eigene Applikationsverhalten in Abha¨ngigkeit zum jeweiligen
Aufenthaltsort anzupassen. Etwas generischer wird die Definition von Kontext (und
damit auch von kontextsensitiven Systemen) Ende der 1990er Jahre, zum Beispiel
mit der Definition von Dey et al.:
”
Context is any information that can be used to characterize the situation
of an entity. An entity is a person, place, or object that is considered
relevant to the interaction between a user and an application, including
the user and applications themselves.“
(Dey et al. [DA99])
Als Kontext werden also Informationen verstanden, die die Situation, einer fu¨r die
Interaktion zwischen Nutzer und Applikation relevanten Entita¨t, na¨her beschreiben.
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Dazu za¨hlen nicht zuletzt auch der Nutzer und die Applikation selbst. Aufgrund der
Vielzahl der zur Bestimmung der aktuellen Situation erforderlichen Informationen,
ist die Erstellung kontextsensitiver Systeme keine triviale Aufgabe. Daher wurde,
ebenfalls beginnend in den 1990er Jahren, damit begonnen, Techniken und Methoden
zu untersuchen und zu entwickeln, die es erlauben kontextsensitive Systeme mo-
dellbasiert zu entwickeln. Die dabei entstandenen Ansa¨tze werden in den folgenden
Abschnitten vorgestellt.
2.2.1 Schlu¨ssel-Wert-Paare
Ein Schlu¨ssel-Wert-Paar bietet eine sehr primitive Mo¨glichkeit, Werten eine be-
stimmte Semantik zu verleihen, indem sie einem bestimmten Schlu¨ssel zugeordnet
werden. Im Rahmen kontextsensitiver Systeme ko¨nnen so, durch Sensoren ermittelte
Werte, einem bestimmten Schlu¨ssel zugeordnet werden. Je nach tatsa¨chlicher Auspra¨-
gung des Wertes eines bestimmten Schlu¨ssels kann sich das kontextsensitive System
dann ensprechend adaptieren. Wie Chen und Kotz zeigen [CK00], wurden Schlu¨ssel-
Wert-Paare vor allem in den 1990er Jahren verwendet um Systeme zu modellieren,
die ihr Verhalten in Relation zum aktuellen Aufenthaltsort des Nutzers vera¨ndern
[STW93, SAW94, VB96, Maa98]. Trotz aller Einfachheit dieser Modelle, ko¨nnen
einfache kontextsensitive Systeme damit schnell und ohne zu große Einstiegshu¨rden
erstellt werden. Fu¨r komplexere Systeme mangelt es Schlu¨ssel-Wert-Paaren jedoch
an Ausdruckssta¨rke. So gibt es beispielsweise keine Mo¨glichkeiten, Abha¨ngigkeiten
und Beziehungen zwischen einzelnen Kontextinformationen zu modellieren.
2.2.2 Logikbasierte Modelle
Einen historischen Abriss u¨ber die Entwicklung Logikbasierter Modelle von Kontext-
informationen wurde 2004 von Strang und Linnhoff-Popien vero¨ffentlicht [SLP04].
Zusammenfassend la¨sst sich sagen, dass Logikbasierte Modelle Regeln verwenden
(zum Beispiel mit Hilfe der Pra¨dikatenlogik), um durch Sensoren gemessene Kontextin-
formationen, mit einer Semantik zu versehen. Die Verwendung Logikbasierter Modelle
zur Beschreibung von Kontextinformationen geht zuru¨ck auf John McCarthy, der als
einer der ersten danach strebte, Kontextinformationen zu formalisieren, indem er sie
als sogenannte First-Class-Objekte3 betrachtete und dadurch eine Axiomatisierung4
der Kontextinformationen ermo¨glichte [McC93, MB97]. Akman und Surav basieren
ihre Arbeit auf der von Barwise und Perry eingefu¨hrten Situation Theory [BP81] und
erweitern diese, so dass Situationen, die durch Kontextinformationen beschrieben
werden, als First-Class-Objekte beschrieben werden ko¨nnen [AS97]. Auch Gray et
al. verwenden Logikbasierte Modelle zur Beschreibungen von Kontextinformationen,
stellen zusa¨tzlich dazu auch fest, dass Kontextinformationen, die zu meist durch
Sensoren ermitteln werden, immer einer gewissen Ungenauigkeit unterliegen [GS01].
Dieser Umstand wird im weiteren Verlauf dieser Arbeit von Bedeutung sein.
3 In Abha¨ngigkeit zu einer konkreten Programmiersprache, sind First-Class-Objekte jene, die
als Parameter oder Ergebnis einer Methode eingesetzt oder Variablen zugewiesen werden ko¨n-
nen [Sco09].
4 Axiomatisierung erlaubt es, ausgehend von einer Grundmenge an Fakten (den Axiomen), durch
Deduktion auf andere Fakten zu schließen [Car68].
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Giunchiglia und Ghidini bescha¨ftigen sich in ihren Arbeiten mit dem Auswerten
Logikbasierter Modelle [Giu92, GG01], sodass durch Logikbasierte Modelle model-
lierte kontextsensitive Systeme zur Laufzeit ausgewertet werden ko¨nnen und eine
Situationsbeschreibung weiteren Software-Komponenten zur Verfu¨gung gestellt wer-
den ko¨nnen. Durch die Verknu¨pfung und Kaskadierung der so erstellen Regeln,
ko¨nnen Logikbasierte Modelle komplexere Situationen einfacher beschreiben als ein-
fache Schlu¨ssel-Wert-Paare. Was jedoch auch Logikbasierten Modellen fehlt, ist die
Fa¨higkeit, Hierarchien zwischen einzelnen Kontextinformationen abzubilden [SLP04].
2.2.3 Profilbasierte Modelle
Profilbasierte Modelle beschreiben in erster Linie, in welcher Struktur Kontextinfor-
mationen zur Laufzeit vorliegen werden. Im Vergleich zu den bisher vorgestellten Mo-
dellen erlauben sie es auch, Hierarchien und Abha¨ngigkeiten zwischen verschiedenen
Kontextinformationen abzubilden [SLP04]. Ein fru¨hes Beispiel fu¨r Profilbasierte Mo-
delle fu¨r Kontextinformationen stellen die stick-e-notes von Brown et al. dar [BBX97].
Sie nutzen die Standard Generalized Markup Language (SGML) und entwickeln eine
eigene Document Type Definition (DTD), die festlegt, welche Kontextinformationen
in welchem Umfang das Verhalten des Systems zur Laufzeit vera¨ndern.
Weitere Profilbasierte Modellierungen von Kontextinformationen, wie zum Beispiel
Composite Capabilities/Preference Profiles (CC/PP)5, basieren auf dem Resource
Description Framework (RDF)6. CC/PP wurde urspru¨nglich zur Beschreibung der
Fa¨higkeiten eines bestimmten Gera¨ts (zum Beispiel einem Mobiltelefon) gegenu¨ber
einem weiteren Gera¨t (zum Beispiel einem Webserver) entwickelt. CC/PP unterliegt
sowohl einem festgelegtem Vokabular, als auch einer festgelegten Hierarchie [SLP04].
Dynamisches Hinzufu¨gen neuer Informationen oder neuer Strukturen ist daher unter
Verwendung von CC/PP nicht mo¨glich.
Es existieren auch Ansa¨tze, CC/PP als allgemeine Beschreibung von Kontextinforma-
tionen zu erweitern, so zum Beispiel die Comprehensive Structured Context Profiles
(CSCP) [HBSS02] oder die CC/PP Context Extension [IRRH03]. Zwar ko¨nnen im
Vergleich zu CC/PP Hierarchien flexibel zur Modellierungszeit festgelegt werden und
sind nicht, wie bei CC/PP, durch die Modellierungssprache selbst vorgegeben, jedoch
fehlt beiden Ansa¨tzen die Mo¨glichkeit, Beziehungen zwischen Kontextinformationen
auszudru¨cken und Kontextinformationen mit einer Wahrscheinlichkeit zu versehen.
Das Reflective Conceptual Model von Capra et al. [CEM01] ermo¨glicht es, einzel-
nen Applikationen eines Gesamtsystems XML-basierte Profile zu erstellen, in denen
definiert wird, welche Auswirkungen bestimmte Vera¨nderung am Kontext des Gesamt-
systems auf eben diese einzelne Applikation haben. Quelltext 2.3 zeigt exemplarisch
wie die Definition solcher Profile durchgefu¨hrt werden kann. In diesem Beispiel trennt
ein mobiles Gera¨t die Verbindung zu einem Server, wenn der Batterieladestand unter
einen bestimmten Wert x fa¨llt.
5 Spezifikation des World Wide Web Consortiums: http://www.w3.org/Mobile/CCPP/.
Zuletzt u¨berpru¨ft am 19.10.2016.
6 Spezifikation des World Wide Web Consortiums: http://www.w3.org/TR/REC-rdf-syntax/.
Zuletzt u¨berpru¨ft am 19.10.2016.
14 2. Grundlagen
1 <RESOURCE name="battery">
2 <STATUS operator="lessEqual" value=x/>
3 <BEHAVIOUR policy="disconnect"/>
4 </RESOURCE>
Quelltext 2.3: Reflective Conceptual Model (u¨bernommen aus [CEM01])
Im Vergleich zu Schlu¨ssel-Wert-Paaren bieten Profilbasierte Modelle den Vorteil,
dass sich mit Ihnen sowohl eine Situationsbeschreibung, als auch die Auswertung
einzelner Kontextinformationen vornehmen la¨sst. Nachteilig ist jedoch zu erwa¨hnen,
dass sowohl Indulska et al. [IRRH03] als auch Butler [But02] Probleme mit profil-
basierten Modellen aufgezeigt haben. Zuru¨ckzufu¨hren lassen sich diese Probleme
nach Strang et al. auch auf die Limitierungen der Extensible Markup Language
(XML) und RDF [SLP04]. Strang et al. berichten auch, dass geforderte Anforde-
rungen an Kontextmodelle von profilbasierten Modellen unerfu¨llt bleiben [SLP04].
Dazu za¨hlen unter anderem, dass profilbasierte Modelle keine automatische U¨ber-
pru¨fung bezu¨glich Vollsta¨ndigkeit und Widerspruchsfreiheit bereitstellen. Da solche
U¨berpru¨fungen nicht Teil der Modellierungssprache sind, mu¨ssen sie individuell auf
Anwendungsebene durchgefu¨hrt werden. Es fa¨llt auch auf, dass bestehende profilba-
sierte Modelle keine Mo¨glichkeiten bieten Aussagen u¨ber die Wahrscheinlichkeit von
einzelnen Kontextinformationen zu integrieren.
2.2.4 Grafische Modelle
Grafische Modelle bieten in der Regel den Vorteil einer einfachen und versta¨ndlichen
Art und Weise der Modellierung. Eine der wohl verbreitesten grafischen Modellie-
rungssprachen – die Unified Modeling Language (UML)7 – dient als Grundlage der
Ansa¨tze von Bauer [Bau03] und Sheng [SB05]. Bauer zeigt, dass sich Kontext auf Ba-
sis von UML-Klassendiagrammen modellieren la¨sst, um im Bereich der Flugsicherung
die aktuelle Situation von Flugzeugen zu erfassen.
Henricksen et al. merken hingegen an, dass UML zur Modellierung bestimmter
Eigenschaften von Kontextinformationen ungeeignet sei [HIR03]. Dazu za¨hlen un-
ter anderem Eigenschaften wie, Historien (also das Abbilden eines Werteverlaufs
fu¨r bestimmte Kontextinformationen), Unsicherheiten, Unvollsta¨ndigkeiten, Abha¨n-
gigkeiten sowie die Diversita¨t von Kontextinformationen. Es existieren zu dieser
Zeit zwar Ansa¨tze, die diese Anforderungen partiell erfu¨llen (beispielsweise Ansa¨tze
zur Modellierung von Datenqualita¨ten [WRK95] sowie eine Vielzahl von Techniken
zu temporalen Erweiterungen von Entity-Relationship-Modellen [HC99]), jedoch
existieren laut Henricksen et al. keine Ansa¨tze, die alle Anforderungen gleichzei-
tig erfu¨llen [HIR03]. Anstelle der Verwendung von UML schlagen Henricksen et al.
daher einen Ansatz vor, der auf der Verwendung des sogenannten Object-Role Mode-
lings (ORM) [Hal01] basiert und als Context Modeling Language (CML) bezeichnet
wird [HIR02, HIR03]. Das zentrale Mittel zur Modellierung mittels ORM sind Fakten.
Henricksen erweiterte das ORM um die Mo¨glichkeit, verschiedene Fakten zu katego-
risieren. Durch eine solche Kategorisierung wird es beispielsweise mo¨glich,7 statische
Fakten von dynamischen, sich zur Laufzeit vera¨ndernden Fakten, zu unterscheiden,
7 UML Spezifikationen: http://www.omg.org/spec/UML/. Zuletzt u¨berpru¨ft am 19.10.2016.
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oder die Quelle eines Faktes abzubilden. Des Weiteren fu¨hrten Henricksen et al. die
Mo¨glichkeit ein, Fakten und deren Beziehungen mit einer zeitlichen Komponente zu
versehen, um Historien von Kontextinformationen abbilden zu ko¨nnen. Abschließend
sei noch erwa¨hnt, das Henricksen et al. ORM so erweiterten, dass A¨nderungen in
einer Abha¨ngigkeit zwischen zwei Fakten automatisch zu einer Vera¨nderung einer
anderen Abha¨ngigkeit fu¨hren ko¨nnen.
2.2.5 Objektorientierte Modelle
Die objektorientierte Modellierung von Kontextinformationen basiert auf dem weit
verbreiteten Konzept der objektorientierten Programmierung. Die u¨bernommen
Konzepte, wie die Mo¨glichkeiten zur Vererbung, zur Kapselung und zur Wiederver-
wendung, unterstu¨tzen den Modellierer dabei, Kontextinformationen in Form von
Klassen und Schnittstellen abzubilden [SLP04]. Beziehungen zwischen Kontextinfor-
mationen ko¨nnen als Verweise zwischen Klassen abgebildet werden [Zim07].
Eine erste Verwendung einer objektorientierten Modellierung von Kontextinformatio-
nen la¨sst sich in der Arbeit von Bouzy et al. finden [BC97], die eine Modellierung von
Kontextinformationen nutzten, um Computer in die Lage zu versetzen das ca. 2.500
Jahre alte Brettspiel Go8 spielen zu ko¨nnen. Der fu¨r Go entscheidende Kontext kann
zeit-, ziel-, und umgebungsorientiert sein und global modelliert werden. Bouzy et al.
zufolge ist fu¨r den Erfolg des Go-spielenden Programms ausschlaggebend, dass es die
verschiedenen Kontexte beru¨cksichtigt. So sollte sich das Programm beispielsweise
zu Beginn des Spiels (zeitorientiert) andere Ziele verfolgen (zielorientiert) als im
spa¨teren Verlauf des Spiels.
Ein weiteres Beispiel fu¨r eine objektorientierte Modellierung von Kontextinfor-
mationen, stellen laut Strang et al. [SLP04] die von Schmidt et al. eingefu¨hrten
Cues [SBG99, Sv01] dar. Der entscheidende Unterschied zu anderen Ansa¨tzen liegt
darin, dass aus Sensoren in einem ersten Schritt auf sogenannte Cues abstrahiert
wird. Schmidt et al. zufolge wird dadurch eine Unabha¨ngigkeit zwischen der Sensorik-
Hardware und den Datenverarbeitenden Softwareschichten gewa¨hrleistet. Außerdem
ko¨nnen Cues dazu genutzt werden, um die von den Sensoren erzeugten Datenraten
zu reduzieren, indem zum Beispiel nicht alle Rohdaten direkt weitergeleitet werden,
sondern statistische Mittelwerte u¨ber eine bestimmte Zeit gebildet werden [Sv01].
Cheverst et al. setzten mit einer objektorientierten Modellierung von Kontextinfor-
mationen einen kontextsensitiven Reisefu¨hrer um [CMD99]. Dabei bewerten sie die
Konzepte der Kapselung von Informationen und Daten, sowie die Mo¨glichkeiten mit
dynamischen Daten umgehen zu ko¨nnen, als hilfreich und wertvoll.
Auch Dey et al. stellen mit dem Context Toolkit [DAS01] eine Mo¨glichkeit vor,
Kontextinformationen durch objektorientierte Modellierung zu beschreiben. Bei
der Implementierung wurden dabei Schwerpunkte auf eine verteilte, servicebasierte
Kommunikation zwischen allen beteiligten Komponenten gesetzt.
Weitere Beispiele fu¨r eine objektorientierte Modellierung von Kontextinformationen
lassen sich im Hydrogen-Framework [HSP+03] und dem Java Context Awareness
Framework [Bar05] finden.
8 Umfangreiche Informationen zu Go sind unter http://www.gobase.org zu finden.
Zuletzt u¨berpru¨ft am 19.10.2016.
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2.2.6 Ontologiebasierte Modelle
Ontologien ko¨nnen, allgemein gesprochen, genutzt werden, um Wissen einer bestimm-
ten Doma¨ne formal zu beschreiben [UG+96]. Die Repra¨sentation des Wissens einer
bestimmten Doma¨ne basiert dabei auf einer vereinfachten und abstrahierten Darstel-
lung der abzubildenden Daten und Fakten – der Konzeptualisierung [Gru93, GN87].
Solche Konzepte ko¨nnen von der reinen Existenz, von Gegensta¨nden und Fakten,
u¨ber Eigenschaften, bis hin zu Beziehungen zwischen diesen, reichen. In der Doma¨ne
des Automobils ko¨nnten so beispielsweise die Konzepte Kraftfahrzeug, Personen-
kraftwagen (PKW) und Person modelliert werden. Um § 4 Abs. 4 des deutschen
Personenbefo¨rderungsgesetzes gerecht zu werden, kann anschließend noch modelliert
werden, dass das Konzept PKW ein Kraftfahrzeug ist, das nicht mehr als neun
Personen transportieren kann und zum Zwecke der Personenbefo¨rderung dient. Stu¨ck
fu¨r Stu¨ck kann die Realita¨t so mit Hilfe von Ontologien formal beschrieben wer-
den. Die dabei erstellten Konzepte, repra¨sentiert durch Klassen in einer Ontologie,
ko¨nnen durch sogenannte Data Properties angereichert werden. Das Konzept PKW
kann so beispielsweise die Data Property Anzahl der Sitzplätze zugewiesen
werden, um hinterlegen zu ko¨nnen, wie viele Sitzpla¨tze eine konkrete Auspra¨gung
des Konzepts PKW hat. Diese konkreten Auspra¨gungen werden als Individuum
bezeichnet.
Eine der Sta¨rken von Ontologien besteht darin, implizites Wissen zur Laufzeit
explizit zu machen. Dieser Prozess wird als Reasoning bezeichnet und wird von einem
sogenannten Reasoner durchgefu¨hrt. Ein Individuum des Konzepts Kraftfahrzeug mit
der Eigenschaft fu¨nf Personen transportieren zu ko¨nnen und der Personenbefo¨rderung
zu dienen, kann so automatisch als PKW klassifiziert werden, auch wenn diese
Tatsache nicht explizit fu¨r dieses konkrete Individuum modelliert wurde. Durch die
Fa¨higkeit implizites Wissen explizit machen zu ko¨nnen, sind Reasoner auch in der
Lage Widerspru¨che innerhalb der Ontologie aufzudecken [HKRS08, Ber14]. Diese
Fa¨higkeit ist wa¨hrend der Modellierung von Fakten und deren Zusammenha¨nge
innerhalb einer Doma¨ne von Vorteil, da so automatisiert u¨berpru¨ft werden kann, ob
das Modell in sich konsistent ist.
Auch wenn Ontologien in ihren Grundzu¨gen stark an objektorientierte Program-
mierung erinnern, so gibt es entscheidende Unterschiede. Die erste Besonderheit
ist die sogenannte Open World Assumption [HKRS08]. Sie besagt, dass Fakten,
die nicht als Bestandteil der Ontologie modelliert wurden, nicht automatisch als
ungu¨ltig betrachtet werden ko¨nnen. Erga¨nzt man das oben genannte Beispiele um
das Konzept des Lastkraftwagen (LKW) und modelliert zusa¨tzliche die Tatsache,
dass auch ein LKW ein Kraftfahrzeug ist, wird ein Reasoner ein Individuum des Typs
Kraftfahrzeug nicht zweifelsfrei klassifizieren ko¨nnen, da es sowohl PKW als auch
LKW sein ko¨nnte. Erst durch das Hinzufu¨gen des Fakts, dass ein Kraftfahrzeug nicht
LKW und PKW gleichzeitig sein kann und das Hinzufu¨gen der Bedingung, dass PKW
zur Personen- und LKW zur Gu¨terbefo¨rderung eingesetzt werden, wird es einem
Reasoner mo¨glich, Kraftfahrzeuge zweifelsfrei als PKW oder LKW zu klassifizieren.
Die zweite Besonderheit, die es bei der Verwendung von Ontologien zu beachten gilt,
ist die sogenannte Non-unique Name Assumption. Diese Annahme geht davon aus,
dass Ressourcen durch mehrere Namen identifiziert werden ko¨nnen [HKRS08]. Auf
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Ontologien bezogen bedeutet diese Annahme, dass zum Beispiel mehrere Namen auf
ein und das selbe Individuum verweisen ko¨nnen [Ber14].
Ontologien wurde bereits Anfang der 1990er Jahre als vielversprechend erkannt. So
findet sich beispielsweise in der Arbeit von Gruber ein System zur einheitlichen
Beschreibung von Ontologien, die in verschiedenen Beschreibungssprachen erstellt
und bearbeitet werden ko¨nnen [Gru91, Gru93]. Einer der ersten Ansa¨tze zur Model-
lierung von Kontextinformationen mit Hilfe von Ontologien la¨sst sich in der Arbeit
von O¨ztu¨rk und Aamodt finden [O¨A97, SLP04]. Darin wird gezeigt, dass sowohl
Diagnosen als auch Behandlungen von Krankheiten von vielerlei Faktoren abha¨ngen.
Klassischerweise sind diese Faktoren und deren Auswirkungen auf eine Behandlung,
dem behandelnden Mediziner gut bekannt. O¨ztu¨rk und Aamodt zeigen jedoch auch,
dass Fakten, die sie ebenfalls als Kontext bezeichnen und die im Zusammenhang mit
bestimmten Krankheiten stehen, durch Ontologien beschrieben werden ko¨nnen.
Zu Beginn der 2000er Jahre wurden Ontologien dann vermehrt zur Beschreibung
ubiquita¨rer und kontextsensitive Systeme verwendet. Belege dafu¨r lassen sich bei-
spielsweise in den Arbeiten von Strang [Str03], Chen [CPFJ04], Gu [GWPZ04] und
Wang [WGZP04] finden. Dabei kommen alle Autoren zu dem Schluss, dass Ontologi-
en fu¨r die Modellierung von kontextsensitiven und ubiquita¨ren Computersystemen
sehr gut geeignet sind. Insbesondere die Mo¨glichkeit Ontologien als Wissensbasis in
interdisziplina¨ren Teams zu nutzen wird dabei gescha¨tzt. So sagt Chen beispielsweise:
”
Ontologies are key requirements for building pervasive context-aware systems, in
which independently developed sensors, devices, and agents are expected to share
contextual knowledge and to provide relevant services and information to users based
on their situational needs.“ [CFJ03]
SWRL-Regeln
Ontologien fehlte es dabei zuna¨chst an Mo¨glichkeiten, Zusammenha¨nge als einfache
Regeln zu formulieren. Erst im Jahr 2004, wurde die Semanic Web Rule Langua-
ge (SWRL) vorgestellt [HPSB+04]. Diese erlaubt es, komplexe Regeln mit Hilfe
aussagenlogischer Ausdru¨cke unter Verwendung mathematischer Formeln, Vergleichs-
operatoren und Variablen, zu formulieren. Ein Beispiel fu¨r eine solche Regel ist in
SWRL-Regel 2.1 dargestellt.
SWRL-Regel 2.1: Exemplarische Klassifikation eines Individuums der Klasse
Uhrzeit in die Klasse Vormittag in Abha¨ngigkeit der Data Property Stunde
a ∈ Uhrzeit ∧ a.Stunde ≥ 7 ∧ a.Stunde ≤ 12⇒ a ∈ Vormittag
Annotationen
Zu jedem Element einer Ontologie ko¨nnen sogenannte Annotationen hinzugefu¨gt
werden. Sie ermo¨glichen es, zusa¨tzliche Informationen an bestimmte Elemente zu
knu¨pfen. Sie ko¨nnen beispielsweise genutzt werden, um einzelne Elemente, wie
Klassen oder Data Properties, zu kommentieren. Bei der Auswertung der Ontologie
durch einen Reasoner u¨bernehmen die Annotationen bisher keine weiterfu¨hrenden
Aufgaben.
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Serialisiert werden Ontologien durch die Web Ontology Language (OWL) [MPSP12],
wie sie zum Beispiels auch von Gu [GWPZ04] und Wang [WGZP04] verwendet
werden.
2.2.7 Hybride Modelle
Werden mehrere der zuvor beschriebenen Modelle miteinander kombiniert, wird von
Hybriden Modellen gesprochen [BBH+10]. Dabei wird beabsichtigt, die Nachteile
des einen Modells durch den Einsatz eines weiteren Modells auszugleichen, um
kontextsensitive Systeme somit mo¨glichst umfangreich modellieren und die Modelle
zur Laufzeit mo¨glichst effizient auswerten zu ko¨nnen.
In der Literatur lassen sich einige Beispiele fu¨r Hybride Modelle finden. Agostini et al.
kombinieren beispielsweise Ontologien mit CC/PPs, um die Geschwindigkeit der Aus-
wertung des Kontextmodells zu erho¨hen [ABR09]. Henricksen et al. kombinieren die
von ihnen entwickelte CML ebenfalls mit Ontologien mit dem Ziel, den bis dato man-
gelhaften Umgang von Ontologien mit unvollsta¨ndigen Daten, zu verbessern [HLI04].
Auch Becker et al. argumentieren, dass die Auswertungsgeschwindigkeit von Ontolo-
gien gesteigert werden kann, wenn die in diesen hinterlegten Daten zuvor nach ihrem
Ort des Auftretens verarbeitet werden (sogenannte Spatial Models) [BN04]. Einen
a¨hnlichen Ansatz verfolgen auch Roussaki et al. [RSP+06]. Anstatt eines eignen
Modells, kombinieren sie Ontologien jedoch mit einem Datenbank-basierten Ansatz.
Auch diese beiden Ansatz ko¨nnen daher als Hybride Modelle betrachtet werden.
Eine gute U¨bersicht u¨ber Hybride Modelle und deren Vor- und Nachteile la¨sst sich
in [BBH+10] finden.
2.3 Erkennung von Nutzerintentionen
Zur Erkennung der Intentionen des Nutzers, mu¨ssen auch diese und ihre Abha¨ngigkei-
ten zum zuvor modellierten Kontext durch ein entsprechendes Modell repra¨sentiert
werden. Um das dafu¨r geeignetste Modell im spa¨teren Verlauf der vorliegenden Arbeit
auswa¨hlen zu ko¨nnen, werden in diesem Abschnitt die drei popula¨rsten Techniken
vorgestellt. Dazu za¨hlen: Entscheidungsba¨ume, Ku¨nstliche Neuronale Netze (KNN)
und Bayes’sche Netze.
Diese drei Techniken verfolgen auf drei verschiedenen Wegen das Ziel, unter Beru¨ck-
sichtigung bestimmter Eingangsgro¨ßen eine definierte Menge an Ausgangsgro¨ßen zu
bestimmen. Im Hinblick auf die Aufgabe der Erkennung von Nutzerintentionen sind
die Eingangsgro¨ßen der aktuelle Kontext des Nutzers, wa¨hrend die Ausgangsgro¨ßen
die zu erkennenden Nutzerintentionen darstellen.
2.3.1 Entscheidungsba¨ume
Entscheidungsba¨ume ko¨nnen verwendet werden, um bestimmte Fragestellungen in
Abha¨ngigkeit zur Auspra¨gung gegebener Fakten zu beantworten [Bre93]. Dabei
werden die Entscheidungswege in Form eines Baumes dargestellt. Knoten in die-
sem Baum repra¨sentieren dazu die fu¨r den Baum relevanten Eingangsgro¨ßen. Die
Blattknoten des Baumes repra¨sentieren die Auspra¨gungen der Ausgangsgro¨ßen des
Entscheidungsbaumes. Abbildung 2.2 veranschaulicht dieses Prinzip exemplarisch.

















Abbildung 2.2: Exemplarischer Entscheidungsbaum zur Wahl der eigenen Bekleidung
Auf Basis der beiden Eingangsgro¨ßen sonnig und warm soll entschieden werden,
ob eine kurze oder eine lange Hose als Bekleidung gewa¨hlt wird. Die Blattknoten des
Baumes tragen daher die Werte lange Hose oder kurze Hose. Der dargestellte
Entscheidungsbaum zeigt, dass zuna¨chst u¨berpru¨ft wird, ob die aktuelle Temperatur
als warm bewertet werden kann. Falls ja, kann direkt entschieden werden, dass es
sich empfiehlt eine kurze Hose zu tragen. Falls nein, wird auf der zweiten Ebene
des Baumes gepru¨ft, ob das Wetter als sonnig einzustufen ist. Ist das der Fall, wird
eine kurze Hose empfohlen, andernfalls eine lange Hose. Da die Eingangsgro¨ßen
dieses Entscheidungsbaumes immer zwei mo¨gliche Auspra¨gungen haben, kann dieser
auch als Bina¨rer Entscheidungsbaum bezeichnet werden. Es ist dadurch jedoch nicht
ausgeschlossen, dass Knoten in einem Entscheidungsbaum mehr als zwei mo¨gliche
Auspra¨gungen besitzen.
Induktion von Entscheidungsba¨umen
Zur Erstellung von Entscheidungsba¨umen ko¨nnen diese entweder manuell oder auf
Basis einer Datensammlung automatisiert erstellt werden. Die automatische Erstel-
lung von Entscheidungsba¨umen wird auch Induktion genannt, da von bekannten
Einzelfa¨llen auf den allgemeingu¨ltigen Entscheidungsbaum geschlossen wird.
Erste Ansa¨tze zur Induktion wurden bereits 1964 von Sonquist und Morgan durch
die sogenannten Chi-square Automatic Interaction Detectors beschrieben [SM64].
Ihren Namen verdanken sie der Tatsache, dass zur Bestimmung der Relevanz ei-
ner Eingangsgro¨ße der Chi-Quadrat-Test verwendet wird. Dieser Algorithmus kann
jedoch lediglich bei diskreten Eingangsgro¨ßen, wie beispielsweise sonnig mit den
Auspra¨gungen ja und nein, nicht jedoch mit kontinuierlichen Gro¨ße, wie beispiels-
weise der Temperatur in ◦C, verwendet werden. Moderne Ansa¨tze, wie beispielsweise
ID3 [Qui86] verwenden Entropie-Berechnungen zur Bestimmung der relevanten Ein-
gangsgro¨ßen. Auch ID3 kann keine kontinuierlichen Eingangsgro¨ßen verarbeiten. Sein










Abbildung 2.3: Exemplarisches Ku¨nstliches Neuronales Netz zur Wahl der eigenen
Bekleidung
Je nach Anwendungsfall und Struktur der Eingangsgro¨ßen stehen heutzutage daher
eine Vielzahl an Algorithmen zur Induktion von Entscheidungsba¨umen zur Verfu¨gung,
so dass diese nicht zwangsla¨ufig manuell erstellt werden mu¨ssen.
Wie geeignet Entscheidungsba¨ume zur Modellierung von Nutzerintentionen sind,
wird in Kapitel 5 u¨berpru¨ft.
2.3.2 Ku¨nstliche Neuronale Netze
Eine weitere Mo¨glichkeit, die auf Basis bestimmter Eingangsgro¨ßen auf eine de-
finierte Menge an Ausgangsgro¨ßen schließen kann und somit zur Vorhersage und
Entscheidungsfindung genutzt werden ko¨nnen, sind KNNs [HMOR94]. Sie haben
die aus der Biologie bekannten Neuronen zum Vorbild und funktionieren nach ei-
nem a¨hnlichen Grundprinzip [Roj96]. Neuronen in einem KNN sind u¨ber Kanten
miteinander verknu¨pft. U¨ber diese Kanten senden die einzelnen Neuronen Signale
an weitere Neuronen, wenn die Summe ihrer Eingangssignale einen bestimmten
Schwellwert u¨berschreitet. Zur Gewichtung der verschiedenen Signale ko¨nnen die
Kanten gewichtet werden.
Abbildung 2.3 zeigt exemplarisch, wie mit Hilfe eines KNN die Wahl fu¨r die eigene
Bekleidung getroffen werden kann. Die mo¨glichen Varianten aller Eingangsgro¨ßen
(sonnig, warm, bewölkt und kalt) wurden dabei als Eingabeneuronen model-
liert. Die gewu¨nschten Ausgangsgro¨ßen (kurze Hose und lange Hose) sind als
Ausgabeneuronen dargestellt worden. Aufgrund einer vollsta¨ndigen Vernetzung von
Eingabe- und Ausgabeneuronen ko¨nnte anschließend u¨ber die Kantengewichte und
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die Schwellwerte der Ausgabeneuronen modelliert werden, welche Kanten (und damit
welche Eingabeneuronen) einen Einfluss auf die jeweiligen Ausgabeneuronen haben.
Es sei an dieser Stelle angemerkt, dass fu¨r dieses Beispiel auch andere KNNs mo¨glich
gewesen wa¨ren. Da die Eingangsgro¨ßen jeweils bina¨r sind (also nur zwei Auspra¨gungen
haben), ha¨tten beispielsweise die Eingangsgro¨ßen sonnig und bewölkt auch als
ein Eingabeneuron modelliert werden ko¨nnen, das fu¨r eine der beiden Auspra¨gungen
feuert und fu¨r die andere nicht. Gleiches gilt fu¨r die Eingangsgro¨ßen warm und kalt,
sowie wir fu¨r die beiden Ausgangsgro¨ßen kurze Hose und lange Hose.
In der Literatur lassen sich zahlreiche Belege dafu¨r finden, dass KNNs zur Modellie-
rung adaptiver Systeme eingesetzt werden. So zeigte Specht bereits 1988, dass KNNs
fu¨r die Klassifikationen, Abbildungen und als assoziatives Geda¨chtnis verwendet
werden ko¨nnen [Spe88]. Im gleichen Jahr zeigte Dutta et al. [DS88], dass KNNs
verwendet werden ko¨nnen, um die Bewertung von Unternehmensanleihen vorherzu-
sagen und dabei eine ho¨here Genauigkeit erzielen, als die bis dahin u¨blicherweise
durchgefu¨hrten Regressionen. Gorr et al. [GNS94] zeigten 1994, dass KNNs in der
Lage sind, die Benotung von Schu¨lern vorherzusagen. Die dabei erzielte Genauigkeit
im Vergleich zur Bewertung durch ein Komitee von Lehrern, blieb jedoch hinter
den Erwartungen. Griol et al. [GC16] zeigten ju¨ngst, dass KNNs auch eingesetzt
werden ko¨nnen, um die Intentionen eines Nutzers wa¨hrend eines Sprachdialogs mit
einem Computersystem zu verstehen bzw. vorherzusagen. Weitere Belege fu¨r den
umfangreichen und vielseitigen Einsatz von KNNs lassen sich in den Arbeiten von
Hill et al. [HMOR94] und Schmidhuber [Sch15] finden.
Trainieren Ku¨nstlicher Neuronaler Netze
Beim Trainieren eines KNN, werden mo¨gliche Parameter so lange variiert, bis Test-
datensa¨tze aus einem jeweiligen Anwendungsfall richtig klassifiziert werden. Zu den
mo¨glichen Parametern geho¨ren vor allem die Kantengewichte und Schwellwerte der
Neuronen [Kru11]. Auf diese Art und Weise ko¨nnen auch KNNs, basierend auf
Datensa¨tze, so trainiert werden, dass bei bestimmten Eingangsgro¨ßen bestimmte
Ausgangsgro¨ßen berechnet bzw. vorhergesagt werden ko¨nnen. Die dabei entstehenden
KNNs ko¨nnen je ihrer grundsa¨tzlichen Struktur fu¨r den Menschen mitunter schwer
nachvollziehbar werden, da einzelnen Neuronen keine realweltlichen Fakten oder
Objekte mehr zugeordnet werden ko¨nnen [GB10].
Weitere und detaillierte Informationen zur KNNs ko¨nnen entsprechenden Standard-
werken, wie beispielsweise [Roj96] oder [Kru11] entnommen werden. Die Eignung von
KNNs zur Modellierung von Nutzerintentionen wird ebenfalls in Kapitel 5 bewertet.
2.3.3 Bayes’sche Netze
Bayes’sche Netze [Pea85] stellen eine Mo¨glichkeit dar, das von Bayes beschriebene
Theorem [BP63] zur Berechnung bedingter Wahrscheinlichkeiten zu visualisieren. Zu
diesem Zwecke wird ein gerichteter, azyklischer Graph verwendet, dessen Knoten die
Variablen und dessen Kanten die bedingten Abha¨ngigkeiten zwischen den Variablen
darstellen [Kru11]. Knoten eines Bayes’schen Netzes sind zusa¨tzlich bedingte Wahr-
scheinlichkeitsverteilungen zugeordnet. Anhand dieser Verteilungen kann bestimmt
werden, welche Wahrscheinlichkeit fu¨r die durch diesen Knoten repra¨sentierte Varia-












Abbildung 2.4: Exemplarisches Bayes’sches Netz zur Wahl der eigenen Bekleidung
warm kalt
0.8 0.2
Tabelle 2.1: Exemplarische Wahrscheinlichkeitsverteilung fu¨r die Variable Tempera-
tur (erga¨nzend zu Abbildung 2.4)
anderen Knoten bzw. Variablen, angenommen werden kann. Im einfachsten Fall sind
diese Verteilungen in Form von Wahrscheinlichkeitstabellen angegeben [Kru11].
Abbildung 2.4 zeigt das bereits bekannte Beispiel als Bayes’sches Netz. Dabei ist
zuna¨chst zu erkennen, dass die Variablen Hose, Temperatur und Witterung
als Knoten modelliert wurden. Um die Abha¨ngigkeiten zwischen den Variablen
Temperatur und Hose, sowie Witterung und Hose abzubilden, wurden Kanten
zwischen den entsprechenden Knoten hinzugefu¨gt. Die zu den Knoten geho¨renden
Wahrscheinlichkeitsverteilungen sind in Tabelle 2.1, Tabelle 2.2 und Tabelle 2.3
dargestellt. Da die Wahrscheinlichkeit der Variablen Temperatur und Witterung
nicht von anderen Variablen abha¨ngig ist, geben die dazugeho¨rigen Wahrscheinlich-
keitsverteilungen lediglich an, welche Wahrscheinlichkeit fu¨r den jeweiligen Wert der
Variablen gilt (vgl. Tabelle 2.1 und Tabelle 2.2). So gilt beispielsweise eine Wahr-
scheinlichkeit von p = 0.2, dass die Variable Temperatur den Wert kalt annimmt.
Die Wahrscheinlichkeitsverteilung fu¨r die Variable Hose beru¨cksichtigt hingegen,
aufgrund der modellierten Abha¨ngigkeiten, die Werte der Variablen Temperatur
und Witterung (vgl. Tabelle 2.3). So gilt beispielsweise eine Wahrscheinlichkeit von
p = 0.8 fu¨r die Variable Hose, unter der Bedingung, dass die Variablen Temperatur
und Witterung die Werte warm bzw. bewölkt annehmen.
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sonnig bewölkt
0.3 0.7
Tabelle 2.2: Exemplarische Wahrscheinlichkeitsverteilung fu¨r die Variable Witter-






warm sonnig 0.95 0.05
warm bewo¨lkt 0.8 0.2
kalt sonnig 0.6 0.4
kalt bewo¨lkt 0.1 0.9
Tabelle 2.3: Wahrscheinlichkeitsverteilung fu¨r die Variable Hose (erga¨nzend zu
Abbildung 2.4)
Schlussfolgern in Bayes’schen Netzen
Bayes’sche Netze ko¨nnen je nach Anwendungsfall fu¨r verschiedenartige Schlussfol-
gerungen verwendet werden. Dazu za¨hlen kausale, diagnostische und interkausale
Schlussfolgerungen [RND10]. Bei einer kausalen Schlussfolgerung wird von einer
Ursache auf einen Effekt geschlossen. Im bereits beschriebenen Beispiel ko¨nnte so
beispielsweise ein konkreter Wert fu¨r die Variablen Temperatur und Witterung
beobachtet werden, anhand dessen berechnet werden ko¨nnte, wie groß die Wahrschein-
lichkeiten fu¨r die Werte kurz und lang der Variable Hose sind. Beim diagnostischen
Schlussfolgern wird hingegen von einem Effekt zur Ursache geschlossen. Wird bei-
spielsweise beobachtet, dass eine kurze Hose getragen wird und die Variable Hose
dadurch den Wert kurz bekommt, wu¨rde beim diagnostischen Schlussfolgern auf
die Wahrscheinlichkeiten der Werte der Variablen Temperatur und Witterung
geschlossen werden. Das interkausale Schlussfolgern kann als Kombination des kausa-
len und diagnostischen Schlussfolgerns betrachtet werden, da von einer Ursache auf
eine andere Ursache unter Beru¨cksichtigung eines Effekts geschlossen wird. So ko¨nnte
im vorliegenden Beispiel aus der Variable Temperatur (Ursache) auf einen Wert
der Variable Hose (Effekt) geschlossen werden, woraufhin auf die Wahrscheinlich-
keiten der Variable Witterung (Ursache) geschlossen werden kann. Auch beliebige
Kombinationen der erwa¨hnten Formen zur Schlussfolgerung sind mo¨glich [RND10].
Trainieren Bayes’scher Netze
Auch Bayes’sche Netze mu¨ssen nicht notwendigerweise manuell erstellt werden,
sondern ko¨nnen automatisiert trainiert werden. Die Struktur Bayes’scher Netze,
also die Anordnung von Knoten und Kanten, kann beispielsweise mit Hilfe der
Algorithmen K2 [CH92], CB [SV95], Simulated Annealing [Bou95], oder TAN [FGG97]
automatisiert gelernt werden. Zum Lernen der Wahrscheinlichkeitsverteilungen der
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Knoten eines Bayes’sche Netzes ko¨nnen anschließend Algorithmen wie Bayesian
Model Averaging (BMA)9 eingesetzt werden.
In der Literatur lassen sich bereits Arbeiten finden, die Bayes’sche Nete zur Model-
lierung in der Automobilbranche einsetzen. So untersuchte Ablaßmeier [APRR07,
Abl09], wie Bayes’sche Netze in einem Agenten-basierten Ansatz verwendet werden
ko¨nnen, um ein multimodales, kontextadaptives Informationsmanagementsystem
umzusetzen. Im Unterschied zur vorliegenden Arbeit fokussiert er dabei auf einzelne
Anwendungsfa¨lle und nicht auf den Modellierungs- und Entwicklungsprozess. Schro-
ven [Sch11] zeigt, das Bayes’sche Netze verwendet werden ko¨nnen, um Fahrmano¨ver
des Fahrers vorherzusagen.
Auch die Eignung Bayes’scher Netze zur Modellierung von Nutzerintentionen wird in
Kapitel 5 na¨her untersucht und mit Entscheidungsba¨umen und KNNs verglichen.
2.4 Zusammenfassung
In diesem Kapitel wurde grundlegendes, fu¨r das Versta¨ndnis der weiteren Kapitel
dieser Arbeit erforderliches, Wissen vermittelt. Dabei wurde in Abschnitt 2.1 zuna¨chst
erla¨utert, in welche Kategorien sich die Daten in Fahrzeugen klassifizieren lassen und
wie diese kommuniziert und verarbeitet werden ko¨nnen. Auch das Kommunikations-
protokoll EXLAP und die OSGi Service Plattform wurden im gleichen Abschnitt
vorgestellt. Anschließend wurde in Abschnitt 2.2 diskutiert, welche Mo¨glichkeiten
zur Modellierung kontextsensitiver Systeme sich in der Literatur finden lassen. Ab-
schließend wurden in Abschnitt 2.3 verschiedene Techniken zur Modellierung von
Nutzerintentionen vorgestellt.
9 Laut Eicher et al. [EPR11] la¨sst sich das BMA nicht auf einen Autor zuru¨ckfu¨hren, sondern
geht auf Leamer [Lea78], Raftery [Raf88], Madigan und Raftery [MR94], Raftery[Raf93], sowie
George und McCulloch [GM93] zuru¨ck. Eine umfassende Zusammenfassung zum BMA la¨sst sich
außerdem in der Arbeit von Hoeting et al. finden [HMRV99].
3. Anforderungsanalyse
”
It is no use saying, ’We are doing our best.’
You have got to succeed in doing what is necessary.“
(Winston S. Churchill [CJ80])
In diesem Kapitel werden Anforderungen ermittelt und analysiert, die ein kontext-
und intentionssensitives FIS und dessen Modellierung erfu¨llen muss. In Abschnitt 3.1
werden dazu zuna¨chst grundlegende Begriffe wie Stakeholder, Funktionale Anforde-
rung, Qualita¨tsanforderung und Randbedingung definiert. Anschließend werden in
Abschnitt 3.2 Stakeholder ermittelt, die Anforderungen an ein System zur Erkennung
von Kontextinformationen und Nutzerintentionen stellen. Auf Basis dieser Stakehol-
der wurde, gemeinsam mit Doma¨nenexperten auf dem Gebiet der Entwicklung von
FIS, eine Anforderungsanalyse anhand von Experteninterviews durchgefu¨hrt. Die
Ergebnisse dieser Analyse werden in Abschnitt 3.3 vorgestellt. Abschnitt 3.4 fasst
das Kapitel abschließend zusammen.
3.1 Begriffsdefinitionen
Bevor konkrete Anforderungen erhoben werden, die ein kontext- und intentionssensi-
tives FIS und deren Modellierung erfu¨llen mu¨ssen, werden in diesem Abschnitt einige
grundlegende Begriﬄichkeiten definiert. Zuna¨chst soll gekla¨rt werden, was genau
unter dem Begriff Anforderung im Allgemeinen verstanden wird. Der International
Standard 24765 des Institute of Electrical and Electronics Engineers (IEEE) definiert




(1) Eine Bedingung oder Fa¨higkeit, die von einem Nutzer zur Erreichung eines
Ziels beno¨tigt wird.
(2) Eine Bedingung oder Fa¨higkeit, die von einem System, einer Systemkom-
ponente, einem Produkt oder einem Dienst erfu¨llt werden muss, um einer
Vereinbarung, einer Norm, einer Spezifikation oder anderen formalen Doku-
menten zu genu¨gen.
(3) Eine dokumentierte Darstellung einer Bedingung oder Fa¨higkeit wie in (1)
oder (2) beschrieben.
(4) Eine Bedingung oder Fa¨higkeit, die von einem System, einer Systemkom-
ponente, einem Produkt, einem Dienst oder einem Ergebnis erfu¨llt werden
muss, um einer Vereinbarung, einer Norm, einer Spezifikation oder anderen
formalen Dokumenten zu genu¨gen. Anforderungen enthalten die quantifizier-
ten und dokumentierten Notwendigkeiten, Bedu¨rfnisse und Erwartungen des
Auftraggebers, des Kunden und anderer Interessengruppen (Stakeholder).
(U¨bersetzt aus IEEE Std 24765-2010 [IEE10])
Diese Definition macht deutlich, dass Anforderungen gut dokumentierte Eigenschaften
eines Systems sind, die zur Erreichung bestimmter Ziele dienen. Punkt (4) eben
dieser Definition hebt hervor, dass Anforderungen quantifizierbar sein sollten.
Im gleichen Standard [IEE10] definiert das IEEE auch den Begriff der bereits er-
wa¨hnten Stakeholder (zu Deutsch Interessengruppe), wie folgt:
Definition 3.2: Stakeholder
Ein Stakeholder ist:
(1) Ein Individuum oder eine Organisation mit einem Recht, einem Anteil, einem
Anspruch oder einem Interesse an einem System oder dessen Besitz, dass ihre
Bedu¨rfnisse und Erwartungen erfu¨llt.
(2) Ein Individuum, eine Gruppe oder eine Organisation, die von Risiken betroffen
sein kann, oder diese selbst beeinflussen kann.
(3) Ein Individuum, eine Gruppe oder eine Organisation, die von Entscheidungen
und Aktivita¨ten betroffen sein kann, oder diese selbst beeinflussen kann.
(4) Eine Person oder eine Organisation (zum Beispiel Kunden, Auftraggeber,
ausu¨bende Organisationen oder die O¨ffentlichkeit), die aktiv in ein Projekt
eingebunden sind, oder deren Interesse positiv als auch negativ von der
Ausfu¨hrung des Projektes betroffen sein kann. Stakeholder ko¨nnen auch
Einfluss auf das Projekt und dessen Ergebnisse ausu¨ben.
(U¨bersetzt aus IEEE Std 24765-2010 [IEE10])
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Stakeholder eines Systems sind also Personen, Gruppen oder Organisationen, die
Beru¨hrungspunkte mit dem System haben und Einfluss auf die Anforderungen haben
ko¨nnen. Rupp definiert eine exzellente Anforderung [Rup01] ferner als:
• vollsta¨ndig,
• korrekt,
• klassifizierbar bezu¨glich der juristischen Verbindlichkeit,
• konsistent gegenu¨ber anderen Anforderungen und in sich,
• testbar,
• versta¨ndlich fu¨r alle Stakeholder,





Bei der Erhebung von Anforderungen ist es daher von erho¨hter Wichtigkeit, Anfor-
derungen klar und unmissversta¨ndlich zu formulieren, den jeweiligen Stakeholder zu
benennen und ein quantifizierbares Erfu¨llungskriterium zu definieren.
In der Literatur [Yeh82, Par98, PR11] werden Anforderungen ferner in verschiedene
Arten unterteilt: funktionale Anforderungen, nicht funktionale Anforderungen (auch
Qualita¨tsanforderungen [PR11] oder constraints [Rom85] genannt) und Randbedin-
gungen. Die erste dieser drei Arten – die funktionalen Anforderungen – definieren,
welche Struktur, welche Funktion und welches Verhalten fu¨r das zu entwickelnde
System gelten sollen. Pohl und Rupp definieren funktionale Anforderungen daher
wie folgt:
Definition 3.3: Funktionale Anforderung
Eine funktionale Anforderung ist eine Anforderung bezu¨glich des Ergebnisses eines
Verhaltens, das von einer Funktion des Systems bereitgestellt werden soll.
(Nach [PR11])
Qualita¨tsanforderungen hingegen definieren, in welcher Qualita¨t die funktionalen
Anforderungen vom System erfu¨llt werden sollen und bedingen daher den funktio-
nalen Anforderungen [Par98]. Sie haben mitunter gro¨ßere Auswirkungen auf die
Systemarchitektur, als die funktionalen Anforderungen und beinhalten typischerweise
Anforderungen zur Performance, Verfu¨gbarkeit, Zuverla¨ssigkeit, Skalierbarkeit und
Portierbarkeit des Systems [PR11]. Pohl und Rupp definieren Qualita¨tsanforderungen
wie folgt:
Definition 3.4: Qualita¨tsanforderung
Eine Qualita¨tsanforderung ist eine Anforderung, die sich auf ein Qualita¨tsmerkmal
bezieht, das nicht durch funktionale Anforderungen abgedeckt wird.
(Nach [PR11])
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Zusa¨tzlich zu funktionalen Anforderungen und Qualita¨tsanforderungen, ko¨nnen
Randbedingungen gewissermaßen den Rahmen der Umsetzung eines Systems vor
geben. Hierzu ko¨nnen zum Beispiel die Verwendung bestimmter Programmiersprachen
zur Implementierung oder ein bestimmtes Fertigstellungsdatum za¨hlen [PR11].
Definition 3.5: Randbedingungen
Eine Randbedingung ist eine Anforderung, die den Lo¨sungsraum jenseits des-
sen einschra¨nkt, was notwendig ist, um die funktionalen Anforderungen und die
Qualita¨tsanforderungen zu erfu¨llen.
(Nach [PR11])
Um die im Rahmen dieser Dissertation ermittelten Anforderungen nach obigem
Schema einordnen zu ko¨nnen, werden im na¨chsten Schritt zuna¨chst alle Stakeholder
eines kontext- und intentionssensitivem FIS ermittelt.
3.2 Stakeholder
Unabha¨ngig vom System oder vom Projekt ist es von enormer Wichtigkeit alle
Stakeholder zu erfassen, andernfalls kann nicht gewa¨hrleistet werden, dass auch alle
Anforderungen erfasst werden. Dies fu¨hrt im schlimmsten Fall zu A¨nderungsantra¨gen
nach der Inbetriebnahme eines Systems, welche hohe Integrationskosten nach sich
ziehen ko¨nnen [PR11]. Um alle Stakeholder zu ermitteln, schla¨gt Rupp eine Checkliste
von Stakeholderklassen1 abzuarbeiten [Rup01].
In diesem Abschnitt werden basierend auf eben dieser Checkliste relevante Stake-
holder vorgestellt, die gema¨ß der in Abschnitt 3.1 pra¨sentierten Definitionen, direkt
oder indirekt Anforderungen an ein kontext- und intentionssensitives FIS stellen.
Tabelle 3.1 fasst die ermittelten Stakeholder und deren Beschreibung zusammen.






Das Management stellt sicher, dass die Umsetzung
des kontext- und intentionssensitivem FIS und des-
sen Eindruck vor dem Anwender mit den Zielen und
der Strategie der Volkswagen AG u¨bereinstimmt und
entscheidet u¨ber eine etwaige Integration in das finale
Produkt Fahrzeug.






Der Anwender nutzt das kontext- und intentionssensi-
tive FIS wa¨hrend er seiner prima¨ren Aufgabe – dem
Fu¨hren eines Fahrzeugs – nachgeht. Er profitiert di-
rekt von allen Vorteilen des finalen Systems und steht
je nach Nutzung mitunter in ta¨glichem Kontakt zum
System.
Ka¨ufer
Der Ka¨ufer trifft die Kaufentscheidung fu¨r das Fahr-
zeug und somit auch fu¨r das kontext- und intentions-
sensitive FIS. Der Ka¨ufer ist nicht notwendigerweise
mit dem Anwender gleichzusetzen. Insbesondere bei
Gescha¨ftsfahrzeugen kann der Ka¨ufer ein Einka¨ufer
sein, der fu¨r mehrere Anwender mehrere Fahrzeuge
bestellt bzw. kauft.
Servicemitarbeiter
Der Servicemitarbeiter setzt sich nach dem Verkauf
des Produkts mit eventuellen Beanstandungen durch
den Anwender oder den Ka¨ufer auseinander.
Verkaufs-
mitarbeiter
Der Verkaufsmitarbeiter pra¨sentiert und verkauft das
Produkt an den Ka¨ufer. Zusa¨tzlich bera¨t er den Kun-





Der Vertrieb und das Marketing der Volkswagen
AG bewerben und vertreiben das kontext- und in-
tentionssensitve FIS. Ferner sind ihnen Kunden- und
Marktbedu¨rfnisse aus Meinungsumfragen und Studien
bekannt.
System-Entwickler
Der System-Entwickler hat die Aufgabe das kontext-
und intentionssensitive FIS zu entwickeln. Er definiert
Schnittstellen zum System und kann Schnittstellen an-
derer Systeme durch selbst aufgestellte Anforderungen
beeinflussen.
System-Integrator
Der System-Integrator muss sicherstellen, dass sich
das kontext- und intentionssensitive FIS in das Ge-
samtsystem Fahrzeug integrieren la¨sst.
Bedienkonzept-
Entwickler
Der Bedienkonzept-Entwickler konzipiert das Bedie-
nerlebnis des kontext- und intentionssensitiven FIS.
Er legt fest, welche Anwendungsfa¨lle durch das Sys-
tem abgedeckt werden sollen und wie Anzeige und
Bedienung des Systems (Human-Machine Interface
(HMI)) der einzelnen Anwendungsfa¨lle erfolgen.
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Die vorgestellte Liste der Stakeholder erhebt an dieser Stelle keinen Anspruch auf
generelle Vollsta¨ndigkeit, da die in der vorliegenden Dissertation erarbeiteten Kon-
zepte und Systeme im Bereich der Forschung und nicht dem der Serienentwicklung
eines kontext- und intentionssensitiven FIS entstanden sind. Bei der U¨berfu¨hrung der
Konzepte und Systeme in ein Serienprodukt empfiehlt sich daher eine erweiternde
Analyse der Stakeholder. Weitere potentielle Stakeholder ko¨nnten zum Beispiel sein:
der Gesetzgeber, der mitunter allgemeine Anforderungen an ein FIS erhebt (zum
Beispiel zur Einschra¨nkung der Ablenkung von der Fahraufgabe), die o¨ffentliche
Meinung zur kontext- und intentionssensitiven Systemen, die negativen aber auch po-
sitiven Druck auf die Einfu¨hrung eines entsprechenden Systems aufbringen kann, oder
Standards und Standardgremien, die zum Beispiel interessiert daran sein ko¨nnten eine
mo¨glichst hohe Interoperabilita¨t zwischen verschiedenen Herstellern zu gewa¨hrleisten.
Nichtsdestotrotz umfasst die pra¨sentierte Liste alle, fu¨r die prototypische Entwicklung
eines kontext- und intentionssensitiven FIS und dazugeho¨rigen Modellierungstechni-
ken, relevanten Stakeholder, die direkt oder indirekt Anforderungen verschiedener
Art erheben.
3.3 Ermittlung von Anforderungen
In diesem Abschnitt werden Anforderungen pra¨sentiert, die von den in Abschnitt 3.2
vorgestellten Stakeholdern an ein kontext- und intentionssensitives FIS erhoben
werden.
Die Anforderungen werden dabei zuna¨chst wie folgt gegliedert: in Abschnitt 3.3.1
werden Funktionale Anforderungen an die Verarbeitung von Kontextinformationen
in einem kontext- und intentionssensitiven FIS vorgestellt. In Abschnitt 3.3.2 werden
dann Anforderungen an die Verarbeitung und Erkennung von Nutzerintentionen
pra¨sentiert. Abschließend werden in Abschnitt 3.3.3 Qualita¨tsanforderungen an die
Modelle von Kontextinformationen und Nutzerintentionen vorgestellt.
3.3.1 Verarbeitung von Kontextinformationen
A01: Verknu¨pfung mit bereits vorhanden Daten
Stakeholder: Bedienkonzept-Entwickler, System-Integrator
Klassifikation: Funktionale Anforderung
Ein System zur Verarbeitung von Kontextinformationen bezieht Daten aus ver-
schieden Quellen. Die wohl grundlegendste Anforderung an ein solches System ist
daher wohl, dass es sich einfach (d.h. ohne neue, zusa¨tzliche Steuergera¨te und ohne
Verbindungen zwischen solchen) mit im Fahrzeug bereits vorhanden Steuergera¨ten
und damit auch mit deren Daten verknu¨pfen la¨sst.
Ein System zur Verarbeitung von Kontextinformationen sollte Zugang zu sa¨mtlichen
Daten im Fahrzeug haben, die anderen Systemen im Fahrzeug bereits zur Verfu¨gung
stehen.
3.3. Ermittlung von Anforderungen 31
A02: Abstraktion & Aggregation
Stakeholder: Bedienkonzept-Entwickler
Klassifikation: Funktionale Anforderung
Einzelne Kontextinformationen (in der Regel Messwerte eines Sensors) sollen im
Rahmen der Verarbeitung von Kontextinformationen zu ho¨herwertigen Kontextinfor-
mationen bis hin zu einer komplexen Situation aggregiert und abstrahiert werden
ko¨nnen. Wie diese Abstraktion bzw. Aggregation von Kontextinformationen im Detail
stattfindet, soll vom Bedienkonzept-Entwickler fu¨r jeden Anwendungsfall individuell
definiert werden ko¨nnen.
A03: Abbilden von Regeln
Stakeholder: Bedienkonzept-Entwickler
Klassifikation: Funktionale Anforderung
Der Bedienkonzept-Entwickler soll die Mo¨glichkeit haben, mit Hilfe von Regeln
festlegen zu ko¨nnen, wie Kontextinformationen zur Laufzeit vom System verarbei-
tet werden. So soll er zum Beispiel die Mo¨glichkeit bekommen, durch Angabe be-
stimmter Vorbedingungen festzulegen, zu welcher ho¨herwertigen Kontextinformation
bzw. Situation einfache Kontextinformationen abstrahiert werden. Die Anforderung,
dies regelbasiert durchzufu¨hren, liegt darin begru¨ndet, dass die Denkmuster der
Bedienkonzept-Entwickler nach eben solchen Regeln aufgebaut sind.
A04: Unterstu¨tzung verschiedener Datentypen
Stakeholder: System-Entwickler, System-Integrator
Klassifikation: Qualita¨tsanforderung
Kontextinformationen ko¨nnen sich in ihrem Datentyp unterscheiden. Mo¨glich sind
primitive Datentypen wie Bool’sche Kontextinformationen (wie zum Beispiel der
Status eines angelegten bzw. nicht-angelegten Sicherheitsgurtes), Ganzen Zahlen
(wie zum Beispiel die Anzahl belegter Sitze), Rationalen Zahlen (wie zum Beispiel
die Außentemperatur), bis hin zu komplexen Datentypen, die sich aus einer Menge
dieser primitiven Datentypen zusammensetzen.
Ein System zur Verarbeitung von Kontextinformationen sollte daher die folgenden Da-
tentypen unterstu¨tzen: Boolean, Integer, Double, String, sowie komplexe Datentypen
als Kombination dieser primitiven Datentypen.
A05: Unterstu¨tzung verschiedener A¨nderungsfrequenzen
Stakeholder: System-Entwickler, System-Integrator
Klassifikation: Qualita¨tsanforderung
Kontextinformationen ko¨nnen sich auch in der Frequenz ihrer A¨nderung unterschieden.
So existieren Kontextinformationen, die sich u¨ber die gesamte Lebensdauer des
Fahrzeugs hinweg nicht a¨ndern (wie zum Beispiel die Fahrzeugklasse oder die Anzahl
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der Tu¨ren), aber auch Kontextinformationen die sich mehrmals in der Sekunde a¨ndern
ko¨nnen (wie zum Beispiel die Fahrzeuggeschwindigkeit oder die Motordrehzahl).
Ein System zur Verarbeitung von Kontextinformationen sollte daher unabha¨ngig von
der Frequenz der A¨nderung der Kontextinformationen operieren.
A06: Klassifikationen von Kontextinformationen
Stakeholder: Bedienkonzept-Entwickler
Klassifikation: Funktionale Anforderung
Kontextinformationen sollen durch eine individuell festgelegte Klassifikation in be-
stimmte Klassen eingeteilt werden ko¨nnen. Die vom Regensensor gemessene Menge
an Wasser auf der Windschutzscheibe ko¨nnte so beispielsweise in wenig, mittel oder
viel klassifiziert werden. Eine solche Klassifikation soll die Weiterverarbeitung der
aggregierten Kontextinformationen vereinfachen, da anstatt mit Sensorrohdaten mit
deren Klassifikation gearbeitet werden kann.
A07: Kontextinformationen aus multiplen Quellen
Stakeholder: System-Entwickler, System-Integrator
Klassifikation: Funktionale Anforderung
Kontextinformationen ko¨nnen aus verschiedenen Quellen stammen. Auch ein und
die selbe Kontextinformation kann aus verschiedenen Quellen stammen. So kann die
Geschwindigkeit des Fahrzeugs beispielsweise klassisch per Drehgeber oder aber auch
mittels GPS gemessen werden.
Ein System zur Verarbeitung von Kontextinformationen sollte daher die Mo¨glichkeit
bieten, mehre Quellen von Kontextinformationen anzubinden und ein und die selbe
Kontextinformation aus verschiedenen Quellen beziehen zu ko¨nnen.
A08: Kontextinformationen aus unsicheren Quellen
Stakeholder: System-Entwickler, System-Integrator
Klassifikation: Funktionale Anforderung
Eine Kontextinformation kann, je nachdem aus welcher Quelle sie stammt, mit einer
gewissen Unsicherheit belastet sein. Die Ermittlung der Fahrzeuggeschwindigkeit
mittels Drehgeber beispielsweise ist in der Regel deutlich genauer und somit sicherer
als die Ermittlung der Geschwindigkeit mittels GPS.
Ein System zur Verarbeitung von Kontextinformationen sollte daher in der La-
ge sein, Unsicherheiten von Kontextinformationen individuell fu¨r jede Quelle von
Kontextinformationen zu beru¨cksichtigen.
3.3. Ermittlung von Anforderungen 33
A09: Verarbeitung von Kontextinformationen aus unsicheren Quellen
Stakeholder: System-Entwickler, System-Integrator
Klassifikation: Funktionale Anforderung
Werden mit Unsicherheiten belastete Kontextinformationen zur Abstraktion oder
Aggregation von neuen Kontextinformationen verwendet, so sollen deren Unsicher-
heiten Einfluss auf die Unsicherheit der neuen Kontextinformation haben. Dabei soll
gelten: je gro¨ßer die Unsicherheit der urspru¨nglichen Kontextinformationen, desto




Um die Geschwindigkeit der Auswertung mo¨glichst hoch zu halten, fordert der System-
Entwickler, dass die Auswertung des Kontextmodells bei vera¨nderter Datenlage der
einzelnen Kontextinformationen auch partiell durchgefu¨hrt werden sollen ko¨nnen.
Hintergrund dieser Anforderung ist, dass unter Beru¨cksichtigung aller Sensoren aus
den Bereichen Fahrer, Fahrzeug und Umwelt, Modelle mit sehr vielen Kontextinfor-
mationen erwartet werden, die jedoch keinesfalls alle abha¨ngig von einander sind.





Mit der Modellierung der Kontextinformationen wird das Ziel verfolgt, die reale
Welt mo¨glichst umfangreich zu erfassen und zur Laufzeit des Systems bewerten zu
ko¨nnen. Dazu werden mitunter Kontextinformationen und Situationen modelliert,
die zur Laufzeit nicht zu jeder Zeit vorhanden oder verfu¨gbar sind. Das System
zur Verarbeitung von Kontextinformationen muss daher in der Lage sein, mit einer
unvollsta¨ndigen Datenlage umgehen zu ko¨nnen. Dieser Umgang soll sich insbesondere
dadurch auszeichnen, dass modelliertes Verhalten, welches nicht von eben diesen
fehlenden Daten abha¨ngig ist, dennoch fehlerfrei zur Laufzeit umgesetzt wird.
A12: Modell als Austausch-Medium
Stakeholder: System-Entwickler
Klassifikation: Qualita¨tsanforderung
Die bei der Entwicklung kontextsensitiver FIS beteiligten Mitarbeiter, vefu¨gen in der
Regel u¨ber einen voneinander abweichenden Kenntnisstand zu bestimmten Vorga¨ngen
innerhalb des Systems. Wa¨hrend ein Bedienkonzept-Entwickler sehr gute Kenntnisse
daru¨ber besitzt, welche Erwartungen spa¨tere Nutzer des kontextsensitiven Systems
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haben, so besitzt der System-Integrator beispielsweise sehr gute Kenntnisse daru¨ber,
welche Hard- und Software-Komponenten beno¨tigt werden, um eben diese Erwartun-
gen der Nutzer zu erfu¨llen. Bei der Entwicklung komplexer Systeme ist es von erho¨hter
Bedeutung, diese Interdisziplinarita¨t zwischen den Mitarbeitern durch ein zentrales
Zielbild zu unterstu¨tzen. In Bezug auf die Kontextinformationen, soll das Modell
diese Aufgabe u¨bernehmen ko¨nnen. Das bedeutet, dass es als Austausch-Medium
zwischen den verschiedenen beteiligten Parteien dient und dabei als verbindliches




Das Design und die Entwicklung eines Systems zur Verarbeitung von Kontextinforma-
tionen soll zukunftssicher sein. So soll es beispielsweise mo¨glich sein neue Kontextin-
formationen in das bestehende System zu integrieren, ohne die Implementierung des
Systems zu vera¨ndern. Auch das Hinzufu¨gen neuer Quellen von Kontextinformationen
oder deren Austausch soll ohne eine A¨nderung der Implementierung mo¨glich sein.
3.3.2 Erkennung von Nutzerintentionen
A14: Wahrscheinlichkeit der Nutzerintention
Stakeholder: Bedienkonzept-Entwickler
Klassifikation: Funktionale Anforderung
Die Erkennung von Nutzerintentionen wird durch eine Vielzahl von Faktoren beein-
flusst. Werden nicht alle Faktoren bei der Erkennung beru¨cksichtigt (zum Beispiel
weil nicht alle Faktoren bekannt sind, die einen Einfluss auf eine mo¨gliche Nutzerin-
tention haben), kann die Erkennung einer Nutzerintention nur mit einer bestimmten
Wahrscheinlichkeit korrekt sein.
Ein System zur Erkennung von Nutzerintentionen muss daher angeben ko¨nnen, mit
welcher Wahrscheinlichkeit eine vorhergesagte Nutzerintentionen zutreffend ist.
A15: Mehrere Nutzerintentionen zu einem Zeitpunkt
Stakeholder: Bedienkonzept-Entwickler
Klassifikation: Funktionale Anforderung
Nutzer ko¨nnen mehr als eine Intention zur gleichen Zeit haben. So kann ein Nutzer
zum Beispiel die Intention haben, zu einem bestimmten Ziel zu fahren und gleichzeitig
die Intention haben, einen bestimmten Kontakt anzurufen.
Ein System zur Erkennung von Nutzerintentionen muss daher in der Lage sein,
mehrere Nutzerintentionen parallel zu erkennen.
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A16: Nutzerintentionen sind situationsabha¨ngig
Stakeholder: Bedienkonzept-Entwickler
Klassifikation: Funktionale Anforderung
Der Bedienkonzept-Entwickler fordert, dass Nutzerintentionen, in Abha¨ngigkeit der
durch das System zur Verarbeitung von Kontextinformationen erkannten Situationen,
modelliert werden ko¨nnen mu¨ssen. Das bedeutet, dass ihm wa¨hrend der Modellierung
der Nutzerintentionen die Mo¨glichkeit eingera¨umt werden muss, auf die modellierten
Kontextinformationen und Situationen zuru¨ckgreifen zu ko¨nnen und, dass das Sys-
tem zur Erkennung von Nutzerintentionen mit dem System zur Verarbeitung von
Kontextinformationen zur Laufzeit in Verbindung steht.
A17: Individuelle Anpassung an Nutzer
Stakeholder: Bedienkonzept-Entwickler
Klassifikation: Funktionale Anforderung
Nutzerintentionen variieren je nach Nutzer und dessen Gewohnheiten.
Ein System zur Erkennung von Nutzerintentionen soll sich individuell an das Verhalten
seines jeweiligen Nutzers anpassen. Die Erkennung von Nutzerintentionen soll auf
zuvor beobachteten Nutzerverhalten beruhen.
A18: Vergessen von gelerntem Nutzerverhalten
Stakeholder: Bedienkonzept-Entwickler
Klassifikation: Funktionale Anforderung
A¨ndert ein Nutzer sein Verhalten in bestimmten Situationen und hat er somit in
gleichen Situationen andere Intentionen, so soll das System zur Erkennung von
Nutzerintentionen in der Lage sein, gelerntes Wissen u¨ber seinen Nutzer wieder zu
vergessen. Aktuelleres Nutzerverhalten soll eine ho¨here Priorita¨t bei der Erkennung





Die Entwicklung eines Systems zur Verarbeitung von Kontextinformationen soll
auch von Personen durchgefu¨hrt werden ko¨nnen, die typischerweise keine Software-




Um sowohl den initialen, als auch den Pflegeaufwand zu minimieren, sollen zur Model-






Das Modellieren von kontext- und intentionssensitiven FIS soll nach Mo¨glichkeit
durch bereits bestehende Tools erfolgen ko¨nnen. Dabei soll das Tool den System-
Entwickler bei allta¨glich wiederkehrenden Aufgaben durch Teilautomatisierungen
unterstu¨tzen und einem Bedienkonzept-Entwickler die Mo¨glichkeit ero¨ffnen am Ent-




Die verwendeten Modellen sollen einer gewissen Aktualita¨t unterliegen, damit davon
ausgegangen werden kann, dass diese aktiv weiterentwickelt werden und zuku¨nftige
neue Trends und wissenschaftliche Erkenntnisse in diese integriert werden.
3.4 Zusammenfassung
In diesem Kapitel wurden Stakeholder und Anforderungen eines kontext- und in-
tentionssensitivem FIS ermittelt. Die ermittelten Anforderungen dienen im weiteren
Verlauf dieser Arbeit als Grundlage fu¨r Kapitel 4 und Kapitel 5, um Techniken und
Methoden zur Modellierung von Kontextinformationen und Nutzerintentionen zu
entwickeln. In Kapitel 7 werden die in diesem Kapitel ermittelten Anforderungen auf




For me CONTEXT is the key – from that comes
the understanding of everything.“
(Kenneth Noland, US-amerkikanischer Ku¨nstler, [Nol88])
Kontextinformationen sind Daten und Fakten, die dazu beitragen, die aktuelle
Situation in der sich ein Nutzer befindet, na¨her zu beschreiben. Die Entwicklung
kontextsensitiver FIS ist daher darauf angewiesen, ein umfassendes Versta¨ndnis
dieser Daten zu besitzen, um das Systemverhalten, der aktuellen Situation des
Nutzers entsprechend, anpassen zu ko¨nnen. Die Tatsache, dass sowohl die Situationen,
als auch die ihnen zugrunde gelegten Kontextinformationen in ihrer Syntax und
Semantik hochgradig vielfa¨ltig sein ko¨nnen, steht in Konkurrenz zu der Anforderung,
kontextsensitive Systeme mo¨glichst schnell und effizient neuen Bedienkonzepten
anzupassen. Dieses Kapitel zeigt, wie dieser Konflikt mit Techniken und Methoden
der modellbasierten Software-Entwicklung gelo¨st werden kann.
In einem ersten Schritt werden dazu in Abschnitt 4.1 verschiedene, bereits bestehende,
Ansa¨tze zur Modellierung von Kontextinformationen untersucht und verglichen.
Dabei wird herausgearbeitet, dass Ontologiebasierte Modelle nach heutigem Stand
der Technik eine gute Grundlage fu¨r die Modellierung kontextsensitiver Systeme
bilden. In Abschnitt 4.2 wird anschließend erla¨utert, wie Ontologien genutzt werden
ko¨nnen, um Kontextinformationen fu¨r kontextsensitive FIS zu modellieren. Dabei
wird detailliert auf die Modellierung von Kontextinformationen, Situationen, sowie
Beziehungen zwischen diesen eingegangen. Im gleichen Abschnitt wird auch dargelegt,
welche Erweiterungen im Rahmen dieser Arbeit durchgefu¨hrt wurden, um die in
Kapitel 3 gestellten Anforderungen an die Modellierung von Kontextinformationen
zu erfu¨llen. Abschnitt 4.3 fasst das Kapitel abschließend zusammen.
Die in diesem Kapitel vorgestellten Arbeiten wurden bereits in [LBS14] und [LSSS16]
vero¨ffentlicht.
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4.1 Auswahl einer geeigneten Modellierung
In diesem Abschnitt wird die nach heutigem Stand der Technik erfolgversprechendste
Methode zur Modellierung von Kontextinformationen ausgewa¨hlt. Zu diesem Zweck
werden Arbeiten aus der Literatur herangezogen, die verschiedenen Techniken zur Mo-
dellierung von Kontextinformationen verglichen haben. Dabei werden insbesondere
solche Arbeiten na¨her betrachtet, deren Vergleichskriterien eine große U¨berschnei-
dung mit den im Rahmen dieser Arbeit ermittelten Anforderungen aufweisen, um
annehmen zu ko¨nnen, dass die in diesen Vergleichen positiv bewerteten Techniken
auch fu¨r die Modellierung von Kontextinformationen fu¨r FIS gut geeignet sind,
beziehungsweise negativ bewerte Techniken nicht geeignet sind. Dazu werden die
angesetzten Vergleichskriterien in Relation zu den in Kapitel 3 ermittelten Anforde-
rungen gesetzt. Die fu¨r diesen Abschnitt relevanten Arbeiten setzen sich zusammen
aus einem Vergleich aus dem Jahre 2004 von Strang et al. [SLP04], einer 2010 erstell-
ten, umfassenden U¨bersicht verschiedener Techniken von Bettini et al. [BBH+10],
sowie einem erga¨nzender Vergleich von Bergmann aus dem Jahr 2014 [Ber14].
Da die Techniken und Methoden, die in diesem Abschnitt verglichen werden, bereits
detailliert in Abschnitt 2.2 vorgestellt wurden, wird auf eine erneute Beschreibung
an dieser Stelle verzichtet.
4.1.1 Vergleich von Strang et al.
Ein erster Vergleich verschiedener Techniken zur Modellierung von Kontextinforma-
tionen wurde von Strang et al. im Jahre 2004 durchgefu¨hrt [SLP04]. Dabei wurden
zuna¨chst die folgenden Vergleichskriterien definiert:
• Verteilter Aufbau
Strang et al. argumentieren, dass kontextsensitive Systeme zur Klasse ubiquita¨r-
er Computersysteme geho¨ren und damit als Nachfolger mobiler Computersys-
teme einzustufen sind. Mobilen Computersystemen wiederum vorangegangen,
sind verteilte Computersysteme, bei denen die Systemleistung keine zentrale
Recheneinheit u¨bernimmt, sondern eine Vielzahl verschiedener Komponenten
auf unterschiedlicher Hardware. Folglich muss daher davon ausgegangen wer-
den, dass auch kontextsensitiven Systemen ein gewisser Grad an Verteiltheit
zugrunde liegt und sie keine zentrale Instanz haben, sondern der Aufbau und
die Administration von Daten verteilt geschieht. [SLP04]
Diese von Strang et al. formulierte Anforderung findet sich auch in den im
Rahmen dieser Arbeit ermittelten Anforderungen wieder. So beschreibt Anfor-
derung A07, dass Kontextinformationen aus verschiedenen Quellen stammen,
weshalb eine verteilter Aufbau notwendig wird. Auch die Mo¨glichkeit zur mo-
dularen Erweiterung (vgl. Anforderung A13) erfordert einen verteilten Aufbau
eines kontextsensitiven Systems, sowie einer verteilten Art der Modellierung
von Kontextinformationen.
• Partielle Auswertung
Aufgrund der Vielfalt und Menge der Daten, die ein kontextsensitives System
verarbeiten muss, ist es laut Strang et al. erforderlich, dass eine Technik
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und Methodik zur Modellierung kontextsensitiver Systeme es erlaubt, zur
Laufzeit lediglich einige wenige Teile, anstatt zu jeder Zeit das Gesamtmodell
auszuwerten. [SLP04]
Der Bedarf einer partiellen Auswertung wurde auch im Rahmen der Anforde-
rungsanalyse dieser Arbeit ermittelt (vgl. Anforderung A10). Auch wenn die
Mo¨glichkeit zur partiellen Auswertung unter Umsta¨nden erst zur Laufzeit eines
kontextsensitiven Systems von erho¨htem Interesse scheint, so muss dieser Um-
stand bereits wa¨hrend der Entwicklungszeit – also wa¨hrend der Modellierung –
beru¨cksichtigt werden. So muss es dem Modellierer beispielsweise mo¨glich sein,
Partitionen, die getrennt von einander evaluiert werden sollen, festzulegen.
• Bewertung der Datenqualita¨t
Daten, die von Sensoren oder anderen Quellen zur Verfu¨gung gestellt werden,
variieren zur Laufzeit sowohl in ihrer Qualita¨t, als auch in ihrer Reichhaltigkeit
an Informationen [SLP04].
Die Bewertung der Qualita¨t der Daten, die dem System zugrunde gelegt
werden, findet sich auch in Anforderung A08 wieder. Sie fordert, dass jede
Kontextinformation mit einer gewissen Unsicherheit belastet sein kann. Diese
Unsicherheit quantifizieren zu ko¨nnen, ist fu¨r die korrekte Ausfu¨hrung eines
kontextsensitiven Systems von erho¨hter Bedeutung, da daraus abgeleitet werden
kann, mit welcher Wahrscheinlichkeit die aktuelle Situation des Nutzers korrekt
bewertet werden kann.
• Unvollsta¨ndigkeit der Daten
Es muss fu¨r kontextsensitive Systeme davon ausgegangen werden, dass nicht
alle Daten, von denen zur Entwicklungszeit angenommen wurde, sie wa¨ren zur
Laufzeit verfu¨gbar, auch tatsa¨chlich verfu¨gbar sind [SLP04].
Diese Anforderung wurde ebenfalls in der durchgefu¨hrten Anforderungsanalyse
ermittelt (vgl. Anforderung A11). Durch diese Anforderung wird verlangt,
dass das durch das Modell beschriebene kontextsensitive System auch dann in
Teilen funktioniert, wenn nicht alle modellierten Daten zur Laufzeit vorliegen
(zum Beispiel weil bestimmte Werte aufgrund von Sensorausfa¨llen nicht zur
Verfu¨gung stehen).
• Einheitliches Datenversta¨ndnis
Strang et al. halten es außerdem fu¨r erforderlich, dass es Techniken zur modell-
basierten Entwicklung kontextsensitiver Systeme erlauben, ein gemeinsames
Versta¨ndnis fu¨r bestimmte Fakten aufzubauen. Alle Parteien eines kontext-
sensitiven Systems sollten sich u¨ber die Bedeutung ihrer geteilten Daten einig
sein. [SLP04].
Das Einfordern eines einheitlichen Datenversta¨ndnisses zeigt sich auch in An-
forderung A12. Sie fordert, dass das Modell der Kontextinformationen als
Austauschformat fu¨r verschiedene Prozesse, Disziplinen und Systeme dienen
ko¨nnen muss. Um diese Anforderung zu erfu¨llen, muss das Modell die Mo¨g-
lichkeit bieten, ein fu¨r alle beteiligten Parteien einheitliches Datenversta¨ndnis
bereit zu halten, weshalb diese Anforderung eng mit der von Strang et al.
aufgestellten verbunden ist.
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• Integration in bestehende Systeme
Abschließend nennen Strang et al. das Kriterium der Integration in bestehende
Systeme. Es beschreibt, wie leicht sich die Modellierung von Kontextinforma-
tionen mit bereits bestehenden Systemen verbinden la¨sst. [SLP04]
Dass sich kontextsensitive Systeme leicht mit bereits bestehenden Bestandteilen
des Systems Fahrzeug verbinden lassen sollen, wird auch durch Anforderung A01
gefordert. Auch wenn diese Anforderung insbesondere das System zur Laufzeit
betrifft, so muss durch die Wahl der Modellierungstechnik sichergestellt werden,
dass der Modellierer die Integration in bestehende Systeme zur Entwicklungszeit
mit modellieren kann.
Auf Basis dieser Vergleichskriterien, untersuchten Strang et al. anschließend die







Die Ergebnisse dieses Vergleichs sind in Tabelle 4.1 dargestellt. Wa¨hrend Schlu¨ssel-
Wert-Paare, Logikbasierte-Modelle, Profilbasierte-Modelle und Grafische Modelle
bei diesem Vergleich schlecht bis mittelma¨ßig abschneiden, werden Objektorientierte
Modelle und Ontologiebasierte Modelle durchweg positiv mit leichten Schwa¨chen bei
der Bewertung der Datenqualita¨t, den Umgang mit unvollsta¨ndigen Daten und die
Integration in bestehende Systeme bewertet.
Zum von Strang et al. durchgefu¨hrten Vergleich zur Modellierung von Kontext-
informationen la¨sst sich feststellen, dass sowohl die verglichenen Techniken zur
Modellierung von Kontextinformationen, als auch die Anforderungen bzw. Vergleichs-
kriterien eine große U¨berschneidung mit den im Rahmen dieser Arbeit untersuchten
Techniken und Anforderungen aufweisen. Es wird daher davon ausgegangen, dass
Ontologiebasierte Modelle und Objektorientierte Modelle auch fu¨r die Modellierung
von Kontextinformationen in kontextsensitiven FIS geeignet sind.
4.1.2 Vergleich von Bettini et al.
Ein weiterer Vergleich von Techniken zur Modellierung von Kontextinformationen
wurde 2010 von Bettini et al. vorgestellt [BBH+10]. Dabei wurden teilweise identische
oder a¨hnliche Vergleichskriterien verwendet (Verteilter Aufbau sowie Unvollsta¨ndigkeit
von Daten). Erga¨nzend wurden bei diesem Vergleich auch die folgenden Kriterien
beru¨cksichtigt:
















































































Verteilter Aufbau – ++ + – – ++ ++
Partielle Auswertung – – ++ – + ++
Bewertung der
Datenqualita¨t
– – – – + + +
Unvollsta¨ndigkeit der Daten – – – – – + +
Formalita¨t – – ++ + + + ++
Einsatz in bestehenden
Systemen
+ – – ++ + + +
Tabelle 4.1: Bewertung verschiedener Modelle nach Strang et al. [SLP04]
• Unterstu¨tzung heterogener Daten
Laut Bettini et al. mu¨ssen kontextsensitive Systeme mit Daten umgehen ko¨nnen,
die in sich ihrer Charakteristik mitunter stark unterscheiden [BBH+10].
Auch in der im Rahmen dieser Arbeit durchgefu¨hrten Anforderungsanalyse
wurde diese Anforderung identifiziert, wenngleich daraus zwei Anforderungen
entstanden sind: Anforderung A04 fordert, dass ein kontextsensitives System
und seine Modellierung verschiedene Datentypen beru¨cksichtigen ko¨nnen muss.
Anforderung A05 erga¨nzt, dass das System auch mit variierenden Frequenzen
der Aktualisierungen von Daten umgehen ko¨nnen muss.
• Abbilden von Beziehungen zwischen Daten
Bettini et al. vergleichen Techniken zur Modellierung von Kontextinformationen
auch anhand der Mo¨glichkeiten, Abha¨ngigkeiten zwischen den modellieten
Daten im Modell abbilden zu ko¨nnen [BBH+10].
Die bereits vorgestellte Anforderung A02 fordert a¨hnlich, dass die Modellierung
von Kontextinformationen Methoden zur Verfu¨gung stellen muss, die es erlau-
ben, Abstraktionen und Aggregationen zu modellieren. In einem Fahrzeug ist so
beispielsweise das Beschleunigungsverhalten des Fahrzeugs von der Anzahl der
Insassen, oder allgemeiner gesprochen, vom Beladungszustand des Fahrzeugs,
abha¨ngig.
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• Zeitbezug fu¨r Daten
Fu¨r ein kontextsensitives System ist es mitunter nicht nur von Interesse, welchen
Wert ein bestimmtes Datum aktuell hat, sondern auch welchen Wert es in der
Vergangenheit hatte, oder sogar welchen Wert ein Datum womo¨glich in der
Zukunft haben wird [BBH+10].
Da diese Anforderung in der durchgefu¨hrten Anforderungsanalyse nicht identi-
fiziert wurde, wird die Fa¨higkeit zum Zeitbezug fu¨r eine Auswahl einer Technik
zur Modellierung von Kontextinformationen als untergeordnet wichtig einge-
stuft.
• Mo¨glichkeiten zur Schlussfolgerung
Eine grundlegende Aufgabe kontextsensitiver Systeme besteht darin, ein Urteil
u¨ber die aktuelle Situation seines Nutzers zu erstellen [BBH+10].
Techniken zur Modellierung und Ausfu¨hrung kontextsensitiver Systeme mu¨ssen
daher die Mo¨glichkeit bieten, aus bestehenden, modellierten Fakten, neue Fakten
ableiten und schlussfolgern zu ko¨nnen. Da die Fa¨higkeit zur Schlussfolgern eine
Mo¨glichkeit zur Realisierung von Abstraktionen und Aggregationen ist, stellt
diese Anforderung eine Spezialisierung der Anforderung A02 dar. Techniken, die
die Mo¨glichkeit zum Schlussfolgern bieten, bieten daher automatisch auch die
Mo¨glichkeit, Kontextinformationen zu abstrahieren und aggregieren, weshalb
beide Anforderungen synonym betrachtet werden ko¨nnen.
• Benutzbarkeit
Modelle kontextsensitiver Systeme sollen von mo¨glichst vielen Menschen erstellt
werden ko¨nnen. Der dem Modell zugrundeliegende Formalismus muss daher
leicht versta¨ndlich sein, so dass Modellierer kontextsensitiver Systeme realwelt-
liche Fakten schnell in diesen Formalismus u¨berfu¨hren ko¨nnen [BBH+10].
Anforderung A12 beschreibt, dass das Modell der Kontextinformation als
Austausch-Medium benutzt werden ko¨nnen soll. Anforderung A19 fordert
erga¨nzend, dass die Modellierung von Kontextinformationen auch von Personen
benutzt werden ko¨nnen soll, die keine Software-Entwickler oder Programmierer
sind. Ein hoher Grad an Benutzbarkeit wurde daher auch in der im Rahmen
dieser Arbeit durchgefu¨hrten Anforderungsanalyse identifiziert.
• Effiziente Bereitstellung von Daten
Aufgrund der Tatsache, dass kontextsensitive Systeme mit einer Vielzahl an
Daten umgehen mu¨ssen, fordern Bettini et al. auch, dass Informationen und
Daten in kontextsensitiven Systemen schnell und effizient abgerufen werden
ko¨nnen [BBH+10].
Die Forderung nach einer mo¨glichst schnellen und effizienten Auswertung und
Bereitstellung der Daten wurde in der durchgefu¨hrten Anforderungsanalyse
nicht identifiziert. Da die vorliegende Arbeit sich auf FIS beschra¨nkt und damit
Fahrdynamisch-relevante Funktionen ausschließt, spielt die Effizienz nur eine
untergeordnete Rolle. Nichtsdestotrotz ist es unabdingbar, die Geschwindigkeit
der Auswertung zur Laufzeit zu bewerten.
Auf Basis dieser Vergleichskriterien fu¨hren Bettini et al. ebenfalls eine Bewertung
durch und kommen dabei zu den in Tabelle 4.2 dargestellten Ergebnissen. Im Ver-































































Verteilter Aufbau – – ◦ – ◦
Unvollsta¨ndigkeit von Daten – – ◦ – +
Unterstu¨tzung heterogener Daten – – + + +
Abbilden von Beziehungen zwischen Daten – – ◦ + +
Zeitbezug fu¨r Daten – – + – +
Mo¨glichkeiten zur Schlussfolgerung – – ◦ + +
Benutzbarkeit ◦ ◦ + ◦ ◦
Effiziente Bereitstellung von Daten ◦ ◦ ◦ – +
Tabelle 4.2: Bewertung verschiedener Modelle nach Bettini et al. [BBH+10]
gleich zu den Ergebnissen von Strang et al. fa¨llt auf, dass Ontologiebasierte Modelle
nicht in jeder Kategorie positiv bewertet werden. So werden ihre Fa¨higkeiten mit
Bezug auf die Kriterien Verteilter Aufbau, Unvollsta¨ndigkeit von Daten und Effiziente
Bereitstellung von Daten als negativ beurteilt. Ontologiebasierte Modelle weisen laut
Bettini et al. außerdem lediglich eine mittelma¨ßige Benutzbarkeit auf. Zusammenfas-
send kommen Bettini et al. nach ihrem Vergleich zu dem Schluss, dass keines der bis
dahin existierenden Techniken zur Modellierung kontextsensitiver Systeme vollends
u¨berzeugen kann. Sie schlagen daher vor, sogenannten Hybride Modelle zu verwenden,
welche bestehende Techniken miteinander kombinieren, um Vorteile zu maximieren
und Nachteile einzelner Techniken zu minimieren oder gar zu eliminieren.
4.1.3 Vergleich von Bergmann
In einem subsumierenden Vergleich erga¨nzt Bergmann weitere Kriterien fu¨r einen Ver-
gleich verschiedener Techniken zur Modellierung kontextsensitiver Systeme [Ber14].
• Unterstu¨tzung einer Regel-basierten Auswertung
Bergmann fordert, dass Modellierer durch die verwendete Modellierungstechnik
die Mo¨glichkeit geboten bekommen mu¨ssen, die Auswertung des Modells ihren
gewohnten Denkweisen entsprechend kontrollieren zu ko¨nnen. Bergmann kommt
dabei zu dem Schluss, dass eben diese gewohnte Denkweise Regel-basiert
abla¨uft. Nach Bergmann ist es daher wichtig, dass Techniken zur Modellierung
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kontextsensitiver Systeme die Mo¨glichkeit bieten, die Auswertung auf Basis
von Regeln durchfu¨hren zu ko¨nnenn [Ber14].
Die Anforderung Fakten und Wissen durch Regeln im Modell der Kontext-
informationen zu hinterlegen, wurde auch in der im Rahmen dieser Arbeit
durchgefu¨hrten Anforderungsanalyse ermittelt (vgl. Anforderung A03). Auch
bei dieser Analyse gaben die befragten an, dass Regeln beno¨tigt werden, weil
das Wissen der Modellierer ha¨ufig in Form von Regeln formuliert wird.
• Unterstu¨tzung von Unsicherheiten
Erstmalig wird von Bergmann festgestellt, dass Kontextinformationen mit
einer individuellen Unsicherheit belegt sein ko¨nnen. Daher wird die Fa¨higkeit,
diese Unsicherheiten modellieren zu ko¨nnen, als Vergleichskriterium fu¨r den
durchgefu¨hrten Vergleich aufgenommen [Ber14].
Anforderung A08 forderte, dass das Modell der Kontextinformationen Mo¨glich-
keiten bieten muss, fu¨r jede Quelle von Kontextinformationen hinterlegen zu
ko¨nnen, mit welcher Unsicherheit die jeweilige Information belegt ist. Diese
Anforderung deckt sich daher mit der von Bergmann aufgestellten Anforderung
zur Unterstu¨tzung von Unsicherheiten.
• Standardisierung
Ob fu¨r die jeweiligen Techniken zur Modellierung kontextsensitiver Systeme
standardisierte Methoden, Sprachen oder Programmierschnittstellen existieren,
ist fu¨r Bergmann im Hinblick auf die industrielle Tauglichkeit ebenfalls von
erho¨hter Bedeutung [Ber14] und wird daher als Vergleichskriterium hinzugefu¨gt.
Zur Minimierung des Entwicklungs- und Wartungsaufwandes wurde die Anfor-
derung nach einer standardisierten Mo¨glichkeit zur Modellierung von Kontext-
informationen auch in der durchgefu¨hrten Anforderungsanalyse ermittelt (vgl.
Anforderung A20). Auch diese von Bergmann aufgestellte Anforderung deckt
sich daher mit denen der vorliegenden Arbeit.
• Tool-Unterstu¨tzung
Ebenfalls fu¨r die industrielle Tauglichkeit entscheidend ist die Quantita¨t und
Qualita¨t verfu¨gbarer Tools fu¨r die jeweiligen Techniken zur Modellierung kon-
textsensitiver Systeme. Bergmann definieren die Tool-Unterstu¨tzung daher als
zusa¨tzliches Kriterium fu¨r den Vergleich [Ber14].
Anforderung A21 forderte ebenfalls ein Vorhandensein von Tools zur Erstellung
des jeweiligen Modells, um die Modellierer bei der Modellierung bestmo¨glich
unterstu¨tzen zu ko¨nnen und Fehler bei der Modellierung zu minimieren.
• Stand der Technik
Mit diesem abschließenden Kriterium mo¨chte Bergmann die Aktualita¨t und den
Grad der Akzeptanz der jeweiligen Technik zur Modellierung kontextsensitiver
Systeme bewerten. Als Grundlage zur Bewertung diente dabei eine umfangreiche
Literaturrecherche [Ber14].
Anforderung A22 zeigt, dass die Aktualita¨t der Technik zur Modellierung
von Kontextinformationen auch bei der Erstellung kontextsensitiver FIS eine
entscheidende Rolle spielt.





























































































– – ◦ + + + +
Unterstu¨tzung einer
Regel-basierten Auswertung
– + – + – + +
Abbilden hierarchischer
Strukturen zwischen Daten
– – ◦ ◦ + + +
Unterstu¨tzung von Unsicherhei-
ten & Unvollsta¨ndigkeiten der
Daten
– – – ◦ – – +
Standardisierung – – + ◦ ◦ + ◦
Tool-Unterstu¨tzung – – – – – + ◦
Effizienz + ◦ ◦ ◦ ◦ – ◦
Stand der Technik – – – – + + +
Tabelle 4.3: Bewertung verschiedener Modelle nach Bergmann [Ber14]
Die Ergebnisse des von Bergmann durchgefu¨hrten Vergleichs sind in Tabelle 4.3
aufgetragen. Auch dieser Vergleich zeigt, das Ontologiebasierte Modelle Schwa¨chen
in den Bereichen der Effizienz und dem Umgang mit unsicheren Daten aufweisen.
Außerdem, werden, wie bereits von Bettini et al. (vgl. Abschnitt 4.1.2), Hybride
Modelle von Bergmann in allen Bereichen positiv bewertet.
4.1.4 Fazit
Basierend auf den vorgestellten Vergleichen von Strang et al. [SLP04], Bettini et
al. [BBH+10] und Bergmann [Ber14] zu verschiedenen Techniken zur Modellierung
kontextsensitiver Systeme, wird im Rahmen dieser Arbeit davon ausgegangen, dass
Ontologiebasierte Modelle die derzeit beste Basis zur modellbasierten Entwicklung
kontextsensitiver Systeme darstellen. Da Objektorientierte Modelle ebenfalls u¨berwie-
gend positiv bewertet wurden und Bettini et al. Hybride Modelle fu¨r vielversprechend
halten [BBH+10], wird im weiteren Verlauf gezeigt, wie Ontologiebasierte Modelle
und Objektorientierte Modelle kombiniert werden ko¨nnen, um kontextsensitive FIS
modellbasiert zu entwickeln. Dabei wird insbesondere darauf eingegangen, wie Unsi-






Abbildung 4.1: Exemplarische Ontologie mit einer Klasse Time
cherheiten, Unvollsta¨ndigkeiten und der Umgang mit redundanten Datenquellen von
Kontextinformationen modelliert werden ko¨nnen.
4.2 Modellierung durch Ontologien
In diesem Abschnitt wird gezeigt, wie Ontologiebasierte Modelle um Objektorientierte
Ansa¨tze erweitert werden ko¨nnen, um kontextsensitive FIS Model-basiert zu entwi-
ckeln. Dabei werden Ontologien mit den aus der objektorientierten Programmierung
bekannten Konzepten der Abstraktion, der Vererbung und der Annotationen erweitert.
Zuna¨chst wird dazu in Abschnitt 4.2.1 gezeigt, wie die in einem Fahrzeug verfu¨gbaren
Kontextinformationen in der Ontologie abgebildet werden, damit sie anschließend, wie
in Abschnitt 4.2.2 beschrieben, zu ho¨herwertigen Kontextinformationen abstrahiert
und aggregiert werden ko¨nnen. Da Ontologien bisher lediglich unzureichende Mo¨glich-
keiten bieten, Unsicherheiten und Daten aus multiplen Quellen zu behandeln, wird in
Abschnitt 4.2.3 und Abschnitt 4.2.4 beschrieben, welche Erweiterungen im Rahmen
dieser Arbeit vorgeschlagen werden, um diese Unzula¨nglichkeiten zu eliminieren. In
Abschnitt 4.2.5 wird abschließend erla¨utert, wie der Modellierer zur Entwicklungszeit
durch den Einsatz von Annotationen beeinflussen kann, wie sich das dem Modell
entsprechende System zur Laufzeit im Detail verha¨lt.
4.2.1 Abbilden verfu¨gbarer Kontextinformationen
Alle relevanten Kontextinformation, die von dem kontextsensitiven FIS verarbeitet
werden, werden in einem ersten Schritt als Klassen innerhalb der Ontologie abgebildet.
Dabei ist es zuna¨chst nicht von Bedeutung, welche Komponente diese Information
spa¨ter tatsa¨chlich zur Verfu¨gung stellt, oder ob diese Information unter Umsta¨nden
sogar von verschiedenen Komponenten zur Verfu¨gung gestellt wird. So kann beispiels-
weise wie in Abbildung 4.1 gezeigt, die Kontextinformation einer Uhrzeit, als Klasse
Time in der Ontologie angelegt werden. Wie jede Klasse einer Ontologie, ist Time
dabei als Subklasse der Klasse Thing dargestellt.
Data Properties
Jeder der so angelegten Klassen werden anschließend sogenannte Data Properties
zugewiesen, welche die eigentlichen Daten der Kontextinformation enthalten. Die Kon-
textinformation Time ko¨nnte so beispielsweise die Data Properties hour, minute










Abbildung 4.2: Exemplarische Ontologie mit einer Klasse Time und drei dazugeho¨ri-
gen Data Properties hour, minute und second
und second zugewiesen bekommen, um die Uhrzeit sekundengenau abbilden zu
ko¨nnen. Eine um diese Data Properties erweiterte Ontologie ist in Abbildung 4.2
dargestellt. Bei der Definition der Data Properties kann sowohl auf alle einfachen
OWL-Datentypen1, als auch auf eigene, zuvor definierte, komplexe Datentypen zu-
ru¨ckgegriffen werden. Außerdem ko¨nnen bei der Zuweisung von Data Properties
zu Klassen Kardinalita¨ten verwendet werden, um Aussagen u¨ber die Quantita¨t die-
ser Beziehung zu ermo¨glichen. Dadurch wird es prinzipiell ermo¨glicht, dass einer
Kontextinformation (Klasse einer Ontologie) mehrere Daten (Data Properties einer
Ontologie) des gleichen Typs zugrunde liegen ko¨nnen.
Auch wenn Data Properties bereits fester Bestandteil von Ontologien sind, so ist ihre
Verwendung im Rahmen dieser Arbeit deutlich Objektorientierter als urspru¨nglich
vorgesehen. Wa¨hrend Data Properties in Ontologien bisher eigensta¨ndig angelegt
und u¨ber Klassen-Beziehungen einer oder mehreren Klassen zugewiesen wurden, so
werden sie in dem hier vorgestellten Ansatz wie Variablen eines Objekts verwendet
und pro definierter Klasse festgelegt.
Subklassen
Der zweite, im Rahmen dieser Arbeit vorgeschlagene, Schritt zur Modellierung
kontextsensitiver FIS durch Ontologien, stellt die Verwendung von Subklassen dar.
Diese ko¨nnen, wie aus der Objektorientierten Programmierung bekannt, eingesetzt
werden, um Gemeinsamkeiten bestimmter Klassen an nur einer Stelle modellieren zu
mu¨ssen. Die Kontextinformationen CurrentTime (zur Repra¨sentation der aktuellen
Uhrzeit) und JourneyTime (zur Repra¨sentation der gefahrenen Zeit) ko¨nnten
beispielsweise, wie in Abbildung 4.3 dargestellt, als Subklassen der Klasse Time
modelliert werden und wu¨rden so die fu¨r Time angelegten Data Properties erben.
Daru¨ber hinaus ko¨nnen Subklassen auch dazu verwendet werden, einzelne Kontex-
tinformationen zu klassifizieren, um die Weiterverarbeitung zu vereinfachen. Die
Kontextinformation JourneyTime ko¨nnte so beispielsweise durch Anlegen der Sub-
klassen Short, Medium und Long, wie in Abbildung 4.4 gezeigt, in drei weitere
1 Online abrufbar unter: http://www.w3.org/TR/owl2-syntax/#Datatype Maps.
Zuletzt u¨berpru¨ft am 19.10.2016.
























Abbildung 4.4: Exemplarische Ontologie mit den Subklassen Short, Medium und
Long zur Klassifizierung der aktuellen Fahrtdauer









0 ≤ hour ≤ 1 2 ≤ hour ≤ 3 4 ≤ hour
Unscharfe Trennung
der Subklassen
0 ≤ hour ≤ 2 2 ≤ hour ≤ 4 4 ≤ hour
Tabelle 4.4: Exemplarische scharfe und unscharfe Trennung von Subklassen am
Beispiel der Zerlegung einer Fahrtzeit in kurz, mittel und lang
Subklassen aufgeteilt werden. Individuen ko¨nnen zur Laufzeit dann nicht nur der
Klasse JourneyTime angeho¨ren, sondern zum Beispiel auch der Klasse Long, und
so repra¨sentieren, dass die aktuelle Fahrtzeit als lang einzustufen ist. Dabei sei erneut
auf die Besonderheit der Open World Assumption hingewiesen (vgl. Abschnitt 2.2.6),
die es prinzipiell erlaubt, dass ein Individuum in mehr als einer Klasse gleichzeitig sein
kann. Ein Individuum kann so beispielsweise gleichzeitig in den Klassen Medium und
Long sein. Wa¨hrend dieser Umstand fu¨r einige Anwendungsfa¨lle hilfreich sein kann
(etwa bei der Modellierung unscharfer U¨berga¨nge), so ist bei anderen Szenarien eine
scharfe Trennung erwu¨nscht. Soll beispielsweise die Sitzplatzbelegung eines Fahrzeug
ausgewertet werden und diese dafu¨r in die beiden Subklassen AloneInCar (zur
Repra¨sentation, dass der Fahrer allein im Fahrzeug sitzt) und NotAloneInCar
(zur Repra¨sentation, dass der Fahrer nicht allein im Fahrzeug sitzt) klassifiziert
werden, scheint eine Zugeho¨rigkeit zu beiden Klassen gleichzeitig wenig hilfreich.
Der Modellierer muss daher auf die dem Anwendungsfall entsprechende Zuweisung
von Subklassen achten. Welche Sprachmittel dafu¨r zur Verfu¨gung stehen, zeigen die
na¨chsten beiden Abschnitte.
Datenbereiche
Eine Mo¨glichkeit, die Zugeho¨rigkeit von Individuen zu Klassen zu kontrollieren,
stellen Datenbereiche dar. Ihre Verwendung erlaubt es, Klassen nur dann einer
bestimmten (Sub-)Klasse zuzuweisen, wenn die Werte seiner Data Properties in
einem bestimmten Bereich liegen. Ein Individuum der Klasse JourneyTime mit
den Data Properties hour, minute und second (geerbt von Time), ko¨nnte so
beispielsweise nur dann der Subklassen Long zugewiesen werden, wenn die Data
Property hour einen Wert gro¨ßer 4 (hour > 4) angenommen hat. Abbildung 4.5
zeigt die um Datenbereiche erga¨nzte Ontologie. Je nachdem, wie der Modellierer die
Datenbereiche der anderen Subklassen Short und Medium auslegt, kann so eine
scharfe oder unscharfe Trennung der Subklassen erreicht werden. Tabelle 4.4 zeigt
exemplarisch, wie die Datenbereiche dafu¨r entsprechend definiert werden ko¨nnen.
SWRL-Regeln
Eine weitere Mo¨glichkeit, Individuen zu klassifizieren, bieten die sogenannten SWRL-
Regeln (vgl. Abschnitt 2.2.6). Die Verwendung von SWRL-Regeln erlaubt es dem
Modellierer, realweltliche Fakten regelbasiert abzubilden. Sie eignen sich auch fu¨r die
einfache Klassifikation von Subklassen. So ko¨nnen, alternativ zur Verwendung von
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0 ≤ hour ≤ 1 2 ≤ hour ≤ 3 4 ≤ hour
Abbildung 4.5: Exemplarische Ontologie mit Datenbereichen an den Klassen Short,
Medium und Long
Data Properties, Individuen der Klasse JourneyTime durch die Verwendung der
SWRL-Regel 4.1 als Medium klassifiziert werden.
SWRL-Regel 4.1: Exemplarische Klassifikation eines Individuums der Klasse
JourneyTime in die Klasse Medium in Abha¨ngigkeit der Data Property hour
j ∈ JourneyTime ∧ j.hour ≥ 2 ∧ j.hour ≤ 3⇒ j ∈ Medium
Durch die Verwendung von Klassen, Subklassen, Datenbereichen und SWRL-Regeln
kann die reale Welt Stu¨ck fu¨r Stu¨ck vom Modellierer nachgebildet werden. Dabei
ist es jedoch nicht immer erforderlich, alle Fakten zu modellieren, sondern lediglich
diejenigen, die fu¨r den konkreten Anwendungsfall von entscheidender Relevanz sind.
SWRL-Regeln dienen jedoch nicht ausschließlich der Klassifikation von Subklas-
sen, sondern sind auch ein ma¨chtiges Werkzeug zur Modellierung ho¨herwertiger
Kontextinformationen, wie der na¨chste Abschnitt zeigen wird.
4.2.2 Modellieren ho¨herwertiger Kontextinformationen
In einem zweiten Schritt kann dann aus den zuvor modellierten Kontextinforma-
tionen die Zusammensetzung ho¨herwertiger Kontextinformationen modelliert wer-
den. So kann beispielsweise aus den Kontextinformationen JourneyTime und
CurrentTime die ho¨herwertige Kontextinformation Drowsiness abgeleitet wer-
den, die beschreibt, ob sich beim Nutzer eine Tendenz zur Mu¨digkeit erkennen
la¨sst. Auch diese ho¨herwertigen Kontextinformationen werden in der Ontologie
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als Klassen abgebildet. Gleichzeitig wird dem Modellierer die Mo¨glichkeit geboten,
ho¨herwertige Kontextinformationen je nach Auspra¨gung der zugrundeliegenden Kon-
textinformationen in verschiedene Subklassen zu unterteilen. Die Kontextinformation
Drowsiness ko¨nnte so beispielsweise je nach Auspra¨gung der zugrundeliegenden
Kontextinformationen als eine der Subklassen No, Medium oder High klassifiziert
werden (siehe Abbildung 4.6). Diese Klassifikationen ko¨nnen vom Modellierer eben-
falls durch Subklassen oder SWRL-Regeln modelliert werden. Bei der Klassifikation
durch SWRL-Regeln hat der Modellierer dabei die Mo¨glichkeit zu u¨berpru¨fen, ob
Individuen der zugrundeliegenden Kontextinformationen zur Laufzeit bereits in eine
ihrer Subklassen klassifiziert wurden. So kann er durch die Verwendung der SWRL-
Regel 4.2 beispielsweise definieren, dass Drowsiness immer als High klassifiziert
wird, wenn die JourneyTime als Long klassifiziert wurde.
SWRL-Regel 4.2: Exemplarische Klassifikation eines Individuums der Klasse
Drowsiness in die Klasse High in Abha¨ngigkeit des Vorhandenseins eines
Individuums der Klasse Long
j ∈ JourneyTime ∧ j ∈ Long ∧ d ∈ Drowsiness⇒ d ∈ High
Solche Beziehungen zwischen Klassen erlauben es dem Modellier, auf Basis von
Kontextinformationen ein Situationsversta¨ndnis zu modellieren. So ko¨nnen abstrakte
Situation wie Gestresster Fahrer, Gefa¨hrliche Fahrsituation oder Pendelfahrt zur Ar-
beit als Situationen in der Ontologie abgebildet werden. Individuen ko¨nnen basierend
auf einfachen Kontextinformationen als solche Situationen klassifiziert werden und
damit zur Laufzeit signalisieren, dass die jeweils aktuellen Kontextinformationen
darauf schließen lassen, dass sich der Nutzer aktuell in einer dieser Situationen
befindet.
4.2.3 Behandlung von Unsicherheiten
Eine im Rahmen dieser Arbeit vorgenommene Erweiterung am Ontologie-basierten
Ansatz zur Modellierung kontextsensitiver FIS beschreibt die Behandlung von unsi-
cheren Kontextinformationen. Die grundlegende Annahme fu¨r die Notwendig einer
Behandlung von Unsicherheiten ist, dass jede im System verfu¨gbaren Kontextinfor-
mation eine gewisse Sicherheit bzw. Unsicherheit (engl. Confidence) zugeschrieben
werden kann. Diese gibt jeweils an, mit welcher Sicherheit der aktuelle Wert der
Kontextinformation als wahr angenommen werden kann (vgl. Anforderung A08 und
Anforderung A09 aus Kapitel 3). Die Problemstellung, mit der sich die Behandlung
von Unsicherheiten auseinandersetzt lautet: Welche Sicherheit hat eine ho¨herwertige
Kontextinformation, der mehrere, unsichere Kontextinformationen zugrunde liegen?
Zur Beantwortung dieser Problemstellung wurden Ontologien im Rahmen dieser Ar-
beit um das Konzept des Wahrheitswertes (conf ∈ [0, 1]) erga¨nzt. Der Wahrheitswert
gibt an, mit welcher Wahrscheinlichkeit der Wert einer bestimmten Kontextinfor-
mation als wahr angenommen werden kann. So gibt conf(Temperature) = 0.8
beispielsweise an, dass der Wert der Kontextinformation Temperatur mit einer
Wahrscheinlichkeit von 80% als wahr angenommen werden kann und somit eine
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Drowsiness
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Abbildung 4.6: Exemplarische Ontologie mit der Klasse Drowsiness und ihren







Produkt a · b a+ b− a · b
 Lukasiewicz max{a, b} min{a, b}
Zadeh min{a, b} max{a, b}
Tabelle 4.5: Erkla¨rung der verschiedenen Berechnungsnormen zur Kombination von
Zahlenwerten

















conf(ϑ) = conf(ϑS1) ∨ conf(ϑS2) = 0.85
Regenmenge
δ = 0.0 l/m2
conf(δ) = conf(δS) = 0.8
Wetter
ω = gut
conf(ω) = conf(δ) ∧ conf(ϑ) = 0.68
Abbildung 4.7: Exemplarische Berechnung der Wahrheitswerte anhand der Produkt-
norm
Unsicherheit von 20% verbleibt, dass der von der Quelle der Kontextinformation zur
Verfu¨gung gestellte Wert der Temperatur nicht korrekt ist.
Werden mehrere Kontextinformationen miteinander kombiniert, um eine ho¨herwerti-
ge Kontextinformation daraus abzuleiten, wird die Berechnung des Wahrheitswert
dieser ho¨herwertigen Kontextinformation nach den aus der Fuzzy-Logik [Kru11]
bekannten Berechnungsnormen durchgefu¨hrt. Werden semantisch verschiedenen Kon-
textinformationen miteinander kombiniert, werden t-Normen angewandt, wa¨hrend
bei einer Kombination gleichbedeutender Kontextinformationen t-Conormen zum
Einsatz kommen. Tabelle 4.5 zeigt eine Auswahl der aus der Fuzzy-Logik bekannten
Berechnungsnormen sowie die dazugeho¨rigen t-Normen und t-Conormen.
Wa¨hrend der Modellierung stehen dem Modellierer diese Normen zur Verfu¨gung,
um zu bestimmen, wie mit Unsicherheiten von Kontextinformationen zur Laufzeit
umgegangen werden soll.
Rechenbeispiel
Das in Abbildung 4.7 dargestellte Beispiel zeigt, in welchen Fa¨llen die t-Norm und in
welchen Fa¨llen die t-Conorm verwendet wird. Fu¨r diese exemplarische Berechnung der
Wahrheitswerte sei angenommen, dass dem kontextsensitiven System ein Regensensor
und zwei Temperatursensoren zur Verfu¨gung stehen. Weiterhin sei angenommen, dass
anhand der Regenmenge und der Temperatur die ho¨herwertige Kontextinformation
Wetter abgeleitet werden kann. Die drei Sensoren liefern Werte u¨ber die Regenmenge
bzw. die aktuelle Temperatur mit einem bestimmten Wahrheitswert. Der vom Regen-
sensor ermittelte Wert der aktuellen Regenmenge verfu¨gt u¨ber einen Wahrheitswert
von conf(δS) = 0.8, der Temperatursensor 1 misst mit einem Wahrheitswert von
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conf(ϑS1) = 0.7 und die vom Temperatursensor 2 gemessen Temperatur entspricht
mit einer Wahrscheinlichkeit von conf(ϑS2) = 0.5 der tatsa¨chlichen Temperatur.
Aus diesen drei Sensoren werden zuna¨chst zwei Kontextinformationen generiert: die
Regenmenge und die Temperatur.
Wa¨hrend die Berechnung des Wahrheitswertes fu¨r die Regenmenge δ trivial aus-
fa¨llt, weil der Wahrheitswert der Datenquelle u¨bernommen werden kann, muss
der Wahrheitswert fu¨r die Temperatur errechnet werden. Die intuitive Annahme
fu¨r die Berechnung eines Wahrheitswertes wa¨re, dass sich der Wahrheitswert ei-
ner Kontextinformation erho¨ht, wenn mehrere Datenquellen den gleichen Wert
melden. Da beide Temperatursensoren den gleichen Wert von 21◦C melden, wird
zur Berechnung des Wahrheitswertes der Kontextinformation Temperatur die t-
Conorm verwendet: conf(ϑ) = conf(ϑS1) ∨ conf(ϑS2). Fu¨r dieses Beispiel sei an-
genommen, dass der Modellierer modelliert hat, dass zur Berechnung des Wahr-
heitswertes der Kontextinformation Temperatur die Produktnorm verwendet wird,
weshalb sich die Berechnung des Wahrheitswertes gema¨ß Tabelle 4.5 zu conf(ϑ) =
conf(ϑS1) + conf(ϑS2)− conf(ϑS1) · conf(ϑS2) = 0.7 + 0.5− 0.7 · 0.5 = 0.85 ergibt. Der
Wahrheitswert der Kontextinformation liegt der intuitiven Annahme entsprechend
also ho¨her als der, der zugrundeliegenden Datenquellen, da die beiden Datenquellen
die gleiche Information zur Verfu¨gung gestellt haben und diese sich daher gegenseitig
versta¨rken.
Bei der ho¨herwertigen Kontextinformation Wetter werden die Kontextinformationen
Regenmenge und Temperatur herangezogen. Da es sich hierbei um zwei verschiedene
Kontextinformationen handelt, wird bei der Berechnung des Wahrheitswertes die
t-Norm herangezogen: conf(ω) = conf(δ)∧conf(ϑ). Auch hier sei wieder angenommen,
dass der Modellierer die Verwendung der Produktnorm modelliert hat, weshalb sich
der Wahrheitswert gema¨ß Tabelle 4.5 zu conf(ω) = conf(δ) · conf(ϑ) = 0.8 · 0.85 =
0.68 errechnet. Der Wahrheitswert der Kontextinformation fa¨llt damit geringer aus,
als der, der zugrundeliegenden Kontextinformationen. Auch das entspricht erneut
der intuitiven Annahme, da die Verwendung zweier unsicherer Informationen zur
Generierung einer neue Information einen negativen Einfluss auf die Sicherheit der
generierten Informationen haben muss.
4.2.4 Kontextinformationen aus multiplen Quellen
Eine weitere in Kapitel 3 ermittelte Anforderung machte deutlich, dass Kontext-
informationen mitunter mehrere, redundante Datenquellen aufweisen ko¨nnen (vgl.
Anforderung A07). Im Rahmen dieser Arbeit wurde die Ontologie-basierte Model-
lierung kontextsensitiver Systeme daher um die Mo¨glichkeit erweitert, dass eine
Kontextinformation mehrere Quellen haben kann. Auch wenn die so geschaffenen
Erweiterung insbesondere Auswirkungen auf die Implementierung des Systems ha-
ben, so hat der Modellierer bereits wa¨hrend der Modellierung Mo¨glichkeiten den
Umgang mit multiplen Quellen zu modellieren. Die Problemstellung, welche durch
diese Erweiterung beantwortet werden soll lautet: Welche Werte haben die Daten
der Kontextinformation, die von mehreren Quellen bereitgestellt wird?
Zur Beantwortung dieser Fragestellung wurde im Rahmen dieser Arbeit die Mo¨g-
lichkeit geschaffen, eine bestimmte Datenquellen mit einem bestimmten Gewicht
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zu kennzeichnen. Auch wenn das tatsa¨chliche Gewicht einer Datenquelle fu¨r den
Modellierer vollkommen transparent bleibt, da die Datenquelle als solche nicht Teil
des Modells ist, so bekommt er beispielsweise die Mo¨glichkeit, bei der Modellierung
der Kontextinformationen festzulegen, dass immer die Datenquelle mit dem ho¨chsten
Gewicht verwendet wird. Auch der Wahrheitswert einer Datenquelle kann genutzt
werden, um eine Datenquelle festzulegen, die als Quelle fu¨r eine Kontextinformation
genutzt werden soll.
Eine zweite Mo¨glichkeit wird dem Modellierer in Form einer Wertekombination
geboten. So kann der Modellierer beispielsweise festlegen, dass, sofern mehrere
Datenquellen fu¨r eine Kontextinformation existieren und es sich um einen numerischen
Wert handelt, die Kontextinformation den Mittelwert aller Datenquellen als Wert
erha¨lt. Auch gewichtete Mittelwerte unter Zuhilfenahme des Gewichts oder des
Wahrheitswertes einer Datenquelle stehen dem Modellierer dabei zu Verfu¨gung.
Wie alle anderen Informationen auch, werden der Umgang mit multiplen Quel-
len durch Annoationen an die entsprechenden modelliert. Wie genau und welche
Annotationen dazu zum Einsatz kommen, zeigt der na¨chste Abschnitt.
4.2.5 Annotieren von Klassen
Nachdem Kontextinformationen und Situationen innerhalb der Ontologie modelliert
wurden, mu¨ssen abschließend noch einige Metainformationen hinzugefu¨gt werden,
damit das Modell genutzt werden kann, um zur Laufzeit eine Aussage u¨ber bestimm-
te Situationen auf Basis einzelner Kontextinformationen zu machen. Dazu za¨hlen
insbesondere Informationen u¨ber die Quelle der Daten und deren Verknu¨pfung mit
den Klassen und Data Properties der Ontologie, sowie der Umgang mit Redundanten
Datenquellen und deren Wahrscheinlichkeiten.
Da diese Informationen pro vorhandener Klasse in der Ontologie relevant sind, werden
sie als Annotationen einer Klasse innerhalb der Ontologie abgelegt. Die Annotationen
helfen zum einen, die Verknu¨pfung zwischen Modell und Fahrzeug zu definieren, und
zum anderen, wichtige Metainformationen an die Kontextinformationen anzufu¨gen,
um sie zur Laufzeit den Anforderungen entsprechend verwerten zu ko¨nnen.
Richtung des Datenaustausches – die ExchangeType Annotation
Mithilfe dieser Annotation wird festgelegt, ob eine Klasse zur Laufzeit einfache
Kontextinformationen repra¨sentiert (Exchange In), ob sie ho¨herwertige Kontextin-
formationen, die aufgrund modellierter Zusammenha¨nge zwischen einfachen Kontext-
informationen erschlossen wurden, fu¨r nachgelagerte Systeme zur Verfu¨gung stellt
(Exchange Out), ob sie beide Funktionen gleichzeitig u¨bernimmt (Exchange Both)
oder ob die Klasse weder Eingabe noch Ausgabe ist (Exchange None), da sie bei-
spielsweise lediglich strukturierende Aufgaben u¨bernimmt, um die U¨bersichtlichkeit
des Modells zu gewa¨hrleisten.
Name der Datenquelle – die SourceName Annotation
Diese Annotation erlaubt es, die im Modell durch Klassen abgebildeten Kontext-
informationen einer realen Datenquelle zuzuweisen. Die Zuweisung geschieht dabei
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u¨ber eine eindeutige Zeichenfolge. So kann beispielsweise signalisiert werden, dass
eine bestimmte Kontextinformation (zum Beispiel die Außentemperatur) auf einem
bestimmten CAN-Bus zur Verfu¨gung steht. Der Name der Quelle, und damit der
Inhalt dieser Annotation, wa¨re in diesem Fall dann beispielsweise CAN-1.
Zuordnung von Data Properties – die SourcePropertyName Annotation
Damit die Data Properties, die den Klassen wa¨hrend der Modellierung zugeordnet
wurden, zur Laufzeit mit realen Daten versorgt werden ko¨nnen, wird mit Hilfe
dieser Annotation eine Abbildung zwischen den Namen der Data Properties und den
Namen der Daten innerhalb der entsprechenden Datenquelle erstellt. Im Falle der
Außentemperatur ko¨nnte es sich dabei beispielsweise um die konkrete CAN-ID des
Objekts handeln, mit dem es auf dem CAN-Bus kommuniziert wird. Da eine Klasse
mitunter mehrere Data Properties haben kann, kann diese Annotation als einzige
mehrmals fu¨r eine Klasse auftreten.
Art der Datena¨nderung – die SourceType Annotation
Diese Annotation gibt dem Modellierer die Mo¨glichkeit einzustellen, auf welche Art
die Data Properties dieser Klasse zur Laufzeit mit realen Daten befu¨llt werden.
Zur Auswahl stehen dazu die beiden Werte Source Push und Source Pull. Wa¨hrend
Source Push signalisiert, dass Daten von der Datenquelle aktiv in die Ontologie
integriert werden, signalisiert Source Pull, dass das kontextsensitive System die
Daten manuell abfragen und in die Ontologie integrieren muss.
Ha¨ufigkeit der Datena¨nderung - die SourceFrequencyAnnotation
Wurde die Annotation SourceType mit dem Wert Source Pull befu¨llt, kann der
Modellierer durch diese Annotation festlegen, in welcher Frequenz das kontextsensitive
System neue Werte der Data Properties bei den jeweiligen Datenquelle abfragt. In
allen anderen Fa¨llen hat diese Annotation keine Funktion.
Umgang mit redundanten Datenquellen - die SourceSelection Annotation
Mit dieser Annotation stehen dem Modellierer verschiedene Mo¨glichkeiten zur Verfu¨-
gung, die den Umgang mit mehreren Datenquellen definieren. Tabelle 4.6 fasst die
mo¨glichen Werte dieser Annotation und ihre Auswirkungen zusammen.
Umgang mit redundanten Daten - die ValueCombination Annotation
Wurde vom Modellierer die SourceSelection Annotation einer Klasse mit den Werten
Select MergeAll oder Select MergeSome belegt, bietet ihm diese Annotation die
Mo¨glichkeit zu definieren, wie genau die multiplen Werte miteinander kombiniert
werden sollen. Tabelle 4.7 fasst die mo¨glichen Werte dieser Annotation zusammen.
Die Auswirkungen dieser Annotation beziehen sich lediglich auf Data Properties
eines numerischen Datentyps.
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Wert der Annotation Beschreibung
All
Alle Werte aus allen Quellen werden verwendet und
redundant im System abgelegt und behandelt.
HighestConf
Aus allen Quellen wird der Wert mit dem ho¨chsten Wahr-
heitswert fu¨r die weitere Verwendung ausgewa¨hlt. Alle
anderen Werte werden verworfen.
HighesWeight
Aus allen Quellen wird der Wert mit dem ho¨chsten Ge-
wicht fu¨r die weitere Verwendung ausgewa¨hlt. Alle ande-
ren Werte werden verworfen.
MergeAll
Alle Werte werden miteinander kombiniert verwendet,
wenn jede angegebene Quelle aktuell die entsprechende
Werte zur Verfu¨gung stellen kann. Wie genau die Werte
kombiniert werden, kann u¨ber die ValueCombination
Annotation spezifiziert werden.
MergeSome
Alle Werte werden miteinander kombiniert verwendet,
wenn mindestens eine der angegebenen Quellen aktu-
ell die entsprechende Werte zur Verfu¨gung stellen kann.
Wie genau die Werte kombiniert werden, kann u¨ber die
ValueCombination Annotation spezifiziert werden.
Tabelle 4.6: Mo¨gliche Werte der SourceSelection Annotation
Wert der Annotation Beschreibung
Average
Es wird der Durchschnitt aller Werte gebildet und als
Grundlage fu¨r weitere Berechnungen verwendet.
WeightedAverage
Es wird ein gewichteter Durchschnitt gema¨ß des Ge-
wichts aller Werte gebildet und als Grundlage fu¨r weitere
Berechnungen verwendet.
ConfAverage
Es wird ein gewichteter Durchschnitt gema¨ß des Wahr-
heitswerte aller Werte gebildet und als Grundlage fu¨r
weitere Berechnungen verwendet.
ConfWeightedAverage
Es wird ein gewichteter Durchschnitt gema¨ß des Gewichts
und des Wahrheitswertes aller Werte gebildet und als
Grundlage fu¨r weitere Berechnungen verwendet.
Tabelle 4.7: Mo¨gliche Werte der ValueCombination Annotation
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Wert der Annotation Beschreibung
Product Berechnung des Wahrheitswertes gema¨ß der Produktnorm.
MinMaxZadeh Berechnung des Wahrheitswertes gema¨ß der Zadeh-Norm.
MinMaxLuka
Berechnung des Wahrheitswertes gema¨ß der  Lukasiewicz-
Norm.
Tabelle 4.8: Mo¨gliche Werte der CalculationNorm Annotation
Berechnung von Wahrheitswerten - die CalculationNorm Annotation
Wie der Wahrheitswert ho¨herwertiger Kontextinformationen berechnet werden kann,
kann vom Modellierer mit Hilfe dieser Annotation eingestellt werden. Tabelle 4.8 fasst
die mo¨glichen Auspra¨gungen dieser Annotation sowie die dazugeho¨rigen Implikationen
zusammen.
4.3 Zusammenfassung
Im ersten Abschnitt dieses Kapitels wurde erla¨utert, welche Techniken zur Modellie-
rung kontextsensitiver Systeme nach dem aktuellen Stand der Technik zur Verfu¨gung
stehen. Da bestehende Techniken zur Modellierung von Kontextinformationen bereits
in verschiedenen Vergleichen gegeneinander bewertet wurden und die dabei angesetz-
ten Vergleichskriterien eine sehr große U¨berdeckung mit den im Rahmen dieser Arbeit
ermittelten Anforderungen aufweisen, wurden die Ergebnisse dieser Vergleiche als
Grundlage fu¨r die Entscheidung herangezogen, Ontologiebasierte Modelle, erga¨nzt um
Objektorientierte Ansa¨tze, als am geeignetsten fu¨r die Modellierung kontextsensitiver
FIS auszuwa¨hlen.
Im zweiten Abschnitt wurde gezeigt, wie Ontologiebasierte Modelle dazu genutzt
werden ko¨nnen, die reale Welt mit ihren Daten, Fakten und Zusammenha¨ngen zu
erfassen. Dabei wurde detailliert darauf eingegangen, wie Data Properties, Subklas-
sen, Datenbereiche und SWRL-Regeln genutzt werden ko¨nnen, um ho¨herwertige
Kontextinformationen im Sinne eines Situationsversta¨ndnisses aus einfachen Kontex-
tinformationen abzuleiten. Im gleichen Abschnitt wurde abschließend auch gezeigt,
wie Ontologiebasierte Modelle erweitert werden ko¨nnen, um Unsicherheiten und
Redundanzen von Kontextinformationen behandeln zu ko¨nnen. Dazu wird vorge-
schlagen, die aus der Fuzzy-Logik bekannten t-Normen und t-Conormen einzusetzen,
um die Unsicherheiten von ho¨herwertigen Kontextinformationen zu errechnen, die
zuvor aus einfachen Kontextinformationen ermittelt wurden. Alle in diesem Kapitel
vorgestellten Metainformationen modellierter Kontextinformationen werden u¨ber
Annotationen den entsprechenden Klassen der Ontologie zugewiesen und ko¨nnen zur
Laufzeit verwendet werden, um die Vorgaben des Modelliers einzuhalten. In Kapitel 6
werden diese Annotation erneut eine u¨bergeordnete Rolle einnehmen, wenn gezeigt





One of my few shortcomings is that I can’t predict the future.“
(Lars Ulrich, Mitbegru¨nder der Heavy Metal Band Metallica, [Ulr96])
Nutzerintentionen beschreiben, welche Absichten Nutzer bei der Bedienung eines
Systems verfolgen. Sie beschreiben, welche Funktionen des Systems der Nutzer als
na¨chstes mit welchem Ziel benutzen mo¨chte. Zur Bestimmung der Nutzerintentionen
ist die Situation, in der sich der Nutzer und das System aktuell befinden, ein
entscheidender Faktor. Daher sind die modellierten Kontextinformationen, wie in
Kapitel 4 beschrieben, die Basis fu¨r jede Nutzerintention.
In diesem Kapitel werden verschiedene Techniken und Methoden erla¨utert, mit deren
Hilfe Nutzerintentionen, die von einem FIS erkannt werden sollen, modelliert werden
ko¨nnen. Der Fokus liegt dabei auf der Modellierung von Nutzerintentionen und
deren Wahrscheinlichkeit in Abha¨ngigkeit zu fu¨r diese Nutzerintentionen relevanten
Situationen. Jede dieser vorgestellten Techniken wird im Hinblick auf die in Kapitel 3
ermittelten Anforderungen bewertet, so dass am Ende dieses Kapitels eine Empfehlung
fu¨r eine zu verwendende Technik zur Modellierung von Nutzerintentionen in FIS
ausgesprochen werden kann.
Dieses Kapitel ist wie folgt aufgebaut: In Abschnitt 5.1 wird gezeigt, wie Entschei-
dungsba¨ume [SM64] zur Modellierung von Nutzerintentionen genutzt werden ko¨nnen
und wie deren Verwendung im Rahmen dieser Arbeit bewertet wird. Anschließend
wird in Abschnitt 5.2 pra¨sentiert, wie und mit welchen Einschra¨nkungen Nutzerin-
tentionen fu¨r FIS mit Hilfe von Ku¨nstlichen Neuronalen Netzen [Roj96] modelliert
werden ko¨nnen. Als letzte Technik zur Modellierung von Nutzerintentionen wird in
Abschnitt 5.3 gezeigt, wie Bayes’sche Netze zur Modellierung von Nutzerintentionen
verwendet werden ko¨nnen. Abschnitt 5.4 schla¨gt einen Prozess zur Modellierung von
Nutzerintentionen vor, bevor Abschnitt 5.5 das Kapitel zusammenfasst.
Die Inhalte dieses Kapitels wurden bereits in [LSSS15] und [LSSS16] vero¨ffentlicht.
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Fortlaufendes Beispiel
Zur besseren Vergleichbarkeit der im Laufe dieses Kapitels vorgestellten Techniken zur
Modellierung von Nutzerintentionen, wird ein fortlaufendes Beispiel eingefu¨hrt. Dieses
Beispiel wird verwendet, um zu zeigen, wie das jeweilige Modell bei der Verwendung
verschiedener Techniken zur Modellierung von Nutzerintentionen konkret gestaltet ist,
und um zu demonstrieren, welche Vor- und Nachteile diese mit sich bringen. Fu¨r die
Modellierung von Nutzerintentionen wird das bereits in Kapitel 4 eingefu¨hrte Beispiel
zur Veranschaulichung der Modellierung von Kontextinformationen erweitert.
Die Erweiterung des Beispiels geht davon aus, dass das FIS u¨ber verschiedene Quellen
zur Wiedergabe von Musik verfu¨gt. Dazu za¨hlen exemplarisch die Wiedergabe von
Radio, die Wiedergabe von auf dem Mobiltelefons gespeicherter Musik und die
Wiedergabe von Musik, die sich auf dem internen Speicher des FIS befindet. Fu¨r
die Wiedergabequellen Mobiltelefon und interner Speicher wird davon ausgegangen,
dass Informationen u¨ber das Genre der dort gespeicherten Musik verfu¨gbar sind.
Fu¨r dieses Beispiel wird ferner angenommen, dass Nutzer eines FIS im Hinblick auf
die Medienwiedergabe zwei Nutzerintentionen mit unterschiedlichen Auspra¨gungen
haben ko¨nnen. Die erste Nutzerintention beschreibt, welche Quelle der Nutzer zur
Wiedergabe von Musik verwendet mo¨chte. Dabei stehen die Auspra¨gungen Radio
zur Wiedergabe von Radio, Mobile zur Wiedergabe von Musik auf dem Mobiltelefon
und Internal zur Wiedergabe von Musik des internen Speichers zur Verfu¨gung.
Diese Nutzerintention wird u¨ber den Namen Source identifiziert. Die zweite Nut-
zerintention beschreibt, welches Genre an Musik der Nutzer ho¨ren mo¨chte. Um die
Komplexita¨t nicht unno¨tig zu erho¨hen, beschra¨nkt sich das Beispiel dafu¨r auf die
Auspra¨gungen Rock fu¨r Musik des Genre Rock, Pop fu¨r Musik des Genre Pop und
Jazz fu¨r Musik des Genre Jazz. Der Name dieser zweiten Nutzerintention wird auf
Genre festgelegt.
Eine letzte Annahme, die fu¨r dieses Beispiel getroffen wird, beschreibt, dass die beiden
genannten Nutzerintentionen von den bereits in Kapitel 4 eingefu¨hrten Situationen
Drowsiness und AloneInCar abha¨ngen. Fu¨r die Nutzerintention Source wird
exemplarisch davon ausgegangen, dass der Nutzer u¨berwiegend Radio ho¨rt, wenn er
nicht allein im Fahrzeug ist, wa¨hrend er zur Wiedergabe von auf dem Mobiltelefon
gespeicherten Musik tendiert, wenn er sich allein im Fahrzeug befindet. Den internen
Speicher seines FIS nutzt er nur gelegentlich und ohne erkennbare Muster. Fu¨r die
Nutzerintention Genre geht dieses Beispiel davon aus, dass der Nutzer u¨berwiegend
Rock- und Popmusik ho¨rt, wenn er mu¨de ist, jedoch zu Musik des Genre Jazz
tendiert, wenn er wach ist. Ferner wird fu¨r diese Nutzerintention angenommen, dass
er Rockmusik pra¨feriert, wenn er allein im Fahrzeug ist, wohingegen er Popmusik
ho¨ren mo¨chte, wenn er nicht allein im Fahrzeug ist.
Abschließend sei angemerkt, dass dieses Beispiel keinen essentiellen Bestandteil dieser
Arbeit darstellt, sondern lediglich zur Veranschaulichung der im weiteren Verlauf
vorgestellten Techniken und Methoden zur Modellierung von Nutzerintentionen fu¨r
FIS dient.
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Abbildung 5.1: Modell der Nutzerintention Genre als Entscheidungsbaum
5.1 Modellierung durch Entscheidungsba¨ume
Entscheidungsba¨ume bieten die Mo¨glichkeit, bestimmte Fragestellungen in Abha¨n-
gigkeit zur Auspra¨gung gegebener Fakten, zu beantworten [SM64]. Im Hinblick auf
die Modellierung von Nutzerintentionen ko¨nnen sie daher auch genutzt werden, um
die Auspra¨gung einer Nutzerintention, in Abha¨ngigkeit zur Auspra¨gung relevanter
Situationen, zu bestimmen. Dabei bildet der Modellierer auf jeder Ebene des Ent-
scheidungsbaumes die fu¨r eine Nutzerintention relevante Situation als Knoten des
Baumes ab. Die Anzahl der Kindknoten dieses Knotens wird dabei durch die Anzahl
der Auspra¨gungen der jeweiligen Situation bestimmt. In der darunterliegenden Ebene
kann vom Modellierer dann die na¨chste relevante Situation als Knoten abgebildet
werden. Nach diesem Schema entsteht Stu¨ck fu¨r Stu¨ck ein Entscheidungsbaum, dessen
Blattknoten Auspra¨gungen der zu modellierenden Nutzerintention repra¨sentieren.
Der in Abbildung 5.1 dargestellte Entscheidungsbaum zeigt, wie auf diese Weise die
Nutzerintention Genre modelliert werden kann. Auf der ersten Ebene des Entschei-
dungsbaumes wird die Situation Drowsiness abgebildet. Die beiden Auspra¨gungen
dieser Situation (Drowsy und Awake) fu¨hren dann auf die zweite Ebene des Ent-
scheidungsbaumes, die die Situation AloneInCar repra¨sentiert. Da Drowsiness
zwei Auspra¨gungen hat, muss die Situation AloneInCar (ohne Anwendung von
Optimierungen) zwei mal als Knoten im Entscheidungsbaum dargestellt werden. Da
auch AloneInCar zwei Auspra¨gungen hat (Alone und Not Alone), fu¨hren von
jedem Knoten, der AloneInCar repra¨sentiert, erneut zwei Kanten auf die na¨chste
Ebene des Entscheidungsbaums, sodass sich in der dritten Ebene bereits vier Knoten
ergeben. Da die Nutzerintention Genre nur von diesen beiden Situationen abha¨ngt,
besteht die dritte Ebene bereits aus den Blattknoten des Entscheidungsbaumes,
die die verschiedenen Auspra¨gungen Rock, Pop und Jazz repra¨sentieren. Dem zu
Beginn des Kapitels eingefu¨hrten Beispiels entsprechend sind diese Blattknoten mit
den entsprechenden Auspra¨gungen gefu¨llt. So la¨sst sich beispielsweise erkennen, dass










Abbildung 5.2: Modell der Nutzerintention Source als Entscheidungsbaum
der Nutzer zu Rock- und Popmusik tendiert, wenn er mu¨de ist, wa¨hrend er Jazzmusik
ho¨ren mo¨chte, wenn er wach ist. Der Wunsch nach Jazzmusik wurde in diesem
Beispiel vom Modellierer so stark interpretiert, dass die Situation AloneInCar
keinerlei Einfluss auf die Nutzerintention Genre hat, wenn der Nutzer wach ist, da
beide Blattknoten im rechten Teilbaum mit Jazz gefu¨llt wurden. Der Pra¨ferenz fu¨r
Rockmusik in der Situation Alone wurde hingegen im linken Teilbaum durch den
Modellierer Rechnung getragen.
Auf eine vergleichbare Art und Weise kann so auch die Nutzerintention Source
modelliert werden. Das Ergebnis ist ein kleinerer Entscheidungsbaum, der in Abbil-
dung 5.2 dargestellt ist.
Um zu u¨berpru¨fen, welche Nutzerintention ein Nutzer in einer Situation hat, ko¨nnen
die einzelnen Pfade des Entscheidungsbaumes als logische Regeln abgebildet und zur
Laufzeit u¨berpru¨ft werden. Fu¨r den in Abbildung 5.1 gezeigten Entscheidungsbaum
ergeben sich dabei die folgenden Regeln:
1. Drowsy ∧ Alone⇒ Rock
2. Drowsy ∧ Not Alone⇒ Pop
3. Awake ∧ Alone⇒ Jazz
4. Awake ∧ Not Alone⇒ Jazz
Dabei fa¨llt auf, dass Regel 3 und 4 durch eine Optimierung durch eine einzige Regel
vereinfacht und ersetzt werden ko¨nnen:
5. Awake⇒ Jazz
Auch im Entscheidungsbaum ko¨nnte die U¨berpru¨fung der Situation AloneInCar
im rechten Teilbaum entfallen. Der durch diese Optimierung entstehende Entschei-
dungsbaum ist in Abbildung 5.3 dargestellt. Ist der Nutzer beispielsweise mu¨de













Abbildung 5.3: Modell der Nutzerintention Genre als vereinfachter Entscheidungs-
baum
(Drowsy) und nicht allein im Fahrzeug (Not Alone), wu¨rde die Nutzerintention
erkannt werden, dass der Fahrer Popmusik ho¨ren wu¨rde (Pop).
Bei genauerer Betrachtung des Beispiels fa¨llt auf, dass fu¨r Radiowiedergabe keine
Informationen u¨ber das Genre zur Verfu¨gung stehe bzw. das System darauf keinen
Einfluss nehmen kann. Ist der Nutzer zur Laufzeit des Systems mu¨de und nicht allein
im Fahrzeug, wu¨rde das System nach Auswertung der Entscheidungsba¨ume jedoch
zu dem Ergebnis kommen, dass der Nutzer Radio und Popmusik ho¨ren mo¨chte. Der
dabei entstehende Konflikt muss bei der Verwendung von Entscheidungsba¨umen
entweder durch nachgelagerte Systemkomponenten behandelt werden, oder es muss
eine Mo¨glichkeit geschaffen werden, Entscheidungsba¨ume miteinander zu verknu¨pfen.
Bewertung
Im Folgenden wird die Modellierung von Nutzerintentionen durch Entscheidungsba¨u-
me detailliert anhand der in Kapitel 3 ermittelten Anforderungen bewertet.
Anforderung A14: Wahrscheinlichkeit der Nutzerintention
Entscheidungsba¨ume bieten in ihrer urspru¨nglichen Form keine Mo¨glichkeit, die
Wahrscheinlichkeit fu¨r die Auspra¨gung einer Nutzerintention zu modellieren. Auch
die Fa¨higkeit, fu¨r alle Kombinationen an Auspra¨gungen der relevanten Situationen,
eine Verteilung fu¨r die Wahrscheinlichkeiten der Auspra¨gungen der Nutzerintentionen
anzugeben, fehlt den Entscheidungsba¨umen. So wa¨re es zum Beispiels wu¨nschenswert,
wenn der Modellierer die Mo¨glichkeit hat pro Blattknoten anzugeben, welche Wahr-
scheinlichkeiten die Auspra¨gungen Rock, Pop und Jazz an diesem Blattknoten
haben. Entscheidungsba¨ume ko¨nnen diese Anforderung daher nicht zufriedenstellend
erfu¨llen.
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Anforderung A15: Mehrere Nutzerintentionen zu einem Zeitpunkt
Da unterschiedliche Nutzerintentionen durch voneinander getrennte Entscheidungs-
ba¨ume modelliert werden, ko¨nnen ohne Weiteres mehrere Nutzerintentionen zur
gleichen Zeit von einem System erkannt werden, das Entscheidungsba¨ume zur Lauf-
zeit auswertet. Diese Anforderung wird daher von Entscheidungsba¨umen vollsta¨ndig
erfu¨llt.
Anforderung A16: Nutzerintentionen sind situationsabha¨ngig
Intentionen ko¨nnen bei der Verwendung von Entscheidungsba¨umen, wie gezeigt, in
Abha¨ngigkeit zu Situationen und deren Auspra¨gungen modelliert werden. Entschei-
dungsba¨ume erfu¨llen diese Anforderung daher auch komplett.
Anforderung A17: Anpassung an den individuellen Nutzer
Entscheidungsba¨ume ko¨nnen nicht nur, wie gezeigt, durch Experten erstellt werden,
sondern ko¨nnen auch auf Basis eines Datensatzes (dem sogenannten Trainingsda-
tensatz) gelernt werden. Die dabei entstehenden Ergebnisse sind jedoch oft fu¨r den
Menschen nur schwer mehr versta¨ndlich und enthalten Abha¨ngigkeiten, die zwar im
Trainingsdatensatz enthalten sind, aber auf die zu modellierende Nutzerintention
allgemein nicht zutreffen. Diese Anforderung wird daher im Rahmen dieser Arbeit
lediglich als teilweise erfu¨llt betrachtet.
Anforderung A18: Gelernte Nutzerintentionen ko¨nnen vergessen werden
Da Entscheidungsba¨ume das Lernen von Nutzerintentionen nur eingeschra¨nkt unter-
stu¨tzen, wird auch diese Anforderung als teilweise erfu¨llt betrachtet.
Anforderung A19: Hohe Versta¨ndlichkeit des Modells
Bei der Modellierung von Nutzerintentionen ist der Modellierer insbesondere darauf
bedacht, die Abha¨ngigkeiten zwischen Nutzerintentionen und Situationen zu beru¨ck-
sichtigen. In einem vollsta¨ndigen Entscheidungsbaum kann er fu¨r jeden Blattknoten
eindeutig erkennen, wie Situationen ausgepra¨gt sein mu¨ssen, um die Auspra¨gung der
Nutzerintention zu erreichen, die durch diese Blattknoten repra¨sentiert wird. Diese
Tatsache macht es fu¨r den Modellierer zum Einen eindeutig erkennbar, fu¨r welche
Kombination an Situationsauspra¨gungen er Auspra¨gungen von Nutzerintentionen
modelliert, und sorgt zum Anderen fu¨r eine intuitive Lesbarkeit des Modells. Diese
intuitive Versta¨ndlichkeit hat jedoch einen hohen Preis: Entscheidungsba¨ume ko¨nnen
schnell komplex werden und mitunter eine Vielzahl an Redundanzen enthalten. Ha¨tte
Drowsiness beispielsweise nicht nur zwei, sondern mehr Auspra¨gungen, wa¨re der
Entscheidungsbaum womo¨glich schon auf zweiter Ebene zu breit und unu¨bersichtlich
geworden. Ha¨ngt eine Nutzerintention von mehr als zwei verschiedenen Situationen
ab, bekommt der Entscheidungsbaum zusa¨tzlich mehrere Ebenen, wodurch seine
Komplexita¨t erneut gesteigert wird. Das Modell der Nutzerintentionen kann dadurch
sehr groß und unu¨bersichtlich werden, was sich negativ auf die allgemeine Versta¨nd-
lichkeit des Modells auswirkt. Diese Anforderung wird daher als teilweise erfu¨llt
betrachtet.
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Anforderung A20: Modell ist standardisiert
Entscheidungsba¨ume sind im Bereich des Data Minings ein weit verbreiteter An-
satz [AW97]. Beim Einsatz von Entscheidungsba¨umen zur Modellierung von Nut-
zerintentionen mu¨ssen daher keine proprieta¨ren Modelle oder Formate entwickelt
werden. Diese Anforderung wird daher als erfu¨llt betrachtet.
Anforderung A21: Vorhandensein einer Tool-Unterstu¨tzung
Aufgrund der hohen Verbreitung und Standardisierung von Entscheidungsba¨umen,
gibt es auch zahlreiche Software-Tools, die bei der Erstellung von Entscheidungs-
ba¨umen herangezogen werden ko¨nnen. Dazu za¨hlen zum Beispiel Tools fu¨r R1 oder
IBMs SPSS 2.
Zusammenfassung
Dieser Abschnitt hat gezeigt, dass die Verwendung von Entscheidungsba¨umen zur
Modellierung von Nutzerintentionen zwar mo¨glich ist, im Hinblick auf die ermittelten
Anforderungen jedoch lediglich unzureichend zufriedenstellend wa¨re, da nur vier der
acht Anforderungen als vollsta¨ndig erfu¨llt betrachtet werden ko¨nnen.
5.2 Modellierung durch Neuronale Netze
Nutzerintentionen ko¨nnen auch durch ein KNN [Roj96] modelliert werden. Eine
konkrete Mo¨glichkeit der Modellierung besteht dabei darin, die fu¨r die jeweilige Nut-
zerintention relevanten Situationen und deren Auspra¨gungen als Eingangsneuronen
und die einzelnen Auspra¨gungen der zu erkennenden Nutzerintention als Ausgangs-
neuronen des Netzes abzubilden. Anschließend ko¨nnen mit Hilfe einer vollsta¨ndigen
Vernetzung (jedes Ausgangsneuron ist mit jedem Eingangsneuron verknu¨pft), Kan-
tengewichten und den Schwellwerten aller Neuronen, die Abha¨ngigkeiten zwischen
Situationen und Nutzerintentionen modelliert werden. Bei der grafischen Darstellung
eines solchen KNNs ko¨nnen diejenigen Kanten entfallen, deren Kantengewicht auf 0
gesetzt wurde, da eine solche Kante keinerlei Auswirkung auf das Neuron am Ende
dieser Kante ha¨tte und die Darstellung dadurch u¨bersichtlicher wird.
Abbildung 5.4 zeigt, wie die Nutzerintentionen Genre und Source als KNN mo-
delliert werden ko¨nnen. Auf der linken Seite des Netzes sind die Auspra¨gungen
der fu¨r die Intentionen relevanten Situationen als Eingangsneuronen dargestellt
(Awake, Drowsy, Alone, Not Alone). Die restlichen Neuronen repra¨sentieren
Auspra¨gungen der Nutzerintentionen Genre und Source. Fu¨r die Auspra¨gung
Radio der Intention Source wurde entsprechend den Vorgaben des Beispiels, eine
Abha¨ngigkeit zwischen den Neuronen Not Alone und Radio modelliert. Diese
Abha¨ngigkeit manifestiert sich im KNN als Kante zwischen den Neuronen Not
Alone und Radio. Im Gegensatz zu Entscheidungsba¨umen bieten KNNs auch die
1 The R Project for Statistical Computing.
Website: https://www.r-project.org/. Zuletzt u¨berpru¨ft am 19.10.2016.
2 Statistical Package for the Social Sciences.
Website: http://www.ibm.com/software/de/analytics/spss/. Zuletzt u¨berpru¨ft am 19.10.2016.

















Abbildung 5.4: Modell der Nutzerintentionen Genre und Source als KNN
Mo¨glichkeit, Abha¨ngigkeiten zwischen Nutzerintentionen im Modell abbilden zu ko¨n-
nen. Da die Nutzerintention Genre nur dann relevant ist, wenn zeitgleich auch die
Nutzerintention Mobile erkannt wurde, wurde im KNN eine Abha¨ngigkeit zwischen
der Auspra¨gung Mobile und den Auspra¨gungen Rock, Pop und Jazz modelliert.
Zur Laufzeit ko¨nnten Eingangsneuronen mit 0 befu¨llt werden, wenn die Situations-
auspra¨gung, die sie repra¨sentieren, zur Zeit nicht gegeben ist, oder mit 1 befu¨llt
werden, wenn sie gegeben ist. Der Schwellwert der Eingangsneuronen ko¨nnte auf 0.5
gesetzt werden, um sicherzustellen, dass Eingansneuronen nur dann feuern, wenn
ihr Wert 1 betra¨gt. Kanten zwischen Eingangs- und Ausgangsneuronen ko¨nnte ein
Gewicht von 1 erhalten, wenn die Verbindung, die sie repra¨sentieren, relevant ist
und andernfalls 0. Der Schwellwert der Ausgangsneuronen ko¨nnte vom Modellierer
nun verwendet werden, um zu steuern, wann die Nutzerintentionsauspra¨gung, die
sie repra¨sentieren, gelten soll. Im einfachsten Fall wird der Schwellwert gleich der
Summe der relevanten Kanten gesetzt, sodass alle Eingangsneuronen feuern mu¨ssen,
um den Schwellwert des Ausgangsneuronen zu u¨berschreiten (unter der Bedingung,
dass die Kantengewichte wie beschrieben auf 1 oder 0 gesetzt wurden).
Eine Nutzerintention liegt dann vor, wenn ein Ausgangsneuron des KNNs feuert,
also wenn seine Eingaben seinen Schwellwert u¨berschreiten. Dieses Feuern kann als
bina¨re Operation verstanden werden: entweder das Neuron feuert, oder es feuert
nicht. Mit Bezug auf die Nutzerintention, die es repra¨sentiert, bedeutet das: entweder
der Nutzer hat diese Intention, oder er hat sie nicht. Werden KNNs jedoch mit
mehreren Ebenen abgebildet, so ko¨nnen Zwischenebenen dazu genutzt werden, um
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den Wahrheitswert des Auslo¨sens eines Neurons zu beschreiben. Solche KNNs sind
auch als Probabilistische Neuronale Netze bekannt [Spe88, Spe90]. Die Komplexita¨t
solcher Netze ist jedoch deutlich gesteigert, sodass sie nicht manuell erstellt werden
ko¨nnen, sondern auf Basis eines Datensatzes gelernt werden mu¨ssen. Bei einem
solchen Training kommt es mitunter zu Problemen und Netzen, die aktuell noch nicht
vollsta¨ndig verstanden werden ko¨nnen [GB10]. Auch werden KNNs, neben anderen
Technologien, aktuell im Forschungsgebiet Deep Learning von Wissenschaft und
Industrie untersucht, weiterentwickelt und fu¨r eine Vielzahl an Szenarien eingesetzt.
Eine U¨bersicht zu aktuellen Aktivita¨ten und Herausforderungen bei der Verwendung
von KNNs la¨sst sich in [Sch15] finden.
Bewertung
Im Folgenden wird die Modellierung von Nutzerintentionen durch KNNs detailliert
anhand der in Kapitel 3 ermittelten Anforderungen bewertet.
Anforderung A14: Wahrscheinlichkeit der Nutzerintention
Einfache, manuell erstellte KNNs bieten keine Mo¨glichkeit, Wahrscheinlichkeiten fu¨r
Nutzerintentionen zur Laufzeit zur Verfu¨gung zu stellen. Erst durch das Hinzufu¨gen
weiterer Schichten, kann diese Anforderung erfu¨llt werden. Allerdings steigt dabei die
Anzahl der Neuronen, der Grad ihrer Vernetzung und damit auch die Versta¨ndlichkeit
des Netzes insgesamt, weshalb diese Anforderung nur als teilweise erfu¨llt betrachtet
wird.
Anforderung A15: Mehrere Nutzerintentionen zu einem Zeitpunkt
Wie in Abbildung 5.4 gezeigt, ko¨nnen KNNs dazu genutzt werden mehrere Nutzerin-
tentionen in einem Netz abzubilden. Im Gegensatz zur Verwendung von Entschei-
dungsba¨umen hilft diese Tatsache dabei, Abha¨ngigkeiten zwischen Nutzerintentionen
besser modellieren zu ko¨nnen. Neuronen, die Nutzerintentionen repra¨sentieren, ko¨n-
nen auch gleichzeitig feuern, wodurch es mo¨glich wird, das mehrere Nutzerintentionen
zeitgleich vom KNN erkannt werden ko¨nnen. Diese Anforderung wird daher als voll-
sta¨ndig erfu¨llt betrachtet.
Anforderung A16: Nutzerintentionen sind situationsabha¨ngig
Intentionen ko¨nnen auch bei der Verwendung von KNNs situationsabha¨ngig modelliert
werden. Dazu werden, wie gezeigt, Neuronen verwendet, die Situationsauspra¨gungen
repra¨sentieren. Je nach Anzahl relevanter Situationen und deren Auspra¨gungen kann
die Zahl der sie repra¨sentierenden Neuronen rapide ansteigen. Nichtsdestotrotz ist
diese Anforderung als erfu¨llt zu betrachten.
Anforderung A17: Anpassung an den individuellen Nutzer
Der vorgestellte Prozess geht von einer manuellen Modellierung der Nutzerintention
durch einen Experten aus. Genau wie Entscheidungsba¨ume ko¨nnen jedoch auch
KNNs, basierend auf einem Trainingsdatensatz, gelernt werden [Roj96]. Dabei werden
Kantengewichte und Schwellwerte iterativ so lange angepasst, bis eine mo¨glichst
gute Vorhersage der Trainingsdaten erreicht wird. Als Trainingsdatensatz ko¨nnen
auch aufgezeichnete Nutzerinteraktionen dienen, auf deren Basis das KNN an die
individuellen Bedu¨rfnissen der Nutzer adaptiert werden kann. Diese Anforderung
wird daher als vollsta¨ndig erfu¨llt betrachtet.
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Anforderung A18: Gelernte Nutzerintentionen ko¨nnen vergessen werden
So wie KNNs an den individuellen Nutzer angepasst werden ko¨nnen (vgl. Bewertung
Anforderung A17), ko¨nnen gelernte Nutzerintentionen auch wieder vergessen werden,
wenn sie im Trainingsdatensatz nicht mehr vorkommen. Diese Anforderung wird
daher ebenfalls als vollsta¨ndig erfu¨llt betrachtet.
Anforderung A19: Hohe Versta¨ndlichkeit des Modells
Wie bereits erwa¨hnt, ko¨nnen KNNs manuell oder automatisch erstellt bzw. gelernt
werden. Bei der manuellen Erstellung muss der Modellierer alle Neuronen, Kanten,
Kantengewichte und Schwellwerte festlegen. Fu¨r das Festlegen von Kantengewichten
und Schwellwerten ist ein Versta¨ndnis u¨ber die Funktionsweise von KNNs von
No¨ten. Dieses Grundwissen kann je nach Ausbildung des Modellierers jedoch nicht
vorausgesetzt werden. Werden KNNs automatisch gelernt besteht die Gefahr, dass
das Netz fu¨r den Menschen nicht mehr nachvollziehbar ist. Die Versta¨ndlichkeit von
KNNs zur Modellierung von Nutzerintention wird im Rahmen dieser Arbeit daher
als gering eingestuft und diese Anforderung daher als nicht erfu¨llt betrachtet.
Anforderung A20: Modell ist standardisiert
Wie oben bereits erwa¨hnt, finde KNNs aktuell vielseitigste Anwendungen im Bereich
des Deep Learning [Sch15], weshalb das Modell an sich als standardisiert betrachtet
werden kann. Sie erfu¨llen daher diese Anforderung.
Anforderung A21: Vorhandensein einer Tool-Unterstu¨tzung
Aufgrund der gestiegenen Popularita¨t von KNNs ist auch eine Vielzahl an Software-
Tools fu¨r deren Entwicklung verfu¨gbar. Insbesondere das von Google entwickelte
und als Open Source Projekt vero¨ffentlichte Tensorflow 3 erlangt im Bereich der
Ku¨nstlichen Intelligenz eine immer ho¨here Beliebtheit. Auch fu¨r MATLAB4 und das
bereits erwa¨hnte Tool R5 sind Erweiterungen zum Umgang mit KNNs verfu¨gbar.
Diese Anforderung wird daher ebenfalls als erfu¨llt betrachtet.
Zusammenfassung
Zusammenfassend la¨sst sich sagen, dass sechs der acht ermittelten Anforderungen
beim Einsatz von KNNs zur Modellierung von Nutzerintentionen als vollsta¨ndig erfu¨llt
betrachtet werden ko¨nnen. Sie bieten daher eine solide Grundlage um Nutzerintentio-
nen zu modellieren. Wa¨hrend Anforderung A14 durch den Einsatz Probabilistischer
Neuronaler Netz auch vollsta¨ndig erfu¨llt werden kann, sorgt der geringe Grad an
Versta¨ndlichkeit dafu¨r, dass KNNs fu¨r eine manuelle oder semi-automatische Modellie-
rung von Nutzerintentionen insgesamt im Rahmen dieser Arbeit als nicht ausreichend
eingestuft werden. Aus diesem Grund wird im na¨chsten Abschnitt untersucht, ob
sich eine besser geeignete Technik zur Modellierung von Nutzerintentionen finden
la¨sst.
3 Tensorflow Website: https://www.tensorflow.org/. Zuletzt u¨berpru¨ft am 19.10.2016.
4 Erweiterung fu¨r MATLAB: Neural Network Toolbox.
Website: http://de.mathworks.com/products/neural-network/. Zuletzt u¨berpru¨ft am 19.10.2016.
5 Erweiterung fu¨r R: neuralnet.
Website: https://cran.r-project.org/web/packages/neuralnet/. Zuletzt u¨berpru¨ft am 19.10.2016.














Abbildung 5.5: Modell der Nutzerintention Genre und Source als Bayes’sches Netz
5.3 Modellierung durch Bayes’sche Netze
Die Untersuchungen in Abschnitt 5.2 haben gezeigt, dass der gro¨ßte Nachteil bei der
Verwendung von KNNs zur Modellierung von Nutzerintentionen die Versta¨ndlichkeit
des Modells ist. Da Bayes’sche Netze [BP63, Pea85] zuna¨chst lediglich bedingte
Wahrscheinlichkeiten visualisieren, kann davon ausgegangen werden, dass sie besser
verstanden werden ko¨nnen als mehrschichtige KNNs, die – beim Einsatz Proba-
bilistischer Neuronaler Netze – Neuronen enthalten, die weder Situationen noch
Nutzerintentionen entsprechen. Basierend auf dieser Annahme wird in diesem Ab-
schnitt zuna¨chst zuna¨chst gezeigt, wie die Elemente Bayes’scher Netze verwendet
werden ko¨nnen, um Nutzerintentionen zu modellieren. Anschließend wird, erneut
anhand der Anforderungen aus Kapitel 3, die Eignung Bayes’scher Netze fu¨r eben
diese Aufgabe bewertet.
Eine Mo¨glichkeit zur Modellierung von Nutzerintentionen mit Hilfe Bayes’scher
Netze besteht darin, die zu modellierenden Intentionen und die Situationen, von
denen die Intentionen abha¨ngen, als Knoten des Bayes’schen Netzes abzubilden. Die
Abha¨ngigkeiten zwischen Situationen und Nutzerintentionen werden durch gerichtete
Kanten abgebildet. Abbildung 5.5 zeigt die Nutzerintentionen Genre und Source
als Bayes’sches Netz.
Fu¨r die Knoten, die die Nutzerintentionen Genre und Source repra¨sentieren, mu¨s-
sen anschließend zusa¨tzlich die dazugeho¨rigen Wahrscheinlichkeitstabellen erstellt
werden. In Tabelle 5.1 ist die Wahrscheinlichkeitsverteilung fu¨r den Knoten Source
aufgetragen. Sie zeigt, dass dem Beispiel entsprechend, modelliert wurde, dass die
Nutzerintention Mobile die gro¨ßte Wahrscheinlichkeit hat, wenn der Nutzer allein
im Fahrzeug ist und dass die Nutzerintention Radio die gro¨ßte Wahrscheinlichkeit




Alone 2/10 7/10 1/10
Not Alone 5/10 4/10 1/10
Tabelle 5.1: Wahrscheinlichkeitsverteilung fu¨r die von der Situation AloneInCar
abha¨ngende Nutzerintention Source (erga¨nzend zu Abbildung 5.5)
hat, wenn der Nutzer nicht allein im Fahrzeug ist. Analog dazu ist in Tabelle 5.2 die
Wahrscheinlichkeitsverteilung fu¨r den Knoten Genre dargestellt. Da dieser Knoten
von den Knoten Drowsiness, AloneInCar und Genre abha¨ngt, ist fu¨r jede
Auspra¨gungskombinationen dieser drei Knoten eine Zeile in der Wahrscheinlichkeit-
stabelle vorhanden. Die Tabelle zeigt, dass fu¨r die Auspra¨gungen Pop, Rock und
Jazz eine Gleichverteilung modelliert wurde, wenn die Nutzerintention Source die
Auspra¨gung Radio annimmt, da fu¨r das Radio als Wiedergabequelle dem Beispiel
entsprechend ohnehin kein bestimmtes Genre gespielt werden kann (vgl. Zeile 1–4 der
Tabelle 5.2). Die restlichen Zeilen der Tabelle zeigen, dass die Wahrscheinlichkeiten
fu¨r die verschiedenen Auspra¨gungen der Nutzerintention Genre entsprechend des
eingangs erwa¨hnten Beispiels modelliert wurden. So definierte das Beispiel, dass der
Nutzer gern Jazzmusik ho¨rt, wenn er allein im Fahrzeug ist. Die Tatsache la¨sst sich
anhand der Zeilen 7, 8, 11 und 12 nachvollziehen.
Die Knoten, die Situationen repra¨sentieren, erhalten zur Laufzeit die der Situation
entsprechenden Werte, wie zum Beispiel Drowsy und Alone. Fu¨r die Auswertung
des Bayes’schen Netzen sind die Knoten von Bedeutung, die Intentionen widerspiegeln,
wie zum Beispiel Genre und Source. Aufgrund der durch bedingte Wahrschein-
lichkeiten modellierten Abha¨ngigkeiten, sowie den dazugeho¨rigen Wahrscheinlichkeit-
stabellen, kann in jeder beliebigen Situation die Wahrscheinlichkeitsverteilung fu¨r
die modellierten Nutzerintentionen angegeben werden. Dabei kann das Bayes’sche
Netz nicht nur die wahrscheinlichste Auspra¨gung einer Nutzerintention bestimmen,
sondern ist in der Lage fu¨r jede Auspra¨gung, wie zum Beispiel Pop, Rock und Jazz,
die Wahrscheinlichkeit in Abha¨ngigkeit zur aktuellen Situation anzugeben.
5.3.1 Trainieren des Modells
Bei der Verwendung Bayes’scher Netze als Modell der Intentionen von Nutzer eines
FIS, ko¨nnen verschiedene Teile des Modells mit Hilfe bereits bekannter Verfah-
ren [CH92, SV95, Bou95, FGG97] automatisch erstellt werden. Der Aufwand zur
Erstellung des Modells durch den Modellierer kann dadurch reduziert werden. Die
zwei wesentlichsten Mo¨glichkeiten zur automatischen Erstellung des Modells sind:
das Trainieren der Struktur des Bayes’schen Netzes, sowie das Trainieren der Wahr-
scheinlichkeitsverteilungen. Beide Mo¨glichkeiten sind unabha¨ngig voneinander und
ko¨nnen auch einzeln angewandt werden.
Beiden Verfahren basieren dabei auf Datensa¨tzen, die durch Beobachtungen oder
Aufzeichnungen (zum Beispiel im Rahmen von Probandenstudien) entstanden sind.
Attribute dieser Datensa¨tze sind sa¨mtliche Situationen, die zur Laufzeit durch Kon-
textinformationen ermittelt wurden (mit Bezug auf das fortlaufende Beispiel die








Radio Drowsy Alone 1/3 1/3 1/3
Radio Drowsy Not Alone 1/3 1/3 1/3
Radio Awake Alone 1/3 1/3 1/3
Radio Awake Not Alone 1/3 1/3 1/3
Mobile Drowsy Alone 2/10 7/10 1/10
Mobile Drowsy Not Alone 5/10 4/10 1/10
Mobile Awake Alone 2/10 3/10 5/10
Mobile Awake Not Alone 1/10 4/10 5/10
Internal Drowsy Alone 2/10 7/10 1/10
Internal Drowsy Not Alone 5/10 4/10 1/10
Internal Awake Alone 2/10 3/10 5/10
Internal Awake Not Alone 1/10 4/10 5/10
Tabelle 5.2: Wahrscheinlichkeitsverteilung fu¨r die von den Situationen AloneInCar
und Drowsiness und der Nutzerintention Source abha¨ngende Nutzerintention
Genre (erga¨nzend zu Abbildung 5.5)
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Drowsiness AloneInCar Genre Source
Drowsy Alone Rock Mobile
Drowsy Not Alone Pop Mobile
Drowsy Not Alone Pop Radio
Drowsy Not Alone Pop Mobile
Awake Alone Jazz Mobile
Awake Not Alone Jazz Mobile
Awake Alone Jazz Radio
Awake Not Alone Jazz Radio
Tabelle 5.3: Exemplarischer Trainingsdatensatz zum Lernen Bayes’scher Netze
Situationen Drowsiness und AloneInCar), sowie Informationen daru¨ber, welche
Intention der Nutzer des Systems zu diesem Zeitpunkt hatte. Die Erfassung der
letztgenannten Information kann dabei je nach Intention komplex und aufwendig
sein. Mit Blick auf das fortlaufende Beispiel ko¨nnte diese Information aber leicht u¨ber
die im System eingestellte Wiedergabequelle (Intention Source) und das Genre
des aktuelle Musiktitels (Intention Genre) erledigt werden. Ein so entstehender
Datensatz ist exemplarisch in Tabelle 5.3 dargestellt. Da er zum Trainieren des
Bayes’schen Netzes verwendet wird, wird er auch Trainingsdatensatz genannt.
5.3.1.1 Trainieren der Struktur
Die erste Mo¨glichkeit zur Minimierung des Aufwandes fu¨r den Modellierer besteht
darin, die Struktur der Bayes’schen Netzes auf Basis des Trainingsdatensatzes zu
ermitteln – zu trainieren. Die Knoten des Bayes’schen Netzes werden dabei aus den
gegebenen Attributen des Datensatzes abgeleitet. Basierend auf den Trainingsdaten-
sa¨tzen ko¨nnen verschiedene Algorithmen, wie zum Beispiel K2 [CH92], CB [SV95],
Simulated Annealing [Bou95], oder TAN [FGG97] eingesetzt werden, um Knoten und
Kanten des Bayes’schen Netzes zu erstellen. Welcher dieser Algorithmen sich am bes-
ten zum Trainieren von Strukturen Bayes’scher Netze zum Zwecke der Modellierung
von Nutzerintentionen eignet, ha¨ngt stark vom individuellen Anwendungsfall ab und
kann im Rahmen dieser Arbeit daher nicht allgemeingu¨ltig bewertet werden.
Entscheidend fu¨r diese Art des Lernens ist der Trainingsdatensatz. Entha¨lt dieser
nicht alle relevanten Abha¨ngigkeiten zwischen Situationen und Intentionen (zum
Beispiel weil bei der Erstellung des Datensatzes nicht alle Kombinationen von Situa-
tionen aufgezeichnet wurden sind), ko¨nnen die Algorithmen diese nicht erkennen und
entsprechend auch nicht in der Struktur des Bayes’schen Netzes abbilden. In den
aufgezeichneten Daten des Trainingsdatensatzes ko¨nnen sich zusa¨tzlich dazu auch
Abha¨ngigkeiten befinden, die nur aufgrund der gewa¨hlten Rahmenbedingungen der
Aufzeichnung entstanden sind. Diese Tatsache fu¨hrt unter Umsta¨nden dazu, dass sich
im Bayes’schen Netz Kanten zwischen Knoten abbilden, die von Experten wa¨hrend
einer manueller Modellierung nicht erstellt worden wa¨ren. Es empfiehlt sich daher,
die trainierte Struktur des Bayes’schen Netzes von einem Experten u¨berpru¨fen und
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gegebenenfalls korrigieren zu lassen. Da die Struktur nur bedingte Wahrscheinlichkei-
ten abbildet, ko¨nnen solche Korrekturen mit entsprechender Software-Unterstu¨tzung
schnell und leicht versta¨ndlich durchgefu¨hrt werden.
5.3.1.2 Trainieren der Wahrscheinlichkeitsverteilungen
Eine zweite Mo¨glichkeit zum Trainieren des Modells ist das Trainieren der Wahrschein-
lichkeitstabellen. Dazu kommen sogenannte Scha¨tzer zum Einsatz, die basierend
auf den Ha¨ufigkeiten der beobachteten Kombinationen an Situationen und Intentio-
nen scha¨tzen, welche bedingten Wahrscheinlichkeiten sich daraus fu¨r die Knoten des
Bayes’schen Netzes ergeben. Die Struktur des Bayes’schen Netzes muss dabei bekannt
sein. Ob sie jedoch manuell durch einen Experten erstellt wurde, oder ebenfalls durch
ein Training wie in Abschnitt 5.3.1.1 beschrieben, erstellt wurde, ist dafu¨r irrelevant.
Ein weit weitverbreitetes Verfahren zum Scha¨tzen der Wahrscheinlichkeitstabellen
ist das BMA (vgl. Abschnitt 2.3.3). Die Mo¨glichkeit, die Wahrscheinlichkeitstabellen
zu trainieren, bringt zwei entscheidende Vorteile mit sich:
a) Der Modellierer wird bei der Modellierung von Nutzerintentionen stark entlas-
tet. Insbesondere bei der Modellierung von Nutzerintentionen, die von einer
Vielzahl an Situationen mit vielen Auspra¨gungen abha¨ngen, ko¨nnen die Wahr-
scheinlichkeitstabellen Ausmaße annehmen, die fu¨r den Modellierer schwer zu
u¨berblicken sind und nur sehr aufwendig mit Inhalt gefu¨llt werden ko¨nnen. Das
automatische Trainieren kann diese Aufgabe u¨bernehmen, ohne dem Model-
lierer dabei die Mo¨glichkeit zu versagen, die trainierten Wahrscheinlichkeiten
manuell anzupassen.
b) Das automatische Trainieren der Wahrscheinlichkeitstabellen kann zur Laufzeit
des Systems genutzt werden, um die Intentionserkennung an die individuellen
Bedu¨rfnisse der Nutzer anzupassen. Wa¨hrend der eine Nutzer in bestimmten
Situationen zu Rockmusik tendiert, tendiert ein anderer zu Popmusik. Durch
eine entsprechende Aufzeichnung des Nutzerverhaltens zur Laufzeit und ei-
nem wiederholten und fortlaufenden Training der Wahrscheinlichkeitstabellen,
ko¨nnen sich individuelle Nutzerintentionen auch im Modell wiederfinden.
Bewertung
Im Folgenden wird die Modellierung von Nutzerintentionen durch Bayes’sche Netze
detailliert anhand der in Kapitel 3 ermittelten Anforderungen bewertet.
Anforderung A14: Wahrscheinlichkeit der Nutzerintention
Wie bereits am fortlaufenden Beispiel gezeigt, sind Bayes’sche Netze in der Lage,
Wahrscheinlichkeiten fu¨r Nutzerintentionen anzugeben. Dabei ko¨nnen sie in jeder
Situation fu¨r jede Intention eine Wahrscheinlichkeitsverteilung fu¨r die einzelnen
Auspra¨gungen dieser Situation angeben. Diese Anforderung wird daher als vollsta¨ndig
erfu¨llt betrachtet.
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Anforderung A15: Mehrere Nutzerintentionen zu einem Zeitpunkt
Verschiedenen Nutzerintentionen, wie zum Beispiel Genre und Source, ko¨nnen, bei
der Modellierung durch Bayes’sche Netze, zur Laufzeit zu einem Zeitpunkt erkannt
werden. Auch Abha¨ngigkeiten zwischen Intentionen ko¨nnen bei der Verwendung
Bayes’scher Netze abgebildet werden. So hat die Intention Source beispielsweise
eine Einfluss auf die Intention Genre, da nicht fu¨r alle Wiedergabequellen ein Genre
vom System bestimmt werden kann. Diese Anforderung wird daher als vollsta¨ndig
erfu¨llt betrachtet.
Anforderung A16: Nutzerintentionen sind situationsabha¨ngig
Durch das Hinzufu¨gen von gerichteten Kanten und Wahrscheinlichkeitstabellen,
wird es dem Modellierer ermo¨glicht, Nutzerintentionen und deren Auspra¨gungen in
Abha¨ngigkeit zu bestimmten Situationen und deren Auspra¨gungen zu setzen. Diese
Anforderung wird daher als vollsta¨ndig erfu¨llt betrachtet.
Anforderung A17: Anpassung an den individuellen Nutzer
Abschnitt 5.3.1 hat gezeigt, dass sowohl die Struktur des Bayes’schen Netzes, als auch
die Wahrscheinlichkeitsverteilungen der einzelnen Knoten gelernt werden ko¨nnen.
Diese Tatsache erlaubt es, das Bayes’sche Netz, und damit die Erkennung der
Nutzerintentionen, zur Laufzeit adaptiert werden ko¨nnen. Wie gezeigt, mu¨ssen
dazu die Nutzerintentionen und die aktuellen Situationen aufgezeichnet werden.
Werden die vom Nutzer geta¨tigten Interaktionen mit dem FIS dazu genutzt, um diese
Aufzeichnungen durchzufu¨hren, ko¨nnen sich Bayes’sche Netze auch an das individuelle
Verhalten der Nutzer anpassen. Diese Anforderung wird daher als vollsta¨ndig erfu¨llt
betrachtet.
Anforderung A18: Gelernte Nutzerintentionen ko¨nnen vergessen werden
Durch das Adaptieren an den individuellen Nutzer des FIS, ist es auch mo¨glich, zuvor
gelernte Nutzerintentionen wieder zu vergessen. Dazu werden alte Aufzeichnungen
aus der Liste aller Aufzeichnungen entfernt, wodurch sie beim Lernen des Bayes’schen
Netzes keine weitere Beru¨cksichtigung finden. Diese Anforderung wird daher als
vollsta¨ndig erfu¨llt betrachtet.
Anforderung A19: Hohe Versta¨ndlichkeit des Modells
Da alle Knoten im Bayes’schen Netz entweder Situationen oder Nutzerintentionen
darstellen und deren Auspra¨gungen die Werte dieser Knoten ausmachen, ist fu¨r den
Modellierer sofort ersichtlich, welche Bedeutung die einzelnen Knoten im Bayes’schen
Netz haben. Die Abha¨ngigkeiten zwischen Situationen und Nutzerintentionen (oder
auch zwischen zwei Nutzerintentionen), sind durch ihre visuelle Darstellung als gerich-
tete Kanten leicht versta¨ndlich. Auch wenn die Wahrscheinlichkeitstabellen mitunter
nur sehr aufwendig manuell zu erstellen sind, so ist ihre Versta¨ndlichkeit dennoch als
hoch einzustufen, da sie immer nach dem gleichen Schema die Wahrscheinlichkeits-
verteilung einer Intention in einer bestimmten Situation angeben. Diese Anforderung
wird daher als vollsta¨ndig erfu¨llt betrachtet.
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Anforderung A20: Modell ist standardisiert
Die theoretischen Konzepte hinter Bayes’schen Netzen gehen bis in das hat 1763
zuru¨ck [BP63]. Seit den 1980er Jahren werden zum Abbilden bedingter Wahrschein-
lichkeiten in Netzstrukturen verwendet [Pea85]. Mittlerweile existieren auch ver-
schiedenen Dateiformate, die es erlauben Bayes’sche Netze zu persistieren. Die weit
verbreitetsten Formate sind BNIF 6 bzw. dessen Nachfolger XMLBIF 7 Bayes’sche
Netze werden daher als standardisiert und diese Anforderung demnach als vollsta¨ndig
erfu¨llt betrachtet.
Anforderung A21: Vorhandensein einer Tool-Unterstu¨tzung
Tools, wie beispielsweise Java Bayes8 oder Weka9, erlauben es Bayes’sche Netze zu
erstellen, zu bearbeiten und automatisiert anhand von aufgezeichneten Datensa¨tzen
zu erlernen. Auch diese Anforderung wird daher als vollsta¨ndig erfu¨llt betrachtet.
Zusammenfassung
Dieser Abschnitt hat gezeigt, wie Bayes’sche Netze dazu verwendet werden ko¨nnen,
um Nutzerintentionen in Abha¨ngigkeit von Situationen und deren Auspra¨gungen zu
modellieren. Es wurde auch gezeigt, wie der Aufwand zum Erstellen der Netze und
der Wahrscheinlichkeitstabellen durch automatisiertes Lernen reduziert werden kann.
Zusammenfassend la¨sst sich zum Einsatz Bayes’scher Netzer zur Modellierung von
Nutzerintentionen fu¨r FIS festhalten, dass alle in Kapitel 3 ermittelten Anforderungen
durch Bayes’sche Netze erfu¨llt werden.
Fazit des Vergleichs
Tabelle 5.4 fasst den Vergleich der vorgestellten Techniken und Methoden abschließend
zusammen. Entscheidungsba¨ume und KNNs haben vor allem die Nachteile, dass sie
Wahrscheinlichkeiten fu¨r die verschiedenen Auspra¨gungen einer Nutzerintentionen gar
nicht oder nur durch komplexe, fu¨r den Menschen schwer versta¨ndliche, Strukturen
abbilden ko¨nnen (vgl. Anforderung A14). Auch mangelt es beiden an einer generellen
Versta¨ndlichkeit des Modells (vgl. Anforderung A19). Diese Versta¨ndlichkeit ist im
Rahmen insbesondere von Bedeutung, da Modellierer die Mo¨glichkeit haben sollen,
dass Modell manuell zu erstellen und zu bearbeiten. Fu¨r Modelle, die vollautomatisch
und ohne menschliche Unterstu¨tzung gelernt werden wu¨rden, wa¨re auch der Einsatz
von KNNs denkbar. Bayes’sche Netze hingegen erfu¨llen alle in Kapitel 3 ermittelten
Anforderungen und werden daher als geeignetste Methode zur Modellierung von
Nutzerintentionen fu¨r FIS eingestuft. Die weiteren Abschnitte und Kapitel der
vorliegenden Arbeit werden daher zeigen, welche Prozesse und Implementierungen




Zuletzt u¨berpru¨ft am 19.10.2016.
7 XMLBIF Website: http://www.cs.cmu.edu/˜fgcozman/Research/InterchangeFormat/.
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8 Java Bayes Website: http://www.cs.cmu.edu/˜javabayes/.
Zuletzt u¨berpru¨ft am 19.10.2016.
9 Weka Website: http://www.cs.waikato.ac.nz/ml/weka/index.html.
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Anpassung an den individuellen Nutzer
◦ + +
Anforderung A18:
Gelernte Nutzerintentionen ko¨nnen vergessen werden
◦ + +
Anforderung A19:








EB – Entscheidungsba¨ume; KNN – Ku¨nstliche Neuronale Netze; BN – Bayes’sche Netze
Tabelle 5.4: Vergleich von Entscheidungsba¨umen, Ku¨nstlichen Neuronalen Netzen
und Bayes’schen Netzen mit Bezug auf die in Kapitel 3 ermittelten Anforderungen.
5.4 Prozess zur Modellierung
Der im Rahmen dieser Arbeit vorgeschlagene Prozess zur Modellierung von Nutzerin-
tentionen besteht aus drei Schritten, die im folgenden detailliert erkla¨rt werden:
1. Modellierung der Eingangsgro¨ßen (Situationen)
2. Modellierung der Ausgangsgro¨ßen (Intentionen)
3. Modellierung der Beziehungen zwischen Eingangs- und Ausgangsgro¨ßen
1. Modellierung der Eingangsgro¨ßen (Situationen)
Der erste Schritt bei der Modellierung von Nutzerintention mit Hilfe von Bayes’schen
Netzen besteht fu¨r den Modellierer darin, die fu¨r die zu modellierenden Nutzerinten-
tionen relevanten Situationen als Knoten im Bayes’schen Netz anzulegen. Dabei muss
der Modellierer keine Kenntnis daru¨ber haben, welchen Ursprung die Situationen
haben, oder aus welchen Kontextinformationen sie abgeleitet wurden. Im Hinblick
auf das zu Beginn dieses Kapitels eingefu¨hrte Beispiel, wu¨rden daher Knoten fu¨r die
Situationen Drowsiness und AloneInCar angelegt werden. Als mo¨gliche Werte
der Knoten legt der Modellierer dabei die mo¨glichen Auspra¨gungen der Situatio-
nen fest. Fu¨r eben dieses Beispiel also Drowsy und Awake bzw. Alone und Not
Alone.
5.4. Prozess zur Modellierung 77
A¨hnlich wie bei der Modellierung von Kontextinformationen (vgl. Kapitel 4) werden
zur Kennzeichnung der Knoten Annotationen benutzt. Die vom Modellierer erstellten
Knoten, die Situationen repra¨sentieren, werden als Input annotiert, um zu signalisie-
ren, dass diese Knoten zur Laufzeit mit realen Daten versorgt werden mu¨ssen, damit
das Bayes’sche Netz seine Berechnungen durchfu¨hren kann.
Am Ende dieses ersten Schrittes hat der Modellierer ein Bayes’sches Netz erstellt,
das lediglich Knoten und noch keinerlei Kanten beinhaltet. Diese werden dem Netz
erst zu einem spa¨teren Zeitpunkt hinzugefu¨gt.
2. Modellierung der Ausgangsgro¨ßen (Intentionen)
Nachdem die Situationen vom Modellierer als Knoten im Bayes’schen Netz angelegt
wurden, ko¨nnen auf die gleiche Art und Weise auch Knoten fu¨r die zu erkennenden
Nutzerintentionen angelegt werden. Fu¨r das fortlaufende Beispiels bedeutet dies, dass
Knoten fu¨r die Nutzerintention Genre mit den drei mo¨glichen Werten Pop, Rock
und Jazz und ein Knoten fu¨r die Nutzerintention Source mit den Werten Mobile,
Radio und Internal angelegt werden. Genau wie bei KNNs und anders als bei
Entscheidungsba¨umen, ko¨nnen vom Modellierer beliebig viele Nutzerintentionen in
einem Bayes’schen Netz modelliert werden.
Die so erstellten Knoten werden vom Modellierer als Output annotiert, um zu signa-
lisieren, dass diese Knoten zur Laufzeit ein Ergebnis im Sinne einer Nutzerintention
und einer dazugeho¨rigen Wahrscheinlichkeit bereithalten werden.
Am Ende dieses zweiten Schrittes besteht das Bayes’sches Netz aus allen notwendigen
Knoten: den Situationen, repra¨sentiert durch als Input annotierte Knoten, und
Nutzerintentionen, repra¨sentiert durch als Output annotierte Knoten.
3. Modellierung der Beziehungen
Der dritte Schritt, bei der Modellierung von Nutzerintentionen mit Hilfe Bayes’scher
Netze, besteht fu¨r den Modellierer darin, Beziehungen zwischen Situationen (den
Eingangsgro¨ßen) und Nutzerintentionen (den Ausgangsgro¨ßen) zu modellieren. Diese
Beziehungen bestehen zum Einen aus einer Abha¨ngigkeit, die angibt, welche Nut-
zerintentionen von welchen Situationen abha¨ngen. Im Bayes’schen Netz werden diese
Abha¨ngigkeiten u¨ber gerichtete Kanten von der Situation zur Nutzerintention abgebil-
det. Zum Anderen bestehen die Beziehungen aus den Wahrscheinlichkeitstabellen, die
angeben, wie wahrscheinlich eine bestimmte Nutzerintention unter Beru¨cksichtigung
der Auspra¨gungen der zugrundeliegenden Situationen ist. Fu¨r alle Kombinationen
an Auspra¨gungen der fu¨r eine Nutzerintention relevanten Situationen, mu¨ssen vom
Modellierer dabei die Wahrscheinlichkeiten fu¨r alle mo¨gliche Auspra¨gungen dieser
Nutzerintention angegeben werden. Die Summe dieser Wahrscheinlichkeiten muss
dabei immer 1 ergeben, weswegen die Mo¨glichkeit besteht nicht alle Wahrscheinlich-
keiten anzugeben, da die verbleibenden berechnet werden ko¨nnen.
Am Ende dieser drei Schritte steht ein vollsta¨ndiges Bayes’sches Netz, das Situationen,
Nutzerintentionen und Beziehungen zwischen diesen beinhaltet. Wie die so erstellten
Bayes’schen Netzen als Modell der zu erkennenden Nutzerintentionen zur Laufzeit
benutzt werden ko¨nnen, um tatsa¨chlich Nutzerintentionen aufgrund der aktuellen
Situation zu erkennen, wird in Kapitel 6 detailliert beschrieben.
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5.5 Zusammenfassung
In diesem Kapitel wurde untersucht, wie Nutzerintentionen fu¨r FIS modelliert wer-
den ko¨nnen. Dazu wurden verschiedene Techniken und Methoden vorgestellt. In
Abschnitt 5.1 wurde gezeigt, wie Entscheidungsba¨ume fu¨r eben diese Aufgabe genutzt
werden ko¨nnen. Dabei wurde deutlich, dass Entscheidungsba¨ume zwar prinzipiell
fu¨r die Modellierung von Nutzerintentionen geeignet sind, jedoch zum Beispiels
Schwa¨chen beim Umgang mit Wahrscheinlichkeiten von Intentionen aufweisen (vgl.
Anforderung A14). Anschließend wurde in Abschnitt 5.2 untersucht, wie Ku¨nstliche
Neuronale Netze fu¨r eine Modellierung von Nutzerintentionen genutzt werden ko¨nnen.
Dabei zeigte sich, dass sie ebenfalls prinzipiell fu¨r diese Aufgabe geeignet sind. Es
wurde jedoch auch gezeigt, dass die geforderte hohe Versta¨ndlichkeit des Modells
(vgl. Anforderung A19), insbesondere fu¨r gelernte Ku¨nstliche Neuronale Netze, nicht
gewa¨hrleistet werden kann. Daher wurde in Abschnitt 5.3 untersucht, wie geeignet
Bayes’sche Netze im Hinblick auf die in Kapitel 3 ermittelten Anforderungen, zur
Modellierung von Nutzerintentionen sind. Als Ergebnis dieser Untersuchung la¨sst
sich festhalten, dass sich insbesondere die Anforderungen zum Umgang mit Wahr-
scheinlichkeiten und zur hohen Versta¨ndlichkeit des Modells, bei der Verwendung
Bayes’scher Netze vollsta¨ndig erfu¨llen lassen. In Abschnitt 5.4 wurde abschließend
gezeigt, welcher Prozess zur Modellierung von Nutzerintentionen bei der Verwendung
Bayes’scher Netze im Rahmen dieser Arbeit erarbeitet wurde.
6. Implementierung
”
Most of the good programmers do programming not because they
expect to get paid or get adulation by the public,
but because it is fun to program.“
(Linus Torvalds, fu¨hrender Entwickler von Linux und Git, [Gho98])
In diesem Kapitel wird gezeigt, wie die Modelle u¨ber Kontextinformationen und
Nutzerintentionen genutzt werden ko¨nnen, um mithilfe vons Software-Komponenten
Situationen und Nutzerintentionen auf Basis aktueller Sensorwerte zur Laufzeit
erkennen zu ko¨nnen. Dazu wurden im Rahmen dieser Arbeit zum einen generische
Software-Komponenten entwickelt, die unabha¨ngig von Anwendungsfall, Kontex-
tinformationen und den zu erkennenden Situationen und Nutzerintentionen sind.
Die Implementierung dieser Komponenten a¨ndert sich auch dann nicht, wenn sich
das Modell der Kontextinformationen oder Nutzerintentionen a¨ndert. Zum anderen
wurden auch Software-Komponenten entwickelt, die eine Abha¨ngigkeit zu einem oder
beiden Modellen aufweist. Ihre Implementierung a¨ndert sich daher bei einem sich
vera¨ndernden Modell.
Dieses Kapitel ist wie folgt aufgebaut: zuna¨chst werden die beiden Systeme zur Erken-
nung von Kontextinformationen und zur Erkennung von Nutzerintentionen getrennt
voneinander in Abschnitt 6.1 und Abschnitt 6.2 vorgestellt. Dabei wird jeweils auf
die generelle Funktionsweise sowie die dafu¨r implementierten Software-Komponenten
detailliert eingegangen. Im Anschluss wird in Abschnitt 6.3 vorgestellt, wie die nicht
generischen Software-Komponenten beider Systeme auf Basis von EXLAP-Interfaces
(vgl. Abschnitt 2.1.2.1), der Ontologie als Modell der Kontextinformationen und dem
Bayes’schen Netz als Modell der Nutzerintentionen, vollsta¨ndig generiert werden
ko¨nnen. Dabei ist das vordergru¨ndige Ziel stets, den Prozess zur Erstellung des
Gesamtsystems bei sich vera¨ndernden Modellen ohne manuelle Implementierungsauf-
wa¨nde zu gestalten. Abschnitt 6.4 fasst die in diesem Kapitel vorgestellten Arbeiten
zusammen.
Die Inhalte dieses Kapitels wurden bereits in Teilen in [LSS15] vero¨ffentlicht.
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Abbildung 6.1: Schematische Darstellung des Datenflusses im System zur Auswertung
von Kontextinformationen
6.1 Auswertung von Kontextinformationen
Basierend auf den im Modell erfassten Kontextinformationen, deren Beziehungen und
den daraus resultierenden Situationen, soll zur Laufzeit die aktuelle Situation des
Nutzers erfasst werden. Dazu wurde im Rahmen dieser Arbeit ein System entwickelt,
das eine Ontologie zur Laufzeit mit den aktuellen Werten der Kontextinformationen
befu¨llt und durch ein anschließendes Reasoning bewertet, in welcher Situation sich
der Nutzer aktuell befindet.
Es wird zuna¨chst ein U¨berblick u¨ber das Gesamtsystem und dessen generelle Funkti-
onsweise gegeben, bevor detailliert auf die einzelnen Software-Komponenten einge-
gangen wird. Im Anschluss daran wird gezeigt, welche Auswirkungen ein vera¨ndertes
Modell auf das Gesamtsystem hat und welche Schritte im Rahmen dieser Arbeit
unternommen wurden, um diese zu minimieren.
6.1.1 Funktionsweise
Alle am System zur Auswertung von Kontextinformationen beteiligten Software-
Komponenten und der dazugeho¨rige Datenfluss sind in Abbildung 6.1 dargestellt.
Sensoren stellen ihre ermittelten Werte u¨ber einen CAN-Bus des Fahrzeugs allen
an diesem Bus angeschlossenen Gera¨ten, Sub-Systemen und Software-Komponenten
zur Verfu¨gung. An den CAN-Bus sind auch EXLAP-Server (vgl. Abschnitt 2.1.2.1)
angeschlossen. Sie greifen definierte Informationen vom CAN-Bus ab und stellen diese
u¨ber das XML-basierte Netzwerkprotokoll EXLAP zur Verfu¨gung. Dies bietet zum
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einen den Vorteil eines einfachen Zugriffs auf die Daten, da nachgelagerte Systeme
keine CAN-Frames interpretieren mu¨ssen, sondern direkt auf die Daten in Form ihres
jeweiligen Datentyps zugreifen ko¨nnen. Zum anderen wird durch den Einsatz von
EXLAP auch vom eigentlichen Transportmedium abstrahiert. So ist es beispielsweise
auch mo¨glich Daten nicht u¨ber den CAN-Bus, sondern u¨ber andere Bus-Systeme (wie
zum Beispiel LIN, FlexRay, oder MOST) oder eine Online-Verbindung des Fahrzeugs
anzubinden, ohne dabei nachgelagerte Software-Komponenten a¨ndern zu mu¨ssen,
da diese nach wie vor mit dem entsprechenden EXLAP-Server kommunizieren (vgl.
Sensor D in Abbildung 6.1). Ausgangsbasis fu¨r alle weiteren Software-Komponenten
sind daher EXLAP-Server, die Daten in einem lokalen Netzwerk u¨ber seine Socket-
Verbindung zur Verfu¨gung stellen. Weitere Software-Komponenten ko¨nnen sowohl auf
der gleichen, als auch auf einer zusa¨tzlichen Hardware implementiert sein, so lange
diese u¨ber ein ein TCP/IP-Netzwerk mit der Hardware, auf der die EXLAP-Server
implementiert sind, verbunden sind. Die Kommunikation von Daten vom Sensor bis
zum EXLAP-Server ist nicht Teil dieser Arbeit, da die dabei verwendeten Kompo-
nenten und Beschreibungssprachen bereits zuvor zur prototypischen Entwicklung von
Fahrzeugen eingesetzt wurden. Daher werden im weiteren Verlauf nur nachgelagerte
Komponenten detailliert beschrieben.
Wie bereits in Abschnitt 2.1.2.2 beschrieben, wird in der Konzernforschung der
Volkswagen AG bereits ein ein Open Services Gateway initiative (OSGi)-Framework
eingesetzt, in dem sich ohne großen Aufwand neue Software-Komponenten etablieren
lassen, um beispielsweise auf Fahrzeugdaten zuzugreifen. Die ihm Rahmen dieser
Arbeit entwickelten Software-Komponenten sind daher Teil dieses Frameworks. Die
entwickelten Konzepte, Datenstrukturen und konkreten Implementierungen lassen
sich jedoch auch leicht in einem anderen Framework realisieren.
Fu¨r die Auswertung von Kontextinformationen sind daher, neben dem Modell
der Kontextinformationen (der Ontologie), drei verschiedene Typen von Software-
Komponenten verantwortlich:
a) Context Data Source, zum Empfang von Kontextinformationen, die von EXLAP-
Servern bereitgestellt werden,
b) Context Management, welches die Ontologie mit empfangenen Kontextinfor-
mationen befu¨llt und durch ein anschließendes Reasoning ermittelt, in welcher
Situation sich der Nutzer befindet und
c) Situation Supplier, um ermittelte Situationen an nachgelagerte Software-Kom-
ponenten zu kommunizieren.
Dem klassischen EVA-Prinzip [Dwo73] folgend, lassen sich diese drei Komponenten
den Kategorien Eingabe, Verarbeitung und Ausgabe in gleicher Reihenfolge zuordnen.
Da sie, wie bereits erwa¨hnt, im Rahmen dieser Arbeit als Teil eines OSGi-Frameworks
realisiert wurden, wird die gesamte Kommunikation zwischen diesen Komponenten
vom Framework u¨bernommen, weshalb auf die technischen Details dieser Kommuni-
kation nicht weiter eingegangen wird.
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6.1.2 Empfang von Kontextinformationen
Kontextinformationen werden von EXLAP-Servern bereitgestellt. Dabei ist es u¨blich,
dass fu¨r verschiedene Arten von Kontextinformationen verschiedene EXLAP-Server
existieren. Um ein mo¨glichst hohes Maß an Modularita¨t und Flexibilita¨t zu gewa¨hr-
leisten, empfiehlt es sich fu¨r jeden EXLAP-Server eine Software-Komponente des
Typs Context Data Source im System zu etablieren. Diese u¨bernehmen die Aufgabe,
die EXLAP-spezifischen Datenstrukturen und Datenformate, in ein von der Art
der Kontextinformation unabha¨ngiges Format zu u¨bersetzen. Dazu verbinden sie
sich mit dem EXLAP-Server, fu¨r den sie zusta¨ndig sind und registrieren sich bei
diesem fu¨r alle Datena¨nderungen an Objekten, die im System zur Verarbeitung
von Kontextinformationen relevant sind. Das Auslagern dieser Aufgabe in eine ex-
tra Software-Komponente und das Einfu¨hren einer generischen Schnittstelle zur
Kommunikation von Kontextinformationen bringt zwei entscheidende Vorteile mit
sich:
1. Bei A¨nderungen an der Schnittstelle zum Context Management mu¨ssen die EX-
LAP-Server nicht angepasst werden. Da auch weitere Software-Komponenten im
Fahrzeug Daten der EXLAP-Server empfangen, wu¨rde eine enge Kopplung von
EXLAP-Server und Context Management zu einer hohen Inflexibilita¨t fu¨hren,
da eine A¨nderung des Context Managements mit unter A¨nderungen in allen
Komponenten zur Folge ha¨tte, die mit einem EXLAP-Server kommunizieren.
2. Das Einfu¨hren neuer Kontextinformationen macht keine A¨nderungen am Con-
text Management notwendig. Da die Schnittstelle, u¨ber die das Context Ma-
nagement generisch ist, ko¨nnen beliebig viele und semantisch verschiedene
Kontextinformationen an das Context Management angebunden werden, ohne
die Implementierung des Context Managements vera¨ndern zu mu¨ssen. Fu¨r einen
neuen EXLAP-Server oder fu¨r neue Daten in einem bestehenden EXLAP-Server
muss lediglich eine neue Context Data Source implementiert bzw. eine beste-
hende angepasst werden. Das Context Management kann dabei unvera¨ndert
bleiben.
Das dabei eingesetzte, ebenfalls generische, Austauschformat beinhaltet den Namen
der Quelle, aus der die Kontextinformationen entsprungen ist, den Namen der Klasse,
mit der diese Art der Kontextinformation in der Ontologie modelliert wurde, sowie
eine Menge an Datenobjekten, die die eigentlichen Werte der Kontextinformation
beinhalten. Diese Datenobjekte wiederum enthalten einen Namen zur Identifikation
des Wertes, die zu u¨bertragenden Rohdaten, sowie den Datentyp des Wertes, um
dem Context Management die Mo¨glichkeit zu gewa¨hrleisten, die Rohdaten korrekt
zu interpretieren. Im Rahmen dieser Arbeit wurde eine Unterstu¨tzung der folgenden
Datentypen entwickelt: Boolean, Date, Decimal, Long, Integer, String und Object.
Weitere Datentypen ko¨nnen bei Bedarf erga¨nzt werden. Die Datenstruktur zum
Transport von Kontextinformationen sind in Anhang A dargestellt. Das generische
Austauschformat ist als Java-Klasse in Quelltext A.1 gezeigt. Darin verwendete
Typen und Java-Klassen finden sich in Quelltext A.2 und Quelltext A.3.
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6.1.3 Verarbeitung von Kontextinformationen
Bevor die ersten Kontextinformationen dem Context Management zur Verfu¨gung
gestellt werden, fu¨hrt dieses einige initialisierende Schritte durch, um spa¨ter den
korrekten Ablauf gewa¨hrleisten zu ko¨nnen. Dazu geho¨rt unter anderem das Laden der
Ontologie und das Durchsuchen nach Klassen, die mit Hilfe der ExchangeType Anno-
tation als Exchange Out gekennzeichnet wurden. Das sind Klassen, die Situationen
repra¨sentieren und die spa¨ter vom Context Management anhand von Kontextinfor-
mationen klassifiziert werden. Fu¨r die u¨bergeordneten Klassen der so annotierten
Klassen, werden vom Context Management Individuen angelegt. Notwendig ist die-
ser Schritt, um im weiteren Verlauf u¨berpru¨fen zu ko¨nnen, ob Individuen wa¨hrend
des Reasonings auch Subklassen zugeordnet wurden und somit signalisieren, dass
eine bestimmte Situation vorliegt. Bezugnehmend auf das in Abschnitt 4.2 bereits
eingefu¨hrte Beispiel wu¨rde das Context Management die Subklassen No, Medium
und High finden, da diese vom Modellierer mit Exchange Out annotiert wurden.
Anschließend wu¨rde es ein Individuum der u¨bergeordneten Klasse Drowsiness
anlegen, das spa¨ter dann eben diesen Subklassen zugeordnet werden kann.
Nach diesen initialen Schritten ist das Context Management bereit, Kontextinfor-
mationen von Software-Komponenten des Typs Context Data Source zu empfangen.
Dafu¨r bietet es die in Quelltext 6.1 als Java-Interface gezeigte Schnittstelle an.
Neben einer Menge Kontextinformationen wird dabei auch der Wahrheitswert (Wahr-
scheinlichkeit fu¨r die Korrektheit dieses Wertes) fu¨r diese Kontextinformationen
u¨bermittelt.
Alle u¨ber diese Schnittstelle kommunizierten Kontextinformationen werden anschlie-
ßend ebenfalls als Individuen innerhalb der Ontologie erstellt und bekommen den
mitu¨bertragenen Wahrheitswert zugewiesen. Bereits bestehende Individuen des glei-
chen Typs, werden mit den neuen Werten der Kontextinformation aktualisiert. Das
Context Management kann diese Individuen anlegen bzw. aktualisieren, da innerhalb
des generischen Austauschformats von der Context Data Source hinterlegt wurde,
welcher Klasse der Ontologie diese Kontextinformation entspricht.
Die Ontologie beinhaltet zu diesem Zeitpunkt, neben den zur Entwicklungszeit
erstellen Klassen und Beziehungen, sa¨mtliche Kontextinformationen, die zur Ver-
fu¨gung gestellt wurden, sowie Individuen, die wa¨hrend der Initialisierung erstellt
wurden und den zu erkennenden Situationstypen entsprechen. Anschließend wird das
Reasoning der Ontologie durchgefu¨hrt. Dabei ko¨nnen verschiedene Reasoner zum
Einsatz kommen, solange die im Modell verwendeten Techniken (wie zum Beispiel
SWRL-Regeln) vom jeweiligen Reasoner unterstu¨tzt werden. Fu¨r der Entwicklung des
public interface CMContextConsumer {
public void receiveContextData(List<CMIndividual> newIndividuals,
double confidence);
}
Quelltext 6.1: Schnittstelle zum Empfang von Kontextinformationen als Java-Interface
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public abstract interface DrowsinessListener {
public abstract void onNo(double confidence);
public abstract void onMedium(double confidence);
public abstract void onHigh(double confidence);
}
Quelltext 6.2: Situationsspezifische Schnittstelle zur Kommunikation von
Situationsinformationen als Java-Interface
hier vorgestellten Systems wurde der Pellet-Reasoner [SPG+07] eingesetzt. Wa¨hrend
des Reasonings werden die modellierten Beziehungen und SWRL-Regeln ausgewer-
tet. Als Ergebnis werden Individuen Klassen zugeordnet, denen sie vorher nicht
zugeordnet waren. So ko¨nnte beispielsweise die Klasse Drowsiness auch der Sub-
klasse Medium zugewiesen werden und signalisieren, dass der Nutzer einer leichten
Mu¨digkeit unterliegt.
Nach dem Reasoning durchsucht das Context Management die von ihm angelegten
Individuen und stellt fest, ob sie Klassen zugeordnet wurden, die mit Exchange Out
gekennzeichnet wurden. Anschließend berechnet das Context Management die Wahr-
heitswerte dieser Individuen. Dazu fragt es in einem ersten Schritt beim Reasoner an,
mit welcher Kausalkette der Reasoner zu dem Ergebnis gekommen ist, dieses Indivi-
duum dieser Klasse zuzuordnen. Die vom Reasoner daraufhin gelieferte Begru¨ndung
wird vom Context Management genutzt, um den Wahrheitswert dieser Zuordnung
gema¨ß den vom Modellierer festgelegten Techniken (vgl. Abschnitt 4.2.3) zu ermitteln.
Dieser Wahrheitswert wird als zusa¨tzliches Attribut an der Klasse gespeichert.
In einem abschließenden Schritt, werden die mit Exchange Out annotierten Klassen,
zu denen nach dem Reasoning mindestens ein Individuum existierte, an die Situation
Supplier weitergegeben. Dazu wurde a¨hnlich zum Empfang von Kontextinformationen,
fu¨r die Ausgabe von Situationen eine generische Schnittstelle geschaffen, sodass die
Implementierung des Context Managements fu¨r neu zu erkennende Situationen
nicht abgea¨ndert werden muss. Stattdessen kommuniziert das Context Management
lediglich die erkannten Subklassen zu allen Situation Suppliern.
6.1.4 Ausgabe von Situationsinformationen
Die vom Context Management kommunizierten Subklassen, werden zuna¨chst an alle
im System verfu¨gbaren Situation Supplier kommuniziert. Jeder von ihnen entscheidet
selbst, fu¨r welche der Subklassen er zusta¨ndig ist. Allen gemein ist jedoch, dass
sie fu¨r nachgelagerte Software-Komponenten eine situationsspezifische Schnittstelle
anbieten, die von dieser nachgelagerten Komponenten implementiert werden muss
und aus einfachen Methodenaufrufen zur Klassifizierung der jeweiligen Situation
besteht. Im Hinblick auf das fortlaufende Beispiel wu¨rde ein Situation Supplier fu¨r
die Situation Drowsiness so beispielsweise die in Quelltext 6.2 gezeigte Schnitt-
stelle bedienen. Je nach aktueller Auspra¨gung wu¨rde er zum Beispiel die Methode
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onMedium(confidence), parametrisiert durch den ermittelten Wahrheitswert
der Situation, an der nachgelagerten Software-Komponente aufrufen, wenn die Kon-
textinformationen darauf schließen lassen, dass der Nutzer des Systems leicht mu¨de
ist.
Wie auch fu¨r die Software-Komponenten vom Typ Context Data Source, muss der
Entwickler des Systems zur Verarbeitung von Kontextinformationen sicherstellen,
dass die beno¨tigten Situation Supplier implementiert wurden und zur Laufzeit im
System zur Verfu¨gung stehen, damit sie vom Context Management gefunden und
benachrichtigt werden ko¨nnen. Andernfalls ko¨nnen die erkannten Situationen nicht
weiter verarbeitet werden.
6.2 Auswertung von Nutzerintentionen
Das System zur Erkennung von Nutzerintentionen, empfa¨ngt die erkannten Situatio-
nen und nutzt das in Kapitel 5 vorgestellte Modell, um auf Basis dieser Situationen,
das FIS auf die aktuellen Bedu¨rfnisse des Nutzers anzupassen.
Alle am System zur Auswertung von Nutzerintentionen beteiligten Software-Kompo-
nenten und der dazugeho¨rige Datenfluss sind in Abbildung 6.2 dargestellt. Die bereits
aus Abschnitt 6.1 bekannten Komponenten vom Typ Situation Supplier stellen
Auspra¨gungen der erkannten Situationen zur Verfu¨gung. Die weiteren Komponenten
lassen sich, genau wie das System zur Auswertung von Kontextinformationen, in Ein-
gabe, Verarbeitung und Ausgabe aufteilen. Die entsprechenden Software-Komponenten
tragen die Namen Situation Receiver, Intention Management und Intention Supplier
und werden im Folgenden detailliert vorgestellt. Auch diese drei Komponenten wur-
den als Teil des bereits erwa¨hnten OSGi-Frameworks implementiert, weshalb das
Beschreiben der Kommunikation erneut in Form von Java-Interfaces geschieht und
auf weitere technische Details nicht na¨her eingegangen wird.
6.2.1 Empfang von Situationsinformationen
Wie bereits erwa¨hnt, wird fu¨r jede zu erkennende Situation auf Basis der Ontologie
eine Schnittstelle bereitgestellt, die von Software-Komponenten implementiert werden
kann, die u¨ber A¨nderungen eben dieser Situation benachrichtigt werden mo¨chten.
Zur Erho¨hung der U¨bersichtlichkeit und der besseren Modularita¨t, wird an dieser
Stelle empfohlen, die verschiedenen Schnittstellen der verschiedenen Situationen in
eigenen Software-Komponenten zu implementieren. Als Ergebnis entsteht so eine
Menge an Situation Receiver, von denen jeder die A¨nderungen einer bestimmten
Situation vom entsprechenden Situation Supplier des Systems zur Asuwertung von
Kontextinformationen mitgeteilt bekommt. Ein Beispiel fu¨r eine solche Schnittstelle
wurde bereits in Quelltext 6.2 gezeigt.
A¨nderungen an der aktuellen Auspra¨gung einer Situation werden anschließend u¨ber
das in Quelltext 6.3 gezeigte Austauschformat von Situationsinformationen IMSi-
tuation an das Intention Management weitergegeben. Dieses generische (fu¨r alle
Situationen geltende) Austauschformat speichert den Namen und den Wert der
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Abbildung 6.2: Schematische Darstellung des Datenflusses im Systems zur Auswertung
von Nutzerintentionen
Situation als Zeichenkette und die Wahrscheinlichkeit als Fließkommazahl. Den Wert
der Situation als Zeichenkette zu speichern, ist an dieser Stelle ausreichend, da Situa-
tionen zu diesem Punkt abstrahierte Werte, wie beispielsweise Medium oder High
annehmen. Diese lassen sich ohne Einschra¨nkungen als Zeichenketten speichern. Um
die aktuell geltenden Situationen von allen Situation Reciever erhalten zu ko¨nnen,
implementiert das Intention Management die in Quelltext 6.4 gezeigte Schnittstel-
le IMSituationConsumer. Es bietet die Mo¨glichkeit, eine Liste von Situationen zu
kommunizieren, welche von jedem Situation Receiver separat benutzt wird.
6.2.2 Verarbeitung von Situationsinformationen
Genau wie der Context Manager muss auch der Intention Manager einige initialisie-
rende Schritte durchfu¨hren, bevor er Situationsinformationen von einem Situation
Recevier empfangen kann. Zuna¨chst la¨dt er das Modell der Nutzerintentionen (das
Bayes’sche Netz) und durchsucht dessen annotierte Knoten, um festzustellen, welche
mit Input und welche mit Output annotiert wurden. Die mit Input annotierten
Knoten, entsprechen Situationen und sind daher fu¨r den Empfang von Situationsifor-
mationen von erho¨hter Bedeutung. Mit Output annotierte Knoten hingegen, sind bei
der Ausgabe von Intentionen zu beachten.
Empfa¨ngt der Intention Manager zur Laufzeit Situationsinformationen von einem
Situation Receiver, so stellt er den Wert des Knoten im Bayes’schen Netz entspre-
chend des u¨bermittelten Wertes ein. Wurden alle mit Input annotierten Knoten mit
Werten befu¨llt, kann das Bayes’sche Netz genutzt werden, um die Wahrscheinlich-
keitsverteilungen fu¨r die mit Output annotierten Knoten zu berechnen. Als Ergebnis
ergibt sich fu¨r jede Auspra¨gung aller Nutzerintentionen eine Wahrscheinlichkeit die
angibt, ob der Nutzer aktuell die jeweilige Intention hat. Basierend auf dem Beispiel
aus Kapitel 5, wu¨rden sich so Wahrscheinlichkeitsverteilungen fu¨r die Intentionen
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public String getSituationName() {
return this.situationName;
}
public String getSituationValue() {
return this.situationValue;
}




Quelltext 6.3: Generisches Format zum Austausch von Situationsinformationen als
Java-Klasse
Genre und Source ergeben, aus denen erkenntlich ist, welches Musikgenre der
Nutzer ho¨ren und welche Wiedergabequelle er benutzen mo¨chte.
Diese Wahrscheinlichkeitsverteilungen werden in einem abschließenden Schritt an die
Intention Supplier weitergeben. Dazu wird die in Quelltext 6.5 gezeigte Schnittstelle
IMSupplyDataInterface, als auch das in Quelltext 6.6 gezeigte, generische Austausch-
format fu¨r Intentionen IMIntention verwendet. Letzteres ermo¨glicht es, zu einer
Intention (identifiziert u¨ber einen Namen) und zu jeder ihrer Auspra¨gungen eine
Wahrscheinlichkeit zu speichern. Ein Intention Supplier, der diese Informationen
vom Intention Management u¨ber die Schnittstelle IMSupplyDataInterface mitgeteilt
bekommt, kann somit das Systemverhalten aufgrund der wahrscheinlichsten Auspra¨-
gung einer Intention a¨ndern. Mit Bezug auf das in Kapitel 5 eingefu¨hrte Beispiel,
ko¨nnte der fu¨r die Intention Genre zusta¨ndige Intention Supplier beispielsweise
Musik mit einem bestimmten Genre abspielen.
6.2.3 Ausgabe von Intentionen
Analog zu Software-Komponenten des Typs Situation Supplier, verwenden Intention
Supplier eine intentionsspezifische Schnittstelle, um die in der aktuellen Situation
wahrscheinlichste Auspra¨gung einer Intention inklusive der dazugeho¨rigen Wahrschein-
lichkeit an nachgelagerte Komponenten zu kommunizieren. Zusa¨tzlich informiert er
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import java.util.List;
public interface IMSituationConsumer {
public void onSituationChanged(List<IMSituation> situations);
}
Quelltext 6.4: Schnittstelle zum Austausch der aktuellen Situationsinformationen
zwischen Situation Receiver und Intention Management
public abstract interface IMSupplyDataInterface {
public abstract void onIntentionChanged(List<IMIntention>
intentions);
}
Quelltext 6.5: Schnittstelle zum Austausch der aktuellen Nutzerintentionen als Java-
Interface
auch noch u¨ber die Wahrscheinlichkeitsverteilung, indem er alle Auspra¨gungen mit
ihrer entsprechenden Wahrscheinlichkeit kommuniziert. Eine exemplarische Schnitt-
stelle fu¨r die Intention Genre ist in Quelltext 6.7 dargestellt.
Auch wenn es auf den ersten Eindruck redundant wirken mag, die Wahrscheinlich-
keitsverteilung und dedizierte Methoden fu¨r die einzelnen Auspra¨gungen der Intention
als Teil der Schnittstelle zur Verfu¨gung zu stellen, so liegt der Vorteil darin, dass
Entwickler nachgelagerter Komponenten sowohl eine einfache Mo¨glichkeit (dedizierte
Methoden), als auch detaillierte Mo¨glichkeit (Wahrscheinlichkeitsverteilung) haben,
die entsprechende Intention zu bewerten.
Das tatsa¨chliche Anpassen des FIS erfolgt in nachgelagerten Software-Komponenten.
Welche Funktionalita¨ten dabei in welcher Form vera¨ndert werden, ha¨ngt stark von
den umgesetzten Anwendungsfa¨llen ab und ist daher nicht Teil der im Rahmen dieser
Arbeit entwickelten Systeme.
6.3 Prozess zur Erstellung des Gesamtsystems
Die in Abschnitt 6.1 und Abschnitt 6.2 vorgestellten Systeme zur Auswertung
von Kontextinformationen und Nutzerintentionen beinhalten auf der einen Seite
generische Software-Komponenten und Schnittstellen, wie zum Beispiel das Context
Management oder das Austauschformat fu¨r Kontextinformationen, an denen keinerlei
A¨nderungen bei gea¨nderten Modellen vorgenommen werden mu¨ssen. Auf der anderen
Seite arbeiten in beiden Systemen jedoch auch Software-Komponenten, die abha¨ngig
von modellierten Kontextinformationen bzw. Nutzerintentionen sind.
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import java.util.HashMap;
import java.util.Map;
public class IMIntention {
private String intentionName;
private Map<String, Double> probabilityDistribution;
public IMIntention(String intentionName) {
this.intentionName = intentionName;
this.probabilityDistribution = new HashMap<String, Double>();
}
public void addIntentionValue(String value, double probability) {
this.probabilityDistribution.put(value, probability);
}
public String getName() {
return this.intentionName;
}




Quelltext 6.6: Generisches Format zum Austausch von Nutzerintentionen als Java-
Klasse
In diesem Abschnitt wird pra¨sentiert, wie diese Software-Komponenten vollauto-
matisch unter Zuhilfenahme der beiden Modelle (Ontologie und Bayes’sches Netz)
generiert werden ko¨nnen, so dass A¨nderungen im Modell keinen manuellen Implemen-
tierungsaufwand nach sich ziehen. Zusa¨tzlich dazu wird auch gezeigt, wie Teile der
Ontologie und des Bayes’schen Netzes generiert werden ko¨nnen, um den Modellierer
bei seiner Ta¨tigkeit zu unterstu¨tzen und die Fehleranfa¨lligkeit zu minimieren. Die nun
folgenden Abschnitten erkla¨ren detailliert und in chronologischer Reihenfolge, wie
der im Rahmen dieser Arbeit entwickelte Prozess zur Erstellung des Gesamtsystems
durch Code-Generierung unterstu¨tzt werden kann.
Die in Abbildung 6.3 dargestellten Beziehungen zeigen, welche Software-Komponenten
aus welchen Modellen generiert werden ko¨nnen und fu¨r welche Modelle sich Vorlagen
erstellen lassen, um den Modellierer maximal zu unterstu¨tzen.
6.3.1 Generieren der EXLAP-Server
Das Generieren der EXLAP-Server basiert auf den EXLAP-Interfaces (vgl. Ab-
schnitt 2.1.2.1), die beschreiben welche Daten ein EXLAP-Server zur Verfu¨gung
stellt. Da die Generierung bereits vor dem Beginn der in dieser Arbeit pra¨sentierten
Entwicklung verfu¨gbar war, jedoch wichtig zum Versta¨ndnis des Gesamtprozesses ist,














































Abbildung 6.3: U¨bersicht der Code-Generierung
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import java.util.Map;
public abstract interface GenreListener {
public abstract void onRock(double probability);
public abstract void onPop(double probability);
public abstract void onJazz(double probability);
public abstract void onChange(
Map<String, Double> probabilityDistribution);
}
Quelltext 6.7: Situationsspezifische Schnittstelle zur Kommunikation von
Situationsinformationen als Java-Interface
Entscheidend ist, dass die Software-Komponente, welche die Kontextinformationen
anbieten, auf Basis einer Schnittstellen-Beschreibung und ohne menschliches Zutun
generiert werden ko¨nnen.
6.3.2 Generieren der Ontologie
Als zweiten Schritt ko¨nnen die gleichen EXLAP-Interfaces verwendet werden, um
eine Ontologie-Vorlage zu erstellen. Dazu wird eine Ontologie generiert, die bereits
Klassen beinhaltet, die den Datenobjekten der EXLAP-Interfaces entsprechen und
die mit folgenden Informationen annotiert sind:
• ExchangeType Annotation wird mit Exchange In gefu¨llt
• SourcenName Annotation wird mit dem Namen des EXLAP-Interfaces gefu¨llt
• SourcePropertyName Annotation wird mit dem Namen des Datenobjekts gefu¨llt
• SourceType Annotation wird mit Source Push gefu¨llt
Die dabei entstehende Ontologie wird vom Modellierer als Vorlage fu¨r die weitere
Modellierung verwendet. Dadurch wird ausgeschlossen, dass beim Anlegen der Ein-
gangsgro¨ßen Fehler, zum Beispiel in Form von Tippfehlern, gemacht werden, die
erst in der Integrationsphase des Systems bemerkt werden wu¨rden. Zusa¨tzlich stellt
dieser Schritt fu¨r den Modellierer je nach Menge der Eingangsgro¨ßen eine nicht zu
vernachla¨ssigende Aufwands- und Zeitersparnis dar.
6.3.3 Generieren der Context Data Sources
Auch die Context Data Sources ko¨nnen aus den EXLAP-Interfaces generiert werden.
Ihre Aufgabe – die Umwandlung der von EXLAP-Servern empfangenen Daten in das
generische Austauschformat von Kontextinformationen – folgt unter Beru¨cksichtigung
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der umzuwandelnden Kontextinformationen immer dem gleichen Schema. Dazu za¨hlt:
das Verbinden mit dem EXLAP-Server, das Registrieren an diesem, um u¨ber A¨nde-
rungen an Datenobjekten benachrichtigt zu werden, das Umwandeln der Daten in das
generische Format und das Kommunizieren dieser Daten zum Context Management.
Unterschiedliche Kontextinformationen erfordern daher lediglich die Verbindung zu
einem anderen EXLAP-Server und eine dem Datentyp der Datenobjekte angepasste
Umwandlung. Um sich zur Laufzeit mit dem richtigen EXLAP-Server zu verbinden,
wird lediglich dessen Name beno¨tigt. Dieser und die Datentypen der Datenobjekte
sind Teil des EXLAP-Interfaces, weshalb zu jedem leicht eine Context Data Source
generiert werden kann.
Der Entwickler muss sicherstellen, dass alle beno¨tigen Kontextinformationen (d.h.
alle im Modell verwendeten Kontextinformationen) zur Laufzeit auch tatsa¨chlich
vorhanden sind. Nur dann kann gewa¨hrleistet werden, dass die ebenfalls im Modell
hinterlegten Situationen auch vom System zur Verarbeitung von Kontextinformatio-
nen erkannt werden ko¨nnen.
6.3.4 Generieren der Situation Supplier
Wa¨hrend der Modellierung wurde mit Hilfe der Ontologie definiert, welche Situatio-
nen das System spa¨ter erkennen ko¨nnen soll. Die dazu angelegten Klassen wurden
mit Exchange Out annotiert. Diese Information kann genutzt werden, um sowohl die
Situation Supplier, als auch die situationsspezifische Schnittstelle, die sie bedienen
(vgl. Abschnitt 6.1.4), zu generieren. Die dafu¨r notwendigen Informationen sind der
Klassenname und die Subklassen zur Beschreibung der Auspra¨gungen der Situation.
Die U¨bersetzung aus dem generischen Format zur U¨bertragung von Situationsinfor-
mationen in die situationsspezifische Schnittstelle erfolgt immer nach dem gleichen
Schema, weshalb die Situation Supplier ohne weitere Aufwa¨nde automatisch generiert
werden ko¨nnen.
6.3.5 Generieren der Situation Receiver
Auch die Situation Receiver ko¨nnen auf Basis der Ontologie generiert werden. Sie
u¨bersetzen das situationsspezifische Format der Situation Supplier in das generische
Format des Intention Managements. Auch diese U¨bersetzung folgt einem immer
gleichen Schema, so dass passend zu den in der Ontologie modellierte Situationen
die passenden Situation Receiver generiert werden ko¨nnen. Genau wie bei einem
Situation Supplier werden dazu Klassen der Ontologie als Grundlage genommen,
die wa¨hrend der Modellierung mit Exchange Out annotiert wurden. Fu¨r jede dieser
Klassen wird ein Situation Receiver generiert. Der so generierte Code implementiert
die situationsspezifische Schnittstelle, die vom Situation Supplier bedient wird. Da
diese bereits im vorherigen Schritt generiert wurde, kann sie auch ohne weiteres
erneut generiert werden.
6.3.6 Generieren des Bayes’schen Netzes
Analog zur Generierung einer Ontologie-Vorlage kann eine Vorlage fu¨r das Bayes’sche
Netz generiert werden. Dabei wird erneut die Ontologie als Grundlage herangezogen.
Da in ihr alle zu erkennenden Situationen modelliert sind, wird fu¨r jede dieser zu
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modellierten Situationen ein Knoten im Bayes’schen Netz generiert. Die Werte,
die dieser Knoten annehmen kann, entsprechen erneut den Subklassen der mit
Exchange Out annotierten Klassen. Wie schon bei der Ontologie-Vorlage, nimmt
dieser Schritt dem Modellierer nicht nur Arbeit ab, sondern wirkt sich auch positiv
auf die Fehleranfa¨lligkeit aus, da der Modellierer beim Anlegen der Knoten, die
Situationen im Bayes’schen Netz repra¨sentieren, nun keine Fehler mehr machen kann.
6.3.7 Generieren der Intention Supplier
Nachdem der Modellierer auch das Bayes’sche Netz mit Inhalten befu¨llt hat, werden
in einem letzten Schritt die notwendigen Intention Supplier generiert. Dazu wird das
Bayes’sche Netz nach Knoten durchsucht, welche mit Output annotiert wurden. Diese
Knoten repra¨sentieren Nutzerintentionen und mu¨ssen – analog zu den Situationen –
von einem generischen Austauschformat, in eine intentionsspezifische Schnittstelle
u¨bersetzt werden.
6.4 Zusammenfassung
In diesem Kapitel wurde gezeigt, wie Systeme implementiert werden ko¨nnen, welche
die Modelle von Kontextinformationen und Nutzerintentionen verwenden, um zur
Laufzeit zu erfassen, in welcher Situation sich der Nutzer befindet und welche Intenti-
on er in dieser Situation hat. Beide Systeme wurde im Rahmen dieser Arbeit als Teil
eines bereits bestehenden OSGi-Frameworks umgesetzt, was fu¨r die generelle Funktio-
nalita¨t und die Aufteilung der Komponenten jedoch nicht zwingend erforderlich ist.
Die beiden zentralen Komponenten Context Management und Intention Management
verwenden erst zur Laufzeit das jeweilige Modell und mu¨ssen fu¨r unterschiedliche
Modelle nicht angepasst werden. Alle anderen beteiligten Software-Komponenten
sind spezifisch mit Bezug auf den jeweiligen Anwendungsfall. Um den Implemen-
tierungsaufwand so gering wie mo¨glich zu halten, wurde in diesem Kapitel auch
gezeigt, wie der Quellcode dieser Komponenten basierend auf den Modellen generiert
werden kann. Als Ergebnis muss bei einem vera¨nderten Modell keine einzige Zeile
Quellcode manuell geschrieben werden, da alle Komponenten entweder generisch




Objektivita¨t: Alles hat zwei Seiten.
Aber erst wenn man erkennt, dass es drei sind,
erfasst man die Sache.“
(Heimito von Doderer, o¨sterreichischer Schriftsteller, [vW96])
In diesem Kapitel wird anhand von drei Forschungsfragen untersucht, wie geeignet
die im Rahmen der vorliegenden Arbeit vorgestellten Techniken zur Modellierung von
Kontextinformationen und Nutzerintentionen und die dazu implementierten Systeme
zur Auswertung der Modelle sind. Die drei Forschungsfragen lauten:
1. Erfu¨llen Ontologien und Bayes’sche Netze die von Doma¨nenexperten aufgestell-
ten Anforderungen?
2. Welche Auswirkung hat eine steigenden Anzahl an modellierten Kontextinfor-
mationen und Situationen innerhalb einer Ontologie auf die Geschwindigkeit
ihrer Auswertung?
3. Welche Auswirkung hat die Verwendung von SWRL-Regeln zur Modellierung
von Kontextinformationen innerhalb einer Ontologie auf die Geschwindigkeit
ihrer Auswertung?
Zur Beantwortung der ersten Forschungsfrage, wird in Abschnitt 7.1 zuna¨chst die
Fallstudie Intention-aware In-Car Infotainment System (INIS) vorgestellt und be-
schrieben. Auf Basis der Beobachtungen und der gesammelten Erfahrungen wa¨hrend
der Entwicklung von INIS, werden anschließend in Abschnitt 7.2 die in Kapitel 3
ermittelten Anforderungen auf ihre Erfu¨llung hin untersucht. Zur Beantwortung
der zweiten und dritten Forschungsfrage werden in Abschnitt 7.3 Erweiterungen,
Messungen und Ergebnisse vorgestellt, die zeigen, welche Auswirkungen eine stei-
gende Anzahl von Kontextinformationen und Situationen in einer Ontologie und
96 7. Evaluation
die Verwendung von SWRL-Regeln haben. Die Validita¨t der Ergebnisse wird in
Abschnitt 7.4 diskutiert, bevor Abschnitt 7.5 das Kapitel und die Antworten auf die
Forschungsfragen abschließend zusammenfasst.
Die in diesem Kapitel vorgestellten Untersuchungen und Bewertungen wurden bereits
in [LSSS15], [LSS15] und [LSSS16] vero¨ffentlicht.
7.1 Fallstudie INIS
Mit Hilfe von INIS ist ein umfangreiches, kontext- und intentionssensitives FIS
entstanden, dass aus einfachen Sensorinformationen, wie zum Beispiel der Tageszeit,
dem Wochentag oder dem Tankfu¨llstand des Fahrzeugs, Intentionen seines Nut-
zers ableiten kann. INIS wird in diesem Kapitel jedoch nicht inhaltlich bewertet.
Stattdessen werden die im Rahmen dieser Arbeit vorgeschlagenen Techniken zur
Modellierung von INIS evaluiert. Es wird daher weder auf die Sinnhaftigkeit der
modellierten Situationen, noch auf den Nutzen der modellierten Intentionen na¨her
eingegangen.
Die Doma¨nenexperten na¨herten sich bei der Erstellung von INIS der Aufgabenstellung
in einem top-down-Ansatz, da sie zuna¨chst das Endergebnis – die zu erkennenden
Intentionen – modellierten und sich von dort aus u¨ber die dafu¨r erforderlichen Situa-
tionen bis hin zu den wiederum erforderlichen Kontextinformationen vorarbeiteten.
In den kommenden Abschnitten werden daher die Zwischenergebnisse dieser Arbeiten
in gleicher Reihenfolge vorgestellt.
7.1.1 Modellierung von Nutzerintentionen
Um INIS ausreichend umfangreich zu gestalten, formulierten die Doma¨nenexper-
ten drei zu erkennende Nutzerintentionen. Ein mo¨glichst vielfa¨ltiger Einsatz von
INIS wurde von ihnen durch die Verteilung dieser drei Intentionen in die drei Be-
reiche Medien, Telefonie und Navigation des FIS gewa¨hrleistet. Die modellierten
Nutzerintentionen umfassen:
• die bereits aus dem fortlaufenden Beispielen bekannte Nutzerintention Genre,
die angibt welches Musikgenre der Nutzer aktuell ho¨ren mo¨chte,
• die Nutzerintention Calling Contact, die angibt welchen Kontakt der Nutzer
anrufen mo¨chte und
• die Nutzerintention POI Search, die angibt, nach welchem Point of Interest
(POI) (engl. fu¨r interessanten Ort), der Nutzer im Navigationssystem suchen
mo¨chte.
Die Modellierung dieser Intention geschah dabei, wie in Kapitel 5 vorgestellt, mit
Hilfe Bayes’scher Netze.
Nutzerintention Genre
Die Nutzerintention Genre wurde, im Vergleich zum fortlaufenden Beispiel, von
den Doma¨nenexperten um weitere Auspra¨gungen erga¨nzt. Fu¨r INIS umfasst sie die
Auspra¨gungen: Blues, Classical, Country, Disco, HipHop, Jazz, Metal, Pop, Rock und
Raggae. Ihre eigentliche Aussage blieb hingegen unvera¨ndert. Sie gibt nach wie vor
an, welches Musikgenre der Nutzer in der aktuellen Situation ho¨ren mo¨chte.
7.1. Fallstudie INIS 97
Nutzerintention Calling Contact
Neu hinzugekommen ist die Nutzerintention Calling Contact. Sie soll angeben, welchen
seiner Kontakte der Nutzer in der aktuellen Situation anrufen mo¨chte. Typischerweise
sind die mo¨glichen Auspra¨gungen dieser Intention Kontakte im Adressbuch der
Nutzer und damit stark nutzerspezifisch. Da eine Anpassung der Auspra¨gungen von
Intentionen an individuelle Nutzer mit den im Rahmen dieser Arbeit vorgeschlagenen
Techniken nicht vorgesehen war, wurden die Auspra¨gungen dieser Intention auf das
Anrufen von bestimmten Favoriten gesetzt. Das FIS bietet die Mo¨glichkeit, bis zu
drei Kontakte aus dem Adressbuch als Favorit zu speichern. Diese ko¨nnen mit nur
einer Nutzerinteraktion angerufen werden. Die Auspra¨gungen der Nutzerintention
Calling Contact, wurde daher von den Doma¨nenexperten auf Favorite 1, Favorite 2,
Favorite 3 und None festgelegt. Sie geben an, ob der Nutzer den Favoriten mit der
ID 1, 2 oder 3 anrufen mo¨chte, oder ob der in der aktuellen Situationen u¨berhaupt
keinen Favoriten anrufen mo¨chte (Auspra¨gung None).
Nutzerintention POI Search
Teil des FIS ist auch ein Navigationssystem, dass es erlaubt nach POIs einer be-
stimmten Kategorie zu suchen. So kann der Nutzer zum Beispiel nach Tankstellen
suchen. Die Nutzerintention POI Search gibt an, nach welcher Kategorie von POIs
der Nutzer in seinem Navigationssystem in der aktuellen Situation suchen mo¨chte.
Dabei wurden von den Doma¨nenexperten wa¨hrend der Modellierung des Systems
die folgenden drei Auspra¨gungen definiert: Gas, die angibt, dass der Nutzer nach
einer Tankstellen suchen mo¨chte, Parking, die angibt, dass der Nutzer nach einem
Parkplatz, einem Parkhaus, oder allgemein einer Parkmo¨glichkeit suchen mo¨chte, und
None, die angibt, dass der Nutzer in der aktuellen Situation nach keiner bestimmten
POI-Kategorie suchen mo¨chte.
Am Ende dieses ersten Schrittes liegt ein Bayes’sches Netz vor, dessen Knoten die
beschriebenen Nutzerintentionen repra¨sentieren. Die mo¨glichen Werte dieser Knoten
sind dabei durch die mo¨glichen Auspra¨gungen der Intentionen vorherbestimmt. Der
na¨chste Schritt der Modellierung sieht vor, dass der Modellierer die zur Erkennung
dieser Nutzerintentionen notwendigen Situationen dem Bayes’schen Netz als Knoten
hinzufu¨gt.
7.1.2 Modellierung erforderlicher Situationen
Nachdem die Doma¨nenexperten die drei zu erkennenden Nutzerintentionen mit Hilfe
Bayes’scher Netze modelliert hatten, konnten die dafu¨r erforderlichen Situationen
dem gleichen Netz als Knoten hinzugefu¨gt werden. Dabei wurde definiert, dass die
zuvor genannten Intentionen von acht Situationen abha¨ngig sind, die im Folgenden
na¨her erla¨utert werden. Zu diesem Zeitpunkt wurden von den Doma¨nenexperten
zwar die jeweiligen Auspra¨gungen der Situationen festgelegt, jedoch nicht unter
welchen Umsta¨nden diese jeweiligen Auspra¨gungen gelten. Eine solche Festlegung
geschieht im na¨chsten Schritt, wenn die modellierten Situationen in Abha¨ngigkeit zu
modellierten Kontextinformationen gesetzt werden.
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Weather
Die Situation Weather wurde von den Doma¨nenexperten mit den beiden Auspra¨-
gungen Good, um gutes, und Bad, um schlechtes Wetter repra¨sentieren zu ko¨nnen,
versehen. Auch diese Situation wurde von den Doma¨nenexperten mit einer Abha¨n-
gigkeit zur Intention Genre modelliert.
Day Type
Die Situation Day Type dient zur einfachen Klassifizierung des Tagestyps. Dabei kann
mit Hilfe der beiden Auspra¨gungen Weekday und Weekend zwischen einem Tag in der
Woche und einem Tag am Wochenende unterschieden werden. Ausgehend von dieser
Situation wurde eine Abha¨ngigkeit zur Intention Genre von den Doma¨nenexperten
modelliert.
Day Time
Die Situation Day Time ermo¨glicht es mit ihren vier Auspra¨gungen die aktuelle
Tageszeit zu klassifizieren. Zur Verfu¨gung stehen dabei: Morning fu¨r eine Uhrzeit
fru¨h am Tage, Noon fu¨r eine Uhrzeit um die Mittagszeit, Afternoon fu¨r eine Uhrzeit
am Nachmittag und Night fu¨r eine Uhrzeit in der Nacht.
Passenger
Die Situation Passenger wurde von den Doma¨nenexperten im Bayes’schen Netz
modelliert, um eine Mo¨glichkeit zu haben, Nutzerintentionen in Abha¨ngigkeit zu
den im Fahrzeug befindlichen Passagieren zu modellieren. So bietet sie mit ihren
Auspra¨gungen None, Children, Friends und Other die Mo¨glichkeit, zu u¨berpru¨fen, ob
sich keine Passagiere im Fahrzeug befinden oder ob die Passagiere der Klasse Kinder,
Freunde oder anderen Passagieren angeho¨ren. Fu¨r die Fallstudie INIS modellierten
die Doma¨nenexperten eine Abha¨ngigkeit zu den Intentionen Genre und Calling
Contact.
Driving To
Zur Klassifizierung des Ziels einer Fahrt mit einem mit INIS ausgestatteten Fahrzeuges
modellierten die Doma¨nenexperten die Situation Driving To. Dabei legten sie die
Auspra¨gungen Home, Work und Other an, um auszudru¨cken, dass das Fahrzeug auf
dem Weg nach Hause, zur Arbeit oder zu einem anderen Ort ist. Diese Auspra¨gungen
wirken sich durch die modellierten Abha¨ngigkeiten auf die Nutzerintentionen Calling
Contact und POI Search aus.
Fuel Level
Die modellierte Situation Fuel Level, ermo¨glicht es durch ihre Auspra¨gungen Low,
Medium und High, Nutzerintentionen bei einem niedrigen, mittleren oder hohen
Fu¨llstand des Tanks oder der Batterie des Fahrzeugs, verschieden auszupra¨gen. Von
den Doma¨nenexperten wurde modelliert, dass die Nutzerintention POI Search von
dieser Situation abha¨ngig ist.
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Near To
Die letzte modellierte Situation Near To, beschreibt die o¨rtliche Na¨he des Fahrzeugs
zu markanten Punkten. Um die Na¨he zu den Punkten der Heimat- und Arbeitsadresse
des Nutzer als auch zu anderen Punkten ausdru¨cken zu ko¨nnen, modellierten die
Doma¨nenexperten die Auspra¨gungen Home, Work und Other. Außerdem wurden
Abha¨ngigkeiten zu den Intentionen POI Search und Calling Contact dem Modell
hinzugefu¨gt.
Die beschriebenen Situationen wurden im Bayes’schen Netz ebenfalls als Knoten
modelliert. Die Abha¨ngigkeiten zwischen Situationen und Nutzerintentionen wur-
den wie in Kapitel 5 beschrieben als Kanten zwischen den entsprechenden Knoten
modelliert. Zu jedem Knoten, der eine Intention repra¨sentiert, wurde im Anschluss
eine Wahrscheinlichkeitsverteilung angegeben. Fu¨r den Knoten POI Search ist
eine solche Verteilung exemplarisch in Tabelle 7.1 dargestellt.
Das Ergebnis dieses zweiten Schritts, in dem von den Doma¨nenexperte Situatio-
nen und die Abha¨ngigkeiten zwischen diesen und den Nutzerintentionen modelliert
wurden, ist gema¨ß Kapitel 5 ein Bayes’sches Netz, das Knoten fu¨r Situationen, Nut-
zerintentionen und Abha¨ngigkeiten in Form von bedingten Wahrscheinlichkeiten
entha¨lt. Die Struktur des Bayes’schen Netzes fu¨r INIS ist in Abbildung 7.1 dar-
gestellt. Fu¨r die Knoten Genre, Calling Contact und POI Search, wurden
anschließend
7.1.3 Modellierung erforderlicher Kontextinformationen
Auf Basis der zuvor modellierten Situationen kann im Anschluss modelliert werden,
aus welchen Kontextinformationen sich diese gegebenen Situationen ableiten lassen.
Dazu wurden, wie in Kapitel 4 beschrieben, Ontologien und die ebenfalls vorgestellten
Erweiterungen verwendet. Am Beispiel der Situation Weather wird verdeutlicht,
welchem Muster diese Modellierung folgt. Der fu¨r diese Situation ausschlaggebende
Teil der Ontologie ist in Abbildung 7.2 dargestellt.
Die Auspra¨gungen Good und Bad der Situation Weather wurden bereits im
Bayes’schen Netz modelliert (vgl. Abschnitt 7.1.2). Daher wurde fu¨r diese Situation die
Klasse Weather mit den beiden Unterklassen GoodWeather und BadWeather an-
gelegt. Der Doma¨nenexperte definierte anschließend, dass Klassifizierung des Wetters
von der Sta¨rke der Sonneneinstrahlung und der Menge des Regens auf der Windschutz-
scheibe, abha¨ngig ist. Die beiden Klassen SunIntensity und RainIntensity
repra¨sentieren die dazugeho¨rigen Sensoren. Wa¨hrend die Sta¨rke der Sonneneinstrah-
lung vom Sensor in Lux angegeben wird, liefert der Sensor fu¨r die Regenmenge einen
Wert zwischen 0 und 1. Die konkreten Werte werden durch die Data Properties
sunValue bzw. rainValue repra¨sentiert.
Um die Klassifizierung des Wetters nicht auf Basis der genauen Sensorwerte durchfu¨h-
ren zu mu¨ssen, wurde vom Doma¨nenexperten festgelegt, dass die Klasse SunInten-
sity die Unterklassen LowSun, MediumSun und HighSun erha¨lt und der Klasse
RainIntensity, analog dazu, die Unterklassen NoRain, LowRain, MediumRain
und HighRain zugeordnet werden. Ferner wurde modelliert, dass die Klassifizierung







































Abbildung 7.1: Struktur des Bayes’schen Netzes fu¨r die Fallstudie INIS








Home Low Home 1/3 1/3 1/3
Home Low Work 1/3 1/3 1/3
Home Low Other 1/3 1/3 1/3
Home Medium Home 1/3 1/3 1/3
Home Medium Work 2/10 7/10 1/10
Home Medium Other 5/10 4/10 1/10
Home High Home 2/10 3/10 5/10
Home High Work 1/10 4/10 5/10
Home High Other 2/10 7/10 1/10
Work Low Home 1/3 1/3 1/3
Work Low Work 1/3 1/3 1/3
Work Low Other 1/3 1/3 1/3
Work Medium Home 1/3 1/3 1/3
Work Medium Work 2/10 7/10 1/10
Work Medium Other 5/10 4/10 1/10
Work High Home 2/10 3/10 5/10
Work High Work 1/10 4/10 5/10
Work High Other 2/10 7/10 1/10
Other Low Home 1/3 1/3 1/3
Other Low Work 1/3 1/3 1/3
Other Low Other 1/3 1/3 1/3
Other Medium Home 1/3 1/3 1/3
Other Medium Work 2/10 7/10 1/10
Other Medium Other 5/10 4/10 1/10
Other High Home 2/10 3/10 5/10
Other High Work 1/10 4/10 5/10
Other High Other 2/10 7/10 1/10
Tabelle 7.1: Wahrscheinlichkeitsverteilung fu¨r die von den Situationen Near To,
Fuel Level und Driving To abha¨ngende Nutzerintention POI Search (erga¨n-
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Abbildung 7.2: Auszug zur Situation Weather aus der fu¨r INIS erstellten Ontologie
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wird zur Laufzeit ein Individuum der Klassen RainIntensity beispielsweise genau
dann der Unterklasse MediumRain zugeordnet, wenn der vom Sensor u¨bermittelte
Wert (rainValue) gro¨ßer als 0.5 und kleiner oder gleich 0.9 ist.
Fu¨r die Klassifizierung des Wetters wurde die Ontologie abschließend vom Modellierer
um SWRL-Regeln erga¨nzt. Zwei dieser Regeln sind exemplarisch in SWRL-Regel 7.1
und SWRL-Regel 7.2 dargestellt.
SWRL-Regel 7.1: Klassifikation von schlechtem Wetter anhand von Regenmenge
und Sonnensta¨rke
r ∈ MediumRain ∧ s ∈ LowSun ∧ w ∈ Weather⇒ w ∈ BadWeather
SWRL-Regel 7.2: Klassifikation von gutem Wetter anhand von Regenmenge und
Sonnensta¨rke
r ∈ NoRain ∧ s ∈ HighSun ∧ w ∈ Weather⇒ w ∈ GoodWeather
Wa¨hrend SWRL-Regel 7.1 dazu verwendet wird, ein Individuum der Klasse Weather
genau dann als BadWeather zu klassifizieren, wenn die Regenmenge als mittel
(MediumRain) und die Sonnensta¨rke als niedrig (LowSun) klassifiziert wurde, so
verfolgt SWRL-Regel 7.2 den Zweck, das Individuum als GoodWeather zu klassifi-
zieren, wenn kein Regen erkannt (NoRain) und eine hohe Sonnensta¨rke (HighSun)
gemessen wurde. Auch fu¨r alle anderen Kombinationen von Regenmenge und Sonnen-
sta¨rke wurde modelliert, welche Konsequenzen diese jeweils fu¨r das Individuum der
Klasse Weather bedeutet. Da fu¨r die Regenmenge vier und fu¨r die Sonnensta¨rke drei
Unterklassen modelliert wurden, ergeben sich dadurch 12 mo¨gliche Kombinationen,
die durch entsprechende SWRL-Regeln abgebildet werden mu¨ssen. Dies bedeutet
jedoch nicht, dass 12 SWRL-Regeln erstellt werden mu¨ssen. SWRL-Regel 7.3 zeigt
beispielsweise, dass die Kombinationsmo¨glichkeiten, in denen die Regenmenge als
HighRain klassifiziert wurde, das Individuum der Klasse Weather, ohne Beru¨ck-
sichtigung der Sonnensta¨rke, als BadWeather klassifiziert werden kann. Diese Regel
erfasst damit drei der 12 Kombinationsmo¨glichkeiten.
SWRL-Regel 7.3: Klassifikation von schlechtem Wetter anhand der Regenmenge
r ∈ HighRain ∧ w ∈ Weather⇒ w ∈ BadWeather
Die so modellierten Kontextinformationen, Situationen und Nutzerintentionen konn-
ten im Anschluss durch ein wie in Kapitel 6 gezeigtes System dazu verwendet werden,
ein FIS erlebbar zu machen, dass
a) auf Basis von Sensorwerten, wie beispielsweise Regenmenge und Sonnensta¨rke,
in der Lage ist, die aktuelle Situation in der sich sein Nutzer und das Fahrzeug
befinden zu erkennen und
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b) im Stande ist, Muster in den Bedienhandlungen seines Nutzers in Abha¨ngigkeit
zur aktuellen Situation zu erkennen und sogar vorherzusagen.
So hatte die gemessene Sonnensta¨rke und Regenmenge beispielsweise einen Einfluss
auf das Genre der gespielten Musik. A¨nderte sich die Situation (zum Beispiel indem
das Wetter als BadWeather klassifiziert wurde), wurde dem Nutzer vorgeschlagen
ein anderes Musikgenre zu ho¨ren. Dieser Vorschlag basierte sowohl auf der durch
die Bayes’schen Netze modellierten Wahrscheinlichkeitsverteilungen, als auch den
Bedienhandlungen des Nutzers in der Vergangenheit. Es sei an dieser Stelle erneut
darauf hingewiesen, dass eine Bewertung der modellierten Abha¨ngigkeiten nicht
Bestandteil dieser Arbeit ist. Ob diese Abha¨ngigkeiten tatsa¨chlich der Realita¨t
entsprechen, muss durch weitere Arbeiten belegt werden.
Die in diesem Abschnitt vorgestellte Fallstudie dient als Grundlage zum Versta¨ndnis
des folgenden Abschnittes, der zur Beantwortung der ersten Forschungsfrage un-
tersucht, in welchem Maße die von Doma¨nenexperten aufgestellten Anforderungen
durch Ontologien und Bayes’sche Netze erfu¨llt werden.
7.2 Evaluation der Anforderungen
Zur abschließenden Bewertung der gewa¨hlten Techniken zur Modellierung von Kon-
textinformationen und Nutzerintentionen, wird in diesem Abschnitt analysiert, ob sich
die in Kapitel 3 ermittelten Anforderungen unter Beru¨cksichtigung der vorgestellten
Fallstudie INIS erfu¨llen lassen. Tabelle 7.2 fasst die Analyse der in Kapitel 3 ermit-
telten Anforderungen vorab zusammen und zeigt, welche Anforderungen vollsta¨ndig,
teilweise oder nicht erfu¨llt werden.
7.2.1 Verarbeitung von Kontextinformationen
Zuna¨chst werden die in Abschnitt 3.3.1 ermittelten Anforderungen hinsichtlich ihrer
Erfu¨llung untersucht.
Anforderung A01: Verknu¨pfung mit bereits vorhanden Daten
Der in Abschnitt 5.4 vorgestellte Prozess zur Modellierung von Nutzerintentionen
und Kontextinformationen erlaubt es, ausgehend von einer Datenbeschreibung das
Modell der Kontextinformationen mit im Fahrzeug bereits vorhandenen Daten, wie
beispielsweise Sensorwerten oder Daten aus Online-Diensten, zu verknu¨pfen. INIS
wurde anhand dieses Prozesses entwickelt. Dabei konnte beobachtet werden, dass
aufgrund des vorgestellten Hilfsmittels der Quellcode-Generierung, solche Verknu¨p-
fungen vom Modellierer sehr leicht erstellt werden konnten und keinerlei Vorwissen,
wie etwa unter welcher Adresse bestimmte Sensorwerte abrufbar sind, erforderlich
war.
Diese Anforderung wird daher durch die im Rahmen dieser Arbeit vorgestellten
Techniken und Methoden zur Modellierung von FIS als erfu¨llt betrachtet.
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Anforderung Erfu¨llt?
Anforderung A01: Verknu¨pfung mit bereits vorhanden Daten
Anforderung A02: Abstraktion & Aggregation
Anforderung A03: Abbilden von Regeln
Anforderung A04: Unterstu¨tzung verschiedener Datentypen ◦
Anforderung A05: Unterstu¨tzung verschiedener A¨nderungsfrequenzen ◦
Anforderung A06: Klassifikationen von Kontextinformationen
Anforderung A07: Kontextinformationen aus multiplen Quellen ◦
Anforderung A08: Kontextinformationen aus unsicheren Quellen
Anforderung A09: Verarbeitung von Kontextinformationen aus unsi-
cheren Quellen
Anforderung A10: Partielle Auswertung –
Anforderung A11: Unvollsta¨ndige Daten
Anforderung A12: Modell als Austausch-Medium
Anforderung A13: Erweiterbarkeit
Anforderung A14: Wahrscheinlichkeit der Nutzerintention
Anforderung A15: Mehrere Nutzerintentionen zu einem Zeitpunkt
Anforderung A16: Nutzerintentionen sind situationsabha¨ngig
Anforderung A17: Anpassung an den individuellen Nutzer
Anforderung A18: Vergessen von gelernten Nutzerintentionen
Anforderung A19: Hohe Versta¨ndlichkeit des Modells ◦
Anforderung A20: Modell ist standardisiert
Anforderung A21: Vorhandensein einer Tool-Unterstu¨tzung
Anforderung A22: Aktualita¨t
: vollsta¨ndig erfu¨llt; ◦ : teilweise erfu¨llt; – : nicht erfu¨llt
Tabelle 7.2: Analyse der vorgestellten Techniken und Methoden zur Modellierung von
Kontextinformationen und Nutzerintentionen anhand der in Kapitel 3 vorgestellten
Anforderungen
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Anforderung A02: Abstraktion & Aggregation
Die in Kapitel 4 vorgestellten Mo¨glichkeiten erlauben es, auf Basis von einfachen Sen-
sorwerten, wie beispielsweise der gemessenen Regenmenge auf der Windschutzscheibe
des Fahrzeugs, auf ho¨herwertige Kontextinformationen zu schließen. Abschnitt 7.1
zeigt, dass diese Mo¨glichkeiten fundamental wichtig fu¨r die Umsetzung von INIS sind
und verdeutlicht dazu, wie eine solche Abstraktion anhand einzelner, konkreter Bei-
spiele aussehen kann. So kann eine gemessene Regenmenge auf der Windschutzscheibe
beispielsweise abstrakt als wenig Regen interpretiert und spa¨ter zur Beschreibung
des Wetters verwendet werden.
Diese Anforderung wird daher durch die im Rahmen dieser Arbeit vorgestellten
Techniken und Methoden zur Modellierung von FIS als erfu¨llt betrachtet.
Anforderung A03: Abbilden von Regeln
Mit dieser Anforderung wurde gefordert, dass ein Modellierer die Mo¨glichkeit hat,
regelbasiert u¨ber die Abstraktion und Aggregation ho¨herwertiger Kontextinformatio-
nen entscheiden zu ko¨nnen. Auch hier konnte INIS zeigen, dass dieser Anforderung,
durch die Verwendung von SWRL-Regeln, entsprochen werden kann. So konnte
beispielsweise die Tatsache, dass kein Regen und viel Sonne als gutes Wetter zu
verstehen ist, durch SWRL-Regel 7.1 modelliert werden.
Diese Anforderung wird daher durch die im Rahmen dieser Arbeit vorgestellten
Techniken und Methoden zur Modellierung von FIS als erfu¨llt betrachtet.
Anforderung A04: Unterstu¨tzung verschiedener Datentypen
Die durch diese Anforderung geforderten Datentypen (Boolean, Integer, Double,
String, sowie aus diesen Datentypen zusammengesetzte komplexe Datentypen), lassen
sich mit dem Einsatz von Ontologien verwenden. Wa¨hrend der Erstellung von INIS
zeichnete sich jedoch ab, dass einige, wenngleich auch nicht geforderte Datentypen,
hilfreich wa¨ren, die von Ontologien bzw. dem verwendeten Reasoner Pellet nicht
oder nur unzureichend unterstu¨tzt werden. Dazu za¨hlt beispielsweise der Datentyp
Time, der fu¨r die Situation Day Time (vgl. Abbildung 7.1).
Diese Anforderung wird daher als teilweise erfu¨llt betrachtet.
Anforderung A05: Unterstu¨tzung verschiedener A¨nderungsfrequenzen
Prinzipiell gibt es weder in der Implementierung, noch in der in den jeweiligen
Modellen Beschra¨nkungen bezu¨glich der A¨nderungsfrequenzen. Sowohl bei der Aus-
wertung Bayes’scher Netze, als auch bei der Auswertung von Ontologien ist jedoch
zu beachten, dass diese Auswertung eine gewisse Zeit in Anspruch nimmt. Wird eines
der beiden Modelle ausgewertet, so ko¨nnen diesem Modell keine neue Daten (wie
zum Beispiel neue Sensorwerte) hinzugefu¨gt werden. Wie Abschnitt 7.3 noch zeigen
wird, variiert dieser Zeitraum je nach Gro¨ße des Modells. Fu¨r die Implementierung
von INIS hatte diese Tatsache zur Folge, dass eine zusa¨tzliche Komponente entwickelt
werden musste, die u¨berpru¨ft, ob eines der beiden Modelle aktuell ausgewertet wird
und nur falls dies nicht der Fall ist, den Modellen zur Laufzeit neue Daten hinzufu¨gt.
Diese Anforderung wird daher als teilweise erfu¨llt betrachtet.
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Anforderung A06: Klassifikationen von Kontextinformationen
INIS zeigt auch auf, dass Ontologien genutzt werden ko¨nnen, um einfache Sensorwerte
zu klassifizieren. So kann beispielsweise die gemessene Regenmenge auf der Wind-
schutzscheibe des Fahrzeugs in die Klassen wenig, mittel, viel klassifiziert werden,
wodurch die Weiterverarbeitung vereinfacht und vereinheitlicht wird.
Diese Anforderung wird daher als vollsta¨ndig erfu¨llt betrachtet.
Anforderung A07: Kontextinformationen aus multiplen Quellen
Eine, durch eine Klasse in einer Ontologie repra¨sentierte, Kontextinformation kann
aus verschiedenen Quellen stammen. Mo¨glich wird dies durch das Hinzufu¨gen weiterer
SourceName Annotationen (vgl. Abschnitt 4.2). Von der Quellcode-Generierung und
der Generierung der Ontologie-Vorlage wird diese Tatsache aktuell jedoch nicht
unterstu¨tzt. Wu¨rde beispielsweise ein zweiter Sensor zur Ermittlung der Regenmenge
verbaut sein, so wu¨rde fu¨r diesen eine zweite Klasse in der Ontologie erzeugt werden.
Da diese Anforderung konzeptionell erfu¨llbar ist, jedoch nicht umgesetzt wurde, wird
diese Anforderung lediglich als teilweise erfu¨llt betrachtet.
Anforderung A08: Kontextinformationen aus unsicheren Quellen
Die Behandlung von Unsicherheiten erfolgt innerhalb von INIS wie in Abschnitt 4.2.3
beschrieben. Die Unsicherheiten der einzelnen Sensorwerte werden aktuell jedoch
statisch wa¨hrend der Modellierung vom Modellierer festgelegt, da die verbauten
Sensoren zur Laufzeit keine Auskunft u¨ber die Sicherheit ihrer ermittelten Werte
geben ko¨nnen.
Diese Anforderung kann jedoch dennoch als erfu¨llt betrachtet werden, da sowohl die
Modelle, als auch die Implementierungen darauf vorbereitet sind, Wahrheitswerte
der Sensoren auszuwerten.
Anforderung A09: Verarbeitung von Kontextinformationen aus unsiche-
ren Quellen
Auch die Verarbeitung der zuvor diskutierten Unsicherheiten wa¨hrend der Abstraktion
und Aggregation von einfachen Kontextinformationen zu ho¨herwertigen Kontextinfor-
mationen wurde in INIS erfolgreich umgesetzt. Wie in Abschnitt 4.2.5 gezeigt, werden
dabei Annotationen vom Modellierer verwendet um die Berechnung der Sicherheit
einer ho¨herwertigen Kontextinformation (Situation) zur Laufzeit zu berechnen.
Diese Anforderung wird daher ebenfalls als erfu¨llt betrachtet.
Anforderung A10: Partielle Auswertung
Ontologien erlauben es derzeit nicht, partiell ausgewertet zu werden. Es ist jedoch
mo¨glich, nicht nur eine Ontologie zu erstellen, sondern die zu modellierenden Fakten
auf mehrere Ontologien zu verteilen. Dadurch wird eine partielle Auswertung leicht
mo¨glich. Die in Kapitel 6 vorgestellten Implementierungen sind darauf jedoch aktuell
nicht ausgelegt, weshalb eine solche Aufteilung wa¨hrend der Entwicklung von INIS
auch nicht angewendet werden konnte.
Diese Anforderung wird daher als nicht erfu¨llt betrachtet.
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Anforderung A11: Unvollsta¨ndige Daten
Nicht vorhandene Daten fu¨hren bei der Auswertung einer Ontologie lediglich dazu,
dass bestimmte Klassen nicht klassifiziert werden ko¨nnen. Jedoch auch nur dann,
wenn diese Daten fu¨r die Klassifizierung notwendig sind. Auf andere Klassifizierungen
oder SWRL-Regeln hat das Fehlen dieser Daten keinen Einfluss. Diese Anforde-
rung erwies sich wa¨hrend der Entwicklung von INIS als sehr hilfreich, da dadurch
erste Teilumfa¨nge entwickelt und getestet werden konnte, obwohl noch nicht alle
beno¨tigten Daten vorlagen. Auch zur Laufzeit des vollsta¨ndigen Systems konnte
beobachtet werden, dass der Wegfall einzelner Informationen keine Auswirkungen
auf solche Teile des Systems hatte, die nicht von diesen Informationen abha¨ngig
waren. So liefert der Regensensor im Serienzustand beispielsweise nur dann Werte,
wenn die Scheibenwischerautomatik vom Nutzer aktiviert wurde. Situationen und
Nutzerintentionen konnte jedoch auch erkannt werden, wenn diese nicht eingeschaltet
war und somit kein Wert vom Regensensor vorlag.
Diese Anforderung kann daher als vollsta¨ndig erfu¨llt betrachtet werden.
Anforderung A12: Modell als Austausch-Medium
Wa¨hrend der Erstellung von INIS zeigte sich, dass die Ontologie als Modell der
Kontextinformationen gut geeignet ist, um einen einheitlichen Wissensstand zwi-
schen verschiedenen beteiligten Fachbereichen zur Verfu¨gung zu stellen. So diente
die Ontologie als einheitlicher Wissensstand zwischen Bedienkonzept-Entwicklern,
System-Entwickler, System-Integrator und Projektleiter.
Diese Anforderung wird daher als erfu¨llt betrachtet.
Anforderung A13: Erweiterbarkeit
Durch die Verwendung von Quellcode-Generierung war es wa¨hrend der Entwicklung
von INIS leicht mo¨glich, auf sich a¨ndernde Anforderung zu reagieren und beispielsweise
das Modell der Kontextinformationen anzupassen. Im Anschluss musste im Fahrzeug
lediglich das Modell ausgetauscht werden und die neuen Eigenschaften des Systems
konnten getestet und erlebt werden. Die Anpassung der Implementierung war zu
keiner Zeit notwendig.
Die Anforderung wird daher als vollsta¨ndig erfu¨llt betrachtet.
7.2.2 Erkennung von Nutzerintentionen
Im Folgenden werden nun die an die Erkennung von Nutzerintentionen gestellten
Anforderungen im Hinblick auf ihrer Erfu¨llung analysiert.
Anforderung A14: Wahrscheinlichkeit der Nutzerintention
Die wohl zentralste Anforderung forderte, dass das System zur Erkennung von
Nutzerintentionen nicht nur in der Lage ist, diese zu erkennen, sondern auch ei-
ne Wahrscheinlichkeit fu¨r diese mitzuliefern. Die Modellierung durch Bayes’sche
Netze und die in Kapitel 6 vorgestellten Implementierungen erlauben es, zu jeder
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Zeit eine Wahrscheinlichkeit fu¨r alle Nutzerintentionen und all ihren Auspra¨gungen
zu erhalten. INIS war daher in der Lage fu¨r alle modellierten Nutzerintentionen
eine Wahrscheinlichkeitsverteilung zu berechnen und in einer Entwickler-Ansicht
anzuzeigen.
Diese Anforderung wird daher als vollsta¨ndig erfu¨llt betrachtet.
Anforderung A15: Mehrere Nutzerintentionen zu einem Zeitpunkt
Da zu jeder Zeit Wahrscheinlichkeitsverteilungen fu¨r alle Nutzerintentionen gelie-
fert werden, ko¨nnen auch mehrere Nutzerintentionen zur gleichen Zeit vom System
ermittelt werden. INIS stellte diese Tatsache unter Beweis, da in einigen Szenari-
en beispielsweise gleichzeitig ein Musik-Genre und die Navigation zu einem POI
vorgeschlagen wurde.
Diese Anforderung wird daher als vollsta¨ndig erfu¨llt betrachtet.
Anforderung A16: Nutzerintentionen sind situationsabha¨ngig
INIS zeigte, dass die Basis der Nutzerintentionen Situationen sind, die durch Onto-
logien modelliert von Kontextinformationen abha¨ngen. Dadurch wird gezeigt, dass
Nutzerintentionen, wie gefordert, situationsabha¨ngig sind und auch als solche model-
liert werden ko¨nnen.
Diese Anforderung wird daher als vollsta¨ndig erfu¨llt betrachtet.
Anforderung A17: Individuelle Anpassung an Nutzer
INIS verwendet die in Abschnitt 5.3.1 vorgestellten Techniken zum Adaptieren des
Modells der Nutzerintentionen wa¨hrend der Benutzung. Wa¨hrend der Pra¨sentation
und der Benutzung von INIS konnte beobachtet werden, dass sich die Wahrschein-
lichkeitsverteilungen der einzelnen Nutzerintentionen a¨nderten, wenn bestimmte
Vorschla¨ge des Systems angenommen oder abgelehnt wurden.
Diese Anforderung wird daher als vollsta¨ndig erfu¨llt betrachtet.
Anforderung A18: Vergessen von gelernten Nutzerintentionen
INIS zeichnet die relevanten Bedienhandlungen des Nutzers auf und nutzt diese, um
die Intentionen seines Nutzers in Abha¨ngigkeit zur aktuellen Situation zu lernen.
Werden Aufzeichnungen aus diesem Speicher gelo¨scht, kommt das einem Vergessen
von gelerntem Nutzerverhalten gleich. INIS lo¨scht Aufzeichnungen genau dann aus
diesem Speicher, wenn es bestimmte Aktionen automatisiert durchgefu¨hrt wird und
diese anschließend vom Nutzer wieder ru¨ckga¨ngig gemacht wird.
Diese Anforderung kann daher als erfu¨llt betrachtet werden.
7.2.3 Modellierung
Nach der Analyse der Systeme zur Verarbeitung von Kontextinformationen und
zur Erkennung von Nutzerintentionen, wird abschließend noch die Erfu¨llung der
Anforderungen an die jeweiligen Modelle bewertet.
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Anforderung A19: Versta¨ndlichkeit
Im Falle der Bayes’schen Netze la¨sst sich sagen, dass diese von Bedienkonzept-
Entwickler sehr gut verstanden wurden und sie es dadurch ermo¨glichten leicht
und schnell Nutzerintentionen zu modellieren. Der Umgang mit Ontologien bedarf
hingegen etwas mehr Einfu¨hrung. Insbesondere auch deswegen, weil die vorhandene
Tool-Unterstu¨tzung, wie beispielsweise Prote´ge´1, nicht optimal auf die im Rahmen
dieser Arbeit vorgestellten Techniken und Prozesse abgestimmt ist.
Diese Anforderung wird daher als teilweise erfu¨llt betrachtet.
Anforderung A20: Standardisierung
Sowohl Bayes’sche Netze, als auch Ontologien ko¨nnen als standardisiert betrachtet
werden. Es gibt fu¨r beide Datenformate zur Persistierung, beide lassen sich mit
Hilfe von Software-Tools anlegen und bearbeiten, und fu¨r beide gibt es Bibliotheken,
die in eigenen Implementierungen verwendet werden ko¨nnen, um diese Modelle
beispielsweise zur Laufzeit auszuwerten.
Diese Anforderung wird daher als erfu¨llt betrachtet.
Anforderung A21: Tool-Unterstu¨tzung
Durch die bereits diskutierte Standardisierung existiert auch eine Tool-Unterstu¨tzung
fu¨r Bayes’sche Netze und Ontologien. Im Rahmen von INIS wurde zur Erstellung
des Bayes’schen Netzes das bereits erwa¨hnte Java Bayes2 eingesetzt. Zur Erstellung
der Ontologie wurde auf das ebenfalls bereits erwa¨hnte Tool Prote´ge´ zuru¨ckgegriffen.
Diese Anforderung wird daher als erfu¨llt betrachtet.
Anforderung A22: Aktualita¨t
Da das Konzept Bayes’scher Netze auf das Jahr 1763 zuru¨ckgeht [BP63], ko¨nnen
diese sicher nicht als aktuell bezeichnet werden. Allerdings finden Bayes’sche Netze
im Bereich der Ku¨nstlichen Intelligenz nach wie vor Anwendung, wie die Arbeiten
von Ablaßmeier [Abl09] oder Schroven [Sch11] zeigen. Ontologien ko¨nnen hingegen
durchaus als aktuell bezeichnet werden. Erste Spezifikationen3 der auch in dieser
Arbeit verwendeten Sprache OWL ließen sich bereits im Jahr 2004 finden. Aber auch
aktuell findet durch das W3C eine Weiterentwicklung von Ontologien statt. Der
letzte Entwurf4 zu OWL 2 ist beispielsweise auf Juli 2016 datiert.
Diese Anforderung wird daher insgesamt als erfu¨llt betrachtet.
Zusammenfassend la¨sst sich sagen, dass der u¨berwiegende Anteil an Anforderungen
durch die in dieser Arbeit vorgestellten Techniken und Methoden zur Modellierung
von intentionssensitiven FIS erfu¨llt werden kann. Die nicht oder nur teilweise erfu¨llten
Anforderungen lassen sich durch leichte Erweiterung an den vorgestellten Konzepten
oder Implementierungen ebenfalls vollsta¨ndig erfu¨llen.
1 Prote´ge´ Website: http://protege.stanford.edu. Zuletzt u¨berpru¨ft am 19.10.2016.
2 Java Bayes Website: http://www.cs.cmu.edu/˜javabayes/. Zuletzt u¨berpru¨ft am 19.10.2016.
3 Erste OWL-Spezifikation: https://www.w3.org/TR/2004/REC-owl-semantics-20040210/.
Zuletzt u¨berpru¨ft am 19.10.2016.
4 Aktuellste OWL2-Spezifikation: https://www.w3.org/TR/2016/WD-owl-time-20160712/.
Zuletzt u¨berpru¨ft am 19.10.2016.
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7.3 Performance von Ontologien
In der Literatur lassen sich viele Arbeiten finden, die zeigen, dass die Auswertungs-
geschwindigkeit von Ontologien unter bestimmten Umsta¨nden sehr gering ausfallen
kann [BN04, WGZP04, HLTB04, ABR09]. In diesem Abschnitt wird daher unter-
sucht, welchen Effekt bestimmte Parameter einer Ontologie auf die zur Auswertung
dieser Ontologie beno¨tigten Zeit haben.
Dazu werden zuna¨chst die beiden folgenden Annahmen formuliert, die verdeutlichen,
von welchen Parametern vor der Durchfu¨hrung der Untersuchungen ein Effekt auf
die Ausfu¨hrungsgeschwindigkeit erwartet wird.
Annahme 1: Die Anzahl der Klassen in einer Ontologie wirkt sich negativ auf
die Auswertungsgeschwindigkeit aus. Ontologien mit vielen Klassen beno¨tigen zur
Auswertung mehr Zeit, als Ontologien mit weniger Klassen.
Annahme 2: Die Verwendung von SWRL-Regeln wirkt sich negativ auf die Auswer-
tungsgeschwindigkeit aus. Ontologien mit mehr Regeln beno¨tigen zur Auswertung
der in ihr modellierten Kontextinformationen mehr Zeit, als Ontologien mit weniger
SWRL-Regeln.
Um diese beiden Annahmen u¨berpru¨fen zu ko¨nnen, wurde im Rahmen dieser Arbeit
ein Untersuchungsaufbau entwickelt, welcher in Abschnitt 7.3.1 und Abschnitt 7.3.2
beschrieben wird. Die Ergebnisse der Untersuchungen werden abschließend in Ab-
schnitt 7.3.3 pra¨sentiert.
7.3.1 Aufbau & Durchfu¨hrung
Grundlage fu¨r den Untersuchungsaufbau sind die bereits in Kapitel 6 beschriebenen
Software-Komponenten, innerhalb der, ebenfalls in Kapitel 6 beschriebenen, Software-
Architektur. Innerhalb der Komponente Context Management wurden Funktionen
hinzugefu¨gt, die es mo¨glich machen, die Dauer fu¨r verschiedene Prozesse messen zu
ko¨nnen. Dadurch wird es mo¨glich, die beiden folgenden Zeitabschnitte quantifizieren
zu ko¨nnen:
• Zeit zum Schlussfolgern: beschreibt die Zeit, die der Reasoner5 beno¨tigt, um
aus den in der Ontologie befindlichen Kontextinformationen auf modellierte
Situation schlussfolgern zu ko¨nnen.
• Zeit fu¨r die Anfrage: beschreibt die Zeit, die beno¨tigt wird, um die Ergebnisse
der Schlussfolgerung abzufragen und die Situation Supplier (vgl. Kapitel 6)
u¨ber diese zu benachrichtigen.
Um die oben genannten Annahmen untersuchen zu ko¨nnen, mussten Ontologien
mit verschieden Eigenschaften erstellt werden. Um bei dieser Erstellung mo¨glichst
unabha¨ngig und objektiv zu bleiben, wurde im Rahmen dieser Arbeit ein Generator
entwickelt, der es erlaubt, zufa¨llige Ontologien mit verschiedenen Eigenschaften zu
erzeugen. Die beiden wesentlichen Parameter dieses Generators sind:
5 Auch fu¨r diese Untersuchungen wurde der bereits erwa¨hnte Pellet-Reasoner [SPG+07] verwendet.
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• die Anzahl der Klassen, die eine Ontologie beinhaltet, sowie
• die Anzahl der SWRL-Regeln, die eine Ontologie beinhaltet.
Ferner wurde ein weiterer Quellcode-Generator entwickelt, der es erlaubt, auf Basis
einer Ontologie die erforderlichen Context Data Sources zu generieren. So wird es
mo¨glich, die generierte Ontologie mit zufa¨lligen, aber korrekten Daten zur Laufzeit
zu befu¨llen.
Zur U¨berpru¨fung der ersten Annahme wurden im Anschluss mit Hilfe dieses Genera-
tors Ontologien mit 10, 50, 100, 150 und 200 Klassen erzeugt. Fu¨r jede dieser Gro¨ßen
wurden drei zufa¨llige Ontologien generiert, die anschließend in drei unabha¨ngigen
Durchla¨ufen jeweils 1000 mal mit Eingangsdaten befu¨llt, das Reasoning durchgefu¨hrt
und die Zeiten fu¨r Schlussfolgern und Anfragen, wie oben beschrieben, gemessen.
Zur U¨berpru¨fung der zweiten Annahme wurden aus allen generierten Ontologien mit
100 Klassen die SWRL-Regeln entfernt. Anschließend wurden die dabei entstandenen
Ontologien nach gleichem Muster in drei unabha¨ngigen Durchla¨ufen jeweils 1000 mal
mit Eingangsdaten befu¨llt, das Reasoning durchgefu¨hrt und dessen Dauer gemessen.
7.3.2 Verwendete Hardware & Rahmenbedingungen
Die durchgefu¨hrten Messungen wurden auf einem handelsu¨blichen Notebook durch-
gefu¨hrt, welches mit einem Intel R© Core
TM
i5-4300 Prozessor (Taktrate 1.90GHz)
und 8GB Arbeitsspeicher ausgestattet war. Als Betriebssystem wurde Microsoft R©
Windows R© 7 eingesetzt. Weiterhin wurde sichergestellt, dass der Rechner keine
unno¨tigen Applikationen ausfu¨hrte und nicht mit einem Netzwerk verbunden war.
Auf diese Weiße konnte verhindert werden, dass die Messergebnisse durch a¨ußere
Einflu¨sse beeinflusst werden.
Es wurde fu¨r die Untersuchungen bewusst keine heute verfu¨gbare automotive Hard-
ware verwendet, da davon ausgegangen werden kann, dass die Leistungsfa¨higkeit von
Recheneinheiten in Fahrzeugen weiter steigen wird. Heutige Desktop- bzw. Notebook-
Hardware bietet daher eine gute Mo¨glichkeit zu zeigen, mit welchen Ausfu¨hrungszeiten
beim Einsatz der gewa¨hlten Technologien in zuku¨nftigen Fahrzeuggenerationen zu
rechnen ist.
7.3.3 Ergebnisse
Abbildung 7.3 zeigt, dass die Zeit, die fu¨r das Reasoning beno¨tigt wird, mit zuneh-
mender Anzahl der Klassen einer Ontologie exponentiell steigt. Auffa¨llig ist auch,
dass sich die dabei gemessene Standardabweichung mit steigender Anzahl an Klassen
ebenfalls dramatisch erho¨ht. So wurden bei Ontologien mit 200 Klassen beispielsweise
Zeiten zwischen 2000ms und 1ms gemessen. In der Konsequenz bedeutet dies, dass
bei Ontologien mit mehreren Klassen keine zuverla¨ssigen Aussagen u¨ber die Dauer
des Reasonings gemacht werden ko¨nnen.
Abbildung 7.4 zeigt, dass auch die Dauer, die zur Auswertung der Ontologie beno¨tigt
wird, mit zunehmender Anzahl der Klassen exponentiell steigt. Auch die Standard-
abweichung steigt dabei ebenfalls drastisch an. Die Durchfu¨hrungen zeigen Dauern
zwischen 20ms und 12765ms.
7.3. Performance von Ontologien 113

























Abbildung 7.3: Durchschnittliche Zeiten und Standardabweichungen die fu¨r das
Auswerten von Ontologien mit verschiedenen Gro¨ßen beno¨tigt werden




























Abbildung 7.4: Durchschnittliche Zeiten und Standardabweichungen die fu¨r das
Auswerten von Ontologien mit verschiedenen Gro¨ßen beno¨tigt werden
Abbildung 7.5 zeigt, dass das Reasoning von Ontologien mit SWRL-Regeln genauso
schnell durchgefu¨hrt werden kann, wie von Ontologien ohne SWRL-Regeln. Gemessen
wurden Mittelwerte von 4283ms fu¨r Ontologien mit SWRL-Regeln und 4279ms fu¨r
Ontologien ohne SWRL-Regeln. Die ermittelte Standardabweichung verringerte sich
geringfu¨gig, blieb aber auf gleichem Niveau (7636ms bei Ontologien mit SWRL-
Regeln und 7044ms bei Ontologien ohne SWRL-Regeln). Die gemessene Ho¨chstdauer
bei Ontologien mit SWRL-Regeln betrug 531ms, wa¨hrend bei Ontologien ohne
SWRL-Regeln lediglich 369ms gemessen wurden.
Zusammenfassend la¨sst sich aufgrund dieser Ergebnisse sagen, dass die in Ab-
schnitt 7.3 aufgestellte Annahme 1 besta¨tigt werden kann. Eine Erho¨hung der Anzahl
der Klassen innerhalb einer Ontologie fu¨hrt dazu, dass sich sowohl die Dauer fu¨r
das Reasoning, als auch die Dauer der Auswertung der Ontologie erho¨ht werden.

























Abbildung 7.5: Durchschnittliche Zeiten und Standardabweichungen, die fu¨r das
Reasoning von Ontologien mit und ohne SWRL-Regeln beno¨tigt werden
auf die zweite in Abschnitt 7.3 aufgestellte Annahme la¨sst sich jedoch festhalten,
dass der Einsatz von SWRL-Regeln keinerlei negativen Effekt auf die Dauer des
Reasoning oder der Auswertung der Ontologie hat. Die zweite Annahme kann daher
nicht besta¨tigt werden.
Entwurfsrichtlinien
Basierend auf den Ergebnissen der vorgestellten Untersuchungen, wurden im Rah-
men dieser Arbeit die folgenden Entwurfsrichtlinien aufgestellt. Diese sollen dem
Modellierer wa¨hrend seiner Ta¨tigkeit dabei unterstu¨tzen, mo¨glichst effiziente Modelle
zu erstellen.
1. Pru¨fung der notwendigen Klassen in einer Ontologie
Aufgrund der Tatsache, dass sowohl das Reasoning, als auch die Auswertung von
Ontologien mit mehr Klassen, mehr Zeit in Anspruch nimmt, sollte wa¨hrend der Mo-
dellierung darauf geachtet werden, dass unno¨tige Klassen aus der Ontologie entfernt
werden, um diese mo¨glichst schlank zu halten. Eine angepasste Tool-Unterstu¨tzung
ko¨nnte dabei hilfreich unterstu¨tzen.
2. Teile und Herrsche
Sollte sich die Anzahl der Klasse unter Beru¨cksichtigung der ersten Richtlinie nicht
signifikant reduzieren lassen, so empfiehlt es sich, nicht eine Ontologie mit allen
Kontextinformationen und Situationen zu modellieren, sondern die modellierten
Informationen in mehrere Ontologien aufzuteilen und diese zur Laufzeit getrennt von-
einander auszuwerten. Eine mo¨gliche Aufteilung ko¨nnte zum Beispiel drei Ontologien,
fu¨r die drei Arten von Daten Fahrer, Fahrzeug und Umwelt, sein.
3. SWRL-Regeln nutzen
Abschließend sei ausdru¨cklich empfohlen, SWRL-Regeln zu verwenden, da durch diese
in den durchgefu¨hrten Untersuchungen keine Beeintra¨chtigungen ermittelt werden
konnten.
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7.4 Validita¨t der Ergebnisse
In diesem Abschnitt wird diskutiert, welche Fehlerquellen fu¨r die in Abschnitt 7.2 und
Abschnitt 7.3 durchgefu¨hrten Untersuchungen existieren und wie die zu erwartenden
Fehler minimiert werden ko¨nnen.
Die in Abschnitt 7.2 vorgestellte Evaluation der Anforderungen basierte auf den
Erfahrungen und Beobachtungen der in Abschnitt 7.1 vorgestellten Fallstudie INIS.
Auch wenn die Anforderungen in Kapitel 3 allgemeingu¨ltig formuliert wurden, so
besteht die Mo¨glichkeit, dass die Evaluation basierend auf einer Fallstudie keine
Schlu¨sse auf allgemeine kontext- und intentionssensitive FIS zula¨sst. So ko¨nnten an-
dere Fallstudien aufzeigen, dass einzelne Anforderungen weniger stark oder gar nicht
erfu¨llt werden. Um dieser Gefahr vorzubeugen und die angesprochenen Auswirkungen
zu minimieren, wurde INIS sehr vielfa¨ltig konstruiert. So kommen Kontextinforma-
tionen mit unterschiedlichen Eigenschaften zum Einsatz, es wurden die verschiedenen
Mo¨glichkeiten zur Modellierung von Abha¨ngigkeiten innerhalb einer Ontologie an-
gewandt und Nutzerintentionen hingen von verschiedenen Kontextinformationen
ab.
Die in Abschnitt 7.3 vorgestellte Evaluation zur Performance von Ontologien wurde
wie beschrieben mit zufa¨llig generierten Ontologien durchgefu¨hrt. Dabei besteht die
Gefahr, dass der Generator dieser Ontologien Eigenschaften generiert, die sich auf
die zur Ausfu¨hrung beno¨tigte Zeit auswirkt (positiv oder negativ). Die Entwicklung
des Generators ging daher zur Minimierung dieser Gefahr mit einer besonders hohen
Qualita¨tssicherung einher. So wurden beispielsweise zwei Software-Entwickler mit
der Aufgabe betreut, unabha¨ngig voneinander verschiedene Teile des Generators zu
entwickeln. Die generierten Ontologien wurden anschließend auch einer manuellen
Kontrolle unterzogen, um sicherzustellen, dass diese valide sind und die erforderlichen
Informationen enthalten. Eine weitere Bedrohung der Validita¨t der Ergebnisse ist in
diesem Zusammenhang die verwendete Hardware und Software. Wie bereits erwa¨hnt,
wurden die Untersuchungen auf einem handelsu¨blichen Notebook durchgefu¨hrt, auf
dem Microsoft Windows 7 lief. Auch wenn andere Applikationen beendet und Netz-
werkverbindungen getrennt wurden, kann nicht vollsta¨ndig ausgeschlossen werden,
dass andere aktive Prozesse die Auswertung der Ontologien verlangsamen. Als vor-
beugende Maßnahme wurden die Auswertungen der Ontologien daher mo¨glichst oft
wiederholt, um etwaige Einflu¨sse anderer Prozesse raus zu mitteln.
7.5 Zusammenfassung
In diesem Kapitel wurde anhand der Fallstudie INIS gezeigt, wie die in dieser Arbeit
vorgestellten Konzepte und Implementierungen zur Modellierung und Ausfu¨hrung
intentionssensitiver FIS verwendet werden ko¨nnen, um eben diese Systeme schnell
erlebbar zu machen. Dazu wurden zu Beginn drei Forschungsfragen formuliert, die
im weiteren Verlauf des Kapitels beantwortet wurden.
Die erste Forschungsfrage fragte nach der Erfu¨llung der durch die Doma¨nenexperten
aufgestellten und in Kapitel 3 vorgestellten Anforderungen. Die Fallstudie INIS diente
zur Beantwortung dieser Frage als Grundlage. In Abschnitt 7.2 wurde gezeigt, dass
der u¨berwiegende Teil dieser Anforderungen bei einer Verwendung von Ontologien
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und Bayes’schen Netzen zur Modellierung von Kontextinformationen und Nutzerin-
tentionen erfu¨llt werden kann. Die zweite Forschungsfrage sollte kla¨ren, welchen
Einfluss eine steigende Anzahl von Kontextinformationen und Nutzerintentionen
auf die Auswertungsgeschwindigkeit einer Ontologie hat. Abschnitt 7.3 konnte diese
Frage beantworten, indem Untersuchungen pra¨sentiert wurden, die Ontologien mit
verschieden Gro¨ßen systematisch testeten. Dabei wurde deutlich, dass eine steigende
Anzahl an Kontextinformationen und Nutzerintentionen negative Auswirkungen auf
die zur Auswertung beno¨tigte Zeit haben. Die dritte Forschungsfrage sollte kla¨ren,
ob sich SWRL-Regeln negativ auf die Auswertungsgeschwindigkeit von Ontologien
auswirken. Abschnitt 7.3 beantwortete auch diese Frage. Es konnte dabei gezeigt
werden, dass SWRL-Regeln keinen entscheidenden Einfluss auf die zur Auswertung
beno¨tigten Zeit einer Ontologie haben.
Unter Beru¨cksichtigung der in diesem Kapitel pra¨sentierten Ergebnisse, wird die
Verwendung der vorgeschlagenen Konzepte zur prototypischen Umsetzung kontext-
und intentionssensitiver FIS als geeignet eingestuft. Ein Einsatz in anderen Doma¨nen,
wie beispielsweise fu¨r Fahrerassistenzsysteme, sollte jedoch gesondert betrachtet




Wenn die anderen glauben man ist am Ende,
so muß man erst richtig anfangen.“
(Konrad Adenauer, erster Deutscher Bundeskanzler)
Der Trend der letzten Jahre zeigt, dass Fahrzeuginformationssysteme einen immer
gro¨ßer werdenden Funktionsumfang beherrschen. Weiterhin wird davon ausgegangen,
dass dieser Trend auch die na¨chsten Jahren anhalten wird. Um ein hohes Maß an
Bedienbarkeit zu gewa¨hrleisten, wird aktuell untersucht, wie zuku¨nftige Fahrzeug-
informationssysteme den Nutzer durch Erkennung seiner Intentionen unterstu¨tzen
ko¨nnen. Zur Unterstu¨tzung dieser Untersuchungen wurden in der vorliegenden Ar-
beit Modelle, Prozesse und Systeme zur Erkennung des aktuellen Kontext sowie
zur Erkennung aktueller Nutzerintentionen vorgestellt und bewertet. Dabei wurde
insbesondere auf die Art und Weise der Modellierung solcher Systeme eingegangen.
Zuna¨chst wurden dazu in Kapitel 3 Anforderungen pra¨sentiert, die im Rahmen von
Experteninterviews ermittelt wurden. Auf Basis dieser Anforderungen wurden in
Kapitel 4 verschiedene Technologien zur Modellierung von Kontextinformationen und
Situationen vorgestellt und miteinander verglichen. Dabei stellte sich heraus, dass On-
tologien, erga¨nzt um Objektorientierte-Ansa¨tze, nach aktuellem Stand, eine sehr gute
Basis fu¨r eine solche Modellierung darstellen. Im weiteren Verlauf desselben Kapitels
wurde daher vorgestellt, welche Konzepte im Rahmen der vorliegenden Dissertation
erarbeitet wurden, um Kontextinformationen und Situationen zu modellieren.
Anschließend wurden in Kapitel 5 verschiedene Konzepte zur Modellierung von
Nutzerintentionen vorgestellt. Als Ergebnis la¨sst sich dazu festhalten, dass sowohl
Ku¨nstliche Neuronale Netze, als auch Bayes’sche Netze sehr gute Kandidaten fu¨r eine
solche Modellierung sind. Aufgrund der ho¨heren Versta¨ndlichkeit Bayes’scher Netze
wurde im weiteren Verlauf des selben Kapitels gezeigt, wie Nutzerintentionen mit Hilfe
Bayes’scher Netze modelliert werden ko¨nnen. Abschließend wurde im selben Kapitel
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vorgestellt, wie die beiden Modelle von Kontextinformationen und Nutzerintentionen
miteinander verknu¨pft werden ko¨nnen.
Neben der Modellierung von Kontextinformationen und Nutzerintentionen, zeigt die
vorliegende Dissertation mit Kapitel 6 auch, wie die dazugeho¨rige Implementierung
eines intentionssensitiven Fahrzeuginformationssystems aussehen kann, das die zuvor
erstellen Modelle nutzt, um situationsabha¨ngige Nutzerintentionen zur Laufzeit zu
erkennen und diese Erkennung mit der Zeit an die Bedienmuster des Nutzers anpasst.
Die in Kapitel 7 vorgestellte Evaluation verdeutlichte abschließend, dass die vorgestell-
ten Konzepte und Implementierungen zur Realisierung der Fallstudie INIS erfolgreich
eingesetzt wurden. Sie zeigte auch, dass die Ausfu¨hrungszeiten von Ontologien fu¨r
die geplanten Einsatzzwecke hinreichend klein sind, jedoch mit steigender Anzahl
modellierter Klassen und je nach Einsatzzweck steigen und damit zu Problemen
fu¨hren kann. Zusammengefasst kann daher gesagt werden, dass Ontologien fu¨r die
Modellierung von Kontextinformationen und Situationen zum Einsatz in prototypi-
schen Fahrzeuginformationssystemen geeignet sind. Ebenso eignen sich Bayes’sche
Netze, um Nutzerintentionen zu modellieren und zur Laufzeit individuell anzupassen.
Ausblick
Eine mo¨gliche Weiterentwicklung der in dieser Arbeit vorgestellten Konzepte wa¨re die
Kombination von Ontologien mit anderen Techniken zur Modellierung von Kontext-
informationen, wie zum Beispiel Ku¨nstlichen Neuronalen Netzen. So ko¨nnte je nach
Anwendungsfall die geeignetste Technik ausgewa¨hlt werden. Die vorgestellten Imple-
mentierungen bieten dafu¨r bereits eine gute Grundlage, da durch die Entkopplung
zwischen dem Modell der Kontextinformationen und dem Modell der Nutzerinten-
tionen entsprechende Schnittstellen vorhanden sind, an denen sich leicht weitere
Implementierungen anknu¨pfen lassen.
Außerdem sollte in weiterfu¨hrenden Arbeiten untersucht werden, ob sich die nicht
oder nur teilweise erfu¨llten Anforderungen durch Anpassungen an Konzept oder
Implementierung nicht auch erfu¨llen lassen. Insbesondere die Unterstu¨tzung verschie-
dener Datentypen und A¨nderungsfrequenzen, sowie die partielle Auswertung der














public CMIndividual(String sourcename, String classname) {
this.sourcename = sourcename;
this.classname = classname;
data = new ArrayList<CMData>();
}
public String getSourcename() {
return sourcename;
}
public String getClassname() {
return classname;
}
public List<CMData> getData() {
return data;
}




Quelltext A.1: Generisches Format zum Austausch von Kontextinformationen als
Java-Klasse
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public String getDataName() {
return dataName;
}
public CMSupportedDateType getDataType() {
return dataType;
}




Quelltext A.2: Container Werte einer Kontextinformation als Java-Klasse














public abstract interface CMSupplyDataInterface {




Quelltext A.4: Schnittstelle als Java-Interface zum Empfang von Klassen einer
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