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Summary
Action potentials of grid cells in the entorhinal cortex of navigating rodents occur every two
seconds on average. If one considers the precise temporal sequence of these events, however,
it can be seen that they rarely occur in isolation. In fact, the intervals between successive
action potentials can be on the order of a few milliseconds. Mapped to the trajectory of
the animal, a clear clustering of the action potentials in space can be observed as well. The
places where the density of such events is particularly high are called firing fields and are
arranged in a hexagonal grid.
Regardless of the cell characteristics, the number of spikes observed on different cross-
ings of a field varies strongly. The time between subsequent field crossings is on the order
of seconds. We found out that one cause of spike-count variability is that the exact position
of the firing fields is not stable over time. In addition, the shifts of the fields were correlated
across simultaneously recorded cells. This kind of non-stationarity in the grid-cell network
allows conclusions to be drawn about the functioning of this system. Furthermore, dy-
namic field locations imply that common methods for data analysis of grid-cell recordings
can be problematic.
Furthermore, we found out that a subset of grid cells, which have particularly high
firing rates when crossing a field, can be associated with a peculiarity in the shape of
their action potentials: The spikes of some cells are followed by a short afterdepolarization
(DAP). At the same time, we discovered cells with even smaller and extremely stereotypical
intervals between their spikes. This group of neurons, however, exhibited less pronounced
DAPs. Cells with and without DAP did not differ in their spatial firing behavior. Our
results imply that different burst behaviors are not directly related to different types of
spatial coding. In addition, we suggest that bursting of grid cells could be altered via the
mechanisms of DAP formation.
In summary, this work shows how details of neuronal activity on two different time
scales provide fundamental insights into the processes of spatial navigation.
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Overview
The results of my PhD research is presented in the form of two manuscripts. The articles are
included as single chapters, preceded by a general introduction and review of some previous
findings. In what follows, I will provide a brief overview of the organization of the thesis.
In the introduction, I recapitulate the neuronal basis of spatial representations in mammals
and discuss neural variability. In particular, I review experimental and theoretical results
on excess variability in place- and grid-cell spiking. Then I state my research questions.
In the first manuscript, reliability of positional grid and place cell activity in two di-
mensional environments are compared and evidence for a specific source of trial-to-trial
variability in grid cell spiking is presented (Chapter 2). To this end, we demonstrate that
an uncertainty of the animal’s internally represented location is sufficient to explain the
bulk of variance of grid-cell spiking within firing fields. As a consequence of that view
on grid-cell spiking, where the main source of noise comes from shifted tuning curves, we
challenge the widely accepted hypothesis that grid cells themselves are representing the
cognitive map of space. Instead, considering our results, we support the idea of grid cells
as being part of a distance estimation complex, encoding relative distances rather than the
actual position. In the appendix, I derive a doubly stochastic spiking model based on our
observations and show that it outperforms previously suggested models in explaining spike
count distributions.
The study considered looked at neural spiking on the behavioral timescale but left out
another source of variance, particularly the effect of spiking motifs on small timescales of a
couple of milliseconds, i.e., burst activity. In the second manuscript (chapter 3), we there-
fore look at virtual reality in-vivo recordings of the membrane potential of grid cells in mice
and compare the variety in spiking to tetrode recordings in freely running mice in the open
field. We identify clusters of cells which differ substantially in their electrophysiological
paramaters and spiking patterns. A mechanistic explanation in terms of depolarizing af-
terpotentials (DAPs) is presented. DAPs are short positive voltage deflections that follow
action potentials. These results are discussed jointly in the last chapter and some future
research questions are stated. Finally, in the appendix I provide some details on individual
aspects and additional projects that I was involved during my doctoral studies.
xii Overview
Under carefully controlled
experimental circumstances,
an animal will behave
as it damned well pleases.
THE HARVARD LAW OF ANIMAL BEHAVIOR
2 Overview
Chapter 1
Introduction
At children’s birthday parties in Germany, a game called “Topfschlagen” is often played.
Your eyes are blindfolded, your friends turn you around several times to disorient you,
and now, armed with a wooden cooking spoon, you have to find a pot turned up-side
down (and the sweets covered beneath it). With a little luck, banging the spoon against
objects in your vicinity, you will eventually find the pot, which you then joyfully make ring
out with a percussion fanfare. To the delight of the observers one typically manages to
completely lose one’s way- often with several unexpected bumps into pieces of furniture, or
even getting stuck under a table. Upon removing the blindfold, one often finds oneself in a
completely unexpected location. The surprise comes about because we always maintain a
notion in our heads of where we are. How is it that we always have a notion in our heads
of where we are even when it is completely off like many times during of such a game?
Or should we rather speak of a hallucinated position of the self in such cases, because the
imagined place has little to do with the actual place?
In everyday life, we are not blindfolded and can use all our senses to locate ourselves. In
that situation, is the imagined position objective, or is it still just an imaginary position?
The answer to this question fills philosophy books and has much to do with propriocep-
tion and the question of the self. We won’t address such questions in this work. Rather,
we will investigate the question of whether and how subjective location is reflected in the
physiology and behavior of neurons known to be involved in spatial information processing.
1.1 Spatial Representations in the Brain
Over the last five decades a large body of anatomical, physiological, and theoretical research
accumulated evidence for the idea that the hippocampus and adjacent brain areas in the
mammalian temporal lobe are crucial for memory and navigation related tasks [1]. Together
with the dentate gyrus (DG) and the subiculum (Sub) the hippocampus proper forms
an anatomical complex, the hippocampal formation. While some authors consider the
entorhinal cortex to be a part of the hippocampal formation, in this paper we stick to
a limited definition in order to distinguish the two areas more clearly. The hippocampus
4 1. Introduction
proper itself is subdivided into three main areas: The cornu ammonis (CA1, CA2 and CA3).
The hippocampal formation of mammals as illustrated in Fig. 1.1 has a long history in
evolution [2].
Figure 1.1: Anatomical structure of the rat hippocampus. Drawings of the rat brain showing the
three-dimensional organization of the hippocampus and neighboring structures. Three coronal
sections through the left hippocampus are shown at the bottom right of the figure, with their
approximate anteroposterior coordinate relative to bregma. CA1, CA2, CA3: cornu ammonis
fields 1–3; DG: dentate gyrus; EC: entorhinal cortex; f: fornix; s: septal pole of the hippocampus;
S: subiculum; t: temporal pole of the hippocampus. Taken from Cheung et al. 2005 [3]. Available
via license: CC BY 2.0, https://creativecommons.org/licenses/by/2.0/
In the 1970s the surprising discovery of a certain group of principal neurons, the “place
cells”, in areas CA1 and CA3 of the rat by O’Keefe and Dostrovsky [4] led to fundamental
insights into how the mammalian brain represents spatial memories: The neural activity of
these cells depends on the location of the animal independent of the task that the animal
is performing. Basically, each of these cells is mainly inactive except when the animal is
located in one or several widespread, specific and spatially confined regions called place
fields or firing fields, which can be found in any part of the environment. On average these
cells elicit an action potential only about two times per second over a whole recording
session [5] but within fields the spike rate is higher [6]. From the activity of many of
these neurons the position of the animal can be decoded in any moment. The precision
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depends on the number of neurons decoded simultaneously and is about 8cm if a population
with 33 neurons is analyzed [7]. The smallest place fields cover an area of 10cm2. The
activity of place cells in open field environments is independent of the direction in which the
animal traverses the field, therefore exhibit omnidirectionality. However, this can change
when obstacles are placed into the environment or the animal is put on a linear track [8].
Place cells can be driven by both, visual and other sensory cues as well as by locomotion
[9]. Over the time it turned out that the functional variety of place cells indeed is very
complex: Besides the simple place cells that only correlate with location there exist object
and experience related place cells as well as “misplace cells” which signal novelty or the
unexpected lack of an object [10]. The discovery of “social place cells” [11, 12, 13] was an
exciting twist to the story. The existence of place cells provided support for the concept of
“cognitive maps” as suggested by Edward C. Tolman already in 1948 [14]. Further evidence
for that idea came with the discovery of similar coding principles for head direction [15].
Figure 1.2: Left: Modified drawing of the neural circuitry of the rodent hippocampus as drawn
by Santiago Ramo´n y Cajal (1911). DG: Dentate Gyrus. Sub: Subiculum. EC: Entorhinal
Cortex. CA1-CA3: Hippocampus proper (CA2 unlabelled). Right: 3D model of the human
Hippocampus. The hippocampal region is highlighted in red. Image generated by Life Science
Database (LSDB, http://lifesciencedb.jp). Available via license: CC-BY-SA-2.1-jp, https:
//creativecommons.org/licenses/by-sa/2.1/jp/deed.en
The focus of this work is on another group of principal cells which have the interest-
ing property that they have multiple firing fields arranged in a striking hexagonal lattice.
These cells are called “grid cells” and have been found in rats, mice, bats, monkeys and
human [16, 17, 18, 19, 20, 21]. These neurons are located in the pre- and parasubiculum
and in layers 2, 3 and 5 of a small region adjacent to the hippocampus, the medial part
of the entorhinal cortex (EC) (see Fig. 1.2) [22]. The superficial layers of the EC (i.e.
Layers 2 and 3) provide inputs to the hippocampus whereas the deep layers receive feed-
back from the hippocampus as sketched in the inset of Fig. 1.2. The lateral (LEC) and
the medial entorhinal cortex (MEC) process substantially different informations: In LEC
mainly object related processing is found whereas the MEC neurons tend to reflect spatial
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and proprioreceptive aspects [23]. In layer 2 of the MEC grid firing was associated to two
principal cell types, stellate and pyramidal cells [24, 25], see Fig. 1.3.
Layer 2, small theta, 
pyramidal
Layer 3, small theta, 
pyramidal
Layer 2, small theta, 
stellate
Layer 2, large theta
Stellate Pyramidal
S79_03 S76_02 S119_04
S90_06
S104_07 S73_04
S81_04 S100_06 S96_09
S82_02
a
b
d
c
S117_02
e
Figure 1.3: Morphology of grid cells in the MEC and grid-cell spiking on the virtual linear track. a,
b, c and d: Morphology of stellate and pyramidal grid cells (except blue). Details of the imaging and
identification can be found in [26]. Shown are examples of neurons suspect to a large theta fluctuations
in the membrane potential (c) and examples with small theta fluctuations (a,b and d) in different layers
of the MEC. Codes in grey are the IDs of the cells for all panels. Scale bars are 100µm. e: Upper left:
Grid-cell spiking in a 50cm×50cm box (trajectory (grey) and spikes (red)). Upper right: Same but showing
multiple runs on a virtual linear track. Middle row: Tuning curve estimates in 2D (left: Positional firing
rate colorcoded, 15Hz peak rate) and 1D (right: Trial averaged and smoothed tuning curve). Bottom left:
Spatial autocorrelogram of the 2D tuning estimate with grid score (g). Bottom right: Detected firing fields
(dark grey), regions between fields (light grey) and field probability (blue) based on a shuffling procedure.
Reprinted by permission from Springer Nature: Nature, “Membrane potential dynamics of grid cells”,
Domnisoru et. al, Copyright 2013 [26].
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1.2 Grid Cells in the Entorhinal Cortex
In the absence of visual and other external cues spatial memories can still be triggered by
proprioreception. The network that is thought to perform the transformation of propri-
oreceptive informations to a mental map on which spatial memories can be pinned and on
which trajectories can be planned is the grid-cell network in the EC. It was suggested to
be the coordinate system or the inner GPS of the brain (as discussed in [27]) such that it
provides a neural metric for space [28]. That system might provide the neural substrate
for dead reckoning via path integration [29].
As mentioned earlier, grid cells are characterized by the fact that the firing fields of each
grid cell form a periodic grid. In two dimensional arenas a hexagonal arrangement of the
firing fields can be observed when marking the positions at which a grid cell fired an action
potential. These patterns were often referred to as honeycomb patterns [30], hexagonal [17],
triangular [31] or rhombic lattices [32]. Characteristic of this particular structure is that
each field is surrounded by six neighbouring fields and that all fields have the same distance
to their neighbours (the grid period or spacing), at least in theory. This pattern occurs
relatively frequently in nature, since objects with comparable repulsive properties arrange
themselves hexagonally under pressure (e.g. during certain self-organization processes),
whereby the densest sphere packing is achieved. In addition, it should be noted that
even with uniformly distributed random points in 2D, the expected value of the number
of nearest neighbors is six [33] and consequently the mean angle between two edges of a
tessellation of such points as in the hexagonal lattice is π/3 [34].
Because grid cells unfold the specific structure of their fields in two-dimensional arenas,
their properties are also usually studied in such environments. Typically, the animal is
put into a box of about half a square meter, but experimenters often vary the geometry of
the environment. To ensure that the animal covers as much space in the arena as possible
typically food pallets are thrown in from time to time which encourages the animal to
forage. Recording duration is in the order of tens of minutes, at the very least. To acquire
recordings as the animal performs standardized movements, one lets the animals run on
a linear track. In such 1D corridors, the animal can run back and forth, but has limited
freedom to move side-wards. In virtual reality (VR) setups, animals are highly constrained:
the physical location of the rodent is fixed as it travels on a rotating ball or treadmill; its
movements are translated into the optic flow of scenes projected onto screens in the animal’s
field of view. By changing the gain factor between movement and optic flow, VR setups
provide the possibility to disentangle locomotion cues and visual cues. On the other hand,
tactile feedback and other modalities are missing in the VR [35]. Furthermore, head fixed
preparations for intra-cellular recording of grid cells are possible in the VR [26]. The cells
are clustered in modules [36] and the scale of the grids increases from dorsal (30 to 40cm)
to ventral (> 100cm) [37]. The scale of a grid, or grid period, is typically measured by
detecting the dominant peaks in the spatial autocorrelogram of a grid pattern. In Fig.
1.4 the firing fields of simultaneously recorded grid cells that fall into different modules
are shown and sorted by their grid period. The maximal number of modules that was
observed during one recording was four, but due to sampling issues and finite scales of the
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25.0Hz 44.4Hz 19.4Hz 40.0Hz 35.7Hz
13.9Hz 25.0Hz 75.0Hz 59.7Hz 45.8Hz
25.0Hz 29.2Hz 12.5Hz 25.0Hz 58.3Hz
25.0Hz 25.0Hz 42.9Hz 25.0Hz 37.5Hz
45.0Hz 41.7Hz 50.0Hz 46.4Hz 16.7Hz
30 cm
Figure 1.4: Firing rate maps of 25 simultaneously recorded grid cells from the Stensola et al.
data [36]. The firing rates are computed as number of spikes in a bin (5cm width) divided by the
dwell time in that bin and subsequent Gaussian kernel smoothing (σ = 5cm). Each panel shows
the firing rate map of one grid cell computed from a 20min recording of a male long evans rat
together with the peak firing rate corresponding the the brightest bin. The cells are arranged
according to their grid period (defined as the location of the first peak in the radial profile of a
grid cell’s autocorrelogram). All cells shown were labelled as grid cells by Stensola et al. [36].
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experimental environments there are limitations in detecting very small and very large grid
spacing. Estimates for the total number of modules range from four to hundreds [38]. The
ratio between adjacent grid scales is about 1.4 [36] and is close to values being predicted
by models for optimal coding of the animal’s location using grid cells [39]. Besides the
lattice spacing, within modules the cells’ firing rate maps share the same orientation of the
grids [36]. The distribution of grid phases is compatible with a uniform coverage [40]. In
1D environments, for example, when the animal is running on a linear track as described
above, the spatial firing patterns of grid cells are consistent with slices through 2D lattices
[40, 41].
Grid cells are defined by their functional properties. To this end, the grid score [42] has
been used as an easy-to-use marker. It is computed as follows: From the spatial firing rates
of a grid cell a two-dimensional spatial autocorrelation, the autocorrelogram, is computed
(see Fig. 1.3, panel e, bottom left). After removing the central peak and all but the six
closest fields to the center the correlogram is rotated by 60◦ and 120◦ (set A) and by 30◦,
90◦ and 150◦ (set B). For each rotation a correlation coefficient with its original version is
computed. Due to the 60◦ symmetry of a perfect hexagon the coefficients are expected to
be large for rotations in set A and small for rotations in set B. Finally, the grid score is
defined as the minimum difference between correlation coefficients of set A rotations and
set B rotations. Values larger than 0 indicate a hexagonal symmetry. This measure can be
biased due to limited amount of data. To account for this shuffling procedures are used [43].
There are also extensions to local measures of hexagonal symmetry [44]. Independently of
the symmetry of the firing fields arrangement their spatial information content (SI) can be
estimated to detect irregular and distorted grid patterns as well [45]. Briefly, the SI is an
estimate of the mutual information of spiking and the animal’s position in the arena.
The hexagonal arrangement of a grid cell’s firing fields triggered numerous compu-
tational models of grid formation: Initially it was suggested that grid cells result from
the superposition of plane waves [46], oscillatory interference [47, 48] or from continuous
attractor dynamics [49, 50]. These models predict place-cell activity to result from a super-
position of many grid cells. However, place cells are observed even when grid cells activity
is reduced or inactivated [51, 52, 53, 54, 55]. This motivated a growing body of research
on models of grid-cell formation based on place cell inputs [56, 57, 58, 59] as well as on
self-organized formation of grid-like units in (semi-) supervised neural networks perform-
ing spatial tasks [60, 61]. It was demonstrated that a grid-cell network can be used for
positional coding [39] and goal-oriented navigation [62] as well as for estimating distances
[63, 28]. In the last years more general roles of grid cells beyond the classical idea of a
cognitive map for spatial representations were suggested [64, 65]. Support for these ideas
came from experiments indicating grid like activity during navigation in visual, auditory,
odor and even abstract spaces in the entorhinal cortex and parts of the prefrontal cor-
tex [66, 67, 68, 69, 70, 71]. We will discuss some implications of these ideas in the final
discussion section of this dissertation.
Most of the computational models for grid formation mentioned above also address
some of the less obvious dynamical properties of grid cells. For example, not all grid
cells respond only to the animal’s location. Many grid cells show conjunctive tuning to
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additional stimulus dimensions: Grid cell were found that are modulated by head direction
[42], by speed [72], contextual cues [73], goal locations [74, 75], or combinations of multiple
cues [76]. Other factors alter the activity of grid cells as well: It was shown that grid cells
realign their pattern consistently when place cells remap in novel situations [77]. In such
situations also a expansion of the grid lattice was observed [78]. Grid cells remain inactive
when the animal is not running.
Further factors impact grid-cell spiking: Short bursts of action potentials followed by
longer inter spike intervals are observed, see Fig. E.1 in the appendix. Bursts are high
firing-rate events that are characterized by a series of two or more spikes within a short
time window, are observed across brain regions and come in various fashions. Besides
that the precise characteristics of such events are very diverse [79], generally bursting
neurons are grouped into intrinsically or input-driven bursting. Bursts have been shown
to have many different purposes like synchronization [80], band-pass filtering allowing for
multiplexing [80, 81] and robustness of information transmission [82]. In the subiculum
intrinsically bursting neurons are thought to be utilized to relay signals to other brain
areas via strengthening the signal of individual promising stimuli into long lasting burst
sequences, such that new stimuli get emphasized and postsynaptic processing circuits are
activated [83]. Typically such packages of spikes are fired by grid cells predominantly
at specific phases of an oscillatory modulation of the membrane potential at a frequency
around 7Hz to 10Hz (theta oscillation). The frequency and amplitude of that oscillation
vary over time and are correlated with speed [84]. The phase at which the first spike of such
a burst is elicited precesses with respect to that oscillation [85, 86]. Some cells are stronger
modulated by theta oscillations than others [26], some elicit bursts frequently and others
only sparsely [87]. Furthermore grid cells were shown to replay previously experienced
trajectories on a fast timescale [88, 89]. Recent studies show that firing rates differ across
fields of the same grid cell different to what is expected from a regular lattice where each
node is just a copy of another [73, 90, 91, 92].
Whenever we talk about “grid-cell spiking” we are referring to the firing of action
potentials (APs). However, APs themselves come in different shapes: The APs of some grid
cells in the MEC are followed by a depolarizing afterpotential (DAP), a small depolarization
hillock in the membrane potential maximum around 4ms after the AP [93]. The amplitude
of DAPs is in the order of 10mV but varies from cell to cell and is less pronounced in
pyramidal cells than in stellate cells [94, 95]. The origin and the functional role of a DAP
is not clear but the depolarization might reflect a window of opportunity for a subsequent
spike right after and therefore being involved in producing bursts.
All these findings and many more experimental observations increase the required com-
plexity for models of grid-cell spiking. Progress has been made in incorporating some of
the described dynamics into the computational models, but none is able to capture all of
these dynamical properties of grid cells yet. Decoding models of grid cells typically rely
on idealized grid-cell activity patterns to be perfect hexagons in space, having equal firing
rates in individual firing fields and ignore temporal noise-correlation structure within the
system.
The variety of effects on the activity of grid cells shows how difficult it is to model
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grid-cell spiking already at a purely phenomenological level. In other words, even simply
mimicking a grid cell’s response in a simulation is problematic. Thus, hypothesis testing
based on simulated data of spatially modulated cell firing in the entorhinal cortex needs to
be done with care. In practice, typically shuffling procedures are performed, for example
for cell classification as mentioned earlier or to perform statistical tests. The simplicity
of such approaches makes them favorable but can result in high false-positive rates in the
detection of grid cells [43].
The above observations indicate that grid cells do not always fire the same spike pattern
when the animal crosses one of its firing fields (even if the field is traversed identically).
This in turn leads to a large variability in the spatial firing of grid cells compared to what
is expected from simple statistical models. This variability is not only an artifact and a
mirror of our ignorance, but it is also very useful to measure our success in further devel-
oping spiking grid-cell models. As generally in the sciences, if we want to understand a
phenomenon, we try to explain its peculiarities and thereby reduce the errors in our pre-
dictions. In this dissertation, we want to follow this path and contribute to understanding
the function of grid cells and spatial navigation in mammals.
1.3 Variability of neural spiking
Under the assumption that a brain performs computations, it is natural to expect that
neurons always behave identically when presented the same conditions and inputs. In this
way, calculations could be performed reliably. As a result, the nervous system would be
assumed to always make the same decisions leading to identical behavior under identical
circumstances. However, the neural activities of behaving animals show a large trial-to-trial
variability, even in laboratory experiments. This variability raises fundamental questions
about the nature of neural encoding of information and decision-making. The causes of
variability have been the subject of ongoing debate in brain research since the first half of
the last century, when physiologists found that the response of nerve cells can be highly
variable across repeated and well controlled stimulation. In the last two decades it became
evident that even without any stimulation or behavior, spontaneous activity of cortical
neurons can be subject to large fluctuations. For example, work by Britten and colleagues
demonstrated that behavioral choices and neural activities correlate even when the stimulus
was held constant [96]. In that situation the neural firing is highly variable with respect
to ones expectation given the stimulus.
In the following sections we review potential origins of such variability, discuss some general
aspects of its interpretation and introduce statistical measures for its investigation before
we continue with the first manuscript.
1.3.1 Sources of neural variability
One potential origin of variable neural discharge patterns are thermal fluctuations at the
level of ion channels or unknown internal states of the animal which can not be controlled
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in behavioral experiments. This can be problematic under a reductionist approach in which
changes in neural response are tried to be explained by external stimuli. The lack of infor-
mation about unknown factors that influence the processes in the brain lets the changes of
a dependent variable (like the neural activity) appear to be random noise. In their review
paper Renart and Machens [97] formulate this issue as follows: “Since neural activity is
influenced by many variables, identifying these hidden variables and locating their sources
is one of the hard problems of systems neuro science”. Determinants of neural firing can
be more or less controllable and are produced external to or internally within the observed
system (the organism). Typical internal variables are factors like attention, arousal, fa-
tigue and motivation, which can be controlled to some extent [97]. Other factors, like
chaotic dynamics within the networks, cannot be controlled without direct intervention in
the network itself. The typical external variables are designed by the experimenter as part
of the stimulus design. Even so, the degree to which a variable is external or internal is not
always well defined. For example, thermodynamic fluctuations and prior experiences are
neither exclusively external nor internal. It is clear that many of these factors themselves
might not be mutually independent; chaotic behavior might be triggered by state changes
or changes in the temperature.
1.3.2 Interpretations of neural variability
When the brain is studied in vitro or under anesthesia, many unknown influences are
eliminated. Yet this situation is highly artificial. Indeed, one would like to understand
how neural computations are performed under natural conditions. In such situations,
attempts to decode neural activity can fail dramatically due to unreliable and variable
responses. Even when a decoder is trained to achieve optimal accuracy on the training
data and some particular test set(s), the following Gedankenexperiment illustrates the
difficulty in identifying hidden variables: Suppose that we trained a decoder to predict an
animal’s actions in the near future based on the neural firing patterns while the animal
was behaving. Then we use this decoder to predict the actions from spontaneous activity
in the absence of behavior and stimuli. The decoder will still predict outcomes from its
known set of actions. Two very different results are plausible: First, the decoder predicts
with a low degree of certainty a sequence of actions that appears random. This would be
the case for spontaneous random activity which was not captured during training. Second,
the decoder predicts a sequence of actions with high certainty close to the original test set.
This latter scenario might ensue if the animal generated stimuli internally or hallucinated
a sequence of actions from the training data during the recording. For both of the cases
the performance of the decoder was low because the animal did not act and therefore the
predictions did not match to the animal’s actual behavior. But unlike in the first scenario,
the interpretation of the neural variability was not random noise in the second scenario:
From the high certainty in the decoding it can be concluded that there was a hidden
variable which determined the chronological sequence of the coded actions.
So far we were mostly concerned about neural variability from the perspective of the ob-
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server, basically highlighting the lack of knowledge and difficulties in controlling variables.
We, as the observers, controlled the animal’s actions and made sure there is no external
stimulus in this thought experiment. We designed the decoder, defined the training set
and evaluated the variable responses.
But what does variability actually mean for the organism itself? From the thought
experiment in the previous paragraph it becomes clear that certainty and performance
of a decoder are not identical. Although the latter statement seems trivial, it is worth
to emphasize that highly certain predictions which are far off from the true values do
not necessarily imply that the decoder is erroneous. Biological organs are thought to be
adapted via evolution [98, 99]. In the brain, which has the capability to learn and adjust,
there is a high chance for that some decoding network is structured in alignment precisely
to what its inputs are encoding in healthy subjects. Typically scientists only have vague
ideas about what is encoded in the brain area or network of interest. What we identify
to be random noise based on such hypothesis might carry important information for a
postsynaptic network. Furthermore, also random activity as such can have a functional
meaning: On the one hand, noise can be beneficial for coding [100], learning and plasticity
[101] and is a necessary condition for the idea of “Neural Darwinism” [102]. On the
other hand high variability is related to psychiatric disorders, where it is reported to be
increased excessively [103]. However, the high degree of randomness of neural activity
reported previously got questioned in the last years [97, 104, 105].
It has been long known that measured randomness is often due to the necessary igno-
rance with which we approach new insights:
Randomness is only a measure of our “ignorance of the different causes involved
in the production of events”.
LAPLACE, 1825
Applied to neuroscience this quote highlights the importance of both accurate exper-
imental design (control of stimuli) as well as careful interpretations of neural variability.
A third component is to define the “event” itself such that it matches to what a study is
intended to draw conclusions on. For example, neurons can exhibit random fluctuations on
small timescales but act reliable on larger scales and vice versa or encode different modali-
ties on different timescales. Therefore, when defining the number of spikes in timewindows
of a certain width to be the quantity of interest (event), only statements about variability
on that time scale can be drawn. Related to that issue is the general problem of quantifying
variability itself as described in the next sections.
1.3.3 Analysis of spiking variability
In neuroscience the Fano factor (FF) and the coefficient of variation (CV) have been used
to describe variability in spike trains. The FF is defined as
FF =
σ2W
µW
(1.1)
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where σ2W is the variance and µW the mean of spike counts in a time window W across
trials. Whereas the FF is used to measure trial-by-trial variability the CV is used to
quantify the variability in the inter spike interval (ISI) distribution:
CV =
σISI
µISI
(1.2)
with σISI being the standard deviation of the ISI distribution and µISI its mean. In the
case of a homogeneous Poisson process both measures are equal to one in the limit of large
N (large number of trials for the FF and large number of events or spiks for the CV). In the
case of the CV being equal to zero there is no noise in the time series and all ISIs are equal.
Similarly all spike counts are equal across trials in the case of FF being equal to zero. The
term underdispersion describes situations in which the values are smaller than one whereas
excess variability, that is values significantly larger than one is termed overdispersion.
CV and FF are specifically useful tools for analyzing inter spike intervals or spike
counts collected from homogeneous renewal processes. In the presence of serial interval
correlations the situation changes: Negative serial interval correlations (i.e. due to spike
frequency adaptation, see Benda and Herz 2003 [106]) affect the FF in the following way:
limT→∞ FF = CV
2
∞(1 + 2Σ) with Σ =
∑∞
i=1Σi (see McFadden 1962 [107]). Here Σi is the
ith-order linear correlation coefficient (the expected correlation between those intervals
(ISIk, ISIk+i) that are separated by i − 1 intermediate ISIs). Both measures are sensitive
to trial-to-trial variations in the firing rate. More robust to this sort of fluctuations is the
trial averaged CV = 1/N
∑trials
i CVi as described by Nawrot 2010 [108].
In case of rate-modulated spike trains (inhom. firing rates) where the modulation is
consistent across trials the FF is advantagous to the standart CV. That is because in such
situations the CV captures the variations in the firing rate. One solution for that is a
demodulation of the spike times using a model of the firing rate over time [109]. Other
non-parametric solutions reduce the effect of slow rate variations via pooling ISIs locally
and measuring the CV on small time scales from these ensembles [110].
Parametric strategies for estimating neural variability do not rely on FF, CV or cor-
rections of those. Such approaches include Bayesian approaches of estimating rates and
regularity simultaneously from data using an inhomogeneous-Poisson assumption with con-
strains on the variations in firing rate (like smoothness / serial correlations, as for example
in Fenton et al. 2010 [111] and Rad and Paninski 2011 [112]) or by estimating parameters
for a gamma process [113]1
In essence, model free variants typically suffer from strongly biased or uncertain estimates
1The regularization of a the rate model or the smoothness that can be tolerated to achieve Poisson
spiking itself is a measure of variability: Without letting nearby data influence the model at one given
point (which is the role of binning, smoothing and regularization) but treating each data point indepen-
dently when modelling expectations, the most informative estimate is the data itself. On the other hand,
considering any data to influence the model at any point equalizes the estimate. That way we are left
with a homogeneous model even when rate modulations are presumed. Hence, without any grouping or
smoothing, we arrive at an extreme case of overfitting and as the model is exactly the data there is no noise
left, whereas when smoothing extremely we end up in scenario of underfitting and might overestimate the
variability dramatically.
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whereas the estimation of a firing rate model or tuning curve is at the heart of the para-
metric approaches which has to be done with care as well.
In the first manuscript in this dissertation (Chapter 2) we use a strategy to measure
the variability of grid cells that belongs to the first group, similar to what has been applied
to place-cell recordings previously [111, 114]. Then we study the nature of that variations
more in detail. Furthermore, we provide a model of grid cell trial-to-trial variability. In
fact, in that chapter a neuron’s behavior is compared in the very same stimulus region
but at very different moments in time. However, in the second manuscript (chapter 3)
we turn towards the other side of the spectrum: In a model free study we analyse the
detailed temporal patterns of grid-cell spiking in the range of milliseconds, independent
of the stimulus at that moment, and find three different physiological classes of grid cells
that differ in their temporal spiking characteristics.
The general issue that comes with trying to attribute noise to firing-rate variations or
spike-timing variations is discussed in Amarasingham et al. 2015 [115]. In the discussion
of this dissertation we will refer to these issues and provide an outlook on how the two
perspectives on neural variability can lead to different insights into neural computation.
A good approach to measure neural variability is one that generalizes across scales:
From milliseconds to seconds, from one to another context,
and from single action potentials to the symphony of interconnected networks.
That is as difficult as understanding the brain.
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Untethered firing fields and intermittent silences:
Why grid-cell discharge is so variable
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Abstract
Grid cells in medial entorhinal cortex are notoriously variable in their re-
sponses, despite the striking hexagonal arrangement of their spatial firing
fields. Indeed, when the animal moves through a firing field, grid cells often
fire much more vigorously than predicted or do not fire at all. The source of
this trial-to-trial variability is not completely understood. By analyzing grid-
cell spike trains from mice running in open arenas and on linear tracks, we
characterize the phenomenon of “missed” firing fields using the statistical the-
ory of zero inflation. We find that one major cause of grid-cell variability lies
in the spatial representation itself: firing fields are not as strongly anchored
to spatial location as the averaged grid suggests. In addition, grid fields
from different cells drift together from trial to trial, regardless of whether
the environment is real or virtual, or whether the animal moves in light or
darkness. Spatial realignment across trials sharpens the grid representation,
yielding firing fields that are more pronounced and significantly narrower.
These findings indicate that ensembles of grid cells encode relative position
more reliably than absolute position.
Keywords:
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Introduction
Path recall and path finding are crucial skills, yet the neurons that rep-
resent space in the mammalian brain are surprisingly variable in their dis-
charge during spatial navigation, as first shown by Fenton and Muller (1998)
for place cells. While grid cells in the medial entorhinal cortex (MEC), for
instance, tend to fire at specific locations in space that map out a hexagonal
grid (Fig.1A), close inspection of individual trajectories through a particular
firing field (Fig.1B) reveals that a grid cell will often fire no spikes when the
animal passes through the field; in other instances, the cell will fire many
more spikes than expected from Poisson statistics.
A grid cell’s hexagonal spatial firing-rate map by itself does not cap-
ture these highly variable spike count statistics. Hippocampal place cells,
which have only a few isolated firing fields, also exhibit strongly fluctuating
firing (Fenton and Muller, 1998). A number of explanations for place-cell
spike-count variability have been proposed: neuronal sensitivity to task, ac-
tion, or sensory variables that are unrelated to spatial location, changes in
selective spatial attention (Fenton et al., 2010), flickering between multi-
ple maps of space (Jezek et al., 2011), or “knowledge-guided fluctuations”
(Jackson and Redish, 2007; Prerau et al., 2014; Kelemen and Fenton, 2016).
Another potential source of variability in neurons with spatial selectivity is
error accumulation during path integration (Hardcastle et al., 2015).
To study the origin of grid-cell variability, we analyze data from experi-
ments in rats and mice moving in two-dimensional arenas and in mice on real
and virtual linear tracks. We show that two distinct modes are necessary to
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explain the trial-to-trial variability of grid-cell activity. In one mode, cells
fire stochastically when the animal is in a firing field; in the other mode,
cells remain absolutely silent. In addition, grid cells’ firing fields, over time,
drift in space, as seen across repeated experimental trials on the linear track.
These findings provide a mechanistic explanation for the excess variability in
grid-cell activity.
Results
Grid cells are silent much more often than predicted by the firing-rate map
For spatially modulated neurons, such as place cells and grid cells, firing-
rate maps allow one to calculate the expected number of spikes along any
trajectory through the animal’s environment. The true number of spikes
fired, however, will vary from run to run (Figs. 1A and 1B), even if the
animal takes the same path (Fig. 2). To better understand this trial-to-
trial variability, we analyzed multiple data sets (Fyhn et al., 2004; Sargolini
et al., 2006; Fyhn et al., 2007; Stensola et al., 2012; Domnisoru et al., 2013;
Pe´rez-Escobar et al., 2016). By z-scoring the spike counts, we found that the
observation by Fenton et al. (2010) on excess variability in hippocampal CA1
spike trains extends to recordings in medial entorhinal cortex (MEC) of rats
and mice, as shown in Fig. S1. The average z-score across all grid cells in rat
was σ2z = 6.62 ± .27 (n = 199), whereas mouse grid cells had a σ2z = 7.63 ±
.95 (n = 41). The difference of the average variability across species was not
significant (Two-tailed Welch’s-test for equal population means: w = −1.02,
p = .31).
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To assess the spike-count statistics of MEC grid cells in mice at a more
detailed level, we segmented mouse trajectories such that the expected num-
ber of spikes in each segment was the same (cf. Methods). To reach a fixed
number of spikes, these trajectory segments covered time intervals of varying
lengths. Such a segmentation requires no assumption that the firing fields
have a grid-like structure, or even that distinct firing fields exist. We then
constructed histograms of the spike counts on the trajectory segments.
If the spike-count statistics are determined solely by a time-varying firing
rate, then the resulting distribution should be Poisson, for which the spike
count variance is equal to the mean spike count (Fig. 1C).
For grid cells recorded in two-dimensional arenas, only 5% (n = 138) had
spike-count distributions that were consistent with Poisson spiking (χ2 test:
df = k − 2, where k is the number of categories with expected counts larger
than 5, p < 0.05). Instead, these distributions were frequently bimodal and
strongly skewed, as shown in Figs. 1D and E. In fact, many times the spike
count was zero; cells remained completely inactive much more frequently
than expected from the Poisson null hypothesis.
Bimodal spike-count distributions can be described by mixture models,
in which several distributions are combined. A particularly simple mixture,
which is widely used outside of neuroscience (Lambert, 1992; Greene, 1994),
invokes the concept of zero-inflation (ZI). In short, ZI draws a Bernoulli
variable for every sample with probability α to decide whether the spike
count s is set to zero or whether the count will be drawn from some standard
spike-count distribution with expected value µ = 〈s〉 ≥ 0. In this case,
observing a spike count of zero can have two causes: the stochastic state
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corresponds to the “zero regime” or the standard distribution produced a
zero count. Under zero-inflation, a grid cell might not fire at all even though
the animal is at the center of a grid field for this cell. On the other hand,
between firing fields, the firing rate will be close to zero, so the spike count
will likely be zero, regardless of whether zero-inflation is present.
Intermittent firing of grid cells also occurs when the animal runs on a
linear track. Fig. 2 shows the same grid cell recorded in two-dimensional
and one-dimensional environments. Passages through a firing field in which,
contrary to expectations, the cell failed to fire are highlighted by dashed
black lines (Figs. 2C and G). In both environments, the bin for zero spikes
stands out in the spike-count histogram (Figs. 2D and H).
The degree of zero inflation in the grid-cell spike count can be measured
by an index ZIidx, as introduced by Puig and Valero (2006):
ZIidx = 1 + ln(p0)/µ (1)
where µ is the empirical mean spike count and p0 is the frequency of observing
zero counts.
This heuristic measure supposes that the null hypothesis for the spike-
count statistics is Poisson. Given that the Poisson probability of observing
zero spike counts is exp(−µ), the logarithm in the equation above is ln(p0) =
−µ, and hence ZIidx = 0 for Poisson neurons. . If there are more zeros, then
ZIidx becomes positive.
131 of 136 grid cells recorded by Pe´rez-Escobar et al. in the open field
had a positive ZIidx (mean=0.52±0.01, which deviates significantly from zero
based on a t-test: t = 44.66, p < 10−10, N= 136).
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The ZIidx is a sensitive, model-independent, empirical measure for the
presence of zero inflation, which is calibrated against the Poisson null hy-
pothesis. It makes no assumptions about the statistics of spiking (other than
that the frequency p0 of zero spikes should not be zero).
Given the finding of zero-inflation, we specifically tested whether zero-
inflated Poisson (ZIP) models describe the spike count data better than
Poisson models. Therefore, we fitted the Poisson and the ZIP model to the
spike-count distributions and compared these models using a likelihood-ratio
test.
The likelihood-ratio test penalizes ZIP for having one more degree of free-
dom (df = 1) in the comparison of likelihoods: this additional parameter is
the probability α of being in the zero regime (see supplemental methods S1)).
Unlike ZIidx, the probability α is estimated using the maximum likelihood
method and is specific to the underlying model for the spike count statis-
tics. The ZIP model had a higher likelihood than the Poisson model for 52
of 65 pure grid cells (80%, p < 0.001, df = 1) in the data set, and for 67
of the 76 grid cells with conjunctive speed, border or head direction tuning
(88%, p < 0.001, df = 1). The ZIP model is also a better match for 69%
of non-grid, but still spatially modulated neurons (p < 0.001, df = 1). To
confirm the significance of these results, we numerically simulated inhomoge-
neous Poisson processes based on the animals’ trajectories through the firing
rate maps. For these simulated data, we asked whether ZIP could acciden-
tally have a higher likelihood than Poisson. ZIP, though, almost never had
a higher likelihood—Poisson was preferred with (p < 0.001, df = 1).
In rodents, the spike trains of spatially modulated cells in the entorhinal
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cortex and hippocampus are coupled to a 6-12 Hz theta rhythm. When the
animal stops moving, the theta rhythm ceases, and cells reduce their rate
of firing. To test whether pauses in the animal’s movement could explain
pauses in grid cell spiking, we divided the data into segments corresponding
to different speeds of the animal. Significant zero inflation was found in all
speed ranges (Suppl. Fig. S2A).
Zero inflation on linear tracks is predicted by grid-cell behavior in open fields
In the experiments of Pe´rez-Escobar et al. (2016), mice were put on an 80
cm long linear track after the grid cells had first been recorded in a 70 cm2
square box. The linear track experiments permit corroboration of zero infla-
tion as a phenomenon in a context with less variation in the animal’s speeds
and one less degree of freedom for movement. We, therefore, estimated the
cells’ probability of being in the “zero-firing” state on the linear track and
compared these estimates to ones derived from the open-field experiments.
Indeed, cells that had a high probability α of being in the “zero-firing” state
in the open field tended to have a high value of α on the linear track, too, in-
dependently of the running direction and light/darkness context of the track
experiments (see Fig. 3A).
The value of α on the linear track was also correlated across different
running directions and light contexts (Fig. 3B, r = 0.68 ± 0.03, p < 0.005).
Figure S3 details the correlations in α on a context-by-context basis.
The zero-inflation probability α did not differ between runs towards the
right and the left end of the track (median = 0.13 ± 0.01 vs. 0.14 ± 0.01,
Wilcoxon signed rank test, two tailed: U = 2625, p = 0.09, n = 115).
Furthermore, whether the mouse ran in the dark or in the light had no effect
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on the strength of the zero inflation (Kruskal-Wallis test, p > 0.1).
These correlations exist across a range of time scales. On short time
scales, motifs such as bursts or theta-rhythm modulated spiking might ex-
plain some part of zero inflation. While estimating the zero-inflation prob-
ability from longer time windows yields lower values for α, zero inflation is
still significant on the time scale of seconds (Fig. S4A). Indeed, the number
of pauses on the linear track, measured on short time scales, is predicted by
a cell’s behavior in the open field on much longer time scales (Fig. S4B).
The average firing rates did not correlate with the probability α of excess
zeros (average Pearson r = −0.05± 0.01, p > 0.6 for all light conditions and
running directions on the linear track), even though the firing rates them-
selves were correlated across light conditions (average Pearson r = 0.94±0.01,
p < 10−10).
To check whether a grid cell’s propensity to fire bursts of spikes corre-
lates with the amount of zero inflation, we divided grid cells into bursty and
non-bursty neurons as described by Latuske et al. (2015). The excess-zero
probability α in the open field is similar for bursty and non-bursty grid cells
(〈α〉non-bursty = 0.09 ± 0.01, n = 40) 〈α〉bursty = 0.10 ± 0.01, n = 97). The
difference was not significant (Kruskal-Wallis for equal medians: K = 0.88,
p = 0.35; t-test for equal means: t = 0.80, p = 0.43 and Mann-Whitney
U = 1742, p = 0.175). Taken together, neither the firing rate nor the burst
behavior has a discernible relationship to a grid cell’s zero-inflation property.
Conjunctive grid cells are tuned not only to the location of the animal, but
are modulated by additional factors, such as speed or head direction. Such
conjunctive tuning to multiple signal dimensions will cause neurons to fire
2.3 Results 25
more rarely if the different input streams interact in a multiplicative manner.
We therefore tested whether cells that were previously labelled as conjunctive
and were recorded both in the open field and on the linear track (n = 115)
tended to have higher rates of zero-inflation. The results are summarized in
Table 1. Indeed, conjunctive neurons in the open field had higher scores for
zero-inflation.
Two sources of trial-to-trial variability: Missed and shifted firing fields
Domnisoru et al. observed events in which a grid cell fired no spikes
during a passage through a grid field, which were called missed fields (see
Suppl. Fig. 22 in Domnisoru et al. (2013)). Under Poisson statistics, such
events should be rare. Examining intracellular recordings reveals trial-to-
trial variations in the average membrane potential relative to the spiking
threshold (Fig. 4A and C)
Moreover, previous reports indicate that the positions of firing fields are
not fixed (Barry et al., 2007; Hardcastle et al., 2015; Keinath et al., 2018).
Figure 6(A,D, top row, red) displays a grid cell’s spikes on single passages
through two firing fields, which were recorded on the real linear track (Pe´rez-
Escobar et al., 2016). Averaging across trials yields the usual estimate of the
grid cell’s firing rate as a function of position (middle row, blue). For com-
parison, we use the average firing rate to draw Poisson surrogate spike trains
(bottom row, black). On each passage through a firing field, we compute
the distance covered by the mouse from the first to the last spike within
that field (shown as solid lines connecting the spikes in the raster plot of
Fig. 6A,C. At the single-trial level, the measured spike trains within a fir-
ing field tended to cover a shorter distance than the surrogate trains, even
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though the (trial-averaged) firing-rate map was identical (Fig. 6B,D).
The finding that spike trains within a firing field cover shorter distances
than expected could be the result of the fields shifting position from trial
to trial. Figure 4A,B shows the firing fields for a mouse grid cell recorded
intracellularly (Domnisoru et al., 2013). Both the intracellular voltage and
the firing rate are highly variable from trial to trial. We now align the
trials to undo the effect of positional jitter of the firing fields (Fig. 4C,D).
Alignment sharpens the profile of the average voltage ramps (Fig. 4E) and
the firing fields (Fig. 4F). Alignment also permits the recovery of more spatial
information than from the time-averaged firing-rate maps (Fig. S5).
Narrower fields with higher firing rates, reduced variability, and increased
information in the spike trains are also found after realignment of extracel-
lularly recorded grid cells (Pe´rez-Escobar et al., 2016), as shown in Fig. S5.
Variability: Field positions versus field-to-field distances
As the firing fields shift, we wanted to test whether multiple fields in a
single cell maintain their relative distances, given that the grid-cell popula-
tion is thought to support distance estimation in addition to encoding the
actual physical location of an animal (Huhn et al., 2009).
We quantified the variability in the relative distances by selecting cells
that had at least two well-defined and well-separated firing fields (cf. Meth-
ods). For these cells, we computed the spatial autocorrelations of the firing
rates on each trial. The distance between fields is reflected in a peak in the
autocorrelation. We defined the grid cell’s spatial period on a trial-by-trial
basis as the position of the first maximum in the autocorrelation. For the
spatial period to be well-defined, the height of the local maximum in the
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Pearson correlation (which is normalized to lie between -1 and +1) had to lie
at least 0.5 above the surrounding minima and occur at a spatial lag larger
than 4.8 cm (equivalent to two spatial bins). Given that some fields might be
missed on some trials, we furthermore insisted that an autocorrelation peak
matching these criteria be present on at least 25% of the trials.
There is a simple prediction for the variance σ2ptp in the spatial period
across trials. Provided that the peak-to-peak distances are large compared
to the magnitude of typical shifts, when each firing-field shifts its position
independently across trials and then σ2ptp = 2σ
2
shift. Figure 4 plots σptp against
σshift.
On average, in 67±4% of the cells, the variance σ2ptp was smaller than ex-
pected from the null hypothesis of random jitter (see Table 3). One example
of a simultaneous recording is shown in Fig. 5. For these neurons (marked
by orange points in Fig. 4), σshift was more than two times as large as σptp.
Thus the position of the fields was less consistent than the first peak in the
spatial auto-correlation.
A cell with a high value of σptp in one light or running condition tended
to also have a high value of σptp under other conditions (average correlation
of σptp across conditions was 〈r〉 = 0.53 ± 0.03 (sem), all correlations were
significant (at level 0.01) after Bonferroni correction for N = 15 tests.
Independence versus coherence of firing-field shifts across grid cells
Next, we sought to distinguish two possible scenarios that could give rise
to drifts in the firing fields: noise at the single-cell level or a population-level
drift in the internal representation of the animal’s location. In the second
scenario, fields shift across the whole population of spatially tuned neurons
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in a coherent fashion, so that the fluctuations in activity will be shared across
the population as correlated noise. For this purpose, we studied simultaneous
recordings from spatially modulated cells in the data from Pe´rez-Escobar
et al. (2016).
We tested whether a field shift in one cell is mirrored by an identical
field shift in other cells (see Fig. S7). First, the rate maps for each cell were
normalized by the respective average peak firing rate, in order to eliminate
trends in the firing rate over time. We then aligned the trial-averaged rate
maps so that the average spatial phase of the grid-pattern was the same
across cells. This procedure preserves relative drifts of the firing fields, if
such are present. In the last step, we compared the Pearson correlations of
the firing rate maps across cells for simultaneous trials to the correlation for
randomly shuffled trials. If the firing fields jointly drift, then the Pearson
correlation will be higher for the original than for shuffled trials. The results
were deemed to be statistically significant for p-values below 0.05/(nbinsncells)
(Bonferroni correction for multiple testing).
We ran this analysis for runs towards the right and left end of the track
under the three different lighting conditions used by Pe´rez-Escobar et al.
(2016), which they had labeled l1 for light condition 1, l2 for light condi-
tion 2 (with a different pattern of lighted stripes on the apparatus) and d
for darkness. The correlation analysis revealed a joint component of field
position drift across all six contexts (Fig. S7 and Fig. S8A). In 41 out of
44 recordings of multiple cells, coherent drifting was detected in at least two
contexts. In total, 3238 cell pairs were considered. Pairs with significant
drift in all six contexts (5%) showed up 106 times more often than expected
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for independent realizations of the null hypothesis of independent drift.
For grid-cell pairs and conjunctive-grid-cell pairs, higher ratios of consis-
tent field displacement were observed than for non-grid spatial-cell pairs, see
Table 2 and Fig. S8B for a comparison of the fractions of significant com-
mon shifts in pure-grid-cell pairs and other spatially-modulated cell pairs. In
some recordings, neither cell in a pair exhibited significant firing-field drift,
which meant that the correlation analysis had to remain inconclusive.
Drifts in one running direction were not correlated with drifts of the
same grid cell in the successive runs in the opposite direction. Such a lack of
correlation between the two run directions is consistent with the hypothesis
that field positions in the two run directions are not only different (they
occur at different spatial locations, as observed experimentally), but also
functionally independent (Pro¨ll et al., 2018).
Figure 5 shows a striking example of five simultaneously recorded cells
that exhibit joint firing-field shifts across trials. We were able to undo these
displacements by applying identical spatial shifts on each trial to the five
firing rate histograms. The population-wide alignment sharpened the firing-
field profiles, as was true for the alignment of trials on a single-cell basis
(Fig. 4). Once again, but now on a population-wide basis, alignment per-
mits the recovery of more spatial information from the MEC population of
neurons. Moreover, the distance between the firing fields of two cells within
the same trial was less variable than the positions of the fields across trials.
No evidence for error accumulation in grid cells recorded on linear tracks
Hardcastle et al. (2015) report that grid fields drift in open fields as path-
integration errors accumulate. The amount of drift increases with the dis-
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tance to the boundary and the time since the last boundary contact. When-
ever the animal encounters a wall, these authors argue that the drift is reset
to zero.
To test whether grid fields on the linear track are also subject to cumu-
lative drift, we analyzed the jitter in the position of individual firing fields,
treating runs towards the left and right end of the track separately. If drift
accumulates until it is corrected by encountering a boundary, then the jitter
should be greatest for the fields farthest from the most recently visited end.
We used data from 28 grid fields that were reliably detected in both left and
right runs and under all light conditions on the track (l1, l2 and d). Fields
on the two end platforms were not considered. The boundary-driven error-
correction hypothesis predicts that the size of the jitter grows with distance
ran on the track. Therefore, we computed a linear regression between field
position and jitter width for both running directions. Jitter width and field
locations were measured as described in the Methods. No significant correla-
tions were found between the magnitude of the jitter and the distance from
the most recent boundary reached by the animal, however. Error accumula-
tion would also predict that jitter causes the firing fields to become wider in
the right half of the track for rightward runs, and in the left half for leftward
runs. We therefore computed the difference in the jitter in left- and right-
ward runs for firing fields present in both directions. Under all conditions,
the null hypothesis (identical jitter for both running directions) could not
be rejected, based on a one-sided Mann-Whitney-U-test. For the three light
contexts, this test yielded: (l1, fields in the left half (L), Mann-Whitney-U:
U = 178, p = 0.94; l1, right half of track (R): U = 239, p = 0.429, l2-L:
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U = 74, p = 0.96, l2-R: U = 143, p = 0.51, d-L: U = 90, p = 0.99, d-R:
U = 119, p = 0.16). The median jitter-width was around 3.5 cm in each
condition, compared to an average field-width of 6.7 cm. Again, we found no
indication of error accumulation on the linear track. Not even in the dark,
when the mice would most likely path-integrate, did there seem to be signif-
icant error accumulation; it cannot be ruled out, though, that other sensory
cues were present on the apparatus that calibrated the field positions. It is
also conceivable that error accumulation is too small over the time-span of a
few seconds to be measurable in these experiments.
Trial alignment reduces variability
We hypothesized that alignment would make the spike-count statistics
more Poisson-like and reduce the amount of zero inflation towards a small
positive level determined by “missed-field” events. We fit a linear-nonlinear-
Poisson (LNP) model to the spike trains of each cell, based on the animal’s
position as the covariate, before and after alignment across trials (for details
see Fig. S9). For every cell, we then compared the two fits using a likelihood
ratio test. We penalized the aligned fits for having more free parameters;
each trial’s shift was treated as an additional parameter.
Based on a likelihood-ratio test, in 368 out of 475 cells, the alignment im-
proved the match of the spike-train statistics to an LNP model (p < 0.001).
Surprisingly, not all of the cells that were better fit by an LNP model af-
ter alignment met the criteria of Pe´rez-Escobar et al. (2016) for spatially
modulated cells: only 256 of the 368 cells were spatially modulated, classi-
fied either as border cells (n=23), grid cells (n=116) or other spatial cells
(n=117). Only 33 spatially modulated cells did not significantly improve
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their fit to an LNP model under alignment.
We estimated the shifts from the cross correlations across trials, not
from a maximum-likelihood procedure to optimize the likelihood of the LNP
model. Indeed, in some cases, alignment reduced the likelihood of the LNP
model (n=96).
We then fit zero-inflated variants of the LNP model as described in
Giles (2010). After alignment, the maximum-likelihood estimate of the zero-
inflation probability α dropped in value by 54 to 70 percent (Wilcoxon tests,
p < 0.001 for all six settings, N=61). Despite the drop, α did not vanish
after alignment in most cases. More precisely, in only 8% of the cases did
α drop to a value smaller than 0.01 after alignment, see Figure S6: not all
unexpected firing pauses can be explained by firing fields shifting along the
track.
While the shifts are not correlated across running directions, the overall
amount of shift σshift of individual grid cells was highly correlated across light
contexts (l1-l2, left: Pearson correlation coefficient r = 0.86, right: r = 0.74;
l1-d, left: 0.72, right: 0.71; l2-d, left: 0.71, right: 0.77, all p≪ 10−5) and less
correlated across running directions (left-right: d: r = 0.55; l1: r = 0.48; l2:
r = 0.56, all p < 0.01).
Coherence of the “zero-firing” state across cells
Firing field displacements contribute to the observed phenomenon of zero-
inflation, as was seen by the drop in the zero-inflation probability α after
alignment. Nevertheless, some degree of zero-inflation is preserved. For the
data set of simultaneously recorded cells shown in Fig. 4, we asked whether
the probability of being in the “zero-firing” state is correlated across these
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cells, not just before alignment, but after alignment.
In Fig. 7A, we compute the probability of a cell being in the “zero-firing”
state, given a ZIP model for the spike-count statistics. The Bayesian estimate
of the “zero-firing” probability in each 200 ms long time window requires
two parameters: (1) the cell’s firing rate in that time window, averaged over
aligned trials; (2) the zero-state probability α for that particular cell, as
estimated from the entire experiment. This probability is particularly high
when, contrary to expectations, a cell does not fire even when the firing rate
predicts it should. This probability is not correlated with the time-dependent
firing rate itself (Fig. 7B).
To show that the “zero-firing” state is more strongly correlated across
cells than would be predicted by chance, we drew independent ZIP surrogate
spike trains for each of the five cells. Figure 7C marks the cases with asterisks
in which the true correlations are significantly stronger than expected by
chance.
Trial-to-trial displacement of firing fields induces noise correlations
We found that the spatial tuning of MEC cells changed from trial to
trial, but did so jointly across cells. When firing fields shift together, cells
with overlapping fields will exhibit correlated changes in their firing rates.
In short, coherent shifts result in noise correlations. We therefore asked
whether firing-field shifts could explain the noise correlations across cells at
a quantitative level. For this purpose, we employed statistical models of cell
ensembles. We created five artificial cells with multiple firing fields on a sim-
ulated linear track to mimic the experiments of Pe´rez-Escobar et al. (2016).
For each cell, the fields represented a random slice through a two-dimensional
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hexagonal grid (Yoon et al., 2013; Pro¨ll et al., 2018). The firing fields were
modeled by von Mises tuning curves with a concentration parameter κ = 2.1,
as suggested in Herz et al. (2017) and a maximal firing rate of 12.5 Hz. Both
the spatial phase (in the range from -30 cm to +30 cm) and the period of
the lattice (10, 14, or 19.6 cm) were chosen randomly for every cell. We drew
100 such ensembles of 5 cells. Fields drifted from trial to trial by anywhere
from 0 to 0.4 cm. Finally, we generated Poisson spikes based on the displaced
tuning. Each ensemble was simulated 5 times for Ntrials = 100 trials.
Noise correlations were computed as
rij =
1
NtrialsNbins
Nbins, Ntrials∑
x,k
(fixk − fix) · (fjxk − fix)
σfiσfj
(2)
where fixk denotes the firing rate of a cell i in the spatial bin x on trial k
and fix is the trial-averaged firing rate of cell i in bin x. Figure 8B plots the
noise correlation against the spatial offset of the firing fields (as measured
by the peak position of the spatial cross-correlations). In the model with co-
herent shifts of firing fields, the measured noise correlations were highest for
zero offset and decay to either side as the spatial phase difference increased.
In contrast, in the absence of shifts, the same graph was flat (Fig. 8A). To
compare the model to data, we calculated the noise correlations for 903 co-
recorded cell pairs across 138 grid cells measured on the linear track (Fig. 8C).
The tuning offset between the grid fields in a pair was measured in 2.4 cm
bins, while the number of trials that were averaged to estimate the noise cor-
relations ranged from 13 to 110, with a median number of 64. The measured
noise correlations were qualitatively similar to the model’s noise-correlations.
2.3 Results 35
A similar dependence of the noise correlations on the grid-phase offset has
been reported for grid cells in rats (Mathis et al., 2013; Dunn et al., 2015;
Tocker et al., 2015).
Discussion
In this study, a detailed analysis of the trial-to-trial variability in the
responses of mouse grid cells revealed new insight into their coding properties:
roughly half of the grid-cell excess variability can be explained as a result
of the grid-cell population’s shifting representation of space. Despite such
shifts, the peak-to-peak separation of firing fields is largely preserved. In
many instances, we were able to realign repeated trials and recover spatial
information in the firing-rate map, which revealed firing fields that had been
partially “buried in the noise”.
Various authors have sought to explain the origins of neural variability; for
a review, see Renart and Machens (2014). For instance, a conjunctive (mixed)
tuning of neurons to additional sensory, task, or state variables unrelated to
spatial location will increase neuronal variability. Hardcastle et al. (2017) find
that some grid cells are jointly tuned to combinations of place, head-direction,
and speed. In our analysis, conjunctive location- and head-direction tuned
cells were, in fact, more variable than “pure” grid cells. Such conjunctive
tuning can coexist with persistent variations in a cell’s grid field properties
from field to field, which would allow grid cells to convey additional spatial
information; in particular, the peak firing rate varies across fields (Diehl
et al., 2017; Dunn et al., 2017; Ismakov et al., 2017).
Yet conjunctive tuning only provides a partial explanation for the excess
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variability exhibited by grid cells. Other phenomena, such as variations in
the sub-threshold voltage or firing threshold, intrinsic bursting behavior, or
other non-stationarities must play a role. We focused on two factors: changes
in the firing state and shifting field positions from trial to trial.
The failure of a grid cell to discharge in a firing field is corroborated by
calcium imaging studies of entorhinal cortex (Low et al., 2014; Heys et al.,
2014; Gu et al., 2018). Interspersed amongst trials with vigorous calcium
dye responses, one will generally find traces with no response. Such behav-
ior is consistent with a fluctuating spike threshold, which led us to model
grid-cell discharge using a particularly simple version of a Hidden Markov
Model (Gat et al., 1997): a zero-inflated Poisson process. Cells thus had
two states: a silent state and an active state. In the intracellular data on
grid cells (Domnisoru et al., 2013) that we reanalyzed, the silent state was
associated with lower sub-threshold membrane potentials. The transitions
between the silent and active state as the mice ran on the linear track could
simply reflect natural fluctuations in the membrane potential. In addition,
a silent state might correspond to the firing field’s position transiently shift-
ing away from the track. As we observed field shifts parallel to the track’s
direction from trial to trial, it is reasonable to suppose that fields also drift
in the transverse direction. Were grid cells to integrate time since trial on-
set, not spatial distance, one would also measure apparent field drifts (Kraus
et al., 2015; Eichenbaum et al., 2016; Tsao et al., 2018). As the animal’s
speed is fairly constant on the linear track, grid-cell firing will show the same
regularities in time as in space. However, if grid cells encode time, trial-to-
trial speed variations would lead to a rescaling of the grid fields measured in
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space. All fields would move either closer together or further apart. More-
over, fields should become larger or smaller, depending on speed. We found
no evidence for such effects in the data-sets we analyzed. De Almeida et al.
(2012) observe that grid-cell spiking falls into two modes: either the cell fires
on an inbound trajectory and not when leaving the field, or vice versa. In
the interpretation of these authors, grid cells switch between prediction and
retrospection. Moreover, simultaneously recorded grid cells are likely to op-
erate in the same mode–either prediction or retrospection. Correlated field
displacement reflecting an uncertainty or error in the absolute position esti-
mate could lead to similar effects, though: in one shift direction, the fields
would be active behind the animal’s current position, whereas in the other
direction, fields would be active ahead of it.
For the majority of mouse grid-cell recordings in darkness, the firing
fields, measured in terms of absolute positions, are no longer discernible in
the averaged firing-rate map (Pe´rez-Escobar et al., 2016; Chen et al., 2016).
Nevertheless,when one measures the spatial autocorrelation over short time
intervals, a dominant length scale emerges, which deviates only slightly from
the one observed in light. This observation is consistent with the hypoth-
esis that the firing fields continually shift, but in a manner that maintains
the relative distance between firing fields. Our analysis shows that not only
grid cells, but also other spatially modulated cells exhibit such shifts. Such
coherent firing-field drifts are compatible with continuous-attractor models
of grid-cell firing (Burak and Fiete, 2009). These models envision a hexag-
onal bump-attractor state in a recurrent neural network; the state moves
coherently across the network in response to a velocity signal. Any source of
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noise, barring some form of recalibration of the firing-rate map, will lead to
coordinated drifts in the measured firing fields.
But the question remains why firing fields on the linear track shift not only
in darkness, but also when lights are on and visual landmarks could anchor
the firing-rate map. In the grid-cell recordings we analyzed, the mice never
needed to pay attention to visual cues during traversals of the linear track.
Little is known about the modulation of entorhinal grid cells by attention,
though the presence of goals can change the grid pattern (Boccara et al.,
2019; Bray, 2019; Butler et al., 2019). In the absence of an explicitly spatial
task for the animals, it is hard to say whether firing pauses in grid cells
and coherent firing field drift have behavioral consequences. We can only
speculate that mice should be better at tasks that require them to estimate
relative distances, rather than tasks that require them to locate objects in
absolute coordinates.
Much more is known about the role of attention on place and time cells in
hippocampus. In fact, place fields in mice are often unstable unless the mice
are explicitly engaged in a spatial task (Kentros et al., 2004; Muzzio et al.,
2009); in virtual reality experiments, only 15% of place fields are stable over
several days (Ziv et al., 2013). The set of active hippocampal cells changes
over the time-scale of minutes (Mau et al., 2018); in addition, multiple spa-
tial and temporal representations alternate on time-scales of several tens of
milliseconds to seconds (Kelemen and Fenton, 2016). Kinsky et al. find that
the hippocampal map in mice rotates coherently when the arena is rotated,
but not necessarily in the same direction as the external rotation(Kinsky
et al., 2018). These map rotations explain some of the place-field instabil-
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ity. Head-direction and grid cells presumably rotate their representations in
concert with hippocampal cells.
Rats, however, seem to have stable grid-cell representations, even when
the animals are forced to reorient (Weiss et al., 2017). There could well be
species-specific differences in the amount of drift grid fields exhibit, even on
the time-scale of minutes that affect measures of variability. It is conceivable,
as well, that drift accumulates more in mice than in rats. Accumulated
drift would manifest itself in the long-term loss of place-field stability for
mice; rats, on the other hand, might pay more attention to distal visual and
spatial geometry cues that help maintain the hippocampal map in register
over longer time periods. We note that both rat and mouse grid cells exhibit
similar amounts of excess variability (Fig. S1).
Computational models propose that grid cells give rise to place fields
(Solstad et al., 2006; Rolls et al., 2006) So it is not surprising that CA1
and CA3 place fields shift, too (Mehta and McNaughton, 1997; Lee and
Knierim, 2007; Roth et al., 2012). Given the reciprocal connections between
hippocampus and entorhinal cortex (Marozzi et al., 2015), an unanswered
question is whether the MEC grid-field drift drives hippocampal place-field
shifts, or vice versa. Models of the entorhinal-hippocampal interaction might
permit quantitative predictions of how much “noise” is transferred from one
area to the other, and how much of the apparent noise is due to correlated
shifts in the spatial maps (Rolls et al., 2006; Monsalve-Mercado and Leibold,
2017).
While we found that grid-cell discharge is highly variable in both 1D and
2D environments, we have only established a direct link between firing-field
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dynamics and variability for the linear-track recordings. Several approaches
have been used to measure the dynamics of grid spatial phases and single
grid-field locations in 2D recordings in the open field: For example, Hardcas-
tle et al. (2015) suggest a “spike-distance metric” to compare inbound and
outbound spiking on firing-field crossings. Krupic et al. (2018) and Ha¨gglund
et al. (2019) use flow maps to study the dynamics of grid fields in response to
changing the shape of the arena. Such attempts are fraught with difficulties,
however. Grid cells often fire at low rates, even at the center of a firing field.
As a consequence, the firing fields only become apparent after the animal’s
trajectory has passed through each location multiple times. Moreover, unlike
in experiments on virtual linear tracks, recording from animals foraging in
2D arenas does not permit dividing the data into well-defined “trials”. Nev-
ertheless, stochastic mixture models could reveal whether the encoding of
space is static or not. As drifting firing fields provide a generative model of
grid-cell variability, one can fit such models to spike-count data and thereby
deduce the range and variance of the field shifts, even if it is impossible to
measure the shifts directly. Therefore, further research into variability could
give us insight into the dynamics of two-dimensional firing fields. Moreover,
understanding how the excess variability in grid-cell discharge arises will al-
low future studies to address how the nervous system might compensate for
this variability.
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Materials and methods
Data sources
We analyzed multiple data sets (Fyhn et al., 2004; Sargolini et al., 2006;
Fyhn et al., 2007; Stensola et al., 2012; Domnisoru et al., 2013; Pe´rez-Escobar
et al., 2016), focusing on tetrode recordings from Pe´rez-Escobar et al. (2016)
and whole-cell data from Domnisoru et al. (2013).
The tetrode recordings from Pe´rez-Escobar et al. (2016) are available
at https://datadryad.org/resource/doi:10.5061/dryad.c261c. For de-
tails on the experimental setting, see the original publication. The data set
contains recordings entorhinal neurons from male wild-type C57BL mice.
From these neurons grid cells were identified by letting mice run in a 70 cm×
cm arena (Pe´rez-Escobar et al., 2016). The mice were then put on a 80 cm×
5.6 cm linear track. Positions were projected onto the long axis of the lin-
ear track. Coordinates were measured from the center of the track. Each
trial yielded of a trajectory segment that extends ±30 cm from of the track’s
midpoint. To eliminate the animal’s running direction as a potential factor
contributing to the trial-to-trial variability (Pro¨ll et al., 2018), we split the
data into runs toward the right and the left end of the track.
Whole-cell data from Domnisoru et al. (2013) were kindly provided by
Cristina Domnisoru and David Tank. For experimental details, see the orig-
inal publication. In these virtual-reality experiments, male wild-type C57BL
mice were head-fixed and ran only in one direction. To start a new trial the
animal was reset within the virtual-reality environment. The data consisted
of 27 grid-cells recordings. Three cells were excluded from the analysis be-
cause they had a low number of trials (n < 10) or low firing rate (f < 0.5
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Hz).
Calculation of firing-rate maps
We estimated a spatially discretized 2D firing-rate map Fxi,yi for each cell
by counting the number of spikes in 2.4 cm2 bins and dividing this number
by the total time the animal spent in the spatial bin. In 1D, spikes and
trajectory points were binned for each trial. For the real linear track, we
used a bin size of 2.4 cm, and 8 cm for the VR data. These different bin
sizes were used as mice ran faster in VR, as described in (Domnisoru et al.,
2013), and the VR tracks were longer than the real tracks. The ratio of
spike count to dwell time in each bin yielded an estimate of the spatial firing
rate for individual trials. The firing-rate map was then calculated as the
trial-averaged firing rate.
Spike-count distributions
To study the discharge variability, we discretized the trajectory (xt, yt)
(or, in 1D, (xt)) in steps of ∆t = 20ms and discarded trajectory points for
which the rate F (t) < Fmin = 5Hz. Next, trajectory segments were chosen
such that the expected number of spikes, n =
∑
t Fxt,yt ·∆t, was n = 5, unless
otherwise stated. The actually measured number of spikes on such trajectory
segments yielded a spike-count distribution, which was compared with the
predicted spike count. The constraint F (t) ≥ 5Hz induced no statistically
significant change in the count distributions for any of the 106 cells, but it
restricted the duration of the trajectory segments to less than one second.
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Field detection and jitter on linear tracks
To identify and follow individual firing fields across trials, we first detected
peaks in the tuning curves. A peak was defined as a local maximum whenever
the difference to the next closest local minimum was larger than 20% of the
global maximum. The region between the two adjacent minima was defined
as a firing field; regions outside these areas were not considered further. Each
peak marked one firing field. Next, for each peak we computed
〈xfield〉 =
∑
i fixi∑
i fi
〈σ2field〉 =
∑
i fi (xi − 〈xfield〉)2∑
i fi
,
where xi are the bin centers and fi is the firing rate on each trial. The field
centers and widths were computed for each individual trial using the formulae
above. If a cell did not spike as a field was crossed, then the corresponding
firing field was undefined on that particular trial.
This approach assigns the field location to the “center-of-mass” of the
firing field, rather than the trial-by-trial peak in the firing rate. The distance
between field locations from one trial to the next trial can vary, with the
limitation that these positions cannot fall outside the field boundaries (de-
marcated by the two local minima surrounding each trial-averaged peak), nor
occur at the track boundaries, which correspond to positions more distant
than 30 cm away from the center of the track.
A firing field was considered to be reliable whenever it was identified on
left and right runs and the distance between the respective field boundaries
was larger than 9.6 cm (4 bins).
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Single-cell trial alignment
To align the spatial firing-rate profiles across trials, we first detected the
location that elicited the largest number of spikes for each trial. We then
computed the firing rate’s centers-of-mass in a window of ± 7 bins around
the detected peak. The firing rate-maps were then shifted to bring these
centers-of-mass into alignment, while zero-padding the maps as necessary.
This alignment procedure is illustrated in Fig. S9.
Software
All analyses were performed in the Python scripting language (Python
Software Foundation. Python Language Reference, version 3.4, available
at http://www.python.org) including the packages numpy (version 1.14.3),
scipy (version 1.0.1) and sklearn (version 0.19.1).
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Figure 1: Variation in the grid-cell spike counts on single firing-field crossings recorded
by Stensola et al. (2012) (panels A and B, cell T6C3) and Pe´rez-Escobar et al. (2016)
(panels C-E). A: Trajectory of the rat (grey) with spike positions (red). B: Expanded
view of one firing field. Spikes elicited during individual crossings are indicated in red.
Selected paths longer than 50 cm (thick lines) are labelled with the observed number of
spikes s and the number of spikes n expected from the firing rate map. Dashed black lines
denote trajectories without any spikes. (C-E) Histograms of spike counts for one grid cell
recorded in an open field (C) and another cell recorded in an open field (D) and on a
linear track (E). For these histograms the cell’s firing rate is integrated along segments
of the animal’s path until the expected number of spikes reaches a fixed threshold, here
n = 2. The count distributions (grey) are fit by a Poisson (blue) and Zero-Inflated Poisson
(ZIP) model (orange). A likelihood ratio test favors the Poisson model for the distribution
in C, and the ZIP model for the examples in D and E.
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Figure 2: Example recordings of the same grid cell in the open field (top) and on the linear
track , as measured by Pe´rez-Escobar et al. (2016) (bottom). A and E show the color-
coded firing-rate histograms, obtained from spikes depicted in red in B and F, respectively.
As shown by the expanded view in C, some crossings in the open field are associated with
no or only few spikes. The same phenomenon is observed on the linear track in G. D
and H: Spike-count histograms collected over trajectory segments for which the firing-
rate map predicts that 3 spikes will be elicited. Nevertheless, spike counts of zero are
frequently recorded. For these two examples, the ZIP-framework suggests that the cell
is in its inactive (“zero”) state for 31% (2D) and 38% (1D) of the recorded time. Data
shown for recording jp4312-27032016-0107, cell T8C3.
48 2. Untethered firing fields and intermittent silences
0.0 0.2 0.4
ML, Open field (2D)
0.0
0.1
0.2
0.3
0.4
0.5
M
L, 
Lin
ea
r t
ra
ck
 (1
D)
, l
2-
rig
ht
A Zero inflation in 1D and 2D
0.0 0.2 0.4
ML, Linear track (1D), d-left
0.0
0.1
0.2
0.3
0.4
0.5
B Zero inflation across context
Figure 3: In the experiments of Pe´rez-Escobar et al. (2016), mice first navigated in an
open field (2D) before they ran back and forth on a linear track in light or darkness. A:
The zero-inflation parameter α in 1D is predicted by its value measured in the preceding
2D session. The solid line depicts the linear regression for the data (r = 0.40, p < .001).
B: The proportion of excess zero counts remains similar across contexts and running
directions. In particular, runs in darkness lead to similar zero-inflation measures as runs
in light. The solid line depicts the linear regression for the data (r = 0.47, p < .001).
Linear-track data for other combinations of lighting context and running direction are
shown in Suppl. Fig. S3.
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Figure 4: Trial alignment of data recorded on virtual linear tracks (A-F) by Domnisoru
et al. (2013) (cell s82 0002) and on real linear tracks (G) by Pe´rez-Escobar et al. (2016).
Ramp voltage (A) and firing rates (B) before alignment. C: Ramp voltage after alignment.
D: Firing rates calculated after ramp-voltages were aligned. In E and F the trial-averaged
voltage ramps and tuning curves, respectively, are shown before (blue) and after alignment
(orange). G: Standard deviation of shifted trials σshift versus standard deviation of firing-
field periods σptp. Black and circled black: Cells that passed the selection criteria (two
firing fields and robust autocorrelation, cf. Table 3). Orange: The simultaneously recorded
cells shown in Fig. 5. The blue line depicts the relation σptp =
√
2 · σshift predicted
for independent jitter. For the majority of the cells σptp is smaller than expected from
uncorrelated field shifts.
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Figure 5: A: Firing rates of simultaneously recorded cells while the animal repeatedly ran
along a real linear track. Pe´rez-Escobar et al. (2016) classified these cells as follows: T1C2:
“spatially modulated”; T4C2 and T6C2: “speed-modulated grid”; T7C2: “unclassified”;
T7C6: “speed-modulated head direction”. B: Cross-correlation between the first trial
and subsequent trials. The location of the first peak in the cross-correlation (relative to
x = 0) sets the spatial shift to bring each subsequent trial into alignment with the first
trial. These shifts are displayed as red horizontal lines. The procedure uses concatenated
spike trains of the five cells and does not optimize the alignment on a cell-by-cell basis.
C: Firing rate maps after alignment, to be compared to the unaligned firing rates in A.
D: After alignment, the firing-fields became more prominent and some fields emerged
that were originally below detection threshold. Zero-inflation is observed both before
and after alignment: the ZIP model is preferred over the Poisson model (p < 0.001,
df = 1) for all five cells. Measured in terms of the aligned fields, the Fisher information
〈I〉 = 〈f′(x)TΣ−1f′(x)〉x increases by 180%. Data shown for five cells of recording jp2098-
03042016-0107, right runs in light condition 1 (l1).
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Figure 6: Spike trains within a firing field cover shorter distances than expected from
firing-rate maps. In this example, a grid cell recorded on the linear track displayed two
grid fields (Pe´rez-Escobar et al., 2016). Field boundaries were determined by the time-
points when the firing rate reaches 25% of the peak firing rate. A Top: Raster plot of
grid cell spikes for the first 11 trials. Horizontal lines connect the first to last spike within
the field boundary of the first field on the left. Middle: Trial-averaged firing rate is shown
in blue. The left-hand field area is shaded in light blue. Bottom: 11 simulated spike
trains of Poisson spikes with the same time-varying firing rate and the same speed of
the animal (Poisson process with expectations computed from the animal trajectory and
tuning curve). B: Comparison of the distances between the first and last spike for all 125
recorded trials (both real data and surrogate trials). C: Same as in (A-C), but now for
the right-hand firing field.
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Figure 7: Coherence of the state transitions across the five simultaneously recorded cells
shown in Fig. 5. Spike trains were first jointly aligned across all cells to counteract the
coherent firing field drift. The phenomenon of zero-inflated spike counts still existed after
alignment. A: Probability of the zero-state based on the expected spike counts ni(t) and
the average zero-state probability αi for each cell (cf. SI). Expected spike counts were
taken from the jointly-aligned trial averages, measured in 200 ms long time windows. B:
For comparison, the estimated firing rate for each time point, using the trial averaged
tuning curves after joint-alignment. C: For each of the jointly-aligned cells, we estimated
the time-resolved firing rate and the zero-inflation parameter α from an LNP model (cf.
SI). With these parameters, we then simulated 40 independent, surrogate ZIP models for
the five cells. By comparing the real data to the surrogates, we asked whether the zero-
state transitions were more highly correlated across cells than expected by chance. To be
deemed significantly correlated, the real correlation value had to be greater than the 95%
percentile of the simulated correlations (marked by red stars).
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Figure 8: Shared trial-to-trial variations in the spatial phases increase noise correlations
between otherwise independent Poisson grid cells. Firing-rate profiles for model cells were
simulated as slices through 2D grids. The correlations are plotted against the tuning
offset measured from the spatial cross-correlation between cells. A: Noise correlations
in a Poisson simulation with static tuning curves across trials. B: Poisson simulation
with jointly displaced tuning curves on individual trials across cells. C: Noise correlations
measured from experimental grid-cell data (linear track, N=138, data shown for runs to
right end of the track from all light conditions).
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Tables
Ncells
mean α
open field
mean α
linear track
grid 48 0.11± 0.01 0.14± 0.01
grid conjunctive 67 0.16± 0.01 0.17± 0.01
spatial 42 0.14± 0.02 0.12± 0.01
spatial conjunctive 50 0.17± 0.01 0.14± 0.01
Table 1: Conjunctively tuned cells recorded in Pe´rez-Escobar et al. (2016), which respond
not only to position, but also to speed or head direction, tended to exhibit more zero
inflation. The table lists the average zero-inflation probability α and their standard errors
for different classes of spatially modulated cells, which were recorded in the open field
and on the linear track. For the linear track data the average of α across all six ex-
perimental conditions (left/right running direction; l1/l2/d lighting context) is displayed
and for statistical testing all the α measurements were used. One hypothesis is that the
difference in zero-inflation between conjunctive and non-conjunctive cells should be less
in 1D, as the head direction and speed vary less on the linear track; this expectation is
borne out for grid cells. For grid cells and other spatially selective cells we tested the
likelihood that a randomly selected estimate of α from a conjunctive cell was larger than
a randomly selected estimate from a non-conjunctive cell; specifically, the Mean-Whitney
U-Test asks whether one can reject the null hypothesis that this likelihood is 1/2. Lev-
ene tests for variance homogeneity showed no significant differences between the groups.
On the linear track, grid cells had a U-statistic for conjunctive vs. non-conjunctive α of
U = 38279, p < .001; whereas in the open field U = 753, p < .001. In the open field, non-
grid, but spatially modulated cells had significantly different α if they were conjunctive
(U = 760, p = .012); on the linear track, though, the differences between conjunctive and
non-conjunctive spatially modulated cells were not significant (U = 29034, p = .379).
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Number of significant contexts:
1 4 6
grid 48/70 (69%) 21/70 (15 %) 3/70 (4 %)
grid conjunctive 65/83 (67%) 23/83 (28%) 14/83 (14%)
spatial 32/61 (52%) 3/61 (5%) 1/61 (2%)
spatial conjunctive 43/67 (64%) 7/67 (10%) 1/67 (1 %)
Table 2: Pairs of spatially modulated neurons with firing fields that drifted did so with a
significant degree of coherence. In some experiments, the total amount of drift measured
was small, in which case it was more difficult to determine that significant common field
displacement had occurred. The table shows the numbers (in brackets, the percentages)
of spatially modulated neuron pairs with significant common field displacement for the
experiments of Pe´rez-Escobar et al. (2016) (see Fig. S7 for details of how significant coher-
ence in the field shifts was assessed). Each combination of lighting context and running
direction was treated as a separate experiment.
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Context 〈σshift〉 [cm] 〈σptp〉 [cm] H1 U p
left l1 (N=75) 3.94± 0.23 4.77± 0.17 52% 1041 0.04
left l2 (N=60) 3.95± 0.22 4.79± 0.17 58% 625 0.03
left d (N=71) 4.33± 0.23 4.65± 0.15 77% 404 < 0.001
right l1 (N=49) 4.61± 0.21 5.10± 0.21 73% 249 < 0.001
right l2 (N=56) 4.61± 0.30 4.80± 0.19 68% 369 < 0.001
right d (N=61) 4.82± 0.26 5.04± 0.16 75% 240 < 0.001
Table 3: Comparing the firing-field shifts to the trial-by-trial distances between firing fields.
On individual trials, less variability in the distances between firing fields is observed than
would be expected for independent jitter in the firing-field positions. We quantified the
variability in the peak-to-peak distances and firing-field centers in terms of the standard
deviations σptp and σshift. H1: Fraction of cells with σptp <
√
2σshift. N: total number of
cells considered, U and p: test statistics and p–value of the Wilcoxon signed-rank test for
testing the null hypothesis that the differences between σptp and
√
2σshift are symmetrically
distributed around zero.
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Figure S1: A: Pooled spike-count data from different experiments and areas within the
hippocampal formation, collected in 2.4 cm2 bins and then z-scored (color histograms);
for comparison, the dashed green curve depicts a standard normal distribution with unit
variance. The data sets are: (Fyhn04: Fyhn et al. (2004), Sargolini: Sargolini et al. (2006),
Fyhn07: Fyhn et al. (2007), Stensola: Stensola et al. (2012), Escobar: Pe´rez-Escobar et al.
(2016), familiar: Box and light condition, novel: Cylinder and dark condition). The data
from Pe´rez-Escobar et al. (2016) were recorded in mice; all other data in rats. Note that
the variance of the distributions of CA3 place cells dropped after remapping (Cylinder
and dark sessions, see also Suppl. Fig. S1). B: Consistent with previous findings (green
arrow heads, values taken from Fenton et al. (2010)) CA1 z-score variances (green dots)
are higher than expected from Poisson. The same is true for MEC grid cells (red) and
CA3 place cells (blue). The number of cells for each distribution is given in parentheses
on the x-axis labels.
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Figure S2: Zero inflation is observed for all speed ranges on the linear track (A) and in
the open field (B). Pooled distributions of N=61 non-conjunctive grid cells are shown.
Likelihood-ratio tests preferred zero-inflated models over Poisson for all ranges that were
tested. The excess-zero probabilities α of zero-inflated negative binomial (ZINB) fits did
not correlate with the speed range (ZINB, linear track: r = 0.5, p = 0.31; open field:
r = 0.12, p = 0.82, N = 6). In comparison to the ZIP model, for which the additional
variance is introduced through an excess of zero spike counts, the ZINB model also adds
variance to the spiking mode: the variance of the negative binomial distribution is larger
than the mean (unlike in the Poisson model), so that the spiking regime in the ZINB
model intrinsically exhibits overdispersion.
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Figure S3: Scatter plots and regression lines for the zero-inflation parameter α of grid cells
measured seoarately in 1D and 2D (Pe´rez-Escobar et al., 2016). Each panel shows a dif-
ferent lighting context.A: Estimated α-values for spike count distributions with expected
spike count n = 5 and trajectory segments with a minimum firing rate of Fmin = 5Hz. B:
For comparison, the α-estimates for spike counts with a lower expected number n = 1 of
spikes (with the same Fmin = 5Hz constraint for the trajectories)
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Figure S4: A: Zero inflation when the expected spike-count number is n = 1 vs. the same
measure for n = 5. B: Significant zero inflation is found across time scales, which denote
the average integration windows needed to accumulate an average of n spikes, as given
by the firing-rate maps. For all filled points, the ZIP model was preferred in a likelihood
ratio test over the Poisson model at a significance level p < 0.001.
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Figure S5: Effects of trial alignment on grid-cell data measured on the linear track. Box-
plots are shown for various measures of firing field properties under three light conditions
(l1: Lighting condition 1, l2: Lighting condition 2 and d: Light off, for details see (Pe´rez-
Escobar et al., 2016)). A: runs towards the left end of the track B: runs to the right end
of the track.
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Figure S6: Maximum-likelihood estimates of the zero-inflation probability α are reduced
after grid-field alignment. Data shown for grid cells across light contexts (l1, l2 and d
indicated by different colors, see legend) on runs towards the right (r) of left (l) end of
the track. The probability α for being in the zero-state was estimated from a zero-inflated
LNP model (see Fig. S9).
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Figure S7: If grid fields shift coherently across cells over time, a field shift in one cell
should be mirrored by comparable field shifts in other cells. To test this hypothesis, we
normalized the rate maps of each cell (as shown in A) by the respective average peak
firing rate, so as to eliminate trends in the firing rate over time. The trial-averaged
firing fields were then aligned to achieve maximal overlap. To this end, we shifted the
data on every trial for a given cell by a common amount to bring the ensemble of rate
maps into alignment (B). This procedure preserves relative drifts of the firing fields. In
the last step, we compared the Pearson correlations of the firing-rate maps across cells
for simultaneous trials to the correlation for randomly shuffled trials (C). If the firing
fields drifted jointly, then the Pearson correlation will be higher than for shuffled trials,
as seen on the right. To determine significance of the differences in the correlations, we
performed a Bonferroni correction for multiple testing: A cell-pair was assumed to show
significant firing consistency whenever the p-value of the linear regression was smaller
than 0.05/(nbinsncells). If the correlation coefficient of the original trial ordering exceeded
the 95 percentile of the shuffled distribution, the cells were considered to have undergone
common shifts over different trials.
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Figure S8: Pairs of grid cells exhibited consistent field jitter across contexts in the exper-
iments of (Pe´rez-Escobar et al., 2016). Cell pairs with consistent tuning displacement in
one context are likely to also have consistent tuning displacement in other settings. A:
Scatter matrix of rate correlations (r with subscripts denoting the context) shown for pairs
of grid cells that exhibit significant consistency in at least two contexts. Linear regres-
sion shown as dashed line with the corresponding r-value in dark-red (all regressions were
highly significant, p < 0.01). On the diagonal the distributions of the rate correlations
are displayed.B: About 40% of all cell pairs show significant consistency under tuning
displacement (SCTD) in at least 2 (n=2) contexts. Grid cells (orange) show a slightly
increased ratio.
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Figure S9: To evaluate the alignment we computed linear-nonlinear Poisson (LNP) fits
using only the animal’s position as input signal. Output signals were spike counts collected
in 200ms time windows. Based on the alignment parameters (green arrow) the spatial
design matrices (25 bins, 2.4 cm bin width) were transformed (red arrow) to bring them
into alignment. Following this shift, firing fields were fitted as before. This approach is
similar to the time-shifting described by Hardcastle et al. (2015), except that the data is
shifted in space, not in time, and separately for each trial.
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Supporting information
Notation.
• {x}: Set with elements xi
• P : Probability density function or probability mass function on a set
• P (s|n): Probability of s given n
• 〈x〉 = ∑ xP (X = x): the expected value of a random variable X,
where the sum is taken over all possible values of X
• σ2x = 〈(x− 〈x〉)2〉: Variance of x
• N0,+,N+: Positive natural numbers with and without zero
S1. The Zero-Inflated Poisson (ZIP) model
When counts have higher variance than expected from a Poisson model
(variance > mean), we refer to these data as exhibiting excess variability or
overdispersion. We note that the equality of variance and mean counts in
the Poisson model also holds when the mean firing rate changes with time.
The negative binomial model, zero inflation, and hurdle models are widely
used in economics and other fields to describe an over-abundance of zero
counts (Giles, 2010). Adding excess zeros to a Poisson model increases the
variance of the counts and so leads to overdispersion. Such models are called
zero-inflated Poisson (ZIP) models.
The stochastic process underlying ZIP begins with a random binary vari-
able B, which has probability α of being zero, and probability of 1 − α of
being one. If B = 0, the spike count is automatically zero. Otherwise, a
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spike count is drawn from a Poisson distribution. If the excess-zero proba-
bility α = 0, the ZIP distribution reduces back to the Poisson distribution.
Consider a sequence of count measurements {s} ∈ NN0 that represent N inde-
pendent realizations of a random variable S drawn from a ZIP distribution.
We normalize the rate parameter of the Poisson distribution n→ n(1−α)−1,
so that the expected value of S always remains
〈S〉 = n, (3)
regardless of the value of α. Thus, the probability distribution for a spike
count S = s is:
p(S = s|n, α) =


α + (1− α)e−n/(1−α) for s = 0
(1− α)e−n/(1−α)( n
1−α
)s/s! for s > 0
(4)
The variance σ2S of a homogeneous ZIP process is:
σ2S = n+
α
1− α · n
2 (5)
This model displays overdispersion for α > 0. The implicit assumption in this
model is that the two random processes occur on different time-scales, so that
they can be cascaded: the random variable B is set for a (possibly variable)
time period, and then, provided B = 1, spikes are generated using Poisson
statistics at a (sub-)millisecond time-scale for that time period. Importantly,
the Poisson process need not be “homogeneous”, i.e., the Poisson rate can
vary in time; it is the integrated rate that sets the expected spike count n
underlying the spike count distribution.
Once α and n has been estimated, for any time point t we can compute
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the posterior probability of being in the “zero-firing” state as
P (0-state, t|st = 0) = α
α + (1− α) exp(−nt) ,
which uses Bayes’ rule for probabilities. We use this equation to study the
correlation in the state transitions across simultaneously recorded cells.
In the Zero-Inflated Negative Binomial (ZINB) model, the Poisson dis-
tribution is replaced by a negative Binomial distribution. The probability
distribution for the ZINB can be worked out analogously to Eq. (4), as de-
scribed by Giles (2010).
The zero-inflation index ZIidx is not identical to α. It is defined as
ZIidx = 1 + ln(p0)/µ (1)
in the main text, where p0 is the frequency of zero counts and µ is the mean
count. ZIidx is a random variable that depends on the stochastic realization
of p0 and µ. It is defined independently of the underlying statistical model
of spike counts.
The expected value of ZIidx as a function of α for the ZIP model will
behave as :
〈ZIidx〉 = 1 +
〈
log (α + (1− α)e−nt)
(1− α)nt
〉
α,nt
For the ZIP model, 〈ZIidx〉 ≥ α, and is a saturating function of α.
S2. Model comparison via likelihood ratio tests
The ZIP model adds one parameter (zero-inflation probability α) to the
Poisson model; therefore, Poisson is a special case of the more general case
of ZIP and is “nested” within the ZIP class. A likelihood ratio test allows
2.13 Supplementary information 69
for a fair comparison between the Poisson and ZIP models, as it penalizes
ZIP for having one more degree of freedom (i.e., one additional parameter)
and similarly it penalizes the shift parameters required to align trials (one
additional parameter per trial).
The likelihood ratio (LR) test starts with a firing rate map, which yields
predictions for the spike count in time windows of dt = 200ms. We denote
the predicted spike count in the i-th time window as ni, whereas the observed
spike counts are called si. Often, ni is a function of the parameters that
describe the statistical model for generating spike counts. We make one key
assumption: the spike count in the i-th window is conditionally independent
of the spike counts in previous time windows.
The likelihood L for observing a sequence of spike counts {si} is then
L =
∏
i P (si|ni), where P (si|ni) is the probability of a spike count si given
the expected spike count ni = fi · dt at time point i. The P (si|ni) are either
computed from the Poisson distribution or the ZIP distribution before or
after trial alignment. The likelihood of the model with the lower number
of parameters (Poisson without alignment here) is denoted by LH0 and the
model with more degrees of freedom is denoted by Lalt (ZIP model or trial
alignment model). Then the likelihood ratio test statistic is given by the
difference in the logarithms of the likelihoods LR = 2 · [ln(LH0)− ln(Lalt)].
Wilks’ theorem states that LR asymptotically follows a χ2-distribution
under the null hypothesis H0 as the sample size becomes large. As noted
earlier, the two models being compared, in general, have different numbers
of parameters. The difference in the number of parameters sets the degrees
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of freedom for the χ2-distribution (Wilks, 1938). In practice, the LR-value
is compared to the χ2 value that corresponds to a desired significance level.
LR has been shown to have higher statistical power than other competing
approaches for model comparison (Solomon, 1975).
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Abstract
Grid cells in the medial entorhinal cortex (MEC) of navigating rodents encode the animal's 
spatial environment based on lattices of hexagonally arranged firing fields. Their spike trains 
are organized on multiple time scales and include high-frequency bursts in the 150-300 Hz 
range. A mechanistic understanding of these burst sequences is, however, largely missing. In 
this study, we reanalyzed whole-cell recordings from male mice running in a virtual corridor 
(Domnisoru et al., 2013) and tetrode data obtained during movements in a real two-
dimensional arena (Latuske et al., 2015). The membrane potentials of some grid cells 
recorded in virtual reality showed depolarizing afterpotentials (DAPs) known from in-vitro 
studies of MEC principal neurons. All such cells were located in Layer II, generated bursts, 
and their inter-spike intervals (ISIs) were typically between 5 and 15 milliseconds. The ISI 
distributions of all other Layer-II cells peaked sharply at ~4.1 milliseconds and varied only 
minimally across that group (standard deviation: 0.1ms). This dichotomy in burst behavior is 
explained by cell-group-specific dynamics of spike afterpotentials. Layer III neurons were 
only sparsely bursting and had no DAPs. The same two classes of bursting neurons  also 
emerged when clustering extracellular spike train autocorrelations.  Yet  no difference in the 
spatial coding properties of cells within these two classes was discernible. As the ion-channels 
underlying DAPs can be modulated in various ways, our results suggest that temporal features 
of grid-cell activity can be altered to serve different functions without affecting the cells' 
spatial tuning characteristics.
This work was supported by the German Federal Ministry for Education and Research Grant 
01GQ0440.We thank D.W. Tank and K. Allen for making data from Domnisoru et al. (2013) 
and Latuske et al. (2015), respectively, available; and S.Häusler for stimulating discussions.
Author contributions: All authors designed research. C.F., D.C., and J.N. performed research 
and analyzed data (equal contribution). A.V.M.H. wrote and edited the paper with support 
from M.S. and the other authors.
83
Introduction
The firing fields of grid cells in the medial entorhinal cortex (MEC) form hexagonal lattices 
spanning the explored environment (Hafting et al. 2005). Lattice scales follow a geometric 
progression so that discrete grid-cell modules emerge. Within each module, lattices are co-
aligned and spatially phase shifted (Stensola et al., 2012). The detailed grid layout reflects the 
environment's shape, contextual information and goal locations (Krupic et al., 2015; Diehl et 
al., 2017; Boccara et al., 2019; Giocomo et al., 2019) but overall, the spatial coding properties 
of grid cells are surprisingly robust. 
In contrast to this spatial stereotypy, grid cells show rich temporal behavior, from slow 
depolarization ramps (Domnisoru et al., 2013, Schmidt-Hieber and Häusser, 2013), theta-
band (7-12Hz) spike locking and phase precession (Hafting et al., 2008; Reifenstein et al., 
2012), to gamma-band activity (Chrobak and Buzsáki, 1998; Colgin et al., 2009) and burst 
sequences with instantaneous firing rates of up to 300 Hz (Latuske et al., 2015). Notably, not 
every grid cell participates in all these phenomena. In particular, there are two distinct sub-
classes of grid cells, those that burst frequently and those that do not or only rarely generate 
bursts (Latuske et al., 2015). 
These observations raise various questions: Can grid-cell burst phenomena be explained by 
intrinsic membrane processes or are network interactions required? Are there distinct burst 
classes or should one rather think of one continuum? Is burst activity cell-type specific? Is it 
modulated in vivo? Why do grid-cell spatial coding properties not vary with burst propensity? 
In this study, we tested the hypothesis that grid-cell bursting is shaped by cell-intrinsic 
membrane-potential dynamics. Two mechanisms come to mind. Bursts could be a resonance 
phenomenon reminiscent of action-potential (AP) sequences riding on theta-band membrane-
potential oscillations in MEC Layer-II stellate cells (Alonso and Klink, 1993; Engel et al. 
2008; see also Hasselmo, 2013; Newman and Hasselmo, 2104). This would, however, require 
strong electrical resonances far above the gamma band, which have not been reported. 
Alternatively, bursts could result from AP-triggered processes that increase the probability of 
further discharges.
Indeed, slice experiments have shown that depolarizing afterpotentials (DAPs) arise in a 
majority of principle cells in superficial MEC layers (Alonso and Klink, 1993; Canto and 
Witter, 2012). DAPs are at the center of triphasic deflections following an AP, sandwiched 
between fast and medium after-hyperpolarization (fAHP and mAHP). The DAP maximum 
occurs some five-to-ten milliseconds after the AP and peaks a few millivolts above the fAHP 
minimum. In stellate cells, DAPs become more pronounced when neurons are hyperpolarized, 
whereas the reverse is true for pyramidal neurons (Alessi et al., 2016).  Not all cell types 
associated with spatial grid firing rate maps have DAPs in vitro, however. In particular, layer-
III neurons are reported to have no DAPs (Canto and Witter, 2012). 
DAPs do not only agree in their relevant time scale with intra-burst inter-spike intervals 
(ISIs), DAPs also play a causal role for bursting in vitro. Alessi et al. (2016) reported that 
during DAPs the AP current threshold was reduced such that the cells' average excitability 
increased by over 40%. Conversely, neurons without strong DAPs did not burst at the 
beginning of an AP train (Canto and Witter, 2012).
To test the functional relevance of DAPs under in-vivo conditions, we reanalyzed whole-cell 
recordings from mice moving on a linear track (Domnisoru et al., 2013) and could show that 
DAPs play a decisive role for burst firing in MEC Layer-II neurons: Cells with DAP were 
bursty and their intra-burst ISIs were compatible with the DAP mechanism. ISI distributions 
of the other Layer-II cells were highly uniform and had a sharp peak at 4.1±0.1ms (SD across 
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this cell group). All remaining neurons were sparsely bursting and those with known location 
resided in Layer III. These results are compatible with reanalyzed extracellular recordings 
from open-field arenas (Latuske et al., 2015); there, the two bursty cell groups did not differ 
in their spatial coding properties. As the ion-channels underlying DAPs can be modulated in 
many ways, these findings suggest that temporal features of grid-cell activity can be altered to 
serve different functions without affecting the cells' spatial tuning characteristics.
Materials and Methods
Data. We reanalyzed data from two separate grid-cell studies in navigating wild-type 
(C57BL/6) male mice. The data set "D" (Domnisoru et al., 2013) contained voltage traces 
(Sampling frequency: 20kHz) from whole-cell recordings in head-fixed animals running on 
cylindrical treadmills embedded in virtual corridors. The data set "L" (Latuske et al., 2015) 
contained tetrode data (Sampling frequency: 20 or 24 kHz) obtained during movements in a 
real square arena (70 x 70 cm).
Grid cell selection. As a first step, the same grid-cell criteria as in the original publications 
were used. Data set D: The original data set contained recordings from 27 cells. One 
recording (cell s066) was partially corrupted and therefore excluded. Two cells (s081 and 
s115_30) had mean firing rates above 10Hz and were removed to allow for an unbiased 
comparison with data set L, which contained only cells with firing rates below 10Hz to 
exclude interneurons. Data set L: The original data set contained recordings from 115 grid 
cells. To avoid cluster artefacts, 11 cells were removed whose spike-time autocorrelations had 
no data in more than 90% of the 1ms-bins.
Spike-train characterization. The firing rate of a cell was defined as number of spikes divided 
by the total duration of the recording. For graphical illustrations, spike-time autocorrelations 
and inter-spike interval (ISI) distributions were derived from binned data (bin width: 1ms). To 
calculate the peak location and width of ISI distributions, the recorded time difference 
between each pair of successive spikes was represented by a Gaussian kernel with a standard 
deviation of 1ms. These individual kernel density (KD) estimates were summed up across the 
entire recording. The analogous procedure was used for autocorrelations.
The location of the ISI peak was determined as the inter-spike interval for which the KD 
estimate was maximal. Similarly, the width of the ISI distribution was defined as full width at 
half maximum. The mean ISI and its standard deviation was calculated from all ISIs, the 
coefficient of variation (CV) was defined as the ratio between standard deviation and mean. 
A burst was defined as a sequence of at least two spikes with ISIs shorter than 8ms. The 
fraction of ISIs smaller than 8ms was calculated relative to all ISIs below 200ms and serves as 
a measure for the cell's burstiness. The fraction of ISIs between 8ms and 25ms was computed 
in the same way. An event is a burst or an isolated spike. The fraction of single spikes was 
defined as the number of spikes that do not belong to a burst divided by the number of events. 
Principal component (PC) analysis. For both data sets, autocorrelations were calculated for 
time lags max up to 50ms. For data set D the two cells that were excluded when the principal 
components were computed are nevertheless shown in the PC plot. To test the robustness of 
the PC analysis of the D data, the maximal time lag max was varied between 30ms and 100ms 
(see also Results).
Identification of neuron classes. For the D data set, visual inspection of the two-dimensional 
space spanned by the first two PCs suggested two main cell groups, whose arrangement was 
determined by k-means clustering with k=2 clusters scikit-learn). To test the robustness of the 
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k-means clustering for the L data set, cluster analyses were performed on the 50-dimensional 
raw autocorrelations as well as in PC spaces with N=2-4 dimensions. The reliability of 
clustering was estimated using silhouette scores (Rousseeuw et a., 1987). To preserve the 
data's diversity and to minimize the risk of falsely assigning cluster structure to continuous 
data distributions, no data were excluded by using, e.g., linear discriminant analysis.
Membrane-potential dynamics. The whole-cell voltage traces contained sizeable fluctuations 
that reflected synaptic inputs and potential movement artefacts. To obtain reliable information 
about the membrane potential before and after an action potential, AP-triggered averaging had 
to be performed. The APs themselves varied in amplitude and width, both within and across 
the different recordings, suggesting that the recording quality fluctuated in time; the slowly 
decaying AP amplitudes of some cells indicated run-down effects. To guarantee a good 
recording quality and obtain reliable estimates of the subthreshold membrane-potential 
dynamics on the time scales relevant for fAHPs and DAPs, we studied well isolated APs (no 
further APs within 25ms before and after the trigger AP), and required the individual AP 
amplitudes to be larger than 40mV (measured relative to the membrane potential 10ms before 
the AP maximum) and APs width to be smaller than 1ms. 
The pre-AP voltage slope was calculated from the cell's average AP-triggered voltage trace 
within the last 10ms before AP onset; AP onset was determined by a threshold crossing 
(15mV/ms) in the average AP-triggered voltage trace. 
For cells with DAPs, the fAHP amplitude VfAHP was defined as the average voltage minimum 
during the fAHP relative to the voltage at AP onset. This means that VfAHP is negative for 
DAP cells (see Fig. 1). The DAP-deflection VDAP was defined as difference between the 
voltage level at the DAP peak and at the minimum of the preceding fAHP. It is positive for 
cells with DAPs. The time interval between the AP peak and the following fAHP minimum is 
denoted by tfAHP, the time interval between the AP peak and the following DAP maximum is 
called tDAP.
To compare the afterpotentials of different neurons, the definitions of VfAHP and VDAP had to 
be generalized to cells without DAP. To this end, we calculated the population averages  and  
across all cells with clearly visible DAPs (n=7). We then used these mean time intervals,  = 
1.8 ms, = 4.6 ms, to the determine voltage changes corresponding to VfAHP and VDAP values 
for cells without DAP. These are called V2 and V2, respectively. For consistency, we also 
used these definitions for cells with DAP in Fig. 2A, so that the true fAHP and DAP 
amplitudes are underestimated. 
Spatial coding properties. For data set L, grid score and head-direction score were calculated 
as proposed by Sargolini et al. (2006), the spatial information as in Skaggs et al. (1996).
Experimental design and statistical analysis. We reanalyzed data originally recorded by 
Domnisoru et al. (2013) and Latuske et al. (2015) and refer the reader to these two 
publications for details on the experimental design. All our analyses were performed in 
Python 2.7.6. Specific statistical tests used are stated throughout the text. The Kruskal-Wallis 
test, the Kolmogorov-Smirnov test, the Chi-square test and the median tests are taken from 
scipy.stats. The linear regression, the principal component analysis and the k-means clustering 
are taken from scikit-learn.
Bootstrapping. To assess the fAHP and DAP parameters, we bootstrapped the AP-triggered 
voltage traces of a cell by using sampling with replacement and repeated this procedure 10000 
times to obtain mean values and standard errors. 
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Results
The temporal firing characteristics of grid cells in the medial entorhinal cortex (MEC) of 
behaving rodents vary strongly from cell to cell, even if their mean firing rates are almost 
identical (Latuske et al., 2015). Some neurons rarely fire with inter-spike intervals shorter 
than 8ms; their spike-time autocorrelations have a pronounced dip at short time lags (Fig. 1A, 
left). Other cells show an autocorrelation peak in the 5-15 ms range with broad flanks 
(Fig. 1A, middle) and yet other grid cells have autocorrelations that are sharply peaked at even 
shorter lags (Fig. 1A, right). The first group of neurons have been termed "non-bursty" by 
Latuske et al. (2015), the other neurons were summarized as "bursty" neurons by these 
authors. Since even "non-bursty" neurons generate bursts from time to time we will call them 
"sparsely bursting" (Simmonet and Brecht, 2019).
We wondered whether differences in the in vivo spike patterns of bursty neurons could be 
explained at a mechanistic level by differences in their single-cell dynamics and whether 
differences in the cells’ temporal discharge patterns were reflected in their specific spatial 
tuning properties. To this end, we reanalyzed whole-cell recordings from mice moving on a 
linear track in virtual reality (Domnisoru et al., 2013) and extracellular recordings from mice 
navigating in two-dimensional environments (Latuske et al., 2015).
Grid cells differ in the voltage deflections following an action potential. 
We first focused on the intracellular linear-track data as these provide information about both, 
spike times and membrane-potential dynamics. 
The time courses of the membrane potentials recorded by Domnisoru et al. (2013) show 
striking cell-to-cell differences within the first ten milliseconds following an action potential 
(AP). Three types of behavior can be distinguished from the spike-triggered voltage traces:
(a) a monotone repolarization that is gradually slowing down (Fig. 1B, left panel)
(b) a fast hyperpolarization (fAHP) followed by a depolarizing afterpotential (DAP), as
shown in the middle panel,
(c) a short repolarizing phase that abruptly turns into a much slower voltage decay, which
may include a flat shoulder (right panel).
To quantify these distinct behaviors, we used parameters that capture the two salient features 
of cells exhibiting DAPs – the voltage minimum during the fAHP and the voltage peak during 
the DAP (see inset of Fig. 1C). The "fAHP-depth" VfAHP measures the voltage minimum 
relative to the membrane potential at AP onset. This minimum occurs at some time tfAHP after 
the AP peak. The "DAP-deflection" VDAP measures the difference between the membrane 
potential at the DAP peak and the fAHP minimum. The DAP peak is attained at some time 
tDAP after the AP peak (Fig. 2A)
To extend the VfAHP and VDAP measures to voltage traces of cells with no detectable DAP, 
two time intervals corresponding to tfAHP and tDAP need to be defined. For concreteness, we 
used the population means across all cells with a clearly visible DAP (n=7), resulting in  = 
1.8 ms and = 4.6 ms. We then determined the voltage differences corresponding to VfAHP and 
VDAP at these two time points, and named them V1 and V2, respectively. This means that 
cells with a shoulder or slow voltage decay (Fig. 1B, right panel) have zero or small V2 
irrespective of their V1 value whereas large negative V2 values indicate a strong decline in 
membrane potential until around five milliseconds after the action potential. To treat all 
neurons on equal footing, we used  and  for cells with a DAP, too. This implies that the V1 
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and V2 values shown for these cells in Fig. 1C underestimate the full fAHP and DAP 
amplitudes.
Within the parameter space spanned by V1 and V2  (Fig. 1C), neurons fall into two distinct 
groups – cells with a pronounced DAP (negative V1 and positive V2) and cells with no 
detectable DAP (negative V2), which typically have also no fAHP (positive V1). All 
neurons with a DAP are located in Layer II, and five out of these seven cells show large theta-
band oscillations in their membrane potential. They have been termed "large theta cells" by 
Domnisoru et al. (2013). One cell, whose type and anatomical location is not known, has an 
only slightly negative V2 (-0.1mv) but strong fAHP and is therefore included in the group of 
DAP neurons. Cells without a visible DAP (n=16) are located in Layers II and III and are also 
more diverse in their anatomy (four pyramidal, three stellate, nine unidentified cells). 
Grid cells differ in their spike-train characteristics.
To resolve the high diversity within the non-DAP cells and to understand the relation between 
this group and the DAP-cells, we analyzed the discharge patterns of all 24 grid cells. Aiming 
at an informative low-dimensional representation, we carried out a principal component 
analysis of their spike-time autocorrelations (Fig. 2A). We found that for a maximal time lag 
max of 50ms, the first two principal components, PC1 and PC2, explain 66% and 18% of the 
cell-to-cell variability, respectively, whereas the contribution from PC3 adds only another 4%. 
Together, PC1 and PC2 thus account for 84% of the variability. This value changes by less 
than 3% if max is varied between 30 ms and 100 ms (data not shown) and starts to decrease for 
shorter or longer maximal lag. These findings suggest that a two-dimensional PC 
representation of the grid-cell autocorrelations in the 0-50 ms range describes the essence of 
the cell-to-cell variability in a reliable manner. 
The mean autocorrelation is highly peaked at a lag of around 4 ms (Fig. 2B), and so are both 
principal components (Fig. 2C). This indicates that brief activity bursts in the 250 Hz range 
play an important role for both the mean grid-cell discharge patterns as well as their cell-to-
cell variability. 
Within this two-dimensional representation (Fig. 2A), neurons without a DAP have a negative 
or only small positive second principal component and strongly vary in their PC1. Cells with 
negative PC1 are sparsely bursting as the example in the left panel of Fig. 1A, marked with a 
blue arrow in Fig. 2A. Cells with positive PC1 are bursting as the cell in the right panel of Fig. 
1A (yellow arrow in Fig. 2A). Cells with a DAP have positive PC2, only a small PC1, and are 
also bursting, though with a much broader peak in their autocorrelation (see the example in 
middle panel in Fig. 1A, marked with a red arrow in Fig. 2A). 
This grouping based on intracellular information and visual inspection of the AC principal 
components might not properly distinguish between bursting and sparsely-bursting neurons 
with small PC1. To better discriminate between these two larger cell groups, we carried out a 
k-means clustering with k=2. This analysis suggested that 9 cells should be classified as 
sparsely bursting ("SB") neurons; based on their intracellular characteristics, the remaining 15 
bursting ("B") cells are either DAP cells (" BD ") or cells without detectable DAP (" BD— "). 
The same clusters emerge if the spike data from the first and second half of each experiment 
are treated separately, and provide further evidence for the robustness of our approach. 
All bursty neurons whose anatomical position was classified by Domnisoru et al. are located 
in Layer II, none in Layer III (two bursty cells were not assigned to a layer). Furthermore, 
bursty neurons are more likely to be stellate than pyramidal cells (6 versus 2 cells), in 
agreement with the larger abundance of stellate cells compared to pyramidal cells (Alonso 
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and Klink, 1993). From an anatomical point of view, there is no difference between bursty 
neurons with and without DAP: Within the BD group (n=8), there are three stellate cells, 
one pyramidal neuron and four non-identified cells. Within the BD— group (n=7), there are 
three stellate cells, one pyramidal neuron and three non-identified cells. In contrast, not a 
single sparsely-bursty cell was identified as a stellate cell (pyramidal and non-identified cells: 
3 and 6 out of n=9, respectively) and non-bursty neurons tend to reside in Layer III (three 
cells versus one cell in Layer II; 5 cells were not classified). Finally, in the ∆V1–∆V2 
representation, BD—neurons overlap with SB cells, but tend to have less negative ∆V2 values 
and the ∆V1 and ∆V2 values within the group of bursty neurons are correlated with a slope of 
-0.49 (standard error: 0.06). The three groupings are robust, as confirmed by bootstrapping 
and indicated by error bars in Fig. S1.
Post-AP dynamics explain the spike-train characteristics of bursty neurons. 
Based on the cell classification made possible by the DAP measurements (without which the 
substructure of the autocorrelation data from bursty neurons could not have been resolved)  
we are now in the position to compare the cells' intracellular and spike-train characteristics at 
the group level (Fig. 3). 
Pooling the membrane-potential traces within each of the three groups (Fig. 3A) confirms the 
impression gained from individual cells. Sparsely-bursting neurons show a smooth and 
monotone AP down-stroke (Fig. 3A, left panel), bursty cells with DAP exhibit a local voltage 
minimum followed by repolarization (Fig. 3A, middle panel), and bursty cells without DAP 
have a more pronounced kink separating the initial AP downstroke from the following 
repolarization (Fig. 3A, right panel), whose first phase is less steep than that of sparsely-
bursting neurons. 
To visualize these distinct features, the spike-triggered voltage traces were averaged for each 
neuron and then aligned to each cell's mean voltage at AP onset. Without such voltage 
alignment (see insets), differences in membrane potential at AP onset are apparent (SB: - 
59.42 +/- 1.22 mV, BD: - 57.12 +/- 3.09 mV, BD—: - 61.40 +/- 6.83 mV) (p(BD, BD—)= 
0.25; p(B, SB)=0.39; p(BD, SB)=0.15; p(BD—, SB)=0.96, Kruskal Wallis, no correction 
applied), as well as a somewhat larger variability of the afterpotentials within the two groups 
of bursty neurons. The voltage slope during the last 10ms before AP onset does not differ 
significantly between BD and BD— neurons (BD: 0.50 +/- 0.03 mV/ms; BD—: 0.48 +/- 0.08 
mV/ms; p=0.35, Kruskal Wallis) but does so when sparsely-bursting and bursty neurons are 
compared (B: 0.49 +/- 0.06 mV/ms; SB: 0.34 +/- 0.05 mV/ms; p=0.00015, Kruskal Wallis).  
Finally, visual inspections suggests that there are no membrane-potential oscillations in the 
> 150Hz regime that would be expected if the bursts resulted from electric resonances.
The averaged autocorrelations (Fig. 3B, left panel) and interspike intervals (Fig. 3C, left 
panel) of sparsely-bursting cells confirm that although these neurons rarely generate spike 
sequences with short ISIs – only 2% of all their ISIs are less than 8ms – if they do fire such 
bursts, however, the most probable ISI below 8ms is 4.30 +/- 0.81ms long (see the black 
arrows in Figs. 3A and B). For the majority of neurons, the intra-burst spike-count 
distributions are compatible with exponential decays and reveal that there is no preferred 
burst size or "unit of information", such as a spike doublet or triplet. In the spirit of defining 
hippocampal "complex spike bursts" (Ranck, 1973), a burst will be a sequence of two or more 
spikes with inter-spike intervals less than 8ms. The exact choice of cutoff threshold was not 
critical; qualitatively similar results were obtained using ISI thresholds up to 15ms (data not 
shown).
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Both types of bursty neurons exhibit prominent ISI- and autocorrelation peaks at short time 
scales (Fig. 3B, C, middle and right panels). Population averages within each group show that 
the most likely ISI of cells without a DAP is significantly shorter than that of cells with a 
DAP (4.12+/-0.12ms vs. 6.96+/-3.73ms, p=0.01, Kruskal Wallis); the same is true for the 
autocorrelation peaks (4.13+/-0.11ms vs. 9.46+/-4.41ms, p=0.001, Kruskal Wallis). These 
differences are readily explained by the different time courses of the post-spike voltage 
deflections: The rapid fAHP time course of BD cells strongly reduces the chance that a 
second AP is fired directly after the first AP, whereas in BD— cells the down-stroke of the 
first AP stops abruptly at depolarized levels, often above the AP threshold (see Fig. 2A), 
resulting in a rather short absolute refractory period (mean of 10 % shortest ISI in BD—cells: 
3.45ms versus 5.24ms in BD cells. Consistent with this picture, the DAP opens a wide 
"window of opportunity" for a second AP, resulting in broader ISI distributions (6.7 +/-3.27 
ms vs. 3.66 +/- 0.36 ms, p=0.01491, Kruskal Wallis) and autocorrelation functions (13.26
+/-7.34 ms vs. 10.38+/-11.47 ms, p=0.24716, Kruskal Wallis) for BD cells, compared to BD
— cells. Finally, a direct role of the post-AP dynamics in burst behavior is also suggested by 
the observation that for BD cells, the most likely ISI mirrors ∆tDAP, the time interval between 
an AP and the succeeding DAP peak (no difference of median values, p=0.61, median=5.13 
ms, median test). 
These considerations do, however, not explain why sparsely-bursting cells have much broader 
ISI distributions and autocorrelation functions although their post-AP membrane-potential 
dynamics is only slightly steeper than that of BD— cells (see Fig. 2C). This observation 
indicates that besides the intrinsic voltage dynamics, differences in cell-type (all identified SB 
cells are pyramidal neurons whereas only one of four BD— cells is pyramidal) and anatomical 
position (four of five classified SB cells are in LIII, all BD— cells are in LII) play an important 
role, too. In contrast, the cell-type composition and anatomical location of the BD— and BD 
groups are almost identical and cannot explain the observed differences in their spike trains.
Finally, the probability to see a certain number n of spikes per burst decays monotonically for 
all three cell groups, without any special role for spike doublets or triplets (Fig. 3D). More 
precisely, in 21 out of the 24 cells, the decay is consistent with an exponential distribution 
(linear fit in log. space; chi-square test for the correlation of the fit with the data; p>0.05).
Spike-train characteristics of bursty cells are conserved across experimental conditions.
So far, the analysis was based on a relatively small number of neurons recorded in head-fixed 
animals running in a virtual linear corridor (Domnisoru et al., 2013). To understand whether 
our conclusions generalize to other experimental conditions, we reanalyzed a complementary 
data set with 104 grid cells from mice that randomly foraged in a square environment 
(Latuske et al., 2015). Although these extracellular recordings do not offer direct access to the 
membrane-potential dynamics, they may still reveal signatures of the different post-AP 
dynamics. In particular, we expected that grid cells may not only show the bursty vs. non-
bursty dichotomy revealed by Latuske at al. (2015), but that there would also be qualitative 
differences within the bursty subpopulation. 
To facilitate the comparison between the two data sets we again focused on spike-time 
autocorrelations with a maximum lag of 50 ms and 1 ms-binning. To minimize any observer 
bias, k-means cluster analyses were performed on the 50-dimensional raw autocorrelations as 
well as in principal-component spaces with N=2-4 dimensions. To analyze the reliability of 
the k-means cluster algorithm for different k values, we calculated silhouette scores 
(Rousseuw et al., 1987). Irrespective of the dimensionality of the data, separations into three 
clusters led to the best performance and the clusters resulting for different N were almost 
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identical. The same was true when the cluster analysis was based on autocorrelations 
computed from the first or second half of spike events for each cell: 93.3% of the cells kept 
their cluster identity (Fig. S2). For concreteness, we present cluster results for N=3. For 
comparison with the data from Domnisoru et al., we again plot the first two principal 
components against each other (Fig. 4A). The mean autocorrelation (Fig. 4B) closely 
resembles that from the virtual-track data (see Fig. 2B); the same applies to the principal 
components (cf. Fig. 4C and Fig. 2C).    
There is also a high similarity between the corresponding group-averaged autocorrelations in 
both data sets (cf. Fig. 4D and Fig. 2B). This is remarkable as the cluster analysis of the open-
field data (Latuske et al., 2015) just reflects the overall structure of the grid-cell 
autocorrelations without any fine tuning or insight from intracellular measurements. There is 
one important difference between both data sets, however. The sparsely bursting neurons 
recorded by Latuske et al. (Fig. 4D, left panel) fire hardly any spike within the first few 
milliseconds (so that the authors named them "non-bursty" neurons) and their autocorrelation 
has a pronounced peak at around 15ms. The autocorrelation function of the sparsely bursting 
neurons recorded by Domnisoru et al. (Fig. 3A, left panel) exhibits a local peak at around 
4ms, and grows much more slowly, with a local maximum at 30-40ms. On the other hand, the 
average autocorrelations of the BD and BD— cells are almost identical under both 
experimental conditions. 
As shown in Fig. 5, the qualitative similarities and differences between the cell groups 
extends to other spike-train characteristics. Some measures, such as the fraction of inter-
spike-intervals below 8ms (Fig. 5B), the most likely ISI (Fig. 5D), or the width of the ISI 
histogram (Fig. 5E) could have been expected; others, such as the high similarity of mean 
firing rates across the three cell groups (Fig. 5A), could not have been predicted from the 
shape of the autocorrelation. 
Although some p-values differ strongly between the virtual-track and open-field data (see, 
e.g., those for the location of the ISI peak), on average, the p-values for comparisons between 
corresponding cell groups are rather similar. This indicates that the increase in statistical 
power of the larger open-field data set roughly balances errors caused by the unsupervised 
cluster algorithm whose class-assignments have not been pruned by, e.g., linear discriminants. 
In the virtual-track data, the autocorrelations of the BD— neurons (n=7) peaked at 4.1 ms with 
a cell-to-cell variability of 0.1 ms (SD). The autocorrelations of the corresponding cells from 
the open-field recordings (n=25) show a peak location at 3.5 ms and a slightly larger standard 
deviation (0.22 ms). These deviations may reflect differences between the two experimental 
settings, which might also cause the larger grid-field sizes in virtual reality compared to open-
field environments (c.f., Domnisoru et al., 2013, supp. Fig 9), or between the measured intra- 
and extracellular signals (Anastassiou et al., 2015). In addition, there might be age differences 
of the tested animals, strain differences between the two mouse lines or other influences. 
Spatial response properties are shared across all three cell groups.
In the next step of our analysis, we asked whether the pronounced differences in the temporal 
response characteristics of the three cell groups translate into differences in their spatial firing 
patterns. The study of Latuske et al. (2015) had shown that this was not the case when one 
compares bursty with sparsely-bursting grid cells. However, the two groups of bursty neurons 
might nevertheless differ in their spatial behavior. To obtain reliable field estimates, we used 
the open-field data for this analysis. We tested various measures, including grid score 
(Sargolini et al., 2006), spatial information (Skaggs et al., 1996), and head-direction score 
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(Sargolini et al., 2006), but could not detect any significant differences between BDand 
BD—cells (Fig. 5F-H). 
Slice experiments show that depolarizing afterpotentials of stellate cells can be modulated; if 
the holding potential is decreased, the amplitude VDAP of the following DAP increases, and it 
decreases whenever the holding potential is increased (Alessi et al., 2016). As shown by 
Domnisoru et al. (2013), a grid cell is depolarized when the animal is located in a firing field 
of that cell and hyperpolarized in the out-of-field regions. We therefore wondered whether a 
BD cell might preferentially generate DAP-mediated bursts when one of its grid field is 
entered, as the membrane-potential ramp might facilitate larger DAPs and thus make DAP-
mediated burst firing in these neurons more likely. 
To test this hypothesis, we took open-field data from Latuske et al. (2015) and investigated in 
detail whether spikes belonging to the bursts of a BD cell had an above-chance probability to 
occur at the edges of its firing fields and, more generally, whether those spikes differed in 
their spatial statistics from other spikes of the same neuron, in the spirit of a place-cell study 
by Harris et al. (2001). In particular, we analyzed the distribution of spike distances from the 
respective firing-field centers as well as topological features of the discharge patterns of BD 
cells, with special focus on interspike-intervals expected for DAP-triggered bursts. Despite 
extensive efforts, we could not find any significant differences between the spatial firing 
characteristics of BD versus BD— cells. As a complementary check, we used the data from 
Domnisoru et al. (2013) to search whether DAP deflections measured in the firing fields of 
BD cells were smaller than the DAP deflections of out-of-field spikes but did not find any 
obvious changes either.
These unexpected findings suggest that despite the striking differences in the spike-train 
patterns of bursty cells with and without DAP, these differences have no consequences for the 
cells' spatial tuning properties. Temporal variations in the membrane potential, in particular 
the large theta-oscillations observed in some bursty grid cells, are uncorrelated with the 
animal's trajectory and may easily mask less prominent spatial dependencies. 
Such decoupling of spatial and temporal tuning characteristics might endow the system with 
added plasticity and computational flexibility.
Bursty grid cells: One continuum or two clusters?
Since BD and BD— cells showed indistinguishable spatial tuning properties, we reconsidered 
their partition into two distinct groups based on their temporal firing characteristics. Could it 
be that the data are better described as a single group with continuously varying parameters? 
To answer this question, we went back to the data from Domnisoru et al. (2013) and analyzed 
how the cells’ salient spike-train characteristics depended on the two biophysical parameters 
V1 and V2 (Fig. 6). For the mean firing rate (Fig. 6A,B) no correlations with V1 and V2 
are apparent. As the firing rates do not vary significantly between all three cell groups 
(Fig. 5A), this might have been expected but there are also no significant trends within each 
cell group (V1: pBD+=0.88, pBD-=0.24; V2: pBD+=0.58, pBD-=0.90, as tested by shuffling the x, y 
values independently for all points and computing the Pearson correlation for each new 
sample. The p-value is the number of samples for which the correlation value was larger than 
in the original sample.). 
A different picture emerges when the fraction of short ISIs (below 8 ms) is considered 
(Fig. 6C,D). Visual inspection suggests a joint trend for BD and BD— cells; the larger V1, 
the more frequent are short ISIs (Fig. 6C), at the expense of larger ISIs (Fig. 6E). With p-
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values of 0.02 and 0.04, respectively, both trends are statistically significantly different from 
the null-hypothesis (no increase/decrease as a function of ∆V1). 
This is in agreement with our earlier functional interpretation of post-AP voltage deflections: 
For negative ∆V1 (i.e., BD cells), cells quickly hyperpolarize, making short ISIs rare. As 
∆V1takes more negative values or as ∆V2 grows, the likelihood of DAP-associated ISIs (in the range of 8-25 ms) therefore grows, as suggested by Fig. 6E and Fig. 6F (p-value: 0.012). 
On the other hand, as ∆V1 approaches zero, the fAHP influence decreases so that short ISIs 
become more and more likely, at the expense of longer ISIs (cf. Fig. 6C and 6E). Consistent 
with these trends, the location of the ISI peak tends to grow for increasingly negative ∆V1 
(Fig. 6G) and increasingly positive ∆V2 (Fig. 6H) if the entire population of bursty neurons is 
considered (∆V1: p=0.04, ∆V2: p=0.01). Within the BD— population, however, the ISI peak 
does hardly vary at all, as emphasized before. 
These results indicate that there is no clear-cut answer to the question whether the population 
of bursty neurons forms one joint though under-sampled cloud or contains two distinct sub-
populations. More importantly, however, is the observation that in either case, the spike-train 
characteristics do depend on the cells' individual DAP properties, which supports the view 
that DAPs do not only exist under in-vivo conditions but also play a functional rule.
Discussion
Tetrode recordings in freely moving rats (Mizuseki et al., 2009, Ebbesen et al., 2016) and 
mice (Latuske et al. (2015) have shown that principal neurons in superficial MEC layers 
come in two functional subclasses, cells that burst frequently and others that do not or only 
rarely burst. Our reanalysis of whole-cell data from mice running on linear virtual tracks 
(Domnisoru et al., 2013) suggests that the "sparsely bursting" (SB) grid cells are located in 
Layer-III and that they do not generate depolarizing afterpotentials (DAPs), in agreement with 
previous slice studies (Canto and Witter, 2012). 
Bursty neurons varied strongly in their burstiness (Fig. 5B) and the overall shape of their 
inter-spike interval (ISI) distributions and autocorrelations (Fig. 3A). This diversity can be 
understood in terms of the cell-specific shapes of spike afterpotentials: Neurons without a 
DAP ("BD— cells") had inter-spike interval (ISI) distributions that peaked sharply at around 
four milliseconds and varied only minimally across that group of cells whereas the ISIs of 
neurons with a DAP ("BD cells") were most frequent between 5 and 15 ms. 
At first sight, the void in the lower left quadrant of the ∆V1-∆V2 diagram (Fig. 2A) speaks 
against a continuum of bursty neurons and rather points to the existence of two separate 
subgroups. This impression might, however, be due to a sampling artefact; there are only 15 
bursty grid cells with intracellular recordings in the data set from Domnisoru et al. (2013). 
We therefore investigated the dependencies of various spike-train characteristics on ∆V1 and 
∆V2 (Fig. 6). The smooth behavior of some measures, such as the burstiness, i.e. the fraction 
of ISIs below 8ms, or the ISI-peak location, and the lack of any sharp transitions in the other 
measures, support the assumption of one single, though under-sampled group of neurons. 
Although based on small numbers, the equal stellate-to-pyramidal-cell ratio (3:1) of the BD
and BD— subgroups is pointing in the same direction.
Consistent with this alternative hypothesis of one single group of bursty neurons, the 
physiological properties of individual cells could either be fixed or undergo plastic changes 
that move the biophysical cell parameters between the BD and BD— regions. In the ∆V1-∆V2 
space (Fig. 1C), a transition from BD to BD— corresponds to an increase in ∆VfAHP 
3.5 Discussion 93
accompanied by a somewhat smaller decrease in VDAP. Such a parameter change can be 
achieved through modifications of the AP-threshold, fAHP-minimum and/or DAP-maximum, 
as illustrated by the arrows in Fig. 2A. Various ion channels have been implicated in DAP 
generation, from sodium and calcium channels (Alessi et a., 2016), to potassium (Eder et al. 
1991) and HCN channels (Dickson et al., 2000), which also play a key role for slower grid-
cell rhythms (Giocomo and Hasselmo, 2009). This channels could be regulated, e.g., by 
cholinergic stimulation, which has been shown to induce DAPs and after discharges in MEC-
Layer-II neurons (Magistretti et al., 2004). Such modulations would have a direct impact on 
the precise temporal characteristics of bursting grid cells.
Modulations of the biophysical parameters governing the afterpotentials might even occur at 
the time scale of single runs through the animal's environment. Indeed, circumstantial 
evidence suggests that BD cells do not generate a DAP after every AP, and that conversely, 
some action potentials of BD— cells are followed by a DAP. One might even postulate that a 
large fraction of bursty cells are capable of generating DAPs – slice experiments suggest 85% 
of Layer-II stellate cells and 73% of Layer-II pyramids have DAPs (Canto and Witter, 2012) 
– but that this mechanism is under external control so as to switch cells between BD and
BD— behavior.
Irrespective of this speculation, there remains the fact that the ISI distributions of BD— cells 
have ultra-sharp peaks, whose location varies only minimally within that group. Notably, the 
same short ISIs are elicited by the sparsely bursting neurons in Layer III (see also Mizuseki et 
al., 2009) and could be mediated by specific couplings between Layer-II BD— cells and 
Layer-III SB neurons. The precise function of burst sequences in the 250-300 Hz regime 
remains an open question. Similarly, it is not obvious how cells with highly distinct firing 
characteristics can be orchestrated to create one joint grid-cell network (but see Pastoll et al., 
2013), in which all principal neurons have roughly the same spatial tuning properties (Fig. 
5E). But with their high burst activity BD— neurons might be ideally suited to drive other 
neurons in the network during steady-state operation whereas the DAPs of BD cells might 
trigger synaptic plasticity, similar to their function in CA3 pyramidal neurons (Mishra et al., 
2016), and thus play a critical role for network reconfiguration when the animal learns about 
new environments (Krupic et al., 2018) or goals (Boccara et al., 2019; Giocomo et al., 2019). 
Switching on the DAP mechanism (without interfering with the preceding fAHP) would then 
increase the probability of additional APs (Alessi et al., 2016) as well as provide a trace for 
LTP (Mishra et al., 2016) at incoming synapses. Once these are strengthened and the DAP 
mechanism has been turned off again, the cell can fire precisely tuned bursts with short ISIs. 
These cell-intrinsic processes could be complemented by precisely wired and timed synaptic 
inputs (Varga et al., 2010; Couey et al., 2013; Pastoll et al., 2013; Buetfering et al., 2014; 
Fuchs et al., 2016; Schmidt et al., 2017; Winterer et al., 2017). Through short-term plasticity 
and integrative postsynaptic processes (Lisman, 1997; Izhikevich et al., 2003) such 
reorganization could result in a stronger influence on downstream neurons.
In contrast to what one might have expected, the strong dependence of DAPs on the neuron's 
recent history (Alonso and Klink, 1993; Canto and Witter, 2012; Alessi, 2016) does not seem 
to translate into a spatial burst code. For example, one might have hypothesized that the DAP 
of a Layer-II stellate cell should be particularly large when the animal is moving into one of 
the cell's firing fields, as this corresponds to raising the membrane potential away from its 
previous out-fo-field hyperpolarization. However, we could not find any signature for the 
ring-like burst-field structure expected in this scenario. In fact, we could not find any spatial 
dependencies despite vigorous search. This came as a surprise, given the role of burst firing 
for spatial coding in the hippocampus (Harris et al., 2001) or subiculum (Simonnet and 
Brecht, 2019). Similarly, spike doublets do not seem to play any special role for burst coding. 
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Together, these findings suggest that grid-cell bursts are either not utilized for spatial coding, 
apart from their contribution to theta-phase precession (Hafting et al., 2008, Reifenstein et al., 
2012), or that the spatial coding is masked by temporal fluctuations that are uncorrelated with 
spatial coordinates.
It is well known that after-spike potentials play a critical role in the control of AP firing 
patterns. For example, medium afterhyperpolarizations control theta-band clustering of action 
potentials in MEC stellate neurons (Fransen et al., 2004; Pastoll et al., 2013). Our study 
extends these and related findings to the 250-300 Hz range and provides a novel mechanistic 
explanation of grid-cell burst-firing in navigating rodents. 
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Figure 1. 
Spike afterpotentials of MEC cells from mice moving in virtual corridors.
A, typical examples of grid-cell burst behavior. Left panel: autocorrelation function of a 
sparsely bursting cell; middle panel: a bursting cell with broad autocorrelation flanks; right 
panel: a bursting cell with sharply peaked autocorrelation. 
B, grid cells differ in their spike afterpotentials. Left panel: a monotone repolarization that is 
gradually slowing down; middle panel: fast hyperpolarization (fAHP) followed by a 
depolarizing afterpotential (DAP); right panel: a short repolarization that abruptly turns into a 
much slower voltage decay, which may include an initially flat shoulder.
C, characterization of spike afterpotentials. Inset: Definition of parameters. Main panel: group 
data. 
Figure 2.
Spike-time autocorrelations of MEC cells from mice moving in virtual corridors.
A, principal component analysis of spike-time autocorrelations suggests a separation in two 
major groups, sparsely bursting (blue) and bursting, as supported by k-means clustering. 
Based on the intracellular measurements (see Fig.1), the group of bursting neurons can be 
subdivided in cells with DAP (" BD "), which are shown in red, and cells without detectable 
DAP (" BD— "), shown in yellow. The arrows mark the example neurons shown in Fig.1.
B, mean autocorrelation.
C, the first two principal components of the spike-time autocorrelations. The pronounced 
peaks in B and C demonstrate that inter-spike intervals of around 4ms are indicative of both 
the mean grid-cell discharge patterns and their cell-to-cell variability. 
Figure 3.
Group-level analysis of MEC cells from mice moving in virtual corridors.
A, average spike-triggered membrane potential for isolated action potentials (no further AP 
within 25ms before and after the AP). The main plot shows data that were aligned to AP onset 
before the group average was taken, the inset illustrates the absolute membrane potential 
values.
B, averaged autocorrelation functions. 
C, averaged inter-spike intervals distributions. Arrows in B and C highlight bursts of sparsely 
bursting cells, inset in C with logarithmic time scale emphasizes theta-band activity.
D, averaged intra-burst spike count distributions.
Figure 4.
Spike-time autocorrelations of MEC cells from mice moving in open arenas.
A, k-means cluster analysis (k=3) of spike-time autocorrelations.
B, mean autocorrelation across the entire dataset.
C, the first two principal components of the spike-time autocorrelations. The sharp peaks in B 
and C again demonstrate the prevalence of short inter-spike intervals (here around 3.3ms) in 
the mean grid-cell discharge patterns as well as their cell-to-cell variability.
D, autocorrelations averaged across all neurons from one cell group reveal a striking 
similarity between cells recorded on virtual tracks and in open fields. Strongest deviations are 
shown by non-bursting / sparsely bursting cells in the Latuske et al. vs. Domnisoru et al. data.
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Figure 5.
Comparison of spike-train characteristics and spatial coding across data sets.
A, mean firing rates.
B, fraction of ISIs below 8ms ("burstiness").
C, shortest ISIs (first decile)
D, ISI peak, i.e., most likely inter-spike interval.
E, width of the ISI distribution.
F, grid score.
G, spatial information.
H, head direction score.
Despite strong differences in temporal spike-train differences (A-E), the spatial coding 
properties (F-H) of grid cells are largely conserved across all three cell groups.
Figure 6.
Cluster structure of bursty grid cells
Dependence of key spike-train parameters on fast hyperpolarization (VfAHP) and 
depolarization (VDAP).
A and B, mean firing rates. 
C and D, fraction of ISIs below 8ms ("burstiness"). Across the entire population of bursty 
neurons, the larger VfAHP, the more frequent are short ISIs
E and F, fraction of ISIs between 8 and 25ms.
G and H, location of ISI peak.
While the firing rates do not exhibit a trend, neither within the two cell groups nor across the 
groups, the other quantities depicted show trends that are statistically different from the null-
hypothesis (no increase/decrease as a function of VfAHP or VDAP) that are consistent with the 
proposed functional role of post-AP voltage deflections. In addition, the data suggest that the  
population of bursty neurons either forms one joint though under-sampled cloud or contains 
two distinct sub-populations. In both cases, however, the cells’ spike-train characteristics do 
depend on their DAP properties.
Figure S1.
Stability of afterpotential parameters.
To quantify the reliability of the parameters characterizing the spike afterpotentials, we 
carried out a bootstrapping analysis. The error bars indicate s.e.m. as obtained from 1000 
samples. The three arrows show how a cell's position in the V1-V2 space changes under 
variations of the parameter indicated. Such variations could arise due to measurement errors 
or modulations of cell parameters.
Figure S2.
Robustness of cluster analysis.
To test the robustness of the PCA-based class assignment of the data from Latuske et al. 
(2015), we separately considered the first and second half of all spikes for each neuron. We 
then computed the autocorrelations within these two sets and projected the results into the PC 
space of the full data. K-means clustering (k=3), carried out in the same way as had been done 
for the full data set, results in some neurons switching group identity. Only 6.7% of cells 
switch identity, when 1st and 2nd halves are compared, underscoring the robustness of the 
cluster analysis.
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Figure 1. Spike afterpotentials of MEC cells from mice moving in virtual corridor.
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Figure 3. Group-level analysis of MEC cells from mice moving in virtual corridors.
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Figure 4. Spike-time autocorrelations of MEC cells from mice moving in open arenas.
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Chapter 4
Discussion
In my dissertation I studied the variability of neuronal representations of space. In par-
ticular, I investigated spatially modulated cells in the temporal lobe with a focus on the
grid cell population in the medial entorhinal cortex (MEC) of rodents. These cells are
characterized by being highly active only when the animal crosses certain regions in space.
These regions, called firing fields, are arranged in a hexagonal grid. I wanted to understand
how reliable grid cells signal the location of the animal and whether variability in their
activity is just noise or can be attributed to their response to unknown factors. While this
question simply reads, its answer is not trivial.
In Chapter 2 of this thesis we showed that under assumption of stable spatial tuning
curves grid and place cells exhibit excess variability in their spiking on crossings of firing
fields in the open field. This phenomenon, called overdispersion, is well known for place
cells in the CA1 of hippocampus [111]. By reanalyzing data from the Moser lab we extended
these findings to other neurons involved in spatial-navigation tasks: For place cells in the
CA3 we measure even higher variability, presumably due to differential functional roles of
CA1 and CA3 place cells [116, 117, 118], whereas simultaneously recorded MEC grid cells
vary comparably to CA1 cells in their spiking.
A detailed analysis of spike count distributions of grid cells reveals that such cells
frequently have a mode at zero, even when the overall firing rate is high. In other words
unexpectedly long inter spike intervals (ISIs) are present within firing fields. This motivated
us to investigate how much of the variability is captured by introducing a zero inflation
(ZI) to the otherwise Poisson spiking process. Initially no assumptions on the temporal
structure of this inflation were made. Such relatively simple model turns out to be superior
to the Poisson model in fits to the data and is able to capture large amounts of the excess
variability. This finding was extended to the negative binomial spiking model and its
zero-inflated variant but is not reported in this thesis.
The conclusion is the same: the specific mode at zero spiking is the main contribution
to trial-to-trial variability of grid cells, but not exclusive to grid cells and found in irregular
spatially modulated cells in the MEC as well. The zero-inflated model variants as used in
the manuscript assisted the quantification of excess zeros but the inflation was not linked
to external factors and modelled as a stochastic component. In other words, moments
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of neural quiescence could not be predicted (see next section for some details). However,
we found that the chance of extra zeros in a grid cell’s spike counts was correlated across
experimental conditions even for non-conjunctive cells. The large variability in the occur-
rence of ZI across the cell population and the consistency across settings is compatible with
several hypothesis, i.a., that the ZI might be a cell-specific feature or result from a long
lasting state at the network level. Drifting firing fields as reported earlier in very different
experimental circumstances [119] could, in principle, lead to the observed variability as
well. We therefore looked at linear track recordings [5, 26] where the animal’s trajectories
are more constrained and enable more direct tracking of firing field locations over trials.
In fact, we found drifts in the firing field locations. The drifts were largely correlated
across simultaneously recorded grid cells. Such non-stationarities induce noise correlations
when comparing the data to stationary statistical models. Corrected for the drifts, the
spiking is less variable in space and provides more information about the location. We
concluded that the internally represented location, which is encoded in the grid-cell net-
work, is drifting in these recordings. Translational shifts of grid-cell firing fields due to
contextual changes have been reported by Marozzi et al. [120]. This provides an interest-
ing perspective on our findings: the relevance of certain aspects of a context to the mouse
might fluctuate on small timescale. Thereby, small translational shifts could be induced
even within the same environment. Such motion of the firing fields is difficult to follow
in the open field due to low sampling. However, the fact that the drifts of grid-cell firing
fields are correlated across neurons offers the possibility to track field shifts by Bayesian
decoding. For this purpose it is important to limit the training data to snapshots of the
recording where a stationary tuning can be assumed with high certainty (e.g. in situations
with low zero inflation). On this basis, drifting fields could be tracked in other moments.
One example would be to use grid cell population activity in recordings during light
to decode the positions that are represented by the population when the light was turned
off. The deviation of the decoded position from the true position as well as jumps in the
decoded position can help to understand the drifting. However, detecting field jitter of a
few cm requires high precision and therefore many co-recorded grid cells.
As mentioned in the discussion in Chapter 2, in recent years, there has been an in-
teresting turn in the consideration of neural networks, partly also due to the increasing
computing power: a topological reconstruction of the underlying geometry embedded in
the neural firing does not require knowledge about the signal, i.e. the location of the
animal, because it is solely based on similarity metrics applied to the population vector
of neurons [121, 122, 123, 124, 125, 126, 127]. If a low dimensional cognitive map in the
sense of Tolman [14] is embedded in the activity of neurons in the hippocampus and the
entorhinal cortex then dimensionality-reduction techniques and manifold learning might
recover that map [128, 129]. Trial-to-trial variability of grid cells that is highly correlated
across the population in the way we observed has no effect on a low dimensional manifold
in the neural code that is related to space but might expand along extra dimensions inde-
pendent of location. There is a chance that such dimensions capturing the variability can
be correlated to other relevant, yet unobserved, aspects.
During my doctoral work I also analyzed the other side of the ISI spectrum: My interest
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was not limited to the origin of the surprisingly long ISIs at about 400ms, but I also studied
very small ISIs below 50ms and their effects on neuronal variability. On that scale bursting
takes place in the MEC [87]. Burst firing not only induces temporal correlations in the
spike trains and thereby affects the coefficient of variation (CV), but also contributes to
trial-to-trial variability on small time scales: If a cell on some trials triggers bursts within
some spatial bins and not on others as the mouse crosses a firing field, typically a large
variability was measured. Bursts of many grid cells are usually followed by periods of
quiescence which can be seen by a peak at around 100ms in the ISI return maps (even
when pooled across neurons, see Fig. E.1 for an example).
Therefore, in Chapter 3 we focused on relatively large timescales (≈ 400ms) but we
also tested even larger scales. On that scales we could not find differences in the ZI across
grid cells with different spiking characteristics on small temporal scales (bursty versus non-
bursty, as suggested by Latuske et al. [87]). However, the cell classification into bursty
and non-bursty might dismiss important aspects of the variability in the grid cells’ burst
characteristics (see Chapter 3 for a detailed discussion of this aspect).
In fact, further grid-cell simulations indicate that pauses on such time scales are unlikely
even in scenarios where all spikes contribute to burst events (data not shown). That is,
because there is limited space (i.e. the firing fields) for the bursts to occur while maintaining
the overall firing rate map. Moreover, the correlated shifts of firing fields across cells on
different trials suggest that such bursts needed to be correlated as well. Correlated bursting
could be orchestrated by theta-gamma coupling [130]. Based on our findings, I suggest that
high firing rate periods and long spiking pauses are reflecting in-field and out-of-field states
[26] of single cells that are orchestrated via fix couplings within the circuit.
It is not clear whether in-vivo bursts in the MEC reflect a special spiking regime.
In particular, it is unknown whether there are differences in the high firing-rate regime as
compared to expectations based on renewal processes given the grid cells’ ISI distributions.
However, an analysis in the Appendix (Fig. E.1C) shows that spikes with small ISIs come
in packages and are stronger clustered in time than expected from the renewal hypothesis.
Lately, bursts were shown to define sharper firing fields and carry more spatial informa-
tion than other spike events in a subset of principal cells in the subiculum [131]. However,
it is unknown whether bursts play a special functional role in the MEC. We hypothesized
that the firing of bursts might highlight special events: Previous reports focused on bursts
of Layer 2 stellate cells in vitro [93, 94]. They found increased bursting rates following hy-
perpolarization periods. That suggests an over-abundance of short ISIs in vivo whenever
the animal is entering a firing field as in such a moment the membrane voltage of grid cells
is ramping up [26].
To test this hypothesis, among other related ideas, we treated each burst event as a
single “spike-like” event and computed burst-rate maps, grid-scores and spatial informa-
tion. Similarly, we estimated the Poisson-likelihoods of any individual ISI in a spatially
resolved manner based on the firing rate maps. Short ISIs with a low likelihood were ex-
pected to appear at firing-field edges. However, while we were not able to clearly proof or
falsify that hypothesis despite extensive effort, the findings presented in Chapter 2 offer
a possible explanation for our result: The trial-to-trial shifts we observed - not only in
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the firing rates, but specifically in the locations of firing - induce errors in the analysis
of spatial events. While we expected a ring structure to emerge around the field center
when restricting analyses to bursts instead of single spikes (considering stationary firing
fields), a jitter of the field position on a moment-to-moment base smears such a ring. As a
consequence, dependent on the distribution of the jitter, the ring can be transformed into
a plateau or a large Gaussian bump and other shapes.Another possible functional role of
bursting in grid cells that was not tested might be synchronization of brain rhythms [80].
Grid-cell spikes [132] as well as gamma oscillations [133] tend to emerge at specific theta
phases, but the interaction of cell firing and theta oscillation in the LFP is not completely
clear yet [130]. However, computational models suggest that such cross-frequency couplings
enable information transfer across brain regions [134]. Experiments indicate that theta-
gamma cross-frequency couplings in the entorhinal-hippocampal circuit play a critical role
in memory formation [135] and are impaired in an Alzheimer’s disease mouse model [136].
Similarly, little is known about the cellular mechanisms of the burst generation in MEC:
Are bursts only the consequence of abrupt reduction of inhibition [93] and is the leading
spike of a burst elicited by rebound spiking [137]? Are grid cells specifically predisposed
to fast and rhythmic spiking due to gamma modulations [130, 136, 138] or is the repetitive
spiking triggered and maintained after onset internally? In Chapter 3 we studied how
bursting in grid cells and spike afterpotentials (DAP) are related. The DAPs in the MEC
have only been observed in-vitro [93, 94]. To this end, we analyzed the in-vivo whole-cell
recordings of Domnisoru et al. [26] and showed that grid cells show DAPS in-vivo as well,
but not as frequent as compared to in-vitro slice recordings. Furthermore, we were able
to identify bursty and non-bursty cell clusters in the whole-cell recordings. Despite small
differences in the detailed temporal correlation structure the clusters could be validated
by a larger dataset of in-vivo tetrode recordings from Latuske et al. [87]. As discussed in
the manuscript it remained unclear whether such clusters reflect diversity in principal cell
types in the MEC or rather indicate that physiological properties of neurons are modulated
dynamically. Furthermore, it could be speculated, that the DAP as well as busting are the
results of dentritic backpropagation [139, 140, 141] or reflecting interactions on a network
level: bursting might be a resonance phenomena between interneurons and principal cells
that are known to build tightly connected microcircuits [142, 143, 144].
DAPs could be an artefact of such dynamics in situation in which feedback inhibition
kicked in right after a spike and excitation was not sufficient to reach the AP threshold.
However, the variability of the mode in the ISI distribution of bursty grid cells without DAP
was found to be surprisingly small. Therefore, it seems unlikely that such precision can
be acquired without tuning of cell-internal properties. Nevertheless, the question remains
open, whether variability in function and physiology reflects different classes or situations.
4.1 Complementary work 113
4.1 Complementary work
The study in Chapter 3 was complemented by extensive in-vitro patch-clamp recordings
of neurons in the MEC of rats and gerbils by Dr. Franziska Ku¨mpfbeck (her dissertation
will be made available at https://edoc.ub.uni-muenchen.de/). That data was analyzed
using the mecPhysio Toolbox described in the appendix E.2. Our results supplemented
the results of Alessi et al. [94] and above all questioned the identification of cell types via
frequently used immunohistological-staining approaches in the MEC. Overall, it became
clear to us that the neurons in the entorhinal cortex can hardly be classified into well
defined groups.
Together with Yulia Kostina, we fitted generalized linear models with history and stim-
ulus filter to the grid cells from the Domnisoru dataset. This approach is described in
Pillow et al. [145] and was suggested for cell classification based on some simulations
but it has never been applied to real recordings. As a proxy for the input current, the
membrane potential (spikes removed) of the neurons was fed into to the GLM. We then
performed a clustering on the resulting parameters. The clusters were largely identical to
the one described in Chapter 3.
The firing field jitter we reported in Chapter 2 lead to spiking pauses that were unex-
pected with respect to classically used firing rate maps. This essential finding was backed
up by many parallel analysis using general HMM models, constrained versions therof (con-
tinuous ZI models, see appendix), zero inflated generalized linear models (ZIGLM) and
comparing to alternative observation models, which can increase the probability for zero
counts as well (like the generalized Poisson model [146, 147]) and are not described in the
manuscript. Moreover, in the CA1 and CA3 recordings from Fyhn et al. [77, 148] we found
indications for zero inflation as well. However, the number of cells and field crossings was
very limited.
I would like to point out that zero-inflation is a very robust phenomenon beyond to what
is worked out in Chapter 2: In extensive surrogate modelling I found that none of a large
bank of modifications to inhomogeneous-Poisson spiking models of grid cell activity could
explain the correlation lengths found in grid cell autocorrelations on scales of hundreds of
milliseconds. Such modifications included bursting states, theta and gamma modulations,
conjunctive tuning and various manipulations of the field shapes while preserving the
overall firing rate of the real neuron during the experiment. The only way I was able to
reproduce such temporal correlation structure was by introducing long lasting down states.
These could be quantified using the zero-inflated models and were found in all grid cell
data at hand to us, whether recorded from rat or mice and independent of the shape of
the arena and the laboratory.
By carefully reanalyzing a dataset of Stensola et al. [36] in a earlier study we found
evidence for stronger correlations across co-recorded neurons in the unexpected down-states
than in unexpected up-states (corresponding to bursting periods) [149]. We wondered
whether these states are associated to features of the local field potential (LFP), specifically
amplitude, power and frequency of delta (≈ 1Hz), theta (7− 12Hz) and gamma (> 50Hz)
oscillations. We could not identify obvious relations but some data indicated negative
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correlations of gamma power and off-states. Such correlations would not be in contradiction
with shifted firing fields. Further analyses are needed to test this observation in detail.
Initially it is was not clear whether the factors leading to zero inflation are fix properties
of single cell, dynamic in time or network phenomena. Therefore we performed extensive
cross-validated analysis of zero inflated linear-nonlinear Poisson models for MEC neurons.
Such models are a variant of the more general ZIGLM. This enabled us to investigate
whether neurons tend to exhibit quiescence in some moments and not in others. These
models included the factors position, head direction, speed, time since start of the trial
and all combinations of them testing their influences in both regimes, the Poisson regime
as well as the zero inflation regime. With that, we were able to test whether zero inflation
changes across the duration of a session.
We found that for nearly all cells that we studied (Escobar et al. data [150] and Stensola
et al. data [36]) a single tuning dimension for the Poisson in combination with a constant
zero inflation or a spatially modulated zero inflation was preferred. Typically, none of the
covariates considered, except the position, was able to predict the sequence of the neuronal-
silence phases better than chance. This is in alignment with the observations of field jitter
on the linear track as field displacements can either induce rather uniform distribution of
excess zero counts along the track (for large jitter) or spatially confined to the edges of
firing fields (small jitter).
The resulting zero-inflation parameters for the Escobar et al. data were correlated
across light contexts and environments (linear track and open field) and with the ones
reported in Chapter 2 where spikes were collected in time bins of varying length and fix
expectations.
Furthermore, in alignment with the jitter idea, the pauses tended to be more syn-
chronous than strong bursting events [149]. This was also true after controlling for the
animal’s running speed. It remains open how much of the zero inflation can be attributed
to jitter and what fraction could be explained by additional state modulation. After
trial alignment in 1D, however, zero-inflation often remained significant and therefore such
state modulations cannot be excluded. Other sources of variability might contribute to the
overdispersion as well.
In case of a conjunctive grid cell that fires only reliably in the grid-like fashion whenever
the animal is heading towards a certain direction it is clear that sometimes this neuron will
not be active within a grid field. Such inactivity will be reflected in a high number of zero
counts. I would like to emphasize that in neuroscientific experiments often not all signal
dimensions are known and can be controlled and therefore are latent. If, for example, the
researchers who discovered the grid cells [16, 17] had only analyzed the tuning conditioned
to one spatial dimension instead of two they would occasionally still have found striking
periodicity or significant spatial modulation. However, the spike count distributions would
have shown even higher excess variability and excess zeros as compared to the case of
not being ignorant to the second spatial dimension. In line with that also the coding of
the third spatial dimension could explain some of the observed noise. Indeed, for place
cell firing it was already shown that they can get inactive when the animal is elevating
its head [151]. Similar could be true for grid cell firing. Another example illustrates the
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significance of the principle that is sketched here as well: Excess zeros do show up even if
a grid cell was simulated 2D/3D with a deterministic spiking process and then analysed
in 1D/2D. However, restricting the analysis solely to internal covariates (as the activity of
other neurons) and ignoring external signals might remove the zero inflation. In fact, the
robust correlation structure in the MEC suggests a grid cell’s activity to be reliable with
respect to its functional embedding in the network. Being ignorant about the external
world a grid cell is mostly doing what it is expected to do. Similarly, the in-vitro patch-
clamp slice recordings in the MEC of rats and gerbils performed by Franziska Ku¨mpfbeck
suggested highly stereotypical spiking patterns for repeated current injections of the same
kind. In summary, we find that that most of the variability in grid-cell spiking is due to
network phenomena and is not generated within single neurons.
As an extension to the work presented in chapter 2 we provide a novel and flexible sta-
tistical approach to model the effects of field shifts onto spike count distributions towards
the end of the Appendix: the Beta-Poisson mixture (BP) model. Fitting the corresponding
distribution to count data allows to roughly estimate the jitter distribution of firing fields
as well as the shape of the fields without any direct euclidean measures. It is flexible in
capturing ZI as well as unimodal excess variability. We found that this model was superior
to Poisson, negative binomial and their zero-inflated variants to explain variations in the
spike-count distributions of grid cells. These results will be made available to the public
in a separate manuscript.
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4.2 Time scales and spatial scales of analysis - the
impact of binning
We like to mention that generally zero inflation could be detected in all grid-cell recordings
at hand to us, whether recorded from rat or mice and independent of the shape of the
arena and the laboratory. Quantitatively, the zero-inflation parameter α depends on the
time scales on which spikes are pooled but is correlated across parameter ranges and cells.
Generally, zero inflation seems to be a very robust phenomenon as discussed before.
Whenever a spike-count or firing-rate have been collected in spatial or temporal bins, the
typical sign of zero inflated count distributions emerges: a bimodal distribution with one
peak at zero. This general motif becomes especially prominent, whenever we look at bins,
in which high firing rate are expected and multiple samples can be collected.
Similarly, and not mentioned in the manuscript as well, the results on the variability σ2z
(variance of the standardized firing rates) were qualitatively robust across a wide range of
parameters and different firing rate models (in particular smoothed variants like Gaussian
kernel smoothing and Gaussian process rate estimation [112]). However, quantitatively we
observed a a strong effect of the selected values of the hyperparameters. Surprisingly, this
was even true for inhomogeneous-Poisson models when smaller resolutions were used to
simulate the data as compared to when analyzing the data.
Furthermore, for carefully simulated independent Poisson spike trains of grid cells we
found positive noise correlations that depend on the grid phase offset. This was the case,
whenever the temporal or spatial scale ∆x of analysis was larger than the resolution δx
with which the data was generated. That is due to a doubly stochastic component that is
induced by such discrepancy: A bin centered at value xi summarizes an extended range
of possible values on some axis x, for example from xi −∆x to xi +∆x. When analyzing
data using such bins, the information about the exact positions of sample points in that
bin is omitted and a constant value fi is associated in that area. Potential gradients and
skewed distributions of possible values within the bin are ignored. However, whenever the
underlying function f(x) producing the data of interest acts on smaller scales than the bin
width that we chose, each sample is truly associated with its precise value on x and not xi.
The dramatic effect that this difference can have is illustrated in an example in the
Appendix (Fig. E.3): Simulating independent Poisson processes with a spatial resolution
of 1cm and analysing such data with a binning of 10cm leads to spurious noise correlations
that are dependent on the phase offset between grid cells.
Notably, any smoothing of the firing rate map generalizes the estimate whereas using
a firing rate histogram is the most naive approach and is prone to overfitting for small
binning - as every spatial bin is associated with one parameter. For a bin-width close to
zero the actual spiking is perfectly recovered by the rate model resulting in a deterministic
model without uncertainty. Therefore using a rate histogram without smoothing and a
reasonable small binning is conservative when estimating variability. In contrast using too
large bin-width in comparison to the internal resolution of a spike-generating tuning curve
can also increase the measured variability as sketched before. Spike distance metrics and
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quantification of noise correlations based on spike jittering are mostly model free and offer
a valuable alternative.
Hence, we emphasize that bin width has a strong effect on the outcomes in spike-train
analysis and can lead to wrong conclusions. This effect is also true for 1D analysis where a
temporal phase offset across trials or neurons is present. Whereas for comparative studies
using the same bin-size for any data (as in our analysis shown in Fig. 2.9a) this issue is
less of importance, it is crucial to carefully control for its effects when quantifying and
interpreting overdispersion or noise correlations.
In fact, this problem is widely ignored in the literature. Many authors use surrogate
models to test data against some nullhypothesis in the following way: Data is discretized
and a tuning curve is estimated. This is potentially smoothed and normalized to match the
average firing rate of the data. From this and based on the trajectory in stimulus space, an
expected number of spikes in some time window is computed and used as the expectation
values for an inhomogeneous Poisson process. Finally spikes are drawn from the model.
By comparing variability and noise correlations to the data conclusions are drawn. In this
way, data and simulations are generated on different scales, but compared on the same
scale. As already mentioned, however, this approach is ill-suited.
4.3 Outlook
To understand an organisms idea of space, and how it navigates within this idea physically
and mentally, it is key to understand how such a complex concept is represented in the
dynamics of the networks that are assumed to process spatial information. The term
cognitive map was established in literature for this idea [14]. Wikipedia defines: “A map
is a symbolic depiction emphasizing relationships between elements of some space, such
as objects, regions, or themes” 1. Not only can relational information be read out from a
map, but it is also essential for constructing a map. It took centuries for cartographers to
create reliable world maps, mostly because of the absence of reliable distance and angular
estimates between remote locations [152]. When thinking about maps in the context of
spatial navigation, I typically think of an aerial view - a classic two-dimensional map on
paper like an atlas or maps displayed on GPS systems. On the axes of such maps are
the latitude and longitude. However, the actual role of maps is to depict relationships
between two reference points. Coordinates cannot be absolute, but must be understood as
relations to certain reference points on or outside the map. In the game “Topfschlagen”,
mentioned in the introduction of this work, knowledge of absolute spatial location of the
“self” of the kid would be irrelevant without the absolute coordinates of all obstacles in the
room. And relationships would need to be calculated in order to make such information
useful. In essence, the important but missing piece of information for the blindfolded
kid is the distance and orientation relative to the pot with the sweets. In contrast, the
availability of this information to the observers, provides the entertainment. This small
1Wikipedia contributors. (2020, April 10). Map. In Wikipedia, The Free Encyclopedia. Retrieved
11:15, July 17, 2019, from https://en.wikipedia.org/w/index.php?title=Map&oldid=906749629
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example motivates us to ask why brains should bother with absolute coordinates at all.
I argue that just as relative quantities like free energy and entropy changes are key to
thermodynamics and biophysics, relative spatial information is key to navigation. And
just as there is no such thing as absolute entropy, there is no absolute location.
In the context of neural representations of space, relational information about places is
reflected in the degree of co-activity of cells that are tuned to specific locations in space.
When two cells tend to fire at the same spot, their activity will be correlated. However, cells
that tend to signal very different areas of the environment will usually not fire together, as
the animal is only in one location at a time. Indeed in this scenario, the brain seems to have
a very similar problem to early cartographers: There is a lack of relational information. In
the first computational steps of spatial information processing of an organism, there is no
information present between remote locations that have never been sensed simultaneously.
How would one overcome this gap in information processing and how is this related to the
unstable grid representations that we observed?
While trying to understand how an animal’s trajectory is reflected in the activity of a
population of spatially modulated neurons, I made an important observation: The correla-
tion structure between them is maintained across different situations - both in simulations
as well as in experiments. In the linear track experiments described in Chapter 2 for ex-
ample the firing fields of the grid cells drifted in accordance and the degree of co-activity
between two grid cells did not vary. This is in accordance with preserved correlation
structures in sleep versus awake conditions [153] and light versus dark conditions [154]. A
stationary correlation structure combined with a highly variable tuning has some interest-
ing implications and supports the previous statements: Since the relationships encoded in
co-activities seem to be so robust, they could consequently also be the essential information
building blocks for the construction of a cognitive map. What are these information that
such “a co-activity matrix” of neuronal activity contains? Besides it just reflecting the
frequency of simultaneous firing of pairs of neurons it also contains a even more valuable
feature: That is information about the topology of the neural network [121]. However, if
we limit the analysis to pairs of neurons with spatially modulated activity, the resulting
matrix contains information on the neighbourhood relationships of the firing fields of these
cells in space. Unfortunately, it only contains indirect information about the relative posi-
tion of distant firing fields. That is, because a pair of neurons with very distant firing fields
has as low co-activity as a pair with less distant but still not overlapping fields. Essentially,
the matrix will therefore consist of many zeros, i.e. entries representing pairs of neurons
whose fields do not overlap. In such cases we speak of a sparse matrix.
To achieve a two-dimensional map containing all the relevant distance information from
a co-activity matrix can be seen as a dimensionality-reduction problem. However, a di-
mensional reduction based on incomplete distance information is not trivial. In order to
decode the trajectory of a rat in space from this matrix, a few tricks are needed. Science
has found some solutions here, e.g. concatenating local graphs [155] or semi-definite pro-
gramming [156]. In general, such methods can also be summarized under the term matrix
completion. These methods find many applications, for example, in coordinating swarms
of drones with only short range sensors, generally in the area of sensory network localiza-
120 4. Discussion
tion, and in recommendation systems of well-known streaming services or web shops. In
order to optimize these relatively complex procedures, the company Netflix even organized
a contest with a reward of US$1,000,000. Thus, a variant of this problem became popular
as the “Netflix problem”. There is also a reason why so much money was paid out to the
winners: It is a so-called NP-hard problem.
An efficient way to construct a full distance matrix from a sparse correlation matrix,
mainly containing information about close neighborhoods would be desirable. In our case,
the study of the coding of motion in two or three dimensions of space, this distance matrix is
a Euclidean distance matrix (EDM). A series of points in a Euclidean space is completely
described by the EDM up to affine transformations (except shearing) [157]. Through
the associated constraints due to the triangle inequality, the problem also becomes more
tractable.
The evolution of mammalian brains had plenty of time to find a solution to such a
challenge; this will have also happened because the efficient planning of paths to distant
destinations requires a vague idea of the global arrangement of points in space and that
corresponds to a distance matrix. Somewhere in the brain there must therefore be systems
that not only signal current places in themselves, but also put remembered places in rela-
tion to each other. Relationships and references are the decisive information for survival;
not absolute coordinates of the “self”, other living beings or things in space. Absolute
coordinates do not even exist without the definition of an artificial spatially fixed reference
system.
Let’s assume, then, that a strategy of matrix completion has been successfully man-
ifested and optimized in the brains of rodents over millions of years: Will “non-negative
matrix factorization” methods (a common method of semi-definite programming based
on exact linear algebraic methods to approximate an optimal solution) ultimately be the
answer? Probably not. This is because the brain must also work efficiently in moments
when the information is noisy, distorted or when circumstances and information change
dynamically. It would also save resources to be able to use the same system for abstract
distances such as numbers on a ray of numbers, times and other things. So we are talking
about a system that, as is often the case in biology, functions flexibly in a robust manner
and is based on first principles.
Remember, here the leading question is: How can the brain easily estimate distant
distances based on local dependencies? That would be nice to know, because then we
could use the same procedure to geometrically display the cognitive map in the animal’s
head on our screens. In fact, the previously mentioned methods of algebraic-topological
data analysis come quite close [122, 123, 124, 125, 126, 127, 121]. However, these studies
focus primarily on new approaches for the investigation of neural networks. How the brain
itself might perform that is ignored. Similarly, the role of grid cells, which may be involved
in the biological implementation of such a method, is rarely discussed in this context.
The role of grid cells: A hypothesis I would like to suggest another, very pragmatic
method, that astonishingly is not mentioned anywhere in the literature and is based on a
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very simple principle. We start with a number N of points randomly scattered into a fixed
geometry. Each point (place field) is associated with a place cell. The typical distance
∆(K) of nearest neighbors of points decreases with the number of points K (while density
increases). If we know the geometry of the area in which we scatter the points as well as
their number n, then we can estimate ∆. This almost banal information can be exploited.
If we do not scatter the N points completely randomly but with mutual repulsion (or
also by Poisson disc sampling) this functional connection between N and ∆ becomes very
reliable. There are many ways to obtain such point distributions, including clustering (see
Fig. 4.1D for an example of ∆(K) obtained via clustering). If the brain tries to categorize
its environment into “places”, it may also avoid excessive redundancies. I assume that
groups of several place cells that are linked to the identical spatial memory rarely occur in
the same network. If that is not true ∆(K) is worse in predicting next nearest neighbor
distances.
The dependency of ∆ on the number of points can be utilized as follows: We start out
by selecting a set k = {i : i ∈ {1, ..., N}, #k = K ≪ N, ∑i6=ji∈k,j∈k |Ci,j| = 0} of K row
indices i with K ≪ N in the N×N correlation matrix C such that Ci,j = 0 for all i ∈ k,
j ∈ k and i 6= j. Then we can set the values Di,j = ∆(K) in a distance matrix D to be
estimated, which gives a first estimate of few previously unknown distances. That is not
yet very satisfying, because we have only set a fraction of the entries in D; therefore we
repeat this step sufficiently often. But we still can’t be satisfied, because not all pairs in
k will have a distance near ∆ to each other. In particular, many have a distance equal to
a multiple of ∆. Therefore we repeat the whole precedure in the next step; this time with
a smaller K and thus with a larger ∆(K). While we continue to reduce K, we overwrite
existing entries in D by the least common multiples of the existing values and the newly
suggested ones again and again. It is advisable to stop at K = 2 at the latest, as it is
well known that a relationship always requires two partners. This algorithm is still quite
inefficient, it does not care about the triangle inequality and is anything but precise. But
given the complexity of the problem it is very simple and quite useful as a basis. Simple
modifications prevent redundancies, at smallK the direct neighbors of the nodes k can also
be overwritten and the whole can be structured hierarchically. In particular, the subset k
to an iteration step can be selected from the set k of the previous iteration step and so on.
It is unclear how precise distance information is represented in mammalian brains and if
they are subject to the triangle inequality. The approach heavily relies on the existence
and reliability of the function ∆(K). The sketched algorithm itself is “blind to modality”
(how hippocampal researcher Geo¨rgy Buzsa´ki would say) and does not require the notion
of euclidean space.
Somewhat more biological this could probably be implemented relatively simple with a
multi-layered neural network with lateral inhibition and layers that become smaller (anal-
ogous to the smaller becoming K), so that it implements a hierarchical clustering and
thereby a compression. Such a kind of clustering belongs to the natural functions of a
neural network [158]. The weights of the network would only have to be learned when the
input correlations change. Distances could be read out via the propagation depth after
activation of input neurons i and j. Once the network is setup distances could be estimated
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Figure 4.1: An illustration for the effect of different number k of clusters on the average next
nearest neighbor distance ∆. Initially N=5000 points (place field centers) were scattered randomly
within a square area. From that set of points K cluster centroids were computed using the
kMeans++ algorithm. A) K = 100 cluster centers (red) and respectve cluster members (color
coded). B) Same as in A) but with K = 30. C) Same as in A) and B) but with K = 10. D) ∆
as a function of the number of clusters K.
on the fly. It should be noted that clustering of a large number of uniformly distributed
points in 2D often results in hexagonally arranged clusters.
Following these thoughts, I suggest that the role of grid cells is not to signal the current
position of the animal, but that these cells are involved in a clustering based embedding
machinery. In that view, each grid cell is just a hub connecting centroids of one clustering.
Specifically, I claim that the subset of grid cells linking a cluster centroid i (for example a
place cell) and centroid j (another place cell) gets active whenever relationship information
of node i to j is requested. Typically a rodent might relate its own location i to some other
location j (for example goals, obstacles or environmental boundaries). Therefore, a grid
cell happens to be most active at particular locations in space. In this view the MEC is
a static machinery that provides distance information in arbitrary spaces to downstream
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systems. This is in agreement with the findings in Chapter 2.
This hypothesis predicts that inactivation of a grid cell module results in impaired dis-
tance estimation on the corresponding spatial scale. The most simple hierarchical scenario
suggests a ratio between scales of
√
3 ≈ 1.7 in combination with a change in grid rotation
of π/6. Furthermore, it is predicted that a corresponding subset of grid cells is also ac-
tive when distances between two remote places are estimated even when the animal is not
moving.
The implementation of the described algorithm in a biologically inspired neural network
would be an interesting project for future research.
Grid cells reflect rather edges than nodes!
4.4 Conclusion
In summary, during my doctoral thesis I was able to identify a characteristic motif in
the spike count distributions of neurons involved in the spatial navigation of rodents.
These observations explain a large part of the spike count variability from experiment to
experiment and have not been reported so far. It is important that the motif can be traced
back to a measurable quantity: Shifts in the positions in space where such cells tend to
signal the position of the animals. In addition, these drifts were correlated across neurons.
Thus, a source of neuronal noise correlations was identified that supports a newly emerging
and fundamentally different perspective on spatial coding in the entorhinal cortex. In the
second part, we found depolarizing afterpotentials in the membrane potential of spatially
encoding neurons that have not been shown to behave in mice before. Furthermore, we
could show that this phenomenon correlates with the cell’s burst properties.
With these results, I hope to contribute to the understanding of neural computations
utilized by mammals to orient themselves in natural environments.
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Appendix A
Additional information on Fenton’s
variability measure σ2z
A.1 The relation of variability σ2z to chi-Square testing
The variance of the z-scores is proportional to the Chi-Square statistic as σ2z = 1/N ·∑
i((si − ni)2/ni) = 1/N · χ2. Therefore by comparing the value of N · σ2z to a Chi-
Square distribution a p-value can be computed. For Poisson the number of degrees of
freedom is equal to the number of estimated spike count expectations minus the number
of parameters of the firing rate map estimation minus one. The reduction by one is due to
the constraint on the overall firing rate. For example, a z-score variance higher than 1.15
indicates statistically significant deviation from Poisson in the case of a 20 minute recording
(divided into 5s time windows, gives 300 categories) and a significance level α = 5%. This
is because the 5 percent quantile of a chi-square distribution with 300-3 degrees of freedom
is at about 1.15 · 300. Dependencies between the expectation values in each time bin
further decrease the number of degrees of freedom. In that case the percentile is reduced
as df = nΩ − nP − nD − 1, where nΩ denotes the number of possible outcomes, nP is the
number of parameters to be estimated and nD is the number of dependencies between the
parameters. In other word, given any firing rate model leading to the expected counts ni
in time windows i with a known number of degrees of freedom, we can define a significance
threshold on σ2z given a spiking distribution like Poisson or some other count distribution.
A.2 The upper bound on variability and its relation
to the zero inflated Poisson parameter
The minimal MSE estimator as well as the MLE estimator of the expectation value of the
underlying yet unknown distribution of data s is given by its mean. The average squared
residual to the mean is minimal and is equal to the variance of s. Therefore the most naive
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and model free result for the variance of z-scores as defined above is given by:
var(z) = var(
s− 〈s〉√
〈s〉
) =
var(s)
〈s〉 =
var(s)
s
(A.1)
which is equal to the fano factor if s are measured across trials.
Given a second series ob observables {φ} (i.e. the signal/stimulus like positions, speed
etc.) from a unique and finite set Φ of all possible stimulus combinations we can compute
the conditioned expectation to one specific stimulus combination Φi which is given by the
mean of all data st where φt = Φi:
nΦi := 〈s|Φi〉 =
1
Nφt=Φi
∑
t
stδφt,Φi (A.2)
For each of these stimulus combinations the minimal MSE estimator again is the mean but
this time only of the respective subset of the data. The variance var(s) of s can be divided
into a sum of sums over members of the subsets:
var(s) =
1
N
N∑
t
(st − s)2 = 1
N
|Φ|∑
i
N∑
t
(st − s)2δφt,Φi (A.3)
Note that the right part is not a sum over conditional variances but conditional mean
squared errors. Knowing MSE(x|y) ≥ var(x) we can write:
1
N
|Φ|∑
i
N∑
t
(st − s)2δφt,Φi ≥
1
N
|Φ|∑
i
N∑
t
(st − 〈s|Φi〉)2δφt,Φi (A.4)
1
N
|Φ|∑
i
N∑
t
(st − s)2δφt,Φi ≥
1
N
|Φ|∑
i
Nφt=Φi var(s|Φi) (A.5)
Now we assume s being Gamma distributed within a subset (meaning variance = a·mean)
and replace the MSE (the inner sum on the left, for which we know that it is larger than
the variance of the subset) by a linear function of the subsets mean:
MSEi := (ai + ǫi)〈s〉 ≥ ai〈s|Φi〉 (A.6)
for ǫi ≥ 0 and ai > 0.
1
N
|Φ|∑
i
Nφt=Φi((ai + ǫi)〈s〉) ≥
1
N
|Φ|∑
i
Nφt=Φi(ai〈s|Φi〉) (A.7)
Then for the variance-to-mean ratio we get:
var(z) =
var(s)
s
=
1
N
|Φ|∑
i
Nφt=Φi
(ai + ǫi)〈s〉
〈s〉 (A.8)
=
1
N
|Φ|∑
i
Nφt=Φi(ai + ǫi) = 〈a〉+ 〈ǫ〉 (A.9)
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and for the subset-wise z-score variance:
var(z|φ) = 1
N
|Φ|∑
i
Nφt=Φi
ai〈s|Φi〉
〈s|Φi〉 = 〈a〉 (A.10)
Therefore
var(z) ≥ var(z|φ) (A.11)
holds for data where a zero mean implies a zero variance like inh. Poisson count data or
more generally Gamma distributed data. In other words for any data that can be grouped
such that within the groups the variances are smaller than the mean squared errors to the
overall mean a model can be found for the expectation values such that the variance of
z-scores with respect to that model drops (i.e. variability is explained).
The set of all 〈s|Φi〉∀i ∈ {1, ..., |Φ|} estimated via MLE or MMSE may be denoted
as informative model. Such an informative model allows us to reduce the variance of the
z-scores. When assuming there exists an informative model than the inequality (A.11)
allows to specify an upper bound on the zero-inflation parameter α without knowing the
informative model or the respective mappings φt → Φi or the stimulus at all.
The left side of eqn. (A.11) describes the variability of data under homogeneity assump-
tion whereas the right side refers to situations in which a model about the inhomogeneity is
available. For example, the measured variability in spike counts of a grid cells will always
be lowered when not being ignorant to the presence of spatial modulations of the firing.
This is not surprising but comes with a useful implication for estimating the parameter α
of a zero inflated model as described in the following paragraph.
Given a informative sequence of expectation values {n} ∈ RN+ , which we will refer to as
informative model, and a series of measured counts {s} we can now ask what is the value
of α. By informative model we are referring to models where the variability is smaller or
equal than the variance-to-mean ratio:
σ2z ≤ var(s)/s (A.12)
and thereby all models that hold eqn. (A.11). To predict values of σ2z({n}, α) we first
derive an analytical expression for the variance σ2z,i(ni, α) of z-scores in one bin i (in which
we can assume the process to be homogeneous) and demonstrate that the variance σ2z
taking all N bins i into account satisfies 〈σ2zi(ni, α)〉i∈{0,...,N} = σ2z(n, α). This allows us to
define an upper bound for α.
The theoretical variance of the z-score distribution for a ZIP process is
σ2z,i(ni, α) =
∑
s
(z(s, ni)− 〈z(s′, ni)〉s′)2P (z) =
∑
s
(
s− ni√
ni)
− 0)2P (s|ni, α) =
= ni
(
α+ (1− α)e− ni1−α
)
+
∈if∑
s=1
(s− ni)2
ni
· (1− α)
s!
· e− ni1−α ·
(
ni
1− α
)s
=
= 1 +
niα
1− α =
σ2S
ni
(A.13)
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with σ2S = ni +
α
1−α
· n2i . For N independent repetitions with different expectations we can
compute the variance being the variance of a mixed distribution:
σ2z =
1
N
N∑
i
σ2z,i(ni, α) = 〈σ2zi(ni, α)〉i∈{0,...,N} = 1 + n ·
α
1− α = σ
2
z(n, α) (A.14)
which is equal for the homogeneous case (ni = n) and the inhomogeneous case (where
ni can vary) if the underlying process is a ZIP process. Here we used that the average
of z-transformed variables is zero by definition. Note that this is not contradicting our
definition of informative models as here we computed the mean of the bin-wise variances
and did not compute the variance of observed z-scores across the bins where the bin-wise
variance is unknown.
We can thus estimate α by solving
αˆ =
(
n
σ2z − 1
+ 1
)−1
(A.15)
with σ2z = σ
2
z,empirical. Without any knowledge about ni eqn. (A.15) provides an upper limit
on α({n}) via n = s for an informative model {n}. This is true because for the empirical
variabilities it holds σ2z,emp.(S, {n}) < σ2z,emp.(S, s) = σ2s/s as we postulated above.
With σ2z = σ
2
z(S, s) eqn. (A.15) is equal to
αˆ(S) =
(
1
CV 2 − 1/s + 1
)−1
(A.16)
with CV = σS/s¯ = σS/n = σ
2
z(S, s)/σS.
It is worth to mention that the requirement for informative models can be met even for
models with high likelihood that are not strictly informative via restricting the analysis
to regions where the ratio between s and n is not too large (usually when n ≥ 1). In the
perspective of studying zero inflation this is natural to do because low expectations are
superimposing excess zeros. The inflation probability α could be arbitrarily overestimated
when taking data into account where there are no or only rarely spikes expected. In
that scenario there is no chance to find out whether zero counts are thrown due to low
expectation values and high or low zero inflation.
We conclude that by measuring the variance and the mean of spike counts across time
windows or trials an upper limit for α can be estimated without model fitting.
Appendix B
The Hidden Markov model and its
relationship to the ZIP model
The HMM is often used to describe multi-state activities with latent variables. For Marko-
vian processes it is assumed that the probability p(zt|z{1,...,t−1}) of the system being in a
state zt at time-point t solely depends on the state zt−1 in the previous moment t− 1:
p(zt|z{1,...,t−1}) = p(zt|zt−1) (B.1)
The probabilities for these momentary transitions are usually described by a state transition
matrix Ti,j = p(zt = i|zt−1 = j). An HMM entails hidden states, which govern the
probability of observing the output. In other words given a series of measurements {s} the
corresponding series of states {z} is unknown as the state zt is not determined by outcome
st. Furthermore it is assumed, that an outcome st solely depends on the parameters in
that moment which are themselves assumed to be independent of the past:
p(st|{z0, z1, ..., zN},Θt) = p(st|zt,Θt) (B.2)
with parameters Θt describing the hidden state (which are not shown in the following
equations for better readability).
The emission probability for a sequence of data {s} is the product of the probabilities
of observations over time summed over all possible state sequences:
P ({s}) = ∑
∀{z}∈|Z|N
N∏
t=1
p(st|{z0, z1, ..., zN})p(zt|z{1,...,t−1}) (B.3)
with Z being the set of all possible states and N the number of observations. The summation
goes over all possible state series {z}. Together with the Markov assumption and the
assumption on the hidden states we can write
P ({s}) = ∑
∀{z}∈|Z|N
N∏
t=1
p(st|zt)p(zt|zt−1) (B.4)
=
∑
∀{z}∈|Z|N
N∏
t=1
p(st|zt)
N∏
t=1
p(zt|zt−1) (B.5)
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This formulation is the starting point to the inference algorithms for Hidden Markov Models
(Forward/-Backward-Inference, Baum-Welch and Viberti).
For a two state system with no dependency on the previous time step the elements
of that matrix are independent of the first index denoting the past state (T00 = T10 and
T01 = T11). For the ZIP model these entries become T00 = T10 = α and T01 = T11 = 1− α.
It is worth to mention that the ZIP model is only semi-hidden as for st > 0 the state at
time t is determined to be zt = 1.
As for the the ZIP transition matrix as described before there is no temporal dependency
we can iteratively rewrite (B.4):
P ({s}) = ∑
∀{z}∈|Z|N
N∏
t=1
p(st|zt)p(zt|zt−1) (B.6)
= p(s1|z1 = 0)p(z1 = 0)
∑
∀{z}N−1
N∏
t=2
p(st|zt)p(zt) (B.7)
+p(s1|z1 = 1)p(z1 = 1)
∑
∀{z}N−1
N∏
t=2
p(st|zt)p(zt) (B.8)
= ... =
N∏
t=1
(p(st|zt = 0,Θt)p(zt = 0) + (B.9)
p(st|zt = 1,Θt)p(zt = 1)) (B.10)
Using P (zt = 0) = T00 = T10 = α and P (zt = 1) = T01 = T11 = 1 − α, p(st > 0|zt =
0,Θt) = 0, p(st = 0|zt = 0,Θt) = 1 and p(st|zt = 1,Θt) = Poisson(st|Θt) we get:
P ({s}) = ∏
t|st=0
(α+ (1− α)e−µt(Θt)) · ∏
t|st>0
((1− α)µt(Θt)
s
t
st!
e−µt(Θt)) (B.11)
which is exactly the probability of a zero inflated Poisson process like described in the
following session. Due to the partially observed nature of the described HMM we can
directly compute this likelihood without require to perform the EM procedure. Note that
there already exists applications of combining HMMs and ZIP in different ways [159, 160,
161]. It is also worth mentioning that there are multiple of possible variations like non-static
transition probabilities (that is non-static zero-inflation). The previous paragraph did not
make any assumptions on the model µt(Θt), only for Poisson and other count distributions
it is restricted to R+. Furthermore we like to mention that in this formulation there exists
no temporal structure in the state occurrence. This can easily be changed by allowing
T00 6= α and T11 6= α, but it shows to be useful to first compute α interpreted as the overall
ratio of time in which the zero-state is occupied which we will demonstrate in the following
paragraphs.
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Continuous zero inflation: From observations we suspect the zero inflation to be tem-
porally extended as we observe long pauses of spiking (and that these pauses seem to be
correlated across ensembles of neurons in the region). Neither spatially modulated Pois-
son nor negative Binomial spiking is likely to generate long lasting pauses in the order of
a second without further modifications and beeing independent on the covariates. As a
zero inflation in biological systems is unlikely to have no temporal structure and extended
pauses are observed we use the parameters of the ZIP model to restrict a more realistic
two-state HMM model. This is an alternative approach to the one used in generalized zero
inflated Poisson models (gZIP, see Giles et al. [162])as here the temporal structure of the
zero inflation is not determined by dependencies on covariates. The number of parameters
therefore is dramatically less than in gZIP with time varying zero inflation.
For any transition matrix T it is required that∑
j
Tij = 1∀i (B.12)
hence T00 + T01 = T10 + T11 = 1. The expected duration di of a state i in the two-state
system is given by di = 1+ (1− Tii)∑n n · T nii = (1− Tii)−1. Starting from this we can ask
how the transition probabilities need to look like when considering desired average state
durations d0 and/or d1 in the binary scenario and get:
Tii =
di − 1
di
(B.13)
The remaining probabilities Tij|i6=j can be computed via eqn. (B.12). Thus we get the
full transition matrix for continuous zero inflation:
T =
[
d0−1
d0
1
d0
1
d1
d1−1
d1
]
How can we now make use of the parameter α which is easy to access from the data? The
steady stationary distribution of state j (describing the total average ratio of the system
occupying state j) is given as follows:
πj =
∑
i
πiTij (B.14)
Together with
∑
i∈{z} πi = 1 for our system we get:
π1 =
T01
T01 + T10
(B.15)
π0 = 1− π1 (B.16)
Equations (B.13) and (B.15) serve as a link between the state durations and the zero
inflation probability when setting π0 = α. We arrive at an equation for d0, d1 and α:
d1 =
d0
α
(B.17)
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with d1 ≥ 1, d0 ≥ 1 and 0 < α ≤ 1. By measuring the amount of zero-inflation π0 → α
together with the equations above we can therefore restrict the possible entries of the
transition matrix based on any average zero-state duration d0:
T =
1
d0
[
d0 − 1 1
α d0 − α
]
The calculation based on d1 instead of d0 is analogous and not shown here.
In short knowing α as well as the average duration of one of the two states the Markov
system is fully described and no fitting of the entries of T is required. In combination with
a Poisson emission model for state 1 this two state model can account for the overdispersion
we observe in grid cells as well as for the temporal correlations in the spike strains but fails
to model spatial jitter and noise correlations across neurons.
Appendix C
Tuning displacement in 2D
recordings
Several approaches have been studied to measure the dynamics of grid phase and single
grid field locations in 2D recordings in the open field: For example Hardcastle et al. [119]
suggested a “spike distance metric” that compares inbound and outbound spiking during
firing field crossings. Ha¨gglund et al. [163] use a flow map to study the dynamics of grid
fields in response to changing the shape of the arena. Such attempts are fraught with
difficulties, however. Grid cells often fire at low rates, even at the center of a firing field.
Given relatively low firing rates, the firing fields only become apparent after the animal’s
trajectory has passed through each location multiple times, which takes several minutes at
the very least. So 2D tracking of the precise position of firing fields across time remains
difficult.
Therefore, we decided to build an explicit stochastic model for the spike count distribu-
tions in the presence of field jitter or drifting. This model is sketched in Fig. C.1; details of
the model can be found in appendix D. The resulting spike counts obey the beta distribu-
tion. In the following section , we show how the two-parameter distribution, often treated
in the literature as an abstract and purely theoretical distribution, can be interpreted as
arising from a concrete, biophysical model. To our knowledge, there are no other examples
of such a derivation in the scientific literature.
In short, we assume that the position of a firing field itself is a random variable. We
further assume that the shape of the firing field is a non-negative power function bounded
at zero and consider the jitter density to be power of the field shape. Both functions,
for example, could be negative parabola shifted to positive maxima. That approximates
Gaussian bumps. Following these assumptions, the expected number of spikes at a given
position is a beta-distributed random variable. Given the expected number, the spike
distribution itself is Poisson, so that the overall spike count distribution is a Beta-Poisson
mixture (BP). Such a model has three parameters. It can capture both zero inflation and
the effect of gain modulations that lead to classical overdispersion in the spike statistics.
In particular, this model can produce the frequently observed bimodality of experimental
spike count distributions. Note that in all exepect one of the examples shown here the jitter
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Figure C.1: A jitter model leading to the Beta-Poisson spiking model. A: Simulated 1D trial
displacement, drawn from the jitter distribution in the inset (P (jitter) ∝ g(x)p−1). The trial-
averaged firing field (solid black line) is broader and has a lower peak rate as compared to the
underlying tuning curve without jitter (solid blue line, parameters used: λmax = 10, p = .6, q = .5.
B: The resulting distribution of λ at x0 across N=100 trials and the analytical pdf of the Beta
distribution. C: Simulated spike count distribution from a Poisson process with parameters λi
where i denote the indices of the trials and the resulting Beta-Poisson distribution as derived in
the Appendix D. D: Analogous situation in 2D with random shift angles leading to the identical
statistics.
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density is bimodal. This suggests firing fields that are randomly switching between two
typical locations for these cases. However, most time fits resulted in unimodal distributions
or rather flat distributions and we observed no stereotypical shape of the jitter.
The BP model connects the spike count statistics from the open field to the field shape
and the spatial jitter distribution. The measures estimated for two-dimensional arenas can
then be corroborated against the same measures on the linear track, as shown in Fig. C.3;
on the linear track, we have direct access to the jitter in field positions from trial to trial.
While fitting multiple models to the spike count data, we observed that the skewness
in the BP model’s firing rate distribution is highly correlated with the zero inflation pa-
rameters of the ZIP model as well as the ZINB model, both for the 1D and the 2D data
(r = .68, p ≪ 1e − 10 and r = .63, p ≪ 1e − 10, see Table C.1). That is, because for a
positive skew in the rate distribution a highly zero-inflated regime regime is approached.
On the contrary, a negative skew shifts the mode to larger values. Extremely negatively
skewed fits suggest that nearly all rates in the field center are equal. In that case resulting
spike counts are close to Poisson.
∆ς Σ1D Σ2D α1D α2D
∆ς 1 .42 .35 .27 .34
Σ1D .42 1 .55 .70 .57
Σ2D .35 .55 1 .31 .63
α1D .27 .70 .31 1 .54
α2D .34 .57 .63 .54 1
Table C.1: Correlations between the skewness Σ as a function of the parameters of the BP
model fits, the ZIP model parameters α and the difference ∆ς of peak amplitudes in spike-
triggered firing maps for short and long delays. The numerical values are the Pearson correlation
coefficients (p < .01 for all pairs). The 1D linear track measures shown in the table are the
medians over contexts and running directions. Data is shown for N = 99 grid cells for which all
the required variables could be measured both in 1D and 2D.
The BPmodel is preferred over the Poisson model in 83% (likelihood ratio test, p < .001,
df = 2) and to the ZINB model in 61% (by direct comparison of the likelihoods) of the
cell recordings. For each cell, the BP model fits in 1D and 2D tended to yield similar
parameters, which is consistent with firing field drifts occurring in 2D as well as in 1D. To
address this question directly, we analyzed the spike-triggered rate maps [5] of grid cells
over fixed time windows. In this approach, the animal’s location at each spike is set as the
origin of a standard coordinate system. Spikes that occur within a specific time window
after the triggering spike are used to build a firing rate map relative to the origin defined by
the trigger. These relative firing rate maps are then averaged and collapsed onto a single
dimension, which corresponds to a radial distance. If the spatial grid is stable, then the
radial spike-triggered firing rate map will have peaks at regularly occurring intervals given
by the grid’s period. On the other hand, if a cell’s fields undergo slow field displacement, the
peaks in the radial-distance will gradually smear out. So we computed the spike triggered
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Figure C.2: Scatter plot of measures for the quantification of non-stationary tuning curves. A:
Amplitudes ς in the spike-triggered firing rate map at the grid period measured at long delays (up
to 15s after trigger) versus short delays (between 60s and 75s after trigger). B: Zero count excess
(measured via α from ZIP fits on the linear track) against rate change ∆ς at the grid period
in the spike-triggered rate map in the open field. C: Skewness Σ1D of the mixing distribution
computed from BP model fits on the linear track against rate change ∆ς. The correlations in B
and C indicate that features of spike count distributions in one context predict drifts of firing
fields in a different context.
firing rate maps for successive 15-second intervals after the trigger. If drift occurs, the
spatial modulation in the spike-triggered map during later intervals will be more strongly
blurred. In particular, we compared the maps for the first 15s after each spike to the maps
in the time window from 60s to 75s after each spike.
The amplitude ςearly was quantified as the difference between the first local maximum
(grid period) and the average of the minima to the left and to the right of that maximum.
The positions of the extrema were detected for the first 15s window. As the peak did
not always persist in the later window, the amplitude ςlate for the 60s to 75s window was
measured using the positions of the extrema determined for the early window. If ςlate is
close to zero, it means that the peak is smeared out, whereas a ςlate that is larger than ςearly
means the peak has become more prominent. Therefore, large differences ∆ς = ςearly− ςlate
indicate a change in the typical relative distances between spike positions on the scale of
a minute. While on average ∆ς was close to zero (mean = .014, sem = .028, Wilcoxon-
test: U = 2438, p = .9, N = 99) in fact a significant correlation was found between ∆ς
and the skewness of the fitted mixing distributions (see Table C.1). As we pointed out
earlier, positive skewness can imply strong jitter. Consequently, jointly drifting firing fields
indicate both larger ∆ςas well as positive skewness.
Thus, two very different measures to quantify the non-stationarities of spatial tuning
turned out to be correlated. This underscores how grid field displacements yield distinct,
but related signatures in the statistics of grid cell spiking and demonstrates the utility
of the BP model fits. Such drifts in the spatial representation occur even in cases where
trial-averaging yields a clear grid structure to the firing fields. We deduce that such non-
stationarities are a major source of trial-to-trial variability in grid-cell spiking in the open
field.
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Figure C.3: Each row represents data and model simulation of a different grid cell from the
Pe`rez-Escobar et al. data [150]. A: Spikes (red) and trajectory (grey). B: Collected spike count
distribution (n = 5, Fmin = 5Hz) and fitted BP distribution with parameters (p, q, λmax) and
the skewness Σ of the mixing distribution. C. Field shape and jitter distribution sketched as
suggested by the fitted parameters (copied to each field center). One displacement was drawn
per trial to achieve consistent field drift in the case of multiple fields on the track. The field centers
were estimated as the positions of local maxima in the tuning curves of the linear track (threshold
for local maximum: 3Hz). In the last two rows a bimodal field displacement is suggested from the
jitter distribution. D: Firing rates across trials on left runs in the light condition 1. E: Simulated
firing rates from the distributions in C.
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Appendix D
Jitter transformation and the
Beta-Poisson model
Let us treat the spatial jitter X as a continuous random variable. We describe the in-
trinsic field shape (before the position of the field is jittered) using the tuning function
g : R → R+, which represents the expected number of spikes at positions x. Randomly
jittering the field’s position makes the firing rate at any position a random variable, as well.
We can transform from the probability distribution of X to the distribution of Λ = g(X)
as follows:
P (λ)dλ = P (x)dx (D.1)
P (λ)dλ = P (g−1(λ))dx (D.2)
P (λ) = P (g−1(λ))
∣∣∣∣∣dg
−1(λ)
dλ
∣∣∣∣∣ (D.3)
Now let us assume that g(x) is a power function of the following form:
λ = g(x) = λmax − (q|x− x0|)
1
q , q > 0, 0 ≤ λ ≤ λmax (D.4)
For example, with q = 1/2 the function g(x) becomes an inverted parabola and, therefore,
approximates a Gaussian bump with height λmax to first order. Similarly, it approximates
any bell-shaped curves, for example, resulting from diffusion of Brownian particles. Its
inverse function is:
x = g−1(λ) =
1
q
(λmax − λ)q + x0 (D.5)
dg−1(λ)
dλ
= (λmax − λ)q−1 (D.6)
and for P (λ) we get:
P (λ) = P (x) · (λmax − λ)q−1 (D.7)
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Assuming that the jitter distribution is similar to the field shape g(x) up to a normalization
constant and a power of (p − 1) with p > 0, that is P (x) ∝ (λmax − (q|x − x0|)
1
q )p−1, we
get:
P (λ) = C1 · λp−1 · (λmax − λ)q−1 (D.8)
The normalization constant C1 is the Beta function β(p, q, λmax), while the resulting dis-
tribution is a Beta distribution with support [0, λmax]. Its expectation value is 〈λ〉 =
p/(p+ q) · λmax.
Following our assumption that λ describes an expectation value for spike counts s it comes
in handy to use P (λ) as a mixing distribution for a doubly stochastic spike count distri-
bution
P (k|p, q, λmax,Θ) =
∫ λmax
0
P (λ|p, q, λmax)P (k|Θ) · dλ (D.9)
with Θ = {λ, ...} denoting a set of parameters.
For example P (s|p, q, λmax) is a Beta-Poisson mixture distribution whenever the field shape
and the jitter distribution are described by a power function and the spike counts are
drawn from a Poisson distribution P (s|Θ = λ) = λsexp(−λ)/s!. Furthermore P (s|p, q =
1/2, λmax) is a first order approximation of count distributions in situations in which the
tuning curve is Gaussian. Following our derivation here k are spike counts in the center
of a firing field but generally as any other count distribution that distribution can be
used to model counts at any position. For P (s|Θ = λ) being Poisson we can reformulate
the probability mass function using the confluent hypergeometric function 1F 1 which is
implemented in common programming languages:
P (s|p, q, λmax) = λsmaxexp(−λmax)
Γ(p+ q)Γ(p+ k)
s!Γ(p+ q + k)Γ(p)
· 1F 1(q, p+ q + s, λmax) (D.10)
µ = 〈k〉 = p
p+ q
λmax (D.11)
σ2 = 〈s2〉 − 〈s〉2 =
=
pq
(p+ q + 1)(p+ q)2
λ2max + λmax
p
p+ q
=
=
q
p(p+ q + 1)
· µ2 + µ
(D.12)
This distribution approximates Poisson in the limit of p→∞ arbitrarily well. It captures
the phenomenon of zero inflation for p < 1. The statistical law of total variance that any
mixture model must increase the variance over the non-mixed model. Hence, a Poisson
mixture model must have dispersion index σ2/µ ≤ 1. Likelihood ratio tests for comparison
to Poisson can be applied. To reduce the number of extra parameters, we fix q = 1/2
and 〈λ〉 = 〈S〉 (the ML estimator of the Poisson parameter) leaving only parameters p
and λmax to be fitted. The resulting subset of possible Beta-Poisson mixtures has only
two parameters, the same number that the Negative Binomial and Zero Inflated Poisson
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distributions have. Therefore, their likelihoods can be compared directly. Alternatively,
goodness of fit scores such as the Akaike Information Criterion (AIC), Bayesian Information
Criterion (BIC) or deviance can be used for model comparison scenarios with different
number of parameters.
Similarly, interpreting λ itself as a probability ρ ∈ [λmin = 0, λmax = 1], for a Beta mixture
of Negative Binomial distributions with parameters Θ = {ρ, r} we get
P (s|p, q, r) = Γ(r + s)
s! Γ(r)
β(p+ r, q + s)
β(p, q)
(D.13)
µ = 〈s〉 = rq
p− 1 for p > 1 otherwise ∞ (D.14)
σ2 = 〈s2〉 − 〈s〉2 = µ · (p+ r − 1)(p+ q − 1)
(p− 2)(p− 1) for p > 2 otherwise ∞ (D.15)
which is also known as the generalized Waring distribution [164] where r > 0 is the integer
parameter of the Negative Binomial distribution and can be interpreted as a required
number of failure crossings until a binomial experiment is stopped. The Negative Binomial
distribution is itself a Gamma mixture of Poisson distributions. Again, it is clear that
the Beta mixture of Negative Binomial distributions exhibits overdispersion. For large p
and q, this distribution approximates the Negative Binomial distribution arbitrarily well.
When r is large in addition, a Poisson distribution can be approximated arbitrarily well.
Therefore, Likelihood ratio tests offer themselves for comparisons to Poisson and Negative
Binomial.
Allowing the field shape and the jitter distributions to have different widths (wf and wj)
we obtain a generalized version of Beta-mixtures:
λ = g(x) = λmax − [wf (x− x0)]
1
q , q > 0 (D.16)
P (x) ∝ (λmax − [wj(x− x0)]
1
q )p−1 (D.17)
P (s|p, q, λmax, δx, wf , wj) = C2
∫ λmax
0
(λ− λmin)p−1(λmax − λ)q−1P (s|Θ) dλ (D.18)
with λmin = λmax(1 − (wjwf )
1
q )/(wj
wf
)
1
q and normalization constant C2. As the Beta-Poisson
mixture shows to be flexible enough and powerful to model grid cell spiking data we do
not require further description of its generalized versions.
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Appendix E
Miscellaneous
E.1 Pooled return map of grid cells
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Figure E.1: First order inter spike interval (ISI) return map (A) and randomized ISI return
map (B) of the 25 grid cells from the Stensola data [36] as well their difference divided by the
randomized map (C). The (ISIi, ISIi+1)-pairs were collected from all the cells. Then a two-
dimensional histogram was computed. The grey values describes a gradient from high density
(black) to low density (white). The 20 contour lines are linearly spaced in the logarithmic scale of a
smoothed version of the histogram (gaussian kernel smoothing, bandwidth 10ms). The shoulders
at around 100ms along the axes as well as on the diagonal indicate theta modulation being present
in the spike trains. The randomized return map in B was computed from random samples from
the full ISI distribution before computing the histogram as in A. Using this sampling allows to
compare the return map to a renewal process with the same ISI distribution: The difference ratio
map (positive values red, negative values blue) in C indicates larger fraction of small ISI pairs
(< 20ms, high gamma range) than expected from a renewal process. Additionally a predominance
of pairs of ISIs in an intermediate range from 10Hz to 40Hz is suggested and less switches from
20Hz to high gamma or vice versa than expected from random sampling are observed.
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E.2 mecPhysio Viewer - A graphical user interface for
hands-on cell classification
Figure E.2: During the work on a collaboration with Dr. Franziska Ku¨mpfbeck it became evi-
dent that tools are missing for analyzing in-vivo patch-clamp recordings without profound programming
and machine-learning skills. Therefore, I developed a graphical user interface (GUI) based on PyQT5
(https://riverbankcomputing.com/software/pyqt/intro): mecPhysio Viewer. This software allows
to visualize and analyze data from patch-clamp recordings of neurons. To this end, the user can import
the widely used heka files and additional metadata in Excel format (optional). Making use of the Python
libraries scipy, pandas and sklearn the mecPhysio Viewer enables extensive feature selection, clustering
and plotting of voltage traces and electrophysiological features of the neurons in varios ways. A complete
description of the functionality of the software would go beyond the scope of this work. The tool is still in
a work-in-progress state and is planned to be published on an open-source platform in the future.
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Figure E.3: Bin size affects measures of noise correlations. Left: Data shown for simulated grid
cells based on the trajectory of session 10073-17010302 from the Sargolini et al. data [42] and the
firing rate map of cell T3C2 (1cm binning). Spikes wewre generated with inhomogeneous Poisson
processes. The firing rate map was shifted by 60 random displacement vectors of the length
shown on the x-axis (spatial offset). Blue x: Noise-correlation estimated with 10cm binning. Red
+: Same but estimated with 1cm binning. Right: Resulting dependencies (measured as Pearson
correlation) of the noise correlations on spatial offsets for different bin size. For the creation of
the surrogate cell pairs (60 per binning) a resolution of 1cm was used throughout (*: p < 1e-3, **:
p < 1e-10). In the normal situation of analyzing neural data the internal resolution is not known.
Therefore the dependency of noise correlation to tuning offset can easily be overestimated.
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E.4 Grid field detection in 2D: An algorithm inspired
by physics
Figure E.4: Probabilistic and self-organized firing field detection based on dwell-time weighted
spike positions. Taken from my poster presented at the Bernstein Conference 2015 in Go¨ttingen
[165].
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