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Technology (CREST), Loughborough, UK, which operates a well-instrumented outdoor system but would also be extremely useful for multi-site comparisons. Different testing sites would not have the same instrumentation and the aim is to develop a general methodology that allows the extraction of data of similar quality on all sites without introducing artefacts due to inappropriate data limitations. A major feature is the spread of short circuit current over irradiance, where lower irradiances typically show a very significant spread. Fig. 1 shows an example of probability density function (pdf) of PMPp/Gj at two irradiance bins. It calculated from the original measurements of a module at CREST. The standard deviation for data at 1000W/m 2 bin is 9.8%, whereas for 100W/m 2 is 35.6%, which means the uncertainty of data analysis is much larger than one expected even at high irradiance level. The following sections start with reviewing the background of outdoor measurement campaigns addressed in other literatures and describing the procedures of outlier identification used in this paper. Statistical rules for outdoor data selection are discussed. Then different descriptors used for detecting outliers are demonstrated. Finally, some analysis results of effects on different data selection strategies are discussed.
ABSTRACTS INTRODUCTION
Outdoor measurement campaigns of photovoltaic module performance are normally affected by a relatively large number of outliers, or a rather large spread of e.g. efficiency vs. Irradiance, especially at low irradiance conditions. Some of these points are outliers, e.g. they may be due to one of events like visitors standing in front of the measurement plane and creating arbitrary shading patterns, while others are actually due to device physic, e.g. the spread of short circuit current divided by irradiance at low irradiance. In order to analyse this data with low uncertainty and without removing device physics, one needs to carefully identify and remove the outliers without skewing the resulting device statistics [1] . The aim of this paper is to develop a statistically sound approach of obtaining a dataset that allows one to analyse continuously monitored devices but does not remove physical features. The work makes only a limited number of approximations and is based entirely on the analysis of statistical distributions of performance descriptors investigated. This approach is applied to the outdoor data measured at the Centre for Renewable Energy Systems
Outdoor measurement campaigns of PV module performance are normally affected by a relatively large number of outliers. The aim of this paper is to develop a statistically sound approach of obtaining a dataset that allows one to analyse continuously monitored devices for use of high volume data measurements. This paper uses lsc as a self-reference parameter to measure the incident irradiance on the module, which largely eliminates the error due to differences in spectral and angular response between test and reference detector. 
BACKGROUND OF OUTDOOR MEASUREMENTS
The data recorded for PV devices operating outdoor are significantly affected by the meteorological condition where the devices installed, as well as the instruments used for measuring. The meteorological condition l.e. the ambient temperature, cloudiness, wind, snow etc. may cause inaccuracies in the measurements, which are typically not controllable. The instruments used for measuring outdoor climate data and module characteristics have been developing over the years and the new instrumentation nowadays can achieve relatively high accuracies in measurements [2). However, there is no guaranteed data with high accuracies as devices installed long time ago and is degrading over time. To investigate the outdoor performance of PV devices accurately, how to select meaningful outdoor measurements for further correction and analysis from the dataset is the key procedure. Several data selection criterion are found in literatures and summarize below.
A typical data filtering method is to limit both the measured and calculated module temperatures and the in-plane irradiance into reasonable ranges for the specific site. Module temperatures from 20°C to 65°C and in-plane irradiances from 150W/m 2 to 1200W/m 2 are the typical values for a high latitude moderate climate location. Some also consider the angle-of-incidence of direct-beam irradiance to the PV panel of less than certain degrees.
An outdoor data selection method based on analysis of the relationship between module operating voltage and module temperature is used in [3) . Only the data within the 'acceptable area' indicated were used. Data out of this area were judged unacceptable because they were measured under malfunctioning or system-off conditions.
There is another data filtering method described in [4) . The filtering was performed by linear regression of all shortcircuit current against irradiance levels for all measurements. Then the final data was chosen at the 95% confidence level about this regression. This is to 978-1-4244-2950-9/09/$25.00 ©2009 IEEE minimize errors due to the variations in irradiance between the time of measurement of the IV characteristics and that of the measurement of the irradiance.
In this paper, in order to detect outliers due to effects that may occur during the life-time of a module, a different data selection strategy is proposed.
METHODOLOGY
The aim of this work is to obtain repeatabilities in power ratings which are then usable for monitoring degradation in photovoltaic modules, which is expected in the range of 0.5-2% per annual. To achieve this, the module characteristics are sorted into different G; bins. Data within each irradiance bin is corrected by temperature and irradiance using standard procedures described in IEC 60891 [5) to the centre value of the bin. Degradation effects can be seen at different irradiance points and we aim to see how interpolation/extrapolation affects the prediction. The spread of performance parameters in each bin is significantly affected by the meteorological condition (temperature, cloudiness, etc.) as well as the equipment used for measuring. This inevitably causes systematic as well as random errors. For all devices investigated in this work, the variation is much larger for low irradiance levels [6) . To minimize these errors, this paper uses a different strategy, i.e. using lsc as reference parameter instead of Gj, which is also known as self-reference. It requires, however, a calibration of lsc to the effective irradiance. Calibration can be carried out at high irradiances, where typically the angle of incidence as well as incident spectrum is fairly constant. Having established an appropriate effective irradiance on the module then allows re-evaluation of the G-T bins into lsc-T bins. Translating lsc into equivalent G; then allows evaluation of outdoor characteristics at given irradiance and temperature conditions. This gives further possibilities to identify outliers by investigating other descriptors such as the Isc/Gj, module efficiency 11, VMPpNoc within the obtained lsc-T bins. The flowchart of the outlier identification procedures is shown in Fig . 2 . Normalised Isc/ G j
In statistics, the outdoor data must be scrutinized for outliers before to draw meaningful conclusions from it. This is typically achieved by computing the mean a~d !he standard deviation (std) using all the data and rejecting any that are over 3 std away from the mean (Normal distribution is assumed) [1] . However, as the number of data samples in the dataset increases, the probability of seeing extreme samples also increases. It is not considered good statistically to reject outliers without strong cause. Identifying outliers by 'filtering by eye' and without physical cause typically results in underestimating the actual variability of the data. Therefore, the statistical rules for the outlier identification procedure employed in this paper are entirely based on the statistical distribution analysis and rules for these. It should firstly guarantee data confidence level to be greater than 0.99. Secondly, it should retain the same skewness level for the remaining data if the original data distribution is not symmetric by slightly adjusting the confidence interval window. This is the cornerstone of analyzing different descriptors. The procedures of outlier identification start with analyzing the distribution of IsdGj and establishing the effective irradiance levels. Outlier rejection is based on the statistic rules defined above and it will be applied to each of the descriptors including Isc/Gj , '1, and VMPpNoc.
DESCRIPTOR ONE: SHORT-CIRCUIT CURRENT OVER IN-PLANE IRRADIANCE
The Isc exhibits a linear relationship with Gj. The ratio of Isc/Gj is a performance descriptor and its distribution, as shown in Fig. 3 (normalised values), needs to be studied. The skewness for this pdf is 1.268, which indicates an asymmetry scale. It is shown that 81.2% of measur~me~ts are within the range of the mean+l-1 std. But considerinq data in the range of the mean+l-std only will not reflect the whole behaviour of this device. Data at relatively high or low IsclGj levels might occur when clouds are moving into or away from the sun and should not be ignored as it. is often seen in the conditions of a partially cloudy day With fast moving clouds, as is often seen in the UK climate. Of course, this situation is site dependent which needs to be investigated separately. It is not difficult to see in Fig. 3 One of the advantages of using the parameter of Isc/Gi is that one can identify shading. This is demonstrated for a module deployed at the CREST outdoor facility, which experiences some shading due to a neiqhbourinq structure. The structure is to the west of the rack on which the module installed. Thus it can cause a shadow on part of the module in late afternoon (depending on the solar elevation angle) and no shadow on the pyranometer or reference cell. This results in the pdf of Isc/Gi shown in Fig.  4 that low values of Isc/Gi (below mean-std) are much more common than high values (above mean+std), (which are close to zero). In order to investigate the shading on modules, the pdfs of solar elevation and azimuth angle with Isc/Gj below mean-std for the shaded module are generated and are plotted in Fig. 5 . Nearly 72% of the measured data occurred at solar elevation angles below 15°, indicating that these measurements were tak~n at either early morning or late afternoon. The asymmetric pdf Fig. 7 and Fig. 8 shows the results of normalised IsclG; values sorted into G-T matrix and lsc-T matrix respectively. Generally, lsc-T matrix has a flatter surface than G-T matrix does, which indicates that the rearrangement of outdoor data based on lsc effective irradiance achieves reduced uncertainty compared to using measured irradiance on the panel. It is, however, found in Fig. 8 that at low irradiance levels, e.g. 200 W/m 2 (the dark red area at bottom of the figure), the normalised values of ISC/Gi is about 1.08, which means 8% larger than the value obtained at STC. This might be caused by the local climate condition with large variation at low irradiances, e.g. a worse match of the average incident spectrum in this particular bin to the quantum efficiency measurements. Analysis is carried out for the measurements in a single lsc-T bin employing the similar statistical distribution methods. This then allows further outlier identification within each Isc-T bin. The definition of Isc-T bin width may need careful attention as at low irradiances with large amount of measurements, relatively small bin width is needed to quantify the module characteristics. of azimuth angle reveals that in addition to spectral mismatch effect, shading also occurs on the module and is indicated to occur in the afternoon. The shaded measurements need to be removed before carry out further analysis and thus the data uncertainty can be improved significantly.
SELF-REFERENCED BY SHORT-CIRCUIT CURRENT Typically, lsc behaves linearly with incident i~radian~.for all single junction devices, although the relative deviation is much larger at low irradiances than at high irradiances. Thus the lsc is a good measure of the effective irradiance provided it is calibrated accurately. Calibration of lsc to effective irradiance can be carried out at high irradiances, where typically the angle of incidence as well as incident spectrum is fairly constant and by definition very close to standard test conditions (STC). Outlier identification can be applied to a single irradiance bin using the same statistical rules. Fig. 6 shows the pdf of Isc/G; at Gi in the range 950-1050 W/m 2 , which will be used to determine the effective irradiance level at STC. Outliers have been removed based on the statistical rules described in the previous section and all measurements are corrected to the condition of 1000 W/m 2 and 25°C using the irradiance and temperature coefficients derived from the measurements. The pdf has a mean of 0.247 and median of 0.247 [mA]/[W/m 2 ] with +/-2.89% uncertainty (99% confidence level). Thus, the lsc calibration can be established.
In order to minimise the effects due to differences between the irradiance sensor and the module under measurements, such as slow response of pyranometers and difference in the spectral response and angle of incidence behaviour, it is proposed to use the selfreference method, l.e. using lsc as reference parameter for irradiance instead of G;. A calibration of lsc to the effective irradiance is needed to establish the interrelationship. In this study, outdoor data of an a-Si module at CREST is taken as an example.
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Typically, the curvature of the IV curve is related to the diode quality factor of the semiconductor, which is more difficult width. The solid lines represent pdfs obtained using lsc, i.e. effective irradiances, while the dashed lines represent pdfs calculated by measured irradiance Gj. On one hand, as irradiance increases from 200 W/m 2 to 1000 W/m 2 , the module efficiencies decrease slightly due to series resistance losses. On the other hand, the pdfs calculated by Gj have much larger deviations than the pdfs calculated by lsc, and the skewness and thus shape of the distribution is different. Applying similar statistical rules as defined above, outliers can be identified at the specific irradiance bins one is interested in. These outliers are mainly due to measurement instrument failures, dirt or snow/ice/dew on pyranometers or modules. Taking the pdf at 200 W/m 2 for example, the mean and median with standard deviation are 1.09, 1.09 +/-3.16% for 'l-Isc and 1.13, 1.15 +/-9.78% for 'l-Gj, respectively. The a-Si module efficiency exhibits a distinct relationship with irradiance, which can be used as a descriptor. Fig. 9 plots the normalised module efficiencies calculated from the a-Si module measurements against measured in-plane irradiance (from pyranometer) and calculated effective irradiance (from lsc self-reference), respectively. The red dots represent module efficiencies against effective irradiance, which show a clear trend of the module efficiency decreasing dramatically at low irradiances (below 100 W/m 2 ) , reaching a maximum at medium levels (between 200-400 W/m\ and then slightly decreasing at high irradiances. The blue dots, representing the efficiencies against measured irradiance, have a much larger spread. This is especially evident for low irradiance levels as the measured incident irradiance measured by pyranometers varies significantly from that seen by the semiconductor junction of the test sample. Outlier identification can be carried out using logarithmic regression for data below 400W/m 2 and linear regression above 400W/m 2 . This is due to the shunt resistance limitation at low irradiances [7] and very high random errors at these kinds of signal strength .
measure of Gj largely minimizes the error due to spectral and angular effects at different lsc-T bins. The Isc/G;again can be used for detecting shading on modules and further reduce the data uncertainty. Following up the example shown in Fig. 1 , the normalised result for the same condition after the proposed outlier identification is plotted in Fig. 13 . The standard deviations for 1000W/m 2 and 100W/m 2 are reduced to 1.9% and 1.4%, respectively . For those modules deployed at the sites with moderate climate, they experience a relatively low degradation rate of 0.3-1% [8] [9] . Thus , the analyzing result uncertainties might be even greater than the degradation rate of the parameter investigated , which leads to the obtained results seem to be unchanged . The proposed outlier identification process enables analyzing module outdoor performance with reduced uncertainties. It employs pdf analysis for each parameter and the variation in the shape of pdf can be investigated to figure out device degradation modes. As modules degrade over time in outdoor environment, it is pointed out in [10] that analyzing the standard deviation has been considered as important as the average value for any parameter . The results for the effects on analysis of long-term module degradation using proposed data selection strategy will be presented and discussed in the authors' paper of [11] .
This paper investigates outdoor measurements accuracies and uncertainties associated with data outliers. An outlier identification strategy has been developed in this paper using Isc/G;, VMPpNoc, II against Gj as descriptors in order to increase the data accuracies without introducing artefacts and skewing device statistics. The use of lsc as a
