We give a proof of the maximal inequalities of Burkholder, Davis and Gundy for real as well as Hilbert-space-valued local martingales using almost only stochastic calculus. Some parts of the exposition, especially in the infinite dimensional case, appear to be original.
Introduction
The aim of this work is to provide a self-contained proof of the Burkholder-Davis-Gundy (BDG) inequality for local càdlàg martingales, both in finite and infinite dimension, using only stochastic calculus and functional-analytic arguments. In particular, in the case of real local martingales we provide a proof entirely based on stochastic calculus for semimartingales, and, in the case of Hilbert-space-valued local martingales, the proof uses some (relatively elementary) techniques from duality of Banach spaces, interpolation of operators, and vector measures. We also include a (known) proof for continuous local martingales, entirely based on stochastic calculus, which serves as motivation for the general case. Even though we do not claim to have any original result, some of the proofs appear to be new.
Let (Ω, F, F, P) be a filtered probability space and H a real separable Hilbert space with norm · and inner product (·, ·). The goal is to prove the following theorem. shall call "upper bound" and "lower bound" the left-hand and the right-hand inequality in (2.1), respectively. In this section we are going to show, using only stochastic calculus, that the upper bound holds for any p ≥ 2, and that the lower bound holds in L 2p provided the upper bound holds in L p . Proposition 2.1 (Upper bound, p > 2). Let M be an H-valued martingale. One has, for any p ∈ ]2, ∞[, M ∈ L p imply M * T ∈ L p , the first term on the right-hand side of (2.3) is a martingale, hence its expectation is zero. Therefore, taking expectation in (2.3), Doob's and Hölder's inequalities yield
which is equivalent to M * Tn Lp
Passing to the limit as n → ∞, the proof is completed thanks to the monotone convergence theorem.
Corollary 2.2 (Lower bounds by upper bounds).
Let M be an H-valued martingale, and assume that the upper bound (2.2) holds for some p ≥ 1. Then one has
.
Proof. The integration by parts formula [M,
which implies, by the previous proposition, 
, which in turn implies
The proof is completed by choosing ε sufficiently small.
Remark 2.3. We learned about the simple arguments of the above proofs in [11] , where the upper bound is stated as exercise 6.E.3. Later we found that the argument used in the proof of the lower bound is the same used by Getoor and Sharpe [5] (in the simpler case of real continuous martingale), who in turn attribute it to Garsia (probably in the form of a personal communication or an unpublished manuscript). Metivier actually writes that the lower bound is "easy" for any p ≥ 2. Unfortunately we have not been able to find an easy proof for the case 2 ≤ p < 4. Let us also mention that the proof of the above corollary appears also in, e.g., [13] (for continuous real martingales, but the argument above is almost literally the same).
Continuous local martingales
We provide a proof of (1.2) based only on stochastic calculus, following [5] (this proof has been reproduced verbatim in some textbooks, see e.g. [6, 14] ). This way one can clearly see the arguments that will be used in Section 5 to treat discontinuous martingales, without the many complications that appear in the general case. The main idea is that, since we do not have "tools" to estimate the L p -norms of M * ∞ and of [M, M ]
1/2
∞ , we try to reduce to a situation where estimates of L 2 -norms of the maximum and of the quadratic variation of an auxiliary local martingale N (that are already known to hold) would suffice. Reading the proofs in [5] , it might not be clear, at least at a first sight, how the auxiliary martingales N are chosen. Our (very minor) contribution is to show why it is natural to choose precisely those N .
The proof of (1.2) is split in several propositions.
Proposition 3.1 (Upper bound, p < 2). Let M be an H-valued continuous martingale. One has, for any p ∈]0, 2],
Proof. We apply the "principle" outlined above, that is, we look for an auxiliary (local) martingale N which is more manageable than M , and we exploit the inequality 
It is thus natural to choose H
, where ε > 0 is introduced to avoid singularities. Let us now try to obtain a relation between N * ∞ and M * ∞ . Observe that, by the associativity property of the stochastic integral, we have M = H −1 · N , as well as, by the integration by parts formula,
which implies (taking into account that s → H s is decreasing, hence s → H −1 s is increasing)
In order to obtain an expression involving the L 2 norm of N * ∞ , we apply Hölder's inequality in the form
By the definition of H and the identity q = 2p/(2 − p), one has
, which allows us to conclude that
The proof is finished by observing that ε > 0 is arbitrary, hence the previous inequality also holds with ε = 0. 
Proof. Let us set, in analogy to the proof of the previous proposition,
The integration-by-parts formula yields
where 1/2 = p −1 + q −1 , i.e. q = 2p/(p − 2). Using the definition of H, one has
, which implies the results by simplifying and rearranging terms.
Note that both inequalities proved in the last two propositions relied on (essentially) the same auxiliary local martingale. However, unfortunately it seems difficult to use once again the same construction to prove the lower bound in the case p ∈]0, 2[. One can immediately convince himself about this by inspection of the proof of Proposition 3.1. On the other hand, a similar proof will still do, provided a different auxiliary martingale is used. 
, one would need to establish an upper bound for N * ∞ in terms of M * ∞ . For this purpose, let us use once again the integrationby-parts formula, assuming that H is a real predictable process with finite variation which will be defined later. Then one has
This "starting point" already suggests how to choose H: in fact, neglecting the integral on the right hand side, we see that E N t 2 should be of the order of EH 2 t (M * t ) 2 , and we would like this term to be of the order of E(M * t ) p , which suggests that we may try taking H of the order of (M * ) p/2−1 . Let us then set
where ε > 0 is arbitrary and is introduced to avoid singularities. The identity
Similarly, the integration-by-parts formula, the definition of H, and elementary calculus imply the estimate
Collecting estimates and taking L 2 -norms, we have
In order to obtain a term depending on the
∞ on the left-hand side, we proceed as follows: let q > 0 be defined by the relation p −1 = 1/2 + q −1 , i.e. q = 2p/(2 − p), and write, using Hölder's inequality,
where, by the definition of H and elementary computations,
We have thus proved the inequality
, which is valid also for ε = 0, since ε is arbitrary. The proof is thus finished.
Remark 3.4. It is possible to give an alternative very short proof of (1.2) that involves little more than just Itô's formula. In fact, appealing to Lenglart's domination inequality (see [9] ), one can show that once either the (lower or upper) bound holds in L p , then it holds in L q for all q ∈]0, p[. In particular, the bounds of Section 2 are enough to prove Theorem 1.1 for continuous local martingales (cf. [13] for more detail). This method, however, does not work for general local martingales.
Auxiliary results

Calculus for functions of finite variation
We shall denote the variation of a function f : R + → H by ∞ 0 |df |. Recall that, if f has finite variation and f (0) = 0, then f * is bounded by the variation of f (in fact, f * is bounded by the oscillation of f , which is in turn bounded by the variation of f ).
Let U and V be two H-valued functions with finite variation. Then the following integration-by-parts formula holds
Since the series in the previous expression can be written as (
Using the integration-by-parts formula for semimartingales, it is immediately seen that (4.1) still holds if only one of U and V is a process with finite variation and the other one is a semimartingale (and appropriate measurability conditions are satisfied). Calculus rules for functions (and processes) of finite variation may differ substantially from the "classical" calculus rules for continuous functions. In this section we collect some elementary identities that will be needed in the sequel. In particular, if U ≡ V , (4.1) yields
which also implies, if U > 0,
Assume now U ≥ δ for some δ > 0, and set V = 1/U . Then (4.1) yields
Lemma 4.1. Let V be an increasing function with V 0 = 0. Then one has
hence the first inequality is proved if we can show that
In fact, by the fundamental theorem of calculus, one has x
2 , which implies, after a few elementary computations,
Let us now turn to the case 0 < q < 1. Note that, in principle, we cannot write
because V 0 = 0. However, a simple regularization of the type V 0 = ε > 0 and then passing to the limit as ε → 0 at the end of the computations would suffice. Hence we can proceed in a slightly formal (but harmless) way accepting the previous identity as true, and, in analogy to the case q > 1, it is enough to show that
The latter inequality certainly holds true if one has
Let 0 ≤ x 1 ≤ x 2 . Since x → x q−1 is decreasing, the fundamental theorem of calculus yields
Rearranging terms, this implies
, which is the desired inequality.
We shall also need some L p estimates for compensators of processes with integrable variation.
Proposition 4.2. Let V be a real increasing process with compensatorṼ . Then
Proof. Since V is increasing, thenṼ is also increasing 1 , hence we only have to prove Ṽ ∞ Lp ≤ p V ∞ Lp . We have
where q is the conjugate exponent of p and B 1 (L q ) stands for the unit ball of L q . Let ξ ∈ B 1 (L q ) be arbitrary but fixed, and introduce the martingale N defined by
hence, using the definition of compensator, the fact that V is increasing, and Hölder's inequality, one obtains
Since, by Doob's inequality, one has
the conclusion follows because ξ is arbitrary.
The following proposition extends, in the case p = 1, the previous inequality to Hilbert-space-valued processes.
Proposition 4.3. Let X : R + → H be a right-continuous measurable process such that E |dX| < ∞. Then X admits a dual predictable projection (compensator)X, which satisfies 
The dual predictable projection µ p X of µ X is defined by
where p Y denotes the predictable projection of a measurable process Y . The dual predictable projection (compensator)X is constructed as the unique process associated to the measure µ p X =: µX. We can thus write 
An extension of the Riesz-Thorin interpolation theorem
We quote, omitting the proof, a generalization of the Riesz-Thorin interpolation theorem, dealing with L p spaces with mixed norm. Let (X 1 , µ 1 ), (X 2 , µ 2 ), . . . , (X n , µ n ) be measure spaces, and p 1 , p 2 , . . . , p n ∈ [1, ∞]. Setting p = (p 1 , p 2 , . . . , p n ) and 1/p := (1/p 1 , 1/p 2 , . . . , 1/p n ) for convenience of notation, let us define the following spaces of integrable functions with mixed norm:
The following result is due to Benedek 
Then one has
Let (X 1 , µ 1 ), (X 2 , µ 2 ) be two measure spaces, and H a real separable Hilbert space. We shall say that a map T :
The following result can be deduced by the previous theorem identifying H with ℓ 2 , and by using the linearization method of [7] (cf. also [2] ) to cover the case of sublinear operators.
Theorem 4.5. Let T be a sublinear operator such that
Stein's estimate for predictable projections of discrete-time processes
In the proof of the BDG inequality for Hilbert-space-valued martingales we shall use a slightly extended version of an L p estimate for the quadratic variation of the predictable projection of an arbitrary discrete-time process, due to Stein (cf. [15, Thm. 8, p. 103]). For the sake of completeness, we include its simple and elegant proof, which relies on Theorem 4.4 above.
Theorem 4.6 (Stein)
. Let (Ω, F, (F n ) n∈N , P) be a discrete-time stochastic basis and (f n ) n∈N an H-valued process. For any p ∈]1, ∞[ and any sequence (n k ) k∈N of positive integers, denoting conditional expectation with respect to F n by E n , one has
Proof. Define the linear operator
Let us show that T is bounded on L p (ℓ p (H)): one has, by the conditional Jensen inequality and Tonelli's theorem,
Lp(ℓp(H))
Let us also show that T is bounded on
where n → ξ n := E n ξ ∞ , with ξ ∞ := sup k f k , is a real-valued martingale. Doob's maximal inequality then yields
Identifying H with ℓ 2 , we have shown that
hence Theorem 4.4 implies that
In particular, this proves the theorem in the case 1 < p ≤ 2. Let us show that T is a bounded endomorphism of L p (ℓ 2 (H)) also if p > 2. Let p > 2 and f ∈ L p (ℓ 2 (H)). Then one has, denoting the duality form between L p (ℓ 2 (H)) and L p ′ (ℓ 2 (H)) by ·, · and the unit ball of L p ′ (ℓ 2 (H)) by B 1 , taking into account that T is self-adjoint on L 2 (ℓ 2 (H)),
where the operator norm of T in the last term is finite because, as already proved, T is a bounded endomorphism of L p ′ (ℓ 2 (H)).
5 General case 
Predictably bounded jumps
Proof. For a fixed ε > 0, let us introduce the local martingale N := H − · M , where
We are going to compare the L 2 norms of [N, N ] ∞ and of N ∞ 2 . To this purpose, note that, since s → H s is decreasing, one has
. Moreover, the Cauchy-Schwarz inequality yields
Thanks to the integration-by-parts formula
which implies, by the inequality M s ≤ M s− + ∆M s ≤ ε + M * s− + D s− and the definition of H,
, the integral on the right hand side can be written as
Taking (5.1) into account and recalling that ε > 0 is arbitrary, the proof is completed. 
Proof. We adapt the proof of Propositon 3.1. Let
− · M and, by the integration-by-parts formula,
Taking norm on both sides and recalling that s → H −1 s is increasing, one has
hence also, using the Cauchy-Schwarz and Doob inequalities,
Moreover, by definition of N , one has
where we have used (4.3), as well as the fact that [M, M ] is an increasing process and x → x −1/2 is decreasing. This implies
, and the proof is finished by combining the estimates.
We now consider the case p ∈]1, 2[, whose proof proceeds along the lines of the previous one, but is technically more complicated. 
Defining q > 0 by p −1 = 1/2 + q −1 , i.e. q = 2p/(2 − p), Hölder's inequality yields
where, by definition of H and elementary computations,
The integration-by-parts formula
Setting V := ε + M * + D and appealing to Lemma 4.1, one obtains the estimate
which yields
Collecting estimates, one concludes that
The proof is completed by recalling that ε > 0 is arbitrary, hence the last inequality holds also with ε = 0. 
Proof. Let ε > 0 be arbitrary, and define the processes
− · N , hence also, exactly as in the proof of Proposition 5.2, M * ∞ ≤ 2H −1 ∞ N * ∞ , which in turn implies, by Hölder's inequality,
where q > 0 is defined by p −1 = 1/2 + q −1 , i.e. q = 2p/(2 − p). By definition of H, one has
and recalling the integration-by-parts formula (4.1) as well as Lemma 4.1, one has
Collecting estimates, one ends up with
The proof is completed, once again, simply by recalling that ε > 0 is arbitrary. 
where we have used the inequality [
and q := p/2 for notational convenience, one has, using the integration-by-parts formula (4.1),
Moreover, integrating by parts, one has
The last two estimates and the elementary inequality (
Let us apply Young's inequality in the form
with N (p) = 2 p/2+1 (which is not the optimal constant), hence, collecting terms,
Davis' decomposition
The following result, known as Davis' decomposition (whose continuous-time adaptation is due to Meyer [12] ), is the key to extend the maximal estimates of the previous subsection to general martingales without any assumption on their jumps. The proof we give here follows closely [12] .
Lemma 5.6 (Davis' decomposition). Let M be an H-valued martingale, and define S := (∆M ) * , i.e. S t := sup s≤t ∆M s for all t ≥ 0. Then there exist martingales L and K such that
Proof. Let us define the process K 1 by
Note that, if t is such that ∆M t ≥ 2S t− , one has
hence ∆M t ≤ 2(S t − S t− ), which implies that the process K 1 has variation bounded by 2S ∞ . Let K = K 1 − K 2 , where K 2 is the (predictable) compensator of K 1 , so that, in particular, K is a martingale. Furthermore, let us set
In particular, L = M − K is a martingale. It remains only to prove (ii): since L = L 1 + K 2 and K 2 is predictable, it follows that, for any totally inaccesible jump time T , one has ∆L T = ∆L 1 T (e.g. by [11, Prop. 7.7] ), hence also, by (5.2) and by definition of L 1 , ∆L T ≤ 2S T − . Moreover, for any preditable jump time T , one has E[∆L T |F T − ] = 0 because L is a martingale, and E[∆L 2
By general decomposition results for stopping times (see e.g. [11, §7] ), it follows that ∆L ≤ 4S − .
Real martingales
Throughout this section we shall use the symbols L, K and S as they have been defined in Lemma 5.6 above.
We start with a simple corollary of Davis' decomposition and Proposition 4.2.
Lemma 5.7. Let M be a real martingale with Davis
Proof. Note that we can write 
Since the total variation of both K 1+ and K 1− is bounded by 2S ∞ , we conclude that
where, repeating an argument used in the previous part of the proof,
Collecting estimates, the proof is completed.
∞ , hence also, taking Proposition 5.5 into account,
We can further estimate the terms on the right-hand side as follows:
hence the proof is complete, recalling that by Lemma 5.7 
Hilbert-space-valued martingales
where p ′ is the conjugate exponent of p, i.e. 1/p + 1/p ′ = 1.
Proof. Note that the (topological and algebraic) dual of L p (H) is L p ′ (H), with duality form E(·, ·). Therefore, denoting the unit ball of L p (H) by B 1 , one has, recalling Doob's inequality,
Let ξ ∈ L p (H), E ξ p ≤ 1, be arbitrary, and consider the martingale t → N t := E[ξ|F t ], N ∞ := ξ. Kunita-Watanabe's and Hölder's inequalities yield
By the hypothesis and Doob's inequality, one also has Proof. Thanks to the martingale convergence theorem and Doob's inequality, we can identify the space of H-valued martingales such that M * ∞ Lp < ∞, p > 1, with L p (Ω → H, F ∞ , P). For i ∈ {1, 2}, let us define, with a slight abuse of notation, the operator
which is immediately seen to be sublinear in the sense of §4.2. Taking Doob's inequality into account, one has 
By the results in Section 2 we know that the upper bound holds for all p ≥ 2, and that the lower bound holds for p = 2 and for all p ≥ 4. Therefore, by Lemma 5.9, the lower bound in fact holds for all p ≥ 2. In turn, Lemma 5.8 yields the validity of the upper bound for all p ∈]1, 2[ (hence for all p ≥ 1), provided the lower bound holds for all p ∈]1, 2[, which we shall prove now: letting M = L + K be the Davis decomposition of M and proceeding as in the proof for real-valued martingales of the previous section, one obtains 
