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1. INTRODUCTION
In a recent paper [3], X. Zhu has considered positive solutions u, v of
( p1(r) .(u) u$(m&1))$+q1(r) f (u)0, u(0)=u0 , u$(0)=u$0
(1.1)
( p2(r) .(v) v$(m&1))$+q2(r) f (v)0, v(0)=v0 , v$=v$0
where m>1,
u0v0>0, u$0v$0 , (1.2)
and
p1(r)p2(r)>0 and q2(r)q1(r)0 for r>0. (1.3)
His main result states that under assumptions on f (s), .(s)>0 which will
be stated below, the functions u, v satisfy v(r)u(r). For the proof, which
is lengthly and not simple, a Riccati-type transformation is employed (the
Riccati transformation is a well-known tool in linear SturmLiouville
theory; cf. [1, 2]).
In the present note we describe an approach to this problem which uses
a well-known theorem on differential inequalities (Theorem A in Section 2).
Otherwise we take over Zhu’s approach via a Riccati transformation. As a
result, the reasoning becomes much simpler, and it requires only a few
pages. There are other significant benefits.
We deal not only with weak inequalities vu, but we prove also strong
comparison theorems and give a precise description for the occurrence of
strict inequalities (Theorems 3 and 6).
In [3], the restrictive assumption v$00 is made. We allow that v$0>0
but require in this case that
p1(r)=p2(r)>0 if v$0>0. (1.4)
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Among the consequences are uniqueness theorems for the initial value
problem and for positive solutions of boundary value problems with no
restriction on the initial value of the derivative (Corollaries to Theorem 6
and Theorem 7).
Finally we remark that in Lemma 3.3 of [3] a clever idea is used. Our
Lemma 4 is closely related, and it allows a very short proof. It shows also
that the family (u=) is strictly monotone in =.
Notation. Monotonicity is understood in the weak sense, i.e., the func-
tion . is increasing or strictly increasing if x<y implies .(x).( y) or
.(x)<.( y), resp. The odd power function |s|q&1 s is denoted by s(q)
(q real). Its inverse function is s(1q), its derivative is q |s|q&1 and the
product rules (st)(q)=s(q)t (q) and s(q)s(r)=|s|q+r hold. The constant
+=(m&1)&1>0 is used repeatedly.
2. A THEOREM ON DIFFERENTIAL INEQUALITIES
Theorem A. Let F(r, y): D/R2  R satisfy a Lipschitz condition in y in
compact subsets of D. Let v, w be continuous in I=[a, b] and differentiable
in I0=(a, b], and assume that graph v, graph w/D,
v$F(r, v), w$F(r, w) in I0 and v(a)w(a).
Then vw in I, and, with respect to strict inequalities,
v<w in I0 or v=w in [a, c], v>w in (c, b] (c # I0).
In the case where F(r, y) is increasing in y, the difference w&v is increasing.
We sketch the proof, which can be found in [2]. There exists L>0 such
that |F(r, v)&F(r, w)|L |v&w| in I. Then it follows from the differential
inequalities that the difference u=w&v satisfies
u$=w$&v$&L |u|.
In an interval J/I, where u is negative,
(u(r) e&Lr)$=e&Lr(u$&Lu)0,
i.e., u(r)e&Lr is negative and increasing in J. This together with the initial
condition u(a)0 leads to a contradiction. Hence u0. A similar calcula-
tion yields now (u(r) eLr)$0. The statement about strict inequalities
follows immediately, and the last remark is obvious since w(r)>v(r)
implies w$(r)v$(r) if F(r, y) increases in y.
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3. THE RICCATI TRANSFORMATION
Our assumptions are (1.1) in J 0=(0, R), (1.2), and
(A) pi , qi are continuous in J=[0, R), and (1.3), (1.4) hold in
J 0=(0, R) (i=1, 2).
(B) f (s) # C 1(0, ) and f >0, f $0 in (0, ).
(C) .(s) is continuous and positive in (0, ).
(D) The function h(s)=(m&1) .&+( f +)$=.(s)&+ f (s)+&1 f $(s)0
is decreasing.
(E) The function u # C 1(J ) is positive in J and p1(r) .(u) u$(m&1) #
C 1(J 0) and the same with p2(r) holds for v.
The Riccati transforms of u, v are given by
U(r)=p1(r) .(u) u$(m&1)f (u),
(3.1)
V(r)=p2(r) .(v) v$(m&1)f (v).
It follows from (1.1) that
U $&q1(r)&p1(r)&+ |U |++1 h(u)
(3.2)
V$&q2(r)&p2(r)&+ |V |++1 h(v)
where +=1(m&1) and h is defined in (D); equality holds at the point r
if and only if it holds in the corresponding inequality in (1.1). A proof is
simple and can be found in [3].
Let us introduce the function
F(r, y)=&q1(r)&p1(r)&+ | y|++1 h(u(r)). (3.3)
If vu in an interval I=[0, b]/J, then
U$F(r, U ) and V$F(r, V ) in I0=(0, b] (3.4)
hold. The first inequality is identical with (3.2), and the second one uses the
three inequalities
q1q2 , p&+1 p
&+
2 and h(u)h(v) (3.5)
which come from (D) and vu.
There is a constant C (depending on I ) such that
|U(r)p1(r)|C, |V(r)p1(r)||V(r)p2(r)|C in I0 ;
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this follows from the definition of U and V and (E). We consider the func-
tion F(r, y) only in the set D defined by
D=[(r, y) : | y|Cp1(r), r # I].
In this set F satisfies a (uniform) Lipschitz condition in y because
|Fy(r, y)C1 | yp1(r)| +C1C +. Hence Theorem A applies to (3.4). It
leads to
Theorem 1. Assume that vu in I=[0, b]/J and that V(0)U(0).
Then
V<U in (0, b] or V#U in [0, c], V<U in (c, b] where 0<cb.
We also note that V$(r)0 by (3.2) and sgn V(r)=sgn v$(r) by (3.1); it
follows that
v$00 O V(0)0 O V(r)0 in J O v$(r)0 in J.
The relation between U, V and the generating functions u, v is clarified in
the following theorem. We introduce a positive function g(s) and its
antiderivative G(s),
g(s)=(.(s)f (s))+, G$(s)=g(s)>0 (s>0). (3.6)
The function G(s) is strictly increasing; hence G(s1)>G(s2) implies s1>s2 .
Theorem 2. (a) If VU in I=[0, b]/J, then the difference
D(r)=G(u(r))&G(v(r))
is nonnegative and increasing in r.
(b) If V<U in I0=(0, b], then the difference D(r) is positive and
strictly increasing in I0 . This implies that u>v in I0 .
Proof. (a) From (3.1) and VU we obtain
.(v)
f (v)
v$(m&1)
p2
p1
.(v)
f (v)
v$(m&1)
.(u)
f (u)
u$(m&1). (3.7)
The first inequality is trivial if v$0>0, because p2 p1=1 by (1.4). If v$00,
then v$0 by Theorem 1, and the inequality follows from p2 p11.
Applying ( } } } )( +) to (3.7), the inequality g(v)v$g(u)u$ follows; the
latter is equivalent to G(v(r))$G(u(r))$ and leads to (a). Note that
D(0)=G(u0)&G(v0)0.
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In the case (b) the second inequality in (3.7) is strict, and hence
g(v)v$<g(u)u$. The rest follows as in (a). K
4. COMPARISON THEOREMS
We impose a new condition
(F) V(0)U(0).
This condition (F) is satisfied among others in each of the cases
(i) u$00v$0 ;
(ii) p1(0)=0;
(iii) u$0<0 and p2(0) .(v0) v0$(m&1)p1(0) .(u0) u0$(m&1).
Theorem 3 (Strong Comparison). It is assumed that (1.2), (1.3), (1.4)
and (A) to (F) hold. If u, v satisfy (1.1) in J 0=(0, R) and v<u in an interval
(0, $) ($>0), then v<u in J. This holds in particular if u0>v0 or u$0>v$0 .
Proof. Assume that the conclusion is false. Then there is b # J such that
v<u in (0, b) and v(b)=u(b). According to Theorem 1 we have VU in
I=[0, b], and Theorem 2 shows that D(r)=G(u)&G(v), which is positive
in (0, $), remains positive in (0, b]. It follows that v(b)<u(b). With this
contradiction the theorem is proved. K
Our next aim is to show that vu in J holds in the case where u0=v0 ,
u$0=v$0 . We impose the following condition (G) on p1(r).
(G) There exist a constant C>1 and a function k(r) # C[0, R) &
C 1(0, R) which satisfies k$0 and 1kp1C in (0, R).
The condition (G) is satisfied if p1 is of class C 1 in (0, R) and increasing.
Essentially, it says that the functions :(r)=min p1 in [r, R] and ;(r)=
max p1 in [0, r], which are increasing and satisfy 0<:(r)p1(r);(r),
have a bounded quotient ;:.
Lemma 4. The family of functions (u=) defined by
.(u=) u=$(m&1)=.(u) u$(m&1)+=k(r)p1(r), u= (0)=u(0)=u0 (4.1)
is strictly increasing in = # (0, 1) and converges to u(r) as =  0+ uniformly
in compact subsets of [0, R). Furthermore, for each =>0 there exists $>0
such that u$=(r)>u$0+$ for small r>0.
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Proof. Raising both sides of (4.1) to the odd power ( +), one obtains a
differential equation with separated variables for u= ,
u$=(r)=
[.(u) u$(m&1)+=k(r)p1(r)]( +)
.(u=) +
, u=(0)=u0
By the well-known explicit formula for u= ,
|
u= (r)
u0
.(s)+ ds=|
r
0
[.(u) u$(m&1)+=k(\)p1( \)]( +) d\.
Since the odd power function s( +) is strictly increasing, the integrand on the
right is striclty increasing in =, and the propositions regarding u= follow.
Dividing (4.1) by .(u=), the lim inf of u=$(m&1) as r  0+ is seen to be
u0$(m&1)+=.(u0). This proves the last inequality. K
Theorem 5 (Weak Comparison). Assume that u, v satisfy (1.1) in
J 0=(0, R) and that (1.2) and (A) to (G) hold. Then vu in [0, R).
Proof. For fixed =>0, we have v<u= and v$<u$= at r=r0>0 if r0 is suf-
ficiently small. Applying Theorem 3 to the interval [r0 , R), the inequality
v<u= in this interval and therefore, since r0 (small) is arbitrary, in (0, R)
follows. Letting =  0+, the conclusion follows from Lemma 4. K
Corollary. If .(s) is decreasing in s (in particular if . is constant),
then Theorem 5 holds without assumption (G).
Proof. One defines now u= by (4.1), where the term =kp1 is abandoned
and instead the initial condition is replaced by u=(0)=u0+=. This family
(u=) has the properties stated in Lemma 4, and it follows from (4.1) that
u$=(0)u$(0). Now Theorem 2 can be applied to u= and v in [0, R); the
result is v<u= in [0, R). Letting =  0+, the inequality vu follows. K
Theorem 6 (Strong Comparison). Under the assumptions of Theorem 5
(without (G) if .(s) is decreasing) the relation between v and u is described
by one of the three cases (i) v<u in (0, R); (ii) v#u in (0, R); (iii) v=u in
[0, c], v<u in (c, R), where 0<c<R.
Proof. By Theorem 5 and Theorem 1 we have VU, and Theorem 2
shows that D(r)=G(u)&G(v) is increasing. Since D(r) is zero [positive] if
and only if u&v is zero [positive], Theorem 6 follows. K
It is an important problem to characterize the situation where case (iii)
is excluded and the proposition becomes ‘‘v=u or v<u in J 0.’’ The answer
is contained in part (a) of the
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Corollary (Initial Value Problem). (a) If case (iii) v=u in [0, c]
holds, then p1=p2 and q1=q2 in [0, c], and we have equality in the differen-
tial inequalities of (1.1). Hence both u and v are solutions of the IVP
( p1(r) .(u) u$(m&1))$+q1(r) f (u)=0, u(0)=u0 , u$(0)=u$0 . (4.2)
(b) The IVP (4.2) has at most one solution.
Proof. Part (b) follows in a standard way from Theorem 5. As for (a),
we observe from (3.7) that p1=p2 and then from (1.1) that q1q2 , which
gives q1=q2 due to (1.3). Now equality in the inequalities of (1.1) is a
direct consequence.
5. ZERO BOUNDARY CONDITION
This case is interesting in view of boundary value problems. We assume
now that u and v satisfy (E) and are continuous in the closed interval
[0, R], while (1.1) holds only in the open interval (0, R) as before. The
value 0 for u(R) and v(R) is permitted. We assume that the function g(s)
introduced in (3.6) is integrable in (0, 1). Then G(s) can be defined by
s0 g(t) dt, and we have G(0)=0, G(s)>0 for s>0.
Theorem 7. Assume that the function (.(s)f (s))+ is integrable on the
interval (0, 1) and that the assumptions of the Theorem 6 are satisfied. Then
we have either u=v in [0, R] or v(R)<u(R).
Proof. If we are not in the case (ii) of Theorem 6, then u&v is posi-
tive near R, and the same is true of G(u)&G(v). Since this difference is
increasing, it converges to G(u(R))&G(v(R))>0 as r  R. This implies
that v(R)<u(R). K
Corollary (Boundary Value Problem). Under the assumptions of the
preceeding theorem (with p1=p2 and q1=q2) the BVP
( p1(r) .(u) u$(m&1))$+q1(r) f (u)=0 on (0, R),
(5.1)
u(0)=u0>0, u(R)=0
has at most one positive solution, and this is also true for the problem where
at the origin the derivative u$(0)=u$0 is prescribed and u is required to be
positive in [0, R).
Proof. If u and v are two different solutions, then u$(0){v$(0) by
Corollary (b) to Theorem 6, and we can assume that v$(0)<u$(0). By
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Theorem 7 we get 0=v(R)<u(R), which is a contradiction. In the second
case the proof is similar. K
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