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Abstract
In this paper we propose a branch-and-cut algorithm for the exact solution of an integer multi-
commodity ow problem. This NP-hard problem nds important applications in transportation,
VLSI design, and telecommunications. We consider alternative formulations of the problem and
describe several classes of valid inequalities. We describe lifting procedures to extend a given
valid inequality for the problem with k commodities, to that having a larger number of commodi-
ties. We introduce a new large class of valid constraints, the multi-handle comb inequalities.
The polyhedral structure of the integer multicommodity polytope is studied in the case of unit
edge capacities. We prove that this polytope is full dimensional and show that some multi-handle
comb inequalities are facet dening. Also, the lifting procedures are facet preserving under cer-
tain conditions. A branch-and-cut algorithm for the exact solution of the problem is then outlined,
and separation algorithms for the main classes of inequalities studied in the paper are proposed.
Computational results on several classes of test problems are nally reported, with a comparison
between two dierent formulations. ? 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
The maximum multicommodity ow problem is one of the best-known problems
in network optimization. Informally, the problem consists of sending distinct ows be-
tween k given pairs of terminal nodes of a given undirected graph with edge capacities,
with the objective of maximizing the total amount of ow sent between the k termi-
nals. In the integer version of the problem, called Integer Multiow Problem (IMP, in
the sequel), we also require the ows to be integer. A well-known special case of this
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latter problem arises when all edge capacities are set to 1: in this case, IMP consists of
nding a maximum number of edge-disjoint paths between the k given terminals. The
problem nds important applications, e.g., in transportation, VLSI design, and telecom-
munications. It is known to be strongly NP-hard even for k =2; see [8]. We address
the reader to the survey of Frank [6], where more references on the problem are given.
In this paper we study the integer multicommodity ow problem from a polyhedral
point of view, and design a branch-and-cut algorithm for its exact solution. The paper
is organized as follows.
In Section 2 we describe the main notation used throughout the paper, and give
two basic formulations for the problem. In Section 3 we present a new class of valid
inequalities, called multi-handle comb inequalities, and we give two lifting theorems
to extend valid inequalities to the case with k commodities to valid inequalities for the
case with a larger number of commodities.
The structure of the polytope associated with the integer multicommodity ow prob-
lem with unit edge capacity is analyzed in Section 4. We study the dimension of the
polytope, we analyze the lifting procedures, and prove that some multi-handle comb
inequalities are facet dening. Our branch-and-cut algorithm is described in Section 5.
Separation procedures for the main classes of inequalities studied in the paper are pro-
posed in Section 6. Computational results on several classes of test problems are nally
reported in Section 7.
2. Notation and basic models
We deal with a connected, undirected graph G = (V; E). We do not distinguish
between an element v and the singleton fvg. An edge with endpoints u and v is
denoted by uv.
Given a nodeset W of G, the set (W )E of the edges between W and VnW is
called a cut. If s2W and t 62W , then (W ) is called an fs; tg-cut. A path P between
two nodes s and t is called an fs; tg-path. We denote by E(W ) the set of the edges
with both endnodes in W .
If S is a nite set and h : S ! R is a function, we use notation h(S 0):=Px2 S0 h(x)
for all S 0 S.
A network is a pair (G; c), where G=(V; E) is a graph and c : E ! R+ is a capacity
function.
Let s; t be given terminal nodes in a given network (G; c). Let Pst be the family
of fs; tg-paths in G. An fs; tg-ow is a function f: Pst ! R+, such that the ow
xe:=
P
P 2Pst :e2 P f(P) passing through edge e does not exceed ce. For every v2V ,
we denote by zv:=
P
P 2Pst :v2 P f(P) the ow passing through node v. The value of
the ow is
P
P 2Pst f(P). We dene the ow to be integer if f is an integer function.
This obviously implies that the vector (xe : e2E) is integer as well.
Let C be the family of cycles of G. A circulation is a function  : C ! R+
that satises xe:=
P
C 2C:e2C (C)6ce for all e2E. The circulation is integer when
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 is an integer function. Every (integer) ow can be transformed into an (integer)
circulation by adding a new edge st with a certain capacity cst to E, and transforming
every path P 2Pst into a cycle containing st. Here, the ow value is the value of the
circulation through edge st, hence capacity cst provides an upper bound to the ow
value.
Given k distinct pairs (si; ti) of terminal nodes, a multicommodity ow (or mul-




e6ce for all e2E, where
xie =
P
P 2Pst :e2 P f
i(P). A multiow is integral if all the k ows are integral. Again,
by adding edges siti; i = 1; : : : ; k, an (integer) multiow can be transformed into an





In a multicommodity ow problem the original graph is dened to be the supply
graph and denoted with Gsup = (V; Esup). The demand graph is dened as Gdem =
(V; Edem), where Edem:=fs1t1; : : : ; sk tkg. Let G = (V; E), where E:=Esup [ Edem, be the
graph where the multiow problem is dened as a circulation. We assume w.l.o.g. that
G is a simple graph, i.e., multiple edges are supposed to be split in a pre-processing
phase by introducing dummy nodes.
There are several optimization problems involving determination of multiows. As
already mentioned in the introduction, we will consider that of nding an integer
multiow of maximum value. The problem was proved to be strongly NP-hard for
k>2 (even in the case c = 1) by Karp [8].
In this paper we approach this problem from a polyhedral point of view, that is, we
consider the polytope Qk which is the convex hull of the integral vectors (x1; : : : ; xk),
where xi is the circulation vector obtained by adding siti to every fsi; tig-path in the
fsi; tig-ow. For an arbitrary graph (even in case of unit edge capacities) determining
the dimension of Qk is an hard problem. Standard polyhedral methods require some
information about the dimension of the polytope in object. For this reason, we will
study the polytope Pk which is the convex hull of the integral vectors (x1; : : : ; xk), where
xi is a circulation vector (note that we do not impose that all cycles C 2C involved
in the denition of circulation xi must contain siti). For a properly dened objective
function, optimizing over Pk gives the solution of our integer multiow problem.
A basic \asymmetric" IMP formulation is as follows. We transform the undirected
graph G in a directed graph D by replacing each edge uv by two directed arcs (u; v)
and (v; u). Accordingly, we have two variables, namely ~xiuv and ~x
i
vu, for each undirected
edge e = uv2E, whose sum gives the \undirected" ow passing through e. IMP can













vu)6ce for all e = uv2E; (3)
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~xishth =~x
i
thsh = 0 for i; h= 1; : : : ; k with i 6= h; (4)
~xisiti = 0 for i = 1; : : : ; k; (5)
~xi>0 and integer for i = 1; : : : ; k: (6)
Constraints (4) ensure that articial arcs cannot be used to ow other commodities.
If G is connected then, for all i = 1; : : : ; k, exactly one (arbitrarily chosen) of Eq. (2)
is redundant.
In this paper we analyze both theoretically and computationally an alternative \sym-
metric" formulation of IMP, which is based on a result of Seymour [11] who showed
that xi is a circulation vector of G= (V; E) if and only if 06xie6ce for all e2E, and
the cut inequalities xi((W )ne)>xie; for all W V; e2 (W ) hold; see also Bauer [2]
who studied the facets of the circuit polytope. It is worth noting that, even in case of
integer capacities, the above system of inequalities does not give necessarily an inte-










s:t: xi((W )ne)>xie for all W V; e2 (W ) and i = 1; : : : ; k; (8)
xi((v)) = 0 (mod 2) for all v2V and i = 1; : : : ; k; (9)
kX
i=1
xie6ce for all e2E; (10)
xi>0 and integer for i = 1; : : : ; k: (11)
Here wie:=1 if e = siti; w
i
e = −M (where M is a very large positive number) if
e = sjtj for some j 6= i; and wie = 0 otherwise (e2E; i = 1; : : : ; k):
Constraints (8) are called cut inequalities. Conditions (9) state that, for each com-
modity i, the total ow associated with the edges of the star of any node v must be an
even number (twice the ow through v); these conditions are required to prevent the
occurrence of solutions like the one in Fig. 1. Constraints (9) could be linearized by
introducing the following additional integer variables. For all v2V and i2f1; : : : ; kg,
let ziv be the total amount of ith commodity ow that goes through node v. These new
variables are linked to the variables xie by the obvious equations x
i((v)) = 2ziv v2V ,
for i = 1; : : : ; k.
Alternatively, one can replace (9) by the multi-handle comb inequalities (16) we
introduce in the next section.
Because of the very special objective function (7), one can obtain an alternative
(relaxed) model by removing equations (9) from the model, whereas weakening con-
straints (8) into
xi((W )nfsitig)>xisiti for all fsi; tig-cuts (W ) and i = 1; : : : ; k: (12)
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Fig. 1. An infeasible solution cut o by condition (9). The edges drawn have xie = 1.
We next show how an optimal solution to the relaxed model can be post-processed to
yield a feasible IMP solution with the same objective function value. Let ~x=( ~x1; : : : ; ~xk)
be any feasible integer solution of the model. Because of (10), for each e2E the values
~x1e ; : : : ; ~x
k
e can be thought of as an integer \splitting" of the overall capacity ce among the
k commodities. Moreover, because of (8), for each commodity i all the fsi; tig-cuts in
the network (Gsup; ~x
i) have capacity equal to, at least, the given value ~xisiti . Therefore,
for each i = 1; : : : ; k one can compute (through any max-ow algorithm) an integer
fsi; tig-ow in (Gsup; ~xi), say ow xi, of value ~xisiti . But then (x1; : : : ; xk) corresponds to




siti , i.e., this bound is indeed tight.
An advantage of the symmetric formulation over the asymmetric one is that it in-
volves fewer variables and no equations, hence its LP relaxation can in some cases
be solved more eectively in a branch-and-cut framework. This gives us motivation to
study the symmetric formulation and to strengthen its LP relaxation through additional
cuts.
3. New inequalities and lifting theorems
Consider k (= number of commodities) possibly overlapping nodesets W1; W2; : : : ;
Wk ; and an edge set T 
Sk
i=1 (Wi), with c(T ) odd. Sets Wi are called the handles,
whereas T contains the tooth edges. Fig. 2 gives an illustration of a case with k = 3
and jT j= 6.
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[2xi((Wi) \ T )− xi((Wi))]; (15)
where both 2xi((Wi) \ T ) and xi((Wi)) are even numbers, and c(T ) is odd by as-




[xi((Wi) \ T )− xi((Wi)nT )]6c(T )− 1: (16)
To our knowledge, multi-handle comb inequalities are new. They are only known
in the literature for the polynomially solvable special case in which k = 1 and ce = 1
for all e2E. In this case the integer vectors that satisfy (7){(11) are the incidence
vectors of Eulerian subgraphs. Edmonds and Johnson [5] showed that a complete linear
description of the convex hull of the incidence vectors of Eulerian subgraphs can be
obtained by means of the following particular case of multi-handle comb inequalities,
known as blossom (or matching) inequalities:
y(T )− y((W )nT )6jT j − 1 for all W V; T  (W ); jT j odd: (17)
Multi-handle combs inequalities do improve the LP relaxation of model (7){(11),
as shown in the following example with k = 2 commodities.
Example. Consider a graph Gsup with two terminal pairs (s1; t1) and (s2; t2). A
well-known result concerning the existence of two edge-disjoint paths connecting (s1; t1)
and (s2; t2) in Gsup is the following (see, e.g., [6]). Let Gsup be such that j(W )j>2
for all W V such that s1t1 2 (W ) and s2t2 2 (W ). There are no two edge-disjoint
paths between the corresponding terminal pairs if and only if some edges of Gsup can
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Fig. 3. A graph in which two edge-disjoint paths (one between s1 and t1, and the other between s2 and t2)
do not exist.
be contracted so that the resulting graph G0 is planar, the four terminals have degree
2 while the other nodes are of degree 3, and the terminals are positioned on the outer
face in this order: s1; s2; t1; t2.
Fig. 3 shows a typical situation in which the two edge-disjoint paths (one between
s1 and t1, and the other between s2 and t2) do not exist. Notice, however, that two
edge disjoint paths both connecting s1 to t1 do exist.
In order to get an instance of model (7){(11), we dene k =2, add a demand edge
for both commodities and set ce = 1 for all e2E, including s1t1 and s2t2.
An optimal solution of the LP relaxation of model (7){(11) is illustrated in Fig. 4.
The value of this solution is 2.
This point is cut o by any of the multi-handle comb inequalities associated with
W1 = f1; 2; 5g; W2 = f4; 6g; T = f(1; 12); (2; 4); (5; 6)g;
W1 = f2; 3; 8g; W2 = f4; 7g; T = f(2; 4); (3; 10); (7; 8)g;
W1 = f5; 10; 11g; W2 = f6; 9g; T = f(3; 10); (5; 6); (9; 11)g;
W1 = f8; 11; 12g; W2 = f7; 9g; T = f(1; 12); (7; 8); (9; 11)g):





1;12 − x12;3 − x15;10] + [x22;4 + x25;6 − x24;7 − x26;9]62:
Adding any of these cuts to the LP leads to a fractional solution of value 1.9, thus
proving that the two edge-disjoint paths do not exist.
We introduce next two simple lifting theorems, which allow one to extend any valid
inequality for the case with k commodities to a valid inequality for the case with
k 0>k commodities. Let Pk denote the convex hull of the integer solutions of model
(7){(11) with k commodities.
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Fig. 4. An optimal solution of the LP relaxation of the symmetric model.








be any valid inequality for Pk; and let h1; : : : ; ht 2f1; : : : ; kg be t>1 (not necessarily












hje xk+je 60 (19)
is valid for Pk+t .
Proof. Suppose there exists a point y= (y1; : : : ; yk ; yk+1; : : : ; yk+t) of Pk+t which vio-



























e >0, a contradiction.
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is valid for Pk+t .
Proof. Trivially, if y = (y1; : : : ; yk ; yk+1; : : : ; yk+t)2Pk+t violates (21), then the point
x = (y1; : : : ; yk) belongs to Pk and violates (20), a contradiction.
4. Polyhedral analysis of the unit capacity case
Throughout this section we consider again model (7){(11) and we restrict our at-
tention to the special case ce = 1 for all e2E, including the edges of the demand
graph.
We rst review some known results for the single commodity case (k = 1). Recall
that a graph G is q-connected if j(W )j>q for all ;W V . This is equivalent to
saying that G contains q edge-disjoint paths between any pair of nodes (by denition,
a graph made of a single node is q-connected for all q). A bridge of G is a cut of
size 1. A cut (W ) is bridgeless if both shores induce 2-connected graphs.
Theorem 4.1 (Seymour [12], Barahona and Grotschel [1]). Let ~E be the set of the
edges of G contained in a cut of size at most 2. A complete description of P1 is
given by
(a) ye = 0 for each bridge e of G;
(b) ye − yf = 0 for each cut (W ) = fe; fg of size 2;
(c) 06ye61 for each e2En ~E;
(d) y(T )− y((W )nT )6jT j − 1 for each bridgeless cut (W ) and each T  (W )
with jT j odd.
Moreover; the system above is nonreduntant.
Corollary 4.2. If G is 3-connected; then
(i) P1 is full dimensional; i.e.; dim(P1) = jEj;
(ii) the bound constraints ye>0 and ye61 dene facets of P1; for all e2E;
(iii) the blossom inequalities
y(T )− y((W )nT )6jT j − 1 (22)
dene facets of P1 for all W V and T  (W ) such that jT j is odd and (W ) is a
bridgeless cut of G.
If (W ) is not bridgeless, the blossom inequality y(T ) − y((W )nT )6jT j − 1 is
not facet dening. To see this, let W = W1 [ W2 with W1; W2 6= ; be such that
jQ:=(W1)\ (W2)j61 and dene Ti:=T \ (Wi) for i=1; 2. W.l.o.g., let jT1j be odd
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and jT2j be even. If jQj=0, then y(T )−y((W )nT )6jT j−1 is just the sum of the valid
inequalities y(T1)−y((W1)nT1)6jT1j−1 and y(T2)−y((W2)nT2)6jT2j. Otherwise,
Q= ftg and the inequality can be obtained by adding y(T1)− y((W1)nT1)6jT1j − 1
and y(T 02)− y((W2)nT 02)6jT2j, where T 02:=T2 [ ftg.
We now address the polytope Pk for a generic k.
Theorem 4.3. If G is 3-connected; then Pk is full dimensional for all k; i.e.;
dim(Pk) = kjEj:
Proof. From Corollary 4.2, dim(P1)= jEj, i.e., there exist jEj+1 anely independent
points in P1. Without loss of generality, one of these points can be assumed to coincide
with 0. Then let X1 be the nonsingular jEjjEj matrix containing the incidence vectors
of these points as rows (with the row corresponding to the zero vector omitted), and




. . . 0
X1 0 0
0






Each row of Xk corresponds to a point of Pk . Moreover these rows (except the
rst one) are linearly independent, hence the rows of Xk are anely independent. This
concludes the proof.
In the remaining part of this section we always assume that G is a 3-connected
graph, so as to guarantee that Pk is of full dimension.
We next analyze the lifting operations described in Section 3. We start with the
commodity-cloning procedure of Theorem 3.1. Because of Theorem 3.2, this operation
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hje xk+je 60 (25)
is facet dening for Pk+t .
Proof. By Theorem 3.1 (25) denes a (proper) face of Pk+t . Now let Xk be a nonsin-
gular kjEj  kjEj matrix whose rows give points x2Pk that satisfy (23) with equality,
and let Yt be a nonsingular tjEj tjEj matrix whose rows give points y2Pt satisfying
(24) with equality. The existence of Xk and Yt follows from the hypotheses of the
















e60 denes a facet of Pk .
Proof. Simply apply k − 1 times the commodity-cloning operation with t = 1.
In view of the above result, Corollary 4.2 implies the following result.




e61 denes a facet of Pk for all e2E.
We now address the 0-lifting operation of Theorem 3.2. Clearly, this operation does
not always produce a facet of Pk+t , even in the case (20) does induce a facet of Pk



























denes a facet of Pk+t .
Proof. Clearly, the case t>2 can be reduced inductively to the case t = 1. Hence
assume t = 1. By Theorem 3.2, (27) denes a (proper) face of Pk+1. Now let X1 be
the jEjjEj nonsingular matrix dened in the proof of Theorem 4.3, and let Xk contain
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kjEj−1 linearly independent rows corresponding to nonzero points of Pk which satisfy
(26) with equality. The existence of Xk follows from the fact that (26) denes a facet
of Pk . Then the (k + 1)jEj rows of the matrix
Xk+1 =





are anely independent, and correspond to points of Pk+1 satisfying (27) with equality
(recall that 0 = 0 is assumed).
Corollary 4.8. The nonnegative constraints xie>0 dene facets of Pk for all e2E
and i = 1; : : : ; k.
Proof. An immediate consequence of Corollary 4.2 and Theorem 4.7.
Corollary 4.9. Let (W ) be a bridgeless cut of G. The cut constraints xi((W )ne)>xie
dene facets of Pk for all e2 (W ) and i = 1; : : : ; k.
Proof. W.l.o.g., let i = 1. Because of Corollary 4.2, the blossom inequality x1e −
x1((W )ne)60 denes a facet of P1. The claim then follows from Theorem 4.7.
We now dene a composition operation to \merge" two inequalities for Pk and Ph
with the same right-hand side, to a single (not necessarily valid) inequality for Pk+h.















be two given valid inequality for Pk and Ph, respectively. We say that the (not neces-















is obtained by merging (28) and (29).
One can easily see that the commodity merging operation cannot produce a facet
when 0 =0 (again because of Theorem 3.2 on 0-lifting). For 0 6= 0, instead, one has
the following property.
L. Brunetta et al. / Discrete Applied Mathematics 101 (2000) 13{36 25
Fig. 5. A facet-dening multi-handle comb inequality.
Theorem 4.11. Assume 0 6= 0. Moreover; let (28) and (29) dene facets of Pk and
Ph; respectively. If (30) is valid for Pk+h; then it is facet dening.
Proof. Let Xk and Xh be nonsingular square matrices containing kjEj and hjEj points






contains (k + h)jEj linearly independent points satisfying (22) with equality.
Corollary 4.12. The multi-handle comb inequality (16) denes a facet of Pk if jT j>3
and; for each i = 1; : : : ; k; T  (Wi) and (Wi) is a bridgeless cut.
Proof. In this case, (16) can be obtained by iteratively merging facet-inducing blossom
inequalities, with nonzero right-hand side.
Fig. 5 shows the pattern of handles and teeth in a multi-handle comb inequality
covered by Corollary 4.12 (case k = 4). Notice that T  (Wi) for all i = 1; : : : ; k.
5. A branch-and-cut algorithm
The algorithm we describe follows the branch-and-cut framework originally proposed
by Padberg and Rinaldi [10].
The algorithm is a depth-rst branch-and-bound procedure, in which upper bounds
are computed by means of model (7), (9){(12). The relaxation is tightened, at run
time, by the addition of valid inequalities belonging to one of the specic classes
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discussed in Section 3. The algorithm allows the user to specify, for each commodity
i, a lower bound li on the value of the ow xi, a feature required in some applications.
The following simple greedy heuristic algorithm is applied at the beginning of the
root node computation to nd a good initial feasible solution.
We start with the original supply graph G=(V; Esup). In order to deal with the lower
bounds li on the ow values, we rst repeat the following steps for each i = 1; : : : ; k.
We temporarily add to Gsup an extra node, say w, plus an edge wsi with capacity li and
nd the maximum ow y from w to ti. If this ow has value less than li, the heuristic
is stopped and our algorithm is unable to nd a feasible solution. Otherwise we assign
this ow to the ith commodity by setting xi:=y, we update the edge capacities by
setting ce:=ce − ye for all e2Esup, and repeat.
Then, for i = 1; : : : ; k, in sequence, we repeat the steps described above, but with
edge wsi now having capacity csiti − li. Again, we nd a maximum ow y from w to
ti (of value, say i), and assign this ow to the ith commodity by setting xi:=xi + y.
We then update the edge capacities by setting ce:=ce − ye for all e2Esup, and repeat.
The above algorithm produces a feasible solution of value LB:=
Pk
i=1(li + i).
The value LB is compared with the following simple upper bound. We construct a
special network ~N by adding to (Gsup; c): (i) two extra nodes s and t; (ii) the edges ssi
with capacity csiti and lower bound li (i = 1; : : : ; k), and (iii) the edges tit of capacity
csiti (i = 1; : : : ; k) and lower bound li. We then compute a maximum ow in ~N from
s to t, whose value is an upper bound, say UB, to the optimal value of our problem.
If LB = UB, the heuristic solution is guaranteed optimal, and no further computation
is needed.
At each node of the branching tree, we initialize the LP relaxation by taking all the
constraints present in the last LP solved at the father node (for the root node, only
the capacity constraints are taken). The instances of the problem being usually sparse,
we keep all the variables in our LP relaxations, i.e., no variable pricing technique is
used.
An inequality x60 is violated by the current LP solution, say ~x, if we have
 ~x>0. The addition of violated inequalities belonging to a specic class is obtained
by solving the separation problem discussed in Section 6. As a heuristic rule, we skip
the violated cuts with degree of violation less than 0.01 (for the cut inequalities) or
0.05 (for the multi-handle comb inequalities).
The separation algorithm for the cut inequalities, as described in the Section 6.1, is
used rst. We exit the separation phase if violated cut inequalities are found. When
this is not the case, we look for violated multi-handle comb inequalities through the
algorithms of Section 6.2.
When separation fails and ~x is integer, we update the current best solution, and
backtrack. If ~x is fractional, instead, we pick the variable xie whose fractional value
~xie − b ~xiec is as close as possible to 0:5, and branch on the disjunction xie6b ~xiec or
xie>d ~xiee.
As a heuristic tailing-o rule, we also branch when the current LP bound did not
improve in the last 10 iterations (100 iterations at the root node).
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After each LP solution, we apply the following heuristic to update the best-known
feasible solution. This heuristic exploits the information associated with ~x, in the attempt
of nding a feasible integer multiow as close as possible to ~x. We begin with the
original supply graph Gsup = (V; Esup), the integer capacity function ce for all e2Esup.
For i=1; : : : ; k we repeat the following steps. We temporarily add to Gsup the demand
edge siti with capacity i:=b ~xisitic (i:=1 if i=k) and large negative cost (wsiti=−M).
We assign to each edge e2Esup the cost we = bce − ~xiec, and nd a minimum-cost
circulation y, whose value on the demand edge is, say, i. (Note that y gives an
integer maximum fsitig-ow of value less or equal to i, because of the large negative
cost of the demand edge.) We then assign this ow to the ith commodity by setting
xi:=y, we update the edge capacities by setting ce:=ce−ye for all e2Esup, and repeat.
A considerable percentage of the overall computing time is spent within the LP
solver. To reduce this time we try to keep the constraint matrix of each LP as small as
possible. Therefore, after an LP is solved and before adding new violated constraints,
we remove from the formulation all the constraints that are not tight at the current LP
solution. It is then possible that, at some later step, a removed inequality is violated
again. Therefore the method of removing loose constraints provides, in general, shorter
LP solution times but a weaker nal LP relaxation. To avoid the drawback, rather
than deleting a loose inequality we store it into a constraint pool. At each iteration of
the cutting plane procedure, before executing the separation phase, we check whether
some inequalities in the pool are violated by the current LP solution. If this is the
case, these constraints are removed from the pool and added to the current LP. Some
of these inequalities may be produced by the cut generator too, so before adding a
newly generated constraint we check it against duplication.
A constraint in the current LP is considered to be tight or loose according to a
threshold value for the associated slack value. If this threshold is too small a constraint
may go in and out the pool several times, slowing down the convergence of the overall
algorithm. On the other hand, if the threshold is too high the current LP may grow
too much. After several experiments, the value of 0.5 for the threshold has been found
as a good compromise.
6. The constraint generator
The constraint generator is the most important part of any branch-and-cut algorithm.
The inequalities produced by our generator fall into one of the following two categories:
(a) cut inequalities,
(b) multi-handle comb inequalities.
The input to the cut generator is the optimal solution ( ~x1; : : : ; ~xk) of the current







:=fe2E: ~xie > 0g) is the support graph for the ith commodity, and the
values ~xie play the role of edge capacities.
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The use of constraints (a){(b) in a branch-and-cut algorithm requires the solution of
the following separation problem: Given a point ( ~x1; : : : ; ~xk)>0 nd; if any; a violated
inequality (a){(b).
6.1. Separation of the cut inequalities
Our separation algorithm for the cut constraints (12) is as follows.
Step 1: Set i = 1.
Step 2: Compute (through a max-ow algorithm) a minimum capacity fsi; tig-cut,
say (W ), in the network ( ~G; ~xi).
Step 3: If ~xi((W ))>2 ~xisiti , then goto Step 6.
Step 4: Save the violated cut inequality xi((W )nfsitig)>xisiti .
Step 5: Choose any e2 (W ) with ~xie <1, set ~xie:=1 and goto Step 2.
Step 6: If i = k, Stop; otherwise set i = i + 1 and goto Step 2.
According to our computational experience, the overall performance of the algorithm
improves considerably if several cuts are added at each round of separation. Hence,
after having found a violated cut at Step 4 we re-apply the procedure for the same
commodity (note that Step 5 avoids the same cut to be detected twice).
6.2. Separation of the multi-handle comb inequalities
We rst consider the separation problem for the multi-handle comb inequalities




i, W is a subsets of nodes, T  (W ), and c(T ) is odd. Because of
Corollary 4.12 these inequalities dene facets of Pk when ce = 1 for all e (assuming
(W ) is bridgeless). Let ~x:=
Pk
i=1 ~x
i be the input fractional point. As in [9], we
transform the separation problem for (31) in the one of nding a minimum capacity
odd cut in a labeled graph. To do this, we elaborate (31) as follows. Inequality (31)
is violated by ~x if and only if








~xe < 1: (33)
The left-hand side of (33) can be interpreted as the capacity of cut (W ), supposing
that edges e2 (W )nT have capacity ~xe, and the edges in T have capacity (ce − ~xe).
The problem of nding W and T  (W ), c(T ) odd, such that (33) holds, then can
be viewed as a minimum odd cut problem, hence it can be solved in polynomial time
(see [9] for details).
L. Brunetta et al. / Discrete Applied Mathematics 101 (2000) 13{36 29
The separation problem for the 0-lifted blossom constraints of the form
xi(T )− xi((W )nT )6c(T )− 1 (i = 1; : : : ; k)
can be solved in the same way.
We next describe a heuristic separation algorithm for the multi-handle comb inequal-
ities (16). The algorithm is described for the case k=2 rst. Let ( ~y 1; ~y 2) be the input
fractional point.
Given a threshold  (= 0:1 in our implementation), we dene the edge set
TE:=fe2E: ce − ~y1e − ~y2e < g
containing the edges candidate to play the role of tooth-edges in the multi-handle
comb inequality. For each commodity i (i = 1; 2), in turn, we determine and store the
connected components, say Si1; : : : ; S
i
pi , of the graph induced by
~E
i
= fe2EnTE: ~yie > g:
Each set Sit (t = 1; : : : ; pi) is candidate to play the role of the handle set Wi in (16).
Then, for all possible pairs S1a ; S
2
b , where a = 1; : : : ; p1 and b = 1; : : : ; p2, we dene
W1:=S1a ; W2:=S
2
b and T :=((W1) [ (W2)) \ TE: If c(T ) is odd, we have a valid
inequality (16) to be checked for violation. Clearly, it is not worthwhile to try all the
above pairs W1, W2. In particular, we consider only those pairs for which c( ~T )>2,
where ~T :=(W1) \ (W2) \ TE.
We now address the case k>3. Let ( ~x1; : : : ; ~xk) be the input fractional point. For




i, and then apply the above-described heuristic separation procedure. When-
ever a violated inequality (16) is found for a triple (W1; W2; T ), we extend it to





W 0i :=W2 for all i 6= h. The tooth set T remains unchanged.
7. Computational results
The algorithm described in the previous sections was implemented in FORTRAN
77 and tested on both randomly generated and real-world instances. The code consists
of 25 subroutines for a total of about 1500 lines of code, not including the lines
of comment, the LP solver, the minimum cost ow algorithm [3], and the max-ow
algorithm [7].
7.1. The LP solver
We used the CPLEX CALLABLE LIBRARY, VERSION 3.0 [4]. The CPLEX library oers some
features that are helpful in implementing a branch-and-cut code. In particular, we ex-
ploit the CPLEX AGGREGATOR to possibly reduce the number of rows.
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We use both the primal and dual simplex methods. Primal simplex is used, at the
root node, to solve the rst linear program. All other LPs are instead solved by means
of the dual simplex.
7.2. The test bed
Since, at a rst stage of our research, we did not have access to real-world instances,
we decided to consider randomly generated test problems. These instances are generated
so as to simulate the graphs coming from applications in telecommunication system.
First, the coordinates of n points in the plane (nodes) are randomly generated. Let
~G = ( ~V ; ~E) be the complete graph on n nodes. The edges uv2E are weighted by the
Euclidean distance between the two points u and v, say duv. We select the k edges with
the largest weight de, whose endnodes, say si and ti, play the role of the terminal nodes
for commodity i (i = 1; : : : ; k). We then construct the supply graph Gsup = (V; Esup) as
follows. We rst remove from ~E the k supply edges siti (i = 1; : : : ; k), and initialize
Esup:=;. Then we iterate p times (where p is a given integer) the following steps:
We nd a minimum-weight spanning tree T  ~E in the current graph ~G, and update
~E:= ~EnT , and Esup:=Esup [ T . As to the edge capacities, we set ce = 1 for all e2Esup,
whereas for the demand edges the capacity ctisi is a random integer in the range [1; 5p].
Moreover, we impose a lower bound li =1 to the ow value of each commodity i, so
as to avoid zero ows for some commodities (a condition often required for practical
applications).
7.3. The asymmetric formulation
In order to evaluate computationally the eectiveness of the asymmetric formulation
given in Section 2, we modied our branch-and-cut code so as to deal with model (1)


















which is valid for the asymmetric formulation. The asymmetric counterpart of the cut
inequalities, however, are easily seen to be implied by Eq. (2).
The multi-handle comb inequality, instead, do improve the formulation. These in-
equalities can be separated using the same algorithm used for the symmetric case,




vu for all e = uv2E and i = 1; : : : ; k,
where (~y1; : : : ; ~y k) denotes the LP fractional solution of the asymmetric
formulation.
7.4. Computational experiments
For the computational experiments we used a SUN SPARC 10=41 computer; all the
computational times we report are expressed in CPU seconds.
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Table 1
Random instances with p = 3 (average results over 10 instances)
n k TT TLP LB UB CUT MH MRW LP BC
2 0.0 0.0 0.0 0.0 40.9 0.0 67.4 3.5 1.0
0.0 0.0 0.0 0.0 | 0.0 99.0 1.0 1.0
20 4 3.7 3.0 0.0 0.0 345.8 0.0 186.8 14.7 1.0
0.0 0.0 0.0 0.0 | 0.0 141.0 1.0 1.0
5 8.1 6.7 0.2 0.0 472.0 6.8 232.5 20.5 2.2
0.0 0.0 0.1 0.0 | 0.0 162.0 1.0 1.0
2 0.0 0.0 0.0 0.0 33.3 0.0 79.2 0.9 1.0
0.0 0.0 0.0 0.0 | 0.0 249.0 1.0 1.0
50 4 91.2 82.7 0.3 0.0 1954.9 14.1 670.8 54.0 1.4
0.7 0.2 0.3 0.0 | 0.0 351.5 1.1 1.0
5 111.8 103.4 0.4 0.0 2113.1 0.0 730.4 48.3 1.0
1.6 0.8 0.4 0.0 | 0.0 402.0 1.1 1.0
2 6.6 4.6 0.0 0.0 269.5 0.0 346.3 3.4 1.0
0.7 0.2 0.0 0.0 | 0.0 499.0 1.0 1.0
100 4 403.5(2) 395.2 0.2 0.0 1308.5 0.0 1091.3 11.2 1.0
184.6 169.5 0.2 0.0 | 253.2 811.8 2.9 1.0
5 1432.0(4) 1416.8 0.1 0.0 2382.0 0.0 1394.1 20.3 1.0
186.0(1) 174.1 0.3 0.0 | 267.7 914.4 2.3 1.0
We use the following abbreviations:
n: number of nodes;
k: number of commodities;
TT: CPU time spent by the whole branch-and-cut algorithm;
TLP: CPU time spent by the LP solver;
LB: dierence between the value of optimal and heuristic solution (root node);
UB: dierence between the LP value at the root node (rounded down to
the nearest integer) and the optimal solution value;
CUT: total number of cut inequalities generated;
MH: total number of multi-handle comb inequalities generated;
MRW: maximum number of rows in an LP;
LP: total number of LP calls;
BC: number of nodes of the search tree (1 if no branching is needed).
For each pair (n; k) we solved 10 randomly generated instances by using both sym-
metric and asymmetric formulation. For each run we imposed a time-limit of 7,200
seconds. Two consecutive rows in the tables refer to the same instances: the rst refers
to the algorithm in which the symmetric formulation is used, the second refers to the
algorithm in which the asymmetric one is used. Tables 1, 2 and 3 give average results,
computed over 10 instances, for dierent values of p. We considered k = 2; 4, and 5.
Statistics refer to the instances solved to proven optimality within the time limit; the
number of unsolved instances, when dierent from zero, is reported in parenthesis.
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Table 2
Random instances with p = 4 (average results over 10 instances)
n k TT TLP LB UB CUT MH MRW LP BC
2 0.2 0.0 0.2 0.0 34.0 0.0 66.2 3.4 1.0
0.0 0.0 0.2 0.0 | 0.0 118.0 1.0 1.0
20 4 7.6 6.5 0.2 0.0 380.2 0.0 228.4 18.5 1.0
0.6 0.1 0.2 0.0 | 4.5 164.3 1.2 1.0
5 31.5 27.0 0.4 0.1 742.0 16.9 290.7 36.9 5.2
31.5 22.0 0.4 0.0 | 84.3 224.0 16.3 7.0
2 0.2 0.0 0.0 0.0 38.2 0.0 98.8 0.9 1.0
0.0 0.0 0.0 0.0 | 0.0 298.0 1.0 1.0
50 4 138.1 132.2 0.2 0.0 1250.7 0.0 680.0 24.0 1.0
102.0 84.9 0.2 0.0 | 102.0 438.1 6.1 1.8
5 1107.5 1095.1 0.3 0.0 2418.4 0.0 888.7 52.3 2.2
63.1 51.7 0.3 0.0 | 63.3 486.7 4.3 1.6
2 1613.1(3) 1585.5 0.3 0.0 1765.4 0.0 310.1 154.2 23.4
0.7 0.5 0.0 0.0 | 0.0 299.0 1.0 1.0
100 4 307.8(4) 298.0 0.8 0.0 974.5 0.0 924.5 42.6 1.0
1477.1 1439.5 1.2 0.0 | 569.5 1150.8 5.2 1.0
5 1049.0(3) 1032.5 1.0 0.1 1908.2 0.0 1267.0 13.5 1.0
| | | | | | | | |
Table 3
Random instances with p = 5 (average results over 10 instances)
n k TT TLP LB UB CUT MH MRW LP BC
2 0.2 0.1 0.0 0.0 42.7 0.0 83.2 4.3 1.0
0.0 0.0 0.0 0.0 | 0.0 137.0 1.0 1.0
20 4 8.8 7.5 0.3 0.0 360.8 0.0 250.9 14.4 1.0
13.6 9.5 0.3 0.0 | 33.0 199.5 5.7 2.8
5 27.6 25.6 0.1 0.0 717.5 0.0 324.8 23.0 1.0
23.9 16.7 0.1 0.0 | 48.5 218.0 11.7 6.0
2 28.6 25.3 0.0 0.0 420.4 0.0 212.1 33.1 1.0
0.5 0.0 0.0 0.0 | 0.0 347.0 1.0 1.0
50 4 1350.7 1337.4 0.5 0.0 1740.4 0.0 842.0 69.2 4.4
30.9 28.1 0.5 0.0 | 38.4 480.3 1.6 1.0
5 3108.6 3094.2 0.4 0.0 2357.3 0.0 1084.7 66.5 1.0
119.8 112.4 0.4 0.0 | 76.3 550.8 2.5 1.0
2 0.0(4) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.0 0.9 0.0 0.0 | 0.0 697.0 1.0 1.0
100 4 0.0(9) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
217.7(1) 204.6 1.0 0.0 | 150.7 928.7 1.9 1.0
5 0.0(10) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
| | | | | | | | |
As expected, computing time increases with the number of commodities, since both
the number of variables and constraints increase with k. Moreover, the larger the value
of p (i.e., the graph density), the harder the problem. An explanation of this behavior
is that the capacities ctisi of the demand edges tend to be larger for larger values of p.
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The upper bound computed at the root node by using both formulations is very
tight, and often equals the optimal solution value. On the other hand, in some cases
the heuristic solution found at the root node diers from the optimum by few units,
which causes an abnormally high number of branching nodes. This happens, e.g., for
problem p = 4; n = 100; and k = 2 in Table 2, in which the integrality gap is zero.
Hence one can expect that a substantial improvement can be achieved by designing
more sophisticated heuristics. This is beyond the scope of the present paper, and is left
to future research.
A comparison between the symmetric and asymmetric formulations shows that the
latter produces better results in terms of overall computing time. Indeed, the symmetric
formulation generates a large number of cut constraints, and yields dicult LPs with
a large number of rows. Moreover, the number of LPs solved is much larger with the
symmetric formulation. Hence quite a few problems could not be solved within the
time limit. On the other hand, solving the problems with 100 nodes and 5 commodities
with the asymmetric formulation was not possible when p>4, since the corresponding
LPs were too large in size for our computer to handle (more than 20 MB of memory
required by the LP solver).
For both formulations, multi-handle comb inequalities are of use in tightening the
relaxation, mainly for the dicult instances that are not solved at the root node. E.g.,
on a representative subset of 13 instances from our test-bed, with sizes ranging from 20
to 50 nodes, the use of the multi-handle comb inequalities reduced from 2 to 4 times
the number of nodes of the search tree, and from 10 to 20% the overall computing
time spent by our code (similar gures were obtained by solving formulation (1){(6)
| without additional cuts | by means of CPLEX 3.0 general purpose MIP routines).
7.5. The telephone call congestion problem
In this section we address an application of our integer multicommodity ow model
to a real-world problem. The problem was proposed by Telecom { Direzione Veneto
(the Italian telephone company).
An Italian telephone district has the structure of an undirected graph, where the
nodes represent the USCs (Urban Switch Center) and the edges the existing connec-
tions among each pair of USCs. Fig. 6 shows the graph associated with the phone
district of Venice having 8 nodes and 28 edges. An integer capacity is given on each
edge, to represent the number of circuits (physical links) between two USCs. The
above-described network is constructed to carry a certain ow of calls from any pair
of USCs. The number of circuits routed between two USCs is computed on the basis
of the average trac of phone calls between two USCs. So, the network is capable of
carrying the average trac.
However, in some periods of the year, such as Christmas or summer vacations, it
happens that the capacity of some edges is not sucient to carry all the phone calls
between two USCs. The calls that exceed the capacity of an edge need to be routed
through alternative paths. This situation is called phone calls congestion.
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Fig. 6. The graph representing the USCs of the district of Venice.
The usual manner of solving this problem is to add an extra node to the network
and connect it to every existing node with an edge of very large capacity. Every phone
call that cannot be routed through an edge, is then rooted through the extra node. This
method is known as the hierarchical approach.
A dierent approach consists of non-hierarchical use of the network, in which the
extra calls can be routed through any sequence of nodes (routing a call through a path
does not aect the cost nor the quality of the service).
Using this model one has to nd, for each extra call, a proper path in the network.
This leads to an integer multicommodity ow problem, in which we have a commodity
for each congested link, and each edge capacity is dened as the dierence between
the physical link capacity and the number of calls on that link (negative capacities
correspond to the demand edges).
We have considered three dierent capacity functions. The rst one is the imple-
mented capacity, i.e., each edge is given the 1994 capacity. The second is the estimated
capacity, i.e., the 2005-forecasted capacity function. The third is the computed capac-
ity, which is the maximum between the implemented and estimated capacity on each
edge.
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Table 4
Telephone call congestion
CAP k MT TT SOL
7 M1 0.08 10
9 M2 0.07 14
IMP 12 M3 0.06 19
10 M4 0.06 13
13 M5 0.06 25
12 M6 0.06 19
2 M3 0.06 2
EST 1 M4 0.06 1
3 M5 0.06 5
Telecom provided us with six matrices that freeze the trac of phone calls in a
certain period of the day. These matrices have been computed by means of simulation
tools.
The rst matrix (M1) pictures an average (in 1994) trac demand and, of course, it
does not cause congestion for any of the three dierent capacity functions. The second
matrix (M2) gives an excess trac (compared to the average) of about 10%. The
third (M3) and fourth (M4) matrices provide a 30% increase of the trac through the
USC of Venice. The fth (M5) and sixth (M6) matrices are drawn from a summer
period, with a 30% increase in the trac through the USCs of Venice, Carpenedo, and
Sottomarina.
Given any of the three capacity functions and the matrices of trac demand, we
constructed the corresponding IMP instance. As expected, the network with the com-
puted capacity did not produce IMP instances, i.e., the network has no demand edges.
The estimated capacity, instead, gave rise to three IMP instances, while the network
with the implemented capacity produced six IMP instances.
Table 4 gives the results obtained by solving the nine IMP instances by our branch-
and-cut code (symmetric formulation). Column CAP gives the capacity function used
(implemented=estimated), k the number of commodities, SOL the optimal solution value
and MT the matrix from which the instance is derived. All the instances were solved
at the root branching node and required negligible computing time (less than 0.1 s).
Notice that, although dened on a very small graph, these instances cannot be solved
by brute-force enumeration since the number of commodities to be considered is quite
large.
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