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 i 
ABSTRACT	  
The	  requirements	  for	  the	  use	  of	  soil	  attribute	  information	  to	  support	  current	  natural	  
resource	  management	  needs	  are	  far	  outstripping	  the	  available	  scales	  and	  quantities	  of	  data.	  	  
In	  much	  of	  Queensland,	  the	  available	  mapping	  is	  at	  scales	  of	  1:250,000	  and	  greater	  and	  uses	  
the	  land	  systems	  concept	  to	  delineate	  landscape	  units.	  	  This	  mapping	  supports	  only	  the	  
simplest	  of	  modern	  needs.	  	  The	  original	  purpose	  of	  much	  of	  this	  mapping,	  collected	  since	  
the	  1950s,	  was	  to	  support	  regional	  planning.	  	  In	  response	  to	  increasing	  requirements	  for	  
improved	  spatial	  resolution	  and	  increased	  attribute	  evaluation,	  several	  methods	  of	  
producing	  soil	  attribute	  information	  were	  developed	  and	  tested.	  	  The	  first	  method	  relies	  
heavily	  on	  existing	  information,	  is	  rapid	  and	  inexpensive	  to	  compile	  and	  no	  new	  fieldwork	  is	  
required	  to	  support	  it.	  	  The	  estimation	  of	  soil	  attributes	  from	  legacy	  information	  is	  reliable	  
and	  repeatable,	  but	  does	  not	  produce	  information	  at	  scales	  required	  by	  many	  soil	  
information	  users.	  	  Two	  statistical	  techniques	  were	  trialled,	  with	  agglomerative	  hierarchal	  
clustering	  showing	  little	  promise	  of	  wide	  scale	  use	  given	  the	  issues	  experienced	  with	  data	  
requiring	  simplification.	  	  The	  multiscale	  object	  specific	  segmentation	  method	  that	  was	  
trialled	  shows	  promise	  at	  being	  able	  to	  rapidly	  assess	  broad	  areas	  of	  landscapes	  and	  can	  
easily	  produce	  reliable	  digital	  soil	  models.	  	  A	  few	  minor	  issues	  with	  the	  segmentation	  
method	  were	  discovered	  during	  this	  research,	  but	  further	  research	  could	  produce	  a	  method	  
with	  widespread	  applicability	  to	  the	  identification	  of	  soil	  attributes	  across	  Queensland	  and	  
more	  broadly	  large	  areas	  of	  the	  world.	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 1	  
INTRODUCTION	  
There	  are	  a	  number	  of	  pressures	  and	  policy	  drivers	  for	  the	  improved	  management	  and	  
monitoring	  of	  natural	  resources	  in	  Queensland.	  	  The	  Great	  Barrier	  Reef	  Protection Plan and 
the State Leasehold Lands Management Strategy are some of the major programs 
currently in operation.  Many of these programs involve partnerships between 
government and community organisations with significant resources committed to 
tackling the major natural resource management (NRM) issues of our time.  
Therefore government and communities must be able to identify areas where the 
greatest efficiency for on-ground works can be achieved.  Regionally consistent 
interpretations of soil and landscape attributes are a requirement for both accurate 
and scientifically defensible sustainable NRM policies and investment strategies. 
	  
During the 1980s, aided by information technology developments, the Unique Map 
Area (UMA) concept (Basinski 1978) was advanced.  In the UMA approach, each 
individual area of land is considered to be a unique representation of the central 
concept and has attributes that vary around some mean value.  This is in contrast to 
prior mapping approaches, known as mapcode mapping, where each map feature 
(e.g. land system, soil, vegetation community) is attributed with the same information 
and assumed to be the same everywhere.  The combination of the UMA approach 
and land systems mapping allows a land system to be shown as the mapped feature 
and its component land units recorded in individual proportions for the feature of 
interest.  The use of UMA concept in land systems mapping was used from the 
1980s in a variety of manners. 
 
ISSUES	  WITH	  EXISTING	  LAND	  SYSTEM	  INFORMATION	  
Most	  of	  the	  Burnett	  Catchment	  is	  covered	  by	  three	  broadscale	  land	  system	  surveys,	  with	  
only	  a	  small	  percentage	  of	  the	  area	  covered	  by	  detailed	  land	  resource	  projects.	  	  While	  the	  
quality	  of	  the	  land	  system	  information	  described	  by	  Vandersee	  and	  Kent	  (1983),	  Kent	  (2002)	  
and	  Donnellan	  and	  Searle	  (1999)	  is	  of	  a	  relatively	  modern	  standard	  based	  on	  a	  UMA	  
approach,	  the	  appropriateness	  of	  their	  scale	  and	  the	  attributes	  they	  describe	  does	  not	  allow	  
current	  NRM	  issues	  to	  be	  addressed.	  	  Most	  current	  natural	  resource	  management	  issues	  can	  
 2	  
be	  answered	  by	  the	  detailed	  land	  resource	  information,	  but	  the	  lack	  of	  appropriate	  
information	  for	  most	  of	  the	  catchment	  is	  causing	  decisions	  to	  be	  based	  on	  information	  that	  
is	  inadequate	  at	  best	  and	  unreliable	  at	  worst.	  	  The	  issue	  of	  poor	  data	  quality	  and	  scale	  
identified	  by	  the	  National	  Land	  and	  Water	  Resources	  Audit	  (NLWRA)	  is	  evident	  across	  most	  
of	  the	  catchment.	  
	  
A	  secondary	  issue	  with	  existing	  information,	  for	  Queensland	  specifically,	  is	  that	  much	  of	  it	  
was	  collected	  with	  an	  agricultural	  production	  and	  therefore	  economic	  development	  focus	  in	  
discrete	  areas.	  	  This	  piecemeal	  approach	  to	  data	  collection	  and	  integration	  has	  resulted	  in	  
only	  a	  basic	  level	  of	  correlation	  between	  the	  datasets.	  	  The	  lack	  of	  correlation	  and	  
coordination	  ensures	  that	  any	  process	  to	  produce	  information	  across	  a	  large	  area	  is	  made	  
more	  difficult	  than	  would	  otherwise	  be	  necessary.	  	  Bui	  and	  Moran	  (2001)	  encountered	  
similar	  soil	  mapping	  artefacts	  in	  modelling	  soils	  in	  New	  South	  Wales.	  
	  
The	  progressive	  capture	  of	  more	  information	  and	  the	  recording	  of	  knowledge	  for	  land	  
systems	  mapping	  over	  the	  past	  half	  century	  has	  increased	  the	  usefulness	  of	  the	  data	  
collected.	  	  The	  increase	  in	  information	  capture	  in	  land	  resource	  mapping	  began	  with	  the	  
gathering	  of	  reconnaissance	  information	  by	  Christian	  and	  Stewart	  (1968)	  through	  to	  the	  use	  
of	  detailed	  land	  unit	  descriptions	  and	  the	  UMA	  approach	  (Kent	  2002).	  	  The	  utility	  of	  land	  
system	  information	  has	  never	  been	  disputed	  as	  a	  mechanism	  for	  conveying	  natural	  resource	  
information	  for	  large	  tracts	  of	  land.	  
	  
As	  many	  of	  our	  current	  NRM	  questions	  are	  at	  scales	  beyond	  that	  of	  land	  systems	  mapping,	  
no	  amount	  of	  finessing	  or	  collation	  of	  information	  from	  finer	  scales	  of	  the	  land	  system	  
hierarchy	  will	  sufficiently	  meet	  our	  current	  needs.	  	  Land	  systems,	  for	  the	  purpose	  of	  
modelling	  at	  fine	  scales,	  have	  outlived	  their	  usefulness.	  	  In	  colloquial	  terms,	  there	  is	  only	  so	  
far	  a	  rubber	  band	  can	  be	  stretched	  before	  it	  breaks,	  and	  we	  are	  at	  that	  point	  now.	  	  	  
	  
The	  research	  undertaken	  for	  this	  paper	  is	  intended	  to	  demonstrate	  a	  novel	  method	  of	  
utilising	  this	  land	  system	  information	  in	  a	  quantitative	  approach	  to	  produce	  soil	  data	  to	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support	  the	  current	  needs	  for	  government	  and	  land	  managers.	  This	  research	  will	  endeavour	  
to	  spatially	  disaggregate	  the	  land	  system	  mapping	  of	  the	  Burnett	  Catchment	  by	  using	  some	  
of	  the	  new	  tools	  and	  techniques	  available.	  	  The	  knowledge	  created	  from	  land	  systems	  
mapping	  will	  be	  used	  in	  the	  spatial	  disaggregation	  process	  to	  complement	  the	  spatial	  
modelling	  processes.	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BACKGROUND	  
Queensland	  has	  a	  good	  spatial	  coverage	  of	  land	  resource	  information,	  captured	  over	  the	  last	  
half	  century,	  but	  much	  of	  the	  information	  is	  broadscale	  and	  describes	  landscape	  features	  in	  
general	  terms.	  	  Current	  NRM	  questions	  require	  answers	  using	  attributes	  that	  were	  not	  
routinely	  described	  and	  at	  scales	  larger	  than	  presently	  available.	  
	  
THE	  TREND	  TO	  QUANTITATIVE	  LAND	  RESOURCE	  ASSESSMENT	  
The	  recent	  improvements	  in	  computation,	  information	  technology	  and	  the	  types	  of	  tools	  
available	  to	  soil	  scientists	  have	  led	  to	  a	  technical	  revolution	  in	  land	  resource	  assessment.	  	  
Soil	  survey	  and	  land	  resource	  assessment	  is	  now	  moving	  towards	  digital	  soil	  mapping.	  	  
Digital	  soil	  mapping	  is	  becoming	  a	  semi-­‐routine	  technique	  that	  is	  used	  in	  land	  resource	  
assessment	  (McBratney	  et	  al.	  2003).	  	  The	  increased	  access	  to	  and	  use	  of	  geographical	  
information	  systems	  (GIS),	  digital	  elevation	  models,	  geophysical	  tools,	  remotely	  sensed	  data	  
and	  a	  myriad	  of	  other	  datasets	  have	  assisted	  the	  trend	  towards	  more	  quantitative	  resource	  
assessment.	  	  The	  use	  of	  new	  tools	  and	  techniques	  has	  raised	  the	  awareness	  of	  the	  need	  to	  
capture	  and	  communicate	  the	  knowledge	  gained	  by	  surveyors	  (Bui,	  2004).	  
	  
The	  need	  to	  re-­‐interpret	  existing	  land	  resource	  information	  to	  provide	  answers	  to	  NRM	  
questions	  is	  driving	  the	  creation	  of	  improved	  resource	  assessment	  methods.	  	  The	  
requirement	  for	  improved	  tools	  and	  techniques	  for	  land	  resource	  assessment	  in	  Queensland	  
is	  part	  of	  a	  larger	  worldwide	  trend	  for	  up	  to	  date	  and	  appropriately	  scaled	  soil	  information	  
(Sanchez	  et	  al	  2009).	  
	  
DATA	  CAPTURE	  
The	  NLWRA	  (2002)	  provided	  a	  comprehensive	  evaluation	  of	  Australia’s	  natural	  resource	  
condition	  and	  the	  causes	  and	  costs	  of	  degradation.	  	  The	  overwhelming	  conclusion	  drawn	  
from	  examining	  the	  findings	  of	  the	  NLWRA	  is	  that	  our	  capacity	  to	  answer	  major	  questions	  
related	  to	  management	  of	  land	  and	  water	  resources	  is	  unacceptably	  inadequate	  due	  largely	  
to	  lack	  of	  natural	  resource	  information	  appropriate	  to	  the	  purpose.	  	  The	  NLWRA	  has	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identified	  that	  the	  lack	  of	  adequate	  data,	  both	  in	  terms	  of	  scale	  and	  attributes,	  is	  a	  
significant	  issue	  for	  the	  management	  of	  Australia’s	  natural	  resources.	  
	  
In	  response	  to	  the	  NLWRA	  (2002)	  report	  recommending	  a	  coordinated	  approach	  to	  data	  
capture	  in	  Australia,	  the	  Queensland	  Government	  developed	  the	  Strategic	  Data	  Capture	  Plan	  
(Natural	  Resources	  and	  Mines	  2004).	  	  Soil	  and	  landscape	  information	  was	  identified	  as	  a	  
foundation	  dataset	  for	  many	  NRM	  decisions	  and	  models.	  	  Sugars	  and	  Wilson	  (2005)	  
estimated	  that	  65%	  of	  South-­‐East	  Queensland	  is	  covered	  by	  inadequate	  soil	  and	  landscape	  
data	  based	  on	  scale	  alone.	  	  They	  estimated	  the	  cost	  of	  capturing	  new	  information	  to	  support	  
improved	  NRM	  decision	  making	  is	  $2.39	  million.	  
	  
While	  there	  is	  a	  recognised	  need	  for	  high	  quality	  soil	  and	  landscape	  information,	  both	  in	  
Australia	  and	  globally,	  many	  authors	  have	  noted	  a	  decline	  in	  active	  survey	  and	  data	  
collection	  effort.	  	  The	  decline	  is	  caused	  by	  the	  reallocation	  of	  the	  finite	  resources	  of	  
governments	  to	  other	  policy	  areas	  and	  a	  view	  that	  once	  the	  information	  is	  captured	  we	  can	  
move	  on.	  	  While	  the	  cost	  of	  providing	  high	  quality	  information	  is	  not	  insignificant,	  the	  cost	  of	  
not	  managing	  our	  natural	  resources	  in	  a	  sustainable	  manner	  can	  be	  immense.	  	  The	  
unsustainable	  management	  of	  natural	  resources	  has	  a	  significant	  impact	  on	  our	  quality	  of	  
life	  and	  the	  success	  of	  society	  has	  been	  demonstrated	  from	  ancient	  Mesopotamia	  (Hillel	  
2000)	  and	  to	  modern	  day	  Haiti	  (Diamond	  2005).	  
	  
The	  recently	  developed	  Strategic	  Data	  Capture	  Plan	  identifies	  a	  need	  to	  have	  information	  
available	  to	  make	  decisions	  for	  the	  sustainable	  management	  of	  natural	  resources.	  	  Without	  
adequate	  information	  there	  is	  a	  pressure	  to	  make	  ad	  hoc	  decisions	  without	  all	  the	  desirable	  
information	  present.	  	  Christian	  and	  Stewart	  (1968)	  identified	  the	  same	  issues	  of	  inadequate	  
information	  and	  a	  lack	  of	  knowledge	  about	  Australia’s	  natural	  resources.	  	  It	  is	  disheartening	  
that	  many	  of	  the	  same	  information	  deficiency	  issues	  still	  exist	  nearly	  half	  a	  century	  after	  
they	  were	  identified.	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LAND	  SYSTEM	  MAPPING	  
Following	  the	  Second	  Wold	  War,	  to	  overcome	  increasing	  development	  pressures	  and	  a	  lack	  
of	  available	  information	  in	  Northern	  Australia,	  Christian	  and	  Stewart	  (1953,	  1968)	  
introduced	  the	  concept	  of	  land	  systems	  mapping.	  	  They	  reason	  that	  land	  systems	  mapping	  
would	  allow	  for	  a	  reduction	  in	  effort	  to	  gather	  knowledge	  about	  an	  area	  and	  would	  provide	  
a	  broadscale	  framework	  on	  which	  further	  intensive	  studies	  can	  be	  undertaken	  in	  areas	  
where	  special	  features	  are	  important.	  	  They	  rationalise	  that	  a	  hierarchical	  approach	  to	  sub-­‐
dividing	  and	  describing	  the	  landscape	  during	  a	  reconnaissance	  survey	  is	  best	  suited	  to	  
covering	  large	  tracts	  of	  land	  and	  providing	  a	  framework	  for	  the	  description	  of	  the	  
landscapes.	  	  	  
 
EARLY	  LAND	  SYSTEM	  MAPPING	  
Early	  land	  system	  surveys,	  completed	  by	  CSIRO	  (Christian	  and	  Stewart	  1968),	  were	  
comprised	  of	  three	  levels,	  the	  land	  system,	  the	  land	  unit	  and	  the	  site.	  	  The	  site	  is	  part	  of	  the	  
land	  surface	  which	  is	  uniform	  in	  land	  form,	  soils	  and	  vegetation.	  	  Each	  site	  is	  representative	  
of	  a	  distinctive	  type	  of	  environment	  and	  provides	  a	  similar	  range	  of	  landscape	  attributes.	  	  
The	  site	  is	  the	  basic	  landscape	  unit.	  	  The	  land	  unit	  is	  a	  group	  of	  related	  sites	  which	  has	  a	  
particular	  landform	  and	  will	  have	  the	  same	  association	  of	  sites	  wherever	  it	  occurs.	  	  Land	  
units	  therefore	  are	  a	  recurring	  pattern	  of	  landform,	  soils	  and	  vegetation	  in	  the	  landscape	  
that	  are	  genetically	  similar.	  	  Land	  systems	  are	  a	  group	  of	  geomorphically	  and	  geographically	  
similar	  land	  units.	  	  Where	  a	  different	  group	  of	  land	  units	  occur	  a	  different	  land	  system	  
occurs.	  	  Simply	  put,	  land	  systems	  are	  a	  recurring	  pattern	  of	  landform	  (topography),	  
vegetation	  and	  geology.	  
	  
By	  sub-­‐dividing	  the	  landscape	  into	  land	  systems	  described	  by	  its	  component	  land	  units	  and	  
sites,	  the	  complexity	  of	  the	  region	  can	  be	  reduced.	  	  The	  land	  systems	  may	  be	  further	  
grouped	  in	  areas	  symbolising	  larger	  extents,	  commonly	  known	  as	  land	  zones,	  of	  the	  region	  
on	  the	  basis	  of	  similarity	  in	  physiographic	  features.	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IMPROVEMENTS	  TO	  LAND	  SYSTEM	  MAPPING	  METHODS	  
Variations	  to	  the	  land	  system	  mapping	  concept	  were	  used	  in	  Queensland	  in	  the	  latter	  part	  of	  
the	  1960s	  in	  several	  surveys.	  	  In	  the	  Fitzroy	  region,	  general	  soil	  concepts	  were	  included	  as	  
part	  of	  the	  land	  unit	  descriptions	  (Story	  et	  al.	  1967).	  	  The	  inclusion	  of	  soil	  type	  information	  
allows	  for	  the	  extrapolation	  of	  soil	  attributes	  through	  the	  land	  system	  concept.	  	  The	  land	  
facet	  concept	  was	  introduced	  by	  Speck	  et	  al.	  (1968),	  in	  the	  Fitzroy	  region	  where	  vast	  areas	  of	  
lands	  of	  low	  relief	  are	  comprised	  of	  softwood	  scrub	  and	  brigalow	  scrub.	  	  These	  areas,	  
although	  mapped	  as	  twenty	  individual	  land	  systems,	  are	  comprised	  of	  a	  limited	  number	  of	  
recurring	  land	  units.	  	  To	  demonstrate	  the	  linkages	  between	  land	  systems	  and	  land	  units,	  an	  
abstract	  land	  system	  comprising	  of	  17	  land	  facets	  was	  developed.	  	  Each	  of	  the	  17	  facets	  may	  
not	  occur	  in	  each	  of	  the	  land	  systems	  and	  extra	  land	  units	  are	  included	  in	  some	  systems,	  but	  
the	  linkages	  between	  the	  associated	  land	  units	  are	  clearly	  defined.	  	  The	  inclusion	  of	  
knowledge	  based	  information	  in	  the	  sub-­‐division	  of	  the	  landscape	  assists	  in	  the	  reuse	  and	  
reinterpretation	  of	  the	  collected	  information	  without	  the	  need	  to	  collect	  further	  information	  
or	  repeat	  knowledge	  capture	  processes.	  
	  
In	  the	  early	  1970s	  the	  shift	  towards	  capturing	  more	  detailed	  land	  unit	  descriptions	  occurred	  
during	  surveys	  of	  the	  Western	  Arid	  Region	  of	  Queensland	  (Division	  of	  Land	  Utilisation	  1974).	  	  
To	  assist	  in	  the	  interpretation	  of	  land	  systems	  information,	  land	  units	  were	  described	  as	  
individual	  features	  and	  a	  land	  system	  was	  described	  in	  terms	  of	  its	  relationship	  to	  those	  
units.	  	  This	  took	  the	  concept	  of	  land	  facets	  to	  its	  penultimate	  step,	  whereby	  facets	  (or	  land	  
units)	  were	  not	  described	  for	  a	  series	  of	  related	  land	  systems,	  but	  for	  all	  of	  the	  described	  
land	  systems.	  	  Comprehensive	  descriptions	  of	  the	  major	  soil	  types	  found	  in	  the	  region	  are	  
also	  included	  as	  part	  of	  the	  land	  unit	  description.	  	  The	  shift	  towards	  detailed	  land	  unit	  
descriptions,	  where	  a	  single	  land	  unit	  may	  be	  a	  component	  of	  several	  land	  systems,	  provides	  
for	  the	  multiscale	  hierarchy	  of	  the	  original	  land	  systems	  concept	  to	  be	  expressed	  more	  fully.	  	  
The	  recording	  of	  the	  representative	  sites	  for	  each	  land	  unit	  is	  also	  a	  benefit	  for	  the	  
reinterpretation	  of	  the	  information	  collected	  during	  these	  comprehensive	  studies.	  	  Perhaps	  
the	  most	  important	  step	  forward	  during	  the	  early	  1970s	  for	  land	  resource	  studies	  was	  the	  
introduction	  of	  computers	  for	  information	  storage	  and	  retrieval.	  	  The	  WARIS	  application	  
(Rosenthal	  et	  al.	  1986)	  was	  the	  grandfather	  of	  current	  land	  resource	  information	  systems	  in	  
Australia.	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DEFINITIONS	  OF	  OTHER	  SOIL	  AND	  LAND	  RESOURCE	  DATA	  TYPES	  
Queensland	  has	  a	  wealth	  of	  land	  resource	  information	  that	  has	  been	  collected	  over	  the	  last	  
half	  century.	  	  The	  Queensland	  Government	  has	  provided	  much	  of	  the	  collection	  effort.	  	  
CSIRO	  provided	  significant	  investment	  in	  the	  early	  broadscale	  assessments	  of	  the	  States’	  
land	  resources.	  	  The	  land	  resource	  data	  collected	  in	  Queensland	  is	  stored	  in	  the	  Soil	  and	  
Land	  Information	  (SALI)	  database	  	  (Biggs	  et	  al.	  2000).	  	  The	  information	  collected	  over	  the	  
years	  falls	  into	  two	  broad	  categories,	  observed	  and	  interpreted	  data.	  	  The	  interpreted	  data	  
can	  be	  further	  categorised	  into	  polygonal	  mapping,	  soil	  profile	  classes	  (SPC)	  and	  land	  
systems	  information.	  	  SPC	  and	  land	  system	  information	  are	  taxonomic	  classes	  and	  
conceptual	  units.	  	  They	  assist	  in	  the	  definition	  and	  communication	  of	  the	  landscape.	  	  
Observed	  data	  is	  collected	  through	  the	  site	  concept.	  	  The	  following	  paragraphs	  contain	  brief	  
descriptions	  of	  the	  different	  types	  of	  land	  resource	  data	  available	  for	  Queensland.	  
	  
SITE	  DATA	  
A	  site	  is	  a	  small	  area	  of	  land	  (approximately	  30m	  in	  diameter)	  considered	  to	  be	  
representative	  of	  the	  landform,	  vegetation,	  land	  surface	  and	  other	  land	  features	  associated	  
with	  the	  soil	  observation	  (National	  Committee	  on	  Soil	  and	  Terrain	  2009).	  	  Sites	  have	  
observations,	  which	  describe	  many	  features	  that	  are	  typically	  transient	  or	  part	  of	  dynamic	  
systems,	  such	  as	  vegetation	  and	  the	  soil	  profile.	  	  Both	  of	  these	  observation	  features	  may	  be	  
altered	  by	  human	  influence	  or	  natural	  processes	  such	  as	  ecological	  succession.	  	  Multiple	  
observations	  occur	  when	  a	  site	  is	  sampled	  multiple	  times,	  for	  example,	  during	  annual	  
monitoring.	  
	  
POLYGON	  DATA	  
The	  two	  types	  of	  polygon	  mapping	  used	  in	  Queensland	  are	  based	  on	  the	  map	  reference	  or	  
mapcode	  mapping	  and	  the	  UMA	  methods.	  	  In	  UMA	  mapping	  the	  concept	  of	  un-­‐mapped	  
components	  or	  entities	  exists.	  	  Entities	  record	  detailed	  information	  for	  the	  different	  
component	  soils	  within	  a	  polygon.	  	  In	  the	  SALI	  database	  each	  polygon	  has	  at	  least	  one	  entity.	  
For	  mapcode	  mapping	  there	  is	  a	  single	  entity	  that	  records	  the	  pertinent	  details	  from	  the	  
reference	  map	  unit.	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SOIL	  PROFILE	  CLASS	  DATA	  
A	  Soil	  Profile	  Class	  (SPC)	  is	  a	  group	  of	  similar	  soil	  profiles,	  defined	  at	  any	  level	  of	  
generalisation,	  that	  form	  a	  local	  taxonomic	  classification	  of	  the	  soils	  found	  within	  an	  area	  or	  
region	  (McKenzie	  et	  al	  2008).	  	  A	  SPC	  has	  a	  defined	  range	  of	  values	  for	  an	  attribute.	  	  The	  
variation	  of	  the	  attribute	  within	  each	  class	  typically	  increases	  as	  more	  generalisation	  is	  
applied	  to	  the	  class	  or	  more	  soil	  individuals	  are	  included.	  	  The	  variation	  within	  a	  class	  should	  
be	  less	  than	  the	  variation	  between	  classes.	  	  A	  SPC	  is	  used	  to	  define	  the	  typical	  soil	  
description	  for	  a	  named	  taxonomic	  class	  and	  is	  an	  important	  communication	  tool	  for	  the	  
land	  resource	  assessment	  community.	  	  A	  SPC	  may	  have	  variants	  or	  phases	  and	  may	  also	  be	  
correlated	  to	  related	  classes	  or	  taxonomic	  groupings	  of	  soil	  profiles.	  
	  
BROADSCALE	  INTERPRETATIONS	  OF	  LAND	  RESOURCES	  
In	  Queensland	  there	  is	  a	  history	  of	  providing	  interpretations	  of	  land	  resource	  data	  for	  the	  
broadscale	  assessment	  of	  the	  State’s	  natural	  resources.	  	  A	  variety	  of	  different	  methods	  have	  
been	  used	  to	  produce	  interpreted	  products	  over	  the	  years	  ranging	  from	  basic	  
interpretations	  through	  increasingly	  complicated	  methods.	  	  The	  increase	  in	  computing	  
power	  and	  development	  of	  integrated	  information	  systems,	  such	  as	  SALI,	  has	  promoted	  the	  
development	  of	  quantitative	  approaches	  to	  producing	  soil	  and	  landscape	  attribute	  surfaces.	  	  
This	  section	  provides	  a	  history	  of	  the	  development	  of	  interpreted	  soil	  and	  landscape	  
information	  for	  Queensland.	  
	  
PREVIOUS	  BROADSCALE	  INTERPRETATIONS	  
Interpretations	  based	  on	  single	  datasets	  
Until	  the	  year	  2000,	  state	  and	  regional	  assessments	  of	  landscape	  attributes	  relied	  on	  very	  
broadscale	  mapping,	  such	  as	  the	  Atlas	  of	  Australian	  Soils	  (Atlas;	  Northcote	  et	  al.	  1968).	  	  
While	  the	  Atlas	  was	  and	  still	  is	  a	  significant	  dataset	  for	  Queensland,	  the	  1:2	  million	  scale	  of	  
capture	  and	  the	  very	  general	  description	  of	  soil	  types	  are	  its	  main	  limitations.	  	  Previous	  
assessments,	  such	  as	  the	  map	  “pH	  of	  Surface	  Soils,	  Queensland”	  (Ahern	  et	  al.	  1992),	  rely	  on	  
expert	  interpretations	  of	  the	  broadscale	  mapping	  to	  produce	  statewide	  information.	  	  
McKenzie	  et	  al.	  (2000b)	  developed	  methods	  for	  data	  driven	  interpretations	  of	  soil	  types	  
from	  the	  Factual	  Key	  (Northcote	  1979)	  to	  be	  applied	  to	  Atlas	  mapping	  units.	  	  Carlile	  et	  al.	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(2001)	  describe	  the	  process	  of	  applying	  information	  from	  lookup	  tables	  to	  soil	  maps	  during	  
the	  initial	  phase	  of	  the	  ASRIS	  project.	  
	  
McKenzie	  et	  al.	  (2000a)	  lists	  several	  caveats	  on	  the	  use	  of	  these	  interpretations.	  	  The	  major	  
points	  from	  the	  caveats	  are	  that	  reconnaissance	  scale	  soil-­‐landscape	  maps	  usually	  have	  a	  
low	  predictive	  capability	  and	  very	  large	  variation	  within	  each	  map	  unit.	  	  While	  not	  
discounting	  the	  value	  and	  importance	  of	  these	  previous	  assessments,	  it	  is	  clearly	  evident	  
from	  the	  aforementioned	  caveats	  that	  the	  results	  from	  these	  projects	  are	  coarse	  estimates	  
of	  the	  attributes	  and	  their	  variability.	  	  The	  issues	  of	  inadequate	  scale	  and	  attribute	  detail	  
deficiency	  highlighted	  by	  the	  NLWRA	  (2002),	  are	  applicable	  to	  the	  Atlas	  of	  Australian	  Soils	  
(Northcote	  et	  al.	  1968).	  
	  
The	  methods	  developed	  by	  McKenzie	  et	  al.	  (2000b)	  and	  Carlile	  et	  al.	  (2001)	  are	  an	  attempt	  
to	  overcome	  the	  lack	  of	  appropriate	  soil	  attributes	  described	  by	  the	  Atlas	  to	  answer	  the	  
questions	  posed	  by	  the	  community	  and	  government	  for	  NRM	  in	  Australia.	  
	  
Interpretations	  based	  on	  combined	  datasets	  
To	  overcome	  the	  issue	  of	  inadequate	  scale	  Smith	  (2000)	  developed	  an	  approach	  for	  soil	  
attribute	  prediction	  which	  combined	  multiple	  land	  resource	  surveys	  for	  Queensland.	  	  The	  
combination	  of	  projects	  allowed	  for	  the	  inclusion	  of	  land	  resource	  data	  with	  a	  resolution	  
finer	  than	  that	  provided	  by	  the	  Atlas.	  	  The	  analysis	  completed	  by	  Smith	  (2000)	  predicted	  pre-­‐
clearing	  soil	  organic	  carbon	  for	  the	  Interim	  Biogeographic	  Regionalisation	  of	  Australia	  (IBRA)	  
areas	  of	  Queensland	  (Environment	  Australia	  2000).	  	  Smith	  (2000)	  used	  the	  available	  site	  data	  
as	  the	  most	  reliable	  estimate	  of	  pre-­‐clearing	  soil	  carbon	  which	  could	  be	  used	  to	  characterise	  
polygons	  dominated	  by	  similar	  soils	  within	  IBRA	  regions.	  
	  
Following	  the	  methods	  of	  McKenzie	  et	  al.	  (2000b),	  Carlile	  et	  al.	  (2001)	  and	  Smith	  (2000),	  
Brough	  (2001,	  2003)	  produced	  a	  soil	  attribute	  dataset	  for	  Queensland	  based	  on	  combining	  
multiple	  land	  resource	  surveys.	  	  Soil	  attribute	  information	  was	  derived	  for	  the	  soil	  mapping	  
polygons	  from	  a	  combination	  of	  site	  information	  and	  lookup	  tables.	  	  While	  this	  latest	  version	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of	  a	  soil	  attribute	  map	  was	  updated	  by	  including	  more	  site	  and	  polygon	  data	  and	  including	  
SPC	  data	  where	  available,	  the	  approach	  was	  still	  limited	  to	  using	  only	  the	  information	  that	  
was	  available	  and	  did	  not	  refine	  the	  spatial	  representation.	  	  The	  issue	  of	  inadequate	  scale	  
and	  linear	  artefacts	  between	  projects	  was	  still	  clearly	  evident.	  
	  
For	  the	  release	  of	  the	  latest	  ASRIS	  system	  (McKenzie	  et	  al.	  2012)	  more	  improvements	  were	  
made	  to	  the	  process	  of	  deriving	  soil	  attribute	  information.	  	  This	  project	  will	  investigate	  the	  
combination	  of	  all	  existing	  data,	  information	  and	  knowledge	  on	  Queensland’s	  landscapes.	  	  
The	  knowledge	  data	  from	  SPCs	  and	  land	  systems	  have	  the	  potential	  to	  convey	  more	  
information	  than	  in	  previous	  attempts.	  	  The	  use	  of	  an	  SPC	  or	  land	  system	  to	  carry	  
information,	  which	  can	  be	  applied	  to	  a	  series	  of	  polygons	  uses	  more	  of	  the	  expert	  
knowledge	  that	  is	  hidden	  behind	  existing	  soil	  maps	  and	  in	  reports.	  	  The	  use	  of	  hierarchical	  
information	  for	  a	  project	  enables	  a	  more	  accurate	  representation	  of	  the	  true	  attribute	  value	  
for	  an	  area.	  	  
	  
Issues	  with	  previous	  broadscale	  interpretations	  
All	  of	  the	  previous	  broadscale	  interpretations	  suffer	  from	  the	  same	  flaw,	  where	  the	  mapped	  
soil	  polygon	  is	  the	  primary	  unit	  for	  conveying	  any	  of	  the	  attribute	  data.	  	  Each	  of	  the	  methods	  
described	  by	  McKenzie	  et	  al.	  (2000),	  Carlile	  et	  al.	  (2001),	  Smith	  (2000)	  and	  Brough	  (2001,	  
2003)	  use	  some	  form	  of	  existing	  land	  resource	  mapping	  as	  the	  primary	  feature	  in	  which	  the	  
derived	  information	  is	  conveyed.	  	  The	  issue	  of	  inadequate	  scale	  of	  natural	  resource	  
information	  identified	  by	  the	  NLWRA	  is	  a	  common	  thread	  across	  all	  of	  the	  methods.	  	  In	  the	  
Burnett	  Catchment,	  the	  broadscale	  land	  system	  mapping	  is	  used	  as	  the	  primary	  feature	  
upon	  which	  all	  the	  derived	  information	  is	  placed.	  
	  
All	  of	  the	  previous	  methods	  of	  broadscale	  interpretation	  have	  been	  developed	  to	  overcome	  
what	  the	  NLWRA	  identified	  as	  a	  problem	  with	  inadequate	  attribute	  information	  in	  existing	  
natural	  resource	  information.	  	  The	  methods	  described	  above	  started	  with	  a	  simple	  lookup	  
table	  approach	  to	  improving	  the	  available	  attribute	  information,	  through	  to	  a	  complicated	  
soil	  and	  landscape	  attribute	  information	  system	  which	  used	  existing	  data,	  information	  and	  
knowledge,	  but	  still	  used	  lookup	  tables	  where	  required.	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While	  developments	  to	  the	  information	  technology	  underpinning	  land	  resource	  information	  
systems	  have	  been	  improved	  to	  the	  point	  where	  existing	  data	  can	  be	  enhanced	  to	  provide	  
suitable	  answers	  to	  a	  range	  of	  current	  natural	  resource	  questions,	  the	  issue	  of	  scale	  still	  
remains.	  	  No	  simple,	  cheap	  and	  effective	  method	  of	  improvement	  has	  been	  developed	  to	  
enhance	  the	  scale	  of	  current	  land	  resource	  mapping.	  	  Where	  the	  scale	  of	  existing	  
information	  is	  adequate,	  the	  current	  versions	  of	  interpreted	  attributes	  provide	  a	  reasonable	  
degree	  of	  confidence	  in	  the	  attribute	  mapping.	  	  If	  the	  scale	  of	  available	  information	  could	  be	  
improved,	  then	  in	  association	  with	  current	  information	  systems	  the	  issue	  of	  inadequate	  
scale	  and	  attribute	  consistency	  described	  by	  the	  NLWRA	  will	  be	  overcome.	  
	  
AREA	  WEIGHTED	  AVERAGES	  OF	  EXISTING	  LAND	  SYSTEM	  INFORMATION	  
The	  area	  weighted	  averaging	  of	  soil	  attributes	  for	  land	  systems	  is	  based	  on	  traditional	  
approaches	  to	  derive	  soil	  attribute	  information	  from	  existing	  knowledge.	  	  This	  process	  
derives	  estimates	  of	  soil	  attributes	  based	  on	  existing	  land	  resource	  mapping.	  	  As	  previously	  
discussed,	  while	  this	  method	  enhances	  the	  availability	  and	  consistency	  of	  attribute	  
information,	  it	  does	  not	  improve	  the	  inadequate	  scale	  of	  information	  for	  the	  Burnett	  
Catchment.	  	  The	  process	  outlined	  below	  describes	  how	  attribute	  data	  is	  derived	  for	  a	  land	  
system	  though	  an	  area	  weighting	  process.	  	  These	  processes	  are	  in	  addition	  to	  those	  listed	  in	  
the	  ASRIS	  Technical	  Specifications	  (McKenzie	  et	  al.	  2012).	  
	  
Land	  unit	  data	  
The	  land	  unit	  is	  processed	  within	  the	  land	  systems	  concept.	  	  The	  descriptions	  of	  land	  units	  
include	  information	  on	  the	  SPC	  and	  sites	  that	  are	  representative	  of	  that	  land	  unit.	  	  The	  
attributes	  are	  estimated	  from	  representative	  sites	  or	  from	  the	  SPC	  recorded	  for	  the	  land	  
unit.	  	  If	  the	  attribute	  is	  not	  able	  to	  be	  estimated	  it	  will	  then	  be	  estimated	  from	  the	  soil	  
classification	  information.	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Land	  system	  data	  
Following	  the	  estimation	  of	  attributes	  for	  land	  units,	  the	  attributes	  for	  a	  land	  system	  are	  
estimated.	  The	  description	  of	  a	  land	  system	  includes	  the	  component	  land	  units	  and	  the	  
percentage	  in	  which	  they	  occur.	  	  The	  first	  attempt	  at	  attribute	  estimation	  is	  to	  prepare	  an	  
area	  weighted	  average	  of	  the	  attribute.	  	  If	  the	  first	  attempt	  at	  estimation	  results	  in	  no	  data	  
being	  able	  to	  be	  determined	  then	  the	  available	  site,	  SPC	  and	  soil	  classification	  data	  is	  used	  to	  
create	  an	  attribute	  value.	  	  The	  area	  weighting	  process	  is	  based	  on	  weighting	  the	  attribute	  in	  
question	  by	  the	  area	  that	  the	  land	  unit	  occupies	  in	  the	  land	  system.	  	  In	  the	  case	  of	  values	  
that	  are	  non-­‐numeric,	  the	  area	  proportion	  of	  component	  land	  unit	  is	  summed	  for	  each	  
attribute	  category,	  with	  the	  dominant	  attribute	  category	  assigned	  to	  the	  land	  system.	  
	  
Polygon	  data	  
The	  attributes	  estimated	  for	  a	  land	  system	  are	  transferred	  to	  the	  polygons	  mapped	  for	  that	  
land	  system.	  	  If	  land	  unit	  percentages	  are	  uniquely	  known	  for	  a	  polygon,	  the	  attribute	  is	  
calculated	  as	  a	  unique	  area	  weighted	  average	  for	  the	  polygon	  in	  question.	  
	  
OTHER	  DATASETS	  USEFUL	  FOR	  SOIL	  MODELLING	  
DIGITAL	  ELEVATION	  MODELS	  
The	  Digital	  Elevation	  Model	  (DEM)	  and	  its	  derivative	  attributes	  is	  becoming	  an	  increasingly	  
popular	  tool	  to	  assist	  topographic	  analysis	  throughout	  the	  world.	  	  In	  Queensland	  the	  
established	  procedure	  for	  creating	  DEMs	  is	  based	  on	  the	  process	  described	  by	  Hutchinson	  
(1989).	  	  The	  importance	  of	  hydrological	  correctness,	  without	  spurious	  data	  points,	  is	  a	  key	  
feature	  of	  the	  DEMs	  created	  in	  Queensland.	  	  The	  hydrological	  correctness	  of	  a	  DEM	  means	  
that	  water	  will	  always	  flow	  downhill	  and	  all	  the	  derivatives	  will	  be	  correctly	  calculated.	  	  The	  
process	  of	  creating	  DEMs	  in	  Queensland	  is	  described	  by	  Smith	  and	  Brough	  (2006)	  and	  is	  not	  
discussed	  in	  this	  literature	  review.	  	  The	  process	  is	  well	  established,	  and	  is	  the	  norm	  in	  
Australia.	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DEM	  DERIVATIVES	  
The	  DEM	  in	  its	  raw	  format	  is	  not	  very	  useful	  for	  the	  spatial	  disaggregation	  process.	  	  The	  
derivatives	  of	  the	  DEM	  are	  the	  important	  datasets.	  	  There	  are	  many	  potential	  derivative	  
surfaces	  of	  the	  DEM.	  	  Those	  that	  have	  proven	  useful	  in	  the	  past	  will	  be	  used	  a	  starting	  point	  
for	  the	  disaggregation	  process.	  	  Examples	  of	  DEM	  derivatives	  include:	  
• Slope	  
• Topographic	  Wetness	  Index	  
• Curvature	  –	  includes	  Plan,	  Profile	  and	  Tangential	  curvatures	  
• Relative	  elevation	  –	  Generated	  at	  a	  range	  of	  kernel	  sizes	  
• Multi-­‐resolution	  Valley	  Bottom	  Flatness	  Index	  –	  (MrVBF;	  Gallant	  and	  Dowling	  2003)	  
• Upness	  –	  from	  Fuzzy	  Landscape	  Analysis	  GIS	  (FLAG;	  Roberts	  et	  al.	  1997)	  
 
The	  procedures	  for	  creating	  terrain	  derivatives,	  such	  as	  slope	  and	  topographic	  wetness	  
index,	  will	  use	  best	  practice	  methods	  to	  reduce	  errors	  and	  uncertainties.	  	  Raaflaub	  and	  
Collins	  (2006)	  studied	  the	  effect	  of	  DEM	  errors	  on	  the	  estimation	  of	  topographic	  parameters,	  
concluding	  that	  the	  algorithm	  used	  has	  an	  important	  role	  to	  play	  in	  error	  reduction.	  	  
Raaflaub	  and	  Collins	  (2006)	  concluded	  that	  using	  the	  correct	  algorithm	  reduced	  the	  
sensitivity	  of	  topographic	  parameters	  to	  errors	  in	  the	  source	  DEM.	  
	  
PREVIOUS	  STUDIES	  TO	  USE	  DIGITAL	  ELEVATION	  MODELS	  
A	  number	  of	  previous	  studies	  have	  used	  DEMs	  and	  derivatives	  to	  provide	  the	  topographic	  
context	  for	  a	  range	  of	  soil	  and	  landscape	  models.	  	  Schmidt	  and	  Hewitt	  (2004)	  used	  slope	  and	  
curvature	  along	  with	  fuzzy	  models	  to	  classify	  landform	  elements	  in	  New	  Zealand.	  	  The	  
outputs	  of	  their	  fuzzy	  models	  can	  be	  used	  in	  soil	  modelling,	  as	  topography	  is	  one	  of	  the	  
factors	  of	  soil	  formation.	  	  Schmidt	  and	  Andrew	  (2005)	  again	  used	  DEMs	  to	  derive	  
information	  on	  landform	  properties,	  but	  used	  a	  multiscale	  approach	  to	  model	  features	  at	  a	  
range	  of	  sizes	  from	  small	  scale	  valleys	  to	  large	  valleys.	  	  The	  approaches	  of	  Schmidt	  and	  
Andrew	  (2005)	  can	  be	  used	  to	  delineate	  areas	  of	  landform	  elements,	  such	  as	  hillslopes	  and	  
hills,	  as	  a	  hill	  by	  definition	  is	  surrounded	  by	  hillslopes.	  
	  
 16	  
Summerell	  et	  al.	  (2005)	  used	  complex	  topographic	  derivatives	  for	  upness,	  as	  derived	  from	  
the	  FLAG	  model,	  to	  predict	  the	  spatial	  extent	  of	  waterlogged,	  saline	  and	  sodic	  soils	  in	  
southern	  New	  South	  Wales.	  	  The	  compound	  DEM	  derivatives	  were	  useful	  in	  modelling	  areas	  
where	  different	  soil	  types,	  or	  soil	  attributes,	  will	  occur.	  	  This	  information	  can	  be	  
subsequently	  fed	  into	  other	  models	  to	  spatially	  predict	  soil	  attributes.	  
	  
Ziadat	  (2005)	  provides	  an	  example	  of	  terrain	  analysis	  for	  the	  prediction	  of	  soil	  attributes	  in	  
Jordan.	  	  By	  using	  easily	  derived	  DEM	  derivatives	  such	  as	  Compound	  Topographic	  Index	  (CTI;	  
also	  known	  as	  Topographic	  Wetness	  Index)	  and	  simple	  modelling	  and	  clustering	  techniques,	  
they	  predicted	  several	  soil	  attributes.	  	  The	  spatial	  prediction	  of	  soil	  attributes	  using	  DEM	  
derivatives	  produces	  a	  map	  with	  increased	  spatial	  detail	  when	  compared	  to	  traditional	  soil	  
mapping	  techniques.	  
	  
The	  classification	  of	  landforms	  from	  DEMs	  is	  an	  important	  feature	  of	  many	  terrain	  analysis	  
applications.	  	  Bue	  and	  Stepinski	  (2006)	  used	  a	  DEM	  to	  classify	  landforms	  on	  Mars,	  using	  
terrain	  derivatives	  and	  an	  agglomerative	  clustering	  model.	  
	  
The	  classification	  of	  terrain,	  whether	  terrestrial	  or	  extra-­‐terrestrial,	  uses	  the	  same	  basic	  
approaches	  and	  methods.	  	  Where	  the	  DEM	  is	  located	  is	  not	  generally	  an	  issue.	  	  The	  prime	  
issue	  in	  terrain	  analysis	  is	  the	  quality	  of	  the	  DEM	  and	  the	  selection	  of	  appropriate	  methods	  
to	  calculate	  the	  derivatives	  of	  interest.	  	  A	  plethora	  of	  studies	  have	  been	  completed	  where	  a	  
DEM	  and	  its	  derivatives	  have	  been	  used	  to	  implement	  soil	  and	  landscape	  models.	  	  The	  
studies	  listed	  above	  are	  a	  selection	  of	  those	  available	  in	  the	  literature.	  
	  
AIRBORNE	  GEOPHYSICAL	  DATA	  
Airborne	  gamma-­‐ray	  spectrometry	  (radiometrics)	  measures	  the	  abundance	  of	  Potassium	  (K),	  
Thorium	  (Th)	  and	  Uranium	  (U)	  in	  soils	  by	  detecting	  the	  gamma-­‐rays	  emitted	  due	  to	  the	  
natural	  radioelement	  decay	  of	  these	  elements	  (Wilford	  2002).	  	  Radiometrics	  data	  is	  typically	  
collected	  by	  aeroplane	  at	  a	  height	  of	  60	  to	  100	  metres	  above	  the	  soil	  surface.	  	  The	  natural	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gamma-­‐rays	  emanating	  from	  the	  surface	  are	  measured	  by	  a	  crystal	  attached	  to	  the	  plane	  
which	  is	  amplified	  and	  recorded	  at	  a	  series	  of	  points	  along	  the	  flight	  line	  (Minty	  1997).	  	  
Vegetation,	  unless	  thick,	  has	  little	  impact	  on	  the	  gamma-­‐rays	  thereby	  producing	  information	  
unlike	  other	  remotely	  sensed	  data	  (e.g.	  Landsat	  and	  MODIS)	  which	  are	  often	  difficult	  to	  
interpret	  for	  soil	  information	  due	  to	  differences	  in	  landuse	  and	  land	  management	  (Wilford	  
2002).	  
	  
Radiometrics	  measures	  the	  gamma-­‐rays	  from	  the	  top	  30	  to	  40	  centimetres	  and	  relates	  to	  
the	  parent	  material	  and	  geochemistry	  of	  the	  soil	  (and	  other	  weathered	  materials).	  	  
Weathering	  modifies	  the	  distribution	  and	  concentration	  of	  radioelements	  compared	  to	  the	  
original	  bedrock.	  	  Understanding	  the	  bedrock	  and	  soil	  responses	  has	  proven	  invaluable,	  not	  
only	  for	  mapping	  soils	  based	  on	  parent	  materials,	  but	  also	  for	  understanding	  geomorphic	  
processes	  (Wilford	  et	  al.	  1997).	  	  K,	  Th	  and	  U	  behave	  quite	  differently	  under	  weathering	  
situations.	  	  K	  is	  highly	  mobile	  (soluble)	  and	  is	  rapidly	  leached	  from	  the	  soil	  profile.	  	  Th	  and	  U	  
are	  less	  mobile	  and	  are	  associated	  with	  more	  resistant	  minerals	  therefore	  they	  tend	  not	  to	  
reduce	  their	  concentration	  as	  quickly	  in	  soils.	  
	  
PREVIOUS	  STUDIES	  TO	  USE	  AIRBORNE	  GEOPHYSICAL	  DATA	  
Airborne	  geophysical	  data	  have	  been	  used	  previously	  in	  land	  resource	  by	  a	  number	  of	  
studies.	  	  Airborne	  gamma-­‐ray	  spectrometry,	  or	  radiometrics	  data,	  and	  the	  associated	  
magnetics	  data	  are	  available	  for	  the	  study	  area	  in	  the	  Burnett	  Catchment.	  	  Radiometrics	  
have	  been	  described	  as	  a	  useful	  tool	  to	  provide	  information	  on	  soils	  and	  regolith	  properties	  
and	  weathering	  in	  a	  number	  of	  studies.	  	  
	  
Wilford	  et	  al	  (1997)	  used	  radiometrics	  to	  map	  catenas	  in	  Cape	  York	  with	  the	  assistance	  of	  
Landsat	  TM	  data.	  	  Wilford	  et	  al.	  (2001)	  also	  showed	  that	  a	  variation	  in	  regolith	  thickness	  can	  
be	  inferred	  from	  a	  combination	  of	  radiometrics	  and	  DEM	  derivatives.	  	  Different	  radiometric	  
values,	  from	  the	  Potassium	  band,	  may	  indicate	  areas	  of	  well	  developed	  regolith,	  especially	  
when	  combined	  with	  DEM	  derivatives	  such	  as	  FLAG.	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Cattle	  et	  al.	  (2003)	  used	  radiometric	  data	  to	  identify	  aeolian	  dust	  depositions	  in	  western	  
plains	  of	  New	  South	  Wales.	  	  They	  also	  concluded	  that	  the	  radiometrics	  identified	  several	  
different	  physiographic	  units	  in	  the	  region.	  
	  
Martelet	  et	  al.	  (2006)	  discuss	  the	  usefulness	  of	  radiometric	  data	  in	  the	  identification	  and	  
mapping	  of	  geology	  in	  French	  Guinea,	  using	  an	  agglomerative	  hierarchical	  clustering	  
technique.	  	  They	  identified	  advantages	  of	  using	  radiometric	  data	  in	  areas	  where	  access	  is	  
limited	  and	  where	  tree	  cover	  is	  dense,	  particularly	  under	  tropical	  rainforest.	  
	  
Cook	  et	  al.	  (1996)	  studied	  the	  use	  of	  radiometric	  data	  for	  digital	  soil	  mapping	  in	  Western	  
Australia.	  	  They	  found	  that	  variations	  in	  the	  radiometric	  data	  corresponded	  with	  the	  
distribution	  of	  the	  major	  parent	  materials	  of	  the	  soil	  in	  their	  trial.	  	  They	  concluded	  that	  
radiometric	  data	  would	  provide	  insight	  into	  the	  spatial	  distribution	  of	  soil	  parent	  material,	  
but	  would	  be	  enhanced	  by	  the	  inclusion	  of	  terrain	  models.	  
	  
Numerous	  other	  studies	  have	  made	  similar	  conclusions	  to	  Cook	  et	  al.	  (1996)	  and	  Wilford	  
(1997)	  with	  respect	  to	  the	  utility	  of	  radiometric	  data	  for	  identifying	  the	  spatial	  distribution	  of	  
soil	  parent	  material.	  	  In	  the	  Burnett	  Catchment,	  radiometric	  data	  was	  previously	  used	  by	  
Brough	  et	  al.	  (2001)	  to	  assist	  in	  the	  modelling	  of	  soil	  attributes.	  	  While	  radiometric	  data	  is	  a	  
useful	  tool	  for	  digital	  soil	  mapping,	  there	  is	  no	  clear	  indication	  of	  prediction	  of	  soil	  attributes,	  
or	  even	  parent	  material,	  being	  able	  to	  be	  made	  from	  the	  raw	  data	  alone.	  	  Radiometric	  data	  
is	  most	  useful	  when	  local	  knowledge	  can	  be	  used	  during	  the	  interpretation	  process.	  
	  
PREVIOUS	  SOIL	  MODELLING	  TECHNIQUES	  
The	  number	  of	  techniques	  available	  to	  model	  soil	  attributes	  numbers	  almost	  the	  same	  as	  the	  
number	  of	  soil	  attributes	  that	  may	  be	  modelled.	  	  The	  development	  of	  large	  databases,	  such	  
as	  SALI	  (Biggs	  et	  al.	  2000),	  to	  store	  soil	  related	  information	  internationally	  has	  assisted	  in	  the	  
development	  of	  new	  tools	  for	  digital	  soil	  mapping	  (McBratney	  et	  al.	  2003).	  	  Many	  different	  
techniques	  exist	  for	  digital	  soil	  mapping	  but	  most	  are	  aimed	  at	  providing	  quantitative	  and	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explicit	  models	  and	  may	  be	  knowledge	  based	  (McBratney	  et	  al.	  2003,	  Bui	  2004).	  	  McBratney	  
et	  al.	  (2003)	  argue	  for	  quantitative	  predictive	  models.	  
	  
DIGITAL	  SOIL	  MAPPING	  
Of	  the	  many	  different	  techniques	  available	  for	  digital	  soil	  mapping	  which	  are	  reviewed	  by	  
McBratney	  et	  al.	  (2003),	  several	  have	  been	  used	  in	  Australia	  with	  some	  degree	  of	  success.	  	  
The	  modelling	  that	  has	  been	  completed	  has	  used	  a	  wide	  variety	  of	  scales	  and	  for	  a	  variety	  of	  
purposes.	  	  The	  studies	  fall	  into	  several	  categories,	  those	  based	  on	  a	  mechanistic	  model	  for	  
soil	  development	  based	  on	  Jenny’s	  (1941)	  equation,	  geographic	  and	  neighbourhood	  
approaches	  and	  the	  prediction	  of	  soil	  attributes	  from	  other	  soil	  attributes.	  	  The	  category	  for	  
geographic	  and	  neighbourhood	  approaches	  can	  be	  further	  broken	  into	  geostatistical	  
techniques,	  spatial	  representations	  of	  Jenny’s	  equations	  (mechanistic	  models)	  and	  
combinations	  of	  the	  two	  approaches.	  
	  
Jenny’s	  equation	  for	  mechanistic	  soil	  development	  is	  based	  on	  five	  key	  factors,	  where	  soil	  
development	  (S)	  is	  a	  function	  of	  climate	  (cl),	  organisms	  (o),	  relief	  (r),	  parent	  material	  (p)	  and	  
time	  (t).	  	  The	  function	  is	  commonly	  expressed	  as:	  
S	  =	  f(cl,	  o,	  r,	  p,	  t).	  
	  
McBratney	  et	  al.	  (2003)	  formalise	  an	  approach	  known	  as	  the	  SCORPAN	  model.	  	  SCORPAN	  
can	  be	  used	  for	  the	  empirical	  quantitative	  relationship	  between	  soil	  and	  other	  spatially	  
referenced	  factors	  to	  use	  as	  a	  soil	  spatial	  prediction	  function.	  	  The	  seven	  factors	  of	  the	  
SCORPAN	  model	  are	  soil	  or	  soil	  properties	  (s),	  climate	  (c),	  organisms	  (o),	  topography	  (r),	  
parent	  material	  (p),	  age	  or	  time	  (a)	  and	  space	  or	  spatial	  position	  (n).	  	  Soil	  is	  included	  in	  the	  
SCORPAN	  model	  as	  a	  soil	  may	  be	  predicted	  from	  its	  attributes	  or	  soil	  properties	  from	  a	  soil	  
class	  or	  other	  attributes.	  	  The	  SCORPAN	  model	  is	  expressed	  as	  
Sc	  =	  f(s,	  c,	  o,	  r,	  p,	  a,	  n)	  or	  Sa	  =	  f(s,	  c,	  o,	  r,	  p,	  a,	  n),	  
where	  Sc	  is	  soil	  class	  and	  Sa	  is	  soil	  attributes.	  	  The	  s	  in	  the	  model	  refers	  to	  some	  prior	  
knowledge	  or	  information	  about	  the	  soil.	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If	  the	  SCORPAN	  model	  is	  taken	  as	  a	  generalised	  theory,	  it	  will	  prove	  suitable	  for	  this	  study.	  	  
Data	  on	  all	  of	  the	  factors	  is	  not	  available	  and	  it	  is	  possible	  that	  the	  organisms	  factor	  (o),	  
which	  includes	  vegetation,	  is	  actually	  itself	  a	  function	  of	  soil.	  	  It	  is	  not	  uncommon	  to	  find	  
certain	  vegetation	  species	  only	  on	  certain	  soil	  types,	  or	  on	  soils	  with	  a	  limited	  range	  of	  
attributes.	  	  For	  example	  there	  is	  an	  anecdotal	  co-­‐location	  of	  Poplar	  Box	  (Eucalyptus	  
populnea)	  on	  texture	  contrast	  soils	  or	  on	  soils	  with	  sodic	  subsoils.	  	  The	  SCORPAN	  model	  is	  
useful	  as	  a	  	  general	  theory	  or	  rule	  for	  the	  prediction	  of	  soils	  and	  soil	  attributes,	  using	  
SCORPAN	  as	  a	  mechanistic	  model	  for	  soil	  development	  is	  more	  likely	  to	  be	  problematic.	  
	  
The	  factors	  involved	  in	  the	  SCORPAN	  model	  are	  similar	  to	  clorpt	  with	  the	  inclusion	  of	  other	  
soil	  factors	  (s)	  and	  a	  spatial	  function	  (n).	  	  The	  spatial	  function	  can	  be	  negated	  by	  the	  
inclusion	  of	  the	  other	  factors	  with	  a	  spatial	  scope.	  	  The	  spatial	  function	  is	  also	  useful	  where	  a	  
soil	  attribute	  and	  can	  be	  extrapolated	  to	  other	  spatially	  near	  points,	  if	  the	  other	  factors	  of	  
the	  model	  are	  fixed.	  
	  
REVIEW	  OF	  PREVIOUS	  MODELLING	  TECHNIQUES	  
McBratney	  et	  al.	  (2003)	  review	  some	  70	  studies	  that	  have	  used	  some	  form	  of	  the	  SCORPAN	  
model.	  	  These	  studies	  use	  some	  type	  of	  supervised	  classification	  for	  the	  prediction	  of	  soil	  
classes	  and	  for	  soil	  attributes	  some	  kind	  of	  generic	  regression	  is	  used.	  	  To	  limit	  discussion	  of	  
the	  variety	  of	  models	  that	  have	  previously	  been	  used	  to	  quantitatively	  predict	  soil	  attributes,	  
I	  will	  only	  discuss	  those	  eight	  studies	  that	  have	  used	  a	  scale	  range	  applicable	  to	  this	  study	  
and	  have	  used	  data	  similar	  to	  that	  available	  for	  the	  Burnett	  Catchment.	  
	  
An	  early	  attempt	  at	  digital	  soil	  mapping	  was	  completed	  by	  Legros	  and	  Bonneric	  (1979).	  	  They	  
modelled	  the	  degree	  of	  podzolisation	  of	  soils	  in	  France	  using	  a	  modified	  principal	  
component	  analysis	  at	  a	  resolution	  of	  500	  m.	  	  The	  datasets	  they	  used	  included	  altitude,	  
slope,	  exposure	  and	  parent	  material.	  	  This	  was	  completed	  prior	  to	  the	  advent	  of	  formal	  GIS.	  	  
More	  information	  on	  the	  techniques	  used	  in	  this	  study	  is	  unavailable	  as	  the	  source	  paper	  is	  
in	  French.	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Cook	  et	  al.	  (1996)	  used	  airborne	  geophysical	  data	  to	  predict	  soil	  types	  in	  Western	  Australia,	  
using	  a	  grid	  resolution	  of	  70	  m.	  	  They	  used	  the	  radiometric	  data	  as	  a	  predictor	  of	  soil	  forming	  
materials.	  	  The	  results	  from	  this	  study	  encourage	  the	  use	  of	  radiometric	  data	  as	  an	  input	  into	  
soil	  mapping.	  	  They	  conclude	  	  that	  the	  inclusion	  of	  other	  data	  such	  as	  a	  DEM	  will	  improve	  the	  
utility	  of	  radiometric	  data.	  
	  
Bui	  et	  al.	  (1999)	  completed	  a	  study	  for	  the	  prediction	  of	  soil	  classes	  for	  the	  Toowoomba	  
region	  of	  Australia	  using	  decision	  trees	  and	  Bayesian	  statistics.	  	  They	  used	  the	  prior	  
information	  from	  soil	  surveys	  and	  the	  association	  between	  soil	  units	  and	  environmental	  
correlation	  data	  in	  an	  attempt	  to	  re-­‐create	  the	  mental	  models	  of	  expert	  soil	  surveyors.	  	  The	  
models	  developed	  could	  then	  be	  extrapolated	  to	  other	  areas.	  	  Their	  classification	  used	  a	  
boosted	  tree	  to	  improve	  their	  classifications.	  	  The	  results	  of	  their	  study	  showed	  promise	  with	  
both	  the	  decision	  tree	  and	  Bayesian	  statistical	  approaches.	  
	  
McKenzie	  and	  Ryan	  (1999)	  used	  generalised	  linear	  models	  and	  regression	  trees	  to	  predict	  
soil	  attributes	  in	  southern	  Australia.	  	  They	  used	  DEMs	  and	  radiometrics	  data	  as	  predictors	  in	  
the	  models.	  	  The	  resulting	  environmental	  correlation	  models	  generate	  spatial	  predictions	  
with	  a	  fine	  grain	  unmatched	  by	  comparable	  conventional	  survey	  methods.	  	  The	  study	  was	  
completed	  as	  part	  of	  a	  quantitative	  soil	  survey,	  where	  the	  rules	  and	  decisions	  are	  explicitly	  
stated	  in	  an	  analogue	  to	  conventional	  soil	  survey.	  
	  
Ryan	  et	  al.	  (2000),	  in	  a	  follow-­‐up	  to	  McKenzie	  and	  Ryan	  (1999),	  discuss	  the	  methodological	  
issues	  with	  quantitative	  soil	  survey	  and	  the	  prediction	  of	  soil	  attributes	  from	  environmental	  
correlation	  data.	  	  They	  identify	  that	  several	  scales	  of	  processes	  occur	  in	  the	  landscape,	  from	  
the	  pedon	  to	  catena	  to	  watershed	  and	  that	  a	  model	  at	  one	  scale	  may	  not	  be	  useful	  for	  
prediction	  at	  other	  scales.	  	  They	  also	  identify	  that	  the	  prediction	  of	  soil	  distribution	  in	  a	  
landscape	  is	  most	  effective	  when	  an	  a	  priori	  pedogenic	  model	  has	  been	  proposed.	  	  The	  
pedogenic	  model	  should	  be	  used	  to	  develop	  a	  sampling	  strategy	  and	  for	  the	  evaluation	  of	  
the	  available	  soil	  data.	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Thomas	  et	  al.	  (1999)	  predicted	  soil	  classes	  in	  France,	  using	  generalised	  linear	  models	  with	  
discriminant	  analysis.	  	  They	  used	  DEMs	  and	  geology	  information	  as	  inputs	  to	  their	  model.	  	  
They	  found	  that	  more	  than	  70%	  of	  the	  soil	  class	  distribution	  in	  their	  small	  study	  catchments	  
could	  be	  explained	  by	  the	  nature	  of	  the	  substratum	  and	  attributes	  derived	  from	  the	  DEM.	  
The	  disagreements	  between	  their	  modelled	  soil	  classes	  and	  those	  previously	  mapped	  for	  the	  
study	  area	  were	  due	  primarily	  to	  the	  existence	  of	  superficial	  deposits	  not	  mentioned	  on	  the	  
geologic	  maps.	  	  As	  geology	  maps	  are	  an	  expert	  interpretation	  of	  the	  landscape,	  the	  inclusion	  
of	  radiometric	  data	  in	  this	  study	  may	  have	  increased	  the	  accuracy	  of	  the	  models.	  	  The	  
radiometric	  data	  may	  have	  identified	  the	  superficial	  deposits.	  
	  
Bui	  and	  Moran	  (2001)	  used	  decision	  trees	  and	  prior	  knowledge	  to	  predict	  soil	  classes	  for	  the	  
Murray	  Darling	  Basin	  in	  Australia.	  	  They	  used	  the	  decision	  tress,	  DEMs	  and	  Landsat	  MSS	  data	  
to	  disaggregate	  land	  systems	  mapping	  in	  western	  New	  South	  Wales.	  	  They	  concluded	  that	  by	  
using	  expert	  knowledge	  and	  rule-­‐based	  decision	  trees	  it	  was	  possible	  to	  disaggregate	  a	  
coarse	  scale	  map	  into	  a	  finer	  one,	  resulting	  in	  a	  series	  of	  nested	  polygons.	  	  They	  also	  
concluded	  that	  the	  use	  of	  training	  areas	  for	  the	  building	  of	  decision	  trees	  was	  beneficial,	  but	  
another	  modelling	  process	  was	  required	  to	  define	  the	  extent	  to	  which	  the	  original	  model	  
could	  be	  extrapolated.	  
	  
Carré	  and	  Girard	  (2002)	  used	  a	  supervised	  classification	  method	  to	  predict	  soil	  drainage	  class	  
for	  an	  area	  in	  France.	  	  They	  analysed	  the	  soil	  site	  information	  available	  from	  their	  database	  
to	  cluster	  the	  sites	  into	  a	  number	  of	  soil	  classes.	  	  The	  soil	  classes	  were	  then	  fitted	  to	  
equations	  for	  the	  soil	  type	  by	  regressing	  taxonomic	  distances	  on	  layers	  of	  multivariate	  
environmental	  data	  observed	  on	  a	  fine	  20-­‐m	  grid,	  by	  multiple	  linear	  regression.	  	  The	  
environmental	  correlation	  data	  were	  derived	  from	  DEMs	  and	  SPOT	  imagery.	  
	  
Of	  the	  previous	  soil	  modelling,	  or	  digital	  soil	  mapping,	  studies	  reviewed	  above	  it	  is	  
interesting	  to	  note	  that	  only	  Carré	  and	  Girard	  (2002)	  explicitly	  state	  the	  need	  for	  
independent	  validation	  to	  quantify	  the	  prediction	  errors	  of	  the	  models.	  	  Many	  other	  authors	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have	  stated	  the	  need	  for	  independent	  validation	  and	  it	  is	  one	  of	  the	  methods	  of	  verifying	  the	  
accuracy	  of	  statistical	  models.	  	  Many	  of	  the	  previous	  studies	  have	  recommended	  or	  used	  
geological	  information.	  	  In	  the	  case	  of	  Thomas	  et	  al.	  (1999),	  radiometric	  data	  may	  have	  
improved	  their	  models	  by	  identifying	  areas	  with	  superficial	  deposits.	  	  Some	  of	  the	  studies	  
used	  remotely	  sensed	  images,	  such	  as	  Landsat	  or	  SPOT.	  	  Using	  remotely	  sensed	  images	  
needs	  to	  be	  done	  with	  care	  so	  that	  variation	  caused	  by	  landuse	  alone	  is	  not	  introduced	  into	  
the	  model.	  	  The	  variability	  caused	  by	  using	  these	  datasets	  may	  increase	  the	  complexity	  of	  
the	  model	  and	  potentially	  downgrade	  the	  accuracy	  of	  any	  modelling	  output.	  	  While	  not	  
discounting	  the	  use	  of	  these	  datasets,	  I	  am	  sceptical	  as	  to	  their	  benefit	  for	  this	  study	  if	  areas	  
of	  significant	  land	  use	  change.	  	  In	  areas	  where	  minimal	  land	  use	  change	  has	  occurred	  from	  
the	  natural	  state	  these	  datasets	  may	  increase	  the	  reliability	  of	  soil	  and	  landscape	  models.	  
	  
The	  various	  techniques	  used	  by	  previous	  authors	  to	  model	  soil	  attributes	  across	  large	  
extents	  have	  focused	  on	  statistical	  approaches	  such	  as	  decision	  and	  regression	  trees	  due	  to	  
their	  relative	  simplicity	  and	  the	  ability	  to	  easily	  access	  large	  datasets.	  	  They	  can	  also	  
minimise	  the	  amount	  of	  expert	  knowledge	  that	  the	  modeller	  requires	  about	  an	  area.	  	  A	  
search	  of	  the	  literature	  has	  not	  revealed	  any	  significant	  modelling	  that	  has	  used	  clustering	  as	  
an	  approach	  to	  building	  predictive	  models	  for	  soil	  attributes.	  	  Clustering	  is	  similar	  to	  
regression	  trees,	  but	  does	  not	  use	  information	  such	  as	  k-­‐means	  for	  discriminating	  classes.	  	  
Clustering	  algorithms	  start	  with	  all	  observations	  in	  their	  own	  cluster	  and	  then	  recursively	  
groups	  clusters	  together	  where	  they	  have	  the	  minimum	  between	  group	  variance.	  
	  
Many	  authors	  recognise	  there	  is	  a	  range	  of	  scales	  at	  which	  landscape	  processes	  occur	  from	  
the	  pedon	  through	  to	  the	  watershed.	  	  None	  of	  the	  studies	  reviewed,	  with	  possibly	  the	  
exception	  of	  Bui	  and	  Moran	  (2001),	  produce	  models	  to	  predict	  soil	  attributes	  across	  multiple	  
scales.	  	  The	  scale	  variation	  in	  understanding	  soil	  and	  landscape	  processes	  is	  one	  of	  the	  
important	  items	  of	  expert	  knowledge	  gained	  during	  land	  resource	  assessment,	  and	  is	  
inherent	  in	  the	  description	  of	  land	  systems	  mapping.	  
	  
Therefore,	  from	  the	  review	  of	  previous	  studies	  for	  the	  prediction	  of	  soil	  attributes	  it	  can	  be	  
determined	  that	  there	  are	  at	  least	  two	  research	  gaps.	  	  The	  usefulness	  of	  clustering	  and	  the	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ability	  to	  create	  multiscale	  models	  of	  landscape	  processes	  to	  produce	  soil	  attribute	  
prediction	  models.	  
	  
PREDICTION	  OF	  SOIL	  ATTRIBUTES	  OR	  SOIL	  CLASSES	  
The	  prediction	  of	  soil	  attributes	  or	  soil	  classes	  is	  an	  issue	  for	  this	  project.	  	  A	  number	  of	  
previous	  studies	  have	  predicted	  soils	  as	  either	  attributes	  or	  classes.	  	  This	  research	  will	  be	  
predicting	  soil	  attributes,	  as	  attributes	  can	  be	  easily	  grouped	  into	  classes.	  	  The	  prediction	  of	  
soil	  classes,	  from	  which	  attributes	  are	  estimated	  is	  comparable	  to	  using	  a	  look-­‐up	  table	  
based	  approach	  and	  may	  not	  produce	  any	  more	  accurate	  results	  that	  methods	  currently	  
available	  for	  estimating	  soil	  attributes	  for	  land	  system	  mapping.	  
	  
SPATIAL	  DISAGGREGATION	  METHODOLOGIES	  
The	  proposed	  spatial	  disaggregation	  methodologies	  for	  land	  systems	  in	  the	  Inland	  Burnett	  
Catchment	  will	  focus	  on	  three	  distinct	  approaches	  to	  enable	  comparisons	  to	  be	  made	  
between	  the	  methods.	  	  The	  first	  and	  major	  method	  of	  this	  study,	  is	  based	  on	  a	  Multiscale	  
Object	  Modelling	  approach.	  	  The	  second	  method	  will	  use	  Agglomerative	  Clustering	  
techniques.	  	  The	  third	  method	  will	  utilise	  existing	  land	  resource	  data	  and	  the	  methodology	  
developed	  for	  ASRIS	  to	  provide	  a	  range	  of	  soil	  attribute	  values	  for	  each	  mapped	  land	  system	  
polygon.	  	  The	  ASRIS	  method	  (McKenzie	  et	  al.	  2012)	  is	  our	  current	  best	  available	  method	  for	  
estimating	  soil	  attributes	  for	  Queensland.	  	  The	  specifications	  outlined	  for	  ASRIS	  will	  be	  
augmented	  with	  several	  new	  techniques	  to	  provide	  for	  an	  area	  weighting	  of	  land	  systems	  
information	  as	  previously	  described	  in	  this	  document.	  
	  
Hay	  et	  al.	  (2005)	  uses	  a	  technique	  to	  produce	  multiscale	  information	  based	  on	  the	  clustering	  
of	  multivariate	  environmental	  correlation	  data.	  	  The	  process	  described	  by	  Hay	  et	  al.	  (2005)	  
clusters	  information	  not	  only	  in	  attribute	  space	  but	  also	  spatially,	  that	  is	  a	  cluster	  is	  
produced	  from	  a	  group	  of	  observations	  that	  not	  only	  minimise	  their	  variance	  in	  attribute	  
space,	  but	  are	  connected	  in	  feature	  space.	  	  This	  technique	  is	  based	  on	  image	  segmentation,	  
or	  object	  based	  image	  analysis,	  approaches	  that	  are	  commonly	  used	  in	  the	  field	  of	  medical	  
imaging	  and	  computer	  vision.	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AGGLOMERATIVE	  HIERARCHICAL	  CLUSTERING	  
Agglomerative	  hierarchical	  clustering	  (AHC)	  is	  a	  bottom-­‐up	  form	  of	  hierarchical	  clustering	  to	  
arrange	  data	  into	  similar	  groups.	  	  The	  purpose	  of	  clustering	  analysis	  is	  to	  partition	  the	  
dataset	  (or	  observations)	  into	  groups	  based	  on	  dissimilarity.	  	  Cluster	  analysis	  is	  also	  known	  
as	  data	  segmentation.	  	  The	  observations	  within	  a	  cluster	  are	  more	  closely	  related	  (similar)	  
than	  observations	  in	  other	  clusters.	  	  This	  degree	  of	  similarity	  is	  central	  to	  all	  clustering	  
analysis.	  	  Cluster	  analysis	  falls	  into	  three	  types;	  combinatorial,	  mixture	  modelling	  and	  mode	  
seeking.	  	  Hierarchical	  clustering	  is	  a	  combinatorial	  type	  of	  analysis.	  	  Combinatorial	  analysis	  
works	  with	  the	  data,	  with	  no	  direct	  reference	  its	  probability	  model.	  	  Combinatorial	  models	  
are	  the	  most	  popular	  clustering	  algorithms	  (Hastie	  et	  al.	  2001).	  
	  
Hierarchical	  clustering	  methods	  fall	  into	  two	  types;	  agglomerative	  (bottom-­‐up)	  and	  divisive	  
(top-­‐down).	  	  AHC	  at	  its	  lowest	  level	  contains	  a	  cluster	  for	  each	  individual	  observation	  and	  at	  
the	  top	  level	  contains	  only	  one	  group.	  	  Starting	  at	  the	  bottom,	  each	  selected	  pair	  of	  clusters	  
is	  merged	  into	  a	  single	  cluster.	  	  This	  is	  repeated	  for	  each	  level	  in	  the	  hierarchy	  (Hastie	  et	  al.	  
2001).	  	  At	  each	  merging	  step	  the	  cluster	  pair	  with	  the	  least	  dissimilarity	  is	  selected	  as	  the	  
pair	  to	  be	  merged.	  	  Therefore	  each	  parent	  node	  has	  two	  child	  nodes	  and	  all	  but	  the	  lowest	  
level	  a	  cluster	  will	  be	  composed	  of	  two	  smaller	  clusters.	  
	  
The	  similarity	  measurements	  for	  clustering	  are	  based	  on	  a	  Euclidian	  distance	  between	  the	  
observations	  (or	  clusters).	  	  The	  Euclidian	  distance	  can	  also	  be	  determined	  in	  multivariate	  
space.	  	  Multivariate	  space	  can	  be	  described	  as	  feature	  space.	  	  Several	  techniques	  exist	  for	  
calculating	  the	  Euclidian	  distance	  between	  clusters,	  Martlet	  et	  al.	  (2006)	  used	  an	  
aggregation	  criteria	  based	  on	  variance,	  to	  ensure	  at	  each	  clustering	  step	  the	  separation	  
between	  classes	  is	  maximised	  and	  the	  variation	  within	  classes	  is	  minimised.	  
	  
The	  binary	  partitioning	  that	  occurs	  in	  AHC	  can	  be	  represented	  graphically	  as	  a	  dendrogram.	  	  
The	  dendrogram	  is	  an	  easily	  interpreted	  description	  of	  the	  clustering,	  which	  is	  a	  major	  
reason	  for	  the	  popularity	  of	  hierarchical	  clustering	  analyses	  (Hastie	  et	  al.	  2001).	  	  The	  benefit	  
 26	  
of	  the	  dendrogram	  is	  that	  the	  separation	  between	  nodes	  can	  be	  plotted	  as	  a	  proportion	  of	  
the	  dissimilarity	  measure	  between	  parent	  and	  child	  nodes.	  	  The	  dendrogram	  can	  be	  cut	  at	  
any	  level	  so	  that	  the	  clusters,	  at	  that	  terminated	  level,	  have	  an	  optimum	  between	  cluster	  
dissimilarity	  that	  exceeds	  the	  threshold	  cut	  value.	  
	  
While	  AHC	  is	  a	  valid	  method	  for	  identifying	  similar	  areas	  in	  the	  landscapes	  select	  for	  this	  
study,	  to	  produce	  modelled	  outputs	  of	  soil	  attributes,	  a	  second	  modelling	  approach	  will	  be	  
required.	  	  	  
	  
MULTISCALE	  OBJECT	  SPECIFIC	  SEGMENTATION	  METHOD	  
The	  Multiscale	  Object	  Specific	  Segmentation	  (MOSS)	  method	  is	  a	  form	  of	  Object	  Based	  
Image	  Analysis	  (OBIA).	  	  OBIA	  is	  an	  emerging	  field	  of	  geographical	  information	  science	  and	  
analysis	  for	  the	  partitioning	  of	  remotely	  sensed	  imagery.	  	  OBIA	  has	  its	  roots	  in	  the	  disciplines	  
of	  computer	  vision	  and	  biomedical	  imaging.	  	  MOSS	  has	  been	  developed	  over	  a	  number	  of	  
years	  for	  the	  analysis	  of	  remote	  sensing	  data	  for	  landcover	  mapping	  and	  forest	  inventory	  
purposes.	  	  Hay	  et	  al.	  (2005)	  have	  developed	  a	  method	  which	  involves	  three	  specific	  stages	  in	  
the	  development	  of	  a	  series	  of	  multiscale	  polygons	  for	  forest	  inventory.	  	  The	  three	  stages	  
are:	  
• Object	  Specific	  Analysis	  
• Object	  Specific	  Upscaling	  
• Size	  Constrained	  Region	  Merging	  
 
It	  is	  intended	  in	  this	  study	  to	  augment	  the	  Size	  Constrained	  Region	  Merging	  (SCRM)	  stage	  
with	  the	  methods	  described	  by	  Castilla	  (2003)	  to	  allow	  multiple	  datasets	  to	  be	  included.	  	  
Multiple	  datasets	  will	  be	  handled	  the	  same	  as	  different	  bands	  in	  a	  multiband	  remote	  sensing	  
image,	  eg	  Landsat	  TM	  data.	  
	  
As	  with	  AHC	  the	  variance	  between	  groups	  of	  pixels,	  which	  for	  the	  purpose	  of	  comparison	  
can	  be	  viewed	  as	  clusters,	  is	  minimised.	  	  While	  AHC	  minimises	  the	  variance	  in	  feature	  space,	  
MOSS	  also	  minimises	  the	  variance	  in	  geographic	  space.	  	  The	  aim	  of	  MOSS	  is	  to	  cluster	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observations	  that	  have	  similar	  data	  values	  but	  they	  must	  also	  be	  spatially	  near.	  	  AHC	  is	  
therefore	  only	  a	  spatial	  technique	  by	  extrapolation	  while	  MOSS	  is	  a	  spatial	  clustering	  
technique.	  
	  
While	  MOSS	  may	  be	  a	  valid	  method	  for	  segmenting	  the	  landscapes	  in	  this	  study,	  to	  produce	  
modelled	  outputs	  of	  soil	  attributes	  a	  second	  modelling	  approach	  will	  be	  required.	  	  At	  this	  
stage	  a	  number	  of	  techniques	  are	  available	  for	  use,	  with	  varying	  levels	  of	  complexity	  and	  
efficiency.	  	  During	  the	  course	  of	  this	  project,	  one	  technique	  will	  be	  selected	  to	  complete	  the	  
soil	  attribute	  modelling.	  
	  
Object	  specific	  analysis	  
Object	  Specific	  Analysis	  (OSA)	  is	  a	  tool	  whereby	  individual	  pixels	  in	  an	  image	  are	  grouped	  
into	  the	  larger	  image-­‐objects	  that	  they	  are	  part	  of.	  	  In	  a	  remote	  sensing	  image,	  spatially	  near	  
pixels	  tend	  to	  elicit	  a	  strong	  degree	  of	  spatial	  autocorrelation	  (Hay	  et	  al.	  2001).	  	  By	  analysing	  
the	  variance	  of	  pixel	  values	  of	  increasingly	  larger	  kernels	  centred	  on	  an	  object	  of	  known	  size	  
the	  variance	  produces	  distinct	  breaks.	  	  The	  unique	  kernel	  size	  at	  the	  break	  point,	  or	  variance	  
threshold	  location,	  matches	  the	  objects	  known	  size.	  	  When	  minimum	  variance	  is	  achieved,	  
the	  pixels	  in	  the	  kernel	  represent	  those	  that	  are	  most	  spectrally	  similar	  therefore	  they	  are	  
the	  most	  object-­‐like.	  	  Variance	  maxima	  represent	  the	  maximum	  spatial	  extents	  of	  the	  
objects.	  
	  
Object	  specific	  upscaling	  
The	  image	  from	  the	  OSA	  step	  is	  resampled,	  by	  applying	  an	  object-­‐specific	  weighted	  
algorithm	  (OSU),	  to	  coarser	  resolution	  using	  a	  one-­‐fourth	  upscaling	  heuristic.	  	  The	  one-­‐
fourth	  upscaling	  heuristic	  is	  based	  on	  characteristics	  of	  the	  remote	  sensing	  platform	  and	  the	  
ability	  to	  select	  features	  of	  interest.	  	  This	  study	  will	  use	  the	  automatic	  upscaling	  heuristic	  of	  
1.6	  as	  described	  by	  Hay	  et	  al	  (2005).	  	  This	  means	  that	  each	  pixel	  in	  the	  upscale	  image	  is	  equal	  
to	  1.6	  pixels	  in	  the	  previous	  image.	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Size	  constrained	  region	  merging	  
Size	  Constrained	  Region	  Merging	  (SCRM)	  is	  an	  image	  segmentation	  sequence	  as	  proposed	  by	  
Castilla	  (2003)	  that	  is	  based	  upon	  a	  number	  of	  ideas	  from	  previous	  research.	  	  It	  is	  an	  image	  
smoothing	  and	  merging	  mechanism	  that	  produces	  features	  that	  represent	  individual	  image	  
objects	  and	  may	  be	  converted	  to	  a	  vector	  layer	  with	  associated	  attributes	  compiled	  against	  
it.	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METHODS	  
REASONS	  FOR	  PILOT	  AREA	  SELECTION	  
The	  pilot	  area	  for	  this	  project	  has	  been	  selected	  for	  a	  number	  of	  reasons,	  chiefly	  being	  the	  
difference	  in	  methodologies	  between	  the	  mapping	  projects	  of	  Kent	  (2002)	  and	  Donnellan	  
and	  Searle	  (1999)	  present	  in	  the	  area.	  	  Kent	  used	  the	  UMA	  approached	  with	  well	  defined	  
land	  units,	  while	  Donnellan	  and	  Searle	  also	  used	  the	  UMA	  approach	  but	  their	  land	  units	  
were	  not	  unique	  and	  are	  described	  within	  the	  context	  of	  a	  land	  system.	  
	  
The	  pilot	  area	  for	  this	  study	  lies	  within	  an	  area	  covered	  by	  a	  25m	  DEM	  and	  airborne	  
geophysical	  data.	  	  A	  series	  of	  25m	  DEMs	  were	  produced	  for	  selected	  catchments	  of	  
Queensland	  and	  are	  the	  best	  catchment	  wide	  elevation	  models	  available.	  	  Airborne	  
radiometric	  data	  is	  captured	  throughout	  Queensland,	  as	  part	  of	  the	  geological	  mapping	  
program,	  for	  regional	  studies.	  	  The	  selection	  of	  the	  pilot	  area	  for	  this	  study	  was	  selected	  in	  
part	  due	  to	  the	  availability	  of	  datasets.	  	  The	  utility	  of	  these	  datasets	  is	  described	  in	  later	  
sections	  of	  this	  document.	  
	  
AUSTRALIAN	  SOIL	  RESOURCE	  INFORMATION	  SYSTEM	  (ASRIS)	  
The	  preferred	  method	  of	  interpretation	  in	  Queensland	  is	  based	  on	  the	  ASRIS	  approach	  for	  
the	  definition	  and	  description	  of	  soil	  and	  landscape	  attributes.	  	  By	  following	  the	  
specifications	  of	  ASRIS,	  the	  current	  surfaces	  have	  been	  developed	  within	  a	  nationally	  
consistent	  framework.	  	  The	  methods	  outlined	  in	  the	  ASRIS	  Technical	  Specifications	  
(McKenzie	  et	  al.	  2012)	  provide	  a	  richer	  set	  of	  information	  than	  was	  available	  by	  using	  any	  of	  
the	  previous	  approaches	  as	  described	  in	  prior	  sections.	  	  The	  true	  power	  of	  the	  current	  
methodology	  is	  derived	  not	  from	  the	  new	  interpretation	  methods	  but	  from	  the	  recent	  
improvements	  to	  the	  SALI	  database.	  	  The	  new	  surfaces	  are	  derived	  by	  directly	  accessing	  SALI	  
and	  building	  the	  interpretations	  by	  the	  querying	  and	  manipulation	  of	  all	  the	  stored	  data.	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SOIL	  AND	  LAND	  INFORMATION	  SYSTEM	  (SALI)	  
Since	  2003,	  the	  Queensland	  Government	  has	  invested	  significantly	  in	  its	  Soil	  and	  Land	  
Information	  System	  (SALI).	  	  It	  is	  a	  single	  point-­‐of-­‐truth	  system	  that	  holds	  all	  site,	  polygon,	  
SPC	  and	  land	  system	  data.	  	  SALI	  has	  been	  spatially	  enabled	  with	  the	  spatial	  polygon	  objects	  
stored	  and	  managed	  in	  close	  partnership	  with	  the	  textual	  data.	  	  The	  use	  of	  a	  consistent	  
framework,	  along	  with	  the	  centralisation,	  has	  made	  the	  process	  of	  generating	  the	  soil	  
attribute	  information	  easier.	  
	  
The	  investment	  in	  SALI	  has	  promoted	  the	  logical	  and	  consistent	  design	  principles	  that	  are	  a	  
requirement	  of	  this	  data	  intensive	  attribute	  surfacing	  work.	  	  SALI	  has	  five	  basic	  modules,	  
Projects,	  Sites,	  Polygons,	  Soil	  Profile	  Class	  (SPC)	  and	  Land	  Components.	  	  The	  Land	  
Component	  module	  stores	  the	  land	  system	  and	  land	  unit	  information.	  	  The	  logical	  
consistency	  of	  SALI	  is	  based	  around	  existing	  information	  standards	  (Jacquier	  et	  al	  2012)	  and	  
includes	  the	  use	  of	  common	  and	  consistent	  descriptors	  for	  soil	  data	  (National	  Committee	  on	  
Soil	  and	  Terrain	  2009).	  
	  
In	  concert	  with	  the	  infrastructure	  investment,	  there	  has	  also	  been	  a	  significant	  effort	  in	  the	  
capture	  of	  existing	  land	  resource	  information	  into	  SALI.	  	  The	  important	  task	  of	  acquiring	  this	  
often	  non-­‐digital,	  information	  has	  proved	  to	  be	  a	  major	  benefit	  to	  the	  task	  of	  creating	  the	  
soil	  and	  landscape	  attribute	  surfaces.	  	  The	  storage	  of	  a	  large	  number	  of	  existing	  soil	  profile	  
classes	  within	  SALI	  has	  enhanced	  the	  surfaces	  in	  those	  areas	  of	  the	  state	  that	  are	  covered	  by	  
detailed	  land	  resource	  assessment	  projects.	  
	  
ASRIS	  FRAMEWORK	  
The	  ASRIS	  framework	  is	  based	  on	  three	  main	  principles.	  	  The	  first	  is	  the	  definition	  and	  
delineation	  of	  the	  continent	  in	  a	  series	  of	  mapping	  hierarchies.	  	  The	  second	  is	  to	  produce	  
estimates	  of	  attributes	  from	  site	  data	  from	  identified	  layers	  (or	  control	  sections)	  through	  a	  
series	  of	  rules	  (Figure	  1).	  	  Thirdly	  the	  provision	  of	  spatial	  estimates	  are	  derived	  by	  a	  list	  of	  
methods	  with	  decreasing	  spatial	  reliability.	  	  The	  use	  of	  the	  ASRIS	  framework	  has	  allowed	  the	  
significant	  investment	  made	  by	  Queensland	  for	  the	  production	  of	  spatially	  reliable	  soil	  and	  
landscape	  attributes	  to	  be	  compatible	  and	  consistent	  with	  all	  other	  national	  assessments	  of	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a	  broad	  range	  of	  attributes.	  	  The	  production	  of	  a	  framework	  based	  on	  a	  set	  of	  nationally	  
agreed	  and	  consistent	  standards	  is	  a	  major	  achievement	  for	  the	  ASRIS	  development	  team	  
and	  the	  National	  Committee	  on	  Soil	  and	  Terrain	  (as	  the	  Steering	  Committee).	  	  The	  peer	  
reviewed	  ASRIS	  framework	  has	  been	  utilised	  for	  the	  production	  of	  soil	  and	  landscape	  
information,	  as	  it	  is	  a	  nationally	  accepted	  standard.	  
	  
The	  methodology	  used	  in	  ASRIS	  provides	  more	  detail	  for	  each	  attribute	  than	  was	  achieved	  
through	  any	  previous	  interpretation	  methods.	  	  Previous	  methods	  provided	  estimates	  of	  the	  
attributes	  as	  a	  broad	  grouping	  of	  the	  A	  or	  B	  horizons	  (McKenzie	  et	  al	  2000b;	  Brough	  2001,	  
2003)	  as	  averages.	  	  The	  new	  methods	  involve	  the	  prediction	  of	  an	  attribute	  at	  one	  of	  five	  
possible	  layers	  (control	  sections)	  for	  each	  site.	  Each	  profile	  is	  represented	  by	  (up	  to)	  five	  
contiguous	  soil	  layers	  that	  discriminate	  the	  soil	  materials	  in	  terms	  of	  their	  function	  in	  
relation	  to	  water	  and	  gas	  movement,	  nutrient	  supply,	  plant	  growth,	  and	  physical	  behaviour	  
more	  generally.	  	  By	  providing	  an	  estimate	  of	  the	  attribute	  in	  a	  more	  detailed	  model	  a	  greater	  
reliability	  in	  the	  prediction	  of	  the	  attribute	  can	  be	  achieved;	  it	  also	  allows	  for	  the	  
summarisation	  of	  attributes	  back	  to	  horizon	  or	  profile	  weighted	  averages.	  	  The	  methodology	  
also	  allows	  for	  the	  estimation	  of	  both	  attribute	  and	  landscape	  uncertainties	  to	  be	  recorded	  
for	  each	  attribute	  and	  control	  section	  combination.	  	  The	  uncertainty	  estimates	  in	  ASRIS	  are	  a	  
description	  of	  the	  uncertainty	  around	  a	  prediction	  as	  described	  McKenzie	  et	  al	  (2012).	  
	  
METHODOLOGY	  IMPLEMENTED	  
This	  section	  outlines	  the	  current	  process	  of	  deriving	  soil	  and	  landscape	  attribute	  information	  
for	  Queensland.	  	  The	  soil	  and	  landscape	  attribute	  information	  system	  is	  a	  combination	  of	  all	  
existing	  data,	  information	  and	  knowledge	  on	  Queensland’s	  landscapes.	  	  The	  estimates	  have	  
been	  generated	  at	  spatial	  resolutions	  applicable	  to	  a	  variety	  of	  landscape	  assessments	  and	  
modelling	  purposes.	  	  The	  current	  process	  provides	  both	  more	  detail	  for	  the	  attributes	  in	  
question	  and	  an	  improved	  spatial	  reliability	  through	  the	  use	  of	  repeatable	  processes.	  	  The	  
processes	  undertaken	  to	  provide	  spatially	  reliable	  estimates	  of	  attributes	  from	  the	  
interpretation	  of	  the	  suitable	  site,	  polygon,	  SPC	  and	  land	  system	  data	  from	  SALI	  are	  outlined	  
in	  the	  sections	  below.	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The	  structure	  of	  the	  soil	  and	  landscape	  attribute	  system	  is	  similar	  to	  that	  proposed	  in	  the	  
ASRIS	  Technical	  Specifications	  (McKenzie	  et	  al.	  2012).	  	  There	  are	  three	  basic	  components	  to	  
the	  information	  system;	  the	  relational	  data	  tables;	  the	  spatial	  datasets;	  and	  the	  system	  code.	  
	  
ATTRIBUTES	  ESTIMATED	  
A	  number	  of	  soil	  and	  landscape	  attribute	  polygon	  layers	  are	  required	  to	  be	  developed	  for	  
many	  uses.	  	  Most	  of	  the	  attributes	  generated	  are	  those	  required	  by	  ASRIS,	  while	  other	  
attributes	  have	  been	  estimated	  for	  Queensland’s	  purposes.	  	  The	  entire	  system	  estimates	  in	  
excess	  of	  30	  attributes,	  but	  only	  pH	  is	  reported	  in	  this	  study.	  
	  
Figure	  1.	  	  Examples	  of	  horizon	  sequences	  and	  allocation	  to	  the	  five-­‐layer	  model	  used	  to	  describe	  
idealised	  soil	  profiles	  in	  ASRIS.	  
Example	  (a)	  is	  a	  common	  sequence.	  	  In	  example	  (b),	  Layers	  2	  and	  4	  are	  recorded	  as	  missing	  because	  
the	  profile	  is	  shallow	  and	  has	  only	  a	  few	  horizons.	  Example	  (c)	  is	  a	  complex	  profile	  and	  Layers	  are	  
specified	  according	  to	  their	  influence	  on	  plant	  growth	  and	  water	  movement.	  	  From	  McKenzie	  et	  al.	  
(2012). 
	  
PRODUCING	  THE	  SPATIAL	  HIERARCHY	  
The	  production	  of	  the	  spatial	  hierarchy	  of	  the	  polygon	  data	  from	  SALI	  is	  one	  of	  the	  critical	  
steps	  in	  the	  construction	  of	  spatially	  accurate	  and	  reliable	  soil	  and	  landscape	  attribute	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surfaces.	  	  To	  complete	  the	  task	  of	  producing	  attribute	  surfaces,	  each	  project	  with	  polygonal	  
data	  from	  SALI	  was	  overlaid	  to	  obtain	  the	  best	  spatial	  polygon	  information	  at	  any	  point	  
across	  Queensland.	  	  Each	  project,	  and	  therefore	  polygon,	  is	  assigned	  to	  a	  hierarchal	  level	  
within	  the	  soil	  and	  landscape	  attribute	  information	  system.	  	  ASRIS	  has	  defined	  several	  levels	  
to	  its	  mapping	  hierarchy	  (McKenzie	  et	  al.	  2013	  Table	  3).	  	  The	  hierarchal	  arrangement	  of	  all	  
the	  data	  produced	  by	  the	  soil	  and	  landscape	  attribute	  information	  system	  is	  mapped	  onto	  
Levels	  4	  and	  5	  of	  the	  ASRIS	  hierarchy.	  
	  
The	  attribute	  surfaces	  developed	  for	  Queensland	  fit	  below	  the	  ASRIS	  mapping	  hiatus,	  
between	  Levels	  3	  and	  4,	  as	  they	  are	  aggregations	  of	  land	  resource	  surveying	  data.	  	  While	  
some	  data	  exists	  for	  Queensland	  that	  is	  appropriate	  to	  Level	  6	  of	  the	  ASRIS	  hierarchy	  it	  has	  
not	  been	  included	  in	  the	  attribute	  information	  system	  at	  this	  point	  in	  time.	  	  At	  some	  future	  
point	  this	  data	  may	  be	  included	  in	  the	  soil	  and	  landscape	  attribute	  system.	  
	  
Each	  of	  the	  mapping	  projects	  from	  SALI	  has	  two	  key	  pieces	  of	  information	  to	  assist	  in	  the	  
defining	  of	  its	  level	  with	  the	  spatial	  hierarchy;	  these	  are	  the	  scale	  and	  type	  of	  survey.	  	  For	  
Queensland	  there	  are	  thirteen	  individual	  levels	  of	  the	  hierarchy	  to	  produce	  information	  for	  
Levels	  4	  and	  5.	  	  There	  are	  multiple	  planes	  within	  each	  of	  the	  ASRIS	  levels	  to	  account	  for	  
projects	  that	  have	  spatial	  overlaps	  in	  their	  extent.	  	  By	  eliminating	  the	  spatial	  overlaps,	  each	  
level	  in	  the	  hierarchy	  is	  topologically	  correct.	  	  This	  will	  assist	  in	  any	  future	  interpretations.	  	  
Table	  1	  lists	  the	  levels	  defined	  within	  the	  hierarchy	  as	  well	  as	  the	  dominant	  scale	  and	  survey	  
type	  of	  the	  projects	  assigned	  to	  each	  level.	  	  Figure	  2	  and	  Figure	  3	  depict	  the	  spatial	  extent	  of	  
each	  of	  the	  thirteen	  levels	  within	  the	  hierarchy	  and	  the	  combined	  hierarchy	  image	  gives	  an	  
indication	  of	  the	  extent	  and	  interaction	  of	  the	  different	  levels.	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Table	  1.	  	  Hierarchal	  levels	  of	  the	  system,	  including	  dominant	  scale	  and	  survey	  type.	  
Hierarchy	   Tract	   Dominant	  Scale	   Dominant	  Survey	  Type	  
1	   Division	   	   	  
2	   Province	   	   	  
3	   Zone	   	   	  
4	   District	   	   	  
4.1	   District	  -­‐	  Intermediate	  1	   2,000,000	   Soil	  Survey	  
4.2	   District	  -­‐	  Intermediate	  2	   500,000	   Land	  System	  Survey	  
4.3	   District	  -­‐	  Intermediate	  3	   1,000,000	   Soil	  Survey	  
4.4	   District	  -­‐	  Intermediate	  4	   250,000	   Land	  System	  Survey	  
4.51	   District	  -­‐	  Intermediate	  
5.1	  
250,000	   Land	  Resource	  Area	  Survey	  
4.52	   District	  -­‐	  Intermediate	  
5.2	  
250,000	   Land	  Resource	  Area	  Survey	  
4.6	   District	  -­‐	  Intermediate	  6	   250,000	   Soil	  Survey	  
5	   System	   	   	  
5.11	   System	  -­‐	  Intermediate	  
1.1	  
100,000	   Soil	  Survey	  
5.12	   System	  -­‐	  Intermediate	  
1.2	  
100,000	   Soil	  Survey	  
5.13	   System	  -­‐	  Intermediate	  
1.3	  
100,000	   Soil	  Survey	  
5.21	   System	  -­‐	  Intermediate	  
2.1	  
50,000	   Soil	  Survey	  
5.22	   System	  -­‐	  Intermediate	  
2.2	  
50,000	   Soil	  Survey	  
5.3	   System	  -­‐	  Intermediate	  3	   25,000	   Soil	  Survey	  
6	   Facet	   	   	  
	  
The	  hierarchal	  numbering	  system	  operates	  in	  a	  relatively	  straight-­‐forward	  manner,	  as	  the	  
hierarchal	  number	  increases	  so	  does	  the	  perceived	  accuracy	  of	  the	  information	  those	  
polygons	  convey.	  	  The	  numbering	  system	  is	  based	  on	  that	  used	  for	  ASRIS	  (e.g.	  Level	  4)	  -­‐	  with	  
intermediate	  levels	  determined	  by	  the	  scale	  and	  survey	  type	  (e.g.	  Level	  4.2).	  	  Within	  
intermediate	  levels,	  sub-­‐levels	  are	  used	  where	  the	  spatial	  arrangement	  of	  projects	  creates	  
an	  overlap	  within	  the	  intermediate	  level	  (e.g.	  Level	  4.51).	  	  Projects	  are	  assigned	  to	  the	  
various	  sub-­‐levels	  based	  on	  expert	  opinion.	  	  There	  is	  no	  difference	  in	  projects	  between	  
related	  sub-­‐levels.	  	  They	  are	  assigned	  to	  simplify	  the	  procedure	  to	  create	  the	  combined	  
polygon	  coverage	  and	  to	  ensure	  topological	  correctness.	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Processing	  the	  spatial	  hierarchy	  
Building	  the	  polygonal	  spatial	  coverage	  from	  the	  hierarchy	  occurs	  within	  a	  Geographic	  
Information	  System,	  specifically	  the	  ArcGIS	  environment	  (ESRI	  2013).	  	  Within	  the	  ArcGIS	  
geoprocessing	  service,	  the	  Python	  language	  (Python	  2013)	  can	  be	  used	  to	  manipulate	  and	  
modify	  spatial	  data	  through	  purpose	  written	  procedures.	  	  A	  Python	  script	  was	  created	  to	  
construct	  the	  coverage	  using	  the	  best	  polygons	  as	  defined	  from	  the	  spatial	  hierarchy	  data.	  	  
The	  coverage	  consists	  of	  the	  polygons	  from	  higher	  in	  the	  hierarchy	  being	  ‘cookie	  cut’	  into	  
those	  from	  a	  lower	  hierarchy.	  	  The	  process	  used	  in	  this	  iteration	  of	  the	  combined	  dataset	  is	  
conceptually	  the	  same	  as	  previous	  versions,	  as	  described	  by	  Smith	  (2000)	  and	  Brough	  (2001,	  
2003).	  
	  
The	  polygonal	  data	  from	  each	  level	  of	  the	  hierarchy	  is	  extracted	  from	  the	  soil	  and	  landscape	  
attribute	  information	  system,	  or	  SALI	  as	  the	  case	  maybe.	  	  Each	  layer	  of	  the	  hierarchy	  
undergoes	  a	  ‘Union’	  function	  that	  effectively	  adds	  the	  spatial	  data	  together	  in	  ArcGIS	  
starting	  with	  the	  layers	  at	  the	  highest	  level	  and	  working	  down	  through	  the	  hierarchy.	  	  The	  
final	  combined	  coverage	  is	  dissolved	  on	  the	  project	  code	  and	  polygon	  number	  from	  the	  
highest	  polygon	  to	  produce	  a	  spatial	  dataset	  containing	  some	  115,000	  individual	  polygons.	  	  
This	  spatial	  dataset	  of	  the	  combined	  polygons	  is	  used	  to	  convey	  all	  of	  the	  information	  for	  the	  
soil	  and	  landscape	  attribute	  surfaces.	  
	  
ATTRIBUTE	  DATA	  PROCESSING	  
There	  are	  a	  number	  of	  data	  processing	  steps	  that	  are	  required	  to	  produce	  the	  soil	  and	  
landscape	  attribute	  surfaces.	  	  These	  steps	  can	  be	  broken	  into	  the	  processing	  of	  site	  data,	  SPC	  
data,	  land	  system	  data	  and	  polygon	  data.	  	  The	  goal	  of	  processing	  site,	  SPC	  and	  land	  system	  
data	  is	  to	  define	  the	  attribute	  values	  that	  are	  utilised	  in	  the	  population	  of	  the	  polygons.	  	  
There	  is	  much	  similarity	  between	  the	  processing	  of	  the	  base	  data	  types;	  this	  will	  become	  
apparent	  in	  the	  following	  sections.	  	  All	  of	  the	  data	  processing	  steps	  from	  the	  attribute	  
interpretation	  system	  are	  very	  similar	  to	  those	  described	  in	  the	  ASRIS	  Technical	  
Specifications	  (McKenzie	  et	  al.	  2012).	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Processing	  site	  data	  
The	  first	  step	  in	  the	  construction	  of	  the	  soil	  and	  landscape	  attribute	  surfaces	  is	  to	  process	  
the	  base	  data	  through	  the	  interpretation	  of	  the	  89,000	  sites	  in	  SALI.	  	  The	  data	  processed	  
from	  SALI	  is	  the	  observation	  data	  for	  each	  site.	  	  The	  observation	  data	  is	  utilised	  through	  the	  
feature	  compositions	  table	  with	  its	  link	  to	  their	  respective	  site.	  	  Each	  of	  the	  observations	  in	  
SALI	  passes	  through	  a	  series	  of	  rules	  to	  compute	  the	  horizon	  that	  is	  used	  as	  a	  placeholder	  for	  
the	  derivation	  of	  attribute	  values.	  	  Each	  attribute	  that	  is	  derived	  has	  a	  series	  of	  horizon	  rules	  
that	  must	  be	  followed	  and	  the	  rules	  for	  each	  horizon	  may	  have	  a	  number	  of	  sub-­‐rules	  (Table	  
2).	  	  
	  
Table	  2.	  	  Control	  section	  rules	  for	  the	  calculation	  of	  the	  horizons	  for	  texture	  grade.	  
Rule Description 
Control Section 1 
Rule 1 If the surface layer is a peat, refers to the 7 classes of organic materials 
defined by National Committee on Soil and Terrain (2009). 
Rule 2 If there is a single A1 horizon without subdivisions (e.g. A11, A12 etc.), then 
refers to the A1 horizon. Ignores any possible overlying surface horizons. 
Rule 3 If there are subdivisions within the A1 horizon, refers to the thickest A horizon 
layer within the top 0.20 m of the soil profile (the upper layer is used if 
thicknesses are equal). If the surface layer is an O horizon, refers to an A 
horizon as defined accord with the above criteria. 
Rule 4 If the surface layer is an O horizon and there is no underlying A1 horizon, 
refers to the thickest layer in the 0.20 m directly beneath the O horizon. 
Control Section 2 
Rule 1 If the surface layer is not an A1 horizon (e.g. O horizon) and there is no 
underlying A horizon, the attribute is recorded as missing, otherwise refers to 
the lower portion of the A horizon that is below control section 1, if not below 
control section 1 then record as missing 
Control Section 3 
Rule 1 If a B horizon is present, refers to the uppermost B horizon (usually B1 or 
B21). 
Rule 2 If no B horizon is present and the sequence consists of an AC profile, refers to 
the major part of the materials in the 0.20m directly below the A horizon. 
Control Section 4 
Rule 1 Refers to the thickest B horizon below the control section 3 that has an upper 
depth above 1.5m 
Control Section 5 
Rule 1 Refers to the lower 0.1m of the horizon above 2m, or above a pan or above a 
C or R horizon, and is below the horizon defined for control section 4, 
otherwise recorded as missing. 
	  
Processing	  Soil	  Profile	  Class	  data	  
The	  processing	  of	  SPC	  data	  is	  the	  second	  step	  in	  the	  interpretation	  process	  to	  produce	  
surfaces	  of	  soil	  and	  landscape	  attribute	  information.	  	  This	  step	  involves	  the	  calculation	  of	  
information	  for	  the	  3,500	  soil	  profile	  classes	  described	  in	  SALI.	  	  Each	  SPC	  passes	  through	  a	  
two	  stage	  interpretation	  process.	  	  The	  first	  is	  closely	  aligned	  to	  the	  interpretation	  of	  site	  data	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while	  the	  second	  is	  similar	  to	  the	  process	  of	  estimating	  attributes	  for	  polygons	  and	  entities	  
described	  below.	  
	  
As	  with	  sites,	  each	  SPC	  passes	  through	  a	  series	  of	  rules	  to	  compute	  the	  horizon	  that	  is	  used	  
as	  a	  placeholder	  for	  the	  derivation	  of	  attribute	  values.	  	  These	  rules	  are	  exactly	  the	  same	  as	  
those	  for	  observation	  data.	  	  The	  first	  step	  in	  processing	  SPC	  data	  does	  not	  interpret	  data	  for	  
the	  SPC.	  	  It	  uses	  only	  information	  recorded	  for	  that	  SPC.	  	  For	  attributes	  not	  defined	  during	  
the	  first	  processing	  step,	  a	  process	  similar	  to	  the	  attribute	  estimation	  for	  polygon	  entities	  is	  
used.	  	  For	  a	  complete	  description	  of	  the	  process	  of	  estimating	  attributes,	  based	  on	  the	  
polygon	  approach	  please	  refer	  to	  the	  polygon	  data	  section	  below.	  
	  
Processing	  Land	  unit	  data	  
The	  land	  unit	  is	  the	  first	  data	  type	  to	  be	  processed	  within	  the	  land	  systems	  concept.	  	  SALI	  
holds	  the	  descriptions	  of	  land	  units	  which	  include	  information	  on	  the	  SPC	  and	  sites	  that	  are	  
representative	  of	  that	  land	  unit.	  	  The	  process	  of	  estimating	  attributes	  for	  a	  land	  unit	  is	  the	  
same	  as	  for	  the	  estimation	  of	  entities.	  	  The	  attributes	  are	  estimated	  from	  representative	  
sites	  for	  the	  land	  unit	  or	  from	  the	  SPC	  recorded	  for	  the	  land	  unit.	  	  	  For	  a	  complete	  
description	  of	  the	  process	  of	  estimating	  attributes,	  based	  on	  the	  polygon	  approach	  please	  
refer	  to	  the	  Processing	  polygon	  data	  section	  below.	  
	  
Land	  system	  data	  
Following	  the	  estimation	  of	  attributes	  for	  land	  units,	  the	  attributes	  for	  a	  land	  system	  are	  
estimated.	  SALI	  holds	  the	  descriptions	  of	  land	  systems,	  which	  include	  their	  component	  land	  
units	  and	  the	  percentage	  of	  the	  system	  in	  which	  they	  occur.	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Figure	  2.	  	  Area	  covered by	  levels	  4.1	  to	  4.6	  of	  the	  spatial	  hierarchy. 
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Figure	  3.	  Area covered	  by	  levels	  5.1	  to	  5.3	  of	  the	  hierarchy	  and	  the	  combined	  hierarchy. 
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Processing	  Polygon	  Entity	  data	  
The	  estimation	  of	  attributes	  for	  entities	  is	  the	  penultimate	  step	  in	  the	  creation	  of	  the	  soil	  
and	  landscape	  attribute	  surfaces.	  The	  estimation	  processes	  follow	  those	  listed	  in	  the	  ASRIS	  
Technical	  Specifications	  (McKenzie	  et	  al	  2013).	  	  The	  estimation	  rules	  define	  how	  an	  attribute	  
value	  is	  estimated	  by	  using	  the	  best	  available	  data.	  	  The	  rules	  are	  used	  in	  a	  predefined	  order;	  
if	  a	  rule	  returns	  a	  result	  for	  a	  feature	  (in	  this	  case	  an	  entity)	  then	  subsequent	  processing	  of	  
that	  feature	  is	  halted.	  	  
	  
The	  purpose	  of	  using	  a	  complicated	  series	  of	  methods	  to	  estimate	  soil	  attributes	  when	  
compared	  to	  previous	  attempts	  for	  a	  combined	  dataset,	  is	  to	  provide	  more	  robust	  
determinations	  of	  soil	  and	  landscape	  attributes.	  	  Using	  the	  estimation	  methods	  defined	  
above,	  the	  earlier	  an	  attribute	  is	  derived	  in	  the	  estimation	  process	  the	  greater	  the	  accuracy	  
of	  the	  attribute.	  
	  
Processing	  Polygon	  data	  
The	  estimation	  of	  attribute	  results	  for	  polygons	  is	  the	  final	  step	  in	  creation	  of	  the	  soil	  and	  
landscape	  attribute	  surfaces.	  	  The	  estimate	  for	  a	  polygon	  is	  derived	  as	  an	  area	  weighted	  
average	  of	  its	  entities.	  	  In	  SALI,	  each	  polygon	  has	  at	  least	  one	  entity	  record;	  each	  entity	  is	  
recorded	  as	  either	  a	  percentage	  or	  proportion	  of	  the	  parent	  polygon.	  
	  
The	  area	  weighting	  of	  results	  occurs	  only	  for	  attributes	  with	  a	  numerical	  data	  type.	  	  If	  an	  
attribute	  has	  a	  character	  data	  type,	  for	  example	  field	  texture,	  the	  unique	  result	  with	  the	  
largest	  summed	  percentage	  of	  area	  for	  the	  entities	  is	  used.	  	  Table	  3	  provides	  an	  example	  of	  
the	  area	  weighting	  calculations	  used	  by	  the	  ASRIS	  methodology.	  
	  
Table	  3.	  	  Example	  of	  area	  weighting	  calculations.	  
Entity Percentage of Polygon pH 
Area Weighted 
pH 
Field Texture 
Grade 
1 70% 6.5 4.55 Clay Loam 
2 15% 5.5 0.82 Sandy Loam 
3 15% 8.5 1.28 Medium Clay 
Polygon Result 100%  6.65 Clay Loam 
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COMPILING	  THE	  ENVIRONMENTAL	  COVARIATE	  DATA	  
The	  environmental	  covariate	  data	  was	  compiled	  from	  two	  main	  sources.	  The	  first	  being	  the	  
Digital	  Elevation	  Model	  (DEM)	  and	  the	  second	  being	  airborne	  gamma	  radiometrics	  data.	  	  The	  
radiometrics	  data	  was	  obtained	  from	  the	  Geophysical	  Archive	  Data	  Delivery	  System	  
provided	  by	  Geoscience	  Australia	  (2010).	  	  The	  radiometric	  data	  used	  included	  the	  Potassium,	  
Thorium	  and	  Uranium	  bands.	  	  The	  Digital	  Elevation	  Model	  (DEM)	  was	  sourced	  from	  the	  
Queensland	  Government	  and	  is	  discussed	  in	  Smith	  and	  Brough	  (2006).	  	  	  
	  
Once	  the	  DEM	  was	  validated,	  numerous	  terrain	  derivatives	  were	  created	  using	  the	  open	  
source	  GIS	  software	  SAGA	  (Böhner	  et	  al	  2006).	  	  They	  are	  listed	  in	  Table	  4.	  	  The	  SAGA	  
application	  contains	  a	  complete	  reference	  of	  all	  the	  particular	  algorithms	  used	  to	  generate	  
terrain	  derivatives.	  
	  
Table	  4.	  	  DEM	  derivatives	  created	  in	  SAGA.	  
DEM	  Derivatives	  
Simple	   Complex	  
Aspect	   Gradient	  
Slope	  (percent)	   Multi-­‐resolution	  Ridgetop	  Index	  (MRRTF)	  
Catchment	  Area	   Multi-­‐resolution	  valley	  bottom	  flatness	  index	  (MRVBF)	  
Channel	  network	   Gradient	  Difference	  
Altitude	  above	  Channel	   Mass	  Balance	  
Catchment	  Slope	   LS	  Factor	  
Curvature	  –	  Plan	   Stream	  Power	  
Curvature	  –	  Profile	   Subbasins	  
Curvature	  –	  Tan	   SAGA	  based	  Topographic	  Wetness	  Index	  (TWI)	  
Relative	  Elevation	  –	  3	  cell	  radius	   	  
Relative	  Elevation	  –	  5	  cell	  radius	   	  
Relative	  Elevation	  –	  10	  cell	  radius	   	  
Relative	  Elevation	  –	  15	  cell	  radius	   	  
Relative	  Elevation	  –	  20	  cell	  radius	   	  
Relative	  Elevation	  –	  25	  cell	  radius	   	  
Relative	  Elevation	  –	  30	  cell	  radius	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EXPLORATORY	  SPATIAL	  DATA	  ANALYSIS	  
The	  use	  of	  environmental	  covariate	  data	  in	  any	  landscape	  modelling	  process,	  needs	  to	  be	  
analysed	  prior	  to	  use	  to	  ascertain	  if	  it	  is	  fit	  for	  purpose.	  	  In	  this	  study	  the	  exploratory	  spatial	  
data	  analysis	  was	  comprised	  of	  several	  steps	  to	  include	  only	  the	  necessary	  data	  into	  the	  later	  
agglomerative	  hierarchal	  clustering	  and	  multiscale	  object	  specific	  segmentation	  approaches.	  
	  
The	  first	  part	  of	  the	  exploratory	  analysis	  was	  to	  visually	  assess	  each	  of	  the	  environmental	  
covariates	  and	  assess	  how	  the	  spatial	  patterns	  in	  the	  data	  identified	  with	  the	  existing	  
landscape	  process	  knowledge	  for	  the	  study	  area.	  	  From	  this	  initial	  expert	  assessment,	  several	  
covariate	  layers	  were	  rejected	  for	  a	  variety	  of	  reasons,	  including	  those	  where	  the	  layer	  had	  
no	  part	  to	  play	  in	  determining	  landscape	  processes	  (for	  example,	  subbasins)	  or	  more	  reliable	  
indicators	  were	  available	  (for	  example,	  median	  catchment	  slope).	  	  The	  covariates	  rejected	  
were:	  
• Altitude	  above	  channel	  network	  
• Catchment	  area	  
• Median	  catchment	  slope	  
• Distance	  to	  channel	  
• Derived	  channel	  network	  
• Subbasins	  
	  	  
The	  second	  phase	  of	  the	  exploratory	  analysis	  was	  to	  evaluate	  each	  covariate	  layer	  for	  its	  
distribution	  of	  values.	  	  To	  negate	  the	  effects	  on	  variance	  and	  distance	  between	  data	  points	  
in	  attribute	  space,	  any	  significant	  skewness	  in	  the	  data	  had	  to	  be	  minimised	  through	  a	  
transformation	  process.	  	  Since	  many	  of	  the	  environmental	  covariates	  were	  being	  used	  to	  
identify	  landscape	  processes,	  skewed	  data	  may	  actually	  have	  meaning	  for	  landscape	  
processes,	  so	  in	  many	  cases	  the	  skew	  or	  outliers	  were	  attempted	  to	  be	  reduced.	  
	  
The	  histogram	  for	  each	  layer	  was	  visually	  assessed	  and	  a	  transformation	  was	  applied	  to	  
three	  of	  the	  19	  available	  covariate	  layers	  to	  minimise	  the	  skew	  in	  the	  data.	  	  Catchment	  
gradient,	  stream	  power	  and	  slope	  were	  transformed	  in	  this	  process.	  Figures	  5-­‐19	  (in	  the	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Results	  and	  Discussion	  section)	  depicts	  the	  changes	  that	  transformation	  made	  to	  the	  shape	  
of	  the	  histogram	  for	  each	  covariate.	  	  The	  transformations	  applied	  were:	  
• Transformed	  catchment	  gradient	  =	  ln(𝑐𝑎𝑡𝑐ℎ𝑚𝑒𝑛𝑡  𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡)	  
• Transformed	  slope	  =	  𝑠𝑙𝑜𝑝𝑒!/!	  
• Transformed	  stream	  power	  =	   log!"(𝑠𝑡𝑟𝑒𝑎𝑚  𝑝𝑜𝑤𝑒𝑟 + 1)! 	  
	  
The	  transformations	  were	  developed	  by	  attempts	  to	  minimise	  significant	  skewness	  while	  still	  
ensuring	  the	  covariate	  could	  be	  used	  to	  understand	  landscape	  processes.	  	  The	  individual	  
transformations	  used	  simple	  mathematical	  procedures	  refine	  the	  covariates.	  
	  
Several	  covariates	  have	  a	  distribution	  that	  approximates	  normal,	  but	  have	  very	  large	  tails.	  	  
Examples	  of	  these	  types	  of	  the	  DEM	  derivatives	  include	  relative	  elevation	  and	  curvature.	  	  In	  
these	  cases,	  the	  covariates	  were	  trimmed	  to	  have	  a	  distribution	  no	  wider	  than	  two	  standard	  
deviations	  from	  the	  mean.	  	  This	  transformation	  was	  applied	  to	  all	  seven	  relative	  elevation	  
and	  three	  curvature	  covariate	  layers	  as	  well	  as	  LS	  factor	  and	  Gradient	  Difference.	  	  	  
	  
Once	  the	  transformations	  were	  completed,	  each	  covariate	  layer	  was	  set	  to	  a	  common	  scale	  
to	  enable	  the	  variance	  to	  be	  computed	  and	  not	  have	  any	  inadvertent	  weighting	  applied	  by	  
having	  one	  dataset	  with	  values	  ranging	  to	  the	  1000s	  compared	  to	  others	  that	  have	  a	  data	  
range	  in	  the	  10s.	  For	  this	  study,	  a	  data	  range	  of	  1	  –	  255	  was	  chosen	  for	  the	  simple	  fact	  that	  
this	  matches	  the	  number	  of	  unique	  numbers	  in	  an	  image	  band.	  	  The	  generalised	  form	  of	  the	  
scaling	  equation	  is	  below;	  
𝐶𝑜𝑚𝑚𝑜𝑛  𝑂𝑢𝑡𝑝𝑢𝑡  𝑆𝑐𝑎𝑙𝑒   = 𝑉𝑎𝑙𝑢𝑒 −𝑀𝑖𝑛𝑖𝑚𝑢𝑚𝑀𝑖𝑛𝑖𝑚𝑢𝑚 −𝑀𝑎𝑥𝑖𝑚𝑢𝑚 ∗ 254 + 1	  
The	  minimum	  is	  used	  in	  the	  numerator	  to	  set	  the	  lower	  bound	  of	  the	  scale	  to	  a	  common	  
minimum,	  in	  this	  case	  0.	  	  The	  addition	  of	  1	  to	  the	  result	  of	  the	  scaling	  set	  the	  final	  outputs	  to	  
a	  range	  of	  1	  –	  255.	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A	  series	  of	  statistical	  analyses	  were	  conducted	  to	  select	  appropriate	  covariates	  for	  use	  in	  the	  
clustering	  and	  segmentation	  techniques.	  	  The	  analyses	  were	  conducted	  in	  R	  (R	  Development	  
Core	  Team	  2010)	  and	  included	  Analysis	  of	  Variance,	  Principal	  Components	  Analysis	  and	  
Recursive	  partitioning	  using	  RPART	  (Therneau	  and	  Atkinson	  2010).	  	  The	  analyses	  were	  
completed	  to	  identify	  which	  environmental	  covariates	  had	  high	  levels	  of	  statistical	  support	  
for	  soils,	  land	  units	  and	  land	  systems	  that	  were	  classified	  on	  existing	  data.	  
	  
The	  one-­‐way	  Analysis	  of	  Variance	  or	  ANOVA	  was	  conducted	  on	  the	  covariate	  data	  and	  tested	  
against	  the	  SPC,	  Land	  Units	  and	  Land	  Systems	  for	  attributes	  to	  sites.	  	  The	  one-­‐way	  ANOVA	  
was	  used	  to	  determine	  if	  there	  was	  a	  potential	  correlation	  between	  the	  feature	  classification	  
of	  interest	  and	  the	  covariate.	  	  Each	  of	  the	  potential	  covariates	  was	  assessed	  against	  each	  of	  
the	  three	  classifications.	  
	  
The	  principle	  components	  analysis	  (PCA)	  was	  undertaken	  on	  the	  covariate	  data	  to	  
understand	  which	  of	  the	  multitude	  of	  covariates	  explained	  most	  of	  the	  variation	  from	  the	  
study	  area.	  	  
	  
The	  recursive	  partitioning	  analysis	  in	  RPART	  was	  used	  to	  identify	  the	  individual	  covariate	  
layers	  of	  importance	  in	  describing	  the	  landscape.	  	  The	  analysis	  was	  based	  on	  site	  data	  where	  
the	  SPC	  it	  belonged	  to	  was	  recorded	  in	  SALI.	  	  The	  classification	  tree	  method	  was	  used	  and	  no	  
control	  was	  put	  in	  place	  to	  manage	  tree	  growth.	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The	  results	  of	  the	  exploratory	  data	  analysis	  are	  discussed	  in	  detail	  later	  in	  this	  document,	  but	  
the	  11	  environmental	  covariates	  selected	  for	  use	  in	  the	  clustering	  and	  segmentation	  
approaches	  were:	  
• MRRTF,	  	  
• MRVBF,	  
• Radiometrics	  -­‐	  K,	  
• Radiometrics	  -­‐	  Th,	  
• Radiometrics	  -­‐	  U,	  
• TWI,	  
• Curvature	  -­‐	  Profile,	  
• LS	  Factor,	  
• Relative	  Elevation	  –	  Circle	  3	  cells,	  
• Relative	  Elevation	  –	  Circle	  25	  cells,	  and	  
• Slope.	  
	  
AGGLOMERATIVE	  HIERARCHAL	  CLUSTERING	  
The	  agglomerative	  hierarchal	  clustering	  completed	  for	  this	  project	  is	  based	  on	  the	  methods	  
used	  by	  Martlet	  et	  al	  (2006).	  	  While	  this	  method	  should	  have	  been	  relatively	  straightforward,	  
it	  was	  an	  inherently	  difficult	  method	  to	  actually	  get	  working.	  	  The	  root	  cause	  of	  the	  problem	  
was	  the	  large	  volume	  of	  data,	  even	  for	  this	  relatively	  small	  study	  area.	  	  Agglomerative	  
hierarchal	  clustering	  is	  based	  on	  a	  pairwise	  comparison	  of	  attribute	  values	  to	  determine	  the	  
distance,	  in	  attribute	  space,	  between	  all	  the	  points.	  	  A	  more	  detailed	  explanation	  of	  the	  
issues	  encountered	  can	  be	  found	  on	  page	  78.	  	  
	  
To	  reduce	  input	  data	  complexity,	  the	  range	  (or	  number	  of	  classes)	  in	  each	  covariate	  dataset	  
was	  reduced	  from	  1	  –	  255	  to	  1	  –	  10	  to	  achieve	  a	  result	  while	  maintaining	  the	  ability	  to	  
perform	  the	  agglomerative	  hierarchical	  clustering	  (R	  Denham	  pers	  comm).	  	  The	  data	  
simplification	  process	  was	  completed	  in	  ArcGIS	  version	  9.3,	  with	  each	  dataset	  re-­‐categorised	  
in	  10	  equal	  intervals	  to	  the	  reduced	  number	  of	  categories.	  	  The	  re-­‐categorised	  covariate	  data	  
was	  even	  further	  simplified	  to	  a	  set	  of	  unique	  combinations.	  	  The	  only	  reason	  to	  have	  10	  
categories	  for	  each	  of	  the	  datasets	  was	  to	  achieve	  a	  clustering	  outcome.	  	  Several	  other	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iterations	  with	  higher	  numbers	  of	  classes	  between	  10	  and	  100	  were	  attempted	  but	  none	  
succeeded	  in	  the	  clustering.	  
	  
Following	  simplification,	  the	  agglomerative	  hierarchal	  clustering	  was	  able	  to	  be	  completed	  in	  
the	  statistical	  software	  JMP	  (SAS	  Institute	  2010).	  	  The	  JMP	  software	  completed	  the	  
agglomerative	  hierarchal	  clustering	  adequately	  and	  produced	  a	  dendrogram	  that	  could	  be	  
interpreted.	  	  The	  clustering	  used	  the	  Ward’s	  method	  for	  calculating	  the	  distance	  between	  
the	  data	  points	  in	  attribute	  space.	  	  Ward’s	  method	  was	  specifically	  chose	  to	  minimise	  the	  
within	  cluster	  variance.	  	  
	  
The	  next	  stage	  of	  the	  agglomerative	  hierarchal	  clustering	  was	  to	  select	  the	  number	  of	  
clusters,	  or	  at	  what	  point	  should	  the	  dendrogram	  be	  cut.	  	  The	  dendrogram	  was	  cut	  after	  a	  
visual	  inspection	  to	  produce	  a	  fixed	  numbers	  of	  clusters.	  	  The	  number	  of	  clusters	  created	  by	  
this	  method	  were	  10,	  20,	  30,	  40	  50,	  100,	  150	  and	  200.	  
	  
The	  outputs	  from	  the	  agglomerative	  hierarchal	  clustering	  were	  joined	  with	  the	  simplified	  
gridded	  spatial	  data	  in	  ArcGIS	  so	  further	  interpretations	  could	  be	  undertaken.	  
	  
MULTISCALE	  OBJECT	  SPECIFIC	  SEGMENTATION	  
The	  multiscale	  object	  specific	  segmentation	  was	  completed	  using	  the	  process	  developed	  by	  
Hay	  et	  al	  (2005).	  	  The	  segmentation	  algorithms	  have	  been	  built	  for	  use	  in	  ENVI	  (Exelis	  2012).	  	  
The	  eleven	  data	  sets	  were	  compiled	  into	  a	  single	  image	  file,	  with	  each	  image	  band	  
representing	  a	  covariate	  layer.	  	  The	  segmentation	  approach	  is	  completed	  as	  an	  image	  
processing	  method,	  this	  is	  why	  the	  data	  is	  scaled	  from	  1	  –	  255	  in	  the	  final	  step	  of	  the	  
exploratory	  spatial	  data	  analysis.	  
	  
The	  implementation	  of	  the	  size	  constrained	  region	  merging	  algorithms	  developed	  by	  Castilla	  
(2003)	  and	  used	  by	  Hay	  et	  al	  (2005)	  requires	  a	  minimum	  region	  size	  to	  be	  set	  for	  each	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iteration	  of	  the	  segmentation	  methods.	  	  The	  minimum	  sizes	  (Table	  5)	  used	  in	  this	  study	  were	  
selected	  on	  the	  basis	  that	  they	  meet	  the	  standards	  for	  mapping	  land	  resources	  in	  Australia	  
(McKenzie	  et	  al	  2008)	  and	  cover	  a	  range	  of	  mapping	  scales	  from	  1:25,000	  to	  1:500,000.	  
	  
The	  multiscale	  object	  specific	  segmentation	  methods	  were	  undertaken	  with	  ease.	  	  Once	  the	  
exploratory	  data	  analysis	  had	  limited	  the	  number	  of	  datasets,	  the	  outputs	  on	  first	  inspection	  
matched	  landscape	  features.	  	  Early	  testing	  of	  the	  method	  with	  larger	  numbers	  of	  
environmental	  covariates	  produced	  results	  that	  were	  difficult	  to	  interpret	  and	  match	  to	  
landscape	  features.	  
	  
The	  procedures	  developed	  in	  ENVI	  to	  produce	  the	  segmented	  image	  outputs,	  also	  produced	  
a	  polygon	  version	  of	  the	  image	  file,	  with	  each	  region	  becoming	  a	  polygon	  and	  each	  polygon	  
assigned	  the	  mean,	  minimum,	  maximum	  and	  standard	  deviation	  for	  each	  of	  the	  
environmental	  covariate	  layers	  used	  as	  input.	  	  Producing	  the	  polygonal	  layer	  made	  the	  visual	  
interpretation	  checks	  simple	  and	  when	  the	  soil	  modelling	  processes	  were	  undertaken	  the	  
polygonal	  versions	  could	  be	  used,	  which	  massively	  reduced	  data	  volumes	  and	  statistical	  
processes.	  
	  
Table	  5.	  	  Minimum	  region	  sizes	  used	  for	  size	  constrained	  region	  merging	  
Data	  Run	   Minimum	  region	  size	   Related	  mapping	  scale	  
1	   1.2	  ha	   1:25,000	  
2	   5	  ha	   1:50,000	  
3	   20	  ha	   1:100,000	  
4	   120	  ha	   1:250,000	  
5	   500	  ha	   1:500,000	  
	  
BUILDING	  SOIL	  MODELS	  
To	  test	  the	  clustering	  and	  segmentation	  methods,	  a	  series	  of	  spatial	  interpretations	  were	  
developed.	  	  The	  purpose	  of	  the	  interpretations	  was	  to	  show	  that	  the	  approaches	  as	  
implemented	  could	  be	  used	  for	  digital	  soil	  mapping	  and	  assessment.	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The	  issues	  with	  data	  simplification	  and	  the	  tweaks	  required	  for	  the	  agglomerative	  hierarchal	  
clustering	  (as	  discussed	  in	  more	  detail	  in	  the	  Results	  and	  Discussion	  section)	  led	  the	  author	  
to	  believe,	  this	  procedure	  had	  little	  ongoing	  benefit	  to	  digital	  soil	  mapping.	  	  Therefore	  
building	  soil	  attribute	  models	  for	  the	  agglomerative	  hierarchal	  clustering	  outputs	  was	  not	  
undertaken.	  
	  
To	  produce	  explicit	  models	  to	  predict	  soil	  attributes	  across	  space,	  the	  data	  needs	  to	  be	  
harmonised.	  	  In	  this	  case	  the	  pH	  data	  for	  each	  soil	  profile	  was	  harmonised	  following	  the	  
methods	  of	  Malone	  et	  al	  (2009)	  and	  converted	  to	  a	  standard	  depth	  model	  using	  the	  
quadratic	  spline	  equations	  developed	  by	  Bishop	  et	  al	  (1999).	  	  The	  data	  to	  build	  the	  spline	  
was	  extracted	  from	  the	  SALI	  database	  and	  was	  the	  same	  data	  used	  for	  the	  ASRIS	  estimation	  
processes.	  
	  
Soil	  pH	  was	  predicted	  at	  the	  six	  standardised	  depths	  for	  the	  five	  data	  scales	  produced	  from	  
the	  multiscale	  scale	  object	  specific	  segmentation	  algorithm.	  	  The	  equations	  were	  developed	  
using	  Neural	  Networks	  following	  their	  successful	  use	  by	  Minasny	  et	  al	  (2011)	  in	  predicting	  
pH	  on	  point	  data.	  
	  
The	  soil	  pH	  models	  produced	  by	  the	  Neural	  Network	  included	  validation	  data	  (see	  below),	  to	  
test	  the	  models	  during	  development.	  	  Some	  preliminary	  statistics	  on	  the	  fit	  of	  the	  models	  to	  
the	  observed	  data	  were	  calculated,	  including	  R-­‐squared	  values.	  
	  
The	  same	  neural	  network	  models	  were	  used	  to	  predict	  pH	  at	  known	  sites	  in	  the	  study	  area	  
to	  estimate	  the	  residuals,	  or	  difference	  between	  measured	  and	  predicted	  data.	  	  The	  residual	  
values	  were	  matched	  to	  the	  corresponding	  spatial	  data	  in	  ArcGIS.	  	  This	  allowed	  the	  residuals	  
to	  be	  kriged	  by	  ordinary	  kriging	  methods	  to	  examine	  the	  spatial	  patterns	  within	  the	  residuals	  
and	  therefore	  identify	  areas	  for	  improving	  the	  models.	  	  Although,	  improving	  the	  soil	  pH	  
models	  to	  support	  the	  multiscale	  object	  specific	  segmentation	  is	  outside	  the	  scope	  of	  the	  
current	  research	  project.	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VALIDATION	  DATA	  
To	  validate	  the	  results	  of	  the	  soil	  pH	  models,	  an	  independent	  dataset	  was	  developed.	  	  Since	  
parts	  of	  the	  study	  area	  had	  detailed	  soil	  mapping	  with	  large	  numbers	  of	  sites	  and	  other	  
areas	  with	  sparse	  site	  density,	  a	  validation	  dataset	  was	  produced	  based	  on	  both	  existing	  and	  
new	  data.	  
	  
In	  areas	  covered	  by	  higher	  intensity	  sampling	  and	  mapping,	  20%	  or	  one	  hundred	  and	  thirty	  
of	  the	  existing	  sites	  were	  randomly	  selected	  to	  be	  included	  in	  the	  validation	  dataset.	  	  These	  
sites	  were	  excluded	  from	  the	  model-­‐building	  phase	  outlined	  above.	  	  
	  
In	  the	  areas	  with	  less	  intense	  soil	  sampling	  density	  outside	  of	  the	  detailed	  soil	  mapping,	  new	  
data	  was	  collected.	  	  The	  location	  of	  the	  validation	  sites	  was	  developed	  by	  a	  stratified	  
random	  sampling	  scheme.	  	  A	  one	  week	  field	  program	  was	  designed	  to	  capture	  100	  new	  
sites.	  The	  new	  sites	  were	  randomly	  allocated	  within	  the	  stratified	  land	  systems	  mapping.	  	  
Each	  of	  the	  random	  sites	  was	  limited	  in	  its	  placement	  to	  be	  close	  to	  roads,	  to	  minimise	  
access	  constraints.	  	  Truly	  random	  sites	  have	  proven	  to	  be	  problematic	  in	  past	  digital	  soil	  
assessment	  studies	  in	  Queensland	  and	  Tasmania	  (R	  Searle	  pers	  comm,	  D	  Kidd	  pers	  comm).	  	  
With	  the	  limited	  field	  time	  made	  available	  by	  Queensland	  government	  staff,	  access	  and	  
therefore	  speed	  of	  assessment	  was	  a	  primary	  consideration	  in	  site	  selection.	  
	  
Of	  the	  100	  sites	  identified	  by	  the	  stratified	  random	  sampling,	  68	  could	  be	  accessed	  or	  
observations	  were	  made	  in	  an	  adjacent	  area	  where	  accessibility	  was	  problematic.	  	  Twenty-­‐
seven	  of	  the	  sites	  were	  completely	  inaccessible,	  including	  several	  located	  within	  the	  Burnett	  
River	  channel.	  	  The	  majority	  of	  inaccessible	  sites	  were	  identified	  on	  farm	  tracks	  that	  were	  
not	  publicly	  accessible.	  
	  
In	  total,	  198	  sites	  were	  used	  for	  validation	  from	  the	  898	  existing	  Queensland	  Government	  
soil	  sites	  within	  the	  study	  area.	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RESULTS	  AND	  DISCUSSION	  
ASRIS	  
The	  soil	  attribute	  estimations	  produced	  by	  the	  ASRIS	  estimation	  method	  are	  the	  best	  that	  
have	  been	  achieved	  so	  far	  with	  existing	  polygon	  data	  and	  it	  is	  unlikely	  that	  significant	  future	  
improvements	  will	  be	  made.	  	  The	  landscape	  concepts	  are	  described	  in	  general	  terms	  in	  
reports,	  and	  in	  Queensland	  these	  are	  captured	  digitally	  in	  a	  database.	  	  The	  production	  of	  soil	  
attribute	  estimation	  in	  this	  method	  is	  robust	  and	  perhaps	  the	  most	  cost	  effective,	  but	  it	  
relies	  on	  the	  original	  mapping	  and	  therefore	  does	  not	  improve	  the	  scale	  or	  resolution	  of	  
information.	  
	  
The	  ASRIS	  method	  relies	  on	  the	  accuracy	  of	  the	  existing	  information	  for	  both	  polygons	  and	  
conceptual	  landscape	  descriptions.	  	  To	  build	  a	  set	  of	  attributes	  that	  can	  be	  used	  to	  infer	  
other	  soil	  properties	  or	  build	  complex	  landscape	  models,	  the	  attribute	  of	  interest	  must	  be	  
built	  from	  raw	  site	  data	  and	  transferred	  and	  manipulated	  through	  SPCs,	  land	  units	  and	  land	  
systems.	  	  Correctly	  described	  and	  attributed	  linkages	  between	  all	  the	  data	  components	  are	  
required	  to	  accurately	  estimate	  the	  soil	  attribute	  at	  a	  land	  system	  level	  and	  apply	  it	  to	  a	  
polygon.	  	  	  
	  
The	  outputs	  of	  the	  ASRIS	  estimation	  method	  for	  the	  land	  systems	  mapping	  are	  shown	  in	  
Figure	  4.	  	  The	  boundaries	  of	  the	  original	  land	  systems	  mapping	  are	  clearly	  evident,	  with	  large	  
tracts	  of	  land	  being	  assigned	  to	  a	  single	  pH	  value.	  	  This	  process	  has	  used	  legacy	  information	  
captured	  from	  reports	  into	  soil	  information	  systems	  and	  produced	  new	  data	  to	  support	  the	  
current	  requirements	  for	  landscape	  models.	  	  The	  process	  of	  deriving	  the	  data	  is	  explicit	  and	  
repeatable,	  but	  the	  original	  source	  of	  the	  information	  is	  still	  the	  implicit	  understanding	  and	  
interpretations	  of	  a	  soil	  surveyor.	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Figure	  4.	  	  Output	  from	  the	  ASRIS	  estimation	  method	  for	  pH	  at	  the	  surface.	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There	  is	  little	  benefit	  in	  conducting	  a	  statistical	  validation	  of	  this	  estimation	  method.	  	  While	  a	  
field	  validation	  could	  be	  undertaken	  to	  collect	  validation	  data,	  it	  would	  likely	  produce	  a	  very	  
poor	  correlation.	  This	  is	  due	  to	  the	  disparity	  between	  scales	  of	  mapped	  data	  (1:250,000)	  
versus	  field-­‐based	  data.	  	  In	  this	  research,	  the	  most	  efficient	  way	  of	  visually	  communicating	  
the	  range	  of	  likely	  values	  is	  to	  show	  a	  graph	  of	  the	  range	  of	  attribute	  values,	  in	  this	  case	  pH,	  
for	  the	  polygon	  or	  land	  system	  of	  interest.	  	  For	  each	  polygon,	  the	  chances	  of	  obtaining	  a	  
measured	  pH	  in	  the	  field	  that	  approaches	  the	  area	  weighted	  mean	  for	  the	  land	  system	  are	  
low	  given	  the	  likely	  range	  pH	  values	  and	  the	  complexity	  in	  a	  land	  system.	  	  There	  is	  also	  the	  
added	  complication	  for	  the	  ASRIS	  methodology	  with	  the	  predicted	  values	  being	  based	  on	  the	  
conceptual	  land	  systems	  and	  not	  the	  individual	  mapped	  polygons.	  	  
	  
The	  most	  reliable	  method	  to	  validate	  the	  results	  of	  the	  estimation	  procedures	  is	  to	  work	  
through	  several	  steps	  to	  ensure	  all	  the	  data	  is	  available,	  that	  the	  linkages	  between	  types	  are	  
made	  and	  that	  the	  procedures	  to	  provide	  the	  estimates	  are	  valid.	  	  To	  ensure	  that	  data	  is	  
available,	  a	  series	  of	  simple	  steps	  and	  checks	  can	  be	  made	  to	  ensure	  the	  correct	  number	  of	  
sites,	  SPC,	  land	  units	  and	  land	  systems	  are	  stored	  in	  the	  soil	  information	  system	  and	  that	  the	  
sites	  have	  the	  appropriate	  raw	  data	  recorded.	  	  Table	  6	  lists	  a	  number	  of	  these	  checks.	  	  The	  
second	  phase	  is	  to	  check	  that	  the	  linkages	  between	  each	  of	  the	  components	  are	  accurately	  
recorded	  in	  the	  soil	  information	  system.	  	  Validating	  the	  linkages	  assumes	  the	  written	  report	  
is	  the	  true	  and	  correct	  source	  and	  the	  database	  is	  an	  accurate	  representation	  of	  it.	  	  In	  many	  
cases	  there	  is	  no	  record	  of	  the	  relevant	  proportions	  of	  SPCs	  within	  land	  units,	  so	  each	  must	  
be	  assumed	  equally	  dominant.	  	  A	  number	  of	  land	  units	  are	  also	  described	  as	  being	  less	  than	  
5%	  or	  10%	  of	  a	  land	  system,	  in	  these	  cases	  the	  percentage	  was	  normally	  halved	  to	  allow	  a	  
single	  figure	  to	  be	  entered	  in	  the	  soil	  information	  system.	  
	  
To	  check	  the	  correct	  operation	  of	  the	  system	  code	  and	  the	  accurate	  estimate	  of	  an	  attribute,	  
a	  single	  land	  system	  was	  chosen	  at	  random	  and	  all	  the	  subservient	  data	  and	  linkages	  were	  
checked	  to	  ensure	  all	  of	  the	  methods	  and	  calculations	  were	  performed	  accurately	  and	  as	  
designed.	  	  This	  was	  a	  time	  consuming	  step	  where	  large	  amounts	  of	  data	  were	  required	  to	  be	  
queried	  and	  calculations	  re-­‐checked	  for	  accuracy.	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Table	  6.	  	  Outline	  of	  data	  checks	  undertaken	  for	  the	  soil	  attribute	  information	  system.	  
Data	  Level	   Check	  
Site	   Number	  of	  sites	  and	  sites	  with	  analytical	  data	  are	  in	  database	  
	   Depths	  (horizon,	  field	  test	  and	  samples)	  are	  within	  expected	  ranges	  
SPC	   Number	  of	  SPCs	  from	  report	  match	  to	  database	  
	   Depths	  (horizon	  and	  field	  tests)	  are	  within	  expected	  ranges	  
	   Representative	  sites	  are	  recorded	  and	  are	  correct	  
Land	  Unit	   Number	  of	  land	  units	  from	  report	  match	  to	  database	  
	   Representative	  sites	  are	  recorded	  and	  are	  correct	  
	   SPCs	  are	  recorded	  and	  are	  correct	  
Land	  System	   Number	  of	  land	  systems	  from	  report	  match	  to	  database	  
	   The	  proportion	  of	  land	  units	  within	  each	  system	  adds	  to	  100%	  
Polygons	   Number	  of	  polygons	  from	  report	  match	  to	  database	  
	   Valid	  land	  systems	  are	  recorded	  against	  each	  polygon	  
	   The	  proportion	  of	  land	  systems	  within	  a	  polygon	  adds	  to	  100%	  
	  
The	  ASRIS	  method	  would	  be	  the	  most	  cost	  effective	  of	  the	  spatial	  extrapolation	  techniques	  
trialled	  in	  this	  study,	  if	  the	  two	  preconditions	  of	  component	  linkages	  and	  all	  data	  are	  within	  
the	  soil	  information	  system.	  	  For	  this	  study,	  the	  two	  preconditions	  were	  met	  and	  the	  
Queensland	  Government	  was	  interested	  in	  developing	  rapid	  techniques	  for	  applying	  spatial	  
models	  at	  the	  catchment	  scale.	  	  The	  ASRIS	  method	  was	  a	  reasonable	  response	  to	  the	  
existing	  information	  and	  with	  all	  of	  the	  data	  and	  database	  resources	  available,	  proved	  to	  be	  
time	  and	  resource	  efficient.	  	  	  With	  the	  legacy	  data	  available	  in	  the	  SALI	  system	  no	  fieldwork	  
was	  required	  to	  collect	  new	  data	  for	  extrapolation	  purposes.	  	  As	  discussed	  above,	  no	  
validation	  data	  was	  required	  for	  the	  ASRIS	  method,	  which	  also	  minimised	  cost	  and	  resource	  
usage.	  
	  
In	  this	  study	  area,	  the	  base	  land	  resource	  information	  was	  collected	  in	  the	  early	  1990s,	  but	  
other	  parts	  of	  Queensland	  and	  Australia	  rely	  on	  mapping	  completed	  in	  the	  early	  1950s	  or	  
two	  generations	  ago.	  	  Similar	  cases	  exist	  in	  developing	  countries	  throughout	  Asia	  and	  Africa	  
(Sanchez	  et	  al.	  2009).	  
	  
The	  ASRIS	  method	  for	  extrapolating	  data	  to	  existing	  polygons	  from	  base	  data	  and	  conceptual	  
information	  is	  the	  most	  efficient	  method	  used	  to	  date	  to	  extract	  value	  from	  the	  legacy	  of	  
knowledge	  from	  old	  resource	  assessments.	  	  Since	  land	  systems	  mapping	  covers	  broad	  tracts	  
of	  Queensland,	  it	  is	  by	  far	  the	  most	  cost	  effective	  method	  to	  use.	  	  	  The	  ASRIS	  method	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provides	  an	  improvement	  in	  data	  accuracy	  and	  reliability	  of	  the	  methods	  used	  by	  Smith	  
(2000)	  and	  is	  far	  superior	  to	  the	  methods	  employed	  by	  McKenzie	  et	  al	  (2000b).	  	  But	  as	  
previously	  discussed,	  it	  does	  not	  increase	  the	  spatial	  scale	  of	  the	  available	  mapping,	  so	  the	  
outputs	  only	  have	  improved	  data	  estimations.	  
	  
EXPLORATORY	  SPATIAL	  DATA	  ANALYSIS	  
The	  exploratory	  spatial	  data	  analysis	  completed	  for	  this	  study	  was	  a	  time	  consuming	  but	  
critical	  step.	  	  Both	  the	  agglomerative	  hierarchal	  clustering	  and	  the	  multiscale	  object	  specific	  
segmentation	  approaches	  required	  datasets	  of	  manageable	  sizes	  to	  complete	  their	  analysis.	  	  
Other	  authors	  such	  as	  Viscarra	  Rossel	  (2011)	  have	  used	  large	  quantities	  of	  spatial	  data	  as	  
inputs	  into	  their	  modelling	  processes.	  	  For	  this	  study,	  large	  numbers	  of	  datasets	  would	  have	  
either	  caused	  complete	  failure	  of	  the	  method,	  for	  the	  agglomerative	  hierarchical	  clustering,	  
or	  may	  have	  caused	  meaningless	  variation	  across	  the	  landscape	  as	  the	  segmentation	  process	  
cannot	  weight	  or	  ignore	  input	  data.	  	  In	  order	  to	  limit	  the	  number	  of	  environmental	  
covariates	  used	  from	  the	  plethora	  that	  could	  have	  been	  used,	  an	  exploratory	  spatial	  data	  
analysis	  was	  completed.	  
	  
In	  order	  to	  accurately	  use	  the	  covariate	  data	  in	  the	  clustering	  and	  segmentation	  analyses,	  
the	  layers	  had	  to	  be	  on	  standard	  scales	  and	  to	  give	  a	  greater	  distance	  between	  important	  
parts	  of	  the	  histogram	  the	  data	  could	  not	  be	  heavily	  skewed.	  	  Some	  environmental	  covariate	  
data	  is	  naturally	  heavily	  skewed,	  for	  example	  relative	  elevation	  has	  a	  normal	  distribution	  but	  
has	  long	  tails.	  	  Because	  the	  data	  had	  to	  be	  converted	  to	  a	  standard	  scale,	  the	  calculated	  
variance	  would	  be	  have	  very	  small	  for	  the	  majority	  of	  the	  data,	  while	  at	  the	  extremities	  
there	  would	  be	  minimal	  variation	  from	  the	  landscape	  processes.	  The	  decisions	  about	  
changing	  outlying	  data	  values	  are	  support	  from	  the	  landscape	  process	  understanding	  
documented	  in	  the	  land	  systems	  mapping	  (Donnollan	  and	  Searle	  1999;	  Kent	  2002).	  The	  
results	  of	  the	  transformation	  processes	  are	  depicted	  in	  the	  differences	  Figure	  5	  through	  to	  
Figure	  19.	  
	  
The	  requirement	  to	  minimise	  skewness	  in	  the	  covariates	  was	  to	  maximise	  the	  variation	  in	  
attribute	  space	  when	  the	  data	  was	  converted	  to	  a	  standard	  scale.	  	  It	  is	  useful	  to	  think	  of	  the	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skewness	  in	  terms	  of	  landscape	  processes.	  	  In	  the	  study	  area	  once	  slopes	  exceed	  20-­‐25%	  the	  
soils	  are	  similar;	  that	  is	  shallow	  and	  rocky.	  	  Between	  20%	  and	  80%	  slope	  there	  is	  minimal	  
differentiation	  between	  soils	  based	  on	  slope.	  	  The	  slope	  ranges	  in	  the	  study	  area	  that	  drive	  
differences	  in	  landscape	  processes	  are	  up	  to	  10-­‐15%.	  	  Figure	  6	  shows	  how	  the	  histogram	  of	  
slope	  was	  transformed	  from	  the	  raw	  slope	  per	  cent.	  	  This	  transformation	  therefore	  puts	  
more	  weight	  on	  the	  slopes	  between	  1-­‐15%	  than	  on	  slopes	  below	  1%	  and	  greater	  than	  
approximately	  15-­‐20%.	  
	  
Following	  the	  transformation	  of	  some	  covariates	  to	  reduce	  the	  skewness,	  some	  still	  have	  
some	  level	  of	  skew.	  	  An	  example	  of	  this	  is	  the	  covariate	  LS	  Factor.	  	  Figure	  8	  shows	  there	  is	  
still	  a	  minor	  skew	  in	  the	  data,	  but	  nowhere	  as	  significant	  as	  in	  the	  raw	  data.	  	  	  
	  
Trimming	  a	  number	  of	  the	  covariates	  to	  two	  standard	  deviations	  from	  the	  mean	  also	  had	  an	  
effect	  of	  causing	  an	  increase	  in	  the	  data	  distribution	  at	  the	  new	  forced	  minimum	  and	  
maximum	  values.	  	  This	  is	  in	  evidence	  in	  nearly	  all	  of	  the	  curvature	  and	  relative	  elevation	  
histograms.	  	  For	  example,	  review	  Figure	  11	  and	  Figure	  18.	  	  A	  similar	  discussion	  on	  the	  
landscape	  process	  effect	  of	  slope	  applies	  to	  relative	  elevation	  and	  curvature	  covariates	  in	  
the	  Inland	  Burnett	  catchment.	  
	  
In	  the	  exploratory	  spatial	  data	  analysis,	  the	  first	  step	  was	  to	  review	  all	  of	  the	  datasets	  to	  
determine	  if	  it	  could	  describe	  landscape	  processes,	  identify	  landscape	  features	  from	  land	  
systems	  mapping	  and	  applicability	  for	  use	  in	  the	  SCORPAN	  function	  (McBratney	  et	  al	  2003).	  	  	  
Statistical	  analysis	  using	  one-­‐way	  ANOVA,	  principle	  components	  analysis	  and	  recursive	  
partitioning	  were	  used	  in	  an	  effort	  to	  limit	  the	  number	  of	  potential	  covariates	  used	  in	  the	  
clustering	  and	  segmentation	  processes.	  
	  
The	  results	  of	  the	  one-­‐way	  ANOVA	  were	  used	  at	  a	  summary	  level	  to	  interrogate	  if	  any	  of	  the	  
covariate	  layers	  have	  a	  likely	  statistical	  relationship	  to	  prior	  classified	  data,	  namely	  SPC,	  land	  
unit	  and	  land	  system.	  	  The	  p-­‐value	  from	  each	  one-­‐way	  ANOVA	  was	  calculated	  and	  
summarised	  in	  Table	  7.	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From	  the	  principle	  components	  analysis,	  the	  first	  three	  components	  were	  used	  as	  they	  
explained	  some	  67%	  of	  the	  variance.	  	  The	  eigenvalues	  were	  used	  to	  determine	  if	  any	  of	  the	  
covariates	  helped	  explain	  variance	  in	  the	  principle	  components.	  	  The	  absolute	  size	  of	  the	  
value	  was	  used	  in	  determining	  if	  there	  was	  a	  potential	  relationship.	  	  The	  summarised	  results	  
of	  the	  PCA	  for	  the	  first	  three	  components	  are	  listed	  in	  Table	  8.	  
	  
The	  recursive	  partitioning	  results	  from	  using	  RPART	  as	  summarised	  in	  Table	  9.	  	  The	  recursive	  
partitioning	  was	  used	  as	  another	  method	  to	  indicate	  which	  of	  the	  numerous	  covariates	  
would	  be	  useful	  for	  the	  clustering	  and	  segmentation	  algorithms.	  	  The	  recursive	  partitioning	  
identified	  the	  most	  important	  covariates	  to	  explain	  the	  most	  amount	  of	  variability	  within	  the	  
SPCs	  described	  for	  a	  number	  of	  the	  existing	  sites	  within	  the	  study	  area.	  
	  
The	  summaries	  of	  the	  statistical	  analyses	  were	  viewed	  as	  a	  whole	  to	  distinguish	  which	  of	  the	  
individual	  layers	  provided	  high	  levels	  of	  support	  to	  the	  identification	  of	  key	  drivers	  of	  
landscape	  processes	  and	  therefore	  of	  use	  in	  the	  digital	  soil	  mapping	  (Table	  10).	  	  Of	  the	  22	  
covariates	  selected	  for	  statistical	  analysis,	  11	  showed	  consistent	  levels	  of	  statistical	  support	  
or	  relationships	  to	  the	  prior	  data	  or	  explained	  high	  levels	  of	  variance.	  	  	  
	  
No	  particular	  degree	  of	  support	  from	  the	  one-­‐way	  ANOVA	  p-­‐test	  or	  use	  in	  the	  first	  principle	  
component	  to	  describe	  variability	  was	  a	  key	  factor	  in	  determining	  the	  usefulness	  of	  a	  
covariate.	  	  Several	  indications	  of	  the	  covariates	  potential	  utility	  were	  aggregated	  to	  select	  a	  
subset	  for	  inclusion	  in	  the	  segmentation	  and	  clustering	  analyses.	  	  If	  a	  covariate	  was	  
identified	  across	  several	  of	  the	  statistical	  evaluations,	  then	  their	  support	  inclusion	  in	  the	  
modelling	  process	  grew	  larger.	  
	  
As	  described	  in	  the	  Methods	  section	  on	  page	  45,	  there	  was	  a	  requirement	  to	  minimise	  as	  far	  
as	  practical	  the	  number	  of	  covariates	  in	  the	  agglomerative	  hierarchical	  clustering	  analysis.	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The	  subsetting	  of	  covariates	  to	  just	  those	  providing	  high	  levels	  of	  support	  to	  the	  intended	  
clustering	  process	  are	  important.	  	  
	  
After	  the	  statistical	  assessment	  a	  further	  expert	  evaluation	  was	  undertaken	  to	  ensure	  that	  
the	  potential	  covariates	  were	  describing	  different	  landscape	  features.	  	  It	  was	  this	  final	  expert	  
evaluation	  the	  removed	  the	  Gradient	  covariate	  from	  inclusion	  in	  the	  modelling	  process	  in	  
favour	  of	  using	  MrVBF.	  	  Figure	  20	  shows	  two	  images	  of	  the	  Gradient	  and	  MrVBF	  that	  depict	  
the	  similar	  spatial	  structure	  in	  the	  covariates.	  
	  
To	  ensure	  the	  transformation	  process	  had	  minimal	  impact	  on	  the	  statistical	  relationships	  
and	  did	  not	  introduce	  significant	  bias	  to	  a	  covariate,	  the	  one-­‐way	  ANOVA	  and	  PCA	  analysis	  
was	  completed	  on	  the	  raw	  and	  transformed	  datasets.	  	  While	  the	  results	  are	  not	  presented	  
here,	  there	  was	  no	  discernable	  difference	  between	  the	  various	  versions	  of	  the	  covariates	  
discussed	  in	  this	  work.	  	  Therefore	  it	  can	  be	  assumed	  the	  transformation	  process	  had	  little	  
impact	  on	  the	  likely	  relationships	  between	  the	  covariates	  and	  the	  known	  classified	  values	  on	  
site	  data.	  
	  
The	  requirement	  to	  use	  efficient	  methods	  to	  select	  covariates	  for	  digital	  soil	  assessments	  
(Carré	  et	  al	  2007)	  will	  be	  highly	  driven	  by	  the	  number	  of	  covariates	  available	  and	  the	  style	  of	  
modelling.	  	  In	  cases	  where	  large	  numbers	  of	  covariates	  may	  be	  impractical,	  efficient	  
methods	  to	  identify	  the	  key	  covariate	  layers	  will	  be	  required.	  	  In	  particular	  cases	  where	  the	  
DSM	  is	  based	  on	  expert	  knowledge	  (Zhu	  et	  al.	  1997)	  the	  number	  of	  covariates	  is	  especially	  
important	  to	  reduce.	  	  When	  using	  DSM	  techniques	  that	  are	  based	  around	  statistical	  and/or	  
data	  mining	  approaches	  (Viscarra	  Rossel	  2011)	  limiting	  covariates	  is	  less	  important,	  although	  
each	  covariate	  used	  should	  have	  some	  relationship	  to	  landscape	  processes	  or	  functions.	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a)	  
	  
b)	  
	  
Figure	  5.	  	  Histograms	  of	  Gradient	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  6.	  	  Histograms	  of	  Slope	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  7.	  	  Histograms	  of	  Stream	  Power	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  8.	  	  Histograms	  of	  LS	  Factor	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  9.	  	  Histograms	  of	  Gradient	  Difference	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  10.	  	  Histograms	  of	  Plan	  Curvature	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	   	  
 65	  
a)	  
	  
b)	  
	  
Figure	  11.	  	  Histograms	  of	  Profile	  Curvature	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  12.	  	  Histograms	  of	  Tan	  Curvature	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  13.	  	  Histograms	  of	  Relative	  Elevation	  (3	  cells)	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	   	  
 68	  
a)	  
	  
b)	  
	  
Figure	  14.	  	  Histograms	  of	  Relative	  Elevation	  (5	  cells)	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  15.	  	  Histograms	  of	  Relative	  Elevation	  (10	  cells)	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  16.	  	  Histograms	  of	  Relative	  Elevation	  (15	  cells)	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  17.	  	  Histograms	  of	  Relative	  Elevation	  (20	  cells)	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  18.	  	  Histograms	  of	  Relative	  Elevation	  (25	  cells)	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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a)	  
	  
b)	  
	  
Figure	  19.	  	  Histograms	  of	  Relative	  Elevation	  (30	  cells)	  covariate	  for	  a)	  Raw	  and	  b)	  Transformed	  data.	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Table	  7.	  p-­‐values	  from	  the	  one-­‐way	  ANOVAs	  for	  exploratory	  spatial	  data	  analysis	  on	  the	  
transformed	  data	  with	  the	  covariates	  selected	  for	  use	  highlighted.	  
Environmental 
covariate 
SPC on Site Land Unit Land System 
Aspect 0.227 0.7095 1.745e-05 
MRRTF 2.985e-05 0.2198 2.033e-05 
MRVBF < 2.2e-16 0.2927 < 2.2e-16 
Radiometrics - K < 2.2e-16 0.01475 < 2.2e-16 
Radiometrics - Th < 2.2e-16 0.1900 < 2.2e-16 
Radiometrics - U 7.584e-12 0.03508 7.426e-15 
TWI < 2.2e-16 0.01785 < 2.2e-16 
Curvature - Plan 0.8772 0.0003599 0.04363 
Curvature - Profile 0.3082 0.3738 0.04845 
Curvature - Tan 0.9539 0.4276 0.0765 
Gradient 
Difference 
0.4161 0.0003569 0.5436 
Gradient < 2.2e-16 0.5799 < 2.2e-16 
LS Factor 8.964e-09 0.01958 1.013e-07 
Relative Elevation 
– Circle 3 cells 
0.781 0.3187 0.0806 
Relative Elevation 
– Circle 5 cells 
0.6566 0.262 0.1740 
Relative Elevation 
– Circle 10 cells 
0.4887 0.4349 0.2929 
Relative Elevation 
– Circle 15 cells 
0.3943 0.6797 0.1263 
Relative Elevation 
– Circle 20 cells 
0.2251 0.7571 0.06324 
Relative Elevation 
– Circle 25 cells 
0.08373 0.7867 0.02602 
Relative Elevation 
– Circle 30 cells 
0.01687 0.7517 0.00554 
Slope 1.330e-12 0.1849 2.113e-11 
Stream Power 1.559e-05 0.392 3.052e-05 
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Table	  8.	  	  Eigenvalues	  for	  the	  first	  principle	  components	  on	  the	  transformed	  data	  with	  the	  covariates	  
selected	  for	  use	  highlighted.	  
Environmental covariate Eigenvalue 
 Component 1 Component 2 Component 3 
Aspect       
MRRTF  0.319  0.266 
MRVBF   0.352  -0.153 
Radiometrics - K     -0.401 
Radiometrics - Th  0.142 -0.470 
Radiometrics - U 0.118 0.118  -0.471 
TWI 0.124 0.363 -0.182 
Curvature - Plan -0.162  -0.149  
Curvature - Profile -0.263  -0.157 
Curvature - Tan -0.290  -0.198  
Gradient Difference 0.218 -0.129 -0.115 
Gradient 0.162 0.335 -0.128 
LS Factor -0.322 -0.426 -0.122  
Relative Elevation – Circle 3 cells -0.307  -0.180  
Relative Elevation – Circle 5 cells -0.317  -0.149  
Relative Elevation – Circle 10 cells -0.326     
Relative Elevation – Circle 15 cells -0.324     
Relative Elevation – Circle 20 cells -0.317    
Relative Elevation – Circle 25 cells -0.306    
Relative Elevation – Circle 30 cells -0.294   0.124 
Slope  -0.448  -0.132 
Stream Power 0.148 -0.302  -0.184 
Proportion of Variance explained 0.390 0.199 0.084 
Sum of variance explained 0.390 0.588 0.672 
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Table	  9.	  	  Summary	  of	  covariate	  and	  node	  hierarchy	  from	  the	  partition	  tree	  using	  Recursive	  
Partitioning	  for	  the	  transformed	  data	  with	  the	  covariates	  selected	  for	  use	  highlighted.	  
Environmental covariate SPC on Site 
Aspect   
MRRTF 5 
MRVBF   
Radiometrics - K 1 
Radiometrics - Th 3 
Radiometrics - U 5 
TWI 2 
Curvature - Plan   
Curvature - Profile 6 
Curvature - Tan   
Gradient Difference   
Gradient   
LS Factor   
Relative Elevation – Circle 3 cells   
Relative Elevation – Circle 5 cells   
Relative Elevation – Circle 10 cells   
Relative Elevation – Circle 15 cells   
Relative Elevation – Circle 20 cells   
Relative Elevation – Circle 25 cells 4 
Relative Elevation – Circle 30 cells   
Slope   
Stream Power   
	  
	  
Table	  10.	  	  Overview	  of	  covariate	  and	  statistical	  support	  from	  exploratory	  data	  analysis,	  identifying	  
covariates	  with	  high	  (XX)	  or	  moderate	  support	  (X),	  with	  the	  covariates	  selected	  for	  use	  highlighted.	  
Environmental covariate ANOVA Principal 
Components 
Recursive 
partitioning 
Aspect    
MRRTF XX X X 
MRVBF XX X  
Radiometrics - K XX X XX 
Radiometrics - Th XX XX XX 
Radiometrics - U XX X X 
TWI XX X XX 
Curvature - Plan    
Curvature - Profile  X X 
Curvature - Tan  X  
Gradient Difference    
Gradient XX X  
LS Factor  XX  
Relative Elevation – Circle 3 cells  X  
Relative Elevation – Circle 5 cells  X  
Relative Elevation – Circle 10 cells  X  
Relative Elevation – Circle 15 cells  X  
Relative Elevation – Circle 20 cells  X  
Relative Elevation – Circle 25 cells X X X 
Relative Elevation – Circle 30 cells X X  
Slope XX XX  
Stream Power XX X  
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a)	  
	  
b)	  
	  
Figure	  20.	  	  	  Images	  of	  the	  a)	  Gradient	  and	  b)	  MrVBF	  covariates	  showing	  a	  similar	  spatial	  stucture.	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AGGLOMERATIVE	  HIERARCHAL	  CLUSTERING	  
The	  concept	  of	  agglomerative	  hierarchal	  clustering	  is	  well	  suited	  to	  the	  style	  of	  modelling	  
used	  in	  this	  study	  that	  clusters	  similar	  areas	  of	  the	  landscape	  into	  regions.	  	  While	  
conceptually	  this	  method	  works	  well	  and	  is	  efficient,	  in	  practice	  it	  was	  the	  most	  problematic	  
of	  the	  processes	  completed	  in	  this	  study.	  
	  
The	  way	  in	  which	  the	  clustering	  algorithm	  works	  is	  to	  divide	  the	  raster	  dataset	  into	  individual	  
lines	  in	  an	  array	  to	  compute	  the	  dissimilarity	  matrix.	  	  With	  11	  environmental	  covariates	  and	  
2	  million	  raster	  cells,	  the	  array	  becomes	  massive	  and	  beyond	  the	  power	  of	  very	  high	  end	  
computing	  resources.	  	  The	  array	  size	  for	  this	  study	  is	  2,000,000  ×  10!!	  or	  2  ×  10!";	  in	  any	  
case,	  this	  is	  an	  extremely	  large	  array.	  	  To	  perform	  the	  clustering,	  the	  environmental	  
covariate	  dataset	  had	  to	  be	  simplified	  into	  10	  categories,	  that	  is	  1-­‐10,	  rather	  than	  1-­‐255.	  	  
This	  reduced	  the	  number	  of	  possible	  combinations	  significantly	  and	  allowed	  the	  clustering	  to	  
be	  run	  on	  a	  high-­‐end	  computer	  workstation.	  
	  
The	  simplification	  of	  the	  datasets	  from	  255	  to	  10	  categories	  caused	  the	  loss	  of	  fine	  scale	  
variation	  in	  the	  data.	  In	  order	  to	  simplify	  the	  data,	  the	  shape	  of	  the	  histogram	  was	  compared	  
between	  the	  original	  dataset	  and	  the	  re-­‐categorised	  version.	  	  Simplifying	  to	  ten	  categories	  
was	  chosen	  as	  the	  histogram	  kept	  its	  shape,	  while	  reducing	  the	  number	  of	  possible	  
combinations	  to	  a	  more	  manageable	  662,000.	  	  In	  comparison	  to	  the	  2	  million	  pixels	  or	  
combinations	  in	  the	  original	  data,	  the	  662,000	  of	  unique	  combinations	  from	  the	  
simplification	  process	  were	  a	  reduction	  in	  data	  complexity	  of	  two-­‐thirds.	  	  The	  loss	  of	  detail	  
and	  therefore	  lack	  of	  covariate	  resolution	  from	  the	  simplification	  was	  far	  from	  an	  ideal	  
situation.	  	  For	  this	  research,	  the	  simplification	  needed	  to	  occur	  to	  achieve	  an	  outcome,	  but	  
in	  practice	  it	  is	  not	  recommended.	  
	  
In	  order	  to	  compute	  the	  number	  of	  clusters	  from	  the	  agglomerative	  hierarchal	  clustering	  
outputs	  a	  visual	  interpretation	  of	  the	  dendrogram	  (Figure	  21)	  was	  completed.	  	  While	  the	  
visual	  interpretation	  may	  not	  be	  statistically	  robust,	  it	  gives	  a	  reliable	  indication	  of	  the	  
similarity	  between	  clusters	  by	  the	  length	  of	  dendrogram	  arm	  between	  them.	  	  Figure	  21	  and	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Figure	  22	  show	  the	  dendrogram	  and	  spatial	  representation	  of	  the	  agglomerative	  clustering	  
with	  10	  clusters	  selected	  as	  the	  output.	  	  Figure	  23	  shows	  the	  spatial	  results	  with	  30	  clusters.	  
	  
The	  spatialised	  outputs	  of	  the	  agglomerative	  hierarchal	  clustering	  highlight	  a	  number	  of	  
areas	  that	  appear	  to	  be	  large	  and	  contiguous,	  but	  from	  prior	  knowledge	  and	  field	  
inspections	  are	  complex	  alluvial	  areas.	  	  The	  simplification	  process	  discussed	  above	  has	  
caused	  a	  number	  of	  these	  complex	  areas	  to	  be	  shown	  as	  homogeneous,	  likely	  with	  certain	  
covariates	  such	  as	  MRVBF	  have	  a	  similar	  effect	  to	  weighting	  in	  the	  clustering	  algorithms.	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Figure	  21.	  	  The	  resultant	  dendrogram	  from	  agglomerative	  hierarchal	  clustering	  with	  10	  clusters.	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Figure	  22.	  	  Spatial	  outputs	  from	  the	  agglomerative	  hierarchal	  clustering	  with	  10	  clusters.	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Figure	  23.	  	  Spatial	  outputs	  from	  the	  agglomerative	  hierarchal	  clustering	  with	  30	  clusters.	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Figure	  24	  shows	  the	  nature	  of	  the	  problem	  experienced	  with	  a	  non-­‐spatial	  clustering	  
algorithm	  with	  the	  speckled	  pattern	  clearly	  visible.	  	  While	  this	  fine	  scale	  variation	  may	  
actually	  occur,	  it	  highlights	  a	  problem	  often	  experienced	  and	  difficult	  to	  communicate	  to	  
stakeholders.	  	  These	  areas	  of	  fine	  scale	  variation	  can	  either	  be	  true	  landscape	  features	  that	  
are	  naturally	  complex	  areas	  or	  artefacts	  of	  data	  and	  algorithms.	  	  Selecting	  appropriate	  
spatial	  clustering	  or	  segmentation	  techniques	  can	  appropriately	  deal	  with	  these	  complex	  
areas	  by	  either	  including	  them	  with	  adjacent	  areas	  that	  are	  more	  homogenous	  especially	  at	  
smaller	  scales	  or	  just	  identifying	  them	  as	  complex	  areas	  at	  higher	  resolutions.	  While	  
including	  the	  small	  complex	  areas,	  that	  are	  real	  landscape	  features,	  in	  larger	  more	  
homogenous	  regions	  may	  not	  show	  the	  true	  landscape	  variation.	  	  At	  smaller	  scales	  it	  
simplifies	  the	  landscape	  into	  more	  uniform	  zones.	  
	  
	  
Figure	  24.	  	  Example	  of	  the	  speckling	  pattern	  shown	  by	  the	  non-­‐spatial	  clustering,	  note	  the	  number	  
of	  single	  pixels	  in	  different	  categories	  to	  the	  surrounding	  area.	  
	  
Because	  the	  environmental	  covariate	  data	  had	  to	  be	  simplified	  into	  10	  categories	  for	  this	  
relatively	  small	  study	  area,	  no	  soil	  models	  were	  built	  from	  the	  resulting	  clusters	  as	  this	  
method	  is	  unlikely	  to	  be	  widely	  applicable	  in	  digital	  soil	  mapping.	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MULTISCALE	  OBJECT	  SPECIFIC	  SEGMENTATION	  
The	  multiscale	  object	  specific	  segmentation	  method	  is	  similar	  to	  the	  agglomerative	  
hierarchal	  clustering,	  but	  since	  it	  is	  a	  spatial	  method,	  it	  can	  overcome	  the	  very	  fine	  scale	  
variation	  in	  clusters	  as	  they	  are	  included	  in	  larger	  more	  homogenous	  areas.	  	  The	  added	  
benefit	  of	  this	  particular	  method	  is	  that	  the	  segments	  or	  clusters	  are	  defined	  for	  small	  areas	  
and	  from	  adjacent	  pixels	  (or	  data	  points	  in	  non-­‐spatial	  terms).	  	  This	  limits	  the	  size	  of	  any	  
variance	  array	  to	  a	  much	  smaller	  number	  of	  cells	  than	  the	  2	  million	  in	  the	  input	  dataset	  and	  
thus	  overcomes	  the	  array	  size	  issues	  encountered	  in	  the	  previous	  clustering	  process.	  
	  
Selected	  outputs	  of	  the	  multiscale	  object	  specific	  segmentation,	  as	  implemented	  with	  the	  
size	  constrained	  region	  merging	  algorithm	  are	  show	  in	  Figure	  27,	  Figure	  28,	  Figure	  29,	  Figure	  
30	  and	  Figure	  31.	  	  For	  the	  purposes	  of	  this	  paper,	  only	  the	  outputs	  displaying	  the	  
radiometrics	  ternary	  diagram	  are	  shown.	  	  A	  ternary	  diagram	  displays	  the	  potassium,	  thorium	  
and	  uranium	  layers	  as	  red,	  green	  and	  blue	  bands	  in	  a	  multi-­‐band	  image.	  	  For	  the	  purposes	  of	  
comparison,	  the	  raw	  ternary	  diagram	  is	  shown	  in	  Figure	  26.	  
	  
The	  results	  of	  the	  segmentation,	  and	  the	  previous	  clustering	  method,	  are	  highly	  dependent	  
on	  the	  input	  data.	  	  Any	  alteration	  to	  the	  input	  data,	  either	  by	  changing	  the	  covariates	  used	  
or	  changing	  the	  transformations	  applied	  to	  skewed	  datasets,	  would	  change	  the	  outputs	  of	  
the	  method.	  	  During	  this	  research,	  it	  became	  apparent	  that	  selecting	  the	  best	  covariates	  and	  
having	  appropriate	  transformations	  was	  more	  important	  than	  selecting	  minimum	  map	  unit	  
sizes	  or	  being	  concerned	  about	  regions	  not	  being	  nested	  across	  scales.	  	  
	  
One	  issue	  with	  the	  multiscale	  method	  discovered	  during	  the	  derivation	  of	  the	  segmented	  
regions	  is	  that	  the	  regions	  are	  not	  developed	  as	  true	  agglomerations	  of	  the	  lower	  level	  
polygons.	  	  The	  process	  is	  run	  independently	  for	  each	  individual	  scale	  but	  even	  with	  the	  same	  
input	  data	  and	  parameters,	  except	  for	  the	  minimum	  map	  unit	  size,	  the	  region	  boundaries	  
are	  not	  coincident	  (Figure	  25).	  	  The	  polygons	  do	  not	  fit	  neatly	  together	  as	  a	  neat	  multiscale	  
patchwork	  of	  regions.	  	  While	  not	  having	  coincident	  regions	  is	  not	  a	  large	  issue	  with	  the	  
multiscale	  method,	  it	  does	  mean	  that	  later	  soil	  attribute	  modelling	  processes	  that	  work	  on	  
multiscale	  processes,	  such	  as	  those	  proposed	  by	  Zhu	  et	  al	  (2004)	  will	  not	  operate	  as	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intended.	  	  The	  correction	  to	  the	  algorithms	  of	  Hay	  et	  al	  (2005)	  to	  accurately	  build	  true	  
nested	  hierarchies	  of	  regions	  is	  conceptually	  not	  difficult,	  but	  is	  outside	  of	  the	  scope	  of	  this	  
research	  project.	  
	  
There	  are	  cases	  where	  small	  regions	  switch	  between	  regions	  at	  larger	  scales.	  	  These	  areas	  
are	  obviously	  boundary	  areas,	  which	  when	  attempting	  to	  minimise	  variance	  between	  
regions	  can	  switch	  between	  the	  larger	  or	  parent	  regions	  depending	  on	  the	  raw	  data	  values	  in	  
the	  larger	  region.	  	  This	  makes	  models	  that	  depend	  on	  nested	  regions	  extremely	  difficult,	  if	  
not	  impossible,	  but	  is	  something	  that	  further	  research	  into	  building	  true	  nested	  hierarchies	  
would	  be	  able	  to	  compensate	  for.	  
	  
While	  the	  multiscale	  object	  specific	  segmentation	  algorithm	  has	  benefits	  over	  the	  clustering,	  
it	  has	  its	  own	  issues.	  	  In	  the	  clustering	  technique,	  the	  number	  of	  clusters	  selected	  for	  output	  
was	  somewhat	  arbitrary.	  	  In	  the	  segmentation	  method	  the	  minimum	  size	  of	  the	  regions	  or	  
polygons	  is	  also	  arbitrary.	  	  The	  minimum	  size	  could	  be	  set	  to	  approximate	  the	  minimum	  
mapping	  unit	  size	  for	  a	  defined	  mapping	  scale.	  	  While	  this	  just	  sets	  the	  minimum	  unit	  size,	  it	  
does	  impact	  on	  the	  number	  of	  clusters	  or	  image	  segments	  derived	  from	  the	  processing.	  	  The	  
use	  of	  this	  method	  by	  Hay	  et	  al	  (2005)	  set	  the	  minimum	  region	  size	  at	  a	  size	  below	  what	  they	  
required	  in	  the	  final	  output	  map;	  for	  example	  defining	  the	  minimum	  scale	  for	  1:25,000	  scale	  
mapping	  when	  the	  output	  is	  required	  at	  1:50,000	  scale.	  	  Hay	  et	  al	  (2005)	  then	  went	  on	  to	  
manually	  merge	  the	  segments	  into	  larger	  units	  based	  on	  expert	  interpretation	  of	  the	  forest	  
image	  scene.	  	  In	  the	  process	  undertaken	  for	  this	  study,	  the	  minimum	  region	  sizes	  were	  
defined	  as	  those	  matching	  the	  minimum	  map	  unit	  sizes	  as	  laid	  out	  by	  McKenzie	  et	  al	  (2008)	  
for	  Australian	  soil	  and	  land	  survey.	  
	  
Hay	  et	  al	  (2001)	  describe	  a	  phenomenon	  of	  how	  variance	  changes	  over	  increasing	  spatial	  
scales	  (Figure	  32).	  	  A	  similar	  pattern	  was	  observed	  in	  the	  Burnett	  catchment,	  but	  the	  shape	  
of	  the	  graph	  varies	  between	  environmental	  covariates	  depending	  on	  the	  landscape	  process	  
they	  are	  depicting.	  	  This	  is	  as	  expected	  with	  geophysical	  data	  having	  a	  larger	  window	  size	  for	  
variance	  changes	  as	  compared	  to	  the	  topographic	  wetness	  index.	  	  An	  area	  for	  future	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research	  would	  be	  to	  use	  the	  shape	  of	  the	  variance	  graph	  to	  adaptively	  set	  the	  polygon	  sizes	  
depending	  on	  the	  complexity	  of	  the	  landscape.	  
	  
	  
Figure	  25.	  	  Example	  of	  how	  the	  regions	  /	  polygons	  from	  the	  segmentation	  approach	  are	  not	  truly	  
nested,	  with	  red	  polygon	  boundaries	  supposedly	  an	  agglomeration	  of	  the	  smaller	  grey	  polygons.	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Figure	  26.	  	  Raw	  radiometric	  ternary	  diagram,	  with	  potassium,	  thorium	  and	  uranium	  displayed	  as	  
red,	  green	  and	  blue	  –	  for	  comparison	  against	  the	  segmented	  versions	  in	  subsequent	  figures.	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Figure	  27.	  	  Radiometric	  ternary	  diagram	  as	  per	  Figure	  26	  with	  regions	  derived	  from	  MOSS	  at	  
1:25,000	  scale.	  
 89	  
	  
Figure	  28.	  	  Radiometric	  ternary	  diagram	  as	  per	  Figure	  26	  with	  regions	  derived	  from	  MOSS	  at	  
1:50,000	  scale.	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Figure	  29.	  	  Radiometric	  ternary	  diagram	  as	  per	  Figure	  26	  with	  regions	  derived	  from	  MOSS	  at	  
1:100,000	  scale.	  
	   	  
 91	  
	  
Figure	  30.	  	  Radiometric	  ternary	  diagram	  as	  per	  Figure	  26	  with	  regions	  derived	  from	  MOSS	  at	  
1:250,000	  scale.	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Figure	  31.	  	  Radiometric	  ternary	  diagram	  as	  per	  Figure	  26	  with	  regions	  derived	  from	  MOSS	  at	  
1:500,000	  scale.	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Figure	  32.	  	  Variance	  at	  differing	  window	  sizes	  (from	  Hay	  et	  al	  2001)	  –	  variance	  characteristics	  of	  a	  
single	  tree-­‐crown	  apex	  pixel	  in	  the	  image	  centre	  with	  variance	  calculated	  over	  increasing	  window	  
sizes	  and	  plotted.	  
	  
On	  interpreting	  the	  results	  of	  the	  segmentation	  process	  and	  comparing	  the	  identified	  
regions	  to	  the	  covariate	  data,	  landscapes	  and	  the	  land	  units	  conceptually	  described	  in	  the	  
land	  systems	  reports	  (Donnollan	  and	  Searle	  1999,	  Kent	  2002),	  it	  is	  apparent	  that	  the	  
“conceptual”	  land	  units	  don’t	  match	  the	  regions	  at	  a	  number	  of	  scales	  to	  identify	  the	  land	  
units.	  	  The	  multiscale	  object	  specific	  segmentation	  approach	  is	  not	  identifying	  the	  land	  units,	  
as	  was	  hoped.	  	  The	  land	  units	  described	  by	  the	  soil	  surveyor	  are	  conceptually	  based	  and	  
while	  there	  are	  some	  areas	  that	  are	  representative	  of	  the	  land	  unit	  their	  depiction	  is	  broad	  
and	  unreliable.	  	  The	  processes	  that	  the	  soil	  surveyor	  undertook	  and	  those	  completed	  by	  the	  
segmentation	  algorithm	  are	  not	  based	  on	  the	  same	  information	  sets.	  	  Also	  the	  surveyor’s	  
process	  is	  implicit,	  while	  the	  segmentation	  is	  explicit	  in	  its	  identification	  of	  landscape	  units.	  	  
Even	  with	  this	  limitation	  to	  the	  multiscale	  object	  specific	  segmentation,	  in	  practical	  terms	  it	  
is	  reliably	  discriminating	  regions	  in	  the	  landscape	  that	  are	  similar	  and	  form	  a	  cluster	  in	  the	  
data	  and	  are	  spatially	  co-­‐located.	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MODELLING	  PROCESS	  
The	  statistical	  techniques	  used	  in	  this	  research	  were	  selected	  because	  of	  their	  simplicity	  and	  
common	  usage.	  	  Proving	  or	  disproving	  that	  a	  particular	  equation	  works	  well	  was	  not	  the	  
prime	  purpose	  of	  this	  research	  project.	  	  Neural	  network	  models	  were	  used	  to	  identify	  the	  pH	  
of	  the	  soil	  profile	  at	  several	  scales.	  
	  
The	  pH	  prediction	  used	  the	  spline	  technique	  from	  Bishop	  et	  al	  (1999)	  to	  calculate	  pH	  down	  
the	  soil	  profile.	  	  This	  technique	  has	  been	  used	  widely	  by	  several	  authors,	  including	  Malone	  et	  
al	  (2009)	  and	  is	  the	  method	  of	  choice	  for	  the	  Global	  Soil	  Map	  project.	  	  The	  method	  worked	  
well	  and	  is	  easy	  to	  implement.	  
	  
Examples	  of	  the	  soil	  attributes	  predicted	  are	  shown	  in	  Figure	  33.	  	  The	  majority	  of	  the	  
validation	  sites	  having	  a	  measured	  pH	  within	  0.5	  pH	  units	  of	  the	  predicted	  values.	  	  The	  
equations	  were	  built	  quickly	  as	  a	  demonstration,	  but	  have	  worked	  very	  well,	  especially	  for	  
the	  multiscale	  object	  specific	  segmentation,	  giving	  hope	  that	  this	  technique	  could	  be	  
particularly	  robust	  and	  widely	  applicable.	  
	  
The	  R-­‐squared	  of	  the	  neural	  network	  models	  for	  soil	  pH	  with	  a	  minimum	  region	  size	  of	  1.2ha	  
(or	  the	  equivalent	  of	  1:25,000	  mapping),	  is	  approximately	  0.5	  on	  the	  training	  set	  and	  is	  0.16	  
on	  the	  validation	  set.	  	  	  While	  the	  R-­‐squared	  values	  are	  low,	  the	  residuals	  appear	  to	  be	  
reliable	  with	  the	  majority	  of	  the	  study	  area	  within	  ±0.25	  pH	  units	  of	  the	  predicted	  value	  
(Figure	  34).	  	  The	  pH	  data	  used	  to	  build	  the	  models	  were	  from	  the	  Raupach	  method	  (Raupach	  
and	  Tucker	  1959),	  which	  is	  generally	  accepted	  to	  be	  accurate	  to	  approximately	  0.5	  of	  a	  pH	  
unit.	  	  In	  this	  case,	  the	  residuals	  were	  used	  to	  depict	  where	  there	  is	  potential	  for	  
improvement	  in	  the	  modelling	  outputs	  from	  either	  new	  data	  or	  improvements	  to	  the	  
modelling	  approaches	  used.	  
	  
Further	  research	  opportunities	  exist	  to	  test	  numerous	  statistical	  techniques	  and	  methods.	  	  If	  
the	  true	  nesting	  of	  regions	  can	  be	  achieved	  by	  the	  segmentation	  algorithms,	  then	  the	  
 95	  
multiscale	  methods	  of	  Zhu	  et	  al	  (2004)	  would	  be	  worthy	  of	  detailed	  investigation.	  	  Other	  
more	  advanced	  techniques	  including	  rule	  based	  predictive	  numerical	  models	  that	  can	  be	  
built	  in	  Cubist	  (Rulequest-­‐Research,	  2011)	  as	  used	  by	  Miklos	  et	  al	  (2010)	  and	  Viscarra	  Rossel	  
and	  Chen	  (2011)	  are	  also	  worthy	  of	  further	  research	  that	  is	  outside	  the	  scope	  of	  the	  current	  
study.	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Figure	  33.	  	  Soil	  pH	  predicted	  from	  0.05	  to	  0.15m	  from	  spatial	  data	  produced	  by	  multiscale	  object	  
specific	  segmentation	  at	  approximately	  1:25,000.	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Figure	  34.	  	  Kriged	  residuals	  of	  soil	  pH	  from	  validation	  data,	  from	  a	  neural	  network	  model	  developed	  
from	  multiscale	  object	  specific	  segmentation	  at	  approximately	  1:25,000.	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CONCLUSIONS	  
This	  research	  has	  evaluated	  several	  different	  techniques	  to	  improve	  the	  estimation	  of	  soil	  
attributes	  in	  the	  Burnett	  Catchment,	  South-­‐East	  Queensland.	  	  The	  results	  have	  proven	  that	  
while	  multiple	  techniques	  exist,	  the	  approach	  chosen	  will	  be	  dependent	  on	  the	  resources	  
available	  to	  implement	  the	  particular	  methods.	  	  The	  use	  requirements	  and	  resources	  for	  
validation	  of	  results	  greatly	  influence	  what	  approach	  would	  be	  taken,	  from	  using	  existing	  
data	  through	  to	  building	  new	  spatial	  surfaces	  of	  the	  attributes	  required.	  
	  
Where	  rich	  information	  and	  knowledge	  sources	  exist	  and	  limited	  resources	  are	  available	  to	  
complete	  any	  new	  field	  based	  data	  collection,	  the	  ASRIS	  method	  would	  be	  the	  most	  
appropriate.	  	  The	  ASRIS	  method	  makes	  use	  of	  existing	  information	  by	  building	  a	  series	  of	  
nested	  conceptual	  information	  layers	  into	  a	  final	  spatial	  coverage,	  even	  if	  using	  the	  original	  
mapping	  polygons	  don’t’	  improve	  the	  scale	  of	  the	  available	  information.	  	  The	  ASRIS	  method	  
increases	  the	  utility	  of	  the	  available	  data	  by	  calculating	  soil	  attributes	  based	  on	  the	  
conceptual	  building	  blocks	  and	  existing	  raw	  point	  data	  that	  is	  readily	  available.	  	  
	  
The	  ASRIS	  method	  is	  at	  its	  most	  effective,	  when	  the	  raw	  observation	  and	  conceptual	  linkages	  
are	  available	  for	  integration	  through	  an	  information	  integration	  process,	  such	  as	  the	  one	  
demonstrated	  by	  this	  research.	  The	  ASRIS	  method	  maximised	  the	  value	  of	  the	  existing	  
information	  while	  minimising	  the	  cost.	  	  However	  it	  is	  not	  able	  to	  produce	  information	  at	  
scales	  finer	  than	  the	  original	  land	  resource	  mapping.	  	  	  
	  
If	  digital	  soil	  mapping	  approaches	  are	  to	  be	  applied	  to	  improve	  the	  spatial	  scale	  or	  resolution	  
of	  existing	  information,	  then	  of	  the	  two	  clustering	  approaches	  tested	  in	  this	  research,	  the	  
multiscale	  object	  specific	  method	  is	  superior	  to	  agglomerative	  hierarchical	  clustering.	  	  The	  
agglomerative	  hierarchical	  clustering	  was	  not	  practical	  in	  this	  case	  given	  the	  severe	  
limitations	  of	  data	  processing	  on	  a	  standalone	  computer	  workstation.	  	  Unless	  the	  data	  
processing	  limitations	  are	  able	  to	  be	  overcome	  by	  improvements	  to	  the	  computer	  code	  or	  by	  
shifting	  to	  high	  performance	  computing	  facilities	  there	  would	  be	  little	  value	  in	  progressing	  
with	  this	  technique.	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The	  agglomerative	  hierarchical	  clustering,	  could	  prove	  useful	  for	  the	  rapid	  analysis	  of	  
landscapes	  to	  identify	  clusters	  or	  areas	  of	  a	  similar	  nature,	  but	  only	  where	  data	  volumes	  can	  
be	  kept	  low.	  	  The	  areas	  likely	  to	  be	  covered	  by	  agencies	  undertaking	  soil	  survey	  are	  likely	  to	  
generate	  datasets	  at	  least	  equal	  in	  size	  to	  the	  study	  area	  for	  this	  research	  and	  are	  likely	  to	  
far	  exceed	  this	  physical	  study	  area.	  	  Agglomerative	  hierarchical	  clustering	  is	  of	  minimal	  
benefit	  since	  the	  datasets	  require	  simplification	  to	  reduce	  the	  size	  of	  the	  data	  matrix	  to	  run	  
the	  clustering	  routines.	  	  	  
	  
Unless	  further	  research	  can	  identify	  different	  versions	  of	  the	  clustering	  algorithms	  to	  handle	  
large	  data	  volumes,	  then	  using	  agglomerative	  hierarchal	  clustering	  for	  spatial	  analysis	  is	  
unlikely	  to	  show	  any	  future	  promise.	  	  While	  the	  input	  data	  for	  the	  agglomerative	  hierarchical	  
clustering	  can	  be	  simplified	  into	  a	  smaller	  number	  of	  groups,	  as	  demonstrated	  in	  this	  study,	  
for	  much	  larger	  areas,	  the	  simplification	  would	  have	  to	  be	  even	  more	  severe	  thus	  reducing	  
the	  power	  of	  the	  data	  to	  discriminate	  between	  landscape	  areas	  with	  similar	  data	  patterns.	  
	  
The	  agglomerative	  hierarchical	  clustering	  undertaken	  in	  this	  study	  proved	  useful	  and	  was	  
broadly	  effective,	  but	  since	  it	  did	  not	  include	  a	  spatial	  component	  to	  the	  clustering,	  there	  is	  a	  
degree	  of	  heterogeneity	  or	  ‘speckling’	  in	  the	  modelled	  data	  (Figure	  24).	  	  To	  overcome	  the	  
issue	  of	  heterogeneity	  at	  small	  spatial	  areas,	  the	  Multiscale	  Object	  Specific	  Segmentation	  
proved	  to	  be	  reliable	  and	  did	  not	  require	  massive	  data	  simplification.	  
	  
The	  Multiscale	  Object	  Specific	  Segmentation	  method	  has	  the	  benefits	  of	  clustering	  
approaches	  without	  generating	  the	  very	  large	  computing	  requirements	  for	  clustering	  large	  
amounts	  of	  data,	  since	  its	  spatial	  extent	  is	  limited	  to	  areas	  surrounding	  the	  feature	  or	  point	  
of	  interest.	  	  The	  Multiscale	  Object	  Specific	  Segmentation	  method	  in	  this	  study,	  identified	  
similar	  landscape	  units	  throughout	  the	  study	  area	  and	  would	  be	  expected	  to	  achieve	  similar	  
results	  in	  the	  broader	  environment.	  	  This	  method	  has	  the	  benefit	  of	  being	  able	  to	  rapidly	  
cluster	  landscape	  units	  at	  a	  range	  of	  scales,	  but	  requires	  careful	  consideration	  of	  the	  input	  
data	  so	  as	  not	  to	  overwhelm	  the	  clustering	  process	  with	  irrelevant	  data	  or	  bias	  the	  clustering	  
 101	  
process.	  	  To	  this	  end,	  this	  study	  consumed	  large	  amounts	  of	  time	  on	  the	  exploratory	  spatial	  
data	  analysis	  to	  compile	  the	  appropriate	  environmental	  covariate	  for	  inclusion	  in	  the	  
segmentation	  routines.	  
	  
One	  of	  the	  outcomes	  hoped	  for	  at	  the	  outset	  of	  this	  study,	  was	  that	  Multiscale	  Object	  
Specific	  Segmentation	  method	  would	  delineate	  areas	  that	  are	  similar	  to	  the	  described	  but	  
un-­‐mapped	  land	  units	  in	  the	  study.	  	  As	  the	  Multiscale	  Object	  Specific	  Segmentation	  was	  
utilised,	  it	  rapidly	  became	  apparent	  that	  the	  thought	  processes	  or	  qualitative	  understanding	  
of	  the	  original	  soil	  surveyor	  could	  not	  be	  replicated.	  	  The	  procedures	  and	  input	  datasets	  used	  
in	  the	  Multiscale	  Object	  Specific	  Segmentation	  methods,	  while	  providing	  a	  good	  
discrimination	  of	  the	  landscape,	  did	  not	  accurately	  match	  the	  conceptual	  understanding	  
built	  up	  during	  the	  mapping	  process	  by	  the	  original	  soil	  surveyor.	  	  In	  practical	  terms	  the	  
segmentation	  approach	  is	  reliably	  discriminating	  regions	  in	  the	  landscape	  that	  are	  similar	  
and	  form	  a	  cluster	  in	  the	  data	  and	  are	  spatially	  co-­‐located.	  
	  
Some	  of	  the	  limitations	  in	  the	  current	  implementation	  of	  Multiscale	  Object	  Specific	  
Segmentation	  used	  in	  this	  study	  could	  be	  enhanced	  by	  further	  research	  to	  provide	  an	  
improved	  method.	  	  The	  key	  improvements	  to	  the	  Multiscale	  Object	  Specific	  Segmentation	  
method	  are:	  
• the	  calculation	  of	  true	  multiscale	  nested	  polygons,	  and	  
• the	  arbitrary	  size	  requirements	  required	  for	  defining	  segmentation	  polygons.	  
	  
The	  calculation	  of	  nested	  multiscale	  polygons,	  that	  have	  co-­‐incident	  and	  not	  just	  
approximate	  boundaries	  would	  greatly	  enhance	  the	  information	  utility	  and	  modelling	  
capability	  of	  the	  output	  datasets.	  	  At	  a	  minimum,	  it	  would	  allow	  accurate	  calculation	  of	  area	  
statistics,	  but	  the	  more	  useful	  impact	  would	  be	  to	  allow	  true	  multiscale	  soil	  distribution	  
models	  to	  be	  developed	  as	  described	  by	  Zhu	  (2004).	  	  The	  requirement	  to	  supply	  fixed	  
bounds	  on	  the	  output	  region	  sizes	  from	  the	  segmentation	  process	  can	  be	  problematic	  in	  
complex	  landscapes	  where	  the	  variability	  between	  landscape	  features	  can	  be	  large.	  	  Future	  
research	  of	  the	  Multiscale	  Object	  Specific	  Segmentation	  method	  could	  focus	  on	  the	  ability	  to	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provide	  guidance	  on	  polygon	  size,	  by	  having	  the	  algorithm	  define	  the	  polygon	  sizes	  based	  on	  
variance	  in	  the	  environmental	  covariate	  data	  inputs.	  
	  
The	  methods	  used	  to	  spatially	  estimate	  soil	  attributes	  will	  still	  require	  a	  project	  specific	  
approach.	  	  The	  ASRIS	  method	  will	  remain	  the	  best	  method	  to	  extrapolate	  from	  existing	  data	  
with	  minimal	  effort	  but	  Multiscale	  Object	  Specific	  Segmentation	  has	  potential	  to	  allow	  rapid	  
estimate	  of	  soil	  attributes	  where	  field	  operations	  can	  be	  undertaken.	  	  Multiscale	  Object	  
Specific	  Segmentation	  may	  prove	  to	  be	  even	  more	  useful	  if	  multiscale	  soil	  attribute	  models	  
can	  be	  developed	  in	  concert	  with	  the	  multiscale	  polygon	  identification.	  	  In	  this	  study,	  even	  
basic	  soil	  models	  when	  coupled	  with	  the	  outputs	  of	  the	  image	  segmentation	  were	  
statistically	  robust	  and	  reasonably	  accurate.	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