This paper describes the use of Artificial Neural Networks in developing a design tool for calculating BHA (Bottom Hole Assembly) parameters. The program streamlines and simplifies BHA design calculations for a planned well curvature by calculating half-wave lengths using nomograms developed by Lubinski-Woods and Muzaparov. Nonlinear normalisation of data was applied on nomogram data to significantly improve accuracy of the modelling and design. The design data calculated by the program were compared with the real data and have been verified on deposits in the Aktobe region in Kazakhstan. It is concluded that the proposed tool provides more accurate results in a shorter time, allowing designers to compare and analyse the influence of design parameters on calculations of half-wave, loading and well curvature.
INTRODUCTION
Directional drilling is becoming one of the most effective ways to explore oil and gas deposits, especially in offshore areas. Therefore, it is important to be able to understand, predict and manage causes affecting well inclination, thus leading to an efficient and economic drilling. In this paper we have used the method proposed by Muzaparov (2005) for predicting and stabilising the trajectory of drilling. This method has been applied repeatedly in drilling practices for deposits in the Republic of Kazakhstan and has showed acceptable results (Muzaparov, 2005) . In the proposed method, the designer needs to have access to a set of tables and diagrams, populated by empirical data. This will enable the designer to calculate the mud density and the When the costs of deep directional drilling and, in particular, slanted directional wells are rising and falling, it is important to consider the cost of a half-wave drill pipe. The compressed part of a drill pipe has a direct impact on the axial load on the rockdestroying tool and, therefore, on the half-wave of the drill pipe. By accurate calculation and by minimising the half-wave, while taking the axial load into consideration, we would be able to achieve the desired well curvature and keep the cost of drilling to a minimum. In the present work we have used Muzaparov's method using nomograms of Lubinski and Woods (1953) and Muzaparov (2005) to calculate the half-wave for a drilling column.
MUZAPAROV'S METHOD
Many research results confirm that the well curvature depends on the weight on the bit. According to Lubinski (1950) , if, during drilling, the well is rectilinear and the bit does not experience axial load, or if the loading is small, the drill column remains rectilinear. However, as soon as the axial load starts to increase and the drill column reaches a critical value, the drill string curves and touches the walls of the well. As the axial load increases, more of the drill string touches the wall of the well. Figure 1 shows the form of the curved drill string at the critical value of the axial load. Each line represents the axis of the drill string. Lubinski (1950) stated that "buckling of the first and second orders occurs when the neutral point is located 1.94 and 3.75 dimensionless units, respectively, above the bit". The value of 'm' can be calculated by using Equation (1), for which the diameter of the drilling hole, the material of the drill string, the outer and inner diameters of the drill collar, the weight of the collar and the density of the drilling mud have to be known. The parameter mP T (kN) is defined as (2) The axial load will be set as 2 mP T , 4 mP T , 6 mP T ... . This would lead to calculation of the weight of a drill string as a dimensionless unit of mP T as 2 d.u., 4 d.u., 6 d.u., ... respectively.
Subsequently, we can calculate the parameter where, θ is the zenith angle in radians, (which is set according the required well inclination) r is the apparent radius of the hole and can be calculated from where D w is the well diameter in meters and d p is the diameter of the drill pipe in meters.
Using the nomograms (see appendix), choosing the correct axial load line (or d.u. line) and the intersection point with the (calculated above), the half-wave (L T ) can be calculated. Multiplying this value by m will provide us with L T in meters. This calculation is explained in Figure 2 .
Muzaparov's procedure for calculating L T would require having access to a set of nomograms (see appendix). This could have a few disadvantages: The value read from nomograms by different designers will vary and could lead to inaccuracies in the calculation of L T (d.u.), ending up with inconsistencies in the final outcome and design.
A break in stepwise calculations and a long time for each step of calculation. It does not allow a better understanding of the sensitivity of the final design to various parameters, and the potential optimisation for a selection of axial loads and alternative zenith angles, and hence different well curvatures and hence, costs.
In this study, we decided to use Artificial Neural Networks to develop a single mathematical relationship, representing all nomograms in a consistently accurate and readily available manner. We inserted these equations into a computer program, where variations of L T against well zenith angle are plotted. The impact of applying changes in any of the design parameters could be graphically observed for further design analysis and optimisation purposes.
APPLICATION OF ARTIFICIAL NEURAL NETWORKS (ANN)
Many subject areas in science and technology have applied ANN methodology, including robotics, pattern recognition and classification, psychology, engineering, physics, computer science and biology. ANN models have been extensively used in many engineering applications. These vary from their simplest forms as nonlinear regression tools to sophisticated non-linear time-variant models, using supervised and unsupervised learning algorithms. ANN methodology has been applied to a few similar fields of engineering and research, such as dynamic modelling and analysis of borehole arrangements and well data (Maiti, et al., 2007; 2010; 2011) . Conventional ANN modelling techniques are generally nonlinear regression analysis tools which are able to develop accurate nonlinear/non-trivial functional relationships between input and output data spaces. Their applications are comparatively simple and time-efficient and although in many cases do not provide user with any additional physical understating of the processes, but could provide very useful and accurate functional relationships between input and output data spaces which are inherently non-linear and present behaviours of complex systems.
In presence of high dimensionality, sparse data and certain nonlinearities, standard or conventional ANN topologies could suffer from over fitting (not able to generalise and extrapolate), under-fitting (inaccurate representativeness and poor performance). Many researchers have suggested various methodologies to overcome such deficiencies. Simple alteration of activation functions to complicated use of Genetic Algorithms, Fuzzy Logic and Monte Carlo techniques have been suggested.
Their application for development of a design methodology of BHA has not been cited.
ANN model
In this particular application, we intend to develop and include a single mathematical model (functional relationship) into the BHA design process, which could accurately and rapidly present all required empirical data presented in a number of nomograms. We observed that digitised nomogram data are highly nonlinear and vary across a wide spectrum of higher and lower boundaries. These properties could effectively reduce the accuracy of conventional regression techniques.
A multi-layer feed-forward neural network structure, trained by back-propagation, is used in this study. Figure 3 demonstrates a typical structure of an ANN model, in 362 
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which the left column is the input layer and the far right column is the output layer. The layer in between is a hidden layer. Depending on the complexity of the application and the nature of the data, it may be necessary to use more than one hidden layer. We used only one hidden layer in the present study since the efficiency and accuracy of the model proved sufficient for this application.
In each layer there are several Processing Elements (PE's) (also called 'neurons'). The number of PE's in input layer is equal to the number of input variables, while the number PE's in the output layer is equal to the number of output variables. The important task in a one-hidden layer ANN model is to determine the number of PE's in the hidden layer, which in turn affects the accuracy of the model.
The mathematical relationship between the input and output vectors is as follows: (3) where is called the activation function (Sigmoid or hyperbolic tangent functions are commonly used as activation functions)
I is a unity matrix. The expressions for matrices W 1 and W 2 are: 
where who i j is weight of i th PE in the hidden layer to j th PE in output layer, c j is a constant wih k i is the weight of k th input variable in the input layer to i th PE in the hidden layer b i is a constant.
The development of an ANN model allows the matrices W 1 and W 2 to be determined. Details of the training necessary can be found in Principe et al. (1999) .
In this study we have developed ANN models of the following mathematical relationships using data provided in Table 1 and the nomograms in the appendix as follows: (6) (7) The density of the drilling mud varies from 1.1 to 2.1 g/cm 3 and the type of the drill string can be either "Easy Blowing" or "Steel".
Management of data
In many physical or experimental sets of data, input and output parameters could vary within a wide range. These data must be normalised before being introduced to an ANN structure. Higher and lower bounds of normalisations are dictated by saturation limits of the activation functions; [0, 1] (Mesbahi, 2000b) .
Linear input/output data normalisation is common practice for linear transformation of data into a limited range of variability. Non-linear normalisation of data has also been recommended and exercised in a few engineering applications (Mesbahi, 2000a) . This is proved to lead to improvement of ANN training stability and achieving a higher degree of accuracy for generalisation purposes. In many engineering applications, distribution and variation of data within their maximum and minimum values are not uniform. Additionally, rate of change of output parameters with respect to rate of changes in the input parameters could be extremely different. This means that small changes in the input parameters causes very large changes in the output parameters or vice versa. Standard ANN's lose their sensitivity to changes and hence their training and subsequent accuracy of the developed models will be 
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negatively affected. Mesbahi (2000b) suggested a nonlinear normalisation technique to overcome this problem. By applying ArcSinh (x) function on the raw data followed by subsequent linear normalisation in the range [0.2, 0.8] we will be able to increase the sensitivity of the ANN model to very large and very small changes in input and output parameters. Digitised data extracted from nomograms in the Appendix (representing Equation (7)) is linearly normalised and the gradient of change between one of the inputs ( ) and the output L T are presented in Figure 4 . The results clearly show that in many sectors of input/output space there are large differences in orders of magnitude. This will make the ANN training rather difficult and the accuracy of the results could be compromised.
We applied nonlinear normalisation technique, by applying ArcSinh (x) on the . Figure 5 shows the gradient of change after such normalisation.
Both linear and nonlinearly normalised data sets were sued for training the ANN models with similar network structure. Standard Sigmoid function was also used as ANN's activation function.
ANN models test results and performance for linear and nonlinear normalisation procedures are given in Table 2 and Table 3 respectively.
Accuracy in calculation of L T is of great importance to calculate the dimensions of BHA. It is obvious from Tables 2 and 3 that the maximum error in calculation of L T could reach to 0.48, which represents a large error which would have serious consequences in the following on design calculations. 
Details of the final ANN models
As mentioned above, an ANN model could simply be described by to matrices presented in (4) and (5). These matrices are presented below.
ANN Model for k:
Two matrices for the ANN model representing equation (6) 
CASE STUDIES
Muzaparov's method of design for directional drilling has been successfully used on deposits found in the Republic of Kazakhstan. To verify the applicability and accuracy of the proposed method, we have compared the results with two designs based on deposits in the Aktobe region in Kazakhstan. Muzaparov's method and ANN models representing k and L T were combined into a single computer program. Figure 6 shows the user interface of the computer program. A number of design calculations on two drilling sites were conducted in Zhanazhol and Kenkiyak as follows:
Case 1: Zhanazhol oil and gas field
Zhanazhol is an oil and gas field, located in the Aktobe region in the North-Western part of the Republic of Kazakhstan. Oil and gas were discovered in 1978 and production started in 1983. Since 1997, this field has been managed by the China National Petroleum Corporation (CNPC). Design data provided by Muzaparov (2005) 
Case 2: Kenkiyak oil and gas field
The Kenkiyak field was discovered in 1958. The current operator of the field is the CNPC. According to company's official website: "CNPC made it possible to tap the more than a hundred million tons of reserves in Kenkiyak reservoirs that are difficult to access". Data according Muzaparov, pgs 102-178, (Muzaparov, 2005) are: According to the results above, the average percentage difference between the halfwave used in the real design and those calculated by the program is between 0.2 and 3%. At some points (for the Zhanazhol field in particular), where the difference between two half-waves is larger, we manually checked the design calculations. In all these cases we found that the designers made an obvious mistake in reading values from the tables; the half-waves calculated by the program using ANN models were consistently more accurate.
The results obtained from the proposed program are close to the results taken from Muzaparov's designs (Muzaparov, 2005) calculations of half-waves for 100 different well zenith angles and three axial loadings (a total of 300 designs) took less than a second to complete; a manual approach to calculate the same would have taken a few hours with the high probability of inaccuracies.
DISCUSSION AND CONCLUSIONS
The developed program provided an accurate and fast numerical tool for the design of the BHA. Application of nonlinear data normalisation proved to improve the accuracy of the model and enhance the quality yof the proposed designs. Accuracy of the ANN models could also suffer if the design procedure requires calculation of the output values in response to input values which are outside the training range. By narrowing the limits of normalisation to 0.2 and 0.8, we were able to arrive at a better accuracy in the limiting values. Nonetheless, it was observed that in extreme cases, increasing the input parameters beyond these levels, would reduce the accuracy of calculation of L T and k to unacceptable levels. The following points represent its main advantages for the design of BHA units:
Computational efficiency: In current practice, designers have to spend a considerable amount of time to calculate the half-wave (L T ) for every combination of design parameters. The proposed program can provide the same results in a short period of time by having immediate and accurate access to all empirical tables and nomograms. Using fewer personnel, this advantage will also make the design cheaper and more efficient.
Consistency and accuracy: Reading values from tables and nomograms at every step of the design, and after any changes to the design parameters, is cumbersome, time-consuming and may lead to inconsistent and inaccurate results. Human errors make design comparisons difficult and unreliable. The ANN model can provide immediate access to tables and nomograms with a maximum error of 0.05%.
Sensitivity analysis: A computer program, which is able to develop hundreds of designs by changing one or more design parameters, can enable the understanding, feel and ultimately predict the behaviour of the design outputs (in this case half-wave). This ability will allow designers to further optimise their designs in a rapid and costeffective manner. 
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