ABSTRACT We consider the scenario that a multi-coil transmitter transfers energy to one or more single-coil receiver(s) based on magnetic resonance. The power transfer efficiency for fixed positions is determined by the activation pattern of the controllable transmit coil array, and the optimal activation pattern can be obtained offline. In order to efficiently charge the power receivers, online prediction of the receiver positions is necessary, and for this purpose, we consider two machine learning algorithms, including random forest (RF) and deep neural network (DNN). The prediction accuracy and training duration of the two algorithms are measured and compared. Simulation results indicate that both RF and DNN perform well for the single receiver case, and for the two-receiver case DNN still works well but RF does not.
I. INTRODUCTION
Generally, wireless power transfer (WPT) systems can be divided into two categories: radiative and non-radiative [1] . Radiative WPT transfers energy in the form of electromagnetic wave and has low power transmission efficiency (PTE) due to radiative loss. Non-radiative WPT includes magnetic induction and magnetic resonance. In comparison, magnetic resonance WPT has longer charging distance than magnetic induction WPT and higher PTE than radiative WPT. Therefore, magnetic resonance WPT is considered more suitable for some practical applications.
A magnetic resonance WPT system usually contains power amplifier, transmitter coil, receiver coil and receiver circuitry. The power amplifier provides alternating current to transmitter and a class-E power amplifier is normally used in magnetic resonance WPT systems for its high efficiency. The electrical characteristics of magnetic resonance WPT systems have been studied and shown that the system PTE is related to many factors (e.g., coupling coefficient, frequency, etc) [2] .
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wang. To maximize the system PTE, an automated impedance matching scheme was proposed by using capacitor arrays [3] .
On the other hand, one or multiple coils can be employed at the transmitter of the WPT system. A two-dimensional coil array was proposed to solve the problem of reduced PTE due to misalignment between the coils at transmitter and receiver, and also to extend the charging area [4] . The effects of adjacent coil currents were analyzed in multi-coil WPT systems [5] . However, with the increasing number of coils at the transmitter, it is not optimal that all the transmit coils are switched on; with unknown positions of receivers, how to determine the activation pattern of the transmit coil array to maximize the system PTE is an interesting problem.
This letter considers a magnetic resonance system, where a multi-coil transmitter simultaneously transfers energy to multiple single-coil receivers. With unknown positions for the transmitter, a method combining offline search and online learning is proposed to maximize the PTE of the receivers. On one hand, the optimal activation pattern of the coil-array for fixed receiver positions can be offline obtained by exhaustive enumeration; on the other hand, two machine learning (ML) algorithms, i.e., Random Forest (RF) and Deep Natural Network (DNN), are employed to online predict the receiver positions. Simulation results for the one-receiver and two-receiver cases are provided.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. MAGNETIC RESONANCE WPT SYSTEM
As illustrated in Fig. 1 , we consider a magnetic resonance WPT system, where the multi-coil transmitter transfers energy to K single-coil receivers. The transmit array contains M × M coils, which are uniformly placed on a horizontal plane with adjacent distance E; and the single-coil receivers are randomly placed on a plane that is H cm over the transmit plane that is of the same size as that of the transmit plane. Each coil of both transmitter and receivers is a square-shaped loop coil of two turns and the side length is W cm.
In the transmit array, a controllable switch is connected to each coil and therefore each coil can be switched on or off. Denote the state of the mth coil as s m (m
With s m = 1, the mth coil generates high frequency magnetic field in space; or else its effect can be ignored. Assuming that the current value in each transmit coil is I and the center position of the mth transmit coil is P t m = (x t m , y t m , z t m ). When s m = 1 only, the magnetic induction intensity on the receiver with position P r k = (x r k , y r k , z r k ) can be described as [6] 
where µ 0 is the permeability of vacuum and l = W /2 is half the length of coil edge. Then, the mutual inductance between the mth transmit coil and the kth receiver is given by
Denoting P r = P r 1 , P r 2 , ..., P r K , S = s 1 , s 2 , · · · , s M 2 , and η k S, P r k as the PTE of the kth receiver, the overall PTE of the WPT system can be written as [7] η(S, P r , K )
where Z Lk is the impedance of load connected to the kth receiver coil, R Rk denotes the internal resistance of the kth receiver coil, R Tm represents the internal resistance of the mth transmit coil, and ω is the angular frequency of the alternating current passing through the transmit coil. In practice, the PTE of each receiver can be measured by adding a module to each transmit coil [8] . This module can measure the impedance of each transmit coil and the impedance of the mth transmit coil can be written as [9] 
where L Tm and C Tm are the inductance and capacitance of the mth transmit coil, respectively, L Rk and C Rk are the VOLUME 7, 2019 inductance and capacitance of the kth receiver coil, respectively. We suppose that the receivers start their charging processes one after another. Based on (5), the mutual inductance between the first receiver and each transmit coil, Q m1 , can be obtained by measuring the impedances of active transmit coils, i.e., {Z Tm : s m = 1}. Substituting Q m1 into (4), the PTE of the first receiver is then obtained. When the second receiver begins to charge, the new impedance value of each transmit coil can be measured. Since Q m1 is already obtained, we can obtain Q m2 from (5). In the same way, the mutual inductances Q m3 , Q m4 , · · · , Q mK can be obtained and the PTE can be obtained using (4).
B. PROBLEM FORMULATION
With unknown positions of the receivers, P r , the objective of this letter is to maximize the PTE of the magnetic resonance WPT system by configuring the activation pattern of the transmit array, i.e.,
Given P r , the problem (6) is a combinational optimization problem. Further, it is much more intractable to determine the activation pattern for the case of unknown receiver positions.
III. OFFLINE SEARCH AND ONLINE LEARNING STRATEGY
In order to solve the formulated problem (6), a strategy is proposed by combining the offline pattern search and online position prediction. On one hand, the optimal activation pattern of transmit array for fixed receiver positions P r can be offline obtained by exhaustive enumeration; on the other hand, machine learning algorithms can be employed to online predict each receiver position.
1) ONLINE POSITION PREDICTION
In the proposed scheme, the receiving plane with fixed z k in Fig. 1 is divided into N × N grids, and a machine learning algorithm is employed to predict the grid each receiver is located on according to the activation pattern S of transmit array and the measured system PTE η. In this way, all receiver positions P r can be approximately obtained. Since the grids are small enough, each receiver is assumed to be located in the center of each predicted grid. Let f (·) be the prediction function of receiver locations approximated by the ML algorithm and n k = (i − 1) N + j denotes the position (i, j) ∈ {(1, 1) , (1, 2) , · · · , (N , N )} of the kth receiver, then we have
The detailed descriptions of the considered ML algorithms are given in the next section.
2) OFFLINE PATTERN SEARCH
Once the receiver positions are obtained by the online ML algorithm, the optimal activation pattern needs to
Algorithm 1 Bagging Algorithm for Position Prediction
Input:
Decision Tree algorithm with random attribute selection [11] ; The Number of Decision Trees T . Training Process:
be determined for the receivers with predicted positions. An offline search is employed for this purpose. Specifically, for each receiver location pattern (n 1 , n 2 , · · · , n K ), we enumerate all 2 M 2 array activation patterns and find the optimal one. Then, a table of receiver locations of size N 2K versus the corresponding optimal activation patterns is stored for online usage.
IV. ONLINE POSITION PREDICTION
As shown in Fig. 1 , if transmit coil (2,2) is switched on and the others are switched off, the PTE is the same for the receiver on grid (1,2) or (2,1). Therefore, the receiver position can not be accurately determined by f (η, S), unless multiple transmit patterns together with corresponding PTEs are included in the prediction function. Denoting χ = η 1 , S 1 , η 2 , S 2 , · · · , η q , S q , we have
where the number of transmit patterns q can balance the prediction accuracy and learning complexity. Different values of q will be discussed in the simulation section. Next, two ML algorithms are employed to approximate the functionf (·).
A. RANDOM FOREST BASED POSITION PREDICTION
Employing decision tree as the base classifier, Bagging is a concurrent RF algorithm of ensemble learning [10] - [12] , and introduces random attribute selection to the training process of decision tree [13] . Denote D = n 1 , χ 1 , n 2 , χ 2 , · · · , n p , χ p as the training set, where n i and χ i represent the label and attribute vector of each sample, respectively. Then, the Bagging [11]- [13] based position prediction is given in Algorithm 1, where I (·) is the indicator function.
In Algorithm 1, for each observed attribute vector χ at the transmitter, each tree has a predicted position n t ∈ 1, 2, · · · , N 2 for the receiver. The final predicted position of the receiver is the one that received the most votes from the T trees. Moreover, our implementation is based on Sklearn [14] . 
B. DEEP NEURAL NETWORK BASED POSITION PREDICTION
DNN has a strong learning ability and any function can be approximated with sufficient number of layers. This letter adopts the typical feed-forward DNN [15] in order to predict the receiver position based on Tensorflow. Different from the RF algorithm, DNN can predict the coordinate (x, y) = g x (χ) , g y (χ ) of each receiver on the receiver plane. However, due to the limited size of the transmit pattern table obtained by the offline pattern search, the coordinate predicted by DNN should be then transformed into one of the N 2 grids. Because the receiver plane has the same size as the transmitter plane, the index of the predicted grid is
where r = [MW + (M − 1) E] /N is the side length of the grid, · and · denote the floor and ceiling operators, respectively. The receiver position n can be easily calculated by (10) once the receiver coordinate is obtained. Therefore, only the coordinate prediction for receivers is discussed by leveraging DNN. Denoting D = x 1 , y 1 , χ 1 , x 2 , y 2 , χ 2 , · · · , x p , y p , χ p as the training set, the designed DDN structure is illustrated in Fig. 2 in order to form g x (·) and g y (·). Each sample in D consists of q × (M 2 + 1) attributes and therefore the input layer should contain q × (M 2 + 1) neurons; on the other hand, the DNN output consists of coordinate values so that two neurons are included in the output layer. We use the following standard loss function,
Moreover, to determine the number of hidden layers and the number of neurons in each hidden layer, many experiments have been carried out and results show that the DNN with 512, 512, 512, 256 and 64 neurons performs the best and therefore is adopted in this letter. Moreover, our implementation is based on Tensorflow [16] .
V. SIMULATION AND ANALYSIS
The optimal activation pattern for known receiver positions is obtained by offline exhaustive enumeration and has no effect on the performance of the proposed strategy. Therefore, the accuracy of online position prediction is mainly evaluated for the two ML algorithms under one-receiver and two-receiver cases. Moreover, the performance evaluation of multiple receivers can be obtained by extending the following procedures of two-receiver case. In the following results,
are set in the magnetic resonance PTE system.
A. SIMULATION SETUP 1) ONE-RECEIVER CASE
When the receiver coil is connected to a resistor Z L1 = 5 , which represents the receiver to be charged, the dataset for DNN is generated as follows. And the dataset for RF can be easily obtained by applying (9) to the dataset of DNN.
(a) On the receiver plane, 1024 points are randomly selected within the area of 16×16 cm 2 that just covers the transmit array. Each point (x, y) represents the center point of the receiver coil. We randomly select 700 points as training set, and the rest 324 points are set as testing set.
(b) For each receiver point, 2 M ×M = 512 PTEs are calculated under 512 different activation patterns of the transmit array. In order to reduce the training complexity, four groups of asymmetric activation patterns are randomly chosen for training when q = 4 or q = 16.
Therefore, there are 1024×512 q samples in the dataset, and 700×4 samples and 324×512 q − 4 samples are included in the training set and test set, respectively.
2) TWO-RECEIVER CASE
Coil 1 connecting to a resistor Z L1 = 5 represents the first receiver to be charged, while coil 2 connecting to a resistor Z L2 = 10 represents the second receiver to be charged. The sample generation and parameters for the two-receiver case are similar to that for the one-receiver case except that q = 16 is chosen in order to improve the prediction accuracy.
B. SIMULATION RESULTS
The aforementioned RF and DNN algorithms are trained by the generated training set, and then applied to predict the receiver positions. Both the prediction accuracy and training duration are measured by NVIDIA Quadro P4000 and the results are analyzed as follows.
1) ONE-RECEIVER RESULTS
The prediction accuracy and training duration of the two algorithms versus the number of training samples are shown in Figs. 3 and 4 , respectively. We can see that, with the increasing number of either training samples or activation patterns in each sample, the prediction accuracy is improved at the cost of longer training duration. With q = 16, both RF and DNN perform well and can achieve the accuracies of 94.05% and 95.99%, respectively.
On the other hand, the relative error η −η /η between the predicted PTEη and the optimal PTE η is calculated. The calculated results show that the average relative error of the 324 test samples is smaller than 1%, and the standard deviation is about 0.005.
2) TWO-RECEIVER RESULTS
The prediction accuracy of both RF and DNN algorithms under the two-receiver case are illustrated in Fig. 5 . There are C 2 N 2 = C 2 16 = 120 possible cases when two receivers are charged on the receiving plane in contrast to C 1 N 2 = C 1 16 = 16 possible cases of single receiver. It is extremely difficult to train the RF module when only 700×4 samples are included in the training set. Therefore, RF algorithm fails to predict the receiver positions, which can be seen from Fig. 5 . However, the prediction accuracy of RNN algorithm is still very good.
VI. CONCLUSION
This letter studies the WPT system where a transmitter consisting of a controllable coil-array transfers energy to multiple single-coil receivers. In order to maximize the system PTE of the multiple receivers with unknown positions, a machine learning-assisted strategy is proposed by leveraging both offline search and online learning. The offline search for the optimal activation pattern of transmit array is first given for the known receiver positions; on the other hand, the receiver positions are online predicted by some machine learning algorithms, such as RF and DNN. The prediction accuracy and training time of both RF and DNN algorithms are given and they indicate that both algorithms perform well for the single-receiver case, however only DNN works well for the two-receiver case. 
