Bayesian Poisson probability distributions forn can be analytically converted into equivalent chi-squared distributions. These can then be combined with other Gaussian or Bayesian Poisson distributions to make a total chi-squared distribution. This allows the usual treatment of chi-squared contours but now with both Poisson and Gaussian statistics experiments. This is illustrated with the case of neutrino oscillations.
I. INTRODUCTION
In analyzing the joint probability for mutual experimental results or for parameters, often a number of Poisson statistics experiments with a low number of events may be mixed with Gaussian experiments with high numbers of events. It is desirable to combine both types in a way to maintain the simplicity of a chi-squared distribution for all of the experiments. In this paper we show a simple mathematical identity between the Bayesian Poisson distribution for the average and an associated chi-squared distribution that allows us to accomplish this.
We then apply this to the case of neutrino oscillation experiments with few events requiring a Poisson treatment and find the form of the addition to χ 2 from the Poisson experiments to combine with Gaussian treated experiments to form a combined χ 2 to study the oscillation and mixing parameters. Having achieved the general result of including Poisson experiments with Gaussian experiments, we then solve the simplest analytical cases for linear parameter dependences in the appendices.
In section 2 we review the method for joining two chi-squared distributions into a joint chi-squared distribution. In section 3 we review using Bayes' theorem to find the Bayesian
Poisson distribution for the average. In section 4 we show the exact equivalence of the Bayesian Poisson distribution for the average to a chi-squared distribution. We also show the domain of accuracy when a background is present. In section 5 we derive the joint probability distribution for combining a single Bayesian Poisson distribution for the average with a chi-squared distribution. In section 6 we then use the results of section 2 to combine in general the Bayesian Poisson distributions for averages with chi-squared distributions from Gaussian distributions. In section 7 we apply the method to the analysis of neutrino oscillation experiments with small numbers of events. In section 8 we present our conclusions.
Several appendices complete the necessary tools with expanded probability tables. Others solve the simplest analytic cases for contributions linear in the physical parameters.
Appendix A reviews the comparison of the integrated probability of the Bayesian Poisson distribution for the average with the classical Poisson sum which is often used. Appendix 
II. METHOD OF JOINING TWO CHI-SQUARED DISTRIBUTIONS
First we show the result that will allow us to join Poisson distributions for the averages when we relate them to chi-squared distributions. We show that the chi-squared distributions convolute to form a joint chi-squared distribution.
The basic chi-squared distribution with N degrees of freedom is
with norm
The convolution integral for combining two chi-squared distributions for N 1 and N 2 to produce a joint chi-squared distribution is
where χ 
Using the formula for the t integral, which is a beta function equal to The analogous formula for joining two Poisson distributions, with averagesn 1 andn 2 to produce n t total events is P (n t ;n t ) = nt n 1 =0 P (n 1 ;n 1 )P (n t − n 1 ;n 2 ),
wheren t =n 1 +n 2 .)
III. POISSON DISTRIBUTION AND BAYES THEOREM FOR LIMITINGN
According to Bayes' Theorem [1] [2] [3] , the probability for a given "theoretical parameter average"n given an observed number of events n, P (n; n), is proportional to the probability of observing n events from a Poisson distribution with an average number of eventsn, or P (n;n) [4] . The latter is
The probability distribution forn, P (n; n), is proportional to this [5] , subject to the normalization condition that the probability for all possiblen should integrate to unity ∞ 0 dnP (n; n) = 1.
This is satisfied by the formula for P (n;n) without further renormalization, since the integral is seen to be the form for Γ(n + 1)/n! = 1. Thus we have the normalized distribution forn which we call the Bayesian Poisson distribution for the average [6] .
IV. CONNECTION OF THE BAYESIAN POISSON DISTRIBUTION FOR THE AVERAGE TO A CHI-SQUARED DISTRIBUTION
We will show a mapping of the variables (n, n) from a Bayesian Poisson distribution for the average to (χ 2 , N) for a chi-squared distribution that keeps the identical probability distribution and integration of the Poisson distribution, but is now in a chis-squared form.
This may be used by itself using usual chi-squared probabilities and contours, or included with other chi-squared joined experiments by the convolution integral in section 2.
The chi-squared distribution to be integrated over dχ 2 for N degrees of freedom is
This is identical to then distribution to be integrated overn
with the identification ofn
and n = N/2 − 1, or N = 2(n + 1).
The equivalency of the two forms is noted in the Particle Data Group article on statistics [7] , but they do not use it to merge experiments into a chi-squared distribution. The identity includes the integrals over ranges of probabilities inn or equivalently in χ 2 using
Thus a Poisson with n events now counts mathematically as a chi-squared distribution with N = 2n + 2 degrees of freedom.
If the prior probability is of a logarithmic, power law preserving form preferred by statisticians, P (n) = 1/n, then the normalized Bayesian Poisson distribution for the average is directly seen to be the same as that for the uniform prior for n − 1 events, P (n; n − 1) [1] .
Since the Poisson form was the only requirement for the above connection between Bayesian
Poisson and chi-squared distributions, the results still hold for the logarithmic prior, but with n replaced by n − 1, so that N P −log = 2n.
For cases with an unknown mean signal number of eventsn S plus an exact known background averageB, the Bayesian Poisson distribution for the mean (n S +B) when n T events are observed is [8] P (n; n T ) = (n S +B)
where Γ(n T + 1,B) is the incomplete Gamma function. This results from the normalization over only non-negative values ofn S . However, this factor could ruin the simple convolution properties on which this paper is based. In cases whereB is small and n T a few events, this correction is small and the Γ(n T + 1,B) can be replaced by n T ! with little error, and the simple formulas of this paper can again be used with n = n T andn =n T =n S +B. To see when this occurs we note that
For smallB the above correction factor to n T ! has leading term (1−B n T +1 /(n T +1)!), giving hope of its being small if n T is not very small andB is. One way to state this is to give the value ofB for each n T at which the correction factor becomes a given value. The following Table I gives the values at which the correction factor becomes 5% and 1%. 
V. DERIVATION OF JOINT PROBABILITY FOR A BAYESIAN POISSON DISTRIBUTION FOR THE AVERAGE AND A CHI-SQUARED DISTRIBUTION
Here we demonstrate the derivation of the product probability for the case of one Poisson distribution for the average with a chi-squared distribution for χ 2 G with N G degrees of freedom formed either from Gaussians or from joint Gaussian and Poisson distributions. The integrated product probability is
We convert the integral over the averagen to the variable χ 2 P = 2n and rewrite using section
with N P = 2n + 2. Into the new integral we now introduce the total χ 2 by inserting 
By the chi-squared convolution integral, the second integral is f N P +N G (χ 2 ), which is the resultant probability distribution for this case, with
The result is an exact joint chi-squared probability combining a Poisson experiment with a chi-squared distribution from previously combined experiments.
VI. MERGING BAYESIAN POISSON AND CHI-SQUARED DISTRIBUTIONS
Now that we have a f N (χ 2 ) distribution Eq. (9) that is equivalent to a Bayesian Poisson parameter distribution in value and in its probability integral, we can merge this (independent of its origin) with other chi-squared distributions using Eq. (3), the convolution, to obtain the final χ 2 distribution.
The results can now be used, for example, in finding χ 2 contours corresponding to various confidence levels. We must remember that a single Poisson experiment with a uniform prior now counts as N = 2(n + 1) degrees of freedom, where n is the number of observed events in the Poisson distribution. While this sounds counter-intuitive, we recall that the form of the χ 2 distribution that we are using also has χ 2 replaced by 2n, and with the above replacements, χ 2 per degree of freedom N or χ 2 /N = 2n/(2(n + 1)), approaches 1 at large n since n is within √n ofn.
If M P is the number of Poisson experiments with n i events in the i'th experiment, we associate with each N i = 2n i + 2 degrees of freedom. We call the associated theoretical
Poisson averagesn i . The total Poisson degrees of freedom becomes
With the alternate choice of a logarithmic prior, . The result will use the joint chi-square
From successive convolutions in Eq. (3), the combined chi-squared distribution for the Poisson plus Gaussian distributions is finally
We emphasize that these results are an exact treatment, not involving large n or other approximations. As in the standard treatment, if N par is the number of parameters that are being fitted, then the number of degrees of freedom is dof = N = N G + N P − N par . In Appendix B we show how the χ 2 limits at various confidence levels for two-sided distributions are related to Poisson sums. In Appendix B we give an expanded Table II that can be used for two-sided χ 2 limits at given confidence levels. In Appendix C an expanded table for single-sided χ 2 values or χ 2 contours for N up to 25 corresponding to various confidence levels. In the respective appendices we also give Mathematica programs to be used for larger N or other confidence levels.
This method has been applied in analyzing the constraints of many experiments on new flavor changing neutral current models of CP violation in B meson decay asymmetries [9] .
There, all experiments have a Gaussian distribution, except for an experiment [10] where one event has been seen in K + → π + νν and is treated with an additional χ 2 P = 2n and adding four degrees of freedom. In that case,n is a function of the down quark mixing matrix elements as are the other experiments. That analysis also provides an example of the sensitivity to the choice of a uniform or logarithmic prior probability distribution. With the uniform prior, the total number of degrees of freedom is seven, and the chi-squared limits are at 8.2, 12.0, and 14.3 for 1-σ, 90% (1.64-σ), and 2-σ confidence levels, respectively. With the logarithmic prior, the total number of degrees of freedom decreases by two to five, and the chi-squared limits are at 5.89, 9.24, and 11.3, for the 1-σ, 90%, and 2-σ confidence levels, respectively. The chi-squared per degree of freedom ratios stay withing 10% of each other between the two cases. However, use of the logarithmic prior does move the contours in by two to three units or about 1/2 of a standard deviation, and thus gives tighter bounds.
Parenthetically we add that in the limit of large n andn, just as the Poisson distribution becomes a Gaussian, so does the equivalent chi-squared distribution. The chi-squared distribution in Eq. (9) becomes
where in our variables σ =n
Since |ξ| is confined to the order of σ for large n andn, the difference |N/2 − 1 − χ 2 /2| is confined to the order of χ 2 /2 or N/2 for large N and χ 2 .
VII. NEUTRINO OSCILLATION EXPERIMENTS
Here we shall see that using the combined Poisson method for small numbers of events per bin leads to a result which considers only the total number of events in a single Poisson distribution, and makes the two methods identical.
A. Appearance Neutrino Oscillation Experiments
For example, we consider a ν µ → ν e appearance experiment. Let n 0 i be the number of expected ν µ in the i'th bin at energy E i , n i the number of observed events in that bin, and b i the known background in that bin. With the two neutrino oscillation formula, the average number of electrons in that bin will bē
By the method of expressing Bayesian Poisson's in the chi-squared formalism, we get the total chi-squared as a linear sum of expected events for each bin from Eq. 14, if the b i are sufficiently small
Also, the number of degrees of freedom is twice the total number of observed events n when using the logarithmic prior
The sum of background events is denoted by B = i b i .
With small bin size ∆E i , n 0 i = (dn/dE)∆E i , and the sum of the expected number of events at full mixing can be converted into an integral
So we now have a binning independent form for χ 2 from the sum over bins
and a binning independent number of degrees of freedom N = 2n. The probability distribution is now
We set 90% CL limits using a one-sided CL if there is no signal, and a two-sided CL if there is a signal. For the one-sided CL limit, the average backgroundB has to be less than or equal to 0.05 events for the n T = 0 Poisson to be accurately normalized.
Going backwards from a chi-squared distribution to its equivalent Poisson distribution, this chi-squared result is equivalent to a Bayesian Poisson distribution for the average with
with n events observed. This is the same as the usual approach of grouping all events into one bin of the total number of events, which is used if there are few events. As in the case of Eq. 14, B must be small enough not to significantly affect the normalization.
B. Disappearance Neutrino Oscillation Experiments
For a disappearance experiment, the expected number of events per bin is
Using the same sums as for the appearance experiment, and defining the sum of the coefficients of the 1 term or the total number of expected neutrino events without oscillation
we have the probability distribution
If the total number of events is large enough to use a Gaussian approximation, these are then the same results as using a single Gaussian in the usual method for comparing the total number of events with and without oscillation. But even with a limited total number of events, the formulas above with a chi-squared distribution are an improvement over a Gaussian, as long as the background b i are small enough in each bin.
C. General Comments on Oscillation Results
What we have achieved is that for a small number of events, we have found the χ 2 P for the Poisson neutrino appearance and disappearance experiments, Eqs. (27) and (32),
respectively, that can be added to χ 2 from other Poisson or Gaussian neutrino experiments to determine neutrino oscillation and mixing parameters using standard χ 2 methods with 2n extra degrees of freedom as in the logarithmic prior case. The drawback is that the result is equivalent to a comprehensive bin in energy containing all events. When the number of particles per each energy bin becomes significant, it is better to use a Gaussian for each bin to derive information contained in the detailed energy spectrum.
D. One-Sided Chi-squared Limits on Oscillation
We find a contour in the (sin 2 (2θ), δm 2 ) plane where for the probability distribution f 2n (χ 2 ) the amount of probability contained in the major part is the confidence level CL. The appropriate one-sided chi-squared limits χ 2 CL + (2n) for n observed events and N P = 2(n + 1) for a uniform prior or N P −log = 2n for a logarithmic prior are found in Table III of Appendix C.
Appearance Experiment
In practice, for each δm 2 we find the value of sin 2 (2θ) such that the bound becomes an equality 2 sin 2 (2θ)n 0 (δm
CL + means that for a 95% CL limit, only 5% is left off of the upper part of the distribution.
The excluded region is where the left-hand-side is larger than the chi-squared upper CL limit, giving an upper bound on sin 2 (2θ).
Disappearance Experiment
Here, the excluded region is where the left-hand-side is smaller than the chi-squared lower CL limit, and the allowed region is
which again restricts the result with an upper bound on sin 2 (2θ).
E. Large n Gaussian Approximation
While the previous results were accurate for small b i , for large n we may use the approximation that the chi-squared distribution resembles a Gaussian distribution near its peak
A one-sided 95% CL limit which leaves 5% on one side, is at the same deviation (in χ 2 /2) from the center of the Gaussian as the usual two-sided 90% CL limit which leaves 5% on both sides. This occurs at
This yields the chi-squared limits below. Since the multiplier term of sin 2 (2θ) can average to a half or be less than that, values of sin 2 (2θ) greater than one can be reached in these limits, and they must be cut off at one.
For appearance experiments, the two sided 90% CL limits are
For disappearance experiments, the two sided 90% CL limits are
For one-sided 90% CL limits we use 1.28σ.
VIII. CONCLUSIONS
In conclusion, we have shown how the simplicity of the Bayesian χ 2 analysis can be exactly extended to include experiments with a small number of events which are described by a Bayesian Poisson distribution for the average. This precise analytic treatment (provided the background is small) is useful since it uses the simple chi-squared treatment for all experiments, even if some experiments have too few events to be a standard Gaussian. We have provided useful tables for the method by extending them to larger n to accompany the larger number of degrees of freedom used. We have analyzed neutrino oscillation experiments and showed how the analytic combination of Poisson bins through the equivalent chi-squared distributions leads to the standard Poisson result for the total number of events. However, using the equivalence to a chi-squared distribution, we have found the appropriate χ for the uppern limit is to sum the Poisson distributions P (n;n) from n + 1 events to infinity, when the number of observed events is n, and use it as the probability forn when n is greater than n. We show that the Bayesian Poisson parameter distribution Eq. (8) integrated from zero to a cutoff n c agrees with the above formulation [1] . First we do the integrated probability forn from n c to infinity by integrating e −n by parts
= P (n; n c ) + I(n c ; n − 1).
Continued integration by parts shows that the integral over a semi-infinite interval beginning at n c of the Bayesian Poisson parameter distribution is [1, 11] I(n c ; n) = P (n; n c ) + P (n − 1; n c ) + . . . + P (0; n c ).
The two methods are now seen to be equivalent usingn = n c and the fact that the Poisson
from Eqs. (7) and (A3).
For n the number of observed events, the rule for the "1-σ" upper limit on n c is to find n + c such that 84% of the time there would be greater than n events. Since "1-σ" means 32%
is outside the central region, 16% should occur on one side. Thus the sum from n + 1 to infinity is set equal to 0.84
from Eq. (A6). So for the upper "1-σ" limit, n 
With the prior chosen to be 1/n, the lower limits agree but not the upper [1] .
APPENDIX B: TABLE OF BAYESIAN POISSON CENTRAL LIMITS FOR THE AVERAGE AND TWO-SIDED CHI-SQUARED LIMITS
The Comparing Eq. A1 with the results of section 4 we have the relation between the Poisson integral over the average and the equivalent chi-squared integral at a given confidence level,
with (χ 
So in both cases, we can get the χ 2 limits from Table II also by using For the case where the theoretical values for the mean in the Gaussian and Poisson distributions are linear in parameters to be fitted, the minimum of χ 2 and its quadratic expansion about the minimum can be found analytically using the same method as for pure
Gaussian distributions [12, 13] . While this may prove useful, in the usage here, however, the maximal probability of the χ 2 distribution is not at the minimum χ 2 , but at χ 2 ≈ n.
In the method of expressing Poisson distributions for the average as χ 2 distributions in this paper, the final χ
, and (D1)
where α is the set of k parameters α m . The experiments described by (y i , F i ) can even be totally different, and the F i andn ℓ are assumed to be linearly expandable in the parameters
Minimizing χ 2 GP with respect to each α m gives rise to the vector g and matrix V −1 with components
n ℓm , and (D5)
Using the inverse matrix V , the values of the parameters that give the minimum χ 
With one parameter to be fitted, the number of joint degrees of freedom with the equivalent chi-squared method with a uniform prior is N = 2n + 2 + 1 − 1 = 2n + 2 where one degree of freedom is cancelled by the one parameter. For the logarithmic prior, N = 2n + 1 − 1 = 2n, which gives tighter χ 2 limits.
The minimum of χ 2 P G occurs atā
giving the minimum chi-squared
When χ 2 P G is set equal to a certain upper limit boundary at χ 
For physical reasons we may wantā to be positive when c P and c are positive. Looking at x =āc above, we see thatx andā are positive when xx/σ 2 ≥n. In order to use a Gaussian, we expect at least a 3-σ separation of the peak from zero, or x/σ ≥ 3 andx/σ ≥ 3. Thus forn ≤ 9, this method works andā ≥ 0. Forn ≥ 9,n/ √n ≥ 3 and we can start using a Gaussian instead of a Poisson for then experiment. The same reasoning follows through if for example we require a 5-σ separation from zero to use a Gaussian.
APPENDIX F: TWO POISSON DISTRIBUTIONS WITH ONE LINEAR PARAMETER
We approach this problem both from Bayes theorem directly, and from converting the Bayesian Poisson distributions to chi-squared distributions as proposed in this paper. For the latter we then merge the chi-squared distributions to a single chi-square distribution for the linear parameter and then convert that back to a joint Poisson distribution, to compare to the direct approach. For the case of the logarithmic prior we find consistency.
The averages of the experiments are theoretically given by the parameter a with respective known coefficientsn 1 = ac 1 andn 2 = ac 2 . The direct Bayesian result is proportional to the probability for observing the experimental values n 1 and n 2 given a value of a Prob(a; n 1 , n 2 ) = P (n 1 ; ac 1 )P (n 2 ; ac 2 )P (a)/(P (n 1 )P (n 2 )) ∝ (ac 1 ) n 1 (ac 2 ) n 2 e −ac 1 e −ac 2 P (a)
∝ (a(c 1 + c 2 )) (n 1 +n 2 ) e −a(c 1 +c 2 ) P (a)
∝ P (a(c 1 + c 2 ); n 1 + n 2 )P (a).
For the uniform prior, P (a) = 1, the normalized result is P (a(c 1 + c 2 ); n 1 + n 2 ), integrating over da(c 1 + c 2 ). For the logarithmic prior with P (a) = 1/a, the normalized result is the same as the uniform prior with total n lowered by 1, or P (a(c 1 + c 2 ); n 1 + n 2 − 1), integrating over da(c 1 + c 2 ).
If we now start with the method in this paper, we take the joint Bayesian result as the product of the Bayesian Poisson for each experiment as if they were independent, P (ac 1 ; n 1 )P (ac 2 ; n 2 ) times either the uniform prior dn 1 dn 2 or the logarithmic prior dn 1 dn 2 /(n 1n2 ). The logarithmic prior is equivalent to P (ac 1 ; n 1 − 1)P (ac 2 ; n 2 − 1) with a uniform prior. Converting the uniform case to chi-squared distributions gives the convolution of the product f 2n 1 +2 (2ac 1 )f 2n 2 +2 (2ac 2 ) leading to f 2n 1 +2n 2 +4 (2ac 1 + 2ac 2 ). Converting this back to a Poisson distribution for the average gives P (ac 1 + ac 2 ; n 1 + n 2 + 1) for the uniform prior, which is inconsistent with the direct uniform Bayesian result in the previous paragraph. For the logarithmic prior, converting to chi-squared distributions gives the convolution of the product f 2n 1 (2ac 1 )f 2n 2 (2ac 2 ) which is f 2n 1 +2n 2 (2ac 1 + 2ac 2 ). Converting this back to a Poisson distribution for the average gives P (ac 1 + ac 2 ; n 1 + n 2 − 1) ∝ P (ac 1 + ac 2 ; n 1 + n 2 ) da(c 1 + c 2 )
which is consistent with the direct Bayesian result for the logarithmic prior in the previous paragraph.
In the combined form as a single Bayesian Poisson distribution for the average, both upper and lower limits on a for a given central confidence interval can be found using the table in appendix B. The case where no events were observed in either experiment can also be dealt with using one-sided bounds, which are also given in appendix B.
