We present a general formulation for estimation of the region of attraction (ROA) for nonlinear systems with parametric uncertainties using a combination of the polynomial chaos expansion (PCE) theorem and the sum of squares (SOS) method. The uncertain parameters in the nonlinear system are treated as random variables with a probability distribution. First, the decomposition of the uncertain nonlinear system under consideration is performed using polynomial chaos functions. This yields to a deterministic subsystem whose state variables correspond to the deterministic coefficient components of the random basis polynomials in PCE. This decomposed deterministic subsystem contains no uncertainty. Then, the ROA of the deterministic subsystem is derived using sum of squares method. Finally, the ROA of the original uncertain nonlinear system is derived by transforming the ROA spanned in the decomposed deterministic subsystem back to the original spatial-temporal space using PCE. This proposed framework on estimation of the robust ROA (RROA) is based on a combination of PCE and SOS and is specially useful, with appealing computation efficiency, for uncertain nonlinear systems when the uncertainties are non-affine or when they are associated with a specific probability distribution.
INTRODUCTION
One of the most important characteristics for a nonlinear system is its behavior around its equilibrium points. When the equilibrium point is asymptotically stable, one is often interested in finding the exact Region of Attraction (ROA) around the equilibrium point, which in most cases proves to be extremely diffi- * Address all correspondence to this author. cult, if not impossible. The ROA can be estimated by constructing a Lyapunov function for the nonlinear system [1] . For example, region of attraction can be estimated by finding the largest level set of the Lyapunov function whose time derivative is negative [2, 3] . In practice, almost all systems are affected by uncertainties, which may be caused by approximations in modeling or measurement errors. Therefore, one has to include the effects of the uncertainties on the ROA by estimating a robust region of attraction (Robust ROA or RROA) for the uncertain nonlinear system.
Estimating robust region of attraction has been conducted in a series of papers [4] [5] [6] [7] [8] . In [4] , a generalized Zubov's method was applied and in [5] , an iterative algorithm was developed to compute the RROA considering time-varying uncertainties. In recent years, several researchers applied the SOS method in computing invariant subsets of region of attraction for uncertain polynomial systems [6] [7] [8] . In [6] , polytopic-uncertain polynomial systems (whose uncertainties vary in a polytope) were considered and a set of LMIs were derived based on SOS relaxation to find a common or parameter-dependent Lyapunov function by which the robust region of attraction can be computed. References [7, 9] also considered parameter-dependent Lyapunov functions. A common Lyapunov function approach was used in [8] , where a two-step algorithm was developed for searching an suboptimal solution: first a Lyapunov function was computed for a finite sample of systems and in the second step, the largest sublevel set was computed by solving smaller decoupled affine semi-definite programs. Two types of uncertainties, uncertainty with local polynomial bounds and polytopic parameter uncertainty were considered in [8] .
Note that in [6] [7] [8] , the parameter uncertainties are assumed to enter the polynomial systems in an affine form and polytopicparameter uncertainties were considered. In this paper, we consider uncertain parameters that can be random variables with a probability distribution and they enter the polynomial system not necessarily in a linear way. Inspired by polynomial chaos expansion (PCE) for uncertain nonlinear systems, we present a general formation for estimating the robust region of attraction of an uncertain polynomial system using a combination of PCE and SOS. PCE was originally proposed by Wiener in [10] , where the random space associated with the uncertainties can be expanded using orthogonal polynomial functionals, known as polynomial chaos functions. Wiener specifically used the Hermite polynomials for Gaussian random variables. The results were later extended to include other probability distributions as well [11, 12] . Using the orthogonal polynomials, the system can be decomposed entirely into a set of deterministic functions of the spatialtemporal variables multiplied by random basis polynomials. This is specially useful when the uncertainties in the nonlinear system are non-affine.
In this paper, for an uncertain polynomial system, we first decompose the system into deterministic and stochastic components using PCE. Then SOS method is applied to derive the region of attraction for the decomposed deterministic subsystem, and then the robust region of attract for the original uncertain nonlinear system is computed by transforming the region of attraction spanned in the decomposed deterministic subsystem back to the original spatial-temporal space using PCE.
The organization of the paper is given as follows: in Section 2, the preliminaries of the generalized polynomials are reviewed. The Askey-chaos representation of a polynomial system is given in Section 3. The problem of estimating the ROA using the SOS method is studied in Section 4 . A numerical example is provided in Section 5 to illustrate the application of the polynomial chaos functions. Conclusions are drawn at the end.
THE GENERALIZED POLYNOMIAL CHAOS FUNC-TIONS
We first review some preliminaries of the hypergeometric orthogonal polynomials based on the notation in [13] . Let (a) n be the Pochhammer symbol defined by:
In terms of Gamma function, we can write the above equation as
The generalized hypergeometric series r F s is defined by r F s (a 1 , . . . , a n ;
where
Some examples of the hypergeometric series are the exponential function ( 0 F 0 ) and the binomial series ( 1 F 0 ). The original chaos expansion theorem by Wiener assumed random variables with Gaussian distributions. It employed Hermite polynomials, which are from the family of 2 F 0 hypergeometric polynomials, to construct the orthogonal random space. The theorem was later extended in [12] to non-Gaussian distributions using orthogonal polynomials from the Askey scheme, which classifies the hypergeometric polynomials in (1). The hypergeometric polynomials associated with the generalized polynomial chaos are given by [12, Table 1 ].
Let A n (θ 1 , . . . , θ n ) be a function of independent random variables θ = [θ 1 , . . . , θ n ] T , where A n denotes the Askey-chaos polynomial of order n. A general second-order random process (i.e. a stochastic process with a finite variance) can then be written as [12] :
where H n (· · · ) denotes the n th -order homogeneous Askey-chaos polynomial in terms of random variable ζ = (ζ i 1 , ζ i n , . . .) which are functions of the random parameter θ. Equivalently, we can write the above equation as
The superscripts (·) (i) is used to denote the i th basis of the random space constructed by the Askey-chaos polynomials
The polynomials from the Askey scheme form a complete basis in the Hilbert space defined over their support and converge in the L 2 sense to any L 2 functional [14] . Moreover, the polynomials are orthogonal with respect to each other, i.e.
where δ i j is the Kronecker delta function and ·, · denotes the inner product defined by
W (ζ) in the above equation denotes the distribution function corresponding to the specific Askey-chaos polynomial basis {φ (i) } (for a list of probability distribution functions and their corresponding Askey-chaos polynomial, the reader is referred to [12] ).
THE ASKEY-CHAOS REPRESENTATION OF AN UN-CERTAIN POLYNOMIAL SYSTEM
Consider the uncertain polynomial systeṁ
where x ∈ R n denotes the spatial dimensions and θ ∈ Θ m denotes the uncertain parameters. Since f is in polynomial form, we can equivalently write (4) aṡ
wherem i denotes the number of monomials in f i . By applying the truncated polynomial chaos expansion in (2) to x(t; θ) we get,
where P is the number of expansion terms and can be computed based on the dimension of the random space ζ as well as the highest order of polynomial p in φ. The vector spanning the subspace associated with the homogeneous polynomial of degree d in ζ(θ) has m+d−1 m−1 elements and therefore, the total number of expansion terms in (6) can be written as
To find each component of x (i) , we take the inner products of (6) and φ (s) , which yields
Since the polynomial vectors φ are orthogonal, we obtain
where |φ (s) | 2 = φ (s) , φ (s) . Taking the derivative of each component of x (s) with respect to time yieldṡ
By combining (5), (6) and (8), we get,
Note that if β k = 0 for some (i, j, k), then x k does not appear in the j th monomial ofẋ i (since its power is zero). As a result, the last product in (9) can be replaced by 1.
Then, by applying the PCE, the original nonlinear system in (4) reduces to,
whereñ = nP. Note that the above system defines a new set of ordinary differential equations (ODEs) that are completely decomposed from the uncertainties and can be solved numerically for a given initial condition.
ESTIMATING THE ROBUST REGION OF ATTRACTION
Following the results of the previous section, we first decompose the uncertain polynomial system to obtain the nonlinear system in (10) . We then apply the SOS method to compute the invariant subset of ROA of (10) . Finally, the RROA is derived by taking the intersection of the ROAs. The following Lemma can be used to find the invariant sets of (10).
Lemma 1 ( [7]). Consider the nonlinear system in (10). If there exists a continuously differentiable function V
then for allx(0) ∈ Ω, the solution of (10) exists and converges to the origin as t → ∞. As such, Ω is a subset of the ROA.
The largest estimate for the ROA can then be found by enlarging a given region Ψ µ {x ∈ Rñ | q(x) ≤ µ} ⊆ Ω. Let R n denote the set of polynomials with real coefficients in R[x 1 , . . . , x n ].
To enlarge the ROA, we can modify Lemma 1 into the following optimization problem
The above optimization can be expressed as a set of empty set conditions. An algebraic relation can then be derived for the empty set conditions using the Positivstellensatz theorem [15] . Let Σñ denote the set of all sum of squares (SOS) polynomials in Rñ. Then, the SOS problem associated with the optimization problem above can then be written as ( [7] ),
where l 1 and l 2 are positive definite polynomials inx and are selected beforehand. Note that (11) is a bilinear optimization problem since the coefficients of s 1 are multiplied by µ. Here, we iteratively solve (11) in two stages. First, we solve (11) for a fixed µ, s 2 and s 3 and find V and s 1 . Next, we solve (11) again, this time maximizing µ and finding s 2 and s 3 while keeping V and s 1 constant. We repeat the two stages until the change in µ is less than a preset value. Once a solution is reached, the largest invariant set can be computed by computing the level set of V (x) = 1. In terms of the original system in (4), the parameter-dependent ROA can be computed as,
The parameter-dependent ROA can be easily evaluated using numerical methods, e.g. Monte Carlo simulations. Moreover, the worst-case robust ROA (RROA) can be determined by intersecting the parameter-dependent ROAs over the entire set of admissible uncertainties. Note that since x is completely decomposed, SOS in (11) is only needed to be solved once inx space. A naive (brute force) scheme, however, may require to solve a SOS for each sample θ in the original space to derive a Lyapunov function and its corresponding level set. In the first step of the twostep algorithms proposed by [8] , a common Lyapunov function was searched for a number of sample systems, which required to solve a number of SOS conditions simultaneously; due to the capacity limitation of existing SDP solvers, the number of sample systems used to search the common Lyapunov function could be limited, which could affect the efficacy and thus increase conservatism of the proposed algorithm in [8] .
NUMERICAL EXAMPLE
Consider the polynomial system (12) where ξ ∈ [0, 1]. Since ξ can take any value on the interval of 0 to 1, we assign to it a uniform distribution between 0 and 1. The Askey-chaos polynomials corresponding to the uniform distributions are the Legendre-chaos polynomials [12, Table 1 ], which are denoted by L n and are the solution of the Legendre's differ-
The expression for L n can be also found recursively using the recursion formula (n + 1)L n+1 (λ) = (2n + 1)λL n (λ) − nL n−1 (λ) with L 0 (λ) = 1 and L 1 (λ) = λ. Note that the Legendre-chaos polynomials are defined for a uniform distribution over [−1, 1]. We therefore apply the following change of variable:
where θ is a random variable with uniform distribution over [−1, 1]. By replacing the above equation in (12) we get
Consider the polynomial chaos expansion in (6) . Since there only exists one uncertainty in the system (m = 1), the total number of expansion terms for up to p th degree polynomial in {φ} is given by P = ∑ p d=0 d 0 = p + 1. Using (9) we have,
As the uncertainties are up to second degree in the nonlinear system, we choose p = 2. Also in the SOS problem (11), we choose V to be a second degree polynomials inx, s 1 and s 3 as positive constants and choose s 2 to be a fourth degree polynomial. Figure 1 shows realizations of the parameter-dependent ROAs for some ξ ∈ [0, 1] (solid lines) along with the robust ROA (shaded area). The dotted line represents the approximation in [6] . As the figure shows, the two regions closely match each other. Note that, in general, the size of the LMI problem in [6] grows by 2 n v , where n v denotes the number of vertices of uncertainties. In comparison, using the PCE, the size of the problem grows according to (7) . 
CONCLUSIONS
A general formulation for estimation of the region of attraction using the sum of squares method and polynomial chaos expansion was presented for an uncertain polynomial system. The presented approach allows one to fully decompose the spatial-temporal variables from the uncertainties. By doing so, a parameter-dependent ROA and the corresponding worst-case Robust ROA can be computed when the system's dependence on uncertain parameters is not affine and the uncertain parameters are random variables with a certain probability distribution function.
