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しながら，その時間計算量はノード数 |V |, エッジ数 |E|, ビー
ム幅 β，パラメータ dに対してO(2(|E|/|V |)
d)N2β)となる．こ















•高速性：計算量を O(dβ2η log β log(βη))(ただし，η =































Vw(w) 属性 w を含むノードの集合
β ビームサーチにおけるビーム幅
∆k k-truss の集合
∆∗,d (∗, d)-truss の集合




A とし，各ノード v ∈ V は属性集合 attr(v) ⊆ A を持つ．ま
た，表 2に本稿で用いる主な記号とその定義について示す．
2. 1 問 題 設 定
本節では本研究で扱う問題である F-ATC問題 [9]を説明する．
属性付きコミュニティ検索では，クエリ Q = (vq,Wq)が与え




(1) 部分グラフ H は，全てのクエリノードを含む．
(2) 部分グラフ H 内のノードは互いに密に接続する．
(3) 部分グラフ H はクエリ属性を持つノードを多く含む．




supG(e)をエッジ e(u, v)を辺に持つ三角形 (3部クリーク)の数
とする．k-truss集合 [6]∆k は次の部分グラフ集合である．
∆k = {G′ ⊆ G|∀e ∈ E(G′), supG(e) > (k − 2)}.
また H ∈ ∆k である部分グラフ H は k-trussであるという．
すなわち，k-trussは部分グラフ H の凝集性を内部の辺が構成
する三角形の数によって評価する．
定義 2 (query distance)
ノード u, v 間の最短路の長さを，distG(u, v)で表す．未接続の
場合は，+∞と定義する．このとき，部分グラフ H ⊆ Gにお
いて，ノード v ∈ V からH の各頂点 u ∈ H への query distance
を distH(H, v) = maxu∈H distH(u, v)とする．
query distanceはクエリノードに対して部分グラフ中の最も離れ
たノードとの距離を表す．
定義 3 ((*, d)-truss)
クエリノード vq およびパラメータ d が与えられたとき，(*,
d)-truss集合∆∗,d は以下のように定義する．
∆∗,d = {G′ ⊆ G|G′ ∈ ∆k, vq ∈ V (G′), distG(G′, vq) <= d, k >= 2}.
また定義 1に示した k-trussと同様に，部分グラフHがH ∈ ∆∗,d
であるならば，H は (*, d)-trussであるという．
提案手法では定義 3 を用いて，性質 (1)，(2)，および (4) の指
標とする．最後に性質 (3)を示す属性の評価指標を定義する．































からビーム幅 β に応じて最良の β 個だけ部分グラフをポップ
する．それぞれの部分グラフついてその部分グラフとその隣接






際の元のグラフとの Attribute Score関数の差分を定義 5に示す
Attribute Expansion Gainを用いて計算する．
Algorithm 1従来手法
Require: G = (V,E), Q = (vq, attr(vq)), d, β
Ensure: H
1: 優先度付きキュー P, Pprime を P ← ∅, P ′ ← ∅ として初期化;
2: G0 ← ({vq}, ∅), P .enqueue(G0), count← 0, and depth← 0;
3: while P |= ∅ and depth < d do
4: G′ ← P .dequeue(), count← count + 1;
5: NG′ ←
∪
u∈V (G′){v ∈ V |(u, v) ∈ E}\V (G
′);
6: for each v ∈ NG′ do
7: if△f(G′, v, attr(vq)) > 0 then
8: Construct G′′ from G′ and {v};





14: if P = ∅ or count >= β then
15: P ← P ′, P ′ ← ∅, count← 0;
16: depth← depth + 1;
17: end if
18: end while
19: H ← P .dequeue();
定義 5 (Attribute Expansion Gain)
部分グラフH，ノード v /∈ V (H)，及びクエリQ = (vq, attr(vq))
が与えられたとき，Attribute Expansion Gain △f(H, v, attr(vq))
は次のように定義される．
△f(H, v, attr(vq)) =∑
w∈AH∩attr(v)
2|Vw ∩ V (H)|+ 1
|V (H) + 1| −
∑
w∈AH
|Vw ∩ V (H)|2
|V (H)|2 + |V (H)| ,
ここで，AH =
∪










ズムは，2n 個のパターン全てについて定義 5で与えた Attribute
Expansion Gainの計算を行い，最良の β 個の候補を保存する必
要がある．これは大規模なグラフにおけるコミュニティの検索
効率を著しく低下させるボトルネックである．






























グラフ G，および，部分グラフ H ⊂ Gが与えられたとき，H
の隣接ノード集合 N(H)を以下に定義する．




グラフGの部分グラフH ⊆ G，および，ビーム幅 β に対して，
Ci(H) ⊆ N(H)(i = 1, 2, ..., β)を候補コミュニティとする．こ
のとき，H に対する候補コミュニティ集合 C(H)とは，以下を
満たす大きさ β の部分グラフの集合である．
C(H) = {C1(H), C2(H), ..., Cβ(H)} ⊆ 2N(H).
ただし，Ci(H) ⊆ N(H)，i |= j のとき Ci(H) |= Cj(H)．
候補コミュニティ集合は，H の隣接ノード集合 N(H) からい
くつかのノードを H に追加する 2|N(H)| 通りの候補コミュニ
ティを，β 個選んでできる集合である．









f(H ∪ C∗i (H),Wq).
問題定義 2では，β 件による Attirbute Score関数の総和の最大
化を問題としている．この解となる候補コミュニティ集合の β
個の要素となる部分グラフは明らかに Attribute Score関数の大
きな上位 β 個であるため，問題定義 2を解くことで，H に対
する最良の候補コミュニティ集合が求まる．
問題定義 2を解くため，Attribute Score関数の凸性に着目し
ながら，以下の二つの処理を用いて逐次 C∗i (H) を決定する．
ただし，C∗i (H) は f(C
∗
1 (H),Wq) >= f(C
∗
2 (H),Wq) >= ... >=
f(C∗β(H),Wq)を満たすものとする．
• 最も Attribute Score関数の大きな部分グラフ C∗1 (H)の候
補を列挙し，C∗1 (H)を決定する．
• 残った C∗i (H)の候補，および，C∗i (H)にノードを一つ
追加あるいは削除した部分グラフを，C∗i+1(H)の候補とし，最









クエリ属性集合 Wq の部分集合 W ′q ⊆ Wq が与えられたとき，
W ′q のみに属す，すなわちW
′
q の全てに属し，Wq \W ′q の全て
に属さない隣接ノード集合を NW ′q (H)と表す．
次に，(1),(2),(3)について順に振る舞いを確認する．
補題 1 (全てのクエリ属性を持つノード)
全てのクエリ属性を持つ隣接ノード v ∈ NWq (H) について，
f(H) < f(H ∪ {v})が成り立つ．
証明
f(H ∪ {v})− f(H) > 0を示す．
f(H ∪ {v})− f(H)
=
(|Vw ∩ V (H)|+ 1)2
|V (H)|+ 1 −





w∈Wq (|Vw ∩ V (H)|
2 + 2|Vw ∩ V (H)|+ 1)
|V (H)|(|V (H)|+ 1)
− (|V (H)|+ 1)|Vw ∩ V (H)|
2




w∈Wq (2|Vw ∩ V (H)|+ 1)
|V (H)|(|V (H)|+ 1)
−
∑
w∈Wq |Vw ∩ V (H)|
2
|V (H)|(|V (H)|+ 1)
ここで，V (H) > |Vw ∩ V (H)|であるため，
2|V (H)||Vw ∩ V (H)| − |Vw ∩ V (H)|2 > 0.
よって，




w∈Wq (2|Vw ∩ V (H)|+ 1)
|V (H)|(|V (H)|+ 1)
−
∑
w∈Wq |Vw ∩ V (H)|
2
|V (H)|(|V (H)|+ 1) > 0.
であり，補題は成り立つ． 2
補題 2 (クエリ属性を持たないノード)
クエリ属性を持たない隣接ノード v ∈ N∅(H) について，
f(H) > f(H ∪ {v})が成り立つ．
証明
f(H ∪ {v})− f(H) < 0を示す．
f(H ∪ {v})− f(H)
=
|Vw ∩ V (H)|2
|V (H)|+ 1 −
|Vw ∩ V (H)|2
|V (H)| < 0.
よって，補題は成り立つ． 2
補題 1，補題 2より，クエリ属性を全て持つ隣接ノードは部





クエリ属性を一部のみ持つノード v ∈ NW ′q (H) を追加した部
分グラフH ∪ {v}の Attribute Score関数は |Vw ∩ V (H)|，すな
わち H 内の属性 w を持つノードの数に対して下に凸である．
証明
属性 w′ ∈ W ′q に対して，|V ′w ∩V (H)|をW とおく．このとき，












|Vw ∩ V (H)|2






2(W + |V (H) \ V ′w|)(W + |V (H) \ Vw′ |)2
(W + |V (H) \ Vw′ |)4
− 2(W + |V (H) \ V
′
w|)(W 2 + 2W |V (H) \ Vw′ |)













2(W + |V (H) \ V ′w|)(W + |V (H) \ Vw′ |)2




|Vw ∩N(H)|2 < 0.
となるため，第 3項は明らかに正であることから，
(W + |V (H) \ Vw′ |)2 − (W 2 + 2W |V (H) \ Vw′ |)
= |V (H) \ Vw′ |2 < 0.
となり矛盾する．よって補題は成立する． 2
Algorithm 2 ASF-総和の最大化問題の解法
Require: グラフ H，H の隣接ノード集合 VAB , VA, VB , V∅，パラメータ β
Ensure: argmaxSh⊂Sf(H ∪ Sh,Wq)
1: Let優先度付きキュー P ← {VAB ∪ VA, VAB ∪ VB , VAB ∪ VA ∪ VB}
2: Let出力集合Out← ∅
3: Let cnt← 0
4: while P |= ∅orcnt < β do
5: Let h← PopP ()
6: AddOut(h)
7: PushP(GetNeighborState(h))
8: cnt← cnt + 1
9: end while
Algorithm 3 GetNeighborState(h)
Require: グラフ h，H の隣接ノード集合 VAB , VA, VB , V∅
Ensure: グラフ集合 GNS
1: Let GNS ← ∅
2: for all v ∈ h do
3: AddGNS(h \ v)
4: end for
5: for all v ∈ (VA ∪ VB ∪ V∅) \ h do
6: AddGNS(h ∪ v)
7: end for
補題 3に示した Attribute Score関数は，|Vw ∩ V (H)| = 0，ま
たは |NW ′q (H)|のいずれかのとき最大値をとる．
補題 1，2，3により，C∗1 (H)はいずれかのクエリ属性集合の









詳細なアルゴリズムを Algorithm 2に示す．Algorithm 2では，
まず優先度付きキュー P に C∗1 (H) の候補を追加する．次に，
P 内にある C∗1 (H)を取り出し，その近傍状態，つまり C
∗
2 (H)
の候補を Algorithm 3により計算し，P に追加する．これを β
回または P が空になるまで繰り返し，C∗(H)を出力する．
この処理の時間計算量を補題 4にて示す．













コストは O(log(β|N(H)|))である．この処理を β 回繰り返す










提案手法の時間計算量は O(dβ2η log β log(βη))である．(ただ
し，η = min(|V |, (|E|/|V |)d)．)
証明
提案手法のビームサーチは，優先度付きキューによって実装
される．ビームサーチは d 回反復され (O(d))，それぞれの反
復で β 回 Algorithm 2,3 を適用する．補題 4 より，Algorithm
2,3 の時間計算量は O(β|N(H)| log(β|N(H)|)) である．ここ
で，隣接ノード集合の大きさ |N(H)|は，グラフ全体の平均次
数を |E|/|V |とすると，O((|E|/|V |)d)と表せる．また |N(H)|
は |V |を超えないため，より厳密にはO(min(|V |, (|E|/|V |)d))
であり，これを η とする．すると Algorithm 2,3 の時間計算量
は η を用いて O(βη log(βη)) と言い換えられる．優先度付き
キューのサイズは最大 β であるため，提案手法の時間計算量は






















4. 1 実 験 設 定
表 2にデータセットの統計情報を示す．表中の dmax はグラ
フの最大次数を表す．本稿では 2. 2節で述べた先行研究 [9](以
後．Baseline と呼ぶ) と 3 節で述べた提案手法について実行
速度とコミュニティ検索精度を比較する．実装には C++言語
(gcc 8.2.0)を用い，コンパイルオプションは g++ -g -std=c++11
-O3 とした．また，すべての実験は Intel(R) Xeon(R) E5-1620
v4(3.50GHz)，および，16GB のメインメモリを用いて行った．




データセット |V | |E| dmax |A|
Facebook 347 5,038 154 224









































各手法の解となるコミュニティを C,真のコミュニティを Ĉ と
したときの F1-Scoreを以下に定義する．
F1(C, Ĉ) =
2 · prec(C, Ĉ) · recall(C, Ĉ)
prec(C, Ĉ) + recall(C, Ĉ)
ただし，prec(C, Ĉ) = |C∩Ĉ||C| , recall(C, Ĉ) =
|C∩Ĉ|
|Ĉ| とする．




















(a) d = 1




















(b) d = 2




















(c) d = 3




















(d) d = 4




















(e) d = 5
図 2 Facebook データセットにおける実行速度の比較




















(a) d = 1




















(b) d = 2




















(c) d = 3




















(d) d = 4




















(e) d = 5
図 3 DBLP データセットにおける実行速度












(a) d = 1












(b) d = 2












(c) d = 3












(d) d = 4












(e) d = 5
図 4 Facebook データセットにおける F1-Score の比較












(a) d = 1












(b) d = 2












(c) d = 3












(d) d = 4












(e) d = 5









ていることを示唆している．一方で d = 1の場合については，
Baselineよりも提案手法の精度が低下している．これは提案手
法は d = 1 においてはビームサーチによる反復を行わないの
に対し，Baselineはビームサーチによる多様なコミュニティの
検索を行えることが原因であると考えられる．しかしながら，
d = 1の実験結果は Baseline，提案手法共に d >= 2の場合と比
較して精度が低く有用ではないため，これは提案手法が先行研
究に劣ることを示すものではない．
同様に図 5では DBLPにおける F1-Scoreの値を示している．
実行速度についての結果と同様に，先行研究と提案手法の一
部の実験結果は測定できなかった，また，提案手法の精度は















構造を評価する尺度として k-core [5, 12] を用いる手法や，k-
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