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Most realistic fluid flow problems are characterised by high Reynolds numbers
and complex boundaries. Over the last ten years, immersed boundary methods
(IBM) that are able to cope with realistic geometries have been applied to Lattice-
Boltzmann methods (LBM). These methods, however, have normally been applied
to low Reynolds number problems. In the present work, an iterative direct forcing
IBM has been successfully coupled with a multi-domain cascaded LBM in order to
investigate viscous flows around rigid, moving and wilfully deformed boundaries
at a wide range of Reynolds numbers. The iterative force-correction immersed
boundary method of (Zhang et al., 2016) has been selected due to the improved
accuracy of the computation, while the cascaded LB formulation is used due to its
superior stability at high Reynolds numbers. The coupling is shown to improve
both the stability and numerical accuracy of the solution. The resulting solver
has been applied to viscous flow (up to a Reynolds number of 100000) passed a
NACA-0012 airfoil at a 10 degree angle of attack. Good agreement with results
obtained using a body-fitted Navier-Stokes solver has been obtained.
At moving or deformable boundary applications, emphasis should be given on
the influence of the internal mass on the computation of the aerodynamic forces,
focusing on deforming boundary motions where the rigid body approximation
is no longer valid. Both the rigid body and the internal Lagrangian points
approximations are examined. The resulting solver has been applied to viscous
v
flows around an in-line oscillating cylinder, a pitching foil, a plunging SD7003
airfoil and a plunging and flapping NACA-0014 airfoil. Good agreement with
experimental results and other numerical schemes has been obtained. It is
shown that the internal Lagrangian points approximation accurately captures
the internal mass effects in linear and angular motions, as well as in deforming
motions, at Reynolds numbers up to 4 · 104.
Finally, an expanded higher-order immersed boundary method which addresses
two major drawbacks of the conventional IBM will be presented. First, an
expanded velocity profile scheme has been developed, in order to compensate
for the discontinuities caused by the gradient of the velocity across the boundary.
Second, a numerical method derived from the Navier-Stokes equations in order
to correct the pressure distribution across the boundary has been examined.
The resulting hybrid solver has been applied to viscous flows around stationary
and oscillating cylinders and examined the hovering flight of elliptical wings
at low Reynolds numbers. It is shown that the proposed scheme smoothly
expands the velocity profile across the boundary and increases the accuracy of
the immersed boundary method. In addition, the pressure correction algorithm
correctly expands the pressure profile across the boundary leading to very accurate
pressure coefficient values along the boundary surface.
The proposed numerical schemes are shown to be very efficient in terms of
computational cost. The majority of the presented results are obtained within a




A novel 2-dimensional numerical scheme for the solution of the flow around sta-
tionary and moving bodies is developed in the present thesis. The ability of the
proposed algorithm to accurately capture the underlying physics is demonstrated
by investigations of various industrial application flows, including highly unsteady
flows around several airfoil/flow configurations. Emphasis is given on the aerody-
namic behaviour of the immersed bodies, as well as on the efficient and accurate
resolution of the vortex structures in the near wake. The examined cases pro-
duced valuable and insightful understanding of the complex flow characteristics
and aerodynamic loads acting on 2-dimensional bodies. The presented numerical
results have been extensively validated, showing very good agreement with other
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1.1 Aims and Objectives
The original focus of the present PhD project was the development of a numerical
scheme in order to simulate complex, unsteady flows around vertical axis wind
turbines. In vertical axis wind turbine simulations the flow is characterised by
high Reynolds numbers, vortex shedding and complex rotational motions of the
blades. This is a very challenging issue in terms of numerical modelling.
The biggest challenge and aim of the project was the development of a stable,
highly accurate and efficient 2-Dimensional numerical scheme able to address the
aforementioned flow characteristics and produce valuable and insightful results.
The objectives of the projects were the following.
1. Development of a stable and accurate fluid flow solver for high Reynolds
numbers.
2. Development of a flexible, accurate and efficient solid solver.
3. Efficient coupling of the fluid and solid solvers.
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4. Avoid complex meshing techniques.
5. Achieve high resolution accuracy around the investigated flow regions.
6. Understand the complex physics of fluid flows around moving boundaries
at high Reynolds numbers.
7. Predict the aerodynamic behaviour of different airfoil designs. That includes
the aerodynamic forces and the pressure distribution around the foil, as
well as the boundary layer characteristics in unsteady vortex shedding
configurations.
8. Estimate changes in the aerodynamic behaviour of the foil by imposing
prescribed deformations.
9. Efficient resolution of vortex structures in the wake.
It will be demonstrated in Chapters 6, 7 and 8 that the aforementioned objectives
have been extensively and successfully addressed. It should be noted that all
numerical simulations presented on this thesis have been performed on a 2.8 GHz
Intel Core i7 MacBook Pro computer with a 16GB memory. With a proper parallel
implementation and some modifications and additions to the implemented physics
the algorithm can be extended to 3 dimensions.
1.2 State of the Art
1.2.1 The Lattice-Boltzmann method
The lattice Boltzmann method (LBM), based on minimal discrete kinetic models,
has been developed into a promising numerical scheme for simulating various fluid
mechanics problems [8, 9, 10, 11] and other physical phenomena. In the field of
computational fluid dynamics (CFD) the LBM has been well established as a
successful solver for the weakly compressible Navier-Stokes equations [12, 13],
as well as other, more complex physical problems including multiphase and
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multicomponent flows [14, 15]. Originating from the lattice gas cellular automata
(LGCA) [16] (and more specifically the FHP model named after Frisch, Hasslacher
and Pomeau), the LBM has undergone several advancements in order to remove
the statistical noise of the LGCA and improve the numerical accuracy. In the
LGCA, the flow is modelled using fictitious particles moving along discrete lattice
directions and colliding under some simple rules. In order to remove the statistical
noise of the LGCA caused by the discreteness of the particles, McNamara
and Zanetti [17] replaced the particles by their velocity distribution functions.
Following the work of McNamara and Zanetti [17], Higuera and Jimenez [18]
presented the first lattice Boltzmann method.
The LBM may be realised as a simplified approximation of the continuous
Boltzmann equation that models the statistical properties of particle collisions
and propagation in a two-step stream and collide process. The streaming may
be realised as a Lagrangian free process where particle populations move freely
along discrete lattice directions, whereas collision may be described as a relaxation
process towards a local equilibrium. Both steps are constructed in such a way that
certain symmetry and conservation rules are satisfied. The macroscopic dynamics
are then recovered using the averaged behaviour of the evolution of the particle
populations. The choice of a suitable collision model can significantly affect the
fidelity and stability of a LBM scheme. Therefore, the majority of the LBM
advancements focus mainly on the construction of admissible collision operators.
It has been found that due to the exact conservation in the streaming process and
a round-off conservation in the collision step, the LBM, as a second-order accurate
scheme, has significantly lower numerical dissipation compared to other second-
order numerical methods [19]. The accuracy and simplicity of the LBM have
established the method as a very good alternative to classical finite difference,
finite volume, finite element and spectral element solvers [20, 21, 22, 23].
There exist a few methods that establish the consistency of the lattice-Boltzmann
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method (LBM) with regard to the Navier-Stokes equations (NSE). The multiscale
expansion of Chapman and Cowling [24] is widely used to validate the consistency
of a LBM numerical scheme [12, 13]. More recently, Sone [25] and Junk et al.
[26] presented an asymptotic analysis based on the Hilbert expansion, whereas,
Asinari [27] used a procedure based on the Grad moment expansion [28]. The
asymptotic analysis [26] shows that the evolution of some observable quantities of
the LBM does not affect the asymptotic behavior of the method [29]. Therefore,
the scattering operator can be chosen somehow arbitrarily as long as the required
constraints are obeyed. However, the number of constraints, including invariance
under collision, translation and rotation, is not enough to fix all degrees of freedom
resulting in a wide range of admissible operators.
Chen et al. [30] and Qian et al. [31] proposed the most common, single-relaxation-
time (SRT) collision operator, which is based on the Bhatnagar-Gross-Krook
(BGK) approximation [32]. The main idea of the BGK models is that in
the collision process the velocity distributions relax towards a local equilibrium
(Maxwellian) at a prescribed characteristic constant relaxation time. He and
Luo [33] derived a numerical scheme from the continuous BGK modelusing a
proper discretisation of the velocity space. The slight error in the derivation was
later fixed by He et al. [34]. In the work of Shan et al. [35], the discretisation
of the velocity space was done using Hermite polynomials and Gauss-Hermite
quadrature rules.
The BGK collision model, though very popular due to its simplicity, has certain
limitations but most importantly is prone to numerical instabilities at higher
Reynolds numbers. In order to address the aforementioned issues and to enhance
the stability of the collision step, d’Humières [36] heuristically presented a
multiple-relaxation-time (MRT) operator based on the raw moment formulation
of the distribution functions. The collisions are performed in moment space,
where each moment is allowed to relax towards it’s equilibrium state at a different
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rate. Thus, by carefully treating each relaxation time separately, the numerical
stability is significantly improved [37]. In addition, Ginzburgh and d’Humières
[38] showed that the physical representation of certain problems can be further
improved by imposing specific relaxation rates at certain non-hydrodynamics
moments. However, it should be noted that this MRT formulation [36] is not
unique [39]. Luo et al. [40] presented a detailed comparison between the MRT
scheme and other collision models. An intermediate version of the MRT and the
SRT chemes is the two-relaxation-time (TRT) model, in which even and odd order
moments relax towards their equilibrium states at different rates [41]. In both
TRT and MRT models the relaxation rates can be adjusted in such a way that
any undesirable discrete kinetic effects at certain flow conditions near the walls
can be suppressed.
Another class of collision operators was developed [42, 43] based on a minimization
solution of Boltzmann’s H-function. In the so-called entropic LBM, collision is
modulated with a single relaxation time by enforcing local involution of entropy
(H-theorem), aiming at maintaining non linear stability. The collision operator
in the entropic LBM differs from the ones found in the SRT or MRT models
as it requires non-polynomial functions of the hydrodynamic variables. Asinari
and Karlin [44] presented a novel entropy based MRT model. Prasianakis et al.
[45] developed an entropic LBM where the Galilean invariance of the scheme is
restored. Karlin et al. [177] presented a series of entropy functions whose local
equilibria are suitable to recover the NSE in the framework of the LBM. Frapolli
et al. [178] presented an entropic lattice Boltzmann model for compressible flows.
In the work of Mazloomi et al. [179] thermodynamically consistent entropic lattice
Boltzmann model for multi-phase flows has been derived. Extended entropic
LBM including properly implemented boundary conditions may be found in
[180, 181, 182].
Most recently, Geier et al., [46, 47], by realising the insufficient level of Galilean
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invariance of the previous MRT operators, introduced the cascaded LBM (CLBM)
in which collisions are performed in a reference frame shifted by the macroscopic
velocity, where central moments are allowed to relax at different rates in a
cascaded manner. Thus, allowing the evolution of higher-order moments to
depend on both lower-order moments and hydrodynamic variables, leads to using
a discrete equilibrium distribution that contains higher order terms in velocity. In
previous SRT and MRT models, the discrete equilibrium distribution was derived
under the low Mach, i.e second-order, approximation of the continuous Maxwell-
Boltzmann distribution. This approximation is equivalent to a large-wavelength
assumption which is incorrect since most instabilities arise from small-wavelength
patterns [46, 47]. Furthermore, in order to uniquely determine the equilibrium
distribution and achieve Galilean invariance, a given velocity set must be sufficient
to adjust different moments independently. Therefore, the common 13, 15 and
19 velocity sets used in three-dimensional LBMs are not applicable in the CLBM
formulation.
As a further improvement to the 3D CLBM, Geier et al. [48] proposed a novel
scheme, where collisions are carried out in the space of cumulants. The use
of cumulants is shown to eliminate errors in Galilean invariance and hyper-
viscosity while maintaining, or even improve, the stability of the central moment
method. Hyper-viscosity in a three-dimensional LBM scheme is defined as
ν∗ = (1/ω8−1/2), where ω8 is the relaxation rate of the fourth order moments. At
relatively short wave lengths, the spurious dissipation from the relaxation of the
fourth order moments can be significantly higher than the physical dissipation.
Normally, hyper-viscosity is formally two orders smaller in wave number than
the shear viscosity and is considered to be asymptotically small. However, as
shown by Geier et al. [48], at turbulent flows where the kinematic viscosity is
very small, the hyper-viscosity can grow to several orders of magnitude higher
than the kinematic viscosity and therefore can not be neglected. Arbitrarily
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lowering the hyper-viscosity would lead to no damping of the non-hydrodynamic
observable quantities, introduce spurious dissipation and therefore compromise
the numerical stability of the scheme. In the space of cumulants the non-
hydrodynamic observable quantities can be dampened without entailing a leading
order hyper viscosity [48]. Most recently, Geier et al. [191] derived exact functional
relationships for the elimination of the linearised leading error of the cumulant
lattice Boltzmann method in order to achieve fourth-order accuracy of the
diffusion part in the Navier-Stokes equations for small enough viscosity values.
A critical question rises regarding the need of incorporating a turbulent model in
the LBM framework in order to investigate high Reynolds number flows both in
terms of numerical stability and accuracy. Several studies include incorporation
of LES models in the LBM including standard and dynamic Smagorinsky models
[166, 167], sigma models [168], wall adaptive models [169] and deconvolution
approaches [170]. Most commonly, the implementation of a LES model in the
LBM utilises the properties of the LBM and computes the strain rate tensor
using only the non-equilibrium parts of the distributions.
The cumulant LBM proposed by Geier et al. [48] has shown extremely high
stability and accuracy properties at high Reynolds number turbulent flows around
a sphere without the need of any stability limiters or turbulent models. However,
the need of turbulent models in order to resolve the sub-grid-scales (SGS) has
not been discussed. Stiebler et al. [166] investigated the flow around a sphere
at Re = 10000 using a coupled MRT-LBM constant Smagorinsky scheme and
shown very good agreement with a NS direct eddy simulation (DES) model.
However, the authors used an extremely refined region around the sphere and
concluded that the performance and efficiency of the scheme could be improved
by incorporating a near-wall compatible SGS model. Similar observations can be
found in Premnath et al. [167] using a dynamic SGS MRT-LBM to investigate a
turbulent channel flow. Finally, the deconvolution model proposed by Malaspinas
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and Sagaut [170] based on the SRT-LBM has been shown to correctly represent
the dynamics of turbulent flows by simulating the turbulent mixing layer.
In order to increase the solution accuracy around the area of interest, whilst
maintaining a non-prohibitive computational cost, a grid refinement technique
is employed in this study. There exist two major grid refinement approaches in
the LBM. In the first one, the flow variables are represented using a volumetric
cell-centered method [49, 50, 51], while in the second, a point-wise, cell-vertex
approach is used [52, 53]. Filippova and Hanel [52] used an adjustment of
the non-equilibrium distributions based on the different relaxation times of
each grid level in order to transfer information between grids with different
resolution, whilst keeping an equal Reynolds number in all grids. Chen et al.
[164] presented a grid refinement scheme based on the MRT-LMB and propose
additional relationships based on the Chapman-Enskog multiscaling analysis in
order to recover the correct hydrodynamic variables. Guzik et al. [176] examined
the effect of interpolation methods on the accuracy of grid refinement and adaptive
grid refinement implementations. Recently, Kuwata and Suga [165] presented a
method where a correction step for the macroscopic flow variables is introduced
when transferring information across grids with different resolutions in order to
remove discontinuities at the interfaces. Lagrava et al. [54] proposed a method of
the same principle, where a filtering operation was employed when transferring
information from fine to coarse grids, where the fine grid scales that can not be
resolved by the coarse grid are removed. Following the work of Lagrava et al. [54],
Falagkaris et al. [55, 56] used a different interpolation and filtering schemes and
applied the algorithm in the multiple relaxation time cascaded LBM.
The numerical accuracy of a LBM scheme strongly depends on the boundary
conditions (BC). The most common question found in the literature is how to re-
place/reconstruct the missing populations on a boundary node after the streaming
CHAPTER 1. Introduction 9
step. Translating macroscopic boundary conditions to particle distribution func-
tions is not a trivial task. The first and most popular to date way of prescribing a
boundary condition on a flat wall in the LBM framework is the so-called bounce-
back rule. In a bounce-back scheme the velocities of particles that hit the walls are
reversed. Despite of its simplicity and unconditional stability, the bounce-back
scheme needs further modifications in order to be applied to moving boundary
applications. In order to improve the low numerical accuracy of the bounce-back
rule, many schemes have been proposed to impose Dirichlet velocity boundary
conditions.
Chang et al. [183] proposed a curved boundary treatment where the distribution
functions originating from the solid domain at the boundary nodes are modified
using known distribution functions and correctors in order to satisfy the momen-
tum. Zhao and Yong [184] presented a single-node second-order accurate scheme,
based on the Maxwell iteration expression of the populations [185], for prescribing
Dirichlet BCs on both straight and curved boundaries. Olson [186] modified the
well established link bounce back BC in order to decrease discretisation artifacts
and sensitivities to the grid alignment. Another modified version of the bounce-
back scheme can be found in the work of Yin and Zhang [187]. Verschaeve and
Mller [188] developed a curved no-slip boundary condition where the populations
are reconstructed from the density, velocity and rate of strain. Boundary treat-
ments for multi speed lattice Boltzmann models can be found in the work of Lee
et al. [189]. The interested reader should refer to Nash et al. [190] for an investiga-
tion of three commonly used complex boundary treatments at moderate Reynolds
numbers. The interested reader should refer to Zou and He [57], Inamuro [58],
Latt and Chopard [59], Skordos [60], Ansumali and Karlin [61], Halliday et al.
[62] for flat wall treatments and to Bouzidi et al. [63], Ginzburg and d’Humières
[38], Junk and Yang [26] and Geier et al. [48] for curved boundary treatments.
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1.2.2 The Immersed Boundary method
One of the challenging and important issues in computational fluid dynamics
(CFD) is the accurate and efficient treatment of complex moving or deformable
boundaries. Most practical problems involving complex geometries often require
unstructured body-conformal grids in order to accurately enforce the boundary
conditions. Such approaches involve complicated meshing techniques and increase
both the CPU time and the amount of memory used. The solution process can
be simplified by developing a non-body-conformal approach where the solution
of the governing fluid equations is decoupled from the implementation of the
boundary conditions. The immersed boundary method is such an approach and
it was initially introduced by Peskin [64] in the 1970s to simulate blood flows
in the human heart. In recent years, the IBM has received a great attention
in simulating flows with complex geometries[65, 66, 67, 68]. IBM uses a fixed
Eulerian grid, usually a Cartesian grid, for the fluid and a Lagrangian set of
points, independent of the first, to represent the immersed physical boundary.
The boundary is treated as a deformable body with high stiffness, thus a small
distortion on the boundary will yield a force that tends to restore the boundary to
its original position. The total balanced force is then distributed into the Eulerian
grid and the NSE with a body force term are solved for the entire computational
domain. Conceptually, the boundary force density in the IBM can be evaluated
by either feedback forcing methods or by direct forcing methods.
In the original feedback forcing IBM of Peskin [64] the force is computed from
the boundary surface deformation using Hooke’s law. The spring constant in the
computation can be somehow arbitrarily selected, e.g. a large value has been used
in the work of Lai and Peskin [69] in order to simulate the flow around a rigid
cylinder. Peskin’s method may be considered as a one free parameter feedback
forcing IBM, whereas Saiki and Birigen [70] and Goldstein et al. [71] introduced
additional free parameters in the scheme. The main drawback of feedback forcing
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IBM schemes is the tuning of the free parameters which in several occasions,
i.e. unsteady flows, may lead to unstable conditions with decreasing numerical
accuracy and efficiency. Similar to direct forcing methods, the boundary forces
are spread across the boundary.
In the IBM, the immersed physical boundary nodes do not generally coincide
with the grid nodes. The Lagrangian and the Eulerian grid sets communicate
through an interface scheme. Two communication strategies exist in the IBM
framework; the diffuse and the sharp interface schemes. The forcing points in the
sharp interface schemes are located on the grid nodes closest to the boundary, i.e.
no Lagrangian ensemble exists. Therefore, the forces are not spread across the
boundary and the no-slip boundary condition may be satisfied using appropriate
velocity interpolation algorithms. In the diffuse scheme the forcing points are
placed on the immersed boundary, i.e. Lagrangian nodes. Therefore the no-slip
boundary condition is satisfied by distributing the computed forces into the grid.
The force distribution is achieved through discrete delta functions.
The sharp interface scheme was used in the first direct forcing IBM by Mohd-
Yusof [72] in a spectral frame. Fadlun et al. [73] and Kim et al. [74] introduced the
direct forcing method to finite difference and finite volume solvers respectively.
The scheme of Kim et al. [74], contrary to the previous methods, removes the
arbitrariness of the interpolation direction by placing the force nodes inside the
solid domain and using a second-order scheme for the velocity interpolation. In
addition, the force is semi-implicitly added to the governing equations, improving
the numerical accuracy of the solution. Additional developments in the sharp
interface scheme may be found in Balaras [75], Choi et al. [76], Iaccarino and
Verzicco [77], Ghias et al. [78] and Kang and Hassan [79], where either interior or
exterior forcing nodes have been selected. The first diffuse interface direct forcing
IBM was proposed by Silva et al. [80], where both the pressure and the derivatives
of the velocity were used in the body force computation. In the work of Uhlmann
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[81] the body forces were computed using only the unforced velocities on the
neighbouring to the boundary grid nodes. In addition he showed that the diffuse
interface schemes removes the spurious oscillations of the sharp forcing methods
and provides smoother solutions. Li et al. [192] presented an IB-LBM for single
and multi-component fluid flows using an improved spreading operator in order to
better ensure the no-slip solid boundary condition. An interesting investigation
of the boundary slip from the Immersed Boundary Lattice Boltzmann Models can
be found in the work of Le and Zhang [123]. The authors reported deviations of
the velocity profiles both in the immersed boundary layer and the bulk region.
This issued should be further investigated.
The major drawback of the diffuse interface direct forcing IBM schemes is that
either because of insufficient interpolation accuracy or the reconstruction of the
“unforced” velocity near the boundary, the no slip boundary condition may not
be satisfied exactly. To ensure this, several implicit schemes have been developed.
In the schemes of Su et al. [82] and Le et al. [83] the implicitness is enforced
by solving large banded matrix equations. Luo et al. [84] and Wang et al. [85]
proposed the multi direct forcing schemes (MDF), where iterative procedures of
forcing and force spreading are performed until a given convergence criterion is
satisfied. However, as shown by Kang et al. [79] the local numerical errors near
the boundaries slightly increase as the number of iterations in the MDF increases.
In all IBM, the body forces applied on the boundary and spread into the grid
result in movement of the internal to the body fluid. The motion of the internal
fluid does not affect the flow characteristics outside the boundary. However, as
pointed out by Suzuki and Inamuro [86], if the forces acting on the boundary are
obtained by the negative sum of the body forces, as in [69], they are influenced by
the motion of the internal mass. There have been only a few studies on the effect
of the internal mass on the computation of the aerodynamic forces [87, 81, 88].
Uhlmann [81] treated the internal mass as a rigid body RBA, imposing, however,
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a limitation on the density ratio of the body to the fluid for a stable simulation.
Uhlmann [81] also computed the effect of the internal mass by summing the forces
over all internal Eulerian points. The identification of the internal Eulerian points
in a moving boundary application is very complex and computationally expensive.
There are however efficient methods for the identification of the internal and
external to the body Eulerian nodes [75]. A similar observation on the limitation
of the density ratio of the body to the fluid has been made by Ladd and Verberg
[89]. Feng and Michaelides [88] further developed the work of Uhlmann [81] by
eliminating the limitation on the density ratio. Shen et al. [90], following the work
of Balaras [75], investigated the effect of the internal mass by integrating the NSE
with the body forces. The magnitude of the internal mass effects was examined in
systems with prescribed boundary motions. Most recently, Suzuki and Inamuro
[86] proposed the Lagrangian point approximation (LPA) as an efficient method
for describing the internal mass effects and compared it with the previous methods
of Uhlmann [81] and Feng and Michaelides [88]. They examined the effect of the
internal mass in cases where the body motion is defined by the fluid flow as well
as, the dependency of the effect on very low Reynolds number flows.
1.2.3 Coupling
The first step in coupling the LBM and the IBM is the derivation of a suitable
discrete force term that will be added to the governing fluid equations. Adding
forces to the LBM is not a trivial task and requires careful consideration of the
discrete nature of the fluid solver. Luo [91] introduced the force term into the
collision term using a similar expression to the one adopted for a previous LGCA
model [92]. Shan and Chen [93] incorporated the fluid velocity in the discrete
force expression. He et al. [34] proposed a term that includes the equilibrium
values of the populations. Following the work of He et al. [34], Premnath [94]
incorporated the forcing terms in the cascaded collision operator. In the work of
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Martys et al. [95] the force derivative has been evaluated using an expansion in
the Hermite polynomial series keeping only the velocity terms up to second order.
A similar forcing term has been proposed by Guo et al. [96]. Kupershtokh et al.
[97] proposed the so called exact difference method (EDM), where the discrete
forcing term is expressed only in terms of the equilibrium distributions in order
to avoid shifting the populations in the velocity space. More recently, Cheng and
Li [98] derived a scheme where the effects of both the current and the next time
step are incorporated in the source term. Similar to the EDM, the effect of the
forcing term is independent of the relaxation parameter and thus can be directly
applied to any collision model.
In recent years, many efforts have been made in order to improve the coupling
between the IBM and the LBM. In the penalty method, proposed by Feng and
Michaelides [99], the immersed boundary is allowed to deform slightly and is
restored back to its target position using a linear spring approximation. Dupuis
et al. [100] presented a direct-forcing IBM, where the boundary force is computed
using the interpolated velocity and a desired reference velocity. The momentum
exchange of the particle distributions at the boundary was used by Niu et al.
[101] to calculate the force acting on the immersed boundary. However, the non-
slip boundary condition cannot be satisfied exactly by those methods. A few
iterative IB schemes exist in the literature [79, 102] that improve the accuracy
of the prescribed boundary conditions. Zhang et al. [103] proposed an iterative
force correction scheme based on Cheng’s external forcing term [98]. Similar to
the work of Su et al. [82] and Le et al. [83], Wu and Shu [104] developed an
implicit velocity correction-based IB-LBM based on Guo’s external forcing term
[96]. In the present work, the iterative force correction IB scheme proposed by
Zhang et al. [103] is used as described in our previous studies [55, 56].
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1.3 Summary of the thesis
This thesis is organised as follows. In Chapter 2, the derivation of the cascaded
collision operator from the continuous central moment formulation of the Boltz-
mann equation and a method for incorporating the forces is presented. The basic
concepts of grid refinement, as well as the boundary conditions used in this study
are explained. In Chapter 3, the discrete formulation of the immersed bound-
ary method is presented focusing on some of the most significant aspects of the
method including the interpolation kernels and the discretisation parameters. An
overview of the commonly used IBM schemes in the LBM framework is presented.
Finally, the effect of the internal mass in the computation of the aerodynamic
forces is discussed. In Chapter 4, the coupling between the LBM and the IBM is
presented, where emphasis is given on the selection of appropriate discrete forcing
terms. In Chapter 5, a novel hybrid higher-order immersed boundary method is
described in detail. Focusing on the major drawbacks of the IBM we present
two novel strategies. First, the boundary layer is smoothly expanded inside the
boundary in order to remove discontinuities in the velocity gradient across the
boundary. Second, a pressure correction algorithm is explained. In Chapters 6,
7 and 8, the coupled solver is applied to viscous flows around stationary, moving
and wilfully deformed boundaries. Finally, Chapter 9 concludes the thesis.
The thesis presents a novel coupling between the cascaded multi-domain lattice
Boltzmann method and an iterative direct forcing immersed boundary method.
The resulted numerical scheme is able to accurately and efficiently simulate high
Reynolds number flows around moving and wilfully deformable boundaries, as
well as to provide great understanding of the complex flow characteristics and
aerodynamic loads acting on 2 dimensional bodies. The robustness and numerical
accuracy is demonstrated through various industrial applications, where the
present numerical results are in very good agreement with experimental and other
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numerical results. By utilising the mathematical properties of both the fluid and
the solid solvers, implementing a multi-domain algorithm and avoiding expensive
meshing techniques, the coupled scheme is shown to be very efficient without
compromising the overall numerical accuracy. The majority of the presented
results are obtained within a few hours of CPU time on a 2.8 GHz Intel Core i7
MacBook Pro computer with a 16GB memory.
Chapter 2
The Lattice-Boltzmann Method
2.1 The Cascaded Lattice-Boltzmann Method
In the first part of this chapter a review of the cascaded lattice-Boltzmann is
presented. That includes the theory of the continuous Boltzmann equation and
the derivation of the cascaded collision operator. For the sake of completeness,
the single relaxation time (SRT) and the multiple relaxation time (MRT) collision
models will be discussed. Preliminary results for the flow in a lid driven cavity
are presented in order to demonstrate the accuracy and stability of the CLBM
at various Reynolds numbers. In the second part of the chapter a discussion on
the grid refinement scheme and a brief review on the boundary conditions used in
this study is presented. Modifications to the existing schemes in order to increase
the accuracy and stability of the methods are discussed in detail.
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2.1.1 The Boltzmann equation: Continuous central mo-
ment formulation
In the kinetic theory framework, the dynamics of large numbers of particles,
interacting through collisions, are of great interest. More emphasis is given on
the understanding of the macroscopic state behaviours rather than on individual
particle states, as the latter is in principle impossible to achieve. Let us define the
particle mass distribution function (PDF) f(x, ξ, t) such that f(x, ξ, t)d3xd3ξ, is
the total mass of the particles located around the position x in the volume d3x
and have a velocity around ξ in the volume d3ξ at time t. This approximation
is only valid when a large number of particles is contained in the small volume
element d3xd3ξ. The zeroth and first order moments of the PDF are defined as
ρ(x, t) =
∫
dξ f(x, ξ, t), (2.1)
j(x, t) = ρ(x, t)u(x, t) =
∫
dξ ξ f(x, ξ, t), (2.2)
where ρ is the density and u is the mean velocity field. The integration is carried
out on the whole velocity space. In addition, let us define the microscopic velocity
as c(ξ,x, t) = ξ − u(x, t). Higher order moments are computed with respect to





dc c2 f(x, ξ, t), (2.3)
where ε is the internal energy. For mono-atomic gases, the internal energy ε is
related to the temperature T by the equipartition of energy ρε = Dρθ/2, where
θ = kBT/m, kB is the Boltzmann constant, m is the mass of the particle and D
is the physical dimension.
Let us consider a two-dimensional athermal fluid and let only the density
CHAPTER 2. The Lattice-Boltzmann Method 19
ρ(x, t) and the velocity u(x, t), neglecting the presence of any force sources, to
characterize its local hydrodynamic behavior at a Cartesian coordinate system
(x, y). In a continuous particle velocity space (ξx, ξy) the local Maxwell-Boltzmann





















where c2s = 1/3 is the speed of sound for the D2Q9 model. The continuous









M (ξx, ξy)dξxdξy, (2.5)
where m,n are integers and xmyn means xxx · · ·m and yyy · · ·n - times. The
use of “hat” will represent a value in moment space unless otherwise specified.
Similarly to the definition of the continuous moments (6.8), the central moments






fM (ξx − ux)m(ξy − uy)ndξxdξy. (2.6)
The central moments for the equilibrium distribution are constant. Based on
the fact that fM is by definition an even function, the odd moments vanish, i.e.
M̂Mxmyn = 0 when m or n are odd. The even moments M̂
M
xmyn are chosen from
the Maxwell-Boltzmann distribution for an isothermal ideal gas [46]. Therefore,











In the presence of an external force field F the Boltzmann equation may be written
as (
θt + ξ ·∇x + F ·∇ξ
)





20 2.1 The Cascaded Lattice-Boltzmann Method
where Ω is a general scattering operator and F is an external body force which can
depend on both space and time. Various forms of the external body force term
have been proposed in the literature and will be further discussed in Section 2.3.
In order to incorporate the external forces in the cascaded collision operator, the
ansatz proposed by He etal. [34] is used. Noting the dependence of the distribution
function on the microscopic velocity which is not known, the derivative F · ∇ξf
cannot be calculated directly. He et al. assumed that since fM is the leading part
of the distribution f and the gradient of fM contributes the most on the gradient
of f , the following approximation can be made:




Thus, the third term on the LHS of Eq. (2.7) that describes change in f by the




· (ξ − u)
c2s
fM (2.9)
The corresponding continuous central moments of the modified distribution






∆fF (ξx − ux)m(ξy − uy)ndξxdξy (2.10)
It occurs that, Γ̂Fx = Fx, Γ̂
F










2.1.2 Discrete formulation of the Boltzmann Equation
For two-dimensional flows, the nine-velocity square lattice model, often referred
to as the 2D 9-velocity (D2Q9) model [11], which is shown in Fig. 2.1 has been
CHAPTER 2. The Lattice-Boltzmann Method 21
y
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Figure 2.1: Two-dimensional, nine-velocity (D2Q9) Lattice structure
succesfully used in the literature. The discrete velocity set is given by:
eα =

(0, 0), α = 0
c(cos[(α− 1)π/2], sin[(α− 1)π/2]), α = 1− 4
√
2c(cos[(2α− 9)π/4], sin[(2α− 9)π/4]), α = 5− 8
(2.11)
Here and henceforth, Latin and Greek subscripts are used for the Cartesian
coordinate and particle velocity directions, respectively. In this paper, a row
vector of any state variable χ along a for a = 0, . . . , 8 will be represented by
the “bra” operator
〈
χ|, i.e. (χ0, χ1, χ2, . . . , χ8) whereas, a column vector will
be represented by the “ket” operator |χ
〉
, i.e. (χ0, χ1, χ2, . . . , χ8)
†, where the






Starting from Eq. (2.7), let us define a discrete distribution function for the





f0, f1, f2, . . . , f8)
†. (2.12)
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fα(eαx − ux)m(eαy − uy)n =
〈
(eαx − ux)m(eαy − uy)n|fα
〉
(2.14)
Collision will be represented as a cascaded process in which the higher order
moments are influenced by the collision effects on the lower order moments. Thus,
the collision can be represented using Geier’s [46, 47] notation as
Ωa = (K · k̂)a, (2.15)





k̂0, k̂1, k̂2, . . . , k̂8)
†. (2.16)
In the CLBM the Gallilean invariance is imposed on the moments by mapping the
configuration space to an equivalent moment space as shown in [46, 47]. Therefore,
constraints such as invariance under translation, rotation and collisions must be
fulfilled. Following the process presented by Geier[46], the orthogonal set of the
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basis vectors can be explicitly written as
K =

1 0 0 −4 0 0 0 0 4
1 1 0 −1 −1 0 0 2 −2
1 0 1 −1 1 0 2 0 −2
1 −1 0 −1 −1 0 0 −2 −2
1 0 −1 −1 1 0 −2 0 −2
1 1 1 2 −0 1 −1 −1 1
1 −1 1 2 0 −1 −1 1 1
1 −1 −1 2 0 1 1 1 1
1 1 −1 2 0 −1 1 −1 1

(2.17)
Note that KK† is a diagonal matrix. It is noteworthy to compare the transofrma-
tion matrix K with the one considered by Lallemand and Luo [37] for the MRT
scattering operator. Here, the ordering of the orthogonal basis vectors |Ki
〉
is
based on the ascending powers of moments, whereas in [37] it is based on the
increasing powers of the tensorial order of the moments. For more information on
the construction of matrix K the reader is encouraged to refer to [46] and [94].
The forcing term is discretized in the same manner The changes in f due to the





S0, S1, S2, . . . , S8)
†. (2.18)
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2.1.3 The Single-Relaxation-Time Lattice Boltzmann
Method
In the single-relaxation-time (SRT) Lattice Boltzmann Method, collision are
performed in the discrete velocity space eα as
f̄pα = f̄α −
1
τ
(fα − f eqα ) + Sα, (2.19)
where Sα = (1− 1/2τ)Fα. The relaxation time is defined as τ = 1/ω, where ω is










where cs = 1/
√
3 is the speed of sound for the D2Q9 model. In this simple
formulation, all modes are allowed to relax at the same time τ during the collision
process [31]. For a detailed expression of the source term Sα in velocity space,
see, for example, Guo et al. [96]. The discrete equilibrium distribution function
is expressed as f eqα = wαρ
{
1 + (e · u)/c2s + (e · u)2/2c4s − (u · u)/2c2s
}
2.1.4 The Multiple-Relaxation-Time Lattice Boltzmann
Method
The Multiple-Relaxation-Time (MRT) Lattice-Boltzmann Method will be briefly
discussed in this section. In the MRT-LBM formulation, both the collision and
the forcing steps are performed in the raw moment space. Let us define the
equilibrium function and the source terms in velocity space as feq = |f eqa
〉
=(




2 , . . . , f
eq
8 )




S0, S1, S2, . . . , S8)
† respectively. The
post-collision states of the distribution functions are obtained as f̄pα = f̄α+ω̄(x, t),
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where















Here, f̂, f̂eq and Ŝ are the raw moments of the distribution function, its equilibrium
and source terms, defined as f̂ = Tf, f̂eq = Tfeq and Ŝ = TS, where T
is the transformation matrix [37]. The relaxation time matrix is defined as
Λ̂ = diag(ω0, ω1, ω2, . . . , ω8), in which ω7 and ω8 determine the shear kinematic
viscosity as in Eq. (2.20) and the rest can be tuned to improve numerical stability.
For a detailed description of the source term Ŝ in raw moment space, see [105].
Finally, the moments of the equilibrium distribution may be written compactly
as: f̂ eq0 = ρ, f̂
eq
1 = −2ρ+ 3j · j/ρ, f̂ eq2 = ρ− 3j · j/ρ, f̂ eq3 = jx, f̂ eq4 = −jx, f̂ eq5 = jy,
f̂ eq6 = −jy, f̂ eq7 = (j2x − j2y)/ρ and f̂ eq8 = (jxjy)/ρ, where j = (jx, jy) = (ρux, ρuy)
is the momentum vector.
2.1.5 Construction of the cascaded collision operator
The construction of the cascaded collision operator and forcing terms is similar to
the one presented in [94] using the orthogonalized set of basis vectors proposed by
Geier. The form of both the discrete forcing term Sa and the discrete moments
k̂a is not yet known. Using the definitions in Eqns. (2.12) - (2.18), the discrete
evolution equation can be written as





· (ea − u)
c2s
fMdt. (2.22)
The integral on the RHS of Eq. (2.22) represents the cumulative effect of the
forces on the discrete distribution functions, thus the particle populations are
continuously affected by this as they advect along the discrete directions shown
in fig. 2.1 [94]. A second-order trapezoidal rule is used for the calculation of the
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The implicitness of Eq. (2.23) is removed by transforming the distribution
functions along the characteristics according to
f̄α = fα − 0.5Sα. (2.24)
Using (2.23) - (2.24), the lattice Boltzmann equation, Eq. (2.22) becomes
f̄α(x + eα∆t, t+ ∆t) = f̄α(x, t) + Ωa(x, t) + Sα(x,t). (2.25)
Both the distribution functions and the transformed distribution functions, as well




fα(eαx − ux)m(eαy − uy)n =
〈






f̄α(eαx − ux)m(eαy − uy)n =
〈






Sα(eαx − ux)m(eαy − uy)n =
〈
(eαx − ux)m(eαy − uy)n|Sα
〉
. (2.26c)
In addition, Eq. (2.26a) is also valid for the equilibrium state of the distributions
fα and f̄α. Using the continuous central moments formulation of Eqns. (2.6)
and (2.10) and by equating them with the respective discrete central moments for





xmyn = σ̂xmyn . Using Eq. (2.24) and the discrete central
moments for the equilibrium states, it follows that
ˆ̄κeqxmyn = κ̂xmyn − 0.5σ̂xmyn . (2.27)
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Eq. (2.27) can be written explicitly as
ˆ̄κeq0 = ρ, (2.28a)
ˆ̄κeqx = −0.5Fx, (2.28b)







ˆ̄κeqxy = 0, (2.28f)
ˆ̄κeqxxy = −0.5c2sFy, (2.28g)




The next step includes the derivation of the raw moments from the central
moments using the binomial theorem for any state variable φ “living” on the





central and the raw moments are related through
〈

















































This specific form of Sα is ontained by applying the binomial theorem (2.29) on
Eq. (2.26c) and employing the orthogonality properties of K. The discrete force
terms in Premnath’s method can be explicitly written as
S0 = −2Fxux − 2Fyuy + 2Fxuxu2y, (2.30a)
S1 = 1/2Fx + Fxux − 1/2Fxu2y − Fyuyux − Fxuxu2y − Fyuyu2x, (2.30b)
28 2.1 The Cascaded Lattice-Boltzmann Method
S2 = 1/2Fy + Fyuy − 1/2Fyu2x − Fxuxuy − Fxuxu2y − Fyuyu2x, (2.30c)
S3 = −1/2Fx + Fxux + 1/2Fxu2y + Fyuyux − Fxuxu2y − Fyuyu2x, (2.30d)
S4 = −1/2Fy + Fyuy + 1/2Fyu2x + Fxuxuy − Fxuxu2y − Fyuyu2x, (2.30e)










S6 = −1/4Fxuy − 1/4Fyux − 1/4Fxu2y + 1/4Fyu2x + 1/2Fxuxuy
− 1/2Fyuyux + 1/2Fxuxu2y + 1/2Fyuyu2x, (2.30g)
S7 = 1/4Fxuy + 1/4Fyux − 1/4Fxu2y − 1/4Fyu2x − 1/2Fxuxuy
− 1/2Fyuyux + 1/2Fxuxu2y + 1/2Fyuyu2x, (2.30h)
S8 = −1/4Fxuy − 1/4Fyux + 1/4Fxu2y − 1/4Fyu2x − 1/2Fxuxuy





In order to be conceptually consistent, the non-zero contribution of the higher
order central moments, i.e. Γ̂Fxmyn = 0 for m+n > 1, that appears even when the
fluid is at rest under homogeneous forces, has been eliminated.
The hydrodynamic variables are obtained by taking the zeroth and first moments






















Fi, i ∈ x, y. (2.32)
The construction of the scattering operation in the cascaded model is initially
based on the assumption that the post collision state is the equilibrium state.
Once constructed, this assumption is discarded and the moments are allowed
to relax during collision. Since mass and momentum are collisional invariants,
they are not affected by the collision process. The derivation is the same as the
one presented in [46, 47] with the difference that here the forces are included in
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the collision and thus, should be incorporated in the scattering operator. The
complete derivation of the collision operator can be found in [94]. Starting from
the lowest order non-conservative equilibrium moments, Eqns. (2.28d) - (2.28i),
and using the binomial theorem in Eq. (2.29), as well as the raw moments of the
collision kernel
∑















+ ρ(u2x + u
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The first three non-conservative moments are independent of each other thus,
they only depend on the macroscopic variables and the distribution functions.
Therefore, since k̂α ≡ k̂α(f) for α = 3, 4, 5, the relaxation rate is applied
to the whole moment. For higher-order moments, k̂α ≡ k̂α(f, k̂β) for β =
0, 1, 2, . . . , α − 1, that depend on lower-order post collision states, only the





(f̄5 + f̄6 − f̄7 − f̄8 − 2ux(f̄5 + f̄7 − f̄6 − f̄8)














(f̄5 + f̄8 − f̄6 − f̄7 − 2uy(f̄5 + f̄7 − f̄6 − f̄8)














− (f̄5 + f̄6 + f̄7 + f̄8 − 2ux(f̄5 + f̄8 − f̄6 − f̄7)
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− 2uy(f̄5 + f̄6 − f̄7 − f̄8) + u2x(f̄2 + f̄4 + f̄5 + f̄6 + f̄7
+ f̄8) + u
2
y(f̄1 + f̄3 + f̄5 + f̄6 + f̄7 + f̄8) + 4uxuy(f̄5














− 4uxuyk̂5 − 2uyk̂6 − 2uxk̂7. (2.38)
The post-collision states of the distribution functions, denoted by the superscript
p, are obtained as
f̄pα = f̄α + (K · k̂)α + Sα. (2.39)
After the post-collision states f̄pα have been computed, the streaming step is
performed in the velocity space eα as
f̄α(x + eα∆t, t+ ∆t) = f̄
p
α(x, t). (2.40)
A Chapman-Enskog multi scale analysis shows that the kinematic shear viscosity
is determined by the relaxation parameters ω4 and ω5. The constraint ω4 = ω5
occurs from the requirement of maintaining an isotropic stress tensor. Since the
kinematic shear viscosity is a function of the speed of sound and the mean free









The bulk viscosity is determined by the relaxation parameter ω3. Geier [46],
performed various numerical simulations in order to, find consistent relaxation
rates to match higher order moments to physical quantities. A stable numerical
approach is to equilibrate higher - order moments, i.e. taking ω6 = ω7 = ω8 = 1.
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Figure 2.2: Normalised velocity field at (a) Re = 5000 and (b) Re = 10000.
2.1.6 Test case: 2D Lid driven cavity flow
Figures 2.2 and 2.3 present some initial validation results of the cascaded LBM for
the extensively studied 2D lid driven cavity flow. The computational grid consists
of 256 × 256 points. The flow field is initialised with ρ0 = 1 and U0 = 0.02 on
the top boundary. The regularised boundary condition as described in 2.5.3 is
used for the top boundary and simple bounce back BCs are used for the left,
right and bottom boundaries. The results for a range of Reynolds numbers are
compared with the computational data of Ghia et al. [1] and very good agreement
is observed.
2.2 Grid-refinement in the LBM framework
In order to increase the solution accuracy around the area of interest, whilst
maintaining a non-prohibitive computational cost, a grid refinement technique
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Figure 2.3: Velocity profiles at (a) x/L = 0.5 and (b) y/L = 0.5 for Re =
1000, 3200, 5000. The results are compared with the computational data of Ghia
et al. [1].
is employed in this study. In this section, the basic concepts of grid refinement
in the LBM framework will be discussed. That includes the two different grid
refinement techniques used in the literature, the multi-grid and the multi-domain
algorithms. Finally, the strategy used in this study will be presented.
Many engineering problems with realistic flows, including a wide range of scales
to be resolved, often require excessively high computational power. The most
common approach used in the literature employs a localization of the smallest
resolvable scales in a limited computational area using locally refined grid
algorithm that can spare significant amounts of computational power. The
conformal mesh structure of LBM solvers often induces strong discontinuities
of the physical quantities at the grid transition regions under a grid refinement
operation.
There exist two major grid refinement approaches in the LBM. In the first one, the
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flow variables are represented using a volumetric cell-centered method [49, 50, 51],
while in the second, a point-wise, cell-vertex approach is used [52, 53]. Filippova
and Hanel [52] used an adjustment of the non-equilibrium distributions based on
the different relaxation times of each grid level in order to transfer information
between grids with different resolution, whilst keeping an equal Reynolds number
in all grids. Lagrava et al. [54] proposed a method of the same principle, where
a filtering operation was employed when transferring information from fine to
coarse grids, where the fine grid scales that can not be resolved by the coarse
grid are removed. In this work, a cell-vertex approach similar to the one of
Lagrava et al. [54] is considered. The significance of the filtering operation in the
decimation process and the interpolation accuracy in the reconstruction process
will be discussed.
2.2.1 Basic concepts of grid refinement
In this section the basic concepts of the two major grid refinement techniques will
be discussed. In the cell-centered method (multi-grid), the computational domain
is discretized with a coarse grid (level 1). At the refinement regions, the finer grid
levels overlap the coarse grid, as shown in Fig. 2.4. In the cell-vertex approach,
the regions where finer grids are located are taken off the coarse grid, as shown
in Fig. 2.5. That leads to higher memory savings as the degrees of freedom
(DoF) are drastically reduced. However, the coupling between the grids and
the implementation of the algorithm are more complicated. The communication
between the grids is done on the boundaries connecting the grids. As shown if
Fig. 2.6, the two-way coupling includes exchange of information from coarse to
fine and from fine to coarse grids. In this study, the overlapping grid region is two
coarse cell width in order to allow for a soother information exchange between the
grids. Le us describe the ensemble of coarse points with C and the ensemble of fine
points with F. Let use define xf→c the fine grid points that are contained in both




Figure 2.4: Schematic view of the multi-grid approach.
Level 1 Level 2
Level 3
Figure 2.5: Schematic view of the multi-domain approach.
F and C at the boundaries of the coarse grid and xc→f the coarse grid points that
are contained in both C and F at the boundaries of the fine grid. In addition, let us
define xfc→f = {x | x ∈ xc→f and x /∈ xcc→f}, xcc→f = {x | x ∈ xc→f and x /∈ F}
and xcf→c = {x | x ∈ xf→c and x /∈ F}.
On the boundaries of the coarse and fine grids, some populations fα will be missing
and need to be reconstructed after a “collide-stream” operation. After a coarse
grid “collide-stream” step there are missing information on the boundary nodes of
the grid. The same reasoning can be applied to the fine grid, as shown in Fig. 2.7.
It is therefore necessary to have a sufficient overlapping region between the two
grinds (see Fig. 2.6) in order to be able to reconstruct the missing information.
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Figure 2.7: Overlapping zone between coarse and fine grids.
2.2.2 Rescaling of physical quantities
When information is transferred between grids of different resolution, the physical
quantities must be rescaled. Let us define the spatial resolution of the coarse
and fine grids as δxc and δxf respectively. In this study, consecutive grids are
refined by a factor two, thus δxf = δxc/2. In order to achieve higher numerical
efficiency, the convective scaling is used for the temporal grid refinement. A
detailed discussion on the effects of the scaling schemes in the accuracy of the
LBM can be found in Appendix A.1. In the convective scheme the temporal scale
is proportional to the spatial scale (δt ∼ δx) leading to δtf/δxf = δtc/δxc =
constant.
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Therefore, two “collide-stream” operations must be performed on the fine grid for
every one “collide-stream” operation on the coarse grid. In terms of the physical
quantities, both the lattice velocity and pressure are continuous fields on the
grid transition region and only the lattice kinematic viscosity ν must be rescaled.
Let us define a characteristic length scale Lm, a characteristic velocity Um and
a characteristic kinematic viscosity νm, where the subscript m refers to either c
or f . In terms of the physical characteristic velocity U and length scale L we
get Um = Uδtm/δxm and Lm = L/δxm. The Reynolds number is defined as
Rem = UmLm/νm. Imposing that Reynolds number is independent of the grid




lattice viscosity may then be rescaled as νf =
δxc
δxf
νc. Finally, using Eq. 2.41 the
relaxation parameters ω4 and ω5 can be rescaled as
ωf =
2δxfωc





A more detailed description of the conversion strategy can be found in Appendix
A.2. The consistency and accuracy of the present scheme at the interface of grids
with different resolution levels is demonstrated by investigation of the flow around
a stationary cylinder. It is shown that both the pressure and the shear stresses
are continuous quantities across the interface.
2.2.3 Two-way coupling
Following the work of Dupuis [53] and Lagrava et al. [54] the rescaling of the
distribution functions is performed as follows. In the LBM, the distribution
functions can be written as a summation of the equilibrium and non-equilibrium




α,m(∇u) = f eqα (ρ,u)+fneqα,m(∇u), where uf = uc =
u and ρf = ρc = ρ since both fields are continuous and independent of the grid
resolution.
CHAPTER 2. The Lattice-Boltzmann Method 37
Finally, in order to allow for a continuous transition of the physical quantities at
the grid interface, the reconstruction of the fine and coarse distributions is given
by
fα,f (xc→f ) = f
eq
α (ρ(xc→f ),u(xc→f )) +
ωc
2ωf







Eq. 2.44 describes the coupling from the fine to the coarse grid. However, the
small scales resolved by the fine grid can not be resolved by the coarse grid.
Therefore, a filtering operation is applied to the non-equilibrium part of the fine
grid distribution functions. The decision to filter only the non-equilibrium parts is
made in order to avoid strong dissipation effects added by the filter when applied
to either the complete distribution functions or the lattice density and velocity,
as shown in Ricot et al. [106]. As pointed out by Lagrava et al. [54], filtering
ρ and u results in artificial viscosity increase at the refinement region leading
to unexpected behaviour of the system and decrease of the local accuracy. The
filtering process proposed by Pellerin et al. [107] is applied to the non-equilibrium
part of the distributions as
f̄i(x, t) = 0.25fi(x, t) + 0.125(fi(x + e1, t) + fi(x + e2, t) + fi(x + e3, t)
+ fi(x + e4, t)) + 0.0625(fi(x + e5, t) + fi(x + e6, t)
+ fi(x + e7, t) + fi(x + e8, t)), (2.45)
where the overbar denotes the filtered quantity. Proper filtering of the non-
equilibrium distributions is crucial in order to suppress instabilities and spurious
oscillation originating from transferring information to the coarse that can not
be resolved. The filtering function in Eq. (2.45) has been selected because of its
stability and simplicity and does not introduce any spurious effects or numerical
dissipation.
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Eq. 2.43 describes the coupling from the coarse to the fine grid. As shown in
Fig. 2.6, there exist sites in the fine grid that do not have a corresponding coarse
site, thus an interpolation process is needed in order to complete the missing
distributions. A symmetric, cubic spline fitting is used for the spatial interpolation
of ρ, u and fneqα in order to eliminate any spatial asymmetries.
f(x) = αi + βix+ γix
2 + δix
3, xi−1 ≤ xi ≤ xi+1. (2.46)
The tridiagonal systems of equations are solved using the Thomas algorithm under
the restrictions of nodal continuity of the function f(x) and its first and second
derivatives, as well as zero second derivative f
′′
(x) at the end nodes. The reader
should refer to Tölke and Krafczyk [108] for a different approach. Recently, Geier
et al. [109] introduced the use of second-order bubble functions for the velocity
interpolation in order to achieve exact conservation of momentum at the interface.
As the fine grid can resolve more scales than the coarse one, a deconvolution
approach, as the one presented by Quéméré et al. [110] may be used in order to
try and recreate the small scales when information is transferred from the coarse
to the fine grid.
2.2.4 Grid refinement algorithm
The computational multi-domain algorithm used in this study is described below.
This algorithm describes the coupling between two grid resolution levels. If
more resolution levels exist, a recursive algorithm based on the same principle
of information exchange should be used. In this study, the computational domain
is described with nine levels of refinement unless otherwise specified. Finally,
using the nominal moment basis and the orthogonalised matrix K in Eq. (2.17),
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Algorithm 1 Multi-Domain algorithm
1: Initialize ρ and u on every domain and compute the equilibrium distributions
f eqi .
2: Collide and Stream all distributions on the coarse grid. The coarse grid is
now at time t+ δtc.
3: Collide and Stream once on the fine grid bringing it to time t+ δtc/2.
4: Perform a linear temporal interpolation of ρc, uc and f
neq
i,c at time t + δtc/2
at the fine-coarse interface.
5: Spatially interpolate the values ρc(t+ δtc/2), uc(t+ δtc/2) and f
neq
i,c (t+ δtc/2)
at the fine nodes with no overlapping coarse nodes using Eq. (2.46).
6: All populations at the fine grid boundaries are reconstructed following a
convective scaling using Eq. (2.43).
7: Collide and Stream once on the fine grid bringing it to time t+ δtc.
8: Spatially interpolate the values ρc(t+ δtc), uc(t+ δtc) and f
neq
i,c (t+ δtc) as in
step 5 using Eq. (2.46).
9: All populations at the fine grid boundaries are reconstructed following a
convective scaling using Eq. (2.43).
10: Save the equilibrium and non-equilibrium distributions f eqi,f , f
neq
i,f at the coarse-
fine interface.
11: Replace all the populations at the coarse-fine interface using filtering and
scaling, using Eq. (2.45) and Eq. (2.44).
12: Proceed to the next time-step. Go to step 2.
the equilibrium distribution may be computed as
f eq0 = 4/9ρ− 2/3ρ(u2x + u2y) + ρu2xu2y, (2.47a)
f eq1 = 1/9ρ+ 1/3ρux + 1/2ρu
2
x − 1/6ρ(u2x + u2y)− 1/2ρ(uxu2y + u2xu2y), (2.47b)
f eq2 = 1/9ρ+ 1/3ρuy + 1/2ρu
2
y − 1/6ρ(u2x + u2y)− 1/2ρ(uyu2x + u2xu2y), (2.47c)
f eq3 = 1/9ρ− 1/3ρux + 1/2ρu2x − 1/6ρ(u2x + u2y) + 1/2ρ(uxu2y − u2xu2y), (2.47d)
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f eq4 = 1/9ρ− 1/3ρuy + 1/2ρu2y − 1/6ρ(u2x + u2y) + 1/2ρ(uyu2x − u2xu2y), (2.47e)














f eq6 = 1/36ρ+ 1/12ρ(−ux + uy + u2x + u2y)
+ 1/4ρ(−uxuy + u2xuy − uxu2y + u2xu2y), (2.47g)
f eq7 = 1/36ρ+ 1/12ρ(−ux − uy + u2x + u2y)
+ 1/4ρ(uxuy − u2xuy − uxu2y + u2xu2y), (2.47h)
f eq8 = 1/36ρ+ 1/12ρ(ux − uy + u2x + u2y)
+ 1/4ρ(−uxuy − u2xuy + uxu2y + u2xu2y). (2.47i)
Note that the equilibrium distribution in the CLBM contains higher order velocity
terms as compared to the standard LBM [27].
2.2.5 Grid layout
Figure 2.8 shows the arrangement of ten grid with different resolutions used for the
simulation of the flow around an oscillating SD7003 airfoil with a chord length of
c = 360lu. Please note that this is only an indicative example of the grid layouts
used in this study. For different numerical examples the grid sizes are scaled
accordingly to match the simulation set ups. This arrangement is not optimal in
terms of computational efficiency. Table 2.1 shows the grid structures of different
refinement levels. The relative grid sizes correspond to the finest grid resolution.
Sponge layers are included in the L10 level.
2.3 Domain Boundary Conditions
Choosing appropriate boundary conditions (BCs) is of crucial significance in the
LBM framework. The boundary conditions used in this study will be discussed
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Figure 2.8: (a) Computational grid with L = 10 levels of refinement, (b) Fine grid
around the a SD7003 airfoil with c = 360lu.
Table 2.1: Grids levels, absolute and relative to the finest grid sizes.
Grid Level Grid Size Relative Grid Size
L1 605× 205 605× 205
L2 401× 201 801× 401
L3 301× 301 1201× 1201
L4 201× 201 1601× 1601
L5 201× 201 3201× 3201
L6 151× 151 4831× 4831
L7 101× 101 6463× 6463
L8 101× 101 12927× 12927
L9 75× 75 19201× 19201
L10 75× 75 38401× 38401
in this section. Unless specified otherwise, the boundary conditions described in
the following sections have been used in all simulations presented in this thesis.
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2.3.1 Description of the problem
Every LB algorithm consists of two major steps, the collision and the streaming
of the populations. On the nodes next to the boundary some information come
from the boundary nodes, and therefore will be non-physical. As shown in Fig.
2.9, the node located on the left boundary of the computational domain contains
information coming for a node inside the wall (populations f1, f5 and f8). In order
to maintain the consistency of the numerical method, these population must be
reconstructed. Populations f0, f2, f3, f4,f6 and f7 coming from the bulk are know.
However, additional information are required in order to accurately reconstruct
the remaining populations.
For simplicity, let us only consider flat wall BCs. Various ways of reconstructing
the missing populations on the boundary nodes for either flat (see Zou and He
[57], Inamuro [58], Latt and Chopard [59], Skordos [60], Ansumali and Karlin
[61], Halliday et al. [62]) or curved boundaries (see Bouzidi [63], Ginzburg and






















Figure 2.9: Missing (1,5,8) and known (0,2,3,4,6,7) populations on a boundary
node after the streaming step.
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literature. All the precited BCs share a common feature, they are all applied to the
first bulk node close to the wall. Therefore, the reconstruction of the populations
and the computation of the macroscopic variables ρ and u must be computed
before the collision step that depends on the equilibrium distribution f (eq)(ρ,u).
Let us assume that the velocity u is prescribed on the boundary (Dirichlet BC).
In order to complete the reconstruction of the missing populations, the density
on the node must be computed.
2.3.2 Density computation
Using Eq. 2.31, the density can be simply computed by summing the populations
on the node. Following Zou and He [57], let us define a unit vector n normal to
the wall pointing outwards of the computational domain [111]. In addition, the
density ρ is decomposed into three parts ρ0 =
∑
α∈A0 fα, where A0 = {α|eα · n =
0}, ρ+ =
∑
α∈A+fα , where A+ = {α|eα · n > 0} and ρ− =
∑
α∈A−fα , where
A− = {α|eα ·n < 0}. Using Eq. 2.31 and defining u⊥ = u ·n as the projection of




(2ρ+ + ρ0). (2.48)
Therefore, for flat walls only, the density ρ can be computed since ρ+ and ρ0 are
always known, as long as the condition u⊥ = u · n is imposed on the boundary.
As a final remark, it should be noted that all the information required for the
reconstruction of the missing populations is available as soon as both ρ and u are
now known. In the precited BCs two approaches are used. In the first, only the
missing populations are reconstructed, whereas in the second all populations are
replaced using only the macroscopic information, such as the velocity, the density
and higher-order moments [111]. The later is used in this study.
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2.3.3 Inlet: Velocity boundary conditions
In this study, the method proposed by Latt and Chopard [59] is used for the inlet
velocity boundary conditions, where all populations are reconstructed based on
the knowledge of the macroscopic variables. The present scheme is used due to
its superior numerical stability over other schemes at low viscosity values. Taking
the second order raw moments of the distributions fα let us define the tensor
Π =
∑q−1






In addition, let us define the tensor Qα = eαeα − c2sI, where I is the identity
matrix.




opp(α) ([57]) is used
in order to temporarily compute the unknown populations as fα = f
(eq)
α (ρ,u) +
fopp(α)− f (eq)opp(α). Finally, following Latt and Chopard [59], all particle populations








2.3.4 Outflow boundary conditions
The most common treatment in the literature for the outlet boundary condition
is the use of a simple extrapolation scheme, where the missing populations are
copied from the last node before the outlet. Assuming that the outlet is located
in the positive x-direction of the domain x, it can be seen from Fig. 2.9 that
the populations f3, f6 and f7 are missing. A simple approach to fill the missing
populations would be to copy them from the neighbouring node at x− δx as
f(3,6,7)(x, t) = f(3,6,7)(x− δx, t). (2.50)
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However, it has been shown that this approach cause strong acoustic reflections
that dissipate in the computational domain and affect the accuracy of the solution.
In this study, an extrapolation scheme in space and time is applied for the missing
distributions [48]. Assuming only waves normal to the boundary the missing
distributions are computed as












2.3.5 Open boundaries: Free Slip
Open boundaries in the LBM framework are normally treated as periodic
boundaries. Considering the case shown in Fig. 2.9, the missing populations
f(1,5,8)(x = 0, t) at time t are filled with the known populations f(1,5,8)(x =
Nx, t − δt) at time t − δt. However, in order to avoid dissipation of spurious
effects across the boundaries a free slip condition is used in this study, where the
missing populations on a boundary node are filled with their mirror populations
in the direction of the boundary. In the case of a boundary located at the left
end of the domain, as shown in Fig. 2.9, the missing populations are filled as
f1(x, t) = f3(x, t), f5(x, t) = f6(x, t) and f8(x, t) = f7(x, t).
2.3.6 Non-reflecting boundary conditions
In LBM simulations, it is important that the boundaries interact with the bulk
flow in a way that spurious signals coming from the propagation of acoustic waves
or other sources are cancelled and the prescribed boundary conditions are satisfied.
In order for the boundary to process the pressure change caused by the incoming
wave and suppress the reflection of the wave back to the domain, a dynamic
interaction between the boundary and the fluid is essential. However, satisfying
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both requirements is not always a trivial task. Schlaffer [112] presented a very
coherent comparison of various non-reflecting boundary conditions in the LBM
framework and showed that a consistent non-reflecting boundary condition leads
to faster converge rates and suppresses the propagation of low-frequency spurious
pressure waves.
Non-reflecting methods can be divided into three categories, filtering methods,
characteristic based methods and impedance methods [113, 114, 115, 112].
Filtering methods employ either continuous or discrete low-pass filters and are
applied directly on the discrete populations in order to “remove” the pressure
wave. However, the efficiency of the method is not sufficient [112]. In contrast
to filtering methods, characteristic based methods solve a simplified set of
constitutive equations on the boundary by setting the amplitude of the acoustic
waves to zero and assuming for an adjacent region outside the domain. A linear
one dimensional inviscid (LODI) system of equations is solved by neglecting
the derivatives normal to the boundary. The method is characterized by a
distinct relation between the angle of incidence of the acoustic wave and its
reflectance dependence. Overall, the method has been successfully applied to
a few applications [113, 116, 112]. Finally, impedance boundary conditions
use an integral formulation of the conservation quantities, vanishing the spatial
derivatives emerging in the differential formulation (LODI method), maintaining
a strict locality and increasing the numerical accuracy. Let us assume that every
change in pressure propagates with the speed of sound. For a full derivation of
impedance BCs for both compressible and incompressible LBM, the reader should
refer to Schlaffer [112].
The significance of filtering the spurious effects originating from the interaction
of the acoustic waves with the domain boundaries is high when a grid refinement
scheme with acoustic scaling is used. Acoustic waves originating from the
boundary located in the finest resolution grid propagate across grids with different
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resolution levels until reaching the boundaries of the domain. A result of using an
acoustic scaling in a multi domain scheme is that as we move from finer to coarser
resolutions the lattice kinematic viscosity decreases, as shown in section 2.4. This
gradual decrease in the shear viscosity magnifies the spurious signals coming from
the propagation of the acoustic waves. This effect is even stronger when high
Reynolds number flows are investigated. It is important to note that the cascaded
LBM can handle the very low viscosity values at the low resolution grids. However,
we choose to filter all the artificial spurious acoustic effects at the boundaries in
order to avoid any undesirable effects that could compromise the accuracy of the
solution. It should be noted that since the domain boundaries are very coarse in
the present multi-domain scheme, the implementation of non-reflecting boundary
conditions does not add any considerable computational overhead.
In order to adapt the impedance for an arbitrary direction of the incoming sound
pressure wave, an isotropic formulation is considered in this study. First, let us
define the rate of momentum change per unit area as du(n) = u(n)−u(n−1), where n
is the current time step. In order to project du(n) onto the corresponding direction


















and du = sign(du)‖du‖. For the left boundary shown in Fig. 2.9, and using the




























ρ(n)cs = 0 (2.53)
Using the macroscopic variables in Eq. 2.31 without the external forces as
well as Eq. 2.48, the current density ρ(n) on the boundary is expressed as
ρ(n) = ρz/(1 − u(n)x ), where ρz = f0 + f2 + f4 + 2(f3 + f6 + f7). The vertical
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velocity u
(n)
y is computed as u
(n)
y = 3(f2 − f4)/2ρ(n)using the bounce back of the
non-equilibrium parts rule. The Newton-Raphson iterative algorithm is used for
the solution of Eq. 2.53 and the computation of u
(n)
x . The sign of dux can be

























Once the macroscopic density and velocity are computed, the regularized scheme
in Section 2.3.3 and the extrapolation scheme in Section 2.3.4 are used to compute
the missing populations on the left and right boundaries respectively.
2.3.7 Absorbing layers for the LBM
More recently, Xu and Sagaut [117] addressed the issue of absorbing acoustic
boundary conditions for the LBM, in order to damp and minimise the acoustic
wave reflections from the computational boundaries. Effectively, an absorbing
term is added to the right hand side (RHS) of the governing fluid equations,
[117, 118]. In this study, the Type II absorbing term proposed by Xu and Sagaut
[117] is implemented in the cascaded LBM.




fα(x + eαδt, t+ δt) = fα(x, t) + Ω
∗
a(x, t) + δtSa + δtH
eq
α (ρ
f ,uf , ρ∗,u∗, t), (2.55)
where Heqα (ρ
f ,uf , ρ∗,u∗, t) = χ
(
f eqα (ρ
f ,uf , t)−f eqα (ρ∗,u∗, t)
)
with χ = σ(x) being
the strength of the absorbing layer, as shown in Fig. 2.10b.




















Figure 2.10: (a): 2D computational domain with absorbing layer. (b): Normalized
absorbing strength profile σ(x) with x0 = 0 and L = 1.
The superscript f denotes the farfield values of the velocity and den-
sity, whereas the superscript ∗ denotes the parametrized density ρ∗ =∑













f ,uf , ρ,u, t) [96]. m = n = 1/2 as in [117]. In a 2D Domain,
Fig. 2.10a the absorbing layer is effectively a “sponge” that damps the acoustic
wave reflections.
2.3.8 Test case: Acoustic pressure wave propagation
The effectiveness of the non-reflecting BCs and the absorbing layer treatment
on removing spurious signals coming from the propagation of acoustic waves is
investigated in this section. A 2D acoustic Gaussian pulse source is considered
originating for the center (x0, y0) of a 400× 400 computational domain. Periodic
boundary conditions have been used. The kinematic viscosity is set at ν = 0.5.
The initial flow profile is given as ρ0 = 1 + ρ
′
and (ux, uy) = (0, 0). The density
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Figure 2.11: Reflection of acoustic wave at the left boundary. (a) Reflection of






= εexp(−α · r2), (2.56)
where ε = 10−3, α = ln(2)/b2 with b = 1/20 and r =
√
(x− x0)2 + (y − y0)2.
Periodic boundary conditions are applied to all boundaries.
Three cases are investigated: (i) no treatment is applied on the boundaries, (ii)
the non-reflecting boundary conditions of Schlaffer [112] described in 2.5.6 are
applied to all periodic boundaries and (iii) the absorbing layer scheme of Xu and
Sagaut [117], as shown in Fig. 2.10a, encloses the computational domain. Fig.
2.11 shows the reflection of the acoustic waves at the left boundary for all three
cases. As observed, when the waves are allowed to reflect from the boundaries
(Case 1), strong fluctuations occur in both the density and the velocity. However,
when absorbing conditions are used (Cases 2 and 3) a steady state is achieved
immediately after the first interaction of the wave with the boundary and all
fluctuations are significantly suppressed. Similar results are shown in Fig. 2.12,
where a steady density state ρ ≈ ρ0 is obtained in the computational domain in
Case 2 and Case 3, whereas in Case 1 the acoustic waves keep reflecting from the
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ρ/ρ(max)
Figure 2.12: Pressure propagation (a) without treatment - left (b) with non-
reflecting BCs - middle and (c) with the sponge absorbing layer -right.
boundaries, slowly wearing off. In the present study, the treatment of Xu and
Sagaut [117] is used.
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Chapter 3
The Immersed Boundary Method
In this section, the mathematical basis of the immersed boundary method will be
discussed. That includes the continuous and discrete formulation of the IBM, as
well as the kernel functions and their significance in the accuracy of the method.
A detailed review of the most popular schemes for evaluating the force density on
the boundary is included. The performance properties of the presented schemes
is briefly discussed. An extensive comparison of the accuracy of two iterative
IB schemes coupled with the CLBM will be presented in Chapter 6. Finally, a
modified Lagrange point approximation scheme in order to accurately capture the
effects of the internal mass is derived.
As shown in Chapter 2, boundary conditions in the LBM framework usually
modify and/or reconstruct the populations fα, in order to obtain the desired
values for the velocity and pressure at the boundary. In the immersed boundary
method (IBM) framework, the boundary condition is prescribed by adding a force
density F(x, t) to the governing fluid equations. To this end, the computation
of F(x, t) describes a fluid that behaves as a boundary with desired properties
[119]. In Peskin’s original derivation of the IBM [65], the force density F(x, t) is
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added to the Navier-Stokes equation. A boundary condition prescribed by the
IBM exists on the macroscopic level and therefore is not aware of the populations
fα. Mathematically, the basis of the immersed boundary method (IBM) includes
first, an Eulerian grid and a set of Lagrangian markers and second, a velocity
interpolation and a force spreading operation as devised originally by Peskin [65].
The IBM was first combined with the LBM by Feng and Michaelides [99] and has
since then become a popular approach.
3.1 Introduction to the continuous immersed
boundary equations
Consider a closed curve E (t) immersed in a two-dimensional fluid domain Ω(t) as
shown in Fig. 3.1a. Essentially, the geometry is decomposed into two coordinates
systems. The closed curve E (t) is represented by an ensemble of marker points
(Lagrangian) XL (s, t) that are allowed to move freely in the fluid and are
independent of the Eulerian grid, defined by the x coordinates. Theoretically,
the relative distances between the Lagrangian markers should be kept constant,
|XL (s, t)−XL (l, t)| ≈ const. In fully coupled fluid structure interaction problems,
a nonconforming surface mesh that defines the markers and their connectivity is
required. Finally, a bi-directional coupling between the fluid and the boundary
must be prescribed.
For viscous incompressible flows, the governing equations of the immersed bound-
ary formulation are formulated as








G(s, t)δ(x−XL (s, t))ds, (3.3)
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∂XL (s, t)
∂t
= U(XL (s, t), t) =
∫
E
u(x, t)δ(x−XL (s, t))dx, (3.4)
G(s, t) = S(XL (s, t), t). (3.5)
Eqs. (3.1 - 3.2) are the Eulerian Navier-Stokes equations with external forces g
for the fluid domain Ω(t), whereas Eqs. (3.3 - 3.5) are the equations in Lagrangian
formalism for the immersed boundary E (t). XL , U, G are the position of the
IB in Lagrangian coordinates, the IB velocity and force density, respectively. x,
u, g, ρ and p are the Cartesian coordinates, fluid velocity, external force density,



















)/h is the one-dimensional discrete delta function. XL , YL and
ZL are the Lagrangian components of XL whereas, x, y and z are the Eulerian
components of x.
3.2 The discrete immersed boundary equations
Let us now focus on the discretisation of the immersed boundary equations, Eqs.
(3.3 - 3.4). The surface integrals in Eqs. (3.3 - 3.4) cannot be exactly computed
since both the velocity and force fields are only known at the discrete lattice
cites. Therefore, the integrals are replaced by summations over the ensemble
of Lagrangian points. The delta distributions are also discretised. First, let us
assume that the fluid in the entire domain Ω is homogeneous and second, that
the Lagrangian markers are massless. The latter assumption indicates that the
immersed boundary has the same density as the surrounding fluid. The discrete






Fluid/Boundary point interaction region
(b)
Figure 3.1: (a): Immersed boundary illustration using a set of Lagrangian points to
represent the boundary and a set of Eulerian points defined by the intersection points
of the mesh lines to represent the fluid domain. (b): Fluid/Boundary interaction









Fl,tD(xij,t − xl,t)∆sl. (3.8)
For the full derivation of the general IBM set of equations see Peskin [65]. In the
discrete formulation the fluid is discretised as an Eulerian lattice with coordinates
xij and the boundary as a set of Lagrangian markers at xl. Eq. (3.7) computes
the interpolated boundary velocity ul from the surrounding Eulerian velocity uij.
In Eq. (3.8) the total computed force acting on the markers Fl is spread to the
surrounding Eulerian grid (Fij is the force density on the lattice). It is important
to note that the total force Fl is first computed in the Lagrangian markers and
then spread to the lattice. ∆sl is the discretisation length of the boundary which
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must satisfy ∆sl = ∆s0. At this point, the key questions that rise are, (i) what
is the most appropriate form of the kernel function D(xij,t− xl,t), (ii) how the Fl
can be computed, and (iii) how is the force density Fij incorporated in the LBM
to update the fluid.
3.3 The kernel functions
3.3.1 Fundamental principles
First, it should be noted that the consturction of the discrete delta function in
Eq. (3.6) is not unique (see Peskin [65] for a detailed description of appropriate
discretisation procedures). Using Eq. (3.8), and considering the integral










xl × F(xl, t)∆sl =
∑
i,j
xi,j × F(xi,j, t)hi,j. (3.9b)
These properties ensure that the forces and moments exerted on the solid by the
fluid may be accurately computed by integrating the force field [120]. For the
uniform Cartesian grid h = hi = hj used in this study, the discrete delta function
must have the following properties in order for Eqns. (3.9a - 3.9b) to be verified
∑
i,j
D(xij,t − xl,t)h2ij = 1, (3.10a)∑
i,j
(xij,t − xl,t)D(xij,t − xl,t)h2ij = 0. (3.10b)
Note that, using Eq. (3.6), the discrete 2-dimensional kernel function D(xij,t−xl,t)
can be written as a product of 1-dimensional functions D(xij,t − xl,t) = D(xi,t −
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xl,t)D(xj,t−xl,t)/h2. Eq. (3.10a) effectively imposes a normalisation of the kernel
function. The above restrictions guarantee that both the momentum and the
angular momentum will be identical when computed in either the Eulerian or the
Lagrangian reference frame. In addition, in order to reduce the computational
overhead of Eqns. ((3.7) - (3.8)) while maintaining the desired accuracy, the
number of summands must be optimised. Finally, the delta function should
suppress lattice artefacts such as interpolation “bumpiness” in moving boundary
applications.
3.3.2 Smoothing technique
In order to suppress the non-physical oscillations in the computed forces, the
method proposed by Yang et al. [121] is used in this study. It has been shown that
the derivatives of regular discrete delta functions fail to satisfy certain moment
conditions, leading to non-physical oscillations that affect both the solution
accuracy and the convergence rate of the computation. The proposed smoothed
functions have one-order higher derivative than the regular ones. In addition,
the first two discrete moment conditions are satisfied and finally, their derivatives
satisfy one-order higher moment condition than the regular ones.
Following the smoothing technique proposed by Yang et al. [121], a new function

















The original function has one lower derivative than the smoothed one. Finally
introducing the transformations r = (xj − X)h−1 and r′ = (x′ − X)h−1 the
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Figure 3.2: (a): Interpolation Kernels φ1, φ2, φ3, φ4. The kernel range is two, four,





4. The kernel range is three, five, four and five lattice sites, respectively. It is
observed that φ2 and φ
∗
2 are very similar in shape to the respective φ4 and φ
∗
4 kernels.





Fig. 3.2 shows the most commonly used discrete delta functions in the IBM,
as well as their respective smooth formulations. It can be seen that the smooth
functions have wider supports than the regular ones. For a detailed analysis on
the relevant properties of the smoothed functions the reader should refer to Yang













−3(1− |r|)2 if 0.5 ≤ |r| ≤ 1.5
0 if 1.5 ≤ |r|
, (3.13a)












−7 + 12|r| − 4r2 if 1 ≤ |r| ≤ 2
0 if 2 ≤ |r|
. (3.13b)

















































(2|r| − 3)) if 1.0 ≤ |r| ≤ 2.0







































2(|r| − 2)) if 1.5 ≤ |r| ≤ 2.5
0 if 2.5 ≤ |r|
.
(3.14b)
It has been verified that the use of the smoothed formulation significantly reduced
the round-off errors caused by the interpolation procedures, especially in moving
boundary flows where, the cumulative effect of those errors is critical to the overall
accuracy.
3.3.3 Significance of interpolation accuracy in the IBM
Cheng et al. [122] investigated the effect of the discrete delta functions on the
accuracy of the IBM coupled with the SRT-LBM. First, the relaxation of a
circular membrane was examined. It has been found that the scheme with the
φ4(r) function leads to better volume conservation and pressure maintenance than
others. In addition, the results revealed a surprising accuracy of the coupling
scheme for transversal flow across the boundary [122]. Other functions with
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wider base stencils resulted in higher numerical errors. Therefore, it may be
concluded that using functions with wider base stencils does not necessarily
guarantee improvements in the interpolation accuracy.
A significant observation in the study of Cheng et al. [122] is the existence of
numerical velocity slip near the immersed boundary. A similar conclusion is
reported in [123]. The authors concluded that the errors are sensitive not only
to the viscosity of the fluid but also to the discrete delta function used. In
fact, for lower viscosity values, functions with wider base stencils resulted in more
accurate results. Overall, the φ4(r) function has superior accuracy and a moderate
near-boundary influence domain. In order to suppress the velocity slip near the
boundaries, the smoothed 4-point piecewise discrete function is used only for the
force spreading operation in the IBM. In the velocity interpolation process the
Lagrange polynomial is used as














uij(x + eaδt, t+ δt).
(3.15)
The use of the Lagrange polynomial function in the velocity interpolation stage
seems to significantly decrease the numerical velocity slip (the computed velocity
on the boundary does not exceed the analytical values). In IB-LBM simulations
where non-slip boundary conditions are prescribed on the immersed bodies,
fictitious flow patterns appear inside the solid domain. Numerical velocity slip is
observed when the fictitious flow affects the numerical accuracy of the non-slip
boundary condition. Contrary to across boundary errors caused by leakage of
the flow across the boundary, velocity slip results in tangential boundary errors.
Le and Zhang [123] related the velocity slip introduced by the IB-LBGK scheme
to the lattice kinematic viscosity and derived a formula this artificial effect. As
shown by Zhang et al. [103], at strong shearing high viscous flows, the interpolated
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velocity near the boundary using Eq. (3.16) is almost identical to the theoretical
values.
Theoretically, this approach violates the condition where both the interpolation
and the spreading steps must be performed using the same kernel. However, if
the kernel range in both steps is similar, i.e. the force from a certain Lagrangian
node is spread on the same grid nodes that were used for the interpolation of the
velocity on that node, the present approach could be considered acceptable. In the
investigated cases the use of different kernels in the IBM does not introduce any
artificial effects that would decrease the solution accuracy. Further investigation
is required in order to quantify the effects of using different kernels in immersed
boundary methods.
3.3.4 Sensitivity to boundary discretization parameters
In order to prevent fluid leakage across the boundary, the discretisation length
∆sl must be carefully considered. As pointed out be Peskin [65], ∆sl ≤ h/2 is
necessary in order to guarantee the non-slip boundary condition on the boundary.
Cheng et al. [122] found that if ∆sl ≤ 1h the errors are small and that further
decreasing ∆sl does not significantly improve the accuracy of the solution.
Between 1h ≤ ∆sl ≤ 2h the errors increase slightly as ∆sl increases, whereas
the errors increase significantly for ∆sl > 2h. In our preliminary tests, it has
been observed that the effect of the discretisation length ∆sl on the numerical
accuracy of the IBM strongly depends on the flow characteristics, e.g. kinematic
viscosity, as well as on the “sharpness” of the velocity profile on the boundary
(boundary layer). In this study the discretisation length is set as ∆sl ≤ 1, unless
specified otherwise.
Fig. 3.3 illustrates the significance of the boundary discretization parameters on
the computed flow around a stationary circular cylinder at Re = 40. The domain
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Figure 3.3: (a): Instantaneous interpolated surface velocity on a stationary circular
cylinder at Re = 40 for ∆sl = 0.5, 1.0, 1.5, 2.0, (b) Instantaneous vorticity around
the cylinder for ∆sl = 2.0.
configuration and the simulation parameters for this case are described in Chapter
6. For ∆sl = 2.0h, the interpolated boundary velocity is distorted, Fig. 3.3a. As
shown in Fig. 3.3b, there is flow penetration throughout the immersed cylinder.
That leads to significantly underestimated drag coefficient values compared to the
values computed with ∆sl = 0.5, 1.0, 1.5.
3.4 Force density evaluation
In this section, the most commonly used schemes for computing the nodal forces
on rigid boundaries will be discussed. Only the required steps for obtaining the
force density on the boundary nodes will be discussed. The coupling between
the IBM and the cascaded LBM, including the construction of accurate discrete
forcing terms, will be presented in Chapter 4. In this study only two of the
following schemes will be used: (i) the iterative direct forcing (IDF) method and
(ii) the multi-direct forcing (MDF) scheme. However, for the sake of completeness
some alternative algorithms will be presented as well.
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It should be noted that in this study, only flows around stationary rigid bodies
or rigid bodies undergoing prescribed motions will be examined. For deformable
bodies simulations, two additional elements must be considered: (i) a constitutive
model containing all the physics of the boundary deformation and (b) a surface
mesh to evaluate the boundary deformation [119]. The interested reader should
refer to Kruger et al. [124] and Sui et al. [125] for detailed model definitions.
Sui et al. [125] present a coherent method of addressing both hyperelastic and
viscoelastic models.
3.4.1 Explicit feedback IBM - The Penalty method
The penalty method has been proposed by Feng and Michaelides [99] in order to
model the interaction between the fluid and the solid boundary. Let us assume
that each boundary point Xl is individually connected by an elastic spring to its
specific reference location X∗l . In this approach, the boundary nodes are slightly
deformed from the interaction with the fluid as ξl = Xl −X∗l . The displacement
χl generates a force Fl that tends to restore the boundary back to its original





where κ is an empirically defined spring constant. Considering a steady flow, after
several time steps the reference boundary points X∗l will reach an “equilibrium”
state and the computed force will be just enough to keep the boundary in place,
locally satisfying the no-slip BC. The method is very sensitive as the optimum
range of the parameter κ must be obtained and often requires a significantly
small time-step. It has been shown that it is not possible to sufficiently satisfy
the no-slip BC with an explicit IBM scheme.
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3.4.2 Direct forcing methods
In order to overcome the main disadvantage of the explicit penalty method and
improve the numerical accuracy and stability, direct forcing methods have been
developed, where the boundary forces are directly computed from the flow field.
First let us express the desired velocities on the boundary nodes as Ẋl = U(Xl).
The fluid velocity u(x, t) is computed after the streaming step in the LBM using























where the superscript p denotes the post-collision values. According to Guo et al.
[96] the physical fluid velocity at time t may be computed using Eqns. (3.17) -










In order to satisfy the no-slip boundary condition, the force F(x, t) must be
constructed in such a way that the fluid velocity u∗(x, t) matches exactly the
prescribed boundary velocity U(Xl). However, u
∗(x, t) and U(Xl) exist in
different reference frames (Eulerian and Lagrangian). Therefore, in order to
obtain the boundary velocity U∗(Xl) we first need to interpolate u
∗(x, t) at the
boundary nodes. Then, in order to satisfy U∗(Xl) = U(Xl), a boundary force
Fl(Xl) must be computed and subsequently spread to the lattice nodes to update
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the fluid. The overall accuracy and stability of a direct forcing scheme strongly
depends on the velocity interpolation and force spreading operations.
3.4.2.1 Multi-Direct Forcing method
The selection of an appropriate direct-forcing method depends on the coupling
strategy between the IBM and the LBM. The exact derivation along with a
detailed coupling strategy will be presented in Chapter 4. Assuming that Eq.
(3.19) is also valid on the IB points and dropping t as the forcing occurs at the





The iterative multi-direct forcing scheme used in this study is similar to the
schemes proposed by Luo et al. [84], Wang et al. [85] and Kang and Hassan [79].
The detailed algorithm is presented in Algorithm 2. The iterations are performed
over steps (c) - (f) in order to achieve a sufficiently small difference between
the interpolated velocities U∗(Xl) and the prescribed velocities U
(Xl). For the
sake of clarity, let us define the interpolated velocities as U∗(Xl) = ul and the
desired velocities as U(Xl) = U
d
l . The convergence parameter ε >
∥∥∥u(s)l −Udl ∥∥∥
is somehow arbitrarily set. Unless otherwise specified, ε is set at ε = 10−6. The
implicitness of the MDF algorithm depends on the number of iterations smax.
3.4.2.2 Explicit direct-forcing method
In the explicit direct forcing (EDF) method proposed by Dupuis et al. [100], the
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Algorithm 2 Computational algorithm of the multi direct forcing (MDF)- IBM
Effectively, the EDF is a special case of the multi-direct forcing method where
s = 1. As shown in 2, using Eq. (3.20) instead of Eq.(3.21) for the force
computation, the explicit direct forcing algorithm only includes steps (a)-(e) and
no convergence criterion needs to be specified. Various EDF schemes can be found
in the literature [126]. However, the EDF approach is not as accurate or stable
as the MDF scheme.
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3.4.3 Implicit velocity correction method
Apart from the MDF scheme, the above methods do not satisfy the no-slip
boundary condition due to insufficient interpolation accuracy. In order to enforce
the no-slip boundary condition on a rigid boudary, Wu and Shu [104] proposed the
implicit velocity correction IBM scheme. Here, the force density is considered the
unknown variable that needs to be computed in such a way that the prescribed









= u(x, t) + δu(x, t), (3.22)
where u(x, t) =
∑q
α f̄α(x, t)eα/ρ(x, t) is the known velocity given by Eq. (3.17)
and δu(x, t) = F(x, t)∆t/2ρ(x, t) is the velocity correction required to satisfy the
no-slip BC. The Eulerian velocity correction term δu(x, t) may be expressed in




δul(Xl, t)D(xij,t − xl,t)∆sl. (3.23)
Using Eqns. (3.22) and (3.23), the reconstructed velocity field u∗(x, t) must, when





u∗(xij, t)D(xij,t − xl,t)h2. (3.24)











δul(Xl, t)D(xij,t − xl,t)h2D(xij,t − xl,t)∆sl. (3.25)
CHAPTER 3. The Immersed Boundary Method 69
Eq. (3.25) may be re-written in the matrix-vector form AX = B, where X =





D(xij,t − xl,t)h2D(xij,t −
xl,t)∆sl is an L×L matrix whose elements are functions of the Lagrangian nodes
and only depend on the kernel function. Finally, the L element vector B is defined
as B = Ul(Xl)−
∑
i,j
u(xij, t)D(xij,t−xl,t)h2. L is the number of Lagrangian points
on the boundary. The unknowns X are found by inverting the matrix A, and then
spread to the Eulerian grid using Eq. (3.23). Finally, using Eq. (3.22) the fluid
velocity is corrected and the force density is computed. Note that for stationary
boundary applications, matrix A only needs to be inverted once since its values
depend only on the location of the boundary and the kernel function. However,
for moving boundary applications, the inversion of matrix A at every time step
may be computationally expensive when L is large.
3.4.4 Iterative direct forcing method
In order to improve the accuracy of the IBM-LBM scheme, Zhang et al. [103]
proposed an iterative force correction algorithm based on Cheng’s [98] external
forcing term for the computation of the boundary forces. The iterative formula
for the boundary force correction is
Fl(Xl) = F
∗




which is quite similar to the formula in Eq. (3.20) used for the MDF scheme.
One of the major difference of this scheme compared to the MDF is that the fluid
velocity does not need to be updated, see step (e) in Fig. 2. The interaction
between the boundary and the fluid is performed by splitting the external force
into two parts: effects of the present and the next time step. The detailed
description of the coupled IBM-LBM algorithm will be presented in Chapter 4.
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3.5 Performance properties of the immersed
boundary schemes
The initial decision on the selection of an accurate and stable IBM method was
based on the results reported by Zhang et al. [103]. The authors compared the
IB schemes presented in this chapter for the flow around a stationary circular
cylinder and the flow between two counter rotating cylinders at low Reynolds
number flows. Fig. 3.4 shows the normalised radial and tangential velocity
components on the surface of the cylinder at Re = 20. As observed, the proposed
IDF scheme and the implicit velocity correction scheme of Wu and Shu [104]
performed significantly better than the other schemes. Both velocity components
are accurately computed and spurious oscillations observed on the other schemes
are significantly suppressed.
In order to investigate the effect of strong shearing flows on the accuracy of
the IBM the authors examined the flow between two counter rotating cylinders.
Figures 3.5a and 3.5b shows the normalised radial velocity on the surface of the
inner cylinder and the y-component of the velocity along the center horizontal
direction for ν = 1.0. Similar observations can be made for both the IDF and
the implicit velocity correction schemes. The computed normalised average errors
for the two methods were similar and by far smaller than those of the other IB
schemes. It is evident that in order to accurately satisfy the no-slip boundary
condition and suppress numerical slip on the boundaries either an iterative or an
implicit IB scheme should be used. In order to avoid the matrix inversion step in
the implicit scheme of Wu and Shu [104], the iterative direct forcing scheme is used
in this study. A detailed investigation of the performance of the the IDF scheme
coupled with the CLBM is presented in Chapter 6 through various industrial
applications. The proposed scheme is also compared with the well established
MDF scheme.
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(a) (b)
Figure 3.4: Comparison of (a) the radial and (b) the tangential velocity components
on the surface of a cylinder at Re = 20. The results are reported by Zhang et al.
[103].
(a) (b)
Figure 3.5: Comparison of (a) normalised radial velocity on the surface of the inner
cylinder and (b) y-component of the velocity along the center horizontal direction.
The results are reported by Zhang et al. [103].
3.6 Effects of internal mass in the computation
of the forces
The effect of the internal mass in the computation of the aerodynamic forces using
the immersed boundary method for a moving body is investigated in this section.
Only cases with prescribed boundary motions are considered.
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3.6.1 Force and Torque acting on a body
The force acting on the immersed body Ftot, at time t, can be calculated by the





where ∆sl is the discretisation length of the immersed surface and should be
equal for all Lagrangian points l. However, the immersed body receives forces
from both the external and the internal fluid, FIB and Fint respectively. Hence,
in order to accurately compute FIB, the total forces Ftot acting on the body
must be compensated with the internal forces Fint used to move the internal fluid
[86, 87, 81] as
FIB(t) = Ftot(t) + Fint(t). (3.28)
The internal forcing term Fint, is given by the time derivative of the linear







where ρf is the fluid density. Similarly, the torque acting on the body may be
written as a sum of the total and the internal torque
















× u(x, t)dx. (3.32)
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Xc is the center of mass of the body. The two following schemes will be
investigated for the computation of the internal mass effects, i.e., the internal
force Fint(t) and the internal torque Tint(t).
3.6.2 Rigid body approximation
Assuming a rigid body motion inside the enclosed area Ω(t), following the work
of Feng [88], the integral in Eq. (3.29) can by approximated as
∫
x∈Ω(t) u(x, t)dx =
VbU
p
b(x, t), where U
p
b(x, t) is the velocity of the internal fluid which satisfies the
rigid body motion at all x = (x, y) ∈ Ω and Vb = Mb/ρb is the volume of the body.
Mb and ρb are the mass and density of the rigid body respectively. According to
Suzuki et al. [86], the equality is theoretically realised since the linear motion of
the rigid body is exactly equal to that of the internal mass in spite of actual
internal flows. Therefore, the time derivative of the linear momentum of the










where Upb(t) is the prescribed body velocity at time t. The approximation is


















where ΩBb is the angular velocity of the body around its centre of mass. In the
derivation of Feng [88] and Suzuki et al. [86], the reference frame fixed to the
body is denoted by B and the inertial frame is denoted by A. Therefore, R(t) is a
rotational matrix transforming the basis vectors from A to B and IB is the inertia
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matrix in B. For a detailed expression of R(t) and IB please refer to Suzuki et al.
[86].
3.6.3 Lagrangian points approximation
Recently, Suzuki et al. approximated the internal forces using internal Lagrangian
points moving together with the boundary [86]. A similar approach is used
here, focusing more on the identification of the optimum number as well as
the distribution of the internal Lagrangian points, in order to optimise both the
computational efficiency and the accuracy of the simulation.
1. Compute the surface area AΩ of the enclosed domain Ω(t) and equally
distribute Nint internal Lagrangian points with volume ∆Vint = 1.0. Nint
is the integer value of AΩ.
2. Interpolate the velocity U(Xint,t) on all internal points using Eq. (3.15).
























6. Approximate the internal torque using
Tint(t) ≈
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Sc is a scaling factor defined as Sc = AΩ/Nint. Therefore, if half of the internal
Lagrangian points are equally distributed for the computation of Eqs. (3.35-
3.37), Nint = AΩ/2, then both equations must be multiplied by Sc = 2. All
internal Lagrangian points follow the prescribed motion of the boundary thus
the computational overhead is mainly caused by the interpolation step. This
approach differs from the work of Uhlmann [81] where P(Xint, t) is approximated
by summing over internal Eulerian grid points. However, in moving or deformable
boundary applications the identification of the internal Eulerian grid points in
every time step is computationally complex and expensive.
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Chapter 4
Coupling between the LBM and
the IBM
The two-way coupling process between the lattice Boltzmann and the immersed
boundary method will be presented in this chapter. In this study, the multi direct
forcing (MDF) and the iterative direct forcing (IDF) immersed boundary methods
have been used. First, the selection of an appropriate discrete force term that is
added to the lattice Boltzmann equation will be discussed. That includes a brief
review of the most popular forcing schemes in the lattice-Boltzmann framework.
In the second part, the effect of the forcing schemes on the overall error and the
accuracy of the CLBM is analysed. The novel coupling between the fluid and the
solid solvers, as well as the incorporation of the forces in the CLBM used in this
study and the proposed IDF-IBM algorithm will be presented.
4.1 Forces in the lattice Boltzmann method
Forces play a significant role in many aerodynamic applications. The most
simple example is the force density Fg = ρg originating from the gravitational
77
78 4.1 Forces in the lattice Boltzmann method
acceleration g. Adding forces to the LBM is not a trivial task and requires careful
consideration of the discrete nature of the fluid solver. The most common way
of adding forces in the LBM is by computing the force density and updating the
velocity filed prior to the collision step. Once the updated macroscopic variables
are known, the collision step is performed. The force density is converted into a
discrete source term that is added to the collision kernel. Finally, the populations
are propagated and the computation proceeds to the next time step. The form of
the force density F is not given by the LBM and must be computed separately. In
this study, the IBM is used to compute F and model the fluid structure interaction.
As shown in Eq. (2.32), half of the force is used to update the velocity prior to
computing the equilibrium function in order to achieve second-order space-time
accuracy [119].
Let us take for example the SRT-LBM in Eq. (2.19). Once the velocity is
updated and the equilibrium distribution computed, the discrete source term







where Fα is the discrete forcing term. As shown, the relaxation time τ is present
in Eq. (4.1). Therefore, when more complex LB collision models are used, e.g.,
MRT or cascaded, the source term must be computed in the respective moment










where A is a model dependent parameter. In order to properly construct a forcing
scheme both Sα and A must be defined. Table 4.1 summarizes the effect of the
forcing schemes that will be investigated in the collision process.
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Table 4.1: Effect of different forcing schemes in the collision either through
modifying the equilibrium velocity or directly
Scheme A Sα





































Kupershtokh et al. [97] 0 f eqα (ρ,u
∗ + ∆u)− f eqα (ρ,u∗)
Cheng and Li [98] 0 1
2
[







(eα − u) + 3(eαu)eα
]}
4.1.1 The method of Guo et al.
Following the work of Ladd and Verberg [89], Guo et al. [96] investigated the
lattice effects in the presence of an external force. The authors concluded that
the forcing and source terms take the forms of Eq.(4.6) and Eq. (4.1) respectively.
In addition, assuming A = 1/2 removes undesired derivatives in the continuity
and momentum equation.
4.1.2 The method of Kupershtokh et al.
Kupershtokh et al. [97] proposed the so-called exact difference method (EDF).
The scheme is based on the kinetic theory and the forcing term is expressed
in terms of the equilibrium functions f eqα alone in order to avoid shifting the
populations fα in velocity space. Effectively, the force density is expressed as a
velocity correction term as ∆u = Fδt/ρ. Assuming that the presence of a force
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∗ + ∆u)− f eqα (ρ,u∗), (4.3)
where u∗ is the “unforced” velocity. It can be seen that the effect of the forcing
term is independent of the relaxation time τ .
4.1.3 The method of He et al.
In Chapter 2, the strategy for incorporating force terms in the cascaded collision
model has been discussed. In the work of Premnath [94], the strategy proposed
by He et al. [34] has been used. Starting from the continuous Boltzmann equation
with the SRT collision model, He et al. added an external body force term which
can depend on both space and time as
∂f
∂t







As shown in Chapter 2, the derivative F · ∇ξ may be simplified using Eq. (2.8).







and the equilibrium velocity in Eq. (4.2) is modified with A = 1/2.
4.1.4 The method of Martys et al.
In the work of Martys et al. [95] the derivative F · ∇ξ in Eq. (4.4) has been
evaluated using an expansion in the Hermite polynomial series. Truncating the
expanded forcing term up to second velocity order the discrete forcing term may










Similar to the work of He et al. [34], A = 1/2. In addition, it can be shown that
Eq. (4.6) satisfies the first three velocity moments as
∑
α Fα = 0,
∑
α Fαeα,i = Fi
and
∑
α Fαeα,ieα,j = Fiuj + Fjui.
4.1.5 The method of Cheng and Li
In order to handle both time and space dependencies of the external forces, Cheng
and Li [98] derived a scheme where the effects of both the current and the next
time step are incorporated in the source term without modifying the velocity
term. It has been shown, both numerically and theoretically, that the method is
second-order accurate within the incompressible limit of the LBM [127]. Similar
to the EDM [97] the effect of the forcing term is independent of the relaxation
time τ and thus can be directly applied to any collision model. Effectively, the





Fα(x + eαδt, t+ δt) + Fα(x, t)
]
, (4.7)





(eα − u) + 3(eαu)eα
]}
. (4.8)
According to Cheng and Li et al. [98], A is the source term in the continuity
equation and B is the forcing term in the continuity equation. Thus, we let
A = 0 and B = F. In order to “predict” the effect of the forcing term on the
next time step Fα(x + eαδt, t+ δt), an iterative procedure must be used to solve
the implicit Eq. (4.7).
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4.2 Error from forcing schemes
Prior to selecting an appropriate forcing scheme for the LBM it is important to
understand how it affects the overall accuracy and stability of the method. In the
cascaded LBM framework, the effect on the forcing on the higher order moments
must be considered. First, let us write the LBM with a generic collision operator
and forcing term as
f̄α(x + eα∆t, t+ ∆t) = f̄α + Ωα + Sα. (4.9)
Taking the zeroth, first and second moments of Sα we get
∑





α eαeαSα = C respectively. As in [128], C is a general second order
moment that should be equal to C = (Fu+uF) for the continuous LBM. However,
as shown by the authors, in the discrete LBM additional discretisation errors
occur and should be cancelled by the selected forcing scheme. In the work of
Lycett-Brown and Luo [128] the introduced error may be expressed as







All the forcing schemes presented in this chapter successfully cancel the first term









However, the second order moment C should include additional terms that
cancel the third term in Eq. (4.10). Introducing the above expressions for





EGuo = EMartys = 0.
The exact difference method of Kupershtokh et al. [97] introduce some additional
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terms in the recovered macroscopic equations. The effects of those terms on the
numerical performance of the EDM have not yet been investigated.
In the scheme of He et al. [34], the discretisation error in Eq. (4.11) does not
cancel and depends on the relaxation time τ . However, in their derivation the
use of the trapezoidal rule in the discretisation of the force integral results in
an explicit scheme that can be written in the form of Eq. (4.9). As stated by
Lycett-Brown and Luo [128] the force term of He et al. [34] only differs to the
scheme of Guo et al. [96] at third order.
Kang and Hassan [79] show that the forcing scheme of Cheng and Li [98] is
effectively the implicit version of the Guo scheme, ECheng = 0. In the proposed
scheme, the authors specifically redefined the forcing term in order to satisfy
C =
∑




α Sα, where δ is the kronecker delta.
According to the authors, the previous forcing schemes are accurate only for
steady and unsteady body forces as the derivative of the force moments are
zero, cancelling any discretisation error terms in the Navier-Stokes equations. In
their method, the implicitness of the proposed forcing term satisfies the moment
constrains and accurately recovers the NS equations.
For the interested reader, a detailed investigation of different forcing schemes on
the accuracy and performance of the cascaded LBM can be found in [129].
4.3 Forces in the cascaded lattice Boltzmann
method
As shown in Chapter 2, collisions in the CLBM are performed in the central
moment space following a cascaded manner. Two approaches of incorporating
external forces in the cascaded collision operator are investigated in this study.
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First, the forcing term of He et al. [34] is used. As shown in Table 4.1 the
source term of He et al. depends on the relaxation time τ . Therefore, in order to
consistently incorporate the forcing term in the CLBM the method of Premnath
[94] is followed. The detailed form of the updated collision and force terms can
be found in Chapter 2. The velocity is modified according to Eq. (2.32). In order
to accurately prescribe the BCs on the immersed body, the multi-direct forcing
IBM is coupled with the fluid solver. The coupling algorithm is shown in section
4.3.
The forcing scheme of Cheng and Li et al. [98] is used in the second approach.
Since the force term does not depend on the relaxation parameter τ , the discrete
source term may be directly added to the LBM equation as







Since an iterative scheme will be used for the computation of Fα(x + eαδt, t+ δt),
the transformation of the populations in Eq. (2.24) is no longer necessary thus
we drop the bar over fα. We follow the same method for the construction of the
collision operator. All force terms in Eqns (2.33) - (2.38) are removed and the
source term Sα is given by Eq. (4.7) and Eq. (4.8). Finally, the velocity term in
Eq. (2.32) does not need to be modified. The iterative direct forcing IBM will
be used for the computation of the force density on the boundary nodes and the
discrete term Fα(x + eαδt, t+ δt).
4.4 Coupling algorithms
In this section, the coupling algorithms used in this study are presented. In both
methods the force is applied in two steps during a single time step as shown in
Algorithms 3 and 4. Note that in Algorithm 3, the collision kernel k̂α has the
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Algorithm 3 Multi direct forcing, split-forcing LMB algorithm
1: First forcing step: ρ(x, t)u(x, t)) =
∑




2: Collision step: f̄p1α (x, t) = f̄α(x, t) + (K · k̂)α.
3: Second forcing step: f̄p2α (x, t) = f̄
p1
α (x, t) + δtFα(x, t).
4: Streaming step: f̄α(x + eα∆t, t+ ∆t) = f̄
p2
α (x, t).
Algorithm 4 Iterative direct forcing, split-forcing LMB algorithm
1: First forcing step: f
′




2: Collision step: fp1α (x, t) = f
′
α(x, t) + (K · k̂
′
)α.
3: Second forcing step: fp2α (x, t) = f
p1




4: Streaming step: fα(x + eα∆t, t+ ∆t) = f
p2
α (x, t).




4.4.1 The multi-direct forcing immersed boundary cas-
caded lattice Boltzmann - MDF-CLBM
In the multi direct forcing algorithm, an iterative procedure is employed for the
computation of F(x, t) in the first forcing step in order to satisfy the no slip
boundary condition on the boundary points. First, let us consider the unforced
particle distribution functions under no external force at (x, t + ∆t). Eq. (2.32)
can be written as
ρ(x, t+ ∆t)uF=0(x, t+ ∆t) =
q∑
a
eαf̄α(x, t+ ∆t). (4.13)
Assuming that the no slip boundary condition is satisfied by a desired velocity
Ud at the next time step, Eq. (2.32) may be written as
ρ(x, t+ ∆t)Ud =
q∑
a
eαf̄α(x, t+ ∆t) +
∆t
2
F(x, t+ ∆t). (4.14)
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Substracting Eq. (4.13) from Eq. (4.14), the desired force can be obtained as
F(x, t+ ∆t) = 2ρ(x, t+ ∆t)
Ud − uF=0(x, t+ ∆t)
∆t
. (4.15)
Eq. (4.15) is assumed to be also valid at the Lagrangian points at the next time
step, i.e. x 7→ XL . The detailed description of the algorithm may be found in
3.4.2.1 and in Fig. 2. Once the force density on the boundary points has been
computed and the velocity is updated, the post collision distributions may be
explicitly computed as
fp0 = f0 + 4(−k̂3 + k̂8) + F0, (4.16a)
fp1 = f1 − k̂3 + k̂4 + 2(k̂7 − k̂8) + S1, (4.16b)
fp2 = f2 − k̂3 − k̂4 + 2(k̂6 − k̂8) + S2, (4.16c)
fp3 = f3 − k̂3 + k̂4 − 2(k̂7 + k̂8) + S3, (4.16d)
fp4 = f4 − k̂3 − k̂4 − 2(k̂6 + k̂8) + S4, (4.16e)
fp5 = f5 + 2k̂3 + k̂5 − k̂6 − k̂7 + k̂8 + S5, (4.16f)
fp6 = f6 + 2k̂3 − k̂5 − k̂6 + k̂7 + k̂8 + S6, (4.16g)
fp7 = f7 + 2k̂3 + k̂5 + k̂6 + k̂7 + k̂8 + S7, (4.16h)
fp8 = f8 + 2k̂3 − k̂5 + k̂6 − k̂7 + k̂8 + S8. (4.16i)
The exact form of k̂α and Sα can be found in Chapter 2. Finally the post-collision
states are streamed along the discrete directions eα and proceed to the next time
step.
4.4.2 The iterative direct forcing immersed boundary cas-
caded lattice Boltzmann - IDF-CLBM
In order to derive an iterative expression for the computation of the force density
on the boundary nodes and the force term Fα(x + eαδt, t + δt) in Eq. (4.12) at
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t+δt, we introduce an intermediate forcing term F ∗α(x+eαδt, t+δt). Introducing
the intermediate terms in the transport equation Eq. (4.12) then reads











where the superscript d denotes the desired values obtained at the current time-
step in order to satisfy the no-slip boundary condition and f ∗a (x+eaδt, t+ δt) are
the intermediate distributions at t+ δt. Following the algebraic manipulations as
in Zhang et al., the desired external force may be rewritten as
fd(x + eaδt, t+ δt) = f
∗(x + eaδt, t+ δt)
+ 2
ud(x + eaδt, t+ δt)− u∗(x + eaδt, t+ δt)
δt
(4.18)
In order for the no-slip boundary condition to be satisfied, the immersed boundary
velocity must be equal to the fluid velocity at the Lagrangian points. Under the
assumption that Eq. (4.18) is also valid at the Lagrangian points, we obtain the
following iterative formula for the boundary force correction.
Fd(Xl, t) = F




Ud(Xl, t) is the desired prescribed boundary velocity, i.e. equals to zero in the
case of a stationary boundary. Thus, when U∗(Xl, t); the intermediate velocity
obtained from interpolations, is equal to Ud(Xl, t), the desired force must be
equal to the intermediate force at all boundary points. Accordingly, the desired
force at all the neighboring Eulerian grid points must be equal to the respective
intermediate force, fd(x + ea∆t, t+ ∆t) = f
∗(x + ea∆t, t+ ∆t).
The detailed computational algorithm for the iterative direct forcing scheme
is shown in Algorithm 5. As shown in algorithm 4 the forcing is applied in
two steps, before and after streaming of the populations. The IFD scheme in
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Algorithm 5 Computational algorithm of the iterative force correction (IDF)-
IBM
Algorithm 5 is applied on the third step of Algorithm 4, after collision has been
performed. Finally, similar to the MDF coupling scheme, the post-collision states




A novel immersed boundary method with a pressure correction algorithm is
presented. The proposed expanded higher-order immersed boundary method
addresses two major drawbacks of the conventional IBM.
First, an expanded velocity profile scheme will be derived in Section 5.2 in order to
compensate for the discontinuities caused by the gradient of the velocity across the
boundary. Second, a numerical method derived from the Navier-Stokes equation
in order to correct the pressure distribution across the boundary will be presented
in detail in Section 5.3. The performance of the proposed hybrid scheme will be
demonstrated in Chapter 8 by investigations of the flow around stationary and
moving boundaries.
89
90 5.1 Major drawbacks of the the conventional IBM
5.1 Major drawbacks of the the conventional
IBM
The significance of the interpolation accuracy on the overall accuracy of an IBM,
as well as the selection of a proper kernel function have been discussed in Chapter
3. The IDF scheme presented in Chapter 4, improves the global accuracy of the
solution by incorporating the effects of both the current and next time step in the
source term without modifying the velocity term.
However, similar to other IB schemes, the force spreading operation used to
enforce the prescribed boundary conditions creates a discontinuity of the velocity
gradient across the boundary [130]. That leads to a local, first-order accurate
solution in space. Inspired by the method of Suzuki and Inamuro [130], we present
an improved scheme where the boundary layer is smoothly reconstructed inside
the body domain in order to suppress the velocity gradient discontinuities.
Compared to other existing IBM-LBM coupling schemes, the accuracy of the
pressure computation is improved in the IDF-CLBM [55, 56] by directly incorpo-
rating the forces in the discrete populations. However, additional actions must
be considered. Suzuki and Inamuro [130] show that the pressure, though not
expected, is indirectly affected by the improvement of the accuracy on the com-
puted velocity. In the ghost fluid lattice-Boltzmann method (GF-LBM) proposed
by Tiwari and Vanka [131], Neumann boundary conditions have been imposed
for the pressure on the boundary by taking a zero normal gradient condition at
the walls as ∂np = 0. However, this assumption is oversimplified, especially in
moving boundary applications and under the presence of IB forces. In order to
improve the solution accuracy of the pressure field near the boundary, a novel
hybrid scheme, derived directly from the Navier-Stokes equations, will be derived
in this study.
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5.2 Expanded higher-order immersed boundary
method
In this section we propose a novel hybrid higher order IBM that addresses the
issues discussed previously. A coherent description of the numerical method is
presented. We follow the principles of the iterative direct forcing (IDF) immersed
boundary scheme, as shown in Chapter 4. In order to smoothly expand the
velocity profile inside the body domain, an ensemble of fluid and ghost Lagrangian
nodes is used. The effect of the additional Lagrangian nodes in the computation of
the force density around the boundary will be presented in subsection 5.2.1. The
proposed algorithm, coupled with the CLBM is described in detail in subsection
5.2.2. Unless otherwise specified the notations and definitions are the same as
the ones presented in Chapter 3. Lagrangian and Eulerian quantities are denoted
with capital and lower case letters respectively.
5.2.1 Force density computation
Consider an ensemble of N Lagrangian points XbL (t + ∆t) that discretize the
boundary, with respective velocities ubL (t + ∆t). Taking the normal unit vector
at each boundary point and pointing outwards, a set of Lagrangian fluid nodes
XfkL (t+∆t) for k = 1, 2, · · · , Nf as well as, a set of Lagrangian ghost nodes inside






L + k(∆x)nL , (5.2)
where the superscripts m and k refer to the number of Lagrangian ghost and fluid
node sets respectively. We define the Lagrangian fluid and ghost nodes as points









Figure 5.1: (a): Locations of fluid XfkL and ghost X
gm
L Lagrangian nodes, (b):
Forbidden placement of ghost nodes.
that reside inside the fluid domain outside and inside the boundary respectively.
Fig. 5.1a shows a specific configuration with m = k = 1. Note that if either the
lattice spacing or the curvature of the boundary are large, two consecutive line
segments of ghost nodes could be intersected, Fig. 5.1b. That would cause the
velocity at the intersection to be multivalued and thus should be avoided. In the
case of a moving boundary, the locations of XfkL and X
gm
L are updated at the start
of each time iteration. The Lagrangian interpolation polynomials are used for the














Y fkL − yin
yij − yin
)
uij(x + eaδt, t+ δt),
(5.3)
where i, j is the kernel range for the interpolation. Eq. (5.3) is also used for the
computation of the intermediate velocities at the ghost nodes U∗(XgmL , t+ δt).
In order to impose the prescribed Dirichlet boundary conditions, the interpolated
velocities on the fluid nodes must be expanded inside the boundary. In the work
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of Suzuki and Inamuro [130], the expansion is performed by a first-order linear
extrapolation scheme. The desired velocity on the ghost nodes UgmL = U(X
gm
L )















where UbL = U(X
b




is the interpolated velocity on the fluid nodes Xf1L . As shown in Fig. 5.2a,
only one fluid node is required. It may be seen from Eq. (5.4) that in the case
of a stationary boundary the velocity on the ghost nodes UgmL is simply given
by Ug1L = −Uf1L , Ug2L = −2Uf1L and Ug3L = −3Uf1L . The main drawback of
this method is that at high shear flows, the expanded velocity profile inside the
boundary gets non-physical, high values, leading to unstable flow conditions near
the boundary. More sophisticated extrapolation schemes may be used in order to
overcome this issue.
In the present study, we choose an equal number of Lagrangian fluid and ghost
nodes, m = k. The idea is to smoothly expand the boundary layer profile inside
the boundary. Therefore, the desired ghost node velocities U(XgmL ) are computed
as
U(XgmL ) = 2U(X
b
L )−U(XfmL ). (5.5)
The proposed scheme is shown in Fig. 5.2b. Following the strategy shown in
Chapter 4, the body forces that must be applied both at the boundary and the
ghost nodes are given by
F(s)(XbL , t+ ∆t) = F
(s−1)(XbL t+ ∆t) + 2
(




F(s)(XgmL , t+ ∆t) = F
(s−1)(XgmL , t+ ∆t) + 2
(



















Figure 5.2: (a): Extrapolation of the velocity inside the ghost domain, (b): Full
reconstruction of the boundary layer profile inside the ghost domain. The Lagrangian
fluid nodes are shown in red, whereas the Lagrangian ghost nodes are shown in yellow.
The distance between consecutive ghost nodes is δx = 1.0.
where s denotes the iteration step in the IDF algorithm. The intermediate
velocities U∗(XbL , t+∆t) and U
∗(XgmL , t+∆t) may be computed using Eq. (5.3).
Finally, the force densities are spread into the Eurelian grid using
f(s)(x, t+ ∆t) =
N∑
L =1






F(s)(XgmL , t+ ∆t)δh(x−XgmL )∆SgmL , (5.8)
where ∆SbL and ∆S
gm
L are the arc lengths of the boundary and ghost elements
respectively.
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Algorithm 6 Computational algorithm for the expanded higher-order iterative
force correction IBM









L using Eq. (5.3) and
a: Compute the temporal velocities on the fluid nodes, U(XfmL ).
b: Compute the intermediate velocities on the body and ghost nodes, U∗(XbL )
and U∗(XgmL ).
3: Compute the desired ghost node velocities Ud(XgmL ) using Eq. (5.5).
4: Compute body forces on boundary and ghost nodes, , F(XbL ) and F(X
gm
L ),
using Eqns. ((5.6) - (5.7)).
5: Distribute the force densities on the Eulerian grid using Eq. (5.8).
6: Compute the discrete lattice forcing term Sα using Eq. (4.8).
7: Stream populations using Eq. (4.12).
8: Compute the macroscopic density ρ and velocity u using Eq. (2.32).
9: Compute the intermediate velocities on the body and ghost nodes, U∗(XbL )
and U∗(XgmL )
10: Repeat steps (4) - (9) until the convergence criteria are satisfied.
5.2.2 Proposed Algorithm
The proposed computational algorithm for the expanded higher-order iterative
force correction IBM is explained in Algorithms 6 and 7. The computational
algorithm is similar to the one shown in Chapter 4. Effectively, if m = 0 the
expanded higher order scheme falls back to the IDF-CLBM coupling scheme.
The proposed scheme may be expressed as a series of IDF schemes, each of which
computes a unique force density distribution, in order to prescribe the desired
boundary conditions on the respective Lagrangian boundary (XbL and X
gm
L ). As
shown in Algorithm 7, Step b, the coupling is simply done using Eq. (5.8).
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Algorithm 7 Expanded computational algorithm for the expanded higher-order
iterative force correction IBM
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5.3 Pressure correction algorithm
The second part of the proposed hybrid scheme involves the derivation of a
numerical method from the Navier-Stokes equation, in order to prescribe accurate
pressure boundary conditions on the boundary. In immersed boundary methods,
the fluid flow near the boundary is characterized by the magnitude and nature
of the forces exerted by the boundary on the fluid. It will be shown that the
Neumann, zero normal gradient boundary condition for the pressure ∂np = 0 is
an oversimplification in the IBM framework. Based on the expanded higher order
IBM formulation, we derive a novel pressure boundary condition where both the
external forces and the fluid velocity near the boundary are considered. A set of
Lagrangian fluid and ghost nodes will be used for the implementation of the BCs.
In subsection 5.3.1, the derivation of the novel pressure BC will be presented.
Finally, the implementation of the algorithm in the LBM framework will be
explained in subsection 5.3.2.
5.3.1 Derivation from the Navier-Stokes equations - As-
sumptions


















































































The next assumptions refer to the order of magnitude of the variables in Eq.
(5.9a). It occurs that t ∼ T , u ∼ U , v ∼ Uδ/L, x ∼ L, y ∼ δ, ν ∼ δ2 and
f ∼ML/T 2, where U is the freestream velocity, T is a characteristic time length,
δ is the boundary layer thickness as shown in Fig. 5.3, L is a characteristic length
and M is a characteristic mass. It may be realised that both the convective and








∼ Uδ/L and thus may be neglected. In this scheme, only pressure variations
in the direction normal to the wall, n, will be considered. Therefore, using Eq.








where un and fn are the projected on the normal direction velocity and force
respectively. Note that Eq. (5.11) is only consistent at the fluid region where u and
v are sufficiently small. Therefore, only the first, closest to the wall Lagrangian
fluid node f1 will be used for the implementation of the boundary condition, as
shown in Fig. 5.4a.








+ f f1n,t, (5.12)




t is the desired pressure on the ghost node g1, p
g1,∗
t is a
pressure correction term and α is an adjusting term position of the ghost nodes.
The value of α will be discussed in the following section. Eq. (5.12) is first order
accurate in time and second order accurate in space. In the LBM, the pressure
is related to the density as p = ρc2s, where cs = 1/
√
3 is the speed of sound on
the D2Q9 lattice model. The pressure correction term ρg1,∗t on the ghost nodes g1






Figure 5.3: Fluid flow and boundary layer thickness δ over a flat wall.















t − ρg1t . The Lagrangian variables ρf1t , ρg1t , uf1n,t, uf1n,t−1 and f f1n,t
are interpolated on the markers using the Lagrangian interpolation polynomials
as in Eq. (5.3).
The proposed algorithm may be applied to more general cases where the convec-
tive and viscous terms in Eq. 5.10a could not be neglected. That would require
computation of the respective derivatives in Eq. 5.10a on the normal and tan-
gential to the boundary directions and would impose additional computational
overhead. Note that the implementation of the algorithm would not change and
any additional terms would only be added to Eq. 5.13.
5.3.2 Pressure correction algorithm
First, let us rewrite Eq. (5.13) in Lagrangian formulation as
ρ∗t (X
g1
L ) = ∆ρt(X
f1/g1
L ) + 6ρt(X
f1
L )αδx








L ) = ρt(X
f1
L ) − ρt(Xg1L ). In order to correct the fluid pressure
inside the immersed body, the pressure correction term ρ∗(Xg1L , t) computed by











Figure 5.4: (a): Fluid and ghost node placement for the pressure correction
algorithm (PCA) with α = 1.0, (b): Ensemble of Eulerian nodes where the pressure
correction algorithm is applied.
Eq. (5.14) on the Lagrangian ghost nodes g1 must be spread onto the Eulerian
grid. To that end, using the spreading kernel of the IBM the Eulerian pressure




ρ∗(Xg1L , t)δh(x−Xg1L )(∆S)g1L . (5.15)
As shown in Fig. 5.4a, in order to avoid spreading ρ∗(Xg1L , t) onto any Eulerian




1− |r| if |r| ≤ 1.0
0 if 1.0 ≤ |r|
. (5.16)
Accordingly, the term α is set at α = 1.2. Finally, the desired lattice densities
that satisfy the boundary condition in Eq. (5.13) are computed on the ensemble
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shown in Fig. 5.4b as
ρd(x, t) = ρ(x, t) + ρ∗(x, t). (5.17)
The final stage of the pressure correction algorithm (PCA) includes the recon-




α on the nodes where the density
has been updated. Following the same principle, the non-equilibrium parts of the
distribution functions are interpolated on the Lagrangian fluid and ghost nodes
















Y AL − yin
yij − yin
)
f (neq)α (x, t),
(5.18)
where A := {f1, g1}. The desired non-equilibrium distributions f (neq),dL ,α (Xg1L , t)























L , t). (5.19)
Finally, the desired non-equilibrium functions on the Eulerian nodes may be
computed as
f (neq),dα (x, t) = f
(neq)
α (x, t) + ∆f
(neq)
α (x, t), (5.20)
where







L , t)δh(x−Xg1L )(∆S)g1L . (5.21)
The populations fα can now be reconstructed as






+ f (neq),dα (x, t). (5.22)
The proposed computational algorithm for the hybrid pressure correction scheme
is described in 9 and compactly shown in 8. The interpolation stencil K g1 is
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Algorithm 8 Computational algorithm for hybrid pressure correction scheme.
1: Compute the macroscopic variables ρ, u and the equilibrium f (eq) and non-
equilibrium f (neq) parts of the populations.















using the Lagrange interpolation polynomials.
3: Project U(Xf1L , t),U(X
f1
L , t− 1),F(Xf1L , t) on the normal directions nf1 .
4: Compute the density correction and non-equilibrium terms on Xg1L using Eq.
(5.13) and Eq. (5.19).
5: Distribute the density correction and the non-equilibrium correction on the
ensemble of Eulerian nodes using Eq. (5.15) and (5.21).
6: Update the density and the non-equilibrium parts on the ensemble using Eq.
(5.17) and Eq. (5.20).
7: Reconstruct the local populations f
′
α on the ensemble using Eq. (5.22).










. The brackets in steps (a)
and (b) refer to a mathematical notation, where each included variable separately
undergoes the respective operation.
The effect of the proposed scheme on the mass conservation is investigated by







ρu · ndA. (5.23)






ρu · nds. (5.24)
In order to examine the effect of the proposed scheme, Eq. 5.24 has been computed
on a stationary circular cylinder at steady flow conditions at Re = 40. The
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Algorithm 9 Expanded hybrid pressure correction algorithm
between consecutive time steps. The net mass inflow before and after the
immersed boundary method was
∮
ρu ·nds = 0.00036 and
∮
ρu ·nds = 0.0000086
respectively. The effect of this small mass flux across the boundary must be
further examined.




Most realistic fluid flow problems are characterised by high Reynolds numbers
and complex boundaries. Over the last ten years, immersed boundary methods
that are able to cope with realistic geometries have been applied to Lattice-
Boltzmann (LB) methods. These methods, however, have normally been applied
to low Reynolds number problems. Here we present a novel coupling between an
iterative force-correction immersed boundary (Zhang et al., 2016) and a multi-
domain cascaded LB method. The iterative force-correction immersed boundary
method has been selected due to the improved accuracy of the computation, while
the cascaded LB formulation is used due to its superior stability at high Reynolds
numbers. The coupling is shown to improve both the stability and numerical
accuracy of the solution. The resulting solver has been applied to viscous flow
(up to a Reynolds number of 100000) passed a NACA-0012 airfoil at a 10 degree
angle of attack. Good agreement with results obtained using a body-fitted Navier-
Stokes solver has been obtained. The formulation provides a straight forward and
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efficient method for modelling realistic geometries including both stationary and
moving boundaries.
Effectively, the difference in modelling stationary and moving boundaries lies in
the treatment of the internal mass and the prescription of the velocity boundary
conditions on the IBM. In moving boundary applications, the motion of the
boundary should be prescribed in such a way that certain conditions are satisfied.
This is further discussed in Chapter 7.
6.1 2D Taylor Green Decaying vortex - IBM
Lattice Boltzmann methods are second-order accurate in time and space. How-
ever, since the interpolation steps in the immersed boundary method are only
first order accurate in space, the effect on the global accuracy of the solution must
be investigated. In order to evaluate the accuracy of the proposed IDF-CLBM
coupling scheme, the two-dimensional unsteady and fully periodic Taylor-Green
vortex flow in a square box is investigated. A circle with diameter D = 0.5L is
immersed at the center of square domain L×L as shown in Fig. 6.1. The cylinder
is placed in the domain in order to investigate the accuracy of the present IBM
scheme by imposing the analytical velocity values as velocity boundary conditions
on the immersed surface. We aim at investigating the effect of the IBM on the
formal 2nd order accuracy of the CLBM. In practice, ideally, the presence of the
cylinder and in turn the coupling of the IBM with the LBM, should produce the
same results as if the fluid flow was solved only with the LBM.
The analytical solutions for the velocity and pressure are of the form:






 e−t/td , (6.1)
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p(x, t) = p0 − ρU20/4
[
ky/kx cos(2kxx) + kx/ky cos(2kyy)
]
e−2t/td , (6.2)
where U0 is the initial velocity, kx = ky = 2π/L are the wave vector k components





−1 is the decay time of the vortex. The flow field is initialised
using Eqs. (6.1-6.2). The velocity boundary conditions on the immersed body
are prescribed using Eq. (6.1). Periodic boundary conditions have been used for
the domain boundaries. The global error of the velocities is evaluated at time
t∗ = tD/U∞ = 1 using the following L2 norm error:
Lerror2 ≡
√(∑
(ucx − uax)2 + (ucy − uay)2
)
/N, (6.3)
where the summation is over the total number of grid nodes N and the super-
scripts, a and c, refer to the analytical and computational values respectively.
Fig. 6.1 shows the velocity magnitude and vector plots at t∗ = 1, for Re = 10





















Figure 6.1: Velocity magnitude and vector plots at t∗ = 1, resulting from the
IDF-CLBM scheme.
and τ = 0.65. We investigate the convergence rate of the present scheme for
two cases. For the definition of the apparent order of convergence the formula
p = ln
(
(Li+12 − Li2)/(Li2 − Li−12 )
)
/ ln(r) and a constant grid refinement ratio
r = 2 are used. The superscripts in the L2 terms denote the refinement levels
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(D = 10, 20, 40, 80). In case 1, the Reynolds number is set to Re = U0D/ν = 10
and the relaxation time is set to be τ = 0.65 as in [104]. Fig. 6.2a shows the
global L2-error versus the number of grid points along the cylinder. It is shown
that the global second order accuracy of the CLBM is not significantly affected
by the IBM. The apparent order of convergence is p = 1.992 for the CLBM,
p = 1.998 for the BGK-LBM, p = 1.986 for the IDF-CLBM between the refining
region (D = 20 − 80) and p = 1.958 for the IDF-CLBM between the refining
region (D = 10 − 40). The L2-error is slightly lower for the BGK LBM and in
agreement with the values reported in [79]. Wu and Shu [104] reported a conver-
gence rate of 1.9 and Kang and Hassan [79] a convergence rate of 1.98. Fig. 6.2b
shows that as the fluid viscosity and the Mach number, Ma = U0/cs, decrease
(τ = 0.95, 0.65, 0.56) the magnitude of the error L2-decreases while the conver-
gence rate is not affected. The convergence rate of the L2-error with respect to
the Mach number is first order (p ≈ 1) , as shown in Fig. 6.2c. In case 2, the
flow at Re = 10, 20, 40 is investigated. The fluid velocity U0 is kept constant for
Re = 10, 20, 40 and the relaxation parameter is set to τ = 0.65, 0.575, 0.5375.
Fig. 6.2d shows that the overall accuracy of the method is not affected by the
relaxation parameter. However, as the fluid viscosity decreases, a small increase
in the magnitude of the L2-error is observed.
6.2 Circular Cylinder
The first validation example is the simulation of flows past a circular cylinder.
In this extensively studied, both numerically and experimentally, problem, the
flow behaviour changes according to the Reynolds number, which is defined as
Re = u∞D/ν. D is the diameter of the cylinder, u∞ is the freestream velocity and
ν is the kinematic viscosity. In order to avoid the transition range, Re = 150−300,
of the flow to 3D [132] [133], Re = 20, 40, 100 and 150 are examined. In the present
method, the external forces can be computed directly from the boundary forces
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Figure 6.2: (a) Overall accuracy of the IDF-CLBM scheme. (b) Effect of the
relaxation parameter on the overall accuracy for Re = 10. (c) Effect of the Mach
number on the overall accuracy for Re = 10. (d) Effect of the relaxation parameter
on the overall accuracy for constant fluid velocity and Re = 10, 20, 40.
obtained from the IDF scheme. For the lift force, the spanwise component Fl,y,





whereas the streamwise component Fl,x of the boundary force is used for the





The summation is performed over all Lagrangian points. ∆sl is the discretisation
length of the immersed surface and should be equal for all points l. Unless
otherwise specified, the forcing point are uniformly distributed with ∆sl = 1.0.
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The initial density is taken as ρ = 1.0. At Re = 20 and Re = 40 the freestream
velocity is set to U∞ = 0.1 and to U∞ = 0.04 at Re = 100 and Re = 150
respectively. The computational domain is 50D × 50D with nine levels of grid
refinement. The inlet, outlet and free slip boundary conditions, as described in
Chapter 2, have been used for the domain boundaries. The region around the
cylinder is 4D × 2D with a uniform mesh of 405× 205 grid points.
6.2.1 Steady flow over a circular cylinder
For Re = 20 and 40, a development of two symmetric, stationary recirculating
eddies is observed behind the cylinder. The wake length Lw or, recirculation
length, is defined as Lw = 2L/D where, L is the distance from the rearmost point





Figure 6.3: Wake length L and separation angle θs for steady flow over a circular
cylinder
The separation angle θs is defined as the angle between the rearmost point of the
cylinder and the point s on the cylinder surface where the shear stress is zero. The
drag coefficient Cd, the wake length Lw and the separation angle θs are compared
with other numerical and experimental results [134, 135, 136, 104, 137] in Table
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Table 6.1: Comparison of Drag coefficient, wake length Lw and separation angle θs
for steady flow over a circular cylinder at Re = 20 and 40.
Case References Cd Lw θr (deg)
Re = 20 [134] - Finite difference, NSE 2.045 1.88 43.7
[135] - Body-fitted grid, NSE 2.000 1.82 -
[136] - Interpolation-supplemented, LBM 2.152 1.842 42.96
[104] - Implicit velocity correction IBM 2.091 1.86 -
[137] - Vorticity streamfunction, NSE 2.053 1.786 43.37
Present - IDF-CLBM 2.019 1.857 43.06
Present - MDF-CLBM 2.005 1.882 43.45
Re = 40 [134] - Finite difference, NSE 1.522 4.69 53.8
[135] - Body-fitted grid, NSE 1.498 4.48 -
[136] - Interpolation-supplemented, LBM 1.499 4.49 52.84
[104] - Implicit velocity correction, IBM 1.565 4.62 -
[137] - Vorticity streamfunction, NSE 1.550 4.357 53.34
Present - IDF-CLBM 1.524 4.61 53.12
Present - MDF-CLBM 1.522 4.567 53.41


























Figure 6.4: Physical vorticity distribution on the surface of the cylinder at (a):
Re = 20 and (b): Re = 40.
6.1. Both immersed boundary treatments agree well with the other results in the
literature.
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The physical vorticity ω, around the surface of the cylinder at Re = 20 and
Re = 40 is compared with the results of Fornberg [135] and Dennis [134] in
Fig. 6.4. All dimensionless quantities in the LBM can be converted into physical
quantites as χ = χCχ ,where Cχ is a conversion factor and χ is the dimensionless
quantity. Therefore, ω can be computed as







where Cω, Ct and CL are the conversion factors for the vorticity, the time and the
characteristic length of the physical problem respectively. First, ω is computed






, where (ux, uy) is the
physical velocity, and then interpolated on the immersed surface.
6.2.2 Computational efficiency and iteration convergence
rate
The relative computational effort of the bulk flow (CLBM), the immersed
boundary method and the main steps in the IBM are presented in Table 6.2,
based on two runs on each of three different architectures. In all cases the relative
efforts are the same. The computational grid consists of 106 points and the
immersed body is discretised using 312 points. N = 20 iterations are used in
both immersed boundary methods. The two additional steps in the IDF scheme
increase its computational cost over the MDF scheme by 32.8%. However, since
both steps have an influence range close to the boundary and are not related to
the number of IB points, the computational cost would not increase if a finer
representation of the boundary was selected. The overall computational overhead
of the IDF-CLBM over the MDF-CLBM is limited to 2.1%. As a final remark,
increasing the number of iterations in the IFD scheme from N = 1 to N = 20
leads to a 6.4% increase in the overall computational cost. However, as shown
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Table 6.2: Computational time percentages of the bulk flow (CLBM), the immersed
boundary method and the main IBM steps shown in Fig. 5
CLBM (%) IBM (%) VI (%) FS (%) DF (%) Streaming (%)
IDF-CLBM 93.6 6.40 0.95 2.46 1.17 0.47
MDF-CLBM 95.4 4.61 0.93 2.41 - -















Figure 6.5: Iteration convergence rate of the average boundary error EIB at different
numbers of iterations for the flow around the circular cylinder at Re = 40. The average
boundary error EIB is computed using Eq. (6.3), where the summation is taken over
all Lagrangian points.
in Fig. 6.5, that increase in N significantly reduces the boundary error by an
order of magnitude. It should be noted that the errors shown in Fig. 6.5 are case
specific and are not representative of all the cases presented in this study.
A more detailed breakdown of the computational costs of the present algorithm
is presented in Appendix A.3.
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Table 6.3: Comparison of lift coefficient, drag coefficients and Stouhal number for
unsteady flow over a circular cylinder at Re = 100.
Case References Avg.Cd Cl St
Re = 100 [138] - Experiment - - 0.166
[69] - 2nd order IBM-NSE 1.447 ± 0.330 0.165
[139] - Body-fitted method, NSE 1.35 ± 0.339 0.164
[104] - Implicit velocity correction IBM 1.364 ± 0.344 0.163
[76] - Higher order IBM-NSE 1.34 ± 0.315 0.164
[79] - Exterior sharp direct forcing LBM 1.336 ± 0.329 0.165
Present IDF-CLBM 1.334 ± 0.331 0.165
Present MDF-CLBM 1.330 ± 0.327 0.164
6.2.3 Unsteady flow over a circular cylinder






where fd is the shedding frequency. In order to trigger the vortex shedding, the
cylinder is placed slightly asymmetrically at (xc, yc) = (Lx/2, (Ly− δx)/2), where
δx is the fine grid spacing and (Lx, Ly) is the domain size in fine grid lattice units.
Tables 6.3 and 6.4 present average drag coefficients, minimum and maximum
values of lift coefficients and Strouhal numbers. The results are compared with
other numerical schemes and experiments[138, 69, 139, 104, 76, 79]. Both methods
are in good agreement with the literature. Fig. 6.6 shows the time evolution
of the lift and drag coefficients for the IDF-CLBM and the MDF-CLBM. The
MDF-CMLB computed a slightly lower drag coefficient than the IDF-CLBM.
The relative time t∗ is defined as t∗ = tnU∞/D, where t
n is the current timestep.
At Re = 150, the IDF-CLBM drag coefficient has a better agreement with the
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Table 6.4: Comparison of lift coefficient, drag coefficients and Stouhal number for
unsteady flow over a circular cylinder at Re = 150.
Case References Avg.Cd Cl St
Re = 150 [138] - Experiment - - 0.183
[69] - 2nd order IBM-NSE 1.44 - 0.184
[139] - Body-fitted method, NSE 1.334 ± 0.530 0.182
[79] - Exterior sharp direct forcing, LBM 1.312 ± 0.513 0.184
Present IDF-CLBM 1.327 ± 0.528 0.182
Present MDF-CLBM 1.322 ± 0.522 0.183













































Figure 6.6: Time evolution of lift and drag coefficients for the flow around a circular
cylinder at (a): Re = 100 and (b): Re = 150.
body-fitted method of Liu et al. [139] with a relative error < 1%. Overall, the no-
slip boundary condition on the immersed surface is well satisfied and a momentum
exchange between the interior and the exterior to the boundary fluid domains,
that would increase the computed force is minimised.
The time averaged physical vorticity ω∗, around the surface of the cylinder at
Re = 100 is compared with the results of Fornberg [135] and Dennis and Chang
[134] in Fig. 6.7. The present IDF-CLMB agrees well with the body-fitted method
of Fornberg [135] and the finite difference solver of Dennis and Chang [134].
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Figure 6.7: Time averaged physical vorticity distribution on the surface of the
cylinder at Re = 100
6.3 Flow over a NACA-0012 airfoil
The flow around a NACA-0012 airfoil is investigated in this section. Because
of the streamlined shape of the airfoil, a body-fitted method would be a usual
approach in order to get high accuracy in the aerodynamic coefficients. This issue
is addressed by further refining the region around the airfoil, while maintaining
a uniform Cartesian grid. The computational domain is 100c× 100c [140], where
c = 400δx is the chord of the airfoil and δx = 1.0 is the uniform grid spacing. Ten
levels of grid refinement are used in order to ensure that the boundaries will not
deteriorate the accuracy of the solution. The inlet, outlet and free slip boundary
conditions, as described in Chapter 2, have been used for the domain boundaries.
The region around the airfoil is 1.5c× 0.5c with a uniform mesh of 605× 205 grid
points.
Four different test cases are studied for the flow around the NACA-0012 airfoil as
shown in table 6.5. Similar to the flow around the circular cylinder, the density is
initialised with ρ = 1.0. In table 6.5, Niter is the number of iteration in the IDF
scheme.
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6.3.1 Steady flow over a NACA-0012 airfoil
The first test case studies the steady flow around the NACA-0012 airfoil at






where p∞ is the freestream pressure. The pressure p(Xl) on the surface of the
airfoil can be interpolated from the surrounding fluid nodes. In the present study,
only the exterior to the boundary fluid nodes are used in the interpolation. The
distribution of the pressure coefficient along the surface of the airfoil and the
pressure contours along with the streamlines are presented in Fig. 6.8. The
results are in very good agreement with the implicit velocity correction-based
method of Wu and Shu [104].
Fig. 6.9 indicates the boundary layer velocity profile at different positions with
respect to the chord of the airfoil (x/c = 0.0, 0.25, 0.5, 0.75, 1.0). The time
averaged velocity profile over 20000 time-steps at a steady state flow is used.
The results are in good proximity with the ones reported by Imamura et al. [2]
using a LBM on a generalized coordinate system.
The boundary layer thickness δ, as well as the displacement thickness δ1 and
the momentum thickness δ2, are also computed and compared with the Blasius
solution for a flat plate at the same Re, as shown in Fig. 6.11. The boundary
Table 6.5: Test cases for the NACA-0012 airfoil
Case Re AoA (deg) c (δx) U∞ Wake Niter
1 500 0 400 0.1 Steady 20
2 1000 10 400 0.04 Unsteady 20
3 5000 10 400 0.02 Unsteady 40
4 100000 10 800 0.01 Unsteady 80
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Figure 6.8: (a): Comparison of the pressure coefficient Cp distribution along the
NACA-0012 airfoil at Re = 500 and AoA = 0o. (b): Streamlines and pressure
coefficient contour for the flow around the NACA-0012 airfoil at Re = 500 and
AoA = 0o.
layer thickness δ is computed using the vorticity decay criterion. As shown in Fig.
6.12, the vorticity ω outside the edge of the boundary layer (red line) is negligible
and the flow is almost irrotational with ∇×u = 0. The computational procedure
used in the present study is as follows. First, the vorticity is interpolated on the
wall normal directions nl for each Lagrangian marker l on the immersed body.
The maximum value of the vorticity ‖ω‖nl for each nl is stored. Finally, δ is
defined as the distance from the wall where ωnl has decayed to a small fraction





where ε = 0.02 is chosen based on the flat plate correlation. Knowing δ, the
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(c) x/c = 0.25






−0.05 −0.025 0.0 0.025 0.05
uy/U∞
(d) x/c = 0.50
Figure 6.9: Comparison of the time averaged velocity profile of NACA 0012 at
various cross sections x/c. The normal and dashed lines are the ux/U∞ and uy/U∞
respectively, of the IDF-CLBM. The results from Imamura [2] are plotted with circles
and triangles.
where unl and Unl,δ are the tangential components of the computed velocity and
the outer velocity on the normal to the wall directions nl.
Fig. 6.11a shows that the accelerated flow from the leading edge leads in a
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Figure 6.10: Fig. 6.9 continued.






























Figure 6.11: (a): Boundary layer thickness with Blasius solution (b): Discplacement
(δ1) and momentum (δ2) thickness with Blasius solution.
thinner boundary layer than the flat plate. However, at about 90% of the
chord, the boundary layer has fully recovered its thickness due to the adverse
pressure gradient. In Fig. 6.11b, a similar behaviour is observed for the
momentum thickness, δ2. The displacement thickness recovers at approximately
55% of the chord length. Fig. 6.11 along with Fig. 6.9 demonstrate the
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Figure 6.12: Normalised absolute vorticity field around the NACA-0012 at Re = 500
and boundary layer thickness δ (red line). The black lines show the vorticity ωnl , scaled
with the maximum value ‖ω‖nl , on the normal directions nl.
accuracy of the present IBM in computing the boundary layer profile around
an airfoil at low Reynolds number flows. Accurately computing δ, δ1 and δ2
is essential in aerodynamic applications in understanding frictional dissipation
effects, momentum deficits in the boundary layer and optimizing the aerodynamic
shape of the foil.
6.3.2 Unsteady flow over a NACA-0012 airfoil
At Re = 1000 and AoA = 10o, the computed Strouhal number is 0.861, which
compares well with the value of 0.862 reported by Mittal and Tezduyar [140] and
the value of 0.86 reported by Johnson and Tezduyar [141]. Fig. 6.13a, shows
the time evolution of the lift and drag coefficients. The time averaged, over the
last four periods, lift coefficient is compared with the reported values in [140] and
[141] as shown in Fig. 6.13b. Our results agree well with the ones reported in
[141]. Mittal and Tezduyar [140] reported a 2% higher value of the lift coefficient.
Fig. 6.14 shows the boundary layer thickness around the NACA-0012 airfoil.
The time averaged vorticity over ten oscillation periods is used to illustrate the
average behaviour of the unsteady flow around the NACA0012 airfoil at Re=1000.
Effectively, the vorticity distribution along the normal directions along with the
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skin friction values on the surface may be used to identify properties of the
boundary layer evolution around the airfoil and lead to deeper understanding
of its behaviour at unsteady flow cases.
At Re = 5000 and AoA = 10o, the presence of stronger vortices on the surface of
the airfoil result in higher average values of the aerodynamic coefficients. Fig.
6.15a shows the time evolution of the lift and drag coefficients. In order to
accurately capture the flow characteristics, a lattice freestream velocity U∞ = 0.02
is used. The magnitudes of the temporarily fluctuating components of the
aerodynamic coefficients are also higher for Re = 5000. The lift coefficient
computed with the IDF-CLBM agrees well with the one reported in [140], as
show in Fig. 6.15b. At both Re = 1000 and Re = 5000, the magnitude of
oscillation of the lift coefficient reported in [140] is slightly lower than the one
computed with IDF-CLBM.
Fig. 6.17 shows a sequence of frames for the instantaneous vorticity around the



































Cl, Johnson and Tezduyar
Cl, Mittal and Tezduyar
(b)
Figure 6.13: (a): Time evolution of lift and drag coefficients for the flow around a
NACA-0012 airfoil at Re = 1000 and AoA = 10o, (b): Averaged lift coefficient Cl,
over four oscillations with period T.
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Figure 6.14: Normalised absolute vorticity field around the NACA-0012 at Re =
1000 and boundary layer thickness δ (red line). The black lines show the vorticity ωnl ,
scaled with the maximum value ‖ω‖nl , on the normal directions nl.
airfoi during one period of the lift coefficient. The first frame (6.16a) corresponds
to the minimum lift coefficient, whereas the fourth frame (6.16d) corresponds to
the maximum lift coefficient. It is noticed that the interaction between the vortices
shed from the upper and the lower surfaces of the airfoil generates an upwards
moving wake with counter-rotating vortices. A similar conclusion is reported in
[140]. The computed Strouhal number, based on the dominant frequency is 0.681
which agrees well with the value of 0.685 of Mittal and Tezduyar [140].
At Re = 105 and AoA = 10o, a direct comparison with other numerical
simulations is not feasible. The freestream lattice velocity is set to U∞ = 0.01
and the chord of the airfoil at c = 800δx with δx = 1.0. Fig. 6.16 shows the time
histories of the aerodynamic coefficients acting n the airfoil.
Table 6.6 summarises some statistical characteristics of the time evolution of
the lift and drag coefficients. The results are compared with the ones reported in
Mittal and Tezduyar [140] and good agreement is observed on the drag coefficient.
However, differences are observed in the lift coefficient. Although the mean and
maximum values are closely related, a divergence is observed in the standard
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Cl, Mittal and Tezduyar
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Figure 6.15: (a): Time evolution of lift and drag coefficients for the flow around
a NACA-0012 airfoil at Re = 5000 and AoA = 10o, (b): Lift coefficient over five
oscillation periods.























Figure 6.16: Time evolution of lift and drag coefficients for the flow around a
NACA-0012 airfoil at Re = 105 and AoA = 10o.
deviation and the minimum value. The quantile-quantile (Q-Q) plots in Fig. 6.18
compare the data of the lift and drag coefficients obtained with the IDF-CLBM
with the data reported in Mittal and Tezduyar [140]. Good statistical proximity
is observed for the drag coefficient with a 5% average divergence between the two
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(a) t (b) t+T/6
(c) t+2T/6 (d) t+3T/6
(e) t+4T/6 (f) t+5T/6
Figure 6.17: Instantaneous vorticity around the NACA-0012 airfoil at Re = 5000
and AoA = 10o for a period of oscillation of the lift coefficient.
data sets. However, as seen in Fig. 6.18a, below the mean value, the data range
for the lift coefficient significantly diverges.
According to Mittal and Tezduyar [140], flows at such high Reynolds numbers
are considered turbulent in nature. It should be noted that Case 4 could be
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Figure 6.18: (a): Q-Q plot for the lift coefficient, (b): Q-Q plot for the drag
coefficient.
Table 6.6: Statistics for the time evolution of the lift and drag coefficients for the
flow around a NACA-0012 airfoil at Re = 105 and AoA = 10o.
Reference Mean St. deviation Min Max
CL Mittal and Tezduyar [140] 0.82705 0.15917 0.30035 1.24603
Present IDF-CLBM 0.85577 0.12797 0.51671 1.24583
CD Mittal and Tezduyar [140] 0.11457 0.02995 0.03149 0.19888
Present IDF-CLBM 0.11724 0.02776 0.03139 0.20724
considered as a limit to the current IDF immersed boundary algorithm. Although
the no-slip boundary condition is still satisfied, the effect of the force spreading
operation in the immersed boundary scheme and the first order of accuracy of the
Dirac delta function distorts the accuracy of the solution around the immersed
boundary. This leads to discontinuities of the velocity gradient on the boundary
and decreases the order of accuracy of the solution. This can also be verified
by the over-predicted values of the lift coefficient in Fig. 6.18a. The issues will
be carefully addressed in Chapter 8, where a different strategy for removing the
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(a) t=0.433 (b) t=0.436
(c) t=0.438 (d) t=0.440
(e) t=0.442 (f) t=0.444
Figure 6.19: Instantaneous vorticity around the NACA-0012 airfoil at Re = 105
and AoA = 10o.
discontinuities is proposed. As a final remark, the instantaneous vorticity at
t∗ = 0.433, 0.436, 0.438, 0.44, 0.442, 0.444 is shown in Fig. 6.19. It can be observed
that separation of the flow on the upper surface of the airfoil occurs very close to
the leading edge.
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Case 4, demonstrates the robustness of our numerical scheme at high Reynolds
number flows. In contrast to the previous cases, an unsteady motion of the
internal fluid is observed at Re = 105, as shown in Fig. 6.19. The time derivative








The effect of the internal forces is more significant in moving boundary appli-
cations. In highly unsteady flow cases, compensating the internal forces in the
computation of the aerodynamic forces is crucial, as will be shown in Chapter 7.
Chapter 7
Computational Results: Flows
around moving and wilfully
deformed objects
In this chapter, we extend the application of the IDF-CLBM solver to flows around
moving and wilfully deformed bodies with prescribed motions. Emphasis is given
on the influence of the internal mass on the computation of the aerodynamic forces
including deforming boundary applications where the rigid body approximation
is no longer valid. Both the rigid body and the internal Lagrangian points
approximations are examined. The resulting solver has been applied to viscous
flows around an in-line oscillating cylinder, a pitching foil, a plunging SD7003
airfoil and a plunging and flapping NACA-0014 airfoil. Good agreement with
experimental results and other numerical schemes has been obtained. It is
shown that the internal Lagrangian points approximation accurately captures
the internal mass effects in linear and angular motions, as well as in deforming
motions, at Reynolds numbers up to 4 · 104. In all cases, the aerodynamic loads
are significantly affected by the internal fluid forces.
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7.1 Oscillating circular cylinder in a stationary
fluid
First, the flow around an oscillating circular cylinder in a stationary fluid is
considered. Dütch et al. [3] studied this problem both experimentally and
numerically, and other numerical results have been reported in various studies
[90, 142, 143, 76]. The computational domain is 100D× 100D, where D = 100lu
is the diameter of the cylinder and lu = 1.0 is the lattice unit. Periodic boundary
conditions have been used for the domain boundaries. The cylinder is placed at
the center of the domain and the prescribed oscillating motion is described as
Xc(t) = Am sin(2πft), (7.1)
where Am denotes the amplitude and f is the characteristic frequency of the
oscillating motion, as shown in Fig. 7.1. The non-dimensional angle of the
periodic motion is φ, where 0 ≤ φ ≤ 1. The governing parameters of the flow
are the Reynolds number Re = UmaxD/ν and the Keulegan-Carpenter number
KC = Umax/fD. The amplitude of the velocity, Umax, is derived from Eq. (7.1)
as Umax = 2πfAm. Thus the Keulegan-Carpenter number can be expressed as
KC = 2πAm/D. We investigate the flow at Re = 100 and KC = 5. Niter = 20
iterations are used in the IBM algorithm.
x = 0.6 Dx = -0.6 D x = 1.2 Dx = -1.2 D




Figure 7.1: Schematic view of the cylinder and the oscillating motion.
The velocity profile at four cross sections (x = x1−0.6D, x1+0.0D, x1+0.6D, x1+
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1.2D) with constant x1 = Lx/2 values, where Lx is the size of the domain in the
x direction, and three phase angles (φ = 180o, 210o, 330o) are shown in Fig. 7.2.
The experimental results of Dütch et al. [3] are used for comparison. Good
agreement between the present results and the experimental data is observed.
The symmetric and periodic vortex shedding, as well as the two-dimensional
behaviour of the flow for the present parameter set up (Re = 100 and KC = 5)
are well captured by the present numerical scheme. Fig. 7.3 shows a histogram
of the interpolated velocities inside the cylinder. The mean interpolated velocity
is similar to the prescribed velocity. However, as shown in Fig. 7.3b the highest
deviations from the prescribed velocity are located near the boundary due to the
force spreading kernel in the IBM. In the present IMB-CLBM formulation the
motion of the Lagrangian points over Eulerian nodes does not cause any problems
or instabilities. However, care must be given on the selection of proper motion
characteristics, i.e. period of oscillation in lattice units, and the selection of the
interpolation/spreading kernels in the IBM.
The drag coefficient CD = 2FD/ρU
2
maxD over one period of oscillation, T , is shown
in Fig. 7.4a. The drag force FD is computed using Eq. (3.27). Both the RBA
and the LPA schemes are in good quantitative agreement with the computational
results of Dütch et al. [3]. However, ignoring the internal mass effects lead to a
significant over-prediction of the drag coefficient by approximately 51%, as well
as to an important phase difference of 12.1o. Fig. 7.4b shows the instantaneous
vorticity, ω, at four phase angles, φ = 150o, 180o, 210o, 330o.
Using the semi-empirical Morison equation [144], the time-dependent in-line force
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Figure 7.2: Velocity profiles for three phase angles (a) φ = 0.5, (b) φ = 0.58 and
(c) φ = 0.92 for Re = 100 and KC = 5. The experimental results of Dütch et al.
[3] (symbols) are used for comparison.
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Figure 7.3: (a) Histogram of the interpolated velocities inside the cylinder at φ = 0o
and x = 0, (b) Deviation of the interpolated internal velocity from the prescribed
velocity at φ = 0o and x = 0.

















 φ = 0.42  φ = 0.50
 φ = 0.58  φ = 0.92
(b)
Figure 7.4: (a) Drag coefficient over a period of a translationally oscillating circular
cylinder for Re = 100 and KC = 5, (b) Instantaneous vorticity for four phase angles
φ = 0.42, φ = 0.50, φ = 0.58 and φ = 0.92.
where Ci is the added-mass coefficient and the dots indicate the time derivatives
of Eq. (7.1). Therefore, the motion-averaged drag and added-mass coefficients,
Cd and Ci, can be evaluated by a least-square fitting method. The computed
values are compared with data from the literature in Table 7.1 and very good
agreement is observed.
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Table 7.1: Comparison of drag and added-mass coefficients, Cd and Ci, for a
translationally oscillating circular cylinder at Re = 100 and KC = 5.
References Cd Ci
Dütch et al. [3] 2.09 1.45
Uzunoğlu et al. [145] 2.10 1.45









Figure 7.5: Schematic view of the foil and the pitching motion.
7.2 Drag-thrust transition of a pitching foil
The vortex street of a pitching foil is investigated in this section for a range of
flapping frequency-amplitude phases. The governing parameters of the flow are
the Reynolds number Re = U∞D/ν and the Strouhal number Sr = fD/U∞,
where U∞ = 0.02 is the freestream velocity, D is the foil thickness and f is the
flapping frequency. The thickness to chord ratio is D/c = 5/23. According to
Diana et al. [4, 147], the flapping frequency f is equivalent to the main vortex
shedding frequency. The dimensionless flapping amplitude AD is defined as
AD = A/D, where A is the peak-to-peak amplitude, as shown in Fig. 7.5.
In the present study, we examine the vortex shedding at Rec = 1173, where
Rec = U∞c/ν is the chord-based Reynolds number and c = 300lu is the chord of
the foil. The Strouhal number is set at Sr = 0.22 and four dimensionless flapping
amplitudes AD = 0.36, 0.71, 1.07, 1.77 are investigated.
Figures 7.6 and 7.7 show instantaneous vorticity fields and average horizontal





















(d) AD = 1.77
Figure 7.6: Instantaneous vorticity around the pitching airfoil at 0o angle of attack,
Re = 1173 and Sr = 0.22. (A), (B) and (C) denote the domains with different grid
qualities with (A) being the finest domain around the foil.
velocity fields respectively around the foil, for all dimensionless flapping ampli-
tudes. The results are compared with the experimental results of Diana et al. [4]
and good agreement is observed. The structure of the wake in Fig. 7.6a for a
low-amplitude flapping motion, AD = 0.36, resembles the features of a natural
Bénard - von Kármán (BvK) vortex street. The velocity deficit behind the foil,
as shown in Fig. 7.7a, is a result of the downstream vortices, originating from
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(a) AD = 0.36 (b) AD = 0.71
(c) AD = 1.07 (d) AD = 1.77
Figure 7.7: Time averaged horizontal velocity around the pitching airfoil at 0o angle
of attack, Re = 1173 and Sr = 0.22.
the vorticity on the sides of the foil, that tend to stay on the symmetry line of
the wake. Reversal of the vortex position is observed as the dimensionless flap-
ping amplitude increases. For AD = 0.71 the downstream vortices are almost
aligned, Fig. 7.6b, decreasing the velocity deficit of the wake significantly, Fig.
7.7b. Further increasing the amplitude AD = 1.07, 1.77 leads to a reverse BvK
vortex street, as shown in Figures 7.6c and 7.6d. Vortices created on each side
of the foil are organised on the opposite sites of the symmetry line leading to an
accelerating flow behind the foil, as shown in Figures 7.7c and 7.7d.
Fig. 7.8a shows the normalised average velocity profile at X = 12D downstream
from the trailing edge. Overall, the computed structures of the vortices, as well
as the mean velocity fields are in very good agreement with the experimental
results of Diana et al. [4]. It has been found that at AD = 1.77 the wake is not
symmetric leading to net lift force generation, as shown in Fig. 7.9a. For more
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Figure 7.8: (a) Normalised average velocity profile at x = 12D downstream
from the trailing edge for AD = 0, 0.36, 0.71, 1.07, 1.77, (b) Contours of mean drag
coefficient CD/CD0 surface estimated using a momentum balance approach taken
from Godoy-Diana et al. [4]. The present numerical results of the LPA scheme (red)
and the momentum balance approach (black) are included.
information on the symmetry breaking of the reverse BvK vortex street the reader
should refer to Diana et al. [147]. In Fig. 7.8b, we compare the computed mean
drag coefficients with the values obtained by Diana et al. [4] using the momentum
balance approach in a control volume around the foil. The values obtained with
the LPA scheme and with the momentum balance approach are highlighted in
red and black respectively. Eq. 3.27 is used for the computation of the mean
drag coefficient with the LPA which is then normalised by its value for a rigid foil
at zero angle of attack, (CD0). Both methods agree well with the experimental
values. However, at AD = 1.77 the drag coefficient value obtained with the
momentum balance approach diverges significantly from the experimental value.
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Figure 7.9: (a) Lift and (b) drag coefficient over a flapping period for AD =
1.07, 1.77. The solid and dashed lines refer to the computed coefficients with and
without the LPA method.
The drag forces for the momentum balance approach are obtained by
FD = ρU∞
∫
[U∞ − u(y)]dy, (7.3)
where u(y) is the velocity profile at X = 12D downstream from the trailing edge
as shown in Fig. 7.8a. Good agreement is observed for AD = 0.36, 0.71, 1.07
where the vortex structure is fully 2-Dimensional. Finally, Fig. 7.9 compares
the computed values for the lift and drag coefficients with and without the LPA
scheme. Significant differences can be observed both in the magnitude as well as
the phase of the oscillating drag coefficient.
7.3 Plunging SD7003 airfoil
The unsteady separated flow encountered by the plunging motion of a SD7003
airfoil under moderate-Reynolds-number conditions (Rec = 40000) is investigated.
The airfoil is set at a small static angle of attack α0 = 4
o in the center of a
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100c× 100c computational domain, where c = 600lu is the chord of the foil. The
inlet, outlet and free slip boundary conditions, as described in Chapter 2, have
been used for the domain boundaries. The flow over a plunging SD7003 at high-
frequency, low-amplitude motions has been recently investigated both numerically
and experimentally [6, 148, 149, 150, 5]. The plunging motion is characterised
with a reduced frequency k = πfc/U∞ = 3.93 and a non-dimensional amplitude
h0 = ĥ0/c = 0.05 leading to a maximum excursion of 21.5
o in the induced angle
of attack.
A detailed schematic of the motion is presented in Fig. 7.10. This large induced
angle of attack leads to unsteady flow fields characterised by leading-edge dynamic










Figure 7.10: Schematic view of the motion of the SD7003 airfoil at a static angle
of attack α0 = 4
o.
The motion of the foil is given by





where F (t) = 1− eat is a ramping function, smoothly transitioning the stationary
foil to the plunging motion. The parameter a is set to a = 9.2.
Good agreement between the computed and the experimental phase averaged
velocity fields in the near wake (x/c = 1.5) of McGowan et al. [5] is observed
in Fig. 7.12. The phase averaged velocity field is computed over 20 cycles. As
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φ= 0 φ= 1/4
φ= 3/4φ= 1/2
Figure 7.11: Vorticity field around a plunging SD7003 airfoil at Rec = 40000 and
four phases φ = 0, 1/4, 1/2, 3/4.
shown in Fig. 7.11, φ = 3/4, the vortex shed from the upper surface boundary
layer is below the trailing edge vortex shed from the lower surface. A similar
observation was made by Visbal [6]. This behaviour is consistent with the jet-like
mean velocity profile observed at φ = 0, 1/2, shown in Fig. 7.12a and Fig. 7.12c,
where the airfoil experiences the maximum vertical displacements.
Fig. 7.13 shows the time history of the lift and drag coefficients. The results are
compared with the 3-D computational results of Visbal [6]. This specific high-
frequency low-amplitude motion of the SD7003 airfoil is expected to suppress the
effect of the internal mass, computed with Eq. (3.37), in the computation of the
aerodynamic coefficients. However, an overall 5.8% decrease, computed as shown
in Section 7.5, and a phase difference of 1.6o in the computed lift coefficient using
the Lagrange point approximation is observed in Fig. 7.13b. The computed lift
is found to be in good agreement both with the 3-D results of Visbal [6] and the
prediction given by the inviscid theory [7]. Finally, the CL−CD plot (Fig. 7.13a)
over three consecutive cycle in the time-asymptotic state confirms the periodic
nature of the aerodynamic forces.
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(a) φ = 0









(b) φ = 1/4









(c) φ = 1/2









(d) φ = 3/4
Figure 7.12: Velocity profiles for four phase angles (a) φ = 0, (b) φ = 1/4, (c)
φ = 1/2 and (d) φ = 3/4 for Re = 40000 and k = 3.93. The experimental results of
McGowan et al. [5] are used for comparison.
7.4 Plunging and flapping NACA-0014 airfoil
The effect of the chord-wise morphing on the aerodynamic coefficients of a NACA-
0014 airfoil at Reynolds number Re = 104 for a range of prescribed plunging and
flapping amplitudes is investigated in this section. For moderate Reynolds number
flows, Tuncer and Kaya [151] argue that flapping-wing propulsion systems are in
principle more efficient than their respective rotational propeller configurations.
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Figure 7.13: Computed lift and drag coefficients at Re = 40000,k = 3.93 and
α0 = 4
o. The computational results of Visbal [6] and the theoretical inviscid results
[7] are used for comparison.
The authors suggest that the aerodynamic loads of a flapping airfoil are strongly
dominated by the leading-edge vortex dynamics and the trailing-edge vortex
shedding. Murray and Howle [152] found that the aerodynamic efficiency
of a flexible flapping thin foil may be significantly improved over its rigid
counterpart. More recently, Miao and Ho [153] investigated the effect of flexure
on the aerodynamic propulsive efficiency of a flapping flexible NACA-0014
airfoil and found that the overall propulsive efficiency is only improved for a
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very specific amplitude-deformation configuration. An interesting remark is the
conclusion regarding the strong correlation between propulsive efficiency and
reduced frequency of the oscillating motion. In this section, the flow parameters of
Miao and Ho [153] are used. The airfoil undergoes a plunge motion with different
flexure amplitude deformations as shown in Fig. 7.14a. The complex motion of
the airfoil is expressed by
yi(t) = −h0
(







where h0 and a0 denote the dimensionless amplitude of the oscillation and flexure
amplitude respectively, f is the flapping frequency, x0 is the x-coordinate of the
leading edge and c0 = 300δx is the chord of the rigid airfoil. The foil in placed at
the center of a 100c× 100c computational domain. The inlet, outlet and free slip
boundary conditions, as described in Chapter 2, have been used for the domain
boundaries. A reduced frequency of k = ωc0/U∞ = 2 is used in all cases, where
U∞ = 0.02. The reduced frequency k = 2 was set based on the observations of
Miao and Ho [153] where they reported strong correlations between k and the
propulsive efficiency of the foil. The first term in the right hand side of Eq. (7.5)
denotes the plunge motion, h(t), whereas the second term describes the deforming
motion, d(t), which is in ψ = 90o phase difference with the plunge motion in order
to optimise the propulsive efficiency based on the observations of Miao and Ho
[153] and Read et al. [154].
Let us first define the period averaged consumption power rate P̄ and thrust

















deforming velocity. The propulsive efficiency n may now be expressed as n = ξ/δ,






(−CD)dt and δ = P̄U∞(0.5ρU2∞cs) refer to the period-
averaged thrust power and input power coefficients respectively. Effectively,
optimisation of the propulsive efficiency is achieved by optimising the negative
period averaged net drag forces. The authors reported that compared to a rigid



































Figure 7.14: (a) Schematic view of the wilfully deformed NACA-0014 airfoil and the
flapping motion, (b) Updated surface coordinates under prescribed deforming motion
of the NACA-0014 airfoil.
flapping foil configuration the propulsive efficiency of a wilfully deformable foil can
be significantly optimised for 60o < ψ < 150o under certain flexure amplitudes.
What differs from the work of Miao and Ho [153] is the deformation of each point
of the surface in the x-direction, xbi(tn). In particular, assuming a constant chord
length under any flexible deformation, a three-step process is used to calculate
the surface deformation of the NACA-0014 airfoil, as shown in Fig. 7.14b.
Under symmetry conditions and assuming incompressibility of the foil under any
deformation, all points on the upper surface of the foil are projected onto the
chord line. The discretisation lengths dhi(t0) and dli(t0) are kept constant under
any deformation.
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Algorithm 10 Computation of surface deformation
1: Apply Eq. (7.5) to the chord line and compute yci (tn). Under the constraint
dli(tn) = dli(t0) compute x
c





dli(t0)2 − (yci (tn)− yci−1(tn))2, (7.6)
where the superscript c refers to the chord of the foil.
2: Compute the chord tangents from Eq. 7.5, (dyi(t)/dx), and then compute the
wall normals for all points i using
nci(tn) = [A0(sin(2πft)/c
2)(xci(tn)− xc0(tn))]−1, (7.7)
where nci(tn) = dx/dyi(t).
3: Under the incompressibility constraint dhi(tn) = dhi(t0), compute the foil
surface deformation xbi(tn), y
b
i (tn) using





2) + yci (tn), (7.8)
xbi(tn) = (y
b
i (tn)− yci (tn))/(nci(tn)) + xci(tn), (7.9)
where the superscript b refers to the surface of the foil.
7.4.1 Case 1 and 2: Deforming amplitudes d0 = 0.1c0 and
d0 = 0.2c0
A chord-wise deforming motion with d0 = 0.1c0 and d0 = 0.2c0 is prescribed where
no flapping motion is imposed to the foil. Fig. 7.15 shows the time evolution of the
lift and drag coefficients under one period of oscillation. Since the overall motion
of the foil is small, the effect of the internal mass does not significantly affect the
computed aerodynamic coefficients. As shown in Fig. 7.15a much higher values
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Figure 7.15: Lift and Drag coefficients for rigid and flexible foil at plunging
amplitude h0 = 0.0c0. The solid and dashed lines refer to the results with and
without the LPA respectively.
d0=0.1c0, φ=0 d0=0.1c0, φ=1/4
d0=0.2c0, φ=0 d0=0.2c0, φ=1/4
Figure 7.16: Pressure coefficient contour around a wilfully deformed NACA-0014
airfoil at Re = 10000, d0 = 0.1c0, 0.2c0 and phase angles φ = 0, 1/4.
of the lift coefficient are observed for d0 = 0.2c0. The stronger pressure gradient
acting on the foil at a deformation amplitude d0 = 0.2c0, is showed in Fig. 7.16.
The computed time-averaged drag coefficient is CD = 0.0557 for the rigid NACA-
0014 airfoil and CD = 0.0457 and CD = 0.0763 for the deformation amplitudes
d0 = 0.1c0 and d0 = 0.2c0 respectively. The amplitude of the oscillation in the drag
coefficient is much higher for d0 = 0.2c0. As shown in Fig. 7.17, between phases
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φ = 0 and φ = 0.25 the vorticity profiles around the airfoil differ significantly. For
the larger deformation amplitude case, the vorticity generated at the trailing edge
rolls over into smaller vortices that are shed downstream. Overall, under small
deforming amplitudes, no significant improvement in the time-averaged thrust
generation is observed.
d0 = 0.1c0, φ= 0.0 d0 = 0.1c0, φ= 0.25
d0 = 0.1c0, φ= 0.5 d0 = 0.1c0, φ= 0.75
(a)














d0 = 0.2c0, φ= 0.0 d0 = 0.2c0, φ= 0.25
d0 = 0.2c0, φ= 0.5 d0 = 0.2c0, φ= 0.75
(c)













Figure 7.17: Vorticity field around a wilfully deformed NACA-0014 airfoil at
Re = 10000 for (a) d0 = 0.1c0 and (c) d0 = 0.2c0. Skin friction coefficient on lower
airfoil surface at phases φ = 0, 1/4, 1/2, 3/4 for deforming amplitudes (b) d0 = 0.1c0
and (d) d0 = 0.1c0.
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Figure 7.18: Lift and Drag coefficients for rigid and wilfully deformed NACA-
0014 airfoil at plunging amplitude h0 = 0.2c0 and deforming amplitudes α0 =
0.0c0, 0.1c0, 0.2c0. The solid and dashed lines refer to the results with and without
the LPA respectively.
7.4.2 Cases 3, 4 and 5: Plunging amplitude h0 = 0.2c0 and
deforming amplitudes d0 = 0.1c0, 0.2c0
The flow around a flapping and deforming NACA-0014 airfoil at Re = 10000 is
investigated in this section. The prescribed flapping amplitude is h0 = 0.2c0.
We examine the cases of a rigid flapping foil and a deforming flapping foil with
flexure amplitudes d0 = 0.1c0 and d0 = 0.2c0. Fig. 7.18 shows the time evolution
of the lift and drag coefficients under one period of oscillation. The effect of the
internal mass in the computation of the aerodynamic coefficients is significant,
especially in the direction of the flapping motion. For d0 = 0.0c0 the internal
mass corrections are stronger around the regions of the extremes, Fig. 7.18a.
However, under the deforming motions, the corrections in the lift coefficient are
important throughout the entire period of oscillation. It is shown that the present
scheme can very accurately capture the momentum of the internal fluid even in
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Figure 7.19: Skin friction coefficient on lower airfoil surface at phases φ =
0, 1/4, 1/2, 3/4 for plunging amplitude h0 = 0.2c0 and deforming amplitudes (a)
d0 = 0.1c0 and (b) d0 = 0.2c0.
very complex motions. It is observed that as the flexure amplitude d0 increases
the extremes in the lift coefficient decrease. In the higher deforming amplitude
case, d0 = 0.2c, the overall periodic profile of both the lift and drag coefficients
significantly differs from that of the rigid flapping foil. As shown in Fig. 7.18a,
two peaks of approximately the same magnitude are observed between t∗ = 0
and 0.5T and t∗ = 0.5T and 1.0T . Similar observations can be made for the
drag coefficient, Fig. 7.18b. The aerodynamic loads at this specific medium-
amplitude low-frequency configuration are shown to be strongly dominated by
the leading-edge vortex dynamics and the trailing-edge vortex shedding. Fig.
7.19 shows the skin friction coefficient and vorticity snapshots around the foil at
phases φ = 0, 1/4, 1/2, 3/4 and deforming amplitudes d0 = 0.1c0 and d0 = 0.20.
In both cases, the position of the leading-edge vortex at φ = 0 is approximately
the same. However, for d0 = 0.1c0 a smaller amplitude vortex is located at
72% of the chord length leading to a trailing-edge vortex at φ = 0.25. For the
rigid plunging NACA-0014 aifoil, the period-average computed drag coefficient is
CD = −0.053. The period-averaged drag force for the investigated deformation
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amplitudes d0 = 0.1c0 and d0 = 0.2c0 is CD = −0.036 and CD = −0.007
respectively. The period-averaged thrust force decreases from that of a rigid
foil.
7.4.3 Case 6, 7 and 8: Plunging amplitude h0 = 0.4c0 and
deforming amplitudes d0 = 0.1c0, 0.3c0
The last cases in this section investigate the flow around a moving NACA-
0014 airfoil at Re = 10000 with plunging amplitude h0 = 0.4c0 and deforming
amplitudes d0 = 0.0c0, d0 = 0.1c0 and d0 = 0.3c0. The time evolution of the lift
and drag coefficients under one period of oscillation for the three investigated
cases are shown in Fig. 7.20. In this high-amplitude low-frequency motion
configurations the internal mass effects are quite significant in the computation
of the aerodynamic coefficients. The present LPA scheme can accurately capture
the internal mass effects. Overall, as shown in Fig. 7.20a, the magnitude of the
lift coefficient decreases drastically as the flexure amplitude d0 increases. The
difference in the lift force generation can be partially explained by investigating
the pressure gradient acting on the foil at different phases of the oscillation.
As shown in Fig. 7.21, the leading-edge vortex formation and the subsequent
trailing-edge vortex shedding dynamically affect the pressure around the foil. For
the high deformation amplitude case, a significant observable difference in the
trend of the lift coefficient over the period is observed. Similar observations
can be made for the periodic behaviour of the drag coefficient, Fig. 7.20b.
Overall, an improvement in the period-averaged thrust generation is observed for
d0 = 0.1c0 where CD = −0.249 with respect to the rigid flapping foil case where
CD = −0.242. The aerodynamic loads of the NACA-0014 airfoil at this specific
high-amplitude low-frequency configuration are shown to be strongly dominated
by the leading-edge vortex dynamics and the trailing-edge vortex shedding.
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Figure 7.20: Lift and Drag coefficients for rigid and wilfully deformed NACA-
0014 airfoil at plunging amplitude h0 = 0.4c0 and deforming amplitudes α0 =
0.0c0, 0.1c0, 0.3c0. The solid and dashed lines refer to the results with and without
the LPA respectively.
d0=0.1c0, φ=0 d0=0.1c0, φ=1/4
d0=0.3c0, φ=1/4d0=0.3c0, φ=0
Figure 7.21: Pressure coefficient contour around a plunging wilfully deformed
NACA-0014 airfoil at Re = 10000, h = 0.4c0, d0 = 0.1c0, 0.3c0 and phase angles
φ = 0, 1/4.
Fig. 7.22 shows the skin friction coefficient and vorticity snapshots around the
foil at phases φ = 0, 1/4, 1/2, 3/4 and deforming amplitudes d0 = 0.1c0 and
d0 = 0.3c0. In both cases, the position of the two leading-edge vortices at
φ = 0 is approximately the same. However, the structure of the vortices differs
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Figure 7.22: Skin friction coefficient on lower airfoil surface at phases φ =
0, 1/4, 1/2, 3/4 for plunging amplitude h0 = 0.4c0 and deforming amplitudes (a)
d0 = 0.1c0 and (b) d0 = 0.3c0.
significantly leading to subsequently different vortex shedding dynamics. As
shown in Fig. 7.22b, at φ = 3/4 and d0 = 0.3c0 the structure of the trailing-
edge vortices is more coherent and both vortices are closer to the surface of the
foil.
It has been shown that the Lagrangian point approximation method can accu-
rately capture the effects of the internal mass under various plunging-deforming
configurations including both linear and angular motions. The effect of the de-
formation amplitude on the computation of the aerodynamic forces has been in-
vestigated and shown that the leading-edge vortex formation and the subsequent
trailing-edge vortex shedding dominantly affect both the magnitude and the trend
of the aerodynamic loads in all investigated plunging amplitudes h0 = 0.0c0−0.4c0
and flexure amplitudes d0 = 0.0c0 − 0.3c0. For zero plunging amplitude motions,
an increase in both the lift and drag forces has been found. However, in the com-
bined plunging-deforming motions, different aerodynamic behaviours have been
observed. The formation of the leading-edge vortex seems to be mainly affected
by the plunging amplitude, whereas the vortex transition along the surface of the
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foil and the respective thrust-indicative wake structure are strongly influenced
by the deforming amplitude. However, in order to generalise the deformation
effects, additional configurations must be examined. That includes the effect of
the phase angle between the plunging and deforming motion, the effect of the
reduced frequency and the effect of the Reynolds number.
7.5 Numerical accuracy of the Lagrange point
approximation method
In this section the computational efficiency and accuracy of the Lagrangian point
approximation method is investigated in order to define an optimum number of
internal points and accurately represent the effects of the internal mass in the
computation of the aerodynamic coefficients. First, consider an immersed body
with a surface area AΩ and define a number of internal Lagrangian points Nint
with volume ∆Vint. As described in Section 2.3.2, the scaling factor is defined
as Sc = AΩ/Nint. In this section, the accuracy of the LPA will be investigated
for Sc = 1.0, Sc = 2.0 and Sc = 4.0. In all cases the internal Lagrangian points
are equally spaced inside AΩ. In order to quantify the effect of the LPA for the
different scaling factors we use a modified normalised percentage error calculation
procedure, shown below.
Consider two periodic functions f (1)(t) and f (2)(t) and let 0.0T ≤ t ≤ 1.0T ,
where T is the period of the oscillation. In order to quantify the observable
percentage difference between f (1)(t) and f (2)(t) and avoid the regions where the
values approximate the zero value, leading to big percentage errors, the following
normalisation procedure is applied.
The normalised percentage errors of the lift and drag coefficients for all the cases
investigated in this study are presented in Table 6.2. All errors are computed
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Algorithm 11 Normalised percentage error between periodic functions







where N is the total number of discrete points.
2: Compute the distance Df1 of f
(1)(t) from its root mean square value for all
N as Df1 = RMSf1 − f (1)(t).
3: Shift both functions f (1)(t) and f (2)(t) using the computed distance Df1 as
f
(1)
new(t) = Df1 + f
(1)(t) and f
(2)
new(t) = Df1 + f
(2)(t) respectively.














with respect to the aerodynamic coefficients as computed without considering the
effects of the internal mass.



























Figure 7.23: Time history of internal Lagrangian forces (FLy , F
L
x ) for Sc = 1, 2, 4
at plunging amplitude h0 = 0.4c0 and deforming amplitude d0 = 0.3c0.
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Table 7.2: Numerical accuracy of the Lagrange point approximation method on the
lift coefficient CL for three scaling factors Sc = 1.0, Sc = 2.0 and Sc = 4.0. All








Cylinder Am = 2.5D/π - - -
Pitching foil AD = 0.36D 7.974 7.970 7.961
AD = 0.71D 7.098 7.094 7.086
AD = 1.07D 6.250 6.247 6.239
AD = 1.77D 5.165 5.162 5.157
SD7003 h0 = 0.05c 5.435 5.433 5.428
NACA-0014 h0 = 0.0c0, d0 = 0.1c0 3.568 3.567 3.567
h0 = 0.0c0, d0 = 0.2c0 2.573 2.574 2.574
h0 = 0.2c0, d0 = 0.0c0 7.739 7.741 7.739
h0 = 0.2c0, d0 = 0.1c0 13.947 13.945 13.952
h0 = 0.2c0, d0 = 0.2c0 25.270 25.266 25.277
h0 = 0.4c0, d0 = 0.0c0 10.499 10.498 10.500
h0 = 0.4c0, d0 = 0.1c0 12.634 12.633 12.635
h0 = 0.4c0, d0 = 0.3c0 18.332 18.330 18.334
From Tables 7.2 and 7.3 it is clear that the accuracy of the LPA is not significantly
affected when 25%, (Sc = 4), of the initial internal Lagrangian points is used.
It should be noted however, that the initial number of Lagrangian points Nint,
(Sc = 1), should be big enough in order to accurately capture the internal
mass effects. There are effects however, that cannot be directly extracted from
the normalised percentage differences. As shown in Fig. 7.23b, the internal
forces differ both in magnitude and in phase when only a part of the internal
Lagrangian points is used. In the present test cases where the motion of the body
is prescribed those differences are negligible. However, in cases where the motion
of the immersed body is affected by the fluid forces acting on it, a more careful
consideration regarding the number of Lagrangian points is required. In Tables
7.4 and 7.5, the maximum absolute percentage differences on the lift and drag
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Table 7.3: Numerical accuracy of the Lagrange point approximation method on the
drag coefficient CDfor three scaling factors Sc = 1.0, Sc = 2.0 and Sc = 4.0. All








Cylinder Am = 2.5D/π 34.051 34.049 34.048
Pitching foil AD = 0.36D 1.466 1.471 1.470
AD = 0.71D 6.108 6.106 6.090
AD = 1.07D 10.278 10.272 10.257
AD = 1.77D 10.954 10.948 10.925
SD7003 h0 = 0.05c 1.084 0.992 1.114
NACA-0014 h0 = 0.0c0, d0 = 0.1c0 1.859 1.867 1.864
h0 = 0.0c0, d0 = 0.2c0 3.263 3.270 3.267
h0 = 0.2c0, d0 = 0.0c0 0.157 0.225 0.294
h0 = 0.2c0, d0 = 0.1c0 1.348 1.403 1.453
h0 = 0.2c0, d0 = 0.2c0 7.371 7.372 7.318
h0 = 0.4c0, d0 = 0.0c0 0.127 0.182 0.206
h0 = 0.4c0, d0 = 0.1c0 2.993 3.063 3.247
h0 = 0.4c0, d0 = 0.3c0 3.812 3.807 3.828
coefficients for the flow around the NACA-0014 airfoil with h0 = 0.4c0 is shown.
A similar behaviour is observed, indicating that for the cases studied in this paper
it is sufficient to represent the effects of the internal mass using 25% of Nint.
Table 7.4: Maximum absolute percentage difference on the computed lift coefficient








NACA-0014 h0 = 0.4c0, d0 = 0.0c0 11.751 11.748 11.751
h0 = 0.4c0, d0 = 0.1c0 15.025 15.022 15.031
h0 = 0.4c0, d0 = 0.3c0 28.356 28.352 28.361
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Table 7.5: Maximum absolute percentage difference on the computed drag coeffi-








NACA-0014 h0 = 0.4c0, d0 = 0.0c0 0.475 0.609 0.820
h0 = 0.4c0, d0 = 0.1c0 1.513 1.506 1.523
h0 = 0.4c0, d0 = 0.3c0 6.860 6.783 7.231
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Chapter 8
Hybrid higher-order IBM -
Computational results
In this chapter, a novel hybrid higher-order immersed boundary method is
presented in order to address the two major drawbacks of the conventional IBM
as described in Chapter 5, the velocity gradient discontinuities and the pressure
correction on the boundary surface. A detailed description of the hybrid algorithm
can be found in Chapter 5.
The force spreading operation in the IBM introduces a discontinuity on the
velocity gradient across the boundary leading to only first-order accurate in
space flow computations. This effect is strongly enhanced in high Reynolds
number flows where very sharp boundary layer profiles are observed, leading to
unstable boundary conditions. The proposed method of smoothly reconstructing
the boundary layer profile inside the solid domain effectively suppresses this
discontinuity away from the boundary and increases the accuracy of the solution.
The effect of the present scheme to higher Reynolds number flows should be
further examined.
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The proposed pressure correction algorithm (PCA) is derived from the Navier-
Stokes equations and may effectively be considered as a way of prescribing Neu-
mann boundary conditions in the immersed boundary framework. Investigation
of the flow around stationary and moving boundaries demonstrate the drastic im-
provements on the pressure distribution across the boundary with the proposed
scheme. The corrections in the pressure are achieved by reconstructing the popu-
lations near the boundary nodes using extrapolated density and non-equilibrium
distribution values. The proposed PCA is very flexible and can be implemented
to any IBM. The improvements in the pressure distribution would be of great
interest in fully coupled fluid structure interaction applications.
The resulting coupled immersed boundary lattice - Boltzmann solver has been
applied to viscous flows around a stationary cylinder, an in-line oscillating
cylinder, an oscillating cylinder in a cross flow and an elliptical wing undergoing
a hovering flight. Good agreement with experimental results and other numerical
schemes has been obtained. Significant improvements in the computation of
the aerodynamic coefficients at moving boundary applications is achieved. It is
demonstrated that the proposed hybrid solver successfully suppresses the velocity
gradient discontinuities and corrects the pressure distribution along the boundary
surface.
8.1 2D Taylor - Couette flow
First, the accuracy of the proposed hybrid scheme is examined by investigating
the Taylor - Couette flow between two concentric circular cylinders. The flow is
induced by rotating the inner cylinder around the axial z direction. Let R1 and
R2 = 2R1 be the radius of the inner and outer cylinder respectively. The two
cylinders are located on a N ×N domain on the x− y plane normal to the z axis.
The domain size N is chosen as N = 2[R2 + (Ng + 5)δx], where Ng is the number
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of ghost nodes placed on the outer cylinder. The Reynolds number is defined as
Re = UmaxR2/ν = 10, where Umax is the maximum rotating speed of the inner
cylinder. Similar to the work of Suzuki and Inamuro [130] the relaxation time
is set at τ = 0.68. Periodic boundary conditions have been used for the domain
boundaries.











where ΩC1(t) tends to Umax/R1 as t → ∞. At t = 0 the fluid is at rest. The


























where p0 is a reference pressure, r is the distance the center of rotation and uθ(r)
is the azimuthal flow velocity. The global error of the velocities is evaluated when




(ucx − uax)2 + (ucy − uay)2
)
/N, (8.4)
where N is defined as N = π(R22 − R21) and the superscripts, a and c, refer to




summation is made over lattice points in the range R21 ≤ x2 + y2 ≤ R22. The
computed steady state normalised velocity field for R2 = 100 and Ng = 3 is
shown in Fig. 8.1a.
Fig. 8.1b shows the global L2-error versus the number of grid points along
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Figure 8.1: (a) Steady state velocity solution. (b) Global accuracy of the present
hybrid IDF-CLBM for Ng = 3 and PCA. The effect of three relaxation parameters
τ = 0.56, 0.68, 0.86 on the overall accuracy at Re = 10 is examined.
the outer cylinder for three relaxation times τ = 0.56, 0.68, 0.86 using Ng = 3





/ ln(r), where r is the grid refinement ratio. The
superscripts in the L2 terms denote the refinement levels (R2 = 15, 30, 60, 80, 100).
For all three examined relaxation times, the apparent order of convergence is
p = 1.99 and p = 1.96 for the IDF-CLBM with Ng = 3 between the refining
regions R2 = 30− 100 and R2 = 15− 30 respectively.
The velocity and the velocity gradient across the boundary using the expanded
IDF-CLBM with Ng = 0, 3, 5 and R2 = 100 coupled with the PCA, are shown in
Fig. 8.2. For the IDF-CLBM with Ng = 0, while the velocity profile is continuous
across the boundary, the gradient of the velocity is discontinuous, as shown in
Fig. 8.2b at r/R2 = 0.5 and r/R2 = 1.0. Similar results have been reported
by Suzuki and Inamuro [130] for Ng = 0. For Ng = 3, 5 the velocity profile is
smoothly expanded across the boundary into the body domain. The discontinuity
is shifted inside the body domain away from the computational area of interest.
CHAPTER 8. Hybrid higher-order IBM - Computational results 163
















IDF - 0g /PCA
IDF - 3g / PCA
IDF - 5g / PCA
(a)























IDF - 0g /PCA
IDF - 3g / PCA
IDF - 5g / PCA
(b)
Figure 8.2: (a) Velocity profile and (b) velocity gradient profile at the cross section
x = xc at Re = 10.
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Figure 8.3: Stress Sxy profile at the cross section x = xc at Re = 10.
Similar observation can be made by looking at the stress distribution in Fig. 8.3.
The stresses are computed using the non-equilibrium distribution parts.
Finally, the effect of the pressure correction algorithm on the computed pressure
is presented in Table 8.1. As shown, the PCA effect is stronger for Ng = 0, where
the L2-error is decreased by an order of magnitude.
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Table 8.1: Effect of the PCA algorithm on the accuracy of the pressure computation
for R2 = 100 and Ng = 0, 1, 3 at Re = 10.
Case L2(P ), no PCA L2(P ), PCA
Ng = 0 3.58 · 10−7 3.47 · 10−8
Ng = 1 1.79 · 10−7 6.71 · 10−8
Ng = 3 7.04 · 10−8 4.81 · 10−8
8.2 Flow around a circular cylinder
Similar to Chapter 6, the flow past a stationary circular cylinder is examined in
this section using the hybrid higher-order scheme described in Chapter 5. In this
extensively studied case, the flow behaviour changes according to the Reynolds
number which is defined as Re = U∞D/ν, where D is the diameter of the cylinder,
U∞ is the freestream velocity and ν is the kinematic viscosity. The steady and
unsteady flows, at Re = 40 and Re = 100 respectively, will be examined. In the
present scheme the boundary forces are computing as





where the summation is performed over the Eulerian forces fβ(xi, yj) and h is the
grid spacing. The aerodynamic coefficients are computed using Eqns. (6.6 - 6.7).





where p∞ is the freestream pressure and p(Xl) is the interpolated pressure on the
boundary nodes. The computational domain is initialised using ρ0 = 1.0 and the
freestream velocity is set to U∞ = 0.1 and U∞ = 0.04 for Re = 40 and Re = 100
respectively. The computational domain is 100D × 100D with nine levels of grid
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refinement. The region around the cylinder is 4D × 2D with a uniform mesh
of 405 × 205 grid points. The inlet, outlet and free slip boundary conditions,
as described in Chapter 2, have been used for the domain boundaries. Unless
otherwise specified, the number of iterations in the immersed boundary algorithm
for Ng = 0, 1, 2, 3 is set to N = 10 in the present study. A detailed comparison of
the computational cost of the present higher-order IBM with pressure correction
and the previous IDF IB scheme is presented in Appendix A.3.
8.2.1 Re=40
At Re = 40, a development of two symmetric, stationary recirculating eddies is
observed behind the cylinder. The wake length Lw, or recirculation length, is
defined as Lw = 2L/D, where L is the distance from the rearmost point of the
cylinder to the end of the wake, as shown is Fig. 6.3. The separation angle θs
is defined as the angle between the rearmost point of the cylinder and the point
s on the cylinder surface where the shear stress is zero. The drag coefficient
Cd, the wake length Lw and the separation angle θs are compared with other
numerical and experimental results [134, 135, 104, 137, 55] in Table 8.2. Good
overall agreement between the present scheme and previous works is observed.
The effect of the pressure correction algorithm in the computation of the pressure
coefficient on the surface of the cylinder is investigated in Fig. 8.4. Fig. 8.4a
compares the computed values of the pressure coefficient for Ng = 0, 1, 2, 3 with
the experimental and numerical values presented in [155, 156]. It is observed that
for Ng = 0 (conventional IBM), very low pressure values are obtained. However,
the expansion of the velocity inside the immersed surface indirectly and somehow
arbitrarily affects the pressure. This behaviour agrees with the observations of
Suzuki [130].
However, as shown in Fig. 8.4b, very accurate pressure values are obtained with
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Table 8.2: Comparison of Drag coefficient, wake length Lw and separation angle θs
for steady flow over a circular cylinder at Re = 40.
Case References Cd Lw θr (
o)
Re = 40 [134] - Finite difference, NSE 1.522 4.69 53.8
[135] - Body-fitted grid, NSE 1.498 4.48 -
[104] - Implicit velocity correction, IBM 1.565 4.62 -
[137] - Vorticity streamfunction, NSE 1.550 4.357 53.34
[55] - Iterative direct forcing IBM, CLBM 1.524 4.61 53.12
Present - Ng = 0, PCA IDF-CLBM 1.550 4.573 53.41
Present - Ng = 1, PCA IDF-CLBM 1.528 4.622 53.19
Present - Ng = 2, PCA IDF-CLBM 1.531 4.624 53.27
Present - Ng = 3, PCA IDF-CLBM 1.531 4.624 53.28
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Figure 8.4: Pressure coefficient on the surface of the cylinder at Re = 40, (a)
without PCA and (b) with PCA.
the pressure correction algorithm regardless of the number of ghost nodes used
in the expanded IBM. In Fig. 8.5 the effect of incorporating the forces in the
PCA scheme is presented. As seen, applying the Neumann boundary condition
for the pressure ∂p/∂n = 0 without considering the presence of the external
forces (PCA1 scheme) is not sufficient to acquire correct pressure values on the
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surface of the body. However, when the proposed scheme (PCA2 scheme) is used,
the correct values are obtained. Finally, as shown in Fig. 8.5b, the pressure
correction algorithm with Ng = 1, 3 smoothly expands the pressure inside the
immersed body.
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Figure 8.5: Pressure coefficient at Re = 40 (a) on the surface of the cylinder and
(b) at the cross section x = xc.
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Figure 8.6: (a) Velocity profile and (b) velocity gradient profile at the cross section
x = xc at Re = 40.
Finally, Fig. 8.6 shows the expansion of the velocity profile at x = xc, where
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Table 8.3: Comparison of lift coefficient, drag coefficients and Stouhal number for
unsteady flow over a circular cylinder at Re = 100.
Case References C̄d Cl St
Re = 100 [138] - Experiment - - 0.166
[139] - Body-fitted method, NSE 1.35 ± 0.339 0.164
[104] - Implicit velocity correction IBM 1.364 ± 0.344 0.163
[76] - Higher order IBM-NSE 1.34 ± 0.315 0.164
[79] - Exterior sharp direct forcing LBM 1.336 ± 0.329 0.165
[55] - Iterative direct forcing IBM 1.334 ± 0.331 0.165
Present - Ng = 0 PCA 1.344 ± 0.319 0.164
Present - Ng = 1 PCA 1.325 ± 0.327 0.164
Present - Ng = 2 PCA 1.335 ± 0.334 0.165
Present - Ng = 3 PCA 1.334 ± 0.333 0.165
(xc, yc) is the center of mass. It is observed that for Ng = 2 and Ng = 3 the
velocity gradient profile is smoothly expanded inside the body domain.
8.2.2 Re=100
At Re = 100, vortices are shed from the body. The Strouhal number is defined
as St = fdD/U∞, where fd is the shedding frequency. Table 8.3 presents the
average drag coefficients, minimum and maximum values of the lift coefficients
and the Strouhal numbers as computed with the present scheme. The results are
compared with other numerical schemes and experiments[138, 139, 104, 76, 79, 55]
and good agreement is observed.
Figures 8.7 and 8.8 show the average and root mean square values of the pressure
coefficient obtained with Ng = 0, 1, 2, 3 without and with the pressure correction
algorithm respectively. The root mean square values CRMSp , also referred to as
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C
′







p − Cmeanp )2
N
, (8.7)
where Cmeanp is the period averaged pressure coefficient. It is observed that for
Ng = 3 the compute average values are significantly higher that the ones reported
in Park et al. [157] and Sharman et al. [158]. The computed RMS values without
the PCA are not in good agreement with the expected values. However, accurate
average and RMS pressure values are obtained when the PCA is coupled with the
IBM, as shown in Fig. 8.8.




































Figure 8.7: (a) Average pressure coefficient and (b) root mean square pressure
coefficient on the surface of the cylinder at Re = 100 without PCA.
Fig. 8.9 shows the computed average pressure coefficient at the cross section of
the cylinder at x = xc and the time evolution of the aerodynamic coefficients
reported in Table 8.3. The relative time t∗ is defined as t∗ = tnU∞/D, where t
n is
the current timestep. A significant correction in the pressure outside the boundary
is observed when the PCA is applied to the expanded IBM with Ng = 3, Fig. 8.9a.
Finally, Fig. 8.10 shows the average velocity and velocity gradient profiles at the
170 8.2 Flow around a circular cylinder
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Figure 8.8: (a) Average pressure coefficient and (b) root mean square pressure
coefficient on the surface of the cylinder at Re = 100 with PCA.
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Figure 8.9: (a) Average pressure coefficient at the cross section x = xc and (b)
time evolution of the lift and drag coefficient at Re = 100.
cross section of the cylinder at x = xc. The most significant improvements in the
velocity gradient profile expansion are noticed at Ng = 2 and Ng = 3.
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Figure 8.10: (a) Velocity profile and (b) velocity gradient profile at the cross section
x = xc at Re = 100.
8.3 Oscillating circular cylinder in a stationary
fluid
In this section, the flow around an oscillating circular cylinder in a stationary
fluid is considered. The experimental and numerical results of Dütch et al. [3]
will be used for comparison. The computational domain is 100D × 100D, where
D = 100lu is the diameter of the cylinder and lu = 1.0 is the lattice unit. Periodic
boundary conditions have been used for the domain boundaries. The cylinder
is placed at the center of the domain and the prescribed oscillating motion is
described as in Eq. (7.1). The governing parameters of the flow are the Reynolds
number Re = UmaxD/ν and the Keulegan-Carpenter number KC = Umax/fD.
The amplitude of the velocity, Umax, is derived from Eq. (7.1) as Umax = 2πfAm.
Thus the Keulegan-Carpenter number can be expressed as KC = 2πAm/D. We
investigate the flow at Re = 100 and KC = 5. Niter = 10 iterations are used in
the expanded IBM algorithm.
Fig. 8.11 compares the velocity profile at four cross sections (x = x1− 0.6D, x1 +
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Table 8.4: Comparison of drag and added-mass coefficients, Cd and Ci, for a
translationally oscillating circular cylinder at Re = 100 and KC = 5.
References Cd Ci
Dütch et al. [3] 2.09 1.45
Uzunoğlu et al. [145] 2.10 1.45
Falagkaris et al. [56] 2.09 1.45
Present - Ng = 0, PCA 2.09 1.45
Present - Ng = 1, PCA 2.09 1.45
Present - Ng = 2, PCA 2.09 1.45
Present - Ng = 3, PCA 2.09 1.45
0.0D, x1+0.6D, x1+1.2D) with the experimental results of Dütch et al. [3]. Three
phase angles (φ = 180o, 210o, 330o) are examined and three ghost nodes Ng = 3
are used in the present case. Good agreement between the present results and the
experimental data is observed. The symmetric and periodic vortex shedding, as
well as the two-dimensional behaviour of the flow for the present parameter set
up (Re = 100 and KC = 5) are well captured by the present numerical scheme.
The computed motion-averaged drag and added-mass coefficients, Cd and Ci are
compared with data from the literature in Table 8.4 and very good agreement is
observed. The Lagrangian points approximation is used for the computation of the
internal forces as shown in Falagkaris et al. [56]. Fig. 8.12a shows the computed
drag coefficient for one period of oscillation and good quantitative agreement
with the computational results of Dütch et al. [3] is observed. In Fig. 8.12b, the
pressure correction at x = x1 + 0.0D and φ = 0.75 is presented.
Finally, the effect of the pressure correction algorithm on the computed pressure
coefficient on the surface of the cylinder at four phase angles is investigated. Fig.
8.13 shows the computed instantaneous vorticity at φ = 0.625, 0.75, 0.875, 1.0
using three ghost nodes Ng = 3. Respectively, the computed surface pressure
coefficient at φ = 0.625, 0.75, 0.875, 1.0 is presented in Fig. 8.14 for Ng = 1, 3
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Figure 8.11: Velocity profiles for three phase angles (a) φ = 0.5, (b) φ = 0.58
and (c) φ = 0.92 for Re = 100 and KC = 5 using three ghost nodes Ng = 3 and
the PCA scheme. The experimental results of Dütch et al. [3] (symbols) are used for
comparison.
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Figure 8.12: (a) Drag coefficient over a period of a translationally oscillating circular
cylinder and (b) Pressure coefficient at the cross section of the cylinder at φ = 0.75
at Re = 100 and KC = 5 using three ghost nodes Ng = 3 and the PCA scheme.
with and without the PCA. The pressure coefficient is computed using Eq. (8.6)
by substituting U∞ with Umax. The results verify the observations made in the
stationary cylinder case, i.e. accurate pressure values are obtained when the PCA
is used under any ghost node configuration at moving boundary applications.
Significant corrections in the surface pressure are obtained, especially in the
second case Ng = 3. It should be noted that the present PCA scheme does
not introduce any spurious oscillations near the immersed surface.
8.4 Oscillating circular cylinder in a cross flow
In this section, the flow around a transversely oscillating circular cylinder to
an incident stream is examined. The results from the flow around a stationary
cylinder at Re = 100 are used in order to define the frequency ratio of the
oscillations. In this study, only forced oscillations will be examined, i.e. the
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 φ = 0.625  φ = 0.75
 φ = 0.875  φ = 1.0 ω
Figure 8.13: Instantaneous vorticity for four phase angles φ = 0.625, φ = 0.75,
φ = 0.875 and φ = 1.0.
motion of the cylinder is prescribed as
Yc(t) = Amsin(2πft), (8.8)
where Am = A0D is the maximum imposed vertical displacement and A0 is the
maximum adimensional amplitude of the oscillation. The governing parameters
of the flow are the Reynolds number Re = UmaxD/ν and the frequency ratio
of the oscillation F = f/fs. We investigate the flow at Re = 100 where the
Strouhal frequency fs = 0.164 is computed from the stationary cylinder case at
the same Reynolds number. The amplitude of the oscillation in set at A0 = 2.5.
The vortex structure in the wake regimes are characterized by the amplitude
of the oscillation A0 and the frequency ratio of the oscillation F . According
to Koopmann [159] a lock-in zone is defined by the region where the frequency
of the vortex shedding diverges from the expected values fs at the Reynolds
number considered and locks on the frequency of the forced oscillations f . For
the present configuration at Re = 100 and A0 = 2.5 the lock-in zone is limited
approximately between 0.75 ≤ F ≤ 1.25 [159] and is characterised by a purely
sinusoidal evolution of the aerodynamic coeeficients. Two frequency ratios will
be examined: (a) F = 0.5 out of the lock-in region and (b) F = 1.1 in the lock-in
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Figure 8.14: Pressure coefficient on the surface of the cylinder at φ =
0.625, 0.75, 0.875, 1.0 using one and three ghost nodes with PCA.
region. The respective maximum velocities are Umax = 0.0129 for F = 0.5 and
Umax = 0.0283 for F = 1.1. The cylinder in placed at the center of a 100D×100D
computational domain. The inlet, outlet and free slip boundary conditions, as
described in Chapter 2, have been used for the domain boundaries. The results
are compared with the computational results of Placzek et al. [160]. The authors
reported super-estimated values, compared to analytical expressions and other
numerical schemes, for the Strouhal number and the drag coefficient around a
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Figure 8.15: Time evolution of the lift coefficient over two periods of oscillation
for (a) F = 0.5 and (b) F = 1.1 at Re = 100.
stationary cylinder at Re = 100. The authors related the relative error to the
small domain aspect ratio used in their study.
As shown in Fig. 8.15b, the time evolution of the lift coefficient at F = 1.1 is
characterised by a pure sinusoidal response. Good agreement between the present
schemes and the results of Placzek et al. [160] is observed. An improvement in the
computed lift coefficient is observed when the PCA algorithm is coupled with the
IBM. For Ng = 3 with the PCA scheme, the maximum value of the lift coefficient
increases to CL(max) = 0.734 (compared to CL(max) = 0.333 for the stationary
cylinder) and is in good agreement with the reported value CL(max) = 0.72
in [160]. Similar observation can be made for the time evolution of the drag
coefficient in Fig. 8.16b. Table 8.5 summarises the average computed drag and
maximum lift coefficients. As expected, lower average drag coefficient values are
obtained with the present scheme compared to [160].
Fig. 8.15a and Fig. 8.16a show the time evolution of the lift and drag coefficients
respectively at the frequency ratio F = 0.5. In this case, the signals are not
periodic. A beating behaviour, where the signal is not periodic over two successive
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Figure 8.16: Time evolution of the drag coefficient over two periods of oscillation
for (a) F = 0.5 and (b) F = 1.1 at Re = 100.
Table 8.5: Comparison of maximum lift and average drag coefficients for the flow
over an oscillating circular cylinder in a crossflow at Re = 100.
Case Coefficient Ref Ng = 0, PCA Ng = 1, PCA Ng = 3, PCA
F = 0.5 C̄D 1.379 1.368 1.337 1.345
CL(max) 0.411 0.407 0.409 0.404
F = 1.1 C̄D 1.750 1.702 1.688 1.682
CL(max) 0.720 0.760 0.744 0.734
oscillations is observed. Similar observations have been made by Anagnostopoulos
[161] and Placzek et al. [160] for frequencies outside the lock-in zone leading to
a quasi-periodic flow pattern over subsequent cycles of oscillations. As shown in
Fig. 8.15a the computed lift coefficient using Ng = 3 and the pressure correction
algorithm are in good agreement with the results obtained by Placzek et al. [160]
over the oscillating periods T = 7.0 to T = 9.0. The lift coefficient profiles for
Ng = 0 and Ng = 3 without the PCA scheme, where the minimum values succeed
the maximum values after t = 0.25T have been identified by Placzek et al. [160]
at previous oscillating periods.
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Figure 8.17: Surface pressure coefficient at phase angles φ = 0.125, 0.25, 0.375, 0.5
for (a) F = 0.5 and (b) F = 1.1 at Re = 100.
The effect of the PCA on the computed surface pressure coefficient at F = 1.1
is presented in Fig. 8.18 for phase angles φ = 0.125, 0.25, 0.375, 0.5. Significant
corrections are observed and good agreement between the two configurations is
achieved. Fig. 8.17 shows the computed pressure for both examined frequencies
F = 0.5 and F = 1.1. As expected from the lift coefficient signals, stronger
variations and significantly lower pressure values are observed for F = 1.1 over
a half oscillating period. Finally, Fig. 8.19 shows a sequence of frames for the
instantaneous vorticity around the oscillating cylinder during a half oscillation for
F = 0.5 and F = 1.1, in order to identify the differences in the vortex structures
in the near wake. The vortex structures at F = 1.1 justify the higher lift and
drag coefficient values shown in Figures 8.15b and 8.16b.
8.5 Hovering flight of elliptical wings
In this section, the effect of the pressure correction algorithm on the computation
of the lift coefficient of an elliptical wing with an aspect ratio of 10 is examined.
The elliptical wing undergoes a prescribed sinusoidal rotational and translational
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Figure 8.18: Surface pressure coefficient at phase angles φ = 0.125, 0.25, 0.375, 0.5
for F = 1.1 at Re = 100.




Amcos(2πft), Y (t) = 0, (8.9)
αt = α0 + βsin(2πft+ Φ). (8.10)
Eqns. (8.9) - (8.10) represent insect hovering motions. This test case is selected
because of the strong dependence of the aerodynamic forces on the pressure
[162, 163]. The maximum amplitude of the oscillating motion is set at Am = 2.8c,










Figure 8.19: Instantaneous vorticity around the oscillating cylinder during a half
oscillation at phase angles φ = 0.125, φ = 0.25, φ = 0.375 and φ = 0.5 for F = 0.5
(left) and F = 1.1 (right).
where c is the chord of the ellipse set as c = 400lu. The initial angle α0 is π/2
and the rotational amplitude β is π/4, similar to the simulations and experiments
of Wang et al. [163] and the simulations of Eldredge [162]. Accordingly, the
maximum translational velocity is defined as Umax = πAm/f , where f is the
flapping frequency and T = 1/f is the flapping period. The chord based Reynolds





Figure 8.20: Schematic view of the elliptical wing and the prescribed rotational and
translational motion.
number is set at Re = 75. The elliptical wing in placed at the center of a
100c × 100c computational domain. The inlet, outlet and free slip boundary
conditions, as described in Chapter 2, have been used for the domain boundaries.
The phase Φ may be considered as a lag phase between rotation and translation.
According to Wang et al. [163] the lift force developed by flapping wing motions
in hovering kinematics strongly depends on the phase angle Φ. In addition, the
unsteady forces, which are strongly dominated by the pressure contribution are
expected to reach an almost periodic state after some initial flapping periods.
Two phases Φ = 0 and Φ = π/4 are investigated. The difference in the motion
for Φ = 0 and Φ = π/4 is shown in Fig. 8.20. Similar to the previous cases,
Niter = 10 iterations are used in the expanded IBM algorithm.
Fig. 8.21 shows the time evolution of the lift coefficient over 1.5 periods of
oscillation. The expanded IDF-CLBM with Ng = 1 and coupled with the PCA
is used. The results are compared with the numerical results of Eldredge [162]
and the experimental data of Wang et al. [163]. Very good agreement between
the present scheme and the numerical method of Eldredge [162] is observed. For
Φ = 0 in Fig. 8.21a, the computed lift is in overall good agreement with the
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Figure 8.21: Time evolution of the lift coefficient for (a) Φ = 0 and (b) Φ = π/4.
experimental values of Wang et al. [163]. However, for Φ = π/4 in Fig. 8.21b
the lift behaviour between the peaks differs from the experiments [163]. Similar
observations have been made by Wang et al. [163] between the computed and
experimental lift values.
Figures 8.22 and 8.23 show the instantaneous vorticity fields at different phase
angles around the ellipse for the symmetrical rotation with Φ = 0 and the
advanced rotation with Φ = π/4 respectively. The vorticity dynamics for both
angles are quite similar, where the same behavior of leading edge vortex recapture
and trailing edge vortex shedding is observed [162]. The present wake structure
is in good agreement with the vortex shedding patterns in [162].
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(a) (b)
(c) (d)
Figure 8.22: Instantaneous vorticity around the oscillating ellipse during one
oscillation at a lag phase Φ = π/4 and phase angles (a) φ = 0.25, (b) φ = 0.5,
(c) φ = 0.75 and (d) φ = 1.0.
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(a) (b)
(c) (d)
Figure 8.23: Instantaneous vorticity around the oscillating ellipse during one
oscillation at a lag phase Φ = 0 and phase angles (a) φ = 0.25, (b) φ = 0.5,
(c) φ = 0.75 and (d) φ = 1.0.
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Chapter 9
Conclusions and future work
9.1 Conclusions
In the present thesis, a highly accurate and efficient 2-Dimensional numerical
coupling between the cascaded multi-domain lattice Boltzmann method and
an iterative direct forcing immersed boundary method has been developed.
Investigation of flows around stationary and moving boundaries at various
Reynolds numbers demonstrated the robustness and stability of the proposed
scheme and produced valuable and insightful understanding of the complex
flow characteristics and aerodynamic loads acting on 2 dimensional bodies.
High resolution accuracy around the investigated flow regions, including efficient
resolution of the vortex structures in the wake, has been achieved using a multi-
domain algorithm.
To ensure stability and numerical accuracy, the central moment formulation of
the LBM [46] [47] has been chosen to solve the fluid dynamics equations. The
iterative force correction IBM recently proposed by Zhang et al. [103], has been
coupled with the CLBM. The numerical accuracy of the boundary treatment has
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been enhanced by incorporating the effects of both the current and next time
step in the discrete external forcing term. Additional improvements to the IDF,
including suppression of the velocity gradient discontinuities across the boundaries
and corrections on the pressure distribution, have been successfully implemented.
It has been demonstrated that the resulting solver accurately predicts the
aerodynamic behaviour of different airfoil designs and allows for very accurate
estimations of the changes in the aerodynamic behaviour of the foil by imposing
prescribed deformations. The present thesis has been divided into three main
sections.
9.1.1 Viscous flows around stationary boundaries
First, viscous flows around stationary boundaries up to high Reynolds numbers
have been examined. The robustness and numerical accuracy of the proposed
scheme is demonstrated by studies of steady and unsteady flows around a circular
cylinder and a NACA-0012 airfoil over a range of Reynolds numbers. The
proposed IDF scheme is also compared with an established multi direct forcing
IBM [79]. The study of the flow around a circular cylinder indicates that both
the IDF and the MDF schemes are in good agreement with other numerical
and experimental results in the literature. At Reynolds number of 100 and 150
(the limits for 2D flow), the results obtained with the present method are in
better agreement with the results reported by Liu et al. [139], using a body-
fitted NSE solver, than those from other IBM schemes presented in the literature.
Four test cases are investigated for the flow around a NACA-0012 airfoil. At a
low Reynolds of 500, the computed pressure coefficient and the boundary layer
velocity profiles are in very good agreement with other numerical methods. The
computed boundary layer thickness, Fig. 6.11, is identical to the analytical
Blasius solution for a flat plate up to the point of maximum curvature on the
airfoil surface. Beyond that point, as expected, the pressure gradient adversely
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affects the thickness of the boundary layer. The aerodynamic coefficients for the
moderate Reynolds number cases (1000 and 5000) are accurately captured by the
present scheme. The robustness of our scheme is demonstrated using a Reynolds
number of 100000. A statistical analysis of the time dependent solution indicates
that the IDF-CLBM accurately reproduces the unsteady lift and drag behaviour
reported by Mittal and Tezduyar [140].
9.1.2 Viscous flows around moving and wilfully de-
formable boundaries
Second, the present solver is applied to viscous flows around moving and wilfully
deformed boundaries. We have extensively investigated the effects of the internal
mass in the computation of the aerodynamic loads and shown that the Lagrangian
points approximation scheme significantly improves the numerical accuracy over a
wide range or Reynolds numbers and frequency-amplitude motion configurations.
The robustness and numerical accuracy of the present scheme is demonstrated by
studies of unsteady flows around an oscillating cylinder, a pitching foil, a plunging
foil and a plunging and flapping foil. The present results compare well with other
experimental and numerical results found in the literature.
The importance of the internal mass effects on the computation of the aerody-
namic loads of moving boundaries, where the boundary motion is prescribed, has
been demonstrated. Significant differences both in the magnitude phase of the
loads have been found. Overall, a strong dependence of the internal forces on
the motion characteristics (amplitude of oscillation and frequency) has been ob-
served. In linear motions, both the rigid body (RBA) and the Lagrangian points
(LPA) approximations accurately estimate the linear momentum of the immersed
body. For the flow around an oscillating cylinder, at Re = 100, and around a
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plunging SD7003 foil, at Rec = 40000, the aerodynamic loads have been accu-
rately computed with both schemes. Neglecting the internal mass effects results
in over-prediction of the aerodynamic loads by 10% − 50%. However, as the
internal velocity is strongly influenced by the force spreading operation in the
IBM, an approximation of the internal momentum with a prescribed value would
lead to inaccuracies in more complex motions. The present IDF-CLBM solver
has been shown to accurately capture the vortex dynamics around the plunging
SD7003 foil and good agreement between the computed and the experimental
time-averaged wake profiles has been observed. In angular and wilfully deformed
motions, where the rigid body approximation is not valid, the momentum of the
internal fluid has been successfully computed with the Lagrangian point approx-
imation scheme. Initially, the flow around a pitching foil has been examined and
compared with experiments. The computed drag coefficient LPA values have been
found to be in good agreement with experimental values. The vortex structure
computed with the present IDF-CLBM scheme agrees well with the experimen-
tal structure for a wide range of flapping amplitudes. Finally, the flow around a
flapping wilfully deformed NACA-0014 airfoil, at Re = 10000, and various am-
plitude/deformation configurations has been investigated in order to demonstrate
the robustness of our scheme. As expected, a strong dependence of the aerody-
namic loads on the leading and trailing-edge vortex dynamics has been observed.
Overall, the periodic profile of the aerodynamic loads is strongly related to the
motion characteristics and is significantly affected by the internal mass effects.
The LPA is shown to be an accurate and flexible method of incorporating
the effects of the internal mass in the computation of the aerodynamic loads
around moving objects. We conclude that for flows around moving and wilfully
deformed bodies, where the motion of the body is prescribed, using 25% of the
total internal Lagrangian points is sufficient to capture the momentum of the
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internal fluid whilst maintaining the accuracy of the computation and reducing
the computational overhead by 4%.
9.1.3 Higher-order immersed boundary method with
pressure correction
Finally, a hybrid immersed boundary method has been developed in order to
address two important drawbacks of the IBM. An expanded velocity profile
scheme based on the method of Suzuki and Inamuro [130] has been derived
in order to compensate for the discontinuities caused by the velocity gradient
across the boundary. Second, a pressure correction algorithm has been presented
in order to accurately prescribe Neumann pressure boundary conditions in the
immersed boundary framework (presence of external forces) and correct the
pressure distribution across the boundary.
First, the flow around a stationary circular cylinder at Re = 40 (steady flow) and
Re = 100 (unsteady flow) has been examined. It has been found that in order to
achieve the prescribed boundary conditions (no slip), less iterations in the IBM
algorithm are required when the expanded scheme is used. Four configurations
have been investigated using Ng = 0, 1, 2, 3 ghost nodes inside the boundary.
The computed aerodynamic coefficients are in good agreement with experimental
and other numerical results for all four configurations. It has been shown that
the pressure along the boundary is indirectly affected by the number of ghost
nodes used in the expanded IBM. For Ng = 0, conventional IBM, the pressure is
not expanded correctly across the boundary leading to underestimated pressure
coefficient values along the surface of the body. As the number of ghost nodes
increases, the pressure distribution across the boundary is somehow arbitrarily
improved. However, for Ng = 3, over-predicted values have been obtained. When
the pressure correction algorithm is applied, the correct pressure values have
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been recovered for all four configurations. Similar observations can be made for
the computed root mean square pressure coefficient at the unsteady flow case at
Re = 100.
Second, the effect of the pressure correction algorithm on the computation of
the aerodynamic coefficients is examined by investigating the flow around an
oscillating cylinder in a stationary fluid and in a cross flow. In the first case,
the computed results are compared with the experimental and numerical results
of Dütch et al. [3] and very good agreement has been observed. As shown, the
pressure correction algorithm effectively corrects the pressure distribution across
the boundary. It should be noted that compared to the scheme of Tiwari and
Vanka [131] our method does not introduce any spurious pressure oscillations
near the immersed surface. Some interesting observations can be made for
the flow around an oscillating cylinder in a cross flow. Two frequency ratios
F = 0.5 (unlocked configuration) and F = 1.1 (locked configuration) have been
examined showing an overall good agreement between the present scheme and the
computational results of Placzek et al. [160]. For the unlocked configuration case
at F = 0.5, a significant improvement in the computed lift coefficient is observed
when the pressure correction algorithm is coupled with the expanded IBM.
Finally, the flow around an elliptical wing undergoing a prescribed sinusoidal
rotational and translational motion has been examined. According to Wang et al.
[163] and Eldredge [162] the aerodynamic forces strongly depend on the pressure
distribution around the boundary. We investigated the effect of the pressure
correction algorithm on the computed lift coefficient and good agreement with
the computational results of Eldredge [162] and the experimental data of Wang
et al. [163] has been found.
Significant improvements in the computation of the aerodynamic coefficients at
moving boundary applications is achieved. The proposed method of smoothly
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reconstructing the boundary layer profile inside the solid domain effectively
suppresses the velocity gradient discontinuities away from the boundary and
increases the accuracy of the solution. Investigation of the flow around stationary
and moving boundaries demonstrate the drastic improvements on the pressure
distribution across the boundary with the proposed scheme. The proposed PCA
algorithm is very flexible and can be implemented to any IBM. Application of the
proposed hybrid scheme to higher Reynolds number flows and fully coupled fluid
structure interaction problems would be of great interest.
9.2 Future work
This thesis has been mainly focused on developing a novel, robust and accurate
2D numerical code for the simulation of viscous flows around moving and wilfully
deformed boundaries up to moderate/high Reynolds numbers. Future work
concerns expansion of the present scheme to 3 dimensions and incorporation of
additional physics. That includes
1. Expansion to 3 dimensions. The recently developed D3Q27 cumulant
LBM of Geier et al. [48] may be considered as an improvement of the central
moment formulation LBM. According to Geier et al. [48] the cumulant
LBM has been shown to have extremely good stability and adaptivity
properties at high Reynolds number flows, while maintaining or even
improving the computational accuracy of the cascaded LBM. The expansion
to 3D will require further development of the multi-domain algorithm with
more advanced grid coupling techniques, e.g. the bubble functions for the
interpolation of the velocity field, see Geier et al. [109]. In addition, more
accurate geometrical representations of the 3 dimensional bodies will be
considered.
2. Efficient parallel programming. This will require further research
194 9.2 Future work
into parallel programming architectures in order to optimise the numerical
efficiency of the 3D numerical code. Initial considerations based on the local
nature of the LBM include implementation on Graphics Processing Units
(GPUs).
3. Fluid structure interaction. Additional physics should be implemented
including a Finite Element Method (FEM) solver for the solution of the
structural dynamics and an surface energy minimisation algorithm for the
coupling between the fluid and the solid solvers.
4. Additional physics. Incorporation of additional physics such as Thermal
LBM, Free surface flows and Turbulence modelling should be examined.
Potential implementation of a dynamic turbulence model for high Reynolds
number flows should be considered.
Results of the present scheme for high Reynolds number flows around 2
dimensional airfoils indicate the applicability of the scheme to 3 dimensional
flows. In particular, the computed aerodynamic coefficients around the
oscillating SD7003 airfoil are in very good agreement with the 3D data
and the experimental results of Visbal [6]. Regarding the vortex structures
in the near wake, the good agreement between the present results and
the experiments of McGowan et al. [5] indicate the ability of the cascaded
LBM scheme to accurately resolve 2 dimensional vortex structures at high
Reynolds numbers. However, based on the current results, direct 3D
predictions can not be made without further testing and expanding of the
code to the cumulant 3 dimensional LBM. The CLBM may be considered
as a MRT-LBM where collisions are performed in the space of central
moments. As shown in Geier et al. [48] the accuracy and robustness of the
raw moment MRT scheme significantly deteriorates if the relaxation rates
are not optimally specified. This issue is eliminated with the central moment
and by extension the cumulant LBM formulations, where all relaxation
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parameters, except the one connected with the shear viscosity, can be set to
unity without compromising the numerical accuracy. Finally, the selection
of the relaxation rates to equal unity is not determined by requirements
to delete errors from Galilean invariance or hyper-viscosity restrictions.
Potentially, the raw moment MRT LBM could produce similarly accurate
results for the present investigated cases by carefully testing and individually
choosing the relaxation rates for each examined flow case.
The potential need of a turbulence model in order to improve the numerical
stability, accuracy and robustness in the 3 dimensional expansion of the
proposed scheme should be further investigated. In addition, the effect of a
sub-grid-scale model on the immersed boundary method should be carefully
considered.
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Appendix A
A.1 Scaling in the lattice-Boltzmann method
The Lattice Boltzmann equation is known to recover the Navier-Stokes equations
with second order accuracy in the Knudsen number ε using a second order accurate
quadrature rule and proper coupling of the space and the time step from the
discrete Boltzmann equation [171]. Therefore, the compressible Navier-Stokes
equations are recovered with a formally second order accurate scheme in time
and space. Expressing the overall error in terms of the truncation errors in time
and space and the error in the Knudsen number, Et = O(∆t
2), Ex = O(∆x
2) and
Eε = O(ε
2) respectively we get
E = Et + Ex + Eε = O(∆t
2) + O(∆x2) + O(ε2). (A.1)
Assigning L as a characteristic length of the flow the Knudsen number in the LBM
framework may be interpreted as ε = ∆x/L [171] and thus Eε = O(ε
2) = O(∆x2).
The overall error may now be expressed as
E = Et + Ex = O(∆t
2) + O(∆x2). (A.2)
197
198 A.1 Scaling in the lattice-Boltzmann method
Before proceeding with the effect of the scaling on the overall error let us first
introduce the compressibility errors EMa occurring from the low Mach number
(Ma < 0.3) approximation of the LBM schemes presented in the thesis. This error
is introduced when incompressible flows are investigated with the LBM due to the
fact that LBM schemes are inherently compressible scheme as the density is not
constant and is related to the pressure through an equation of state. According
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Let us now discuss the effect of the diffusive and acoustic scaling on the overall
error. In the diffusive scaling the discrete time step is proportional to the square











= O(∆x2). The numerical scheme is now formally
second order accurate in space. Effectively, when ∆x is halved, the Mach number
Ma is halved but the speed of sound cs is doubled. The diffusive scaling does not
affect the relaxation rate. However, when incompressible flows are investigated,
the numerical scheme under diffusive scaling reduces to only first order accuracy
in time [26, 174].
In the convective scaling the discrete time step is proportional to the discrete space
step ∆t ∝ ∆x, thus the compressibility error reduces to EMa = O(1). The speed
of sound cs and the Mach Ma and Reynolds Re numbers are constant across grids
with different resolutions. However, the compressibility error EMa = O(1) may in
general be considered as non-convergent [171, 174]. According to [171, 174, 172]
a quadratic decrease of the overall error with ∆x holds until the compressibility
error gets dominant. Therefore, in order to preserve the second order convergence
of a LBM scheme under convective scaling must be suppressed. According to
[175] this is achieved by keeping the relaxation rate above one ω > 1 in all levels.
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Holdych et al. [174] shows that in the over relaxation region the compressibility
error is not dominant. Numerical validation of this effect can be found in [176, 54].
A.2 Unit conversion in Multi - Grid algorithm
Following the convective (acoustic) scaling in Section 2.4.2 it occurs that
δtf/δxf = δtc/δxc = constant. A consequence of the convective scaling is that
both the velocity and pressure fields are continuous across grids with different
resolution levels. However, the viscosity must be rescaled. Let us define the
Reynolds number as Rer = UrLr/νr, where r stands for either the coarse c or the
fine f grid resolution. Ur, Lr and νr are the characteristic velocity, length scale
and the viscosity on the r grid. Both Ur and Lr may be written in terms of their
respective physical quantities U and L as Ur = Uδtr/δxr and Lr = L/δxr. Fol-
lowing Lagrava et al. [54] and imposing an independent of the grid level Reynolds
number we get













Finally, remembering the relationship between the viscosity and the relaxation
















In the LBM, the distribution functions can be written as a summation of the
equilibrium and non-equilibrium parts as fα,m = f
eq
α (ρm,um) + f
neq
α,m(∇u) =
f eqα (ρ,u) + f
neq
α,m(∇u), where uf = uc = u and ρf = ρc = ρ since both fields
are continuous and independent of the grid resolution.
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The non-equilibrium part fneqα is proportional to the velocity gradient. Therefore,
in order to ensure continuity of the fneqα across grids with different resolutions
fneqα,f = βf
neq
α,c , where β is to be determined, the non-equilibrium parts must be
rescaled. From the Chapman Enskog expansion it can be shown that the non-
equilibrium fneqα = εf
(1)

















Qα : S. (A.9)
From Eq. (A.9) and using fneqα,f = βf
neq







Noting that δtc = 2δtf the scaling of the non-equilibrium across grids with





In the cascaded LBM framework, the rescaling of the non-equilibrium in Eq.
(A.11) could be performed in the space of central moments in order to scale
only the non-equilibrium moments that relate to the shear and bulk viscosities.
A similar approach has been followed by Chen et al. [164] for the MRT-LBM.














Figure A.1: Grid refinement around a circular cylinder. Two resolution levels are
shown.
non-equilibrium parts where a correction step is introduced in order to remove
the interface discontinuities of the density and velocity fields.
In order to evaluate the consistency and accuracy of the present numerical scheme
let us consider the flow around a stationary cylinder at Re = 40 as described in
Section 6.2. Fig. A.1 shows the layout of two grid resolution levels around the
circular cylinder. Using Eq. (A.6) the relaxation rates for the nine levels of grid
refinement are ωl1 = 0.8, ωl2 = 1.1428, ωl3 = 1.4545, ωl4 = 1.6842, ωl5 = 1.8286,
ωl6 = 1.9104, ωl7 = 1.9542, ωl8 = 1.9768 and ωl9 = 1.9883. Fig. A.2 shows
the pressure and stresses distribution across the grid interface on the x and y
directions. The stresses are computed using the non-equilibrium distributions Eq.
(A.8). It is observed that both the pressure and the shear stresses are continuous
quantities across the interfaces.
A.3 Computational costs
As an indication of the numerical cost of the proposed numerical schemes let
us discuss the flow around a stationary cylinder as described in 6.2. The
computational domain is 50D × 50D, where D = 100, with nine levels of grid
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Figure A.2: Pressure and Stress distribution across the grid interface on (a) the x
direction at y = yc and (b) the y direction at x = xc for the flow around a circular
cylinder at Re = 40.
refinement. Please note that this is not an optimal grid configuration and further
improvements could be made in order to reduce the computational cost of the
method.
Using the convective grid scaling one time iteration on the ninth level tL9
corresponds to tL1 = 2
8 = 256 iterations on the finest grid level. The CPU
time of one full time iteration on the L1 grid with 405 × 205 grid points is


















refer to the bulk flow, the immersed boundary method and the grid




The immersed boundary time is t
(IBM)
L1
= 0.03 sec for 312 Lagrangian nodes and




= 0.12 sec. On a L9 grid time iteration the cost of the bulk flow and the
IB algorithm is t
(bulk)
L9
= 30.7 sec and t
(IBM/IDF )
L9
= 7.68 sec respectively. Using




= 5.23. For this specific, non-optimal, grid configuration the
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allocated time on the L1 grid is approximately 1/3 of the total simulation time
tL1 = 1/3t
(Tot). Therefore, the overall numerical efficiency of the numerical scheme
could be drastically improved by optimising the grid configuration.
Finally, let us discuss the effect of the proposed higher-order IBM on the overall
computational time of the scheme. Using ghost nodes to smoothly expand the
velocity profile inside the solid domain increases the immersed boundary time
under a single L1 step as t
(IBM)
L1
(g = 0) = 0.03 sec, t
(IBM)
L1




(g = 2) = 0.078 sec, t
(IBM)
L1
(g = 3) = 0.102 sec. The pressure
correction algorithm is not an iterative scheme but includes the interpolation and
spreading of non-equilibrium distributions, which is the most expensive process




Incorporating both the PCA algorithm and the IBM with Ng = 3 ghost nodes in
the algorithm, the CPU time of one full time iteration on the L1 grid increases
from tL1 = 0.167 sec to tL1 = 0.254 sec. The increase in the overall computational
is approximately 14%.
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