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ABSTRACT

The COVID-19 pandemic has had a large effect on almost every facet of life. As
COVID-19 was a disease only discovered in recent history, there is comparatively little
data on the disease, how we detect it, and how we cure it. Deep learning is a powerful
tool that can be used to learn to classify information in ways that humans might not be
able to. This allows computers to learn on relatively little data and provide exceptional
results. In this paper, I propose a novel convolutional neural network (CNN) for the
detection of COVID-19 from chest X-rays called basicConv. This network consists of
five sets of convolution and pooling layers, a flatten layer, and two dense layers with a
total of approximately 9 million parameters. This network achieves an accuracy of 95.8
percent, which is comparable to other high-performing image classification networks.
This provides a promising launching point for future research and developing a network
that achieves an accuracy higher than that of the leading classification networks. It also
demonstrates the incredible power of convolution.
Key Terms: Convolutional Neural Network, Binary Image Classification, COVID-19,
Chest X-rays
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CHAPTER ONE
Introduction

The COVID-19 pandemic has been incredibly influential on the global population over
the last 2 years. As of March 4, 2022, there has been over 440 million cases of COVID19 and almost 6 million deaths

[1]

. A lot of the reason that it has been so influential is

that the discovery of COVID-19 and the ensuing pandemic was an unprecedented event
that had little to no available solutions for how to diagnose, treat, or deal with infected
individuals. However, we have adapted rapidly over the past 2 years and are now
starting to get back to life as it was before the pandemic. However, we still need to have
the tools to diagnose diseases like COVID-19 effectively so that we can adapt to any
new diseases that might surface in the future.
“Deep learning is a particular kind of machine learning that achieves great power and
flexibility” [2]. There are ample applications for deep learning, many of which can help
humans deal with a large pandemic, such as the COVID-19 pandemic. For example,
“AI-driven tools can be used to identify novel coronavirus outbreaks as well as forecast
their nature of spread across the globe”

[3]

. One of the most relevant applications of

deep learning is image classification. By using deep learning, a computer can be trained
to recognize distinctions between two or more classifications of images. This is an
incredibly useful tool, especially when dealing with a relatively new disease.
My primary motivation behind this project is to be able to effectively use deep learning
for image classification. This will allow me to better advocate for its use and continue
1

to work on some of the world’s most difficult problems. Additionally, the work
presented here can be used as a cornerstone for additional groundbreaking research in
image classification. Not many people get the ability to work on a project that can have
a direct, positive impact on society. This research that I have had the privilege of
carrying out is an example of such a project. By building on this in the future, research
in binary image classification could one day be used in a real-world scenario to directly
affect the lives of people all over the world.
This thesis provides an in-depth description of deep learning as well as the process of
designing an architecture for deep learning. This can be used as a reference in the future
as well as a foundation for future research. The network defined in this paper also
provides excellent performance with low enough memory requirements to be run on a
laptop computer. Additionally, I provided a comparison of data handling techniques
that demonstrates the importance of ensuring a balanced dataset is used.
This thesis will begin with a review of related work. Then, an in-depth methodology of
the development of my convolutional neural network, followed by my implementation
will be provided. Next, this thesis discusses the results from my model and how they
compare to existing models in the field. Finally, I will provide an overview of ways in
which the model can be improved upon, to be used as a basis for future research.

2

CHAPTER TWO
Related Work

Several different architectures have been established through the work of other
researchers. Each one was designed with a specific goal in mind and each one was
developed for the classification of images. One key feature of many new architectures
used for image classification is an inception module.
The inception module is an innovation that helps to identify features better, specifically
in medical images. In traditional CNN models, each layer sends its output to one layer
as input. This continues in a pipeline-like procedure until the output layer is reached.
In an inception module, the output from one layer is used as input for multiple layers.
This allows layers with different filter sizes to be used concurrently to extract features
of different sizes [4]. “The extracted parallel features are then stacked depth-wise to form
the output of the inception module” [4].
When programming an inception module, padding should be implemented so that the
width and height of the output are the same for each of the concurrent layers.
Additionally, inception modules can use a lot of memory as the outputs of multiple
concurrent layers are being combined. I will now discuss three models that use an
inception module and two models that do not.
Inception-v1 (also known as GoogLeNet), was the first architecture to implement an
inception module. The writers’ goal was to capture features of varying sizes and
complexities by adding concurrent convolutions with different filter sizes, as mentioned
3

above. They attempted to make the computation slightly more efficient and more
feasible for training by “judiciously applying dimension reductions and projects
wherever the computational requirements would increase too much otherwise” [5]. This
model succeeds at its goal and manages to provide exceptional performance for image
classification (achieving a top-5 error of just 6.67% in the ILSVRC 2014 classification
challenge). However, the computational power required for this network is still very
large. It took a few high-end GPUs under a week to train the model, with most
limitations due to memory [5].
Inception-v3 (also known as Inception Net v3) improves upon Inception-v1 in many
ways, including adding factorized 7x7 convolutions. This allows features that are larger
to be captured but also increases computation. Batch normalization and label smoothing
were also introduced to try to improve the performance of the model [6]. However, this
model suffers from overfitting when using it for binary image classification with a small
dataset [4]. This is mostly because it was designed to be used on the ImageNet database
[4]

– a very large database of more than 100,000 classifications and an average of 1000

images per classification [7]. However, we do not have that large of a database available
of Chest X-rays with COVID-19.
Truncated Inception Net is a truncation of Inception Net V3 “to reduce the model
complexity and eventually the number of trainable parameters to prevent the model
from overfitting issues”

[4]

. It achieves its goal, providing exceptional performance

when performing binary classification of a small dataset of X-rays.
ResNet-50 is an implementation of a residual network with 50 layers. Unlike the
aforementioned models, ResNet-50 does not typically use an inception module. The
key feature of a residual network is that it takes the output from one layer and gives it
4

a shortcut to a few layers later in the model. Then, a residual function is applied to that
layer and the output from a few layers later in the model, stored for the same use later,
and used as input for the next layer in the model [8]. This provides a top-5 error rate of
5.71% on ImageNet validation

[8]

. Top-5 error rate is a performance metric used for

multiclass image classification. In multiclass image classification, each classification is
given a prediction percentage. Top-5 error rate measures the error based on the actual
classification being one of the 5 classifications with the highest prediction percentages.
CT Scan and Chest X-ray architecture is an architecture designed to be trained on
both chest X-rays and CT scans. The architecture proposed in this paper

[9]

also does

not use an inception module but instead uses a sequential convolutional neural network.
It begins with a 100x100 input layer. It then performs a three sets of convolution layers
without padding, each followed by a max pooling layer. The first convolution has 32
filters, the second convolution has 16 filters, and the final convolution has 8 filters. This
is then followed by a dense layer with 256 nodes, another dense layer with 50 nodes,
and a final dense layer with 2 nodes. This achieved an accuracy of 96.13 percent on
chest X-rays and 95.83 percent on CT scans

[9]

. These results are very impressive,

especially considering there were only 672 images used in total (336 chest X-rays and
336 CT scans).

5

CHAPTER THREE
Methodology

Neural networks are a way of deriving meaning from a set of data. To do this, they
“process information in a similar way the human brain does” [10]. Neural networks have
neurons and different processing layers that work together to extract additional
information that may not be immediately visible. Neural networks learn how to classify
data by looking at examples of each classification. In this way, they learn very similarly
to the way humans learn. However, since computers can process a lot more information
than a human in a given time frame, they learn a lot faster than humans. Neural networks
can also detect minute details that humans might not immediately notice. This allows
them to provide very accurate predictions after a relatively short amount of training
time. Various types of neural networks exist today.
Network Types
Artificial Neural Networks (ANNs) are the first type of neural network. “An Artificial
Neural Network (ANN) is an information or signal processing system composed of a
large number of simple processing elements which are interconnected by direct links,
and which cooperate to perform parallel distributed processing in order to solve a
desired computational task”

[10]

. ANNs are also called multi-layer perceptrons. They

are a combination of dense layers (which will be discussed later) that are good at
extracting relationships from sets of data. However, dense layers are very parameterintensive, and thus very memory- and time-intensive. Even though they are
6

computationally expensive, ANNs have a lot of uses including facial recognition, stock
market prediction, and social media [11].
Recurrent Neural Networks (RNNs) are the next type of neural network. “A recurrent
neural network (RNN) is a [parallel distributed processing] model that implements
temporal processing through feedback connections”

[12]

. Each state is a function of

previous states, and this “is an example of a dynamical recognizer” [12]. RNNs are still
being developed today and can be very useful for many things. Some examples of uses
for RNNs are sound analysis and CAPTCHA image recognition.
Convolutional Neural Networks (CNNs) are the last type of neural network that I will
discuss. This is the type of network used in this research and will be expanded upon in
great detail. The reason that I chose to use a CNN is that it is the most effective network
for binary image classification. Additionally, there are a lot of CNN architectures
available, producing a strong starting place for developing a network. A CNN is a
neural network whose core layers are convolution layers and pooling layers. These
layers will be discussed in detail later. However, they work in combination to identify
similarities in areas of arrays of numbers within the same category and differences
between different categories. By analyzing portions of an array instead of individual
cells, better results can be obtained from arrays where cells located near each other are
more closely related than cells that are farther apart.
CNNs are very good at identifying patterns, or features, in an array of numbers, which
makes them very good at classification. CNNs can classify a lot of different types of
data, as long as the data can be converted to an array of numbers. There can be many
dimensions to the array. However, the order of the columns and rows must be of
importance for a CNN to be useful. This implies that the columns next to each other are
7

more closely related to one another than columns and rows that are further away. An
example of something other than an image that a CNN can classify well is an audio clip
(where columns represent time and rows represent the value of each frequency) [13].
Definitions
There are many terms that are used in deep learning and must be understood to create
the best network possible. Keras was used to create my network, but I understood all
the layers and how they function before they were used in my network. This allowed
me to understand why the network performs as well as it does and make more
informed decisions when building the network.


Layer: A layer is a function that is applied to an input of a matrix of numbers to
gain further understanding from an array of numbers, providing some form of
output. There are different types of layers, each of which is designed to do
different things. Many of these types will be discussed later.



Architecture: An architecture is a series of layers with specific parameters
designed to gain understanding from some input. It is the framework for a neural
network. In this project, the goal of the architecture is to predict whether or not
COVID-19 is present in an image of a chest X-ray.



Model: A model is an instance of an architecture. It has the layers from the
architecture, in addition to several parameters. Each number in a filter is
considered a parameter in addition to the weight given to the output of each
filter. These weights are calculated through optimization. To understand
optimization, one must first understand the concept of loss in the context of a
CNN.

8



Loss: Loss is calculated using backpropagation through training. There are
several different loss functions. The loss function used in this study is called
binary cross-entropy loss. The equation for binary cross-entropy loss is:
− ∑

𝑦 ∙ log 𝑝(𝑦 ) + (1 − 𝑦 ) ∙ log(1 − 𝑝(𝑦 ))

where 𝑦 is the actual value (0 or 1), 𝑝(𝑦 ) is the predicted probability of the
image being classified as positive (a value of 1), and N is the number of images
in the test set

[14]

. This formula allows us to run the same formula over every

test image and calculate the binary cross-entropy loss for the entire test set. This
is because when 𝑦 = 1, the calculation performed will be log 𝑝(𝑦 ) , or the
log of the probability that the image should be classified as 1, and when 𝑦 = 0,
the log of the probability that the image should be classified as 0 (which is 1 −
𝑝(𝑦 )) is taken

[14]

. Additionally, using the log values penalizes bad choices

more severely, encouraging the model to work toward the correct choice.


Training: Training is the minimization of loss in a model by optimizing the
parameters. This is done using an optimizer function. Although there are
different functions available, the one used by many researchers, including
myself, is the Adam optimizer. The Adam optimizer uses stochastic gradient
descent to update parameters. A moving average of the gradient of the loss
function for all the parameters is taken at each moment and then the parameters
are updated accordingly. This is repeated until the model converges. Unlike
regular gradient descent, Adam “computes individual adaptive learning rates for
different parameters from estimates of first and second moments of the
gradients”

[15]

. This allows different parameters to learn at different rates and

allows for a more efficient convergence of the model. A model is said to have
converged when there is no longer a substantial decrease in the loss calculated
9

by the loss function. An untrained model will have an accuracy approximately
equal to picking a classification at random. As such, training is a core aspect of
model development and is essential to producing a model that performs well.


Testing: Testing calculates the loss and accuracy of the model on testing data,
which is not available to the model during training. This provides a method for
examining how well the model is performing and is also used to provide final
statistics on model performance.



Data: In my implementation, images are inputted as three arrays of numbers,
each representing the amount of a primary color (red, green, and blue) present.
These arrays are normalized to reduce the chance of bias towards any individual
component and to reduce the amount of time it takes the model to converge. For
this study, every number was divided by 255, as that is the maximum value for
any individual component of color. The data is split into test and train data, with
the industry-standard being that 20 percent of the data is reserved for testing and
80 percent is used for training. This is the same ratio that I used in this research.



Filter: A filter is an array of numbers (typically between 1 and 0) used to scan
an image for a specific feature. These filters are used in a convolution layer to
scan an image for features and to classify images with different features. Filters
are generated by the model and evolve over the duration of the training. The
initial filter is based on the size of the filter and numbers from a normal
distribution

[13]

. These values are not very important and will change as the

model is trained.
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Layers
There are many types of layers, several of which will be discussed here. Recall, a layer
is a function that is applied to input of an array of numbers to gain further understanding
from that array, providing some output in the form of another array of numbers.


Input: An input layer takes input in the model as an array that can have up to
three dimensions.



Convolution (2D): In a convolution layer, a filter is passed over the image from
left to right and top to bottom. The numbers in a filter are multiplied by the
numbers in an area of the input array that is the same size as the filter. Then, the
resulting array containing the multiplication of those numbers is averaged and
put in the output array in the location of the pixel in the middle of the area where
the filter was. As such, filters should be square and should have an odd number
of pixels as the length of the sides. This produces an array of numbers indicating
the correlation of a filter to the area around each pixel. This convolution is then
performed over each of the arrays inputted to the convolution layer. The number
of arrays inputted to the layer is equal to the depth of the input. The results from
the convolution of each input array are averaged into the final output array.
Since most filters are bigger than one pixel, they cannot detect features that may
be on the edge of the array. Padding aims to fix this by adding one or more
layers of zeros on the exterior of the array. The number of layers of zeros added
in padding is equal to

where n is the length of the side of the filter given

that the filter has an odd side length. The output of a convolution layer is called
a feature map. If padding is used correctly, the output width and height will be
the same as the input width and height. There will be one output array for each
11

filter. As such, the depth of the output will be equal to the number of filters in
the layer.


Flatten: The flatten layer takes the numbers from the input array and outputs
them into a one-dimensional vector. This makes it easier to create dense layers
to arrive at a final probability for prediction. There are no calculations
performed on numbers in a flatten layer. It simply takes a multi-dimensional
input and transforms it into a one-dimensional output.



Dense: The dense layer is also known as a fully connected layer. In a dense
layer, every neuron in the input is connected to every neuron in the output,
where a neuron is one of the numbers in a vector. The number of neurons in the
output is specified when creating the architecture. A number in the output vector
is a combination of all the other numbers in the previous vector, each having a
certain weight. A weight is the influence that one neuron in the input has on one
neuron in the output. Each of these weights, in addition to a bias parameter, is a
trainable parameter and will be optimized during the model training.



Max Pool (2D): A square window of a specified dimension passes over an array
of numbers from left-to-right and top-to-bottom. The size of the stride (the
number of pixels the window moves by on each iteration) can also be set. The
maximum from each window is taken and put into an output array. For a max
pool layer with a dimension size of two and a stride of two, the output array will
be half of the length and half of the width of the input array. There are no
weights or filters used in a max pool layer. It exists to downsize the arrays,
condensing the features to allow for more analysis to take place.



Average Pooling (2D): Average pooling is similar to max-pooling. However,
instead of taking the maximum from each window, the average is taken.
12



Concatenate: Concatenate takes several arrays of inputs concatenates them into
one set of arrays so that they can be passed into future layers. These arrays will
be stacked depth-wise. All of the inputs must have the same width and height
dimensions for them to be concatenated. Concatenate layers are commonly used
in networks containing inception modules.



Global Average Pooling (2D): Global average pooling takes the average of
every number in each of the feature maps. This gives an output of a vector that
has a length equal to the number of feature maps. Global average pooling can
be used to attempt to reduce overfitting.



Softmax: Softmax takes an input vector, calculates the exponential values of
each item, and normalizes those values. This ensures that they sum to 1 so that
they can be converted into probabilities. The equation for Softmax is as follows:
𝜎(𝑧⃗) = ∑
where 𝑧⃗ is the input vector, 𝜎(𝑧⃗) is the output number for element 𝑖, 𝑒
value of element 𝑖 in vector 𝑧⃗, and 𝑒



is the

is the value of element 𝑗 in vector 𝑧⃗ [16].

Sigmoid: Sigmoid takes a vector and fits a sigmoid function to the data. This
allows a vector to be transformed into a confidence prediction between two
classifications. The equation for the sigmoid function is:
𝑆(𝑥) =
where x is a value in the array [16].



Dropout: Dropout takes several arrays and gets rid of a random number of those
arrays. This can be used to prevent overfitting in large neural networks.

13

Model Types
There are two ways of implementing a model. A functional model stores the results
from each layer in a variable and then feeds those results into the next layer as input. A
sequential model, as implemented by Keras, takes input in the first layer, and organizes
every other layer as a pipeline. This allows for a simpler implementation of a model
that can work as a pipeline. However, models with concurrent layers such as those
containing inception modules, cannot be implemented using the sequential method.
All of these layers and types of networks are important to understand when designing
a CNN. I examined all of these layers and also took into consideration computational
limitations when creating my neural network. I will now discuss how I implemented
these layers in combination with one another to produce my CNN.

14

CHAPTER FOUR
Implementation

I trained and evaluated the model on my laptop, which is a Hp Spectre x360 with an
Intel Core i7-8770U processor, 16 GB of RAM, and a Nvidia MX-150 GPU with 2 GB
of usable memory. It took approximately 2 minutes per epoch to train the model with a
batch size of 32 and 203 steps per epoch.
Model Architecture
Image 1
BasicConv Architecture with Log Scaling
Conv2D

Max Pool

Conv2D

Max Pool

Conv2D

256x256x3 256x256x32 128x128x32
128x128x64 64x64x64

Max Pool

Conv2D

64x64x128 32x32x128

Dense
Max Pool

32x32x128

Conv2D

16x16x128

Max Pool

16x16x256

Flatten

Dense

1

8x8x256
512
16384

I called the architecture that I created basicConv. This is because it is a basic
convolutional neural network. However, it is the simplicity of the model that I believe
makes it effective. A visualization of the architecture is seen in image 1. The model is
sequential, meaning there are no concurrent layers, and it is implemented using the
Sequential class from the Keras library. There are a total of five convolution layers, five
max-pooling layers, a flatten layer, and two dense layers with a total of 8,925,633
parameters. All of the convolution layers use the rectified linear unit (relu) activation
15

function. This function changes any negative values to 0 during training, allowing for
faster convergence and an increase in the performance of the model. Additionally, all
of the convolution layers use padding so that the output array is the same width and
height as the input array for each convolution layer. This allows for more control over
the dimensions of the data throughout the model. All of the max-pooling layers have a
window size of 2 and a stride of 2. This implies that the output width and height are
half of the input width and height for each max-pooling layer. Additionally, all of the
filters used in the convolution layers are of size 3x3.
The first layer is a convolution layer with 32 filters. This takes the input array for the
model as well, with the input size being 256x256x3. I choose 256 as the input width
and height because 256 = 28, which allows the image dimensions to be evenly halved
up to 8 times by using max-pooling layers. The second layer is a max-pooling layer.
Then, there is a convolution layer with 64 filters followed by a max-pooling layer. The
next set of layers consists of two groups, each group containing a convolution layer
with 128 filters and a max-pooling layer. The last convolution layer has 256 filters and
is followed by a final max-pooling layer. After the convolution and pooling layers are
completed, the shape of the data is 8x8x256. This is then flattened to form a vector of
size 16,384 = 214. Then, there is a fully connected, or dense, layer that outputs a vector
of size 512 = 29. This layer alone has 8,389,120 parameters, about 94 percent of the
total parameters. Then, there is another dense layer, using the sigmoid activation
function, that outputs a vector of size 1, which will be the prediction of whether or not
the array passed into the first layer represents an X-ray that is positive for COVID-19.
The model was then compiled using the Adam optimizer and the binary cross-entropy
loss function. The accuracy, loss, and area under the roc curve were all calculated
throughout training.
16

Data
Table 1
Dataset Composition

One of the biggest challenges of deep learning research is finding data, and successful
deep learning research is reliant on having enough data [17]. If there is not enough data
used to train the model, the issue of overfitting can arise. This is where the model learns
too much about the data and any image that does not resemble the positive training data
extremely well could be identified as false or vice versa. This can have drastic effects
on the results of a model. Finding data is especially challenging when researching ways
to predict COVID-19 as it is a relatively new disease with little data in existence, let
alone available to researchers. However, through looking at various papers and opensource GitHub pages that have done similar research, I managed to find five sources
for X-ray images

[18][19][20][21][22]

. I then merged all these into a joint dataset, adapting

the data collection script from the COVID-Net Open-Source Initiative

[23]

. This

produced a total of 34,473 images.
However, as table 1 shows, the number of negative X-rays in the initial (unbalanced)
dataset is approximately 723 percent of the number of positive X-rays. This is
considered a biased dataset. It is important to minimize bias to increase the integrity of
17

results – the effect of the biased dataset on my model will be discussed in greater detail
in the results section. As such, I took a random sample of images from the negative
images and attempted to make the datasets as equal as possible. There was a data loss
of approximately 6.5 percent when copying random negative images, and I wanted to
avoid manual intervention as that would introduce another potential source of bias in
the dataset. As such, there are approximately 6.5 percent fewer negative X-rays than
positive X-rays in the balanced dataset. This is still significantly less biased than the
unbalanced dataset. As the X-rays gathered were anonymous and the only information
obtained and stored was whether or not there was COVID-19 present in each X-ray,
there are other potential sources of bias

[24]

. Potential examples of bias could be

differing image quality and demographics, but these are not confirmed sources of bias.
Code Development
I developed four scripts to implement my CNN. The first script was created to read data
from the five different sources, number them sequentially, and save them all as .png
files in the same directory so that they have a standardized system for being referenced
and accessed. This was adapted from the COVID-Net Open-Source Initiative

[23]

. The

images were split into four categories: positive train, negative train, positive test, and
negative test. The images were split using random index generation to put 20 percent
of both the negative and positive images into their respective test folders and the rest
into their respective train folders.
The second script took the dataset created in the first step and balanced the dataset. This
was achieved by first finding whether there were fewer positive or negative images. In
my case, there were fewer positive images. Because of this, all the images were copied
from the positive train and positive test folders to their respective place in the balanced
dataset folder. Then, random indexes were selected from the negative train set to make
18

a subset of images equal in size to the positive train set and copied those images to the
negative train folder within the balanced dataset folder. The same thing was then done
with the test images. As mentioned earlier, there was a data loss of approximately 6.5
percent when copying the negative images to the balanced dataset folder.
The third script defines different architectures. It contains implementations of my
basicConv architecture as well as a further truncated version of Truncated Inception
Net (containing only one inception module), and a small test architecture for ensuring
that the rest of the program is working without doing very intensive training. The
Truncated Inception Net is too memory-intensive to be run on my GPU, however, I will
look into other options for training architectures with inception modules in the future,
as I will discuss in the future work section. This third script makes it very easy to define
new architectures, so in the future, new architectures can be added to the script to
facilitate architecture development.
The final script is the control script. After the imports, this script is divided into six
sections: user inputs, data generation, model creation, checkpoint initialization, model
fitting, and history write-out. The user input section takes input on batch size, number
of epochs, architecture to be run, and a series of Boolean variables for using a GPU,
using a checkpoint, using the balanced dataset, and training (if training is set to false, it
will just provide a model summary and evaluation). The user also inputs the location of
the datasets.

19

Image 2
Chest X-rays

Negative

Positive

Notes. Chest X-rays of patients that were negative for COVID-19 (top row) and positive
for COVID-19 (bottom row) from the training dataset.

The data generation section takes the X-ray images and converts them into usable data.
It uses the Keras ImageDataGenerator class to generate a stream of data for use with
the model’s fit function (discussed later). The image data generator reads in the X-rays
from the appropriate folder, splits them into two classes (positive and negative),
normalizes the pixels (dividing by 255 because that is the maximum pixel value),
groups the images into batches, and resizes the images to the target size. As seen in
Image 2, X-rays have different dimensions when they are read in, making resizing the
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images essential. The resizing process is important to be understood so we know what
data is being given to the model and if the images are being distorted at all.
When images are read in, they are first cropped to the same aspect ratio as the target
size, leaving one of the dimensions the same [25]. With a target size of (256, 256), that
would mean that the image would be cropped along the larger dimension, taking the
middle segment of that dimension. For example, a (300 x 350) image would get cropped
to (300 x 300) with 25 pixels being cropped from the left and right sides of the image.
Then, the image is resized to match the target size

[25]

. Interpolation is the default

method used for resizing [25].
The model creation section first tests for GPU availability. If there is no GPU available,
this will set the script to be run without a GPU. This will also alert the user if they
inputted that they want to use a GPU but there is not one available. Then, an evaluation
function is defined. This runs the model’s built-in evaluation function over the test
dataset and collects the loss, accuracy, area under the receiver operating characteristic
(ROC) curve, and the number of true positives (TP), true negatives (TN), false positives
(FP), and false negatives (FN). It then prints out a confusion matrix. Finally, the model
is initialized from the architecture chosen in the input section and a summary of the
model is printed out.
The checkpoint initialization section first defines a checkpoint path for the selected
model. It does this by taking a default directory and appending the model architecture’s
checkpoint extension, creating directories as needed. If the model is being run using a
balanced dataset, it adds “_balanced” to the path. If the directory for the current model’s
checkpoint is empty and the user inputted that they want to use a checkpoint, the script
affirms whether or not the user would like to continue without a checkpoint. If not, an
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exception is raised, and the script stops. The callback functions are then initialized.
These give the model additional features that it would not otherwise have. There is one
callback function for handling checkpoints and another callback function for halting
training early if the loss has not improved in 10 epochs. An image representation of the
model is then saved to the checkpoint file. Finally, the model weights are loaded if the
script is using a checkpoint and a pre-training evaluation is performed if the script is
going to do training. One issue that will be explored further in the future is that when
training from a checkpoint, the model’s fit function still initializes the loss to infinity
meaning that the first epoch of the training could result in saving a checkpoint that has
a higher loss than the loss from the loaded weights.
The model fitting section is where all the training happens. It first defines a fitModel
function which takes the following hyperparameters: batch size, steps, model, and
number of epochs (initialized to 10 if not specified). Then, the model tries training with
the given hyperparameters. If there is an error indicating that there is not enough
memory to train (thrown as a resource exhausted error), the function halves the batch
size, doubles the step size, and tries to run the model again. If the resource exhausted
error is thrown with a batch size of 1, the function raises the error. This function is then
called with the given user inputs. Finally, a post-training evaluation is performed, using
the evaluation function defined above.
The final section of the control script is the history write-out section. This section only
runs if training has been performed. It first defines a path for the model history, stored
as a .csv file. If this model has been trained in the past and there is an existing history
file, we will try to read that file and append the history from the current training run to
that file. If an exception is raised while trying to read the file, the script will affirm
whether the user wants to continue and overwrite the file. In the case of an overwrite or
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no file present, a blank pandas DataFrame will be created. The history from the current
training run will then be appended to the DataFrame whether it is blank or contains
existing history. Then, the script will reset the indices in the DataFrame so that the
indexes in the history file are monotonically increasing sequentially. The script will
then try to get rid of any useless columns created in concatenation or in resetting the
indices. Finally, the DataFrame will be written out to the appropriate location.
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CHAPTER FIVE
Results

The measures collected during model training were binary cross-entropy loss,
accuracy, the area under ROC, TP, TN, FP, and FN. The binary cross-entropy loss
was described earlier, in the methodology section. TP is the number of correct
positive predictions that were made. TN is the number of correct negative predictions
that were made. FP is the number of predictions that were predicted as positive but
were actually negative. FN is the number of predictions that were predicted as
negative but were actually positive. A confusion matrix combines TP, TN, FP, and
FN into one chart to make them easily comparable, as seen below in table 3. Accuracy
is calculated as the total number of correct predictions the model makes divided by
the total number of predictions made. Using the confusion matrix, this formula is
. The ROC curve is a curve plotting TP against FP. By taking the area
under the ROC curve, we can determine how well the model is predicting positive
cases.
After training, precision, recall, and the F-1 score were calculated as well. Precision is
the percentage of predictions that were correct out of all the positive predictions. Using
the confusion matrix, the formula for precision is

. Recall is the percentage of

positive images the model detected and predicted as positive. Using the confusion
matrix, the formula for recall is

. The F-1 score is a combined measure of

precision and recall, providing a metric for how well the model can predict positive
cases. The formula for the F-1 score is

∗ ∗
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where 𝑃 is precision and 𝑅 is recall.

Table 2
Performance Metrics for BasicConv

BasicConv Results
Dataset Balanced Unbalanced
Accuracy 0.9580
0.9859
Precision 0.9649
0.9567
Recall
0.9247
0.9534
F-1
0.9405
0.9591
AUC
0.9781
0.9896
Note. The better performing metric is accented in bold text
Table 3

Actual

Positive
Negative
Total

Actual

Confusion Matrixes for BasicConv

Positive
Negative
Total

Balanced Dataset
Predicted
Postive Negative Total
837
798
39
783
29
754
827
793
1620
Unbalanced Dataset
Predicted
Postive Negative Total
837
774
63
6131
35
6096
809
6159
6968

The results from this study in Table 2 and Table 3 show that a seemingly simple CNN
can still be very effective. However, the results also show the importance of ensuring
data integrity. The model had a higher accuracy when it was running on a biased
(unbalanced) dataset. This is because it had a very high number of negative cases, so it
learned how to predict negative cases very well. This skewed the results and any
shortcomings in positive predictions were masked by the negative predictions. Looking
at the other metrics, however, it is apparent that the model trained on the balanced
dataset performs much better, especially when detecting positive cases.
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Table 4
Comparison of Results

Notes. TIN represents Truncated Inception Net. The best-performing metric is
accented in bold text. Additionally, results are from a different dataset [4], however,
the datasets are balanced and are the best available comparative results.

It is evident in Table 4 that although my architecture performed well, it still
underperforms when compared to other networks that use inception modules, such as
Inception-v3 and Truncated Inception Net. However, the results are very close for many
of the metrics. More layers and parameters in addition to using inception modules could
help to improve the results of my architecture in the future. Using residual layers is also
something I will explore, as the ResNet-50 architecture had the best F-1 score in
addition to the best precision score.
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CHAPTER SIX
Conclusion and Future Work

COVID-19 has been one of the biggest changes to the lives of many in the last two
years. Chest X-rays are one of the ways we can help detect COVID-19 and other
diseases. Many deep neural networks have been created to try to do that. The CNN
proposed in this paper manages to achieve a 95.8 percent accuracy with an AUC of
98.96 percent, indicating that positive cases are very well handled. While this is not yet
a model that can be used clinically for diagnosis purposes, future work may get closer
to that goal.
There are many potential future expansions to this research. The first expansion is
implementing more architectures. I would like to explore options for model training
that allow an increased GPU memory limit so that more complex architectures can be
trained. This would allow inception modules to be used in addition to multiple dense
layers. The next future area of research is the classification of multiple diseases. This
would allow an exploration of if different architectures are optimal for different
diseases. If so, further research could provide insight into why there are performance
differences between different diseases. Different data splitting techniques, such as kfold data splitting, could also be implemented. This would validate the results further
and would provide more insight into the effects of data bias on effectively training a
model.
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