The Fermi-Pasta-Ulam (FPU) one-dimensional Hamiltonian includes a quartic term which guarantees ergodicity of the system in the thermodynamic limit. Consistently, the Boltzmann factor P (ǫ) ∼ e −βǫ describes its equilibrium distribution of one-body energies, and its velocity distribution is Maxwellian, i.e., P (v) ∼ e −βv 2 /2 . We consider here a generalized system where the quartic coupling constant between sites decays as 1/d
maximal Lyapunov exponent virtually vanishes (weak chaos). This is the discussion that we address here through a paradigmatic system, namely the Fermi-Pasta-Ulam (FPU) Hamiltonian [1] (see details in [2, 3, 4] ). This system plays a relevant role in the discussion of Fourier's law for heat flow (heat conductivity), rapid (or slow) sharing of energy, eventually yielding equipartition of energy and the zeroth law of thermodynamics. It consists of a ring (chain with periodic boundary conditions) of oscillators which, in addition to their kinetic energies, interact through both harmonic and anharmonic terms. We focus on the following Hamiltonian [6, 7, 8] :
where x i and p i are the displacement and momentum of the i-th particle with mass m (from now on, without loss of generality, we can set m = 1, hence the momenta coincide with the velocities, i.e., p i = v i ); a ≥ 0, b > 0, and α ≥ 0. Here d ij = 1, 2, 3, ..., is the shortest distance between the i-th and j-th lattice sites (
we refer to short-range (long-range) interactions in the sense that the potential energy per particle is integrable (diverges) as N → ∞; in particular, the limit α → ∞ corresponds to first-neighbor quartic interactions (i.e., the historical FPU β-model), and the α = 0 value corresponds to a typical mean-field scenario. The Hamiltonian is made (formally) extensive for all values of α by adopting the scaling factor [9, 10, 6] 
, which depends on (α, N ). Note that for α = 0 we haveÑ = N , which recovers the rescaling usually introduced in mean-field approaches, sometimes referred to as the Kac prescription factor. In the thermodynamic limit N → ∞,Ñ remains constant, namely 1/(α − 1), for α > 1, whereasÑ ∼ N 1−α 1−α for 0 ≤ α < 1, and N ∼ ln N for α = 1. It can be verified that the introduction ofÑ in Hamiltonian (1) is equivalent to a simple rescaling of time [9] .
We numerically integrate the Newton's equations of motion using the symplectic velocity Verlet algorithm [11] with a small time-step ∆t ≤ 10 −2 such that the deviation of total energy in an isolated system is of the order of 10 −4 or less, until large times t = 10 8 , depending on the system size N . The initial conditions for the displacement variables are randomly chosen from a uniform distribution and the momenta from a normal distribution with unit variance, both centered around zero. Starting from a single random initial condition, the system is evolved for t = 10 5 to allow the system to fully relax to its stationary (or quasi-stationary) state before starting averaging the steady state quantities for t = 10 3 time-steps (here time t is measured in units of ∆t).
First we compute the distributions of the one-particle energy
and of velocity v i as the long-range parameter α is increased from zero on (1 ≤ i ≤ N ). The energy and velocity distributions, P (ǫ) and P (v) (for a homogeneous system ǫ i = ǫ and v i = v), are obtained by collecting ǫ i and v i of all the particles in the system and are shown in Fig. 1 , a and b respectively. For large α (short-range interactions) the energy distribution does recover the expected Boltzmann distribution. However, for small values of α (long-range interactions), the celebrated exponential distribution dramatically fails, and is replaced (within a fairly good numerical precision) by a q ǫ -exponential one, where the index q ǫ depends on α; see 2 
Figure 1: Evolution of (a) one-particle energy ǫ distribution P (ǫ) and (b) one-particle velocity v distribution P (v) in the presence of α-ranged anharmonic interactions for different values of α corresponding to a typical case, namely (a, b) = (1, 10), u = 9, and N = 8000.
Figs. 2a and 2b where we show our simulation data fitted to the theoretical curves for two typical α values, α = 0.9, 2.0 corresponding to the long-range and the short-range regimes respectively. Likewise, for the single particle velocity distribution, one obtains a Maxwell's velocity distribution for large α whereas for small α the velocity histogram can be well approximated by a q-Gaussian function; this is shown in Figs. 2c and d respectively.
The adequacy of the q-Gaussian and q-exponential forms has been checked with quantities such as the q-kurtosis κ q and q-ratio ρ q respectively. From the velocity histograms we can compute the q-kurtosis κ q of the distribution, defined as [12, 10, 6] 
the value of q is obtained by fitting the velocity histograms obtained from simulation. Using Eq. (2) the q-kurtosis of any histogram can be computed. In particular, it can be verified that κ q = (3 − q)/(1 + q) for any q-Gaussian velocity distribution
Note that, for q → 1, we recover the well known kurtosis κ 1 = x 4 /3 x 2 2 = 1 mandated by Gaussian distributions. Analogously, from the energy histograms we can compute the q-ratio ρ q defined as follows
the value of q is obtained by fitting the energy distributions. Using Eq. (4) the q-ratio of any histogram can be computed. In particular, it can be verified that ρ q = 2 − q for any q-exponential energy distribution Note that, for q → 1, we recover the well known ratio ρ 1 = ǫ 2 /2 ǫ 2 = 1 mandated by exponential distributions. The numerical data obtained for the q−kurtosis and the q−ratio are displayed in Fig. 3 ,a and b respectively, along with their analytical expressions.
The results for the q-indices (as well as for the associated inverse temperatures β 's), presented in Fig. 4a and b are very eloquent, and deserve some comments. The numerical values for the indices q ǫ and q v coincide within small error bars, for all the values of (N, α) that have been computationally run. This fact surely is nice and simple if we take into account the fact that both indices are associated with one-variable marginal distributions coming from the same many-body distribution (in a 2N -dimensional phase space), which is of course numerically inaccessible for the large values of N that have been used in the present calculations. Naturally, the precise q-exponential and q-Gaussian forms fail in the numerical regions of too high one-body energies ǫ and too high velocities |v| respectively. The goal is in fact to attain as best as possible the N → ∞ limit, where the analytical forms could possibly be correct for all energies and all velocities. Such extrapolations have been done as shown in Fig. 4a : they exhibit q ≃ 5/3 for the α = 0 limit, and a monotonically decreasing value for q when α increases up to α c , and q = 1 for α > α c , with α c ≃ 1.6. The arguments based on the positivity of the largest Lyapunov exponent (see, for instance, [5] ) rather suggest α c = 1. However, all the related numerical results available up to now in various classical d-dimensional models [10, 6, 8, 14] systematically and intriguingly indicate α c /d ≡ a c > 1. This robust numerical fact remains so even if N , time, precision, integrating algorithms and other circumstances, are modified. This unexpected peculiarity has remained irreducible up to now, and it might suggest a distinction between strongly long-range-interacting systems (0 ≤ α/d < 1) and weakly long-range-interacting systems (1 < α/d < a c ), with a c roughly in the range (1.5, 2); the strictly short-range-interacting systems would 5 We exhibit here that, in contrast with the corresponding q-indices, the inverse temperatures βǫ and βv do not coincide unless we are in the Boltzmannian regime qv = qǫ = 1 (short-range interactions); the emergence of temperatures which differ from the usual kinetic one are frequent in such complex systems [13, 10] therefore correspond to α/d > a c . This situation is somehow reminiscent of say the d = 1 quantum Ising ferromagnet with long-range interactions, which is known to present three (and not only two) thermostatistical regimes [15] , namely 0 < α < 1, 1 < α < 2, and α > 2, corresponding therefore to a c = 2. The physical interpretation of the present most interesting three regimes remains elusive. However, one possibility could be that the emergence of a neat Boltzmann regime (i.e. q = 1) in a microcanonical ensemble demands not only ergodicity over the entire phase space (obviously assured by a positive largest Lyapunov exponent), or over a nonvanishing-Lebesgue-measure part of it, but, in addition to that, an uniform probability distribution over that region of phase space. If so, the thermostatistical regime for 1 < α/d < a c would of course ultimately satisfy ergodicity, but not equal probabilities effectively (at least not yet at the largest times that have been computationally attained). The deep understanding of this point would further enlighten the first-principle conditions of validity of the celebrated BoltzmannGibbs statistical mechanics.
