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HILBERT FUNCTIONS OF SOCLE IDEALS
HOANG LE TRUONG AND HOANG NGOC YEN
Abstract. In this paper, we explore a relationship between Hilbert functions and
the irreducible decompositions of ideals in local rings. Applications are given to char-
acterize the regularity, Gorensteinness, Cohen-Macaulayness and sequentially Cohen-
Macaulayness of local rings.
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1. Introduction
Let I be an ideal of a Noetherian local ring (R,m) such that R/I is Artinian. The
socle of I is the ideal which is defined as I : m. It is the unique largest ideal J of
R with Jm ⊆ I. Moreover, it is also the unique largest submodule of module R/I
which has the structure of a module over the residue field k = R/mR. Therefore
ℓR(I : m/I) = dimk(I : m/I) is the minimal number of socle generators of I, where
ℓR(∗) stands for the length. The minimal number of socle generators of modules are
as important as the minimal number of generators of the modules, to which they are
(in some sense) dual, however, in general, they are much harder to find. For a deeper
discussion of socle ideals we refer the reader to [1], [2], [13], [20].
The minimal number of socle generators of modules is in relative to the irreducible
decompositions of modules. Irreducible ideals were already presented in the famous
proof of Noether that ideals in Noetherian commutative rings have a primary decompo-
sition. She firstly observed that the Noetherian property implied every ideal a of R can
be expressed as an irredundant intersection of irreducible ideals of R and the number
of irreducible ideals appearing in such an expression depends only on a and not on the
expression. Let us call the number N (a) of irreducible ideals of a that appear in an
irredundant irreducible decomposition of a the index of reducibility of a. Remember
Key words and phrases: regularity, Gorenstein, Cohen-Macaulay, sequentially Cohen-Macaulay,
multiplicity, irreducible decompositions.
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that, in the case in which a = I, N (I) = ℓR([I :R m]/I) and so the index of reducibility
of I is also the minimal number of socle generators of I.
The minimal number of socle generators is closely related to the ideas in the theory
of Gorenstein rings. Northcott and Rees [19, Theorem 3] proved that for all parameter
ideals q, the minimal number of socle generators of q is 1 then R is Gorenstein. In
1957 D. G. Northcott [17, Theorem 3] proved that for parameter ideals q in a Cohen-
Macaulay local ring R, the minimal number of socle generators of q is constant and
independent of the choice of q. However, this property of constant the minimal number
of socle generators for parameter ideals does not characterize Cohen-Macaulay rings.
The example of a non-Cohen-Macaulay local ring R with N (q) = 2 for every parameter
ideal q was firstly given in 1964 by S. Endo and M. Narita [11]. In 1984 S. Goto and
N. Suzuki [14] explored, for a given finitely generated R-module M , the supremum
supqN (q), where q runs through parameter ideals of R and showed that the supremum
is finite, when R is a generalized Cohen-Macaulay module. Compared with the case
of rings and modules with finite local cohomologies, the general case is much more
complicated and difficult to treat. No standard induction techniques work. However,
from this point of view, a natural question is how to characterize Cohen-Macaulayness
of rings in term of the minimal number of socle generators.
On the other hand, a very interesting and important numerical invariant of a graded
finitely generated S-module M is its Hilbert function. Suppose that S =
⊕
n≥0
Sn is
positively graded and S0 is an Artinian local ring. The Hilbert function of S is HS(n) =
ℓS0(Si) for i ∈ N. Hilberts insight was that HS is determined by finitely many of
its values. He proved that there exists a polynomial (called the Hilbert polynomial)
hS(t) ∈ Q[t] such that HS(t) = hS(t) for t≫ 0.
Now let grI(R) =
⊕
n≥0
In/In+1 and call it the associated graded ring of I. Put S =
(0) :grI (R) M, where M = m/I ⊕
⊕
n≥1
In/In+1. Then in special cases(e0(m) > 1), we see
that ℓR(Sn) = ℓ([I
n+1 : m]/In+1) for all large enough n. Therefore the function of the
minimal number of socle generators of In on n become polynomial when large enough
n. In general there exists a polynomial pI(n) of degree d − 1 with rational coefficients
such that
N (In+1;R) = ℓR([I
n+1 :R m]/I
n+1) = pI(n)
for all large enough n. Then, there are integers fi(I) such that
pI(n) =
d−1∑
i=0
(−1)ifi(I)
(
n + d− 1− i
d− 1− i
)
.
These integers fi(I) are called the Noetherian coefficients of I. In particular, the lead-
ing coefficient f0(I) is called the irreducible multiplicity of I, by first author. It was
shown that the index of reducibility of parameter ideals can be used to characterize
the Cohen-Macaulayness of local rings. From this point of view, we explore this no-
tions in this paper, where we apply it to characterize the regularity, Gorensteinness,
Cohen-Macaulayness and sequentially Cohen-Macaulayness of local rings.
Now let us recall the definition of the Hilbert-Samuel polynomial of I. It is well
known that the Hilbert-Samuel function ℓR(R/I
n+1) become the polynomial which is
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called Hilbert-Samuel polynomial
ℓR(R/I
n+1) =
d∑
i=0
(−1)iei(I)
(
n+ d− i
d− i
)
.
for all large enough n. These integers ei(I) are called the Hilbert coefficients of I. In the
particular case, the leading coefficient e0(I) is said to be the multiplicity of I. In [16],
Nagata gave a characterization of the regularity of local rings in term of the multiplicity
of the maximal ideal. The multiplicity of the maximal ideal is 1 if and only if R is
regular, provided that R is unmixed, that is dim Rˆ/p = d for all p ∈ Ass(Rˆ). Therefore
it is a natural question to ask whether one may establish a similar correspondence
between the regularity of local rings and the irreducible multiplicity of the maximal
ideal. The following result is given an answer of this question.
Theorem 1.1. Assume that R is unmixed. Then R is regular if and only if f0(m) = 1.
Recall e1(I) is called by Vasconselos([27]) the Chern coefficient of I. Then the fol-
lowing result give a relationship between the Chern coefficient and the irreducible mul-
tiplicity.
Proposition 1.2. Assume that R is unmixed. Then for all parameter ideals q ⊆ m2,
we have
e1(q : m)− e1(q) ≤ f0(q).
In [26] the first author showed to characterize the Gorensteinness of rings in term
of the Chern coefficient of socle parameter ideals. A local ring R is Gorenstein iff
e1(q : m) − e1(q) ≤ 1 for all parameter ideals q ⊆ m2, provided R is unmixed. From
this point of view, a natural question is how to characterize Gorensteinness of rings in
term of the irreducible multiplicity of parameter ideals. The following result is given
an answer of this question.
Theorem 1.3. Assume that R is unmixed. Then R is Gorenstein if and only if f0(q) =
1, for all parameter ideals q ⊆ m2.
We denote by r(R) = ℓR(Ext
d
R(R/m, R)) the Cohen-Macaulay type. The first author
in [26] proved that if R is unmixed then R is Cohen-Macaulay iff e1(q : m)−e1(q) ≤ r(R)
for all parameter ideals q ⊆ m2. From this point of view, as in Theorem 1.3, we shall
show the following result which is an answer of above question.
Theorem 1.4. Assume that R is unmixed. Then R is Cohen-Macaulay if and only if
f0(q) = r(R), for all parameter ideals q ⊆ m2.
A natural question from Theorem 1.3 and 1.4 is what happen if R is not unmixed. To
sate the answer of this question, let us fix our notation and terminology. Let M ( 6= (0))
be a finitely generated R-module with finite Krull dimension, say d = dimRM . A
filtration
D : D0 = (0) ( D1 ( D2 ( · · · ( Dℓ =M
of R-submodules of M is called the dimension filtration of M , if for all 1 ≤ i ≤ ℓ, Di−1
is the largest R-submodule of Di with dimRDi−1 < dimRDi, where dimR(0) = −∞
for convention. We say that M is a sequentially Cohen-Macaulay R-module, if Ci =
Di/Di−1 is a Cohen-Macaulay R-module (necessarily with dimR Ci = dimRDi) for all
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1 ≤ i ≤ ℓ ([21, 22]). Hence M is a sequentially Cohen–Macaulay R–module with ℓ = 1
if and only if M is a Cohen-Macaulay R-module with dimR/p = dimRM for every
p ∈ AssRM . We say that R is a sequentially Cohen-Macaulay ring, if dimR <∞ and
R is a sequentially Cohen-Macaulay module over itself.
Let x = x1, x2, . . . , xd be a system of parameters of M . Then x is said to be distin-
guished, if
(xj | di < j ≤ d)Di = (0)
for all 1 ≤ i ≤ ℓ, where di = dimRDi. A parameter ideal q of M is called distinguished,
if there exists a distinguished system x1, x2, . . . , xd of parameters of M such that q =
(x1, x2, . . . , xd). Therefore, if M is a Cohen-Macaulay R-module, every parameter ideal
of M is distinguished. Let Λ(M) = {dimR L | L is an R-submodule of M,L 6= (0)}.
With this notation the main results of this paper are summarized into the following,
which gives a complete generalization of the results in the Cohen-Macaulay case to
those of sequentially Cohen-Macaulay rings.
Theorem 1.5. Assume that R is a homomorphic image of a Cohen-Macaulay local
ring. Then the following statements are equivalent.
(i) R is sequentially Cohen-Macaulay.
(ii) There exists an integer n such that for all good parameter ideals q ⊆ mn and
2 ≤ j ∈ Λ(R), we have
rj(R) ≥ (−1)
d−j(ed−j+1(q : m)− ed−j+1(q)).
(iii) There exists an integer n such that for all distinguished parameter ideals q ⊆ mn
and 2 ≤ j ∈ Λ(R), we have
rj(R) ≥ (−1)
d−jfd−j(q;R).
Later we will give some applications of these results. First, as an immediate conse-
quence of our main result, the assumption of Theorem 1.1, 1.3 and 1.4 are essential.
The necessary condition of the following result was proved by N. T. Cuong, P. H. Quy
and first author ([9, Corollary 5.3]).
Theorem 1.6. R is Gorenstein if and only if for all parameter ideals q ⊆ m2 and
n≫ 0, we have
N (qn+1;R) =
(
n + d− 1
d− 1
)
.
In [9, Theorem 5.2], N. T. Cuong, P. H. Quy and first author showed that R is
Cohen-Macaulay if and only if for all parameter ideals q ⊆ m2 and n ≥ 0, we have
N (qn+1;R) = rd(R)
(
n+d−1
d−1
)
. Note that the condition of Hilbert function N (qn+1;R),
holding true for all n ≥ 0, is necessary to their proof. The result of Theorem 5.2 in
[9] was actually covered in the following result, but in view of the importance of the
following result we changed the condition from Hilbert function to Hilbert polynomial.
Theorem 1.7. R is Cohen-Macaulay if and only if for all parameter ideals q ⊆ m2 and
n≫ 0, we have
N (qn+1;R) = rd(R)
(
n+ d− 1
d− 1
)
.
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Let us explain how this paper is organized. Section 2 is devoted to a brief survey on
dimension filtrations, the notion of Goto sequences and the existence of Goto sequences.
The computation of the minimal number of socle generators of a special parameter ideal
of sequentially Cohen-Macaulay ring is well understood in section 3. In section 4, our
aim now is to establish a characterization of sequentially Cohen-Macaulay rings in
term of the Hilbert coefficients of the socle of distinguished parameter ideals, which
is a part of Theorem 1.5. Continuing our discussion in section 4, the section 5 will
give the complete proof of Theorem 1.5. In last section, we are going to discuss the
characterizations of the regularity, Gorensteinness and Cohen-Macaulayness of local
rings.
2. Goto sequences
Let R be a commutative Noetherian ring, which is not assumed to be a local ring.
Let M ( 6= (0)) be a finitely generated R-module with finite Krull dimension, say d =
dimRM . We put
AsshRM = {p ∈ SuppRM | dimR/p = d}.
Then
AsshRM ⊆ MinRM ⊆ AssRM.
Let Λ(M) = {dimR L | L is an R-submodule of M,L 6= (0)}. We then have
Λ(M) = {dimR/p | p ∈ AssRM}.
We put ℓ = ♯Λ(M) and number the elements {di}1≤i≤ℓ of Λ(M) so that
0 ≤ d1 < d2 < · · · < dℓ = d.
Then because the base ring R is Noetherian, for each 1 ≤ i ≤ ℓ the R-module M
contains the largest R-submodule Di with dimRDi = di. Therefore, letting D0 = (0),
we have the filtration
D : D0 = (0) ( D1 ( D2 ( · · · ( Dℓ =M
of R-submodules of M , which we call the dimension filtration of M . The notion of
dimension filtration was firstly given by P. Schenzel [21]. Our notion of dimension
filtration is a little different from that of [6, 21], but throughout this paper let us utilize
the above definition. It is standard to check that {Dj}0≤j≤i (resp. {Dj/Di}i≤j≤ℓ) is the
dimension filtration of Di (resp. M/Di) for every 1 ≤ i ≤ ℓ. We put Ci = Di/Di−1 for
1 ≤ i ≤ ℓ.
We note two characterizations of the dimension filtration. Let
(0) =
⋂
p∈AssRM
M(p)
be a primary decomposition of (0) in M , where M(p) is an R-submodule of M with
AssRM/M(p) = {p} for each p ∈ AssRM . We then have the following.
Proposition 2.1 ([21, Proposition 2.2, Corollary 2.3]). The following assertions hold
true.
(1) Di =
⋂
p∈AssRM, dimR/p≥di+1
M(p) for all 0 ≤ i < ℓ.
(2) Let 1 ≤ i ≤ ℓ. Then AssRCi = {p ∈ AssRM | dimR/p = di} and AssRDi =
{p ∈ AssRM | dimR/p ≤ di}.
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(3) AssRM/Di = {p ∈ AssRM | dimR/p ≥ di+1} for all 1 ≤ i < ℓ.
We now assume that R is a local ring with maximal ideal m and let M be a finitely
generated R-module with d = dimRM ≥ 1 and D = {Di}0≤i≤ℓ the dimension filtra-
tion. Let x = x1, x2, . . . , xd be a system of parameters of M . Then x is said to be
distinguished, if
(xj | di < j ≤ d)Di = (0)
for all 1 ≤ i ≤ ℓ, where di = dimRDi. A parameter ideal q of M is called distinguished,
if there exists a distinguished system x1, x2, . . . , xd of parameters of M such that q =
(x1, x2, . . . , xd). Therefore, if M is a Cohen-Macaulay R-module, every parameter ideal
of M is distinguished. Distinguished system of parameters exist and if x1, x2, . . . , xd is
a distinguished system of parameters ofM , then xn11 , x
n2
2 , . . . , x
nd
d is also a distinguished
system of parameters of M for all integers nj ≥ 1.
Settings 2.2. Let x = x1, x2, . . . , xs be a system of elements of R and qj denote the
ideal generated by x1, . . . , xj for all j = 1, . . . , s.
Definition 2.3. A system x of elements of R is called Goto sequence on M , if for all
0 ≤ j ≤ s− 1 and 0 ≤ i ≤ ℓ, we have the following
(1) Ass(Ci/qjCi) ⊆ Assh(Ci/qjCi) ∪ {m},
(2) xjDi = 0 if di < j ≤ di+1,
(3) qj−1 : xj = H
0
m(M/qj−1M) and xj 6∈ p for all p ∈ Ass(M/qj−1M)− {m}.
At first glance, the definition of normal does not seem very intuitive. Once we enter
the world of sequences, however, we will see that Goto sequence has a very nice interpre-
tation and properties. We will also see that Goto sequence is useful for many inductive
proofs in the next sections. Before we can give some properties of this sequence, we first
need to reformulate the notion of d-sequences. The sequence x1, x2, . . . , xs of elements
of R is called a d-sequence on M if
qiM : xi+1xj = qiM : xj
for all 0 ≤ i < j ≤ s. The concept of a d-sequence is given by Huneke [15] and it plays
an important role in the theory of Blow up algebra, e.g. Ress algebra. In the following
lemma, we will give some properties of Goto sequences that will be used in the next
sections when we study the Hilbert coefficients and Noetherian coefficients.
Lemma 2.4. Let x = x1, x2, . . . , xs form a Goto sequence on M . Then we have
(1) x is part of a system of parameters of M .
(2) x is a d-sequence.
(3) If d = s then x is a distinguished system of parameters of M .
(4) xi+1, . . . , xs is also a Goto sequence on M/qiM .
Proof. As an immediate consequence of the definitions we have the first assertion and
the third assertion. The second assertion is followed from (vii) of [23, Theorem 1.1].

Lemma 2.5. Let R be a homomorphic image of a CohenMacaulay local ring. Assume
that system x = x1, x2, . . . , xd of parameters form a Goto sequence on M . Let N denote
the unmixed component of M/qd−2M and d ≥ 2. If M/N is Cohen-Macaulay, so is
also M/Dℓ−1.
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Proof. We may assume that d ≥ 3. Because the assumption of the corollary is inherited
to the module M/qiM , it is enough to prove the following statement.
Let x ∈ R be a Goto sequence of length one on M . Let N denote the unmixed
component of M/xM and d ≥ 3. If Him(M/N) = 0 for i ≤ d − 2 then H
i
m(Cℓ) = 0 for
i ≤ d− 1.
For a submodule N of M, we denote N = (N + xM)/xM the submodule of M/xM .
Since x is a Goto sequence of length one on M , Ass(Cℓ/xCℓ) ⊆ Assh(Cℓ/xCℓ) ∪ {m}.
Therefore N/Dℓ−1 has a finite length. Since M/N is a Cohen-Macaulay module,
H im(M/Dℓ−1 + xM) = 0 for all 0 < i < d − 1. Therefore, we derive from the ex-
act sequence
0→M/Dℓ−1
.x
→M/Dℓ−1 →M/Dℓ−1 + xM → 0
the following exact sequence:
0→ H0m(M/Dℓ−1 + xM)→ H
1
m(M/Dℓ−1)
.x
→ H1m(M/Dℓ−1)→ 0.
Thus H1m(M/Dℓ−1) = 0, and so N/Dℓ−1 = H
0
m(M/Dℓ−1 + xM) = 0. Hence N = Dℓ−1.
Moreover, since x is Cℓ = M/Dℓ−1-regular and Cℓ/xCℓ ∼= M/Dℓ−1 = M/N a Cohen-
Macaulay module, Cℓ is a Cohen-Macaulay module. 
We now denote rj(M) = ℓR((0) :Hjm(M) m) for all j ∈ Z.
Definition 2.6. A system x of elements of R is called Goto sequence of type I on M ,
if we have
rd−j(M/qjM) ≤ rd−j−1(M/qj+1M),
for all 0 ≤ j ≤ s− 1.
Now, we explore the existence of Goto sequence of type I. We have divided the proof
of the existence of Goto sequence into sequence of lemmas. First, we begin with the
following result of S. Goto and Y. Nakamura [12].
Lemma 2.7. [12] Let R be a homomorphic image of a Cohen-Macaulay local ring and
assume that Ass(R) ⊆ Assh(R) ∪ {m}. Then
F = {p ∈ Spec(R) | htR(p) > 1 = depth(Rp)}
is a finite set.
The next proposition shows the existence of a special element which is useful for the
existence of Goto sequence.
Proposition 2.8. Let R be a homomorphic image of a Cohen-Macaulay local ring and
I an m-primary ideal of R. Assume that F = {Mi}ℓi=0 is a finite filtration of submodules
of M such that AssLi ⊆ AsshLi ∪ {m}, where Li = Mi/Mi−1. Then there exists an
element x ∈ I satisfies the following conditions
(1) Ass(Li/x
nLi) ⊆ Assh(Li/xnLi) ∪ {m}, For all i = 0, . . . , ℓ− 1.
(2) x 6∈ p, for all p ∈ Ass(M)− {m}.
(3) (0) :Li x = H
0
m(Li) and (0) :M x = H
0
m(M), for all i = 0, . . . , ℓ− 1,
Proof. Set Ii = Ann(Li), andRi = R/Ii, then Ass(Ri) ⊆ Assh(Ri)∪{m} and dimR/Ii >
dimR/Ii+1 for all i = 0, . . . , s− 1. Moreover, we have
Ass(Ri) = Ass(Li) = {p ∈ Spec(R) | p ∈ Ass(M) and dimR/p = dimR/Ii = di}∪{m}.
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Set
Fi = {p ∈ Spec(R) | Ii ⊂ p and htRi(p/Ii) > 1 = depth((Li)p)}.
By Lemma 2.7 and the fact Ass(Li) ⊆ Assh(Li) ∪ {m}, we see that the set
{p ∈ Spec(Ri) | htRi(p) > 1 = depth((Li)p)}
is finite, and so that Fi are a finite set for all i = 1, . . . , ℓ. Put F = Ass(M)∪
t⋃
i=1
Fi\{m}.
By the Prime Avoidance Theorem, we can choose y ∈ I such that y 6∈
⋃
p∈F
p and
dimMi/yMi = dimMi − 1 for all i = 1, . . . , ℓ. On the other hand, we can choose an
integer n0 such that (0) :M y
n = (0) :M y
n0 and (0) :Li y
n = (0) :Li y
n0, for all n ≥ n0
and i = 1, . . . , ℓ. Put x = yn0+1. Then we have x 6∈
⋃
p∈F
p and (0) :Li x
2 = (0) :Li x for
all i = 1, . . . , ℓ. Now we show that x have the conditions as required.
First let us prove the condition (1). To this end, consider p ∈ Ass(Ni/xNi) with
p 6= m. Then we have depth(Li/xLi)p = 0. Hence depth(Li)p = 1. It implies that
htRi(p) = 1, since p 6∈ Fi. By the assumption Ri is a catenary ring, therefore
dimR/p = dimRi − htRi(p) = dimRi/xRi = dimLi/xLi.
Hence p ∈ Assh(Li/xLi).
Since the condition (2) is trivial, it remains to prove the condition (3). Take p ∈
AssR(0) :Li x with p 6= m. Hence ((0) :Li x)p = (0) and this is a contradiction. It implies
that (0) :Ni x is finite length. Since (0) :Li x
2 = (0) :Li x, we have (0) :Li x = H
0
m(Li).
It follows from the following exact sequence
0→ Mi−1 →Mi → Li → 0
and xH0m(Li) = 0 for all i = 1, . . . , ℓ that the following sequence
0→ H0m(Mi−1)→ H
0
m(Mi)→ H
0
m(Li)
and 0→ (0) :Mi−1 x→ (0) :Mi x→ (0) :Li x
are exact. By induction and (0) :M x = (0) :M x
2, we have (0) :M x = H
0
m(M) and this
completes the proof. 
The existence of Goto sequence is established by our next Corollary.
Corollary 2.9. Assume that R is a homomorphic image of a Cohen-Macaulay local
ring and I an m-primary ideal of R. Then there exists a system x = x1, x2, . . . , xs of
elements of I such that x is a Goto sequence on M .
Proof. We prove this by induction on s, the case in which s = 1 having been dealt with
in Lemma 2.8. So we suppose that s = j ≥ 2 and that the result has been proved for
smaller values of s. Suppose that di < j ≤ di+1 for some i. We see immediately from
this induction hypothesis that
Ass(Ni/qj−1Ni) ⊆ Assh(Nj−1/qj−1Ni) ∪ {m},
where qj−1 = (x1, . . . , xj−1), for all i = 0, . . . , ℓ−1. Moreover the sequence x1, x2, . . . , xdi
is a system of parameters of Di. Therefore Ann(Di)+qj−1 is m-primary ideals. So that,
by Lemma 2.8, there exists an element xj ∈ I ∩ Ann(Di), as required. This completes
the inductive step, and the proof. 
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Let q = (x1, x2, . . . , xd) be a parameter ideal in R and let M be an R-module.
For each integer n ≥ 1 we denote by xn the sequence xn1 , x
n
2 , . . . , x
n
d . Let K
•(xn)
be the Koszul complex of R generated by the sequence xn and let H•(xn;M) =
H•(HomR(K
•(xn),M)) be the Koszul cohomology module of M . Then for every p ∈ Z
the family {Hp(xn;M)}n≥1 naturally forms an inductive system of R-modules, whose
limit
Hpq = lim
n→∞
Hp(xn;M)
is isomorphic to the local cohomology module
Hpm(M) = lim
n→∞
ExtpR(R/m
n,M)
For each n ≥ 1 and p ∈ Z let φp,nx,M : H
p(xn;M) → Hpm(M) denote the canonical
homomorphism into the limit.
Definition 2.10 ([13] Lemma 3.12). Let R be a Noetherian local ring with the maximal
ideal m and dimR = d ≥ 1. LetM be a finitely generated R-module. Then there exists
an integer n0 such that for all systems of parameters x = x1, . . . , xd for R contained in
mn0 and for all p ∈ Z, the canonical homomorphisms
φp,1x,M : H
p(x,M)→ Hpm(M)
into the inductive limit are surjective on the socles. The least integer n0 with this
property is called a Goto number of R-module M and denote by g(M).
With this notation we have the following result.
Lemma 2.11 ([14], Lemma 1.7). Let M be a finitely generated R-module and x an
M-regular element and x = x1, . . . , xr be a system of elements in R with x1 = x. Then
there exists a splitting exact sequence for each p ∈ Z,
0→ Hp(x;M)→ Hp(x;M/xM)→ Hp+1(x;M)→ 0.
Lemma 2.12. Let M be a finitely generated R-module. Assume that x is an M-regular
element of M such that x ∈ mg(M). Then we have
g(M/xM) ≤ g(M),
and
ri(M) ≤ ri−1(M/xM)
for all i ∈ Z
Proof. Let x2, . . . , xd be a system of parameters of moduleM/xM such that xi ∈ m
g(M).
Put x = x1, x2, . . . , xd and q = (x), where x1 = x. Since x ∈ mg(M), we have q ⊆ mg(M).
By the definition of Goto number, we have the canonical homomorphism
H i(x,M)→ H im(M)
into the inductive limit are surjective on the socles, for each i ∈ Z. By the regularity
of x = x1 on M , it follows from the following sequence
0 // M
.x
// M // M/xM // 0
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that there are induced the diagram
0 // H i(x;M)

// H i(x,M/xM) //

H i+1(x;M) //

0
// H im(M) // H
i
m(M/xM) // H
i+1
m (M) //
commutes, for all i ∈ Z. It follows from the above commutative diagrams and Lemma
2.11 that after applying the functor Hom(k, ∗), we obtain the commutative diagram
Hom(k,H i(x,M/xM)) //

Hom(k,H i+1(x;M)) //

0
Hom(k,H im(M/xM)) // Hom(k,H
i+1
m (M))
for all i ∈ Z. Since the map Hom(k,H i+1(x;M)) → Hom(k,H i+1m (M)) is surjec-
tive, so is the map Hom(k,H im(M/xM)) → Hom(k,H
i+1
m (M)). Therefore the map
Hom(k,H i(x;M/xM))→ Hom(k,H im(M/xM)) is surjective and ri(M) ≤ ri−1(M/xM)
for all i ∈ Z. Thus for all systems x of parameters of module M/xM such that
xi ∈ mg(M), we have the map Hom(k,H i(x;M/xM))→ Hom(k,H im(M/xM)) is surjec-
tive for all i ∈ Z. Hence we have we have
g(M/xM) ≤ g(M),
as required.

Corollary 2.13. Let M be a finitely generated R-module with dimM ≥ 2. Then there
exists an integer n such that for all parameter elements x ∈ mn, we have
rd(M) ≤ rd−1(M/xM).
Proof. Since dimM ≥ 2 and x is a parameter element of M , we have Hdm(M) =
Hdm(M/H
0
m(M)) and H
d−1
m (M/xM) = H
d−1
m (M/xM +H
0
m(M)). Therefore we have been
working under the assumption that depthM ≥ 0. Then by Lemma 2.12, we have
rd(M) ≤ rd−1(M/xM),
and the proof is complete.

Addition, the existence of Goto sequence of type I is established by our next Propo-
sition.
Proposition 2.14. Assume that R is a homomorphic image of a Cohen-Macaulay local
ring and I an m-primary ideal of R. Then there exists a system x = x1, x2, . . . , xs of
elements of I such that x is a Goto sequence of type I on M .
Proof. We shall now show the our result by induction on s. In the case in which s = 1
there is nothing to prove, because of the Lemma 2.8. So we suppose, inductively, that
s = j > 1 and the results have both been proved for smaller values of s. Suppose that
di < j ≤ di+1 for some i. By induction we have system x1, . . . , xj−1 of R such that
satisfies the following conditions
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(1) Ass(Ni/qj−1Ni) ⊆ Assh(Nj/qj−1Ni) ∪ {m}, where qj−1 = (x1, . . . , xj−1), for all
i = 0, . . . , ℓ− 1.
(2) The sequence x1, x2, . . . , xdi is a system of parameters of Di.
Let R = R/qj−1 M = M/qj−1M n = m/qj−1. It follows from Corollary 2.13 that there
exists an integer n such that for all x ∈ mn we have rd−j+1(M) ≤ rd−j(M/xM). Put
J = (Ann(Di) + qj−1) ∩ I ∩mn. Then JR is an n-primary ideal of R. By Lemma 2.8,
we can choose xj+1 ∈ Ann(Di) ∩ I ∩ mn, as required. With this observation, we can
complete the inductive step and the proof. 
3. Socle polynomial
In this section, we introduce the notion of Noetherian coefficients and the its compu-
tation in the sequentially Cohen-Macaulay cases. Recall, we say that an R-submodule
N of M is irreducible if N is not written as the intersection of two larger R-submodules
of M . Every R-submodule N of M can be expressed as an irredundant intersection of
irreducible R-submodules of M and the number of irreducible R-submodules appearing
in such an expression depends only on N and not on the expression. Let us call, for each
m-primary ideal I of M , the number N (I;M) of irreducible R- submodules of M that
appearing in an irredundant irreducible decomposition of IM the index of reducibility
of M with respect to I. Remember that
N (I;M) = ℓR([IM :M m]/IM).
Moreover, by Proposition 2.1 [9], it is well known that there exists a polynomial pI,M(n)
of degree d− 1 with rational coefficients such that
N (In+1;M) = ℓR([I
n+1M :M m]/I
n+1M) = pI,M(n)
for all large enough n. Then, there are integers fi(I;M) such that
pI,M(n) =
d−1∑
i=0
(−1)ifi(I;M)
(
n+ d− 1− i
d− 1− i
)
.
These integers fi(I;M) are called the Noetherian coefficients of M with respect to I.
In particular, the leading coefficient f0(I;M) is called the irreducible multiplicity of M
with respect to I. When M = R, we abbreviate f0(I;M) to f0(I). The following result
will be necessary in the computation of the Noetherian coefficients of distinguished
parameter ideals.
Lemma 3.1. Let N be a submodule of M such that M/N is Cohen-Macaulay and
dimN < dimM . Assume that q is a parameter ideal generated by x1, . . . , xd such that
[N + qM ] :M m = N + [qM :M m].
Let 0 ≤ s ≤ d and b = (x1, . . . , xs). Then we have
[qnM +N + b] :M m = [q
nM :M m] +N + b,
for all n ≥ 0.
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Proof. We put M = M/bM + N and we denote grq(M) =
⊕
n≥0
qnM/qn+1M. Since
M is a Cohen-Macaulay R-module and q is a parameter ideal of R-module M, se-
quence xs+1, . . . , xd is an M-regular. Since M is Cohen-Macaulay, we have a natural
isomorphism of graded modules
grq(M) =
⊕
n≥0
qnM/qn+1M→M/qM[Ts+1, . . . , Td],
where Ts+1, . . . , Td are indeterminates. This deduces R-isomomorphisms on graded
parts
qnM/qn+1M→
(
M/qM[Ts+1, . . . , Td]
)
n
∼=M/qM(
n+d−(s+1)
d−(s+1) )
for all n ≥ 0. On the other hand, since q is a parameter ideal of a Cohen-Macaulay mod-
ules M, qn+1M : m ⊆ qn+1M : q = qnM. It follows that qn+1M : m = qnM(qM :M
m). So we have
[qn+1M +N + bM ] : m = qn([qM +N + b] : m) +N + b
because b ⊆ q. Since [N + qM ] :M m = N + [qM :M m], therefore we have
[qn+1M +N + bM ] : m ⊆ qn(qM : m) +N + bM ⊆ qn+1M : m+N + bM.
Thus [qn+1M +N + bM ] : m = qn+1M : m+N + bM . Hence
[qnM +N + bM ] :M m = [q
nM :M m] +N + bM,
for all n ≥ 0.

The notion of a sequentially Cohen-Macaulay module was introduced firstly by Stan-
ley [22] for the graded case and in [21] for the local case.
Definition 3.2 ([21, 22]). Let D = {Di}0≤i≤ℓ be the dimension filtration of M . We
say that M is a sequentially Cohen-Macaulay R-module, if Ci is a Cohen-Macaulay
R-module for all 1 ≤ i ≤ ℓ, where Ci = Di/Di−1. We say that R is a sequentially
Cohen-Macaulay ring, if dimR < ∞ and R is a sequentially Cohen-Macaulay module
over itself.
We maintain the following settings.
Settings 3.3. Let M be a sequentially Cohen-Macaulay R-module, d = dimM ≥ 1,
and D = {Di}0≤i≤ℓ the dimension filtration. We put N = Dℓ−1, L = M/Dℓ−1 and
choose a distinguished system x1, x2, . . . , xd of parameters of M such that
N (q;M) =
∑
j∈Z
rj(M).
where q = (x1, x2, . . . , xd).
Fact 3.4. (See [8]) The following assertions hold true.
(1) Module N is sequentially Cohen-Macaulay and L is Cohen-Macaulay.
(2) We have [N + qM ] :M m = N + [qM :M m].
(3) The parameter ideal q is also a distinguished parameter ideal of N such that
N (q;N) =
∑
j∈Z
rj(N).
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(4) Let M = R. If e0(m;R) > 1 or q ⊆ m
2 then we have I2 = qI, where I = q : m.
Proposition 3.5. We have
N (qn+1;M) =
d∑
i=1
ri(M)
(
n+ i− 1
i− 1
)
+ r0(M)
for all n ≥ 1.
Proof. We denote grq(L) =
⊕
n≥0
qnL/qn+1L. Since L is a Cohen-Macaulay R-module
and q is a parameter ideal of R-module L, sequence x1, . . . , xd is an L-regular. Since L
is Cohen-Macaulay, we have a natural isomorphism of graded modules
grq(L) =
⊕
n≥0
qnL/qn+1L→ L/qL[T1, . . . , Td],
where T1, . . . , Td are indeterminates. This deduces R-isomomorphisms on graded parts
qnL/qn+1L→
(
L/qL[T1, . . . , Td]
)
n
∼= L/qL(
n+d−1
d−1 )
for all n ≥ 0. On the other hand, since q is a parameter ideal of a Cohen-Macaulay
modules L, qn+1L : m ⊆ qn+1L : q = qnL. It follows from ℓ(qL : m/qL) = rd(M) that
ℓ(
qn+1L : m
qn+1L
) = ℓ(
qL : m
qL
)
(
n+ d− 1
d− 1
)
= rd(M)
(
n + d− 1
d− 1
)
.
Since the parameter ideal q is good and L is Cohen-Macaulay, the following exact
sequence
0→ N →M → L→ 0
induces the following exact sequence
0→ N/qn+1N → M/qn+1M → L/qn+1L→ 0.
It follows from [qn+1M + N ] : m = qn+1M : m + N , by the Fact 3.4 and lemma 3.1,
that by applying HomR(k, ∗), we obtain the following exact sequence
0→ HomR(k,N/q
n+1N)→ HomR(k,M/q
n+1M)→ HomR(k, L/q
n+1L)→ 0
Therefore we get that
ℓR([q
n+1M : m]/qn+1M) = ℓR([q
n+1N : m]/qn+1N) + ℓR([q
n+1L : m]/qn+1L).
A simple inductive argument therefore shows that
N (qn+1;M) = ℓ([qnM : m]/qnM) =
d∑
i=1
ri(M)
(
n + i− 1
i− 1
)
+ r0(M)
for all n ≥ 1. Thus the proof is complete

We need the following result in next section.
Lemma 3.6. We have qn+1M : m = qn(qM : m) for all n ≥ 0.
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Proof. Since L is Cohen-Macaulay and q is a parameter ideal of L, we have qnM ∩N =
qnN and
qn+1M : m ⊆ [qn+1M +N ] : m = qn(qM : m) +N,
for all n ≥ 0, because of the Fact 3.4 and the Lemma 3.1. Let a ∈ qn+1M : m and we
write a = b + c for b ∈ qn(qM : m) and c ∈ N . Then mc = m(a − b) ∈ qn+1M ∩ N =
qn+1N . Thus c ∈ qn+1N : m. Therefore qn+1M : m ⊆ qn(qM : m) + qn+1N : m. Hence
qn+1M : m = qn(qM : m) + qn+1N : m
Since N is sequentially Cohen-Macaulay and q is a good parameter idea of N , by the
induction on ℓ, we have qn+1N : m = qn[qN : m]. Therefore we have
qn+1M : m = qn(qM : m),
as required.

We close this section with the following, which is the main result of [23] of the first
author.
Theorem 3.7 ([23, Theorem 1.1]). There exists an integer n ≫ 0 such that for every
distinguished parameter ideals q of M contained in mn, one has the equality
N (q;M) =
∑
j∈Z
ℓR((0) :Hjm(M) m).
4. Hilbert coefficients of socle ideals
The purpose of this section is to give a characterization of sequentially Cohen-
Macaulay rings in term of the Hilbert coefficients of the socle of distinguished parameter
ideals. To discuss this, we need the concept of Hilbert coefficients.
Let I be an m-primary ideal of a Noetherian local ring (R,m). The associated graded
ring grI(R) =
⊕
n≥0 I
n/In+1 is a standard graded ring with [grI(R)]0 = R/I Artinian.
LetM be a finitely generated R-module of dimension d. Therefore the associated graded
module grI(M) =
⊕
n≥0 I
nM/In+1M of I with respect to M is a finitely generated
graded grI(R)module. The Hilbert-Samuel function of M with respect to I is
H(n) = ℓR(M/I
n+1M) =
n∑
i=0
ℓR(I
iM/I i+1M),
where ℓR(∗) stands for the length. For sufficiently large n, the Hilbert-Samuel function
of M with respect to I H(n) is of polynomial type,
ℓR(M/I
n+1M) =
d∑
i=0
(−1)iei(I,M)
(
n+ d− i
d− i
)
.
These integers ei(I,M) are called the Hilbert coefficients of M with respect to I. In
the particular case, the leading coefficient e0(I,M) is said to be the multiplicity of M
with respect to I and e1(I,M) is called by Vasconselos([27]) the Chern coefficient of I
with respect to M . When M = R, we abbreviate ei(I,M) to ei(I) for all i = 1, . . . , s.
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Settings 4.1. Assume that R is a homomorphic image of a Cohen-Macaulay local
ring. Let D = {ai}0≤i≤ℓ be the dimension filtration of R with dim ai = di. We put
S = R/aℓ−1 and choose a distinguished system x1, x2, . . . , xd of parameters of R. Put
q = (x1, x2, . . . , xd), b = (xdℓ−1+1, . . . , xd) and I = q : m.
In fact, the following property serves to characterize sequentially Cohen-Macaulay
rings, as we will show in this section.
Proposition 4.2. Assume that R is sequentially Cohen-Macaulay and
N (q;R) =
∑
j∈Z
rj(R).
Then we have
ej(I)− ej(q) = fj−1(q;R) =
{
(−1)d−1(r1(R) + r0(R)), if j = d,
(−1)j−1rd−j+1(R) otherwise,
if e0(m;R) > 1 or q ⊆ m2.
Proof. By Fact 3.4 (4), we have I2 = qI and so In+1 = qnI for all n ≥ 1. It follows
from Lemma 3.6 that
ℓ(R/qn+1)− ℓ(R/In+1) = ℓ((qnI)/qn+1)
= ℓ((qn(q : m))/qn+1) = ℓ((qn+1 : m)/qn+1)
for all n ≥ 0. Since I2 = qI, we have e0(q) = e0(I). Therefore we have
ej(I)− ej(q) = fj−1(q;R)
By Theorem 3.5, we have
ej(I)− ej(q) = fj−1(q;R) =
{
(−1)d−1(r1(R) + r0(R)), if j = d,
(−1)j−1rd−j+1(R) otherwise.

Corollary 4.3. Suppose that M is a sequentially Cohen-Macaulay R-module. Then
there exists an integer n≫ 0 such that for every distinguished parameter ideals q of M
contained in mn, one has the equality
ej(I)− ej(q) = fj−1(q;R) =
{
(−1)d−1(r1(R) + r0(R)), if j = d,
(−1)j−1rd−j+1(R) otherwise.
Proof. This is now immediate from Proposition 4.2 and Theorem 3.7. 
Lemma 4.4. Assume that S is Cohen-Macaulay and
[q+ aℓ−1] : m = q : m+ aℓ−1.
Then
ej(I;R/b)− ej(q;R/b) =
{
(−1)s((es+j(I;R)− es+j(q;R))) + rd(R) if j = 1,
(−1)s(es+j(I;R)− es+j(q;R)) if j ≥ 2,
where s = d− dℓ−1.
Proof. Since [q+ aℓ−1] : m = q : m+ aℓ−1, we have IS = qS : mS.
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Claim 1. (In + b) ∩ aℓ−1 = I
n ∩ aℓ−1 for all n.
Proof. Since q ⊆ m2 and S is Cohen-Macaulay, we have (IS)2 = (qS)(IS) by [3,
Theorem 3.7], so that grIS(S) is a Cohen-Macaulay ring. Therefore, we have
InS : xd = I
n−1S
for all n ∈ Z. Consequently, (In + aℓ−1) : xd = In−1 + aℓ−1.
Let a ∈ (In + (xd)) ∩ aℓ−1. Write a = b + xdc for b ∈ In and c ∈ R. Then
c ∈ (In+aℓ−1) : xd = In−1+aℓ−1. Thus since q is a distinguish parameter ideal, we have
xdc ∈ xdIn−1+xdaℓ−1 ⊆ In. Therefore a ∈ In∩aℓ−1. Hence In∩aℓ−1 = (In+(xd))∩aℓ−1.
By induction, we have
In ∩ aℓ−1 = (I
n + (xd)) ∩ aℓ−1
= . . . = (In + b) ∩ aℓ−1,
as required. 
It follows from the above claim and the following exact sequences
0→ aℓ−1/I
n ∩ aℓ−1 → R/I
n → S/InS → 0
for all n ≥ 0 and
0→ aℓ−1/(b+ I
n) ∩ aℓ−1 → R/b+ I
n → S/(b + In)S → 0
for all n ≥ 0, that we have
ℓ(R/In)− ℓ(S/InS) = ℓ(R/b+ In)− ℓ(S/(b + In)S)
Since S is Cohen-Macaulay, by Lemma 4.2, we have
ℓ(S/InS) = e0(I;S)
(
n+ d
d
)
− rd(S)
(
n + d− 1
d− 1
)
ℓ(S/(b+ In)S) = e0(I;S)
(
n + dℓ−1
dℓ−1
)
− rd(S)
(
n+ dℓ−1 − 1
dℓ − 1
)
for all n ≥ 0. Consequently, it follows on comparing the coefficients of the polynomials
in the above equality that
ej(I;R/b) =
{
(−1)ses+1(I;R) + rd(S) if j = 1,
(−1)ses+j(I;R) if j ≥ 2
Similarly, we have
ej(q;R/b) = (−1)
ses+j(I;R)
for all 1 ≤ j ≤ dℓ−1. It follows that
ej(I;R/b)− ej(q;R/b) =
{
(−1)s((es+j(I;R)− es+j(q;R))) + rd(R) if j = 1,
(−1)s(es+j(I;R)− es+j(q;R)) if j ≥ 2.

Proposition 4.5. Assume that d ≥ 2 and there exists an integer n such that for all
distinguish parameter ideals q ⊆ mn we have
e1(I)− e1(q) ≤ rd(R).
Then S is Cohen-Macaulay.
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Proof. In the case in which e0(m;R) = 1, we have e0(m;S) = 1, because dim aℓ−1 <
dimR. And so the result in this case follws from S is unmixed and Theorem 40.6 in
[16]. Thus we suppose henceforth in this proof that e0(m;R) > 1.
By Proposition 2.14, there exists a Goto sequence x1, . . . , xd−2 of type I in m
n. Let
qd−2 = (x1, . . . , xd−2) and A = R/qd−2 and let N denote the unmixed component of
A. Then A/N is a generalized Cohen-Macaulay ring since dimA/N = 2 and A/N is
unmixed. Therefore there exists an integer n0 > n such that for all parameters x ∈ mn0 ,
we have r1(A/(x) + N) = r1(A/N) + r2(A/N). Suppose that di0 < d − 2 ≤ di0+1 for
some i0. Then Ann(ai0) + qd−2 is an m-primary ideal of R. Then we can choose
xd−1 ∈ m
n0 ∩Ann(ai0) as in Proposition 2.8.
Let qd−1 = (qd−2, xd−1) and B = R/qd−1. Since dimB = 1, B is sequentially Cohen-
Macaulay ring. It follows from Ann aℓ−1+qd−1 is an m-primary ideal of R and Corollary
4.3, we have choose xd ∈ Ann aℓ−1 such that
e1(xdB :B mB;B)− e1(xdB;B) = r1(B).
Since e(m;R) > 1, by Proposition 2.3 in [13], we get that mIn = mqn for all n.
Therefore In ⊆ qn : m for all n. Put G =
⊕
n≥0
qn/qn+1 and M = m/q ⊕
⊕
n≥1
qn/qn+1.
Then we have ((0) : M)n = [q
n ∩ (qn+1 : m)]/qn+1 for all n. Thus we have ((0) : M)n =
(qn+1 : m)/qn+1 for all large n. Since x1, . . . , xd is a Goto sequence, by Lemma 2.4,
x1, x2, . . . , xd is d-sequence. Therefore, x1 is a superficial element of R with respect to
q. And so, we have qn+1 : x1 = q
n for all n ≥ 0. It follows from the exact sequences
0→
In ∩ (qn+1 : x1)
qn
→
In
qn
→
In+1
qn+1
→
In+1
x1In + qn+1
→ 0
and 0→
In+1 ∩ (x1) + qn+1
x1In + qn+1
→
In+1
x1In + qn+1
→
In+1 + (x1)
qn+1 + (x1)
→ 0
for all n ≥ 0 that
ℓ(
In+1
qn+1
)− ℓ(
In
qn
) = ℓ(
In+1
x1In + qn+1
) ≥ ℓ(
In+1 + (x1)
qn+1 + (x1)
).
Consequenly, we have
e1(I;R)− e1(q;R) ≥ e1(qR : mR;R)− e1(qR;R)
because ℓ(R/qn+1) − ℓ(R/In+1) = ℓ(In+1/qn+1) for all n ≥ 0. Proceed inductively, we
have
e1(I;R)− e1(q;R) ≥ e1(xdB :B mB;B)− e1(xdB;B) = r1(B),
because of the choice of xd. However, since x1, . . . , xd is a Goto sequence, by Lemma
2.4, q is a distinguish parameter ideal and r2(A) ≥ rd(R). By hypothesis, rd(R) ≥
e1(I;R) − e1(q;R). Therefore, r2(A) ≥ r1(B). On the other hand, it follows from the
exact sequence
0→ N → A→ A/N → 0
and xd−1 is a regular of A/N that r2(A/N) = r2(A) and
0→ N/xd−1N → B → A/(xd−1) +N → 0.
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Since dimN/xd−1N = 0, we have H
1
m(B) = H
1
m(A/(xd−1) +N), and so
r1(B) = r1(A/(xd−1) +N)
= r1(A/N) + r2(A/N) = r1(A/N) + r2(A),
because of the choice of xd1 . Therefore we have r1(A/N) = 0, and so r1(S/qd−2S) = 0.
Hence S is Cohen-Macaulay, because of Lemma 2.5, and the proof is complete. 
The next corollary is now immediate.
Corollary 4.6. For all integers n there exists a parameter ideal q ⊆ mn, we have
r(R) 6 e1(I;R)− e1(q;R),
where I = q : m.
The observation in Proposition 4.5 and Lemma 4.4 provides a clue to a character-
ization of sequentially Cohen-Macaulay rings in terms of Hilbert coefficients of socle
parameter ideals.
Proposition 4.7. Assume that there exists an integer n such that for all distinguish
parameter ideals q ⊆ mn we have
rj(R) ≥ (−1)
d−j(ed−j+1(I)− ed−j+1(q)),
for all 2 ≤ j ∈ Λ(R). Then R is sequentially Cohen-Macaulay.
Proof. We use induction on the dimensional d of R. In the case in which dimR = 1,
it is clear that R is sequentially Cohen-Macaulay. Suppose that dimR > 1 and that
our assertion holds true for dimR − 1. Recall that aℓ−1 is the unmixed component of
R. Therefore, by the Prime Avoidance Theorem, we can choose the part of a system
xdℓ−1+1, . . . , xd of parameters of R such that b ⊆ m
n and b ∩ aℓ−1 = 0, where b =
(xdℓ−1+1, . . . , xd). Consequently, (ai + b)/b = ai for all i = 0, . . . , ℓ− 1, and so Λ(R)−
{d} ⊆ Λ(R/b). On the other hand, since d ∈ Λ(R), we obtain e1(I;R)− e1(q) ≤ rd(R)
for all distinguished parameter ideals q ⊆ mn. By Proposition 4.5, S is Cohen-Macaulay.
It follows from the exact sequence
0→ aℓ−1 → R→ S → 0
that the sequence
0→ aℓ−1 → R/b→ S/bS → 0
is exact, and so Λ(R/b) = Λ(R)− {d}.
Now let x1, . . . , xdℓ−1 be a distinguished system of parameters of R/b. We show that
x1, . . . , xd is a distinguished system of parameters of R. Indeed, let di + 1 ≤ j ≤ di+1
for some i 6= ℓ−1. Since di ∈ Λ(R/b), R/b contain the largest ideal ci with dim ci = di.
Therefore (ai+b)/b ⊆ ci. Since xjci = 0, we obtain xjai ⊆ b∩ai ⊆ b∩aℓ−1 = 0. Hence
xjai = 0 for all di + 1 ≤ j ≤ di+1 and i < ℓ− 1. Hence system x1, . . . , xd of parameters
is distinguished.
Put q = (x1, . . . , xdℓ−1 , b) and assume that q ⊆ m
n. It follows from Lemma 4.4 that
ej(I;R/b)− ej(q;R/b) =
{
(−1)s((es+j(I;R)− es+j(q;R))) + rd(R) if j = 1,
(−1)s(es+j(I;R)− es+j(q;R)) if j ≥ 2,
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where s = d − dℓ−1. However, it follows from S is Cohen-Macaulay and the exact
sequence
0→ aℓ−1 → R/b→ S/bS → 0
that the following sequence
0→ Hdℓ−1m (aℓ−1)→ H
dℓ−1
m (R/b)→ H
dℓ−1
m (S/bS)→ 0
is exact. Moreover we have Hdℓ−1m (R)
∼= Hdℓ−1m (aℓ−1) and H
i
m(R)
∼= Him(aℓ−1)
∼= Him(R/b)
for all i < dℓ−1. Thus we have ri(R) = ri(R/b) for all i < dℓ−1 and
rdℓ−1(R/b) = rdℓ−1(R) + rdℓ−1(S/bS) = rdℓ−1(R) + rd(S).
Therefore since s+ dℓ−1 − j = d− j we have
rj(R/b) = rj(R) ≥ (−1)
d−j(ed−j+1(I;R)− ed−j+1(q;R))
= (−1)dℓ−1−j(edℓ−1−j+1(I;R/b)− edℓ−1−j(q;R/b)))
for all 2 ≤ j ∈ Λ(R/b)− {dℓ−1}. Moreover, we have
rdℓ−1(R/b) = rdℓ−1(R) + rd(S)
≥ (−1)s(es+1(I;R)− es+1(q;R)) + rd(S)
= e1(I;R/b)− e1(q;R/b)
Consequently, rdℓ−1−j+1(R/b) ≥ (−1)
j+1(ej(I;R/b)− ej(q;R/b))) for all distinguished
parameter ideals q ⊆ mn of R/b and 2 ≤ j ∈ Λ(R/b). By the induction hypothesis,
R/b is sequentially Cohen-Macaulay and so is also R. This completes the inductive
step, and the proof.

Now, we can provide a characterization of sequentially Cohen-Macaulay rings.
Theorem 4.8. The following statements are equivalent.
(i) R is sequentially Cohen-Macaulay.
(ii) There exists an integer n such that for all distinguish parameter ideals q ⊆ mn
and 0 ≤ i ≤ d− 1, we have
rd−i+1(R) = (−1)
i+1(ei(I)− ei(q)),
where I = q : m.
(iii) There exists an integer n such that for all good parameter ideals q ⊆ mn and
2 ≤ j ∈ Λ(R), we have
rj(R) ≥ (−1)
d−j(ed−j+1(I)− ed−j+1(q)),
where I = q : m.
Proof. (1) ⇒ (2) This is now immediate from Theorem 3.7 and Proposition 4.2.
(2) ⇒ (3) This is obvious.
(3) ⇒ (1) This now immediate from Proposition 4.7.

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5. Noetherian coefficients
Continuing our discussion in last section, we will see how the sequentially Cohen-
Macaulayness of rings is relation to the Noetherian coefficients of the socle of distin-
guished parameter ideals. To discuss it, we need a relationship between Chern coefficient
and the irreducible multiplicity.
Settings 5.1. Assume that R is a homomorphic image of a Cohen-Macaulay local
ring. Let D = {ai}0≤i≤ℓ be the dimension filtration of R with dim ai = di. We put
S = R/aℓ−1 and choose a distinguished system x1, x2, . . . , xd of parameters of R. Put
q = (x1, x2, . . . , xd), b = (xdℓ−1+1, . . . , xd) and I = q : m.
Lemma 5.2. Assume that e0(m;R) > 1. Then for all parameter ideal q, we have
e1(I;R)− e1(q;R) ≤ f0(R),
where I = q : m.
Proof. Since e0(m;R) > 1, by Proposition 2.3 in [13], we get that mI
n = mqn for all n.
Therefore In ⊆ qn : m for all n. Consequence, we obtain
ℓ(R/qn+1)− ℓ(R/In+1) = ℓ(In+1/qn+1) ≤ ℓ((qn+1 : m/qn+1).
But this means that e1(I;R)− e1(q;R) ≤ f0(q;R). 
Proposition 5.3. Assume that R is unmixed. Then for all parameter ideals q ⊆ m2,
we have
e1(q : m)− e1(q) ≤ f0(q).
Proof. Our result in the case in which e0(m;R) > 1 is immediate from Lemma 5.2. Thus
we suppose henceforth in this proof that e0(m;R) = 1. It follows from R is unmixed and
Theorem 40.6 in [16] that R is Cohen-Macaulay. Since R is unmixed, every parameter
ideals q are distinguished. Therefore by Theorem 3.7, there exists an integer n such
that for all parameter ideals q, we have
N (q;R) =
∑
j∈Z
rj(R).
It follows from Proposition 4.2, we have
e1(q : m)− e1(q) = f0(q;R),
and the proof is complete. 
Corollary 5.4. Assume that d ≥ 2 and there exists an integer n such that for all
distinguish parameter ideals q ⊆ mn we have
f0(q;R) ≤ rd(R).
Then S is Cohen-Macaulay.
Proof. In the case in which e0(m;R) = 1, we have e0(m;S) = 1, because dim aℓ−1 <
dimR. And so the result in this case follws from S is unmixed and Theorem 40.6 in
[16]. Thus we suppose henceforth in this proof that e0(m;R) > 1. By Lemma 5.2, for
all distinguish parameter ideals q ⊆ mn we have
e1(I;R)− e1(q;R) ≤ f0(R) ≤ rd(R).
It follows from Proposition 4.5 that S is Cohen-Macaulay. 
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The next corollary is now immediate.
Corollary 5.5. For all integers n there exists a parameter ideal q ⊆ mn, we have
rd(R) 6 f0(q;R).
Lemma 5.6. Assume that S is Cohen-Macaulay and
[q+ aℓ−1] : m = q : m+ aℓ−1.
Then
fj(q;R/b) =
{
(−1)sfs+j(q;R) + rd(R) if j = 0,
(−1)sfs+j(q;R) if j ≥ 1,
where s = d− dℓ−1.
Proof. Since S is Cohen-Macaulay and q is a parameter ideal of S, we have
0→ aℓ−1/q
naℓ−1 → R/q
n → S/qnS → 0.
It follows from [qn + aℓ−1] : m = q
n : m + aℓ−1, by the lemma 3.1, that by applying
HomR(k, ), we obtain the following exact sequence
0→
qnaℓ−1 : m
qnaℓ−1
→
qn : m
qn
→
qnS : m
qnS
→ 0.
Since S is Cohen-Macaulay and b is an ideal generated by a part system of parameters
of S, we have
0→
aℓ−1
qnaℓ−1
→
R
qn + b
→
S
qnS + bS
→ 0
It follows from [qn + aℓ−1 + b] : m = q
n : m + aℓ−1 + b, by the lemma 3.1, that by
applying HomR(k, ), we obtain the following exact sequence
0→
qnaℓ−1 : m
qnaℓ−1
→
(qn + b) : m
qn + b
→
(qnS + bS) : m
qnS + bS
→ 0.
From the above exact sequences, we have
ℓ(
qn : m
qn
)− ℓ(
qnS : m
qnS
) = ℓ(
(qn + b) : m
qn + b
)− ℓ(
(qnS + bS) : m
qnS + bS
).
Since S is Cohen-Macaulay, by Proposition 3.5, we have ℓ( q
n+1S:m
qn+1S
) = rd(S)
(
n+d−1
d−1
)
and
ℓ( (q
n+1S+bS):m
qn+1S+bS
) = rd(S)
(
n+dℓ−1−1
dℓ−1−1
)
. Therefore since dℓ−1 < d and rd(S) = rd(R), we have
fj(q;R/b) =
{
(−1)sfs+j(q;R) + rd(R) if j = 0,
(−1)sfs+j(q;R) if j ≥ 1,
where s = d− dℓ−1.

Proposition 5.7. Assume that there exists an integer n such that for all distinguished
parameter ideals q ⊆ mn and 2 ≤ j ∈ Λ(R), we have
(−1)d−jfd−j(q;R) ≤ rj(R).
Then R is sequentially Cohen-Macaulay.
21
Proof. We argue by induction on the dimensional d of R, the result being clear in the
case in which d = 1. Suppose, inductively, that d > 1 and the result has been proved
for smaller values of d.
Recall that aℓ−1 is the unmixed component of R. Therefore, by the Prime Avoidance
Theorem, we can choose the part of a system xdℓ−1+1, . . . , xd of parameters of R such
that b ⊆ mn and b∩aℓ−1 = 0, where b = (xdℓ−1+1, . . . , xd). Consequently, (ai+b)/b = ai
for all i = 0, . . . , ℓ−1, and so Λ(R)−{d} ⊆ Λ(R/b). On the other hand, since d ∈ Λ(R),
we obtain f0(q;R) ≤ rd(R) for all distinguished parameter ideals q ⊆ mn. By Corollary
5.4, S is Cohen-Macaulay. It follows from the exact sequence
0→ aℓ−1 → R→ S → 0
that the sequence
0→ aℓ−1 → R/b→ S/bS → 0
is exact, and so Λ(R/b) = Λ(R)− {d}.
Now let x1, . . . , xdℓ−1 be a distinguished system of parameters of R/b. We show that
x1, . . . , xd is a distinguished system of parameters of R. Indeed, let di + 1 ≤ j ≤ di+1
for some i 6= ℓ−1. Since di ∈ Λ(R/b), R/b contain the largest ideal ci with dim ci = di.
Therefore (ai+b)/b ⊆ ci. Since xjci = 0, we obtain xjai ⊆ b∩ai ⊆ b∩aℓ−1 = 0. Hence
xjai = 0 for all di + 1 ≤ j ≤ di+1 and i < ℓ− 1. Hence system x1, . . . , xd of parameters
is distinguished.
Put q = (x1, . . . , xdℓ−1 , b) and assume that q ⊆ m
n. It follows from Lemma 4.4 that
fj(q;R/b) =
{
(−1)sfs+j(q;R) + rd(R) if j = 0,
(−1)sfs+j(q;R) if j ≥ 1,
where s = d − dℓ−1. However, it follows from S is Cohen-Macaulay and the exact
sequence
0→ aℓ−1 → R/b→ S/bS → 0
that the following sequence
0→ Hdℓ−1m (aℓ−1)→ H
dℓ−1
m (R/b)→ H
dℓ−1
m (S/bS)→ 0
is exact. Moreover we have Hdℓ−1m (R)
∼= Hdℓ−1m (aℓ−1) and H
i
m(R)
∼= Him(aℓ−1)
∼= Him(R/b)
for all i < dℓ−1. Thus we have ri(R) = ri(R/b) for all i < dℓ−1 and
rdℓ−1(R/b) = rdℓ−1(R) + rdℓ−1(S/bS) = rdℓ−1(R) + rd(S).
Therefore since s+ dℓ−1 − j = d− j we have
rj(R/b) = rj(R) ≥ (−1)
d−jfd−j(q;R) = (−1)
dℓ−1−jfdℓ−1−j(q;R/b)
for all 2 ≤ j ∈ Λ(R/b)− {dℓ−1}. Moreover, we have
rdℓ−1(R/b) = rdℓ−1(R) + rd(S) ≥ (−1)
sfs(q;R) + rd(S) = f0(q;R/b).
Consequently,
(−1)dℓ−1−jfdℓ−1−j(q;R/b) ≤ rj(R/b).
for all distinguished parameter ideals q ⊆ mn of R/b and 2 ≤ j ∈ Λ(R/b). Application
of the inductive hypothesis to the ring R/b shows that R/b is sequentially Cohen-
Macaulay and so is also R. This completes the inductive step, and the proof.

We close this section with the following, which will be used in our discussion of regular
local rings in the next section.
Theorem 5.8. The following statements are equivalent.
(i) R is a sequentially Cohen-Macaulay R-module.
(ii) There exists an integer n such that for all distinguished parameter ideals q ⊆ mn
and j = 0, . . . , d− 2, we have
(−1)jfj(q;R) = rd−j(R).
(iii) There exists an integer n such that for all distinguished parameter ideals q ⊆ mn
and 2 ≤ j ∈ Λ(R), we have
(−1)d−jfd−j(q;R) ≤ rj(R).
Proof. (1) ⇒ (2) This is now immediate from Theorem 3.7 and Proposition 3.5.
(2) ⇒ (3) This is obvious.
(3) ⇒ (1) This now immediate from Proposition 5.7.

6. Chern coefficients
In this section, we are going to discuss the characterizations of the regularity, Goren-
steinness and Cohen-Macaulayness of local rings. Probably the most important appli-
cations of Theorem 5.8 and 4.8 can be summarized in this section.
Settings 6.1. Assume that R is a homomorphic image of a Cohen-Macaulay local ring.
Let D = {ai}0≤i≤ℓ be the dimension filtration of R with dim ai = di.
Theorem 6.2. R is Gorenstein if and only if for all parameter ideals q ⊆ m2 and
n≫ 0, we have
N (qn+1;R) =
(
n + d− 1
d− 1
)
.
Proof. Only if: Since R is Gorenstein, by Proposition 3.5, we have
N (qn+1;R) =
d∑
i=1
ri(R)
(
n+ i− 1
i− 1
)
+ r0(R)
for all n ≥ 1. On the other hand, we have ri(R) = 0 for all i < d and rd(R) = 1,
because R is Gorenstein. Hence
N (qn+1;R) =
(
n + d− 1
d− 1
)
.
for all n ≥ 1.
If: By the hypothesis, for all distinguished parameter ideals q ⊆ m2 we have
(−1)jfj(q;R) ≤ rd−i(R).
It follows from Theorem 5.8 that R is sequentially Cohen-Macaulay. By Theorem 3.7,
there exists a distinguished parameter ideals q ⊆ m2 such that N (q;R) =
∑
j∈Z
rj(R).
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Apply the Proposition 3.5 to this equation to obtain that
N (qn+1;R) =
d∑
i=1
ri(R)
(
n + i− 1
i− 1
)
+ r0(R).
Since N (qn+1;R) =
(
n+d−1
d−1
)
, we have ri(R) = 0 for all i ≤ d− 1 and rd(R) = 1. Hence
R is Gorenstein. 
In [9, Theorem 5.2], N. T. Cuong, P. H. Quy and first author showed that R is
Cohen-Macaulay if and only if for all parameter ideals q ⊆ m2 and n ≥ 0, we have
N (qn+1;R) = rd(R)
(
n+d−1
d−1
)
. Note that the condition of Hilbert function N (qn+1;R),
holding true for all n ≥ 0, is necessary to their proof. The result of Theorem 5.2 in
[9] was actually covered in the following result, but in view of the importance of the
following result we changed the condition from Hilbert function to Hilbert polynomial.
Theorem 6.3. R is Cohen-Macaulay if and only if for all parameter ideals q ⊆ m2 and
n≫ 0, we have
N (qn+1;R) = rd(R)
(
n+ d− 1
d− 1
)
.
Proof. Only if: Since R is Cohen-Macaulay, by Proposition 3.5, we have
N (qn+1;R) =
d∑
i=1
ri(R)
(
n+ i− 1
i− 1
)
+ r0(R)
for all n ≥ 1. On the other hand, we have ri(R) = 0 for all i < d, because R is
Cohen-Macaulay. Hence
N (qn+1;R) = rd(R)
(
n+ d− 1
d− 1
)
.
for all n ≥ 1.
If: By the hypothesis, for all distinguished parameter ideals q ⊆ m2 we have
(−1)jfj(q;R) ≤ rd−i(R).
It follows from Theorem 5.8 that R is sequentially Cohen-Macaulay. By Theorem 3.7,
there exists a distinguished parameter ideals q ⊆ m2 such that N (q;R) =
∑
j∈Z
rj(R).
Apply the Proposition 3.5 to this equation to obtain that
N (qn+1;R) =
d∑
i=1
ri(R)
(
n + i− 1
i− 1
)
+ r0(R).
Since N (qn+1;R) = rd(R)
(
n+d−1
d−1
)
, we have ri(R) = 0 for all i ≤ d − 1. Hence R is
Cohen-Macaulay. 
In the sequel, we shall only use the following.
Settings 6.4. Let R be a Noetherian local ring with maximal ideal m, d = dimR > 2.
Assume that R is unmixed, that is dim Rˆ/p = d for all p ∈ Ass(Rˆ).
Theorem 6.5. R is regular if and only if f0(m) = 1.
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Proof. Since R is regular, R is Cohen-Macaulay and m is a parameter ideal of R. Since
R is unmxied, m is a distinguished parameter ideal of R. Thus by Theorem 5.8, we
have f0(m;R) = rd(R). But rd(R) = 1 because R is regular. Hence f0(m;R) = 1.
Conversely, since R is unmixed, we have depth(R) > 0. Therefore there exists an
integer n0 such that m
n+1 : m = mn for all n ≥ n0. It follows that e0(m;R) = f0(m;R) =
1. Since R is unmixed, by Theorem 40.6 in [16], R is regular.

Theorem 5.8 and 4.8 have a very important corollary. One obvious consequence is
the following
Theorem 6.6. The following statements are equivalent.
(1) R is Gorenstein.
(2) For all parameter ideals q ⊆ m2, we have
f0(q;R) = 1.
(3) For all parameter ideals q ⊆ m2, we have
e1(I)− e1(q) ≤ 1,
where I = q : m.
Proof. (1) ⇒ (2) Since R is Gorenstein, R is Cohen-Macaulay. Let q be a parameter
ideal of R. Then we have N (q;R) =
∑
j∈Z
ℓR((0) :Hj
m
(R) m). Since R is unmixed, parameter
ideal q is distinguished. Then by Proposition 3.5, we have f0(q;R) = rd(R). But
rd(R) = 1 because R is Gorenstein. Hence f0(q;R) = 1.
(2) ⇒ (3) Our result in the case in which e0(m;R) > 1 is immediate from Lemma
5.2. Thus we suppose henceforth in this proof that e0(m;R) = 1. It follows from R
is unmixed and Theorem 40.6 in [16] that R is Cohen-Macaulay. Since R is unmixed,
every parameter ideals q are distinguished. Therefore by Theorem 3.7, there exists an
integer n such that for all parameter ideals q, we have
N (q;R) =
∑
j∈Z
rj(R).
It follows from Proposition 4.2, we have
e1(I)− e1(q) = f0(q;R) = 1.
(3) ⇒ (1) Since e1(I) − e1(q) ≤ 1 for all parameter ideals q, by Proposition 4.5 R
is Cohen-Macaulay. Since R is unmixed, every parameter ideals q are distinguished.
Therefore by Theorem 3.7, there exists an integer n such that for all parameter ideals
q, we have N (q;R) =
∑
j∈Z
rj(R). It follows from Proposition 4.2, we have
rd(R) = e1(I)− e1(q) = 1.
Hence R is Gorenstein.

Our next result establishes some absolutely fundamental facts about Cohen-Macaulay
rings.
Theorem 6.7. The following statements are equivalent.
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(1) R is Cohen-Macaulay.
(2) For all parameter ideals q ⊆ m2, we have
f0(q;R) = rd(R).
(3) For all parameter ideals q ⊆ m2, we have
e1(I;R)− e1(q;R) ≤ rd(R),
where I = q : m.
Proof. (1)⇒ (2) Let q be a parameter ideal ofR. Then we haveN (q;R) =
∑
j∈Z
ℓR((0) :Hj
m
(R)
m), because R is Cohen-Macaulay. Since R is unmixed, parameter ideal q is distin-
guished. Then by Proposition 3.5, we have f0(q;R) = rd(R).
(2) ⇒ (3) In the case in which e0(m;R) > 1 there is nothing to prove, because of
Lemma 5.2 and so we suppose that e0(m;R) = 1. Then by Theorem 40.6 in [16], R
is Cohen-Macaulay because R is unmixed. Let q be a parameter ideal of R such that
q ⊆ m2 and put I = q : m. Then we have
N (q;R) =
∑
j∈Z
ℓR((0) :Hj
m
(R) m),
since R is Cohen-Macaulay. It follows from Proposition 4.2 and q ⊆ m2, we have
e1(I)− e1(q) = f0(q;R) = rd(R).
(3)⇒ (1) Since e1(I)−e1(q) ≤ rd(R) for all parameter ideals q ⊆ m2, by Proposition
4.5 R is Cohen-Macaulay, as required.

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