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1 Introduction
The Large Hadron Collider [1] (LHC) has produced a large dataset of proton-proton (pp)
collisions at a centre-of-mass energy of 13 TeV enabling searches for new heavy particles
predicted by theories such as supersymmetry (SUSY) [2–7]. Evidence for SUSY models
may be sought through searches for the production of these heavy particles (such as gluinos)
decaying, often via extended cascades, into lighter ones. If the lightest of these interacts
only weakly and is stable then it can be an ideal dark-matter candidate.
In R-parity-conserving (RPC) [8] SUSY models, the presence of a stable lightest su-
persymmetric particle (LSP) often leads to final states with significant missing transverse
momentum (EmissT ), often accompanied by a large number of jets. Large jet multiplicities
would also occur in events in which gluinos decay via R-parity-violating (RPV) [9] cou-
plings on short (. ns) timescales. In this case the LSPs decay within the detector volume,
so that the only invisible particles produced are neutrinos coming from SUSY particle de-
cays, and hence the EmissT per event is generally smaller. A similar signature arises from
any model in which cascade decays lead to the production of many jets, together with EmissT
either from dark-matter particles or neutrinos.
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This paper reports the results of an analysis of 139 fb−1 of pp collision data recorded
at
√
s = 13 TeV by the ATLAS experiment [10] throughout the entire Run-2 period of the
LHC (2015–2018). It explores events with significant EmissT and at least eight jets with large
transverse momentum (pT). Selected events are further classified into categories based on
the presence of jets containing b-hadrons (b-jets) or on the sum of the masses of large-
radius jets. The b-jet selection improves sensitivity to beyond-the-Standard-Model (BSM)
signals with enhanced heavy-flavour decays. Given the unusually high jet multiplicities of
the selected events, large jet masses can originate both from the capture of decay products
from boosted heavy particles, including top quarks, and from accidental combinations [11].
The major backgrounds to the signal in this search are multijet production from QCD
processes, top quark pair production (tt̄) and W boson production in association with
jets (W+jets).
Previous searches by ATLAS in similar final states were carried out on smaller LHC
datasets recorded at
√
s = 7 TeV and
√
s = 8 TeV during 2011 and 2012 [12–14]. In addi-
tion, two searches were performed at
√
s = 13 TeV, one analysing the 2015 dataset [15] and
one combining it with 2016 data [16] to achieve a total integrated luminosity of 36 fb−1.
The current analysis extends those previous studies by including the complete Run-2 LHC
dataset, by using an optimised selection tailored to the increased integrated luminosity,
and also by incorporating several improved analysis methods which further increase sensi-
tivity. One such development is the use of the particle-flow jet and EmissT reconstruction
algorithms recently developed for the ATLAS experiment [17]. These algorithms combine
measurements of inner tracker and calorimeter energy deposits to improve the accuracy
of the charged-hadron measurement, leading to improvements in the jet and EmissT resolu-
tion and stability against additional pp interactions in the same LHC bunch crossing. The
analysis also employs an improved EmissT significance calculation [18], which accounts for
the resolution of the reconstructed objects individually. This new definition increases the
separation between events in which the EmissT originates from weakly interacting particles
and those in which EmissT is only due to detector resolution effects. The combination of
the larger dataset and the developments in the analysis methodology provides this analysis
with sensitivity over a significantly increased mass range.
2 ATLAS detector
The ATLAS detector [10] is a multipurpose particle detector with a nearly 4π coverage in
solid angle.1 It consists of an inner tracking detector (ID) surrounded by a thin supercon-
ducting solenoid providing a 2 T axial magnetic field, electromagnetic (EM) and hadronic
1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point in the
centre of the detector. The positive x-axis is defined by the direction from the interaction point to the
centre of the LHC ring, with the positive y-axis pointing upwards, while the beam direction defines the
z-axis. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around
the z-axis. The pseudorapidity η is defined in terms of the polar angle θ by η = − ln tan(θ/2). The rapidity
is defined as y = 0.5 ln[(E + pz)/(E − pz)] where E denotes the energy and pz is the component of the
momentum along the beam direction. The transverse energy is defined to be ET = E cos θ. The angular
distance ∆R is defined as
√
(∆y)2 + (∆φ)2.
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calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudora-
pidity range |η| < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation
tracking detectors. A new inner pixel layer, the insertable B-layer [19, 20], was added at
a mean radius of 3.3 cm before the start of the 2015 data-taking period, improving the
identification of b-jets. Lead/liquid-argon (LAr) sampling calorimeters provide EM energy
measurements with high granularity. A steel/scintillator-tile hadron calorimeter covers the
central pseudorapidity range (|η| < 1.7). The endcap and forward regions are instrumented
with LAr calorimeters for EM and hadronic energy measurements up to |η| = 4.9. The
muon spectrometer surrounds the calorimeters and is based on three large air-core toroidal
superconducting magnets with eight coils each. The field integral of the toroids ranges
between 2.0 and 6.0 Tm across most of the detector. The muon spectrometer includes a
system of precision tracking chambers and fast detectors for triggering. A two-level trigger
system [21] is used to select events. The first-level trigger is implemented in hardware
and uses a subset of the detector information to keep the accepted rate below 100 kHz.
This is followed by a software-based trigger that reduces the accepted event rate to 1 kHz
on average.
3 Datasets
3.1 Data
The events considered in this paper correspond to 139 fb−1 of pp LHC collision data
collected between 2015 and 2018 by the ATLAS detector, at a centre-of-mass energy of
13 TeV and with a 25 ns proton bunch crossing interval. In 2015–2016 the average num-
ber of interactions per bunch crossing (pile-up) was 〈µ〉 = 20, increasing to 〈µ〉 = 38 in
2017 and 〈µ〉 = 37 in 2018. The uncertainty in the combined 2015–2018 integrated lumi-
nosity is 1.7% [22], obtained using the LUCID-2 detector [23] for the primary luminosity
measurements.
Events were recorded using a variety of trigger selections. During both 2015 and 2016,
events were selected by a trigger requiring at least six jets with ET > 45 GeV and central
pseudorapidity, |η| < 2.4. Further events were triggered in 2015 by requiring the presence
of at least five jets with ET > 70 GeV and |η| < 3.2, and in 2016 with a trigger requiring at
least five jets with ET > 65 GeV and |η| < 2.4. In both 2017 and 2018, events were selected
by triggers requiring at least five jets with ET > 70 GeV and |η| < 2.4, or seven jets with
ET > 45 GeV and |η| < 2.4. Additional triggers were also used in 2017 and for some periods
in 2018, which required at least six jets with ET > 45 GeV and |η| < 2.4. Due to their large
trigger rates, these were set to select only a fraction of the events, approximately 15% of
the two years’ data; such triggers are referred to as ‘prescaled’ triggers. The trigger jet
calibration was improved in 2017–2018, resulting in substantially improved efficiency [24]
after offline selection for the same trigger thresholds. The trigger selections are summarised
later in table 1 together with further event selections.
Data quality requirements are imposed to ensure that only events in which the entire
ATLAS detector was functioning well are used [25]. These, for example, exclude events
containing data corruption in the ID and calorimeters, excessive noise and spurious jets
produced by non-collision backgrounds [26, 27].
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3.2 Monte Carlo simulations
Simulated events produced with several Monte Carlo (MC) event generators are used to
predict yields for subdominant background contributions from Standard Model (SM) pro-
cesses and for possible signals.
All simulated events are overlaid with multiple pp collisions simulated with the soft
QCD processes of Pythia 8.186 [28] using the A3 set of tuned parameters (A3 tune) [29]
and the NNPDF2.3 LO parton distribution functions (PDFs) [30]. The simulated events are
required to pass the trigger selections, and are weighted such that the pile-up conditions
match those of the data. The response of the detector to particles was modelled with
an ATLAS detector simulation [31] based on Geant4 [32] (full simulation), or using fast
simulation based on a parameterisation of the performance of the ATLAS EM and hadronic
calorimeters [33] and on Geant4 elsewhere.
For the generation of tt̄ and single top quarks via the Wt process and in the s-channel,
matrix elements were calculated at next-to-leading order (NLO) using the Powheg-
Box v2 generator [34–39] with the NNPDF3.0 NLO PDF set [40] in the five-flavour
scheme. Electroweak t-channel single-top-quark events were generated using Powheg-
Box v2, using the four-flavour scheme for the NLO matrix element calculations together
with the fixed four-flavour PDF set NNPDF3.04f NLO. The diagram removal scheme [41]
was used to prevent Wt events from being counted as tt̄ events beyond leading order (LO).
For these processes, the top quarks were decayed using MadSpin [42, 43] preserving all
spin correlations, while for all processes the parton shower, fragmentation, and the under-
lying event were simulated using Pythia 8.230 [44] with the NNPDF2.3 LO PDF set and
the ATLAS A14 tune [45]. The top quark mass was set to 172.5 GeV. The hdamp parame-
ter, which controls the pT of the first additional emission beyond the Born configuration in
Powheg, was set to 1.5 times the mass of the top quark. The main effect of this parameter
is to regulate the high-pT emission against which the tt̄ system recoils. The EvtGen v1.6.0
program [46] was used to model properties of the b- and c-hadron decays for this process
and all others not simulated with Sherpa [47] unless otherwise stated. Simulated tt̄ events
are normalised to the cross-section calculated at next-to-next-to-leading order (NNLO) in
perturbative QCD, including soft-gluon resummation to next-to-next-to-leading-logarithm
(NNLL) accuracy [48]. The single-top-quark events for the Wt channel are normalised us-
ing its approximate NNLO prediction [49, 50], while the t- and s-channels are normalised
using their NLO predictions [51, 52].
Events containing tt̄ and additional heavy particles — comprising three or four
top quarks, tt̄ + W , tt̄ + Z and tt̄ + WW production — were modelled using Mad-
Graph5 aMC@NLO [53] for the matrix element calculation, interfaced to the Pythia
8 parton shower, hadronisation and underlying event model. The tt̄ + WW , three- and
four-top-quark processes were simulated at LO in the strong coupling constant αS, using
MadGraph5 aMC@NLO v2.2.2 interfaced to Pythia 8.186. The predicted production
cross-sections were calculated to NLO as described in ref. [53] for these processes other than
three-top-quark production, for which the cross-section was calculated to LO. The produc-
tion of tt̄ + W and tt̄ + Z events was modelled using MadGraph5 aMC@NLO v2.3.3
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at NLO with the NNPDF3.0 NLO PDF. Top quarks were decayed at LO using Mad-
Spin to preserve spin correlations. Parton shower and hadronisation were modelled with
Pythia 8.210. The cross-sections were calculated at NLO QCD and NLO EW accuracy us-
ing MadGraph5 aMC@NLO as reported in ref. [54]. In the case of tt̄`` the cross-section
is additionally scaled by an off-shell correction estimated at one-loop level in αS. For all
processes, the A14 set of Pythia 8 parameters was used, together with the NNPDF2.3
LO PDF set. EvtGen v1.2.0 was used to model properties of the b- and c-hadron decays.
The contribution from tt̄+H was checked and found to be negligible.
Events containing W or Z bosons associated with jets were simulated using the
Sherpa v2.2.1 generator. Matrix elements were calculated for up to two partons at NLO
and four partons at LO using the Comix [55] and OpenLoops [56] matrix element gen-
erators and merged with the Sherpa parton shower [57] using the ME+PS@NLO pre-
scription [58]. The NNPDF3.0 NNLO PDF set [40] was used in association with a tuning
performed by the Sherpa authors.
Diboson processes with one hadronically decaying boson accompanied by one charged
lepton and one neutrino, two charged leptons or two neutrinos were simulated using
Sherpa v2.1.1. The calculations include one additional parton at NLO for ZZ → 2`+ qq̄
and ZZ → 2ν + qq̄ only, and up to three additional partons at LO using the Comix and
OpenLoops matrix element generators and merged with the Sherpa parton shower using
the ME+PS@NLO prescription. The NNPDF3.0 NNLO PDF set was used in conjunction
with a dedicated parton shower tuning developed by the Sherpa authors. Diboson pro-
cesses with four charged leptons, three charged leptons and one neutrino, or two charged
leptons and two neutrinos, are found to be negligible.
Theoretical uncertainties are considered for all simulated samples. By far the most
important process simulated in this analysis is tt̄ production, and several samples produced
with different configurations, as explained below, are compared to estimate the uncertainty
in this background. Samples were produced with the factorisation and renormalisation
scales varied coherently up and down by a factor of two, and with parameters set to provide
more/less radiation in the parton shower [59]. Additionally, to account for uncertainties
from the parton shower modelling and generator choice, the nominal sample is compared
to a sample generated with Powheg-Box interfaced to Herwig 7 [60] using the H7-
UE tune [61] and the MMHT2014 LO PDF set [62], as well as samples generated with
MadGraph5 aMC@NLO interfaced to Pythia 8. These alternative samples each use the
NNPDF3.0 NLO PDF for the matrix element calculation. The comparison with samples
which vary the amount of additional radiation contributes the largest uncertainty in the tt̄
signal region predictions. Similar alternative samples are used to assess the uncertainties
in single-top-quark production, whereas uncertainties in other processes are handled via
scale variations in the corresponding generator.
Full simulation was used for all background MC samples, ensuring an accurate repre-
sentation of detector effects. Further details of samples can be found in refs. [59, 63, 64].
A number of SUSY signal model samples were simulated using the ATLAS fast de-
tector simulation [31] to allow the interpretation of the search results in terms of SUSY
parameters. Substantial cross-sections are possible for production of gluinos. The resulting
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(a) Two-step decay (b) Off-shell top squarks (c) RPV
Figure 1. Pseudo-Feynman diagrams for the different signal models used in this search. In (c),
λ′′323 is one of the couplings of the third-generation squark to quarks in the RPV model.
cascade decays result in a large multiplicity of jets, and may also exhibit an unusually high
heavy-flavour content or atypically large jet masses.
The first type of SUSY signal simulated is a simplified model, in which gluinos are
pair-produced and then decay through an off-shell squark via the cascade:
g̃ → q + q̄′ + χ̃±1
(
q, q′ ∈ {u, d, s, c}
)
,
χ̃±1 →W± + χ̃
0
2,
χ̃02 → Z + χ̃01,
where the quarks are only permitted to be from the first two generations. The parameters
of the model are the masses of the gluino, mg̃, and of the lightest neutralino, mχ̃01 . The mass
of the χ̃
±
1 is constrained to be (mg̃+mχ̃01)/2, and the mass of the
χ̃02 is set to (mχ̃±1
+mχ̃01)/2.
A diagram of this ‘two-step’ simplified model is shown in figure 1(a).
An additional signal model to which this analysis has significant sensitivity is gluino-
mediated top squark (t̃1) production, in which top-quark-rich final states are produced as
shown in figure 1(b). This model manifests itself as top quark production via either off-
shell or on-shell top squarks. In the off-shell model, pair-production of gluinos is followed
by their decay with a 100% branching ratio into tt̄ + χ̃
0
1, through a virtual top squark.
Naturalness arguments for SUSY favour light gluinos, top squarks, and Higgsinos, so they
motivate consideration of this final state.
Permitting non-zero RPV couplings allows consideration of another variety of gluino-
mediated top squark production, wherein the last step of the decay proceeds via a baryon-
number-violating interaction: t̃1 → s̄ + b̄ (with charge conjugates implied). Such RPV
models may give rise to final states with missing transverse momentum, for example from
leptonic decays of W bosons produced in top quark decays. The current analysis accepts
final states with sufficiently low missing transverse momentum to be sensitive to these
RPV scenarios. Figure 1(c) presents the RPV simplified model considered, for which the
coupling strength induces prompt top squark decays.
The signal samples were generated using MadGraph5 aMC@NLO interfaced to
Pythia 8 with the A14 tune for the modelling of the parton shower, hadronisation and
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underlying event. The versions of the generators used for the two-step and RPV simpli-
fied models were MadGraph5 aMC@NLO v2.6.2 with Pythia 8.212, and for the gluino-
mediated top squark model MadGraph5 aMC@NLO v2.3.3 with Pythia 8.212. The
matrix element calculation was performed at tree level and includes the emission of up to
two additional partons. The PDF set used for the generation was NNPDF2.3 LO. The Evt-
Gen v1.6.0 program was used to simulate properties of the b- and c-hadron decays. The
matrix-element to parton-shower matching was done using the CKKW-L prescription [65],
with a matching scale set to mg̃/4.
Signal cross-sections were calculated to approximate NNLO in the strong coupling
constant, adding the resummation of soft gluon emission at NNLL accuracy [66–73]. The
nominal cross-section and its uncertainty were determined using the PDF4LHC15 mc PDF
set, following the recommendations of ref. [74].
4 Reconstruction and particle identification
Primary vertices are reconstructed using at least two charged-particle tracks with pT >
500 MeV measured by the ID [75]. The primary vertex with the largest sum of squared
track transverse momenta (
∑
p2T) is designated as the hard-scatter vertex.
Jets are reconstructed using the anti-kt [76–78] jet algorithm with radius parameter
R = 0.4. It uses as inputs particle-flow objects. These are charged-particle tracks matched
to the hard-scatter vertex with the requirement |z0 sin θ| < 2.0 mm, where z0 is the longi-
tudinal impact parameter, and calorimeter energy clusters surviving an energy subtraction
algorithm that removes the calorimeter deposits of good-quality tracks originating from
any vertex [17]. To eliminate jets containing a large energy contribution from pile-up, jets
are tested for compatibility with the hard-scatter vertex with the jet vertex tagger (JVT)
discriminant, utilising information from the ID tracks associated with the jet [79]. Any
jets with 20 GeV < pT < 120 GeV and |η| < 2.4 for which JVT < 0.5 are considered
to originate from pile-up and are therefore rejected from the analysis. After the selection
above is applied, only jets with pT > 20 GeV and |η| < 2.8 are considered in this analysis,
with the exception of the EmissT calculation, for which jets in the range 2.8 ≤ |η| ≤ 4.5 are
also used. Hadronically decaying τ -leptons are not discriminated from other hadronic jets.
Reconstructed R = 0.4 jets with pT > 20 GeV and |η| < 2.0 are reclustered to form
large-radius jets using the anti-kt algorithm with radius parameter R = 1.0 [80]. The input
jets are required to pass an overlap removal procedure accounting for ambiguities between
jets and leptons, as discussed below. Large-radius jets are retained for analysis if they have
pT > 100 GeV and |η| < 1.5.
Jets containing b-hadrons and which are within the ID acceptance (|η| < 2.5) are iden-
tified as b-tagged jets using a multivariate algorithm that exploits the impact parameters
of the charged-particle tracks, the presence of secondary vertices, and the reconstructed
flight paths of b- and c-hadrons inside the jet [81]. The output of the algorithm is a single
discriminant value which signifies the likelihood that the jet contains a b-hadron. This
analysis considers jets to be b-tagged if the discriminant exceeds a threshold that results
in an average identification efficiency of 70% for jets containing b-hadrons in simulated tt̄
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events [82]. In the same event sample, a rejection factor of approximately 300 is reached
for jets initiated by light quarks and gluons and 8.9 for jets initiated by charm quarks.
Electron candidates are reconstructed from energy deposits in the EM calorimeter that
are matched to charged-particle tracks in the ID [83]. ‘Baseline electrons’ are required to
satisfy pT > 7 GeV and |η| < 2.47. They are identified using the ‘loose’ operating point
provided by a likelihood-based algorithm [83]. Electrons with pT > 20 GeV are defined
as ‘signal electrons’ if they pass a ‘tight’ likelihood selection including impact parameter
restrictions and the ‘GradientLoose’ isolation requirement [84] in addition to the ‘baseline
electron’ preselection. To achieve additional rejection of background electrons from non-
prompt sources, signal electron tracks must be matched to the hard-scatter vertex with a
longitudinal impact parameter |z0 sin θ| < 0.5 mm and a transverse impact parameter sig-
nificance |d0|/σ(d0) < 5. Signal electrons are used in leptonic control regions, as described
in section 6.2. The electron reconstruction and identification efficiency in simulated samples
are corrected by factors determined by data-MC comparison using a given final state [84].
Photon candidates are identified using ‘tight’ criteria for lateral shower shapes in the
first and second layers of the EM calorimeter, as well as for the degree of hadronic shower
leakage [83]. Acceptance requirements of pT > 40 GeV and |η| < 2.37 are applied. Addi-
tionally, photons falling in the region 1.37 < |η| < 1.52 are removed, to avoid a region of
the calorimeter with limited instrumentation.
Muon candidates are reconstructed from matching tracks in the ID and muon spec-
trometer, refined through a global fit which uses the hits from both subdetectors [85].
‘Baseline muons’ must have pT > 6 GeV and |η| < 2.7, and satisfy the ‘medium’ identifi-
cation criteria. Similarly to electrons, the longitudinal impact parameter z0 relative to the
hard-scatter vertex is required to satisfy |z0 sin θ| < 0.5 mm. Muons are characterised as
‘signal muons’ if they have a higher transverse momentum, pT > 20 GeV, and satisfy the
‘GradientLoose’ isolation requirement [85], as well as a further transverse impact parameter
restriction |d0|/σ(d0) < 3. Signal muons are used in leptonic control regions, as described
in section 6.2. Muon reconstruction and identification efficiencies in simulated samples are
corrected with factors evaluated by a data-MC comparison [86].
To resolve the reconstruction ambiguities between electrons, muons, photons and jets,
an overlap removal procedure is applied to baseline objects. First, any electron sharing an
ID track with a muon is rejected. If it shares the same ID track with another electron,
the one with lower pT is discarded. Next, photons with ∆R < 0.4 relative to an electron
or a muon are discarded. Subsequently, non-b-tagged jets are rejected if they lie within
∆R = 0.2 of an electron or if the jet has no more than three tracks with pT > 500 MeV,
or contains an ID track matched to a muon such that pjetT < 2p
µ
T and the muon track has
more than 70% of the sum of the transverse momenta of all tracks in the jet, such that the
jet resembles radiation from the muon. Finally, electrons or muons with ∆R < 0.4 from a
surviving jet are eliminated and jets with ∆R < 0.4 from photons are removed.
The missing transverse momentum, EmissT , is defined as the magnitude of the negative
vector sum of the transverse momenta of baseline electrons and muons, photons and jets,
which pass an overlap removal procedure, based on removing duplicated energy contribu-
tions and therefore distinct from that used for jet/lepton disambiguation. A ‘soft term’
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is added to recover the contributions from other low-pT particles [87, 88]. The soft term
is constructed from all tracks that are not associated with any of the preceding objects,
but that are associated with the hard-scatter vertex. In this way, the missing transverse
momentum is adjusted for the best calibration of the leptons, photons and jets, while
maintaining pile-up robustness in the soft term.
The EmissT significance S(EmissT ) is defined in order to test the hypothesis that the
total transverse momentum carried by non-interacting particles is equal to zero against the
hypothesis that it is different from zero. It quantifies the degree to which the measured
EmissT is inconsistent with originating purely from fluctuations and mismeasurements. A
large value indicates that the EmissT genuinely originates from non-interacting particles. In
this search, the variable S(EmissT ) characterises the EmissT according to the pT, pT resolution,
and φ resolution of all objects in the event and is defined [18] as:
S(EmissT ) =
EmissT√
σ2L(1− ρ2LT)
.
In this definition, σL is the total expected longitudinal resolution of all objects in the event
as a function of the pT of each object. Likewise, ρLT is the correlation factor between
all longitudinal and transverse object resolutions. The resolution of the soft term is fixed
to 8.9 GeV in each of the transverse coordinates. The resolution of each jet is further
modified by the probability that the jet is a pile-up jet mistakenly tagged as being from
the hard-scatter interaction, parameterised in pT, η and JVT. By individually accounting
for these resolutions, this ‘object-based’ S(EmissT ) definition captures the response of the
ATLAS detector and reconstruction algorithms better than the simpler S(EmissT ) proxies
used in previous searches (such as in ref. [16]).
5 Event selection
Signal events for this analysis are characterised by a large jet multiplicity, beyond that
generated by high cross-section SM processes, combined with an EmissT value that is sig-
nificantly larger than that expected purely from detector resolution and mismeasurement
effects. Several signal regions are defined that select a minimum jet multiplicity and further
require a large value of S(EmissT ).
The common selection of events for the signal regions is as follows. Events are rejected
if no primary vertex is reconstructed. To limit the contribution from SM background
processes in which neutrinos are produced via the decay W → `ν, leading to significant
EmissT , events containing any baseline electron or muon with pT > 10 GeV surviving the
overlap removal are rejected.
Biases in the EmissT due to pile-up jets surviving the JVT selection are removed by
excluding events for which a jet j with 60 GeV < pT < 70 GeV and JVT < 0.2 lies
opposite to the EmissT vector in φ (
∣∣∆φ(j, EmissT )∣∣ > 2.2). Likewise, events are rejected if
they contain a jet with pT > 50 GeV and |η| < 2.0 pointing in η–φ towards a region in
which tile calorimeter modules were disabled.
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Subsequently, restrictions on the jet multiplicity Njet are imposed; only jets with pT >
50 (80) GeV and |η| < 2.0 are considered as signal jets and therefore used in the Njet
selection. These selections are abbreviated as j50 (j80), for which the corresponding jet
multiplicities are denoted N50jet (N
80
jet). The lower and higher jet-pT thresholds provide
sensitivity to a variety of potential SUSY mass spectra and ensure that the corresponding
trigger selections give efficiencies in simulation and in data that match to within 2%.
A requirement of S(EmissT ) > 5 is the last element of the common selection. This
criterion eliminates the vast majority of SM multijet and other background events with
low EmissT , while retaining sensitivity to a broad range of potential signals.
Motivated by the likelihood of heavy-flavour jets being produced from cascade decays,
events are classified by their b-jet multiplicity. Events passing the common selection may
then be categorised according to three classes depending on whether they satisfy Nb-jet = 0,
Nb-jet = 1 or Nb-jet ≥ 2.
Should SUSY particles be produced and decay through a long decay chain, or provide
enough kinetic energy to significantly boost heavy particles such as top quarks or SM
electroweak bosons, signal events might be characterised not only by an unusually large jet
multiplicity but also by the formation of large-radius jets with high masses. The kinematic
structure of SM events, by contrast, does not produce a high rate of events containing
large-radius jets with a mass greater than the top quark mass. On this basis, the selection
variable MΣJ is defined to be the sum of the masses m
R=1.0
j of the large-radius jets
MΣJ =
∑
j
mR=1.0j
where the sum is over the large-radius jets that satisfy pT
R=1.0
j > 100 GeV and |ηR=1.0j | <
1.5, as described in section 4. After the common selection and Nb-jet classification, selected
events may be further partitioned into three MΣJ bins:
• MΣJ ≤ 340 GeV;
• 340 GeV < MΣJ ≤ 500 GeV;
• MΣJ > 500 GeV.
As the bin boundaries are at approximately twice and three times the top quark mass,
the residual irreducible backgrounds remaining in the higher MΣJ bins are respectively top
quark pair production in association with vector bosons and processes with four top quarks,
both of which have a very small rate.
The subselections in Nb-jet and M
Σ
J are used in two subanalyses. First, a set of multi-
bin signal selections is defined to improve the exclusion reach in the absence of an observed
excess. Starting from the common selections, shown in table 1, for N50jet ≥ 8, the selected
events are partitioned by Nb-jet and M
Σ
J according to the thresholds above, defining nine
statistically independent bins, as shown in table 2. The same subdivision is applied for
events satisfying the N50jet ≥ 9 and N50jet ≥ 10 common selections. The statistical analyses
of the three different N50jet selections are performed separately since the selections are not
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Selection criterion Selection ranges
Jet multiplicity, Njet N
50
jet ≥
{
8, 9, 10, 11, 12
}
N80jet ≥ 9
Trigger thresholds
2015–2016: 6 jets, ET > 45 GeV
2015: 5 jets, ET > 70 GeV
2016: 5 jets, ET > 65 GeV
2017–2018: 7 jets, ET > 45 GeV 2017–2018: 5 jets, ET > 70 GeV
Lepton veto 0 baseline leptons, pT > 10 GeV
EmissT significance, S(EmissT ) S(EmissT ) > 5.0
Table 1. Summary of common selections prior to the categorisations based on Nb-jet and M
Σ
J .
Signal region N50jet Nb-jet M
Σ
J [GeV]
SR-8ij50 multi-bin ≥8
= 0, = 1, ≥ 2 (0, 340], (340, 500], (500,∞)SR-9ij50 multi-bin ≥9
SR-10ij50 multi-bin ≥10
Table 2. Signal region subdivisions for the multi-bin fit in the {8,9,10}ij50 analysis channels. The
selections on these variables apply to the signal regions as well as to the multijet template and
validation regions described later in section 6. For each inclusive jet-multiplicity fit, nine regions
are generated combining the Nb-jet and M
Σ
J selections.
statistically independent. For example, one of the nine bins in the 8-jet selection (e.g.
Nb-jet = 0, M
Σ
J > 500) includes all events in the corresponding bin for the 9- and 10-jet
selections. The inputs to the statistical analysis also include validation regions (VRs) and
control regions (CRs), further discussed in section 6.
Additionally, an ensemble of single-bin regions is defined making use of inclusive se-
lections in Nb-jet and M
Σ
J , which are designed to reject the SM hypothesis with high con-
fidence, should new physics be present. Following an optimisation procedure to max-
imise coverage over the benchmark signal models, the signal regions defined in table 3
were considered. To give an indication of their relevance, the two-step gluino cascade
decay motivates the SR-10ij50-0ib-MJ340 and SR-10ij50-0ib-MJ500 regions while the
SR-9ij50-0ib-MJ340 and SR-10ij50-1ib-MJ500 regions are optimised for sensitivity to
gluino decays into tt̄ + χ̃
0
1. The SR-10ij50-1ib-MJ500 selection also provides the best
sensitivity to RPV gluino decays.
If an excess of data is observed over the background predictions, its significance can
be quantified in the single-bin regions. If on the contrary the data are consistent with the
background-only hypothesis, signal models are excluded using the constraint achieved by
whichever signal region is expected to be most sensitive to the model, whether it is a single-
or multi-bin selection.
6 Background estimation
The signal selection in this analysis demands higher jet multiplicities than can practi-
cally be generated with fixed-order multi-leg matrix element MC generators for most SM
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Signal region N50jet N
80
jet Nb-jet M
Σ
J [GeV]
SR-8ij50-0ib-MJ500 ≥8 — — ≥500
SR-9ij50-0ib-MJ340 ≥9 — — ≥340
SR-10ij50-0ib-MJ340 ≥10 — — ≥340
SR-10ij50-0ib-MJ500 ≥10 — — ≥500
SR-10ij50-1ib-MJ500 ≥10 — ≥1 ≥500
SR-11ij50 ≥11 — — —
SR-12ij50-2ib ≥12 — ≥2 —
SR-9ij80 — ≥9 — —
Table 3. Summary of signal region criteria for single-bin selections. The requirements in multi-
plicity and MΣJ are inclusive in all cases. A dash (‘-’) indicates that no requirement is applied to
the corresponding variable. The requirement S(EmissT ) > 5 is applied to all bins.
background processes. The kinematic requirements also challenge the parton shower ap-
proximations that are used to obtain higher multiplicities than are possible in fixed-order
calculations. For this reason the analysis was designed in a manner that allows the expected
yields in the signal regions for each of the most important backgrounds to be determined ei-
ther from fully data-driven methods or by using measurements of ATLAS data to calibrate
and to confirm the predictions of the MC simulations.
Three different broad classes of backgrounds are identified, and a different strategy is
employed for each.
The first class of background is multijet production through QCD processes in which
detector resolution effects produce an apparent momentum imbalance even in the absence
of any true EmissT . This class includes any contribution to the E
miss
T from neutrinos when
semileptonic decays of b- and c-hadrons are present in those jets. The probability dis-
tribution of jet mismeasurement from either source can be measured with high statistical
precision in data events with lower jet multiplicity. The distribution of S(EmissT ) is observed
to be almost independent of the jet multiplicity, and so the expected yield in each signal
region can be determined using a data-driven background template of S(EmissT ) extracted
from lower jet-multiplicity data events. Section 6.1 describes this method fully.
The second class of backgrounds consists of processes which contain true momentum
imbalance caused by the production of neutrinos in association with charged leptons (ex-
cluding semileptonic b- and c-hadron decays, which fall in the first class). The dominant
backgrounds in this second class are from tt̄ and W+jets production. For such backgrounds,
auxiliary measurements of the data in control regions (CRs) are used to normalise the
predictions from MC simulation. This control region approach is described in detail in
section 6.2.
The third class comprises subdominant backgrounds such as events from leptonically
decaying Z bosons and associated jets (Z+jets), single-top-quark production, diboson pro-
duction of WW , WZ, or ZZ, and the production of tt̄ in association with heavier particles
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Figure 2. Schematic of the kinematic regions used in the multijet template estimate for the
multijet background. SR represents any signal region, while the three TR variations are regions used
to extract and normalise the corresponding background prediction.
— this final item covers the production of three or four top quarks, tt̄ + W , tt̄ + Z, and
tt̄+WW production, and is collectively denoted by ‘tt̄+X’. The expected yields from these
backgrounds are found to be sufficiently small that they may be estimated with adequate
precision from MC simulation alone.
The final determination of the yield from each of the first two classes of backgrounds
is obtained using a simultaneous fit including control regions, as described in section 6.3.
6.1 Multijet background
The analysis is designed such that a data-driven method can be used for the estimation
of the dominant multijet background. This technique relies on the approximate invariance
of the multijet S(EmissT ) distribution with respect to changes in the jet multiplicity. The
procedure is also referred to as the multijet template estimate and is schematically shown
in figure 2, which illustrates various template regions (TRs) used to extract the prediction.
The predicted multijet background yield in a region N̂ [a < S(EmissT ) < b] with high
jet multiplicity (Nh) and S(EmissT ) in the range (a, b) is obtained from the measured yield
NTRshape in a lower jet-multiplicity (Nl) template region TRshape through the relation
N̂ [a < S(EmissT ) < b] =
NTRhnorm
NTRlnorm
NTRshape [a < S(E
miss
T ) < b].
In this equation, the regions for template normalisation TRlnorm and TR
h
norm, at lower and
higher jet multiplicity respectively, require S(EmissT ) < 2 in order to reduce signal and
leptonic background contamination. The fraction of signal contamination for non-excluded
parameter values in the target models is found to range from < 0.1% to 10% depending on
the region.
The multijet yields in the template regions TRshape, TR
l
norm and TR
h
norm are extracted by
subtracting the predicted contributions from the two leptonic background classes from the
yield in data. For signal regions requiring N50jet ≥ 8–12, the TRlnorm and TRshape are defined
using events with N50jet = 7. The criterion N
80
jet = 5 defines the corresponding template
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S(EmissT ) range 0–2 2–3 3–4 4–5 > 5
N80jet = 5 TR
l
norm — — — TRshape
N80jet = 6 — — — — VRNjet
N80jet ≥ 9 TRhnorm — QCR VRS(EmissT ) SR
Table 4. Illustration of the main multijet template, control and validation regions in Njet and
S(EmissT ) corresponding to the SR-9ij80 signal region. The template regions used to derive predic-
tions in the control and validation regions are not shown.
regions for the signal region selecting events with N80jet ≥ 9. The TRhnorm selection requires
the same jet multiplicity as the corresponding signal region.
A residual dependence of the multijet template estimate on event kinematics was ob-
served previously [15]. This secondary dependence is addressed by applying the tem-
plate method differentially in bins of the total scalar sum of jet transverse momenta
HT =
∑
j∈jets pTj , where pTj > 40 GeV. The HT bin ranges are chosen dynamically
to ensure good statistical precision in each bin. The effect of a different choice of the bin-
ning on the background estimate is accounted for by a dedicated systematic uncertainty.
For each signal region bin, the template estimate is extracted after applying the same MΣJ
and Nb-jet selections to all relevant template regions. Residual inaccuracies due to the Njet
extrapolation and potential mismodelling of the simulated backgrounds in the template
regions are corrected in a control region (QCR) defined in the range 3 < S(EmissT ) < 4, and
at the same jet multiplicity as the signal region. The yield in each QCR is used as input to
the simultaneous fit described in section 6.3.
To verify the accuracy of the multijet background prediction, two sets of validation
regions are defined. These correspond to the two dimensions in which the background
prediction is extrapolated:
• VRNjet is defined at a jet multiplicity below that of the signal region, and tests the
extrapolation in S(EmissT );
• VRS(EmissT ) instead is defined in an intermediate S(E
miss
T ) range between the QCR and
the signal region, specifically 4 < S(EmissT ) < 5, and tests the extrapolation in Njet.
For the SR-9ij80 signal region, the VRNjet requires N
80
jet = 6, a multiplicity between the
template regions and the signal region selection. An intermediate jet-multiplicity region is
not available for the j50 selections, as the SR-8ij50 regions are adjacent to the template
regions. Instead, the VRNjet requires N
50
jet = 7, and the test is performed on a template
extracted from data with N50jet = 6, selected with a prescaled trigger. The template region
S(EmissT ) and Njet requirements are summarised together with the QCR and VR requirements
in table 4 and table 5. Example distributions of S(EmissT ) in the lower jet-multiplicity VRs
are shown in figure 3.
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Figure 3. Distributions of S(EmissT ) for events in two of the validation regions. The upper panel
shows the absolute yields for data (black points) and all background subcomponents (histograms),
with the combination of statistical and systematic uncertainties shown by the hatched areas. The
yields for two benchmark signal models are overlaid, representing 1.6 TeV gluinos decaying into
W and Z bosons and a 100 GeV neutralino via intermediate gauginos (long dashed histogram) or
instead into tbs/tbd via a 600 GeV top squark through an R-parity-violating (RPV) coupling (short
dashed histogram). Signal yields are scaled by a factor of 100 for visibility. The lower panel shows
the ratio of the data yields to the total SM prediction.
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S(EmissT ) range 0–2 2–3 3–4 4–5 > 5
N50jet = 6, prescaled data TR
l,prescale
norm — — — TR
prescale
shape
N50jet = 7, full dataset TR
h,prescale
norm — — — VRNjet
N50jet = 7, full dataset TR
l
norm — — — TRshape
N50jet ≥ 8, full dataset TRhnorm — QCR VRS(EmissT ) SR
Table 5. Illustration of the main multijet template, control and validation regions in Njet and
S(EmissT ) corresponding to the j50 signal regions. The template regions needed to derive predictions
in the control and VRS(EmissT ) regions are not shown. For the row labelled ‘prescaled data’, a six-jet
trigger was used that collected only a fraction of the Run 2 data. The superscript ‘prescale’ is
used to indicate the template regions used to predict the VRNjet background using prescaled data.
6.2 Leptonic backgrounds
The SM processes which produce multijet events with one or more leptons are categorised
as leptonic backgrounds. Although events containing charged leptons (e or µ) are excluded
from the signal regions, it is still possible for leptonic backgrounds to contaminate them.
The veto only applies to events containing electrons or muons, and hence hadronically
decaying τ -leptons (originating from top quark or W boson decays) remain a source of
background. Such τ -leptons are treated as jets within this analysis, so they may contribute
to the jet count if they have sufficient pT, and the momentum lost through any associated
neutrinos can also cause these events to enter the signal regions. Additionally, there are
cases where the electrons or muons may fall outside of the detector acceptance, or be
misreconstructed in the detector, increasing the EmissT of the event.
The two largest leptonic backgrounds are from leptonically and semileptonically de-
caying tt̄, and leptonically decaying W bosons produced in association with jets. The
estimation of these backgrounds employs the MC simulations described in section 3. To re-
duce normalisation and modelling uncertainties the background predictions are normalised
to data using CRs.
The control regions are designed to be kinematically similar to signal regions, but not
to overlap with them. They are designed to enhance the contributions from particular
backgrounds, in order to measure those backgrounds cleanly, while being comparatively
sparse in signal contamination. Statistical orthogonality between the signal regions and
the leptonic CRs is achieved by requiring exactly one electron or muon in CR events. To
reduce statistical uncertainties, each Njet ≥ m signal region has a corresponding (Njet ≥
m − 1) control region, except in the case of signal regions with an N50jet ≥ 8 requirement,
where there are sufficiently large yields in the control region to match the signal region
Njet ≥ m requirement. In order to increase the statistical precision in control regions with
higher jet-multiplicity requirements, the S(EmissT ) threshold is reduced to 4 in the leptonic
control regions.
Two leptonic control regions are defined for each signal region: the first (WCR) includes
a b-jet veto to enhance the contribution of W+jets backgrounds, and the second (TCR)
requires at least one b-jet in the event, enriching the region with the tt̄ background. The
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Selection criterion Selection ranges
Lepton multiplicity Exactly one signal e or µ remaining after overlap removal
Lepton pT > 20 GeV
mT < 120 GeV
Trigger Same as signal regions
Jet pT, |η| Same as signal regions
Njet (including lepton)
≥ 8, for N50jet ≥ 8 signal regions;
≥ (NSRjet − 1), otherwise
Nb-jet = 0 (WCR), ≥ 1 (TCR)
MΣJ Same as signal regions
S(EmissT ) > 4
Table 6. Summary of the selections used to define the leptonic control regions.
8, 9, 10ij50
Nb-jet = 0 Nb-jet ≥ 1CR definitions
MΣJ ≤ 340 GeV WCR1 TCR1
340 GeV < MΣJ ≤ 500 GeV WCR2 TCR2
MΣJ > 500 GeV WCR3 TCR3
Table 7. Control region subdivisions for the background fits for multi-bin signal selections.
signal-region pT thresholds imposed on the jets also apply to the corresponding control
regions. To simulate the effect of τ -leptons being reconstructed as jets in the signal regions,
electrons and muons are also included as jets, for the purpose of the corresponding CR
selection, provided that they pass the same pT and |η| requirements as the jets in the
event. Finally, an upper bound on the transverse mass2 computed with the lepton and
EmissT is applied at 120 GeV in order to reduce contributions from signal processes. This
variable has a kinematic endpoint at the W boson mass for leptonically decaying on-shell
W bosons, but has no such bound when the lepton and EmissT originate from different
decays. The control region definitions are summarised in table 6.
Additional requirements are placed on MΣJ for the control regions in the same manner
as for the corresponding signal region selections. In the case of the single-bin selections
(table 3), the same threshold is applied. For multi-bin selections, the control regions have
three bins, corresponding to the same MΣJ thresholds, as shown in table 7.
The WCR and TCR are used as inputs to a fit that applies normalisation corrections to
the tt̄ and W+jets background components, as described in section 6.3.
6.3 Background normalisation corrections
Background estimates in the signal region are made more accurate by employing a back-
ground likelihood fit based on the control regions, using the methods described in ref. [89].
By means of this fit, the raw estimated yields for the major background components, in-
2The transverse mass is defined as mT =
√
2p`TE
miss
T [1− cos(∆φ( ~pT
`, ~EmissT ))], where p
`
T is the lepton pT.
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cluding the multijet, tt̄, and W+jets processes, are corrected for mismodelling. For the
other background processes, which contribute of the order of 1% of the SR yields, the
nominal MC predictions are used directly. The extent to which the background prediction
is compatible with the signal region observation is quantified in the form of a p-value CLb,
which is the probability of an upward fluctuation of the event yield relative to the signal
region prediction no larger than that observed in data, given the background model. The
multijet background, while estimated using a data-driven procedure, is incorporated in the
simultaneous fit due to the dependence of the template prediction on the subtraction of
other backgrounds which include the simulated tt̄ and W+jets estimates. Besides correct-
ing for any residual mismodelling, fitting the multijet component handles the correlations
between the systematic uncertainties of the different background components consistently.
In the case of the single-bin regions (table 3), the normalisations of the background
components are allowed to vary within their nominal uncertainties, described in section 6.4.
For the multi-bin analysis channels (table 2), the additional information available to the
fit permits a reduction in the uncertainties, as well as a modification of the event yields
to better accommodate the control region measurements. To avoid artificially constraining
systematic uncertainties in the background fit due to the high statistical precision, the
multijet normalisation region QCR is limited to a single bin with Nb-jet ≥ 0 and MΣJ ≥ 0.
For illustration, the pre-fit yields for the SR-8ij50 leptonic CRs are shown in figure 4,
demonstrating the extent of the observed mismodelling in the W+jets and tt̄ normalisation.
The fitted normalisation factors are summarised for all signal selections in figure 5, and
are found to be consistent across the wide range of jet multiplicities probed.
Figure 6 shows the background modelling in the validation regions VRNjet and VRS(EmissT )
for the SR-8ij50 multi-bin analysis. Considering uncertainties, the data yields are in agree-
ment with the predictions after applying the background normalisation factors. Similar
levels of agreement are found for the single-bin signal regions, as can be seen in figure 7. In
the VRS(EmissT )
, there is a tendency for the background predictions to mildly overshoot the
data, at the level of 10%. This is due to residual kinematic correlations causing the S(EmissT )
distribution not to be entirely independent of the jet multiplicity. Applying flavour-tagging
and jet mass selections alters these correlations. In the validation and signal regions, an
uncertainty based on the largest observed non-closure at lower jet multiplicities or smaller
S(EmissT ) values is applied, and is found to cover the observed discrepancies.
6.4 Systematic uncertainties
Systematic uncertainties from the following sources are assessed for the predicted back-
ground yields. Experimental systematic uncertainties chiefly include uncertainties in the
energy or momentum scales of reconstructed jets and leptons or the missing transverse
momentum, as well as the uncertainty in the total integrated luminosity and the mag-
nitude of pile-up corrections. Theoretical uncertainties are assessed by varying the scales
(renormalisation, factorisation, resummation, shower matching) at which cross-sections are
calculated or by comparison of an ensemble of matrix element and parton shower programs
used to generate the predictions. Each source of theoretical uncertainty is correlated across
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Figure 4. Pre-fit yields in the (a) W+jets and (b) tt̄ background normalisation regions for the
SR-8ij50 multi-bin analysis. The upper panel shows the absolute yields for data (black points)
and all background subcomponents (histograms), with the combination of statistical and systematic
uncertainties shown by the hatched areas. The lower panel shows the ratio of the data yields to the
total SM prediction.
the signal, control and validation region selections, but assessed separately for each back-
ground process.
Additional uncertainties account for potential inaccuracies in the data-driven multijet
estimate. The effects of residual kinematic correlations are estimated by modifying the
HT-binning procedure used in the multijet estimate. A comparison between the nominal
prediction and an alternative prediction assuming a broader resolution for flavour-tagged
jets measured in data is used to estimate the impact of different flavour composition in
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Figure 5. Summary of the fitted normalisation factors for the tt̄, W+jets and multijet backgrounds
in all signal regions. The error bars indicate the combination of statistical and systematic uncertain-
ties in the corresponding factors. Two pairs of SRs, namely the SR-8ij50 and SR-9ij50 multi-bin
regions and the SR-10ij50-0ib-MJ500 and SR-10ij50-1ib-MJ500 single-bin regions share leptonic
control regions, and therefore have highly correlated normalisation factors for the W+jets and tt̄
background components.
the template and signal regions. Finally, a conservative uncertainty is assessed from the
observed non-closure of the prediction in validation regions.
The dominant sources of systematic uncertainty are listed in table 8. The total uncer-
tainty in the predicted signal region yield is in the range 6–14% for the multi-bin signal
regions, and 7–66% for the less constrained single-bin regions. In both cases the largest
uncertainties arise in the regions with the highest requirements on the jet multiplicity (and
in the single-bin case also on the b-jet multiplicity or MΣJ ) since in those cases the support-
ing measurements are more statistically limited and so provide less precise constraints on
the background predictions.
In each of the three multi-bin signal regions the most important uncertainty is the clo-
sure systematic uncertainty associated with the multijet template estimate (3–6%), chiefly
because of the dominance of this background component. In the single-bin signal regions
the background normalisations are less constrained by the fit, and the statistical uncer-
tainties associated with the multijet and tt̄ control regions tend to dominate (4–27% for
multijets, 6–14% for tt̄).
The theoretical uncertainty in the tt̄ background predictions is also found to be sig-
nificant, with that from final-state radiation contributing up to 17% in the single-bin fits.
The impact on the total yield in multi-bin signal regions is ≤5%. The Z+jets component
has a theoretical uncertainty of up to 14% in the single-bin regions while it is at most 6%
in the multi-bin signal regions.
Most experimental systematic uncertainties affecting the reconstructed objects have
insignificant impacts, being substantially reduced due to correlations between the MC-
based predictions and the data-driven multijet template. The largest observed effects are
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Figure 6. Post-fit event yields in validation regions for the SR-8ij50 multi-bin analysis. The
upper panel shows the absolute yields for data (black points) and all background subcomponents
(histograms), with the combination of statistical and systematic uncertainties shown by the hatched
areas. The lower panel shows the ratio of the data yields to the total SM prediction.
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)
Figure 7. Post-fit event yields in validation regions summarised for all single-bin signal regions.
The upper panel shows the absolute yields for data (black points) and all background subcomponents
(histograms), with the combination of statistical and systematic uncertainties shown by the hatched
areas. The lower panel shows the ratio of the data yields to the total SM prediction.
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Signal region Total syst. Dominant systematic uncertainties
SR-8ij50-0ib-MJ500 16% EmissT soft, L 7% E
miss
T soft, T 7% Z+jets PS 5%
SR-9ij50-0ib-MJ340 16% EmissT soft, T 9% E
miss
T soft, L 9% Z+jets PS 4%
SR-10ij50-0ib-MJ340 20% tt̄ FSR 9% MC stat. 9% EmissT soft, L 8%
SR-10ij50-0ib-MJ500 27% tt̄ FSR 17% MC stat. 12% EmissT soft, L 9%
SR-10ij50-1ib-MJ500 24% MC stat. 14% EmissT soft, L 10% E
miss
T soft, T 10%
SR-11ij50 27% MC stat. 18% tt̄ FSR 14% tt̄ norm 6%
SR-12ij50-2ib 70% MC stat. 62% MJ norm 25% MJ HT binning 13%
SR-9ij80 21% MC stat. 14% Z+jets PS 14% Z+jets match 7%
SR-8ij50 multi-bin 6% MJ closure 3% JES flavour 3% JES flavour 2%
SR-9ij50 multi-bin 7% MJ closure 4% Z+jets PS 3% EmissT soft, L 3%
SR-10ij50 multi-bin 14% Z+jets PS 6% MJ closure 6% tt̄ FSR 5%
Table 8. The total systematic uncertainties are shown for each of the single-bin signal regions, and
also for the multi-bin signal regions, together with the three dominant contributions for each. The
individual uncertainties can be (anti-)correlated, and do not necessarily sum in quadrature to the
total background uncertainty. For the multi-bin signal regions the uncertainties are those found
after summing the expected yields over the corresponding MΣJ and b-jet multiplicity bins of table 2.
Within the table ‘MC stat.’ indicates the statistical uncertainty of the simulated event yield in the
SR, ‘MJ’ indicates the uncertainty in the multijet background, ‘closure’ indicates the uncertainty
from the multijet template method closure, ‘norm’ is the result of statistical uncertainties from
the CRs, ‘JES flavour’ indicates the effect of uncertainties in the jet energy scale due to differences
between quark- and gluon-initiated jets, ‘EmissT soft, L/T’ indicate two sources, longitudinal and
transverse, of uncertainty in the soft component of the missing transverse momentum, ‘MJ HT bin-
ning’ relates to the parameters of the binning of the multijet template in HT, ‘FSR’ indicates
final-state radiation, ‘match’ indicates the matrix element/parton shower matching scale, and ‘PS’
is the uncertainty from varying the scale at which the strong coupling constant is calculated for
parton shower emissions in the MC simulation.
due to the uncertainties in the jet energy scale, which can have an effect of up to 3% due
to the large jet activity in the events selected by this analysis, and in the soft term of the
missing transverse momentum (≤10%). In the least populated SRs, there can be a large
statistical uncertainty in the predictions from simulation.
7 Results and interpretation
Data yields are shown graphically for all signal regions in figure 8. The background pre-
dicted to have the largest yield in all signal regions comes from multijet production. The
relative contribution of the remaining backgrounds depends on the signal region. The tt̄
process generally provides the second-largest contribution, and tends to form a larger frac-
tion of the total background for higher jet-multiplicity requirements. As the requirement
on the number of b-tagged jets increases, it can be seen that the relative contributions
of W+jets, Z+jets and multi-boson backgrounds decrease compared to those from tt̄ and
single-top-quark production processes.
A breakdown of the yields in the single-bin regions is given in table 9. For illustra-
tion, the full S(EmissT ) distributions for several signal regions are shown in figure 9. The
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data yields are found to be consistent with the background predictions within the assessed
statistical and systematic uncertainties, with no significant excesses over the SM expec-
tation. Mild deviations from the SM expectation are observed, with a tendency for the
background to be overestimated in the higher jet-multiplicity regions, which is consistent
with the trends observed in the corresponding validation regions. For interpretation, the
likelihood fits for background estimation (section 6.3) are extended to include the signal
region, and thereby perform two forms of hypothesis test using a profile-likelihood-ratio
test statistic [90], quantifying the significance of any observed excesses or the lack thereof.
Firstly, the discovery test discriminates between the null hypothesis stating that the SR
measurement is consistent with only SM contributions and an alternative hypothesis pos-
tulating a positive signal. Secondly, assuming a specific signal model, one may also form an
exclusion test of the signal-plus-background hypothesis, where an observation significantly
smaller than the combination of SM and SUSY processes would lead to rejection of the
signal model. This provides the exclusion p-value p1, the probability of observing at most
the observed event yield when assuming that the signal is present with its nominal cross-
section. A complementary p-value for the background observation CLb is defined as the
probability of observing at most the observed yield under the background-only hypothesis.
Points in the SUSY parameter space are considered excluded if the CLs parameter [91],
computed as p1/(1−CLb) is smaller than 0.05. This protects against spurious exclusion of
signals due to observing SR event counts significantly smaller than those predicted. While
not strictly defining a frequentist confidence level, these are referred to as 95% confidence
level (CL) limits.
The impact of the particle-flow reconstruction was assessed in the single-bin signal
regions by applying the same event selection but instead using calorimeter-based hadronic
reconstruction. As a result of the improved jet and EmissT resolution, the multijet back-
ground is found to be reduced by 30–50%, corresponding to two standard deviations when
considering statistical uncertainties as well as the systematic uncertainties of the jet en-
ergy scale and multijet estimate closure, resulting in an overall 20% lower total background
yield in most regions. Consequently, the expected sensitivity to new physics signals is im-
proved by up to 30% (one standard deviation), quantified in terms of the upper limit on
BSM events.
The single-bin signal region event yields are used to derive model-independent con-
straints on the production of BSM particles. Table 10 shows the observed 95% CL limits
on the visible cross-section 〈εσ〉95obs as well as the observed (expected) limits on the number
of BSM signal events S95obs (S
95
exp) in each signal region. The discovery p-value p(s = 0),
defined as the probability of observing at least the observed event yield when assuming
that no signal is present, is calculated, as is the corresponding Gaussian significance Z.
For signal regions in which the predictions exceed the data, the value of p(s = 0) is capped
at 0.5. The smallest background p-value CLb computed in any region is 0.16, while the
smallest discovery p-value is 0.41, and hence all observations are compatible with the SM-
only hypothesis. The most stringent limits observed are for the SR-12ij50-2ib selection,
for which visible cross-sections greater than 40 ab are excluded.
Constraints on sparticle production in several benchmark parameter planes are shown
in figure 10. These limits extend beyond those achieved by the previous search [16]. All
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(d) Single-bin summary
Figure 8. Event yields in all signal regions, comparing data with the post-fit background predic-
tions. The upper panel shows the absolute yields for data (black points) and all background sub-
components (histograms), with the combination of statistical and systematic uncertainties shown by
the hatched areas. The yields for two benchmark signal models are overlaid, representing 1.6 TeV
gluinos decaying into W and Z bosons and a 100 GeV neutralino via intermediate gauginos (long
dashed histogram) or instead into tbs/tbd via a 600 GeV top squark through an R-parity-violating
(RPV) coupling (short dashed histogram). The lower panel shows the ratio of the data yields to the
total SM prediction.
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(c) SR-9ij80
Figure 9. Distribution of S(EmissT ) in selected signal regions. The tt̄ and W+jets backgrounds
are normalised according to the background fits, and the multijet background prediction adjusted
accordingly. The upper panel shows the absolute yields for data (black points) and all background
subcomponents (histograms), with the combination of statistical and systematic uncertainties shown
by the hatched areas. The yields for two benchmark signal models are overlaid, representing 1.6 TeV
gluinos decaying into W and Z bosons and a 100 GeV neutralino via intermediate gauginos (long
dashed histogram) or instead into tbs/tbd via a 600 GeV top squark through an R-parity-violating
(RPV) coupling (short dashed histogram). The lower panel shows the ratio of the data yields to the
total SM prediction.
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Background process SR-8ij50-0ib-MJ500 SR-9ij50-0ib-MJ340
Multijets 372± 46 296± 39
Top quark pairs 208± 89 201± 65
W+jets 41± 20 29± 12
Z+jets 75± 46 53± 33
Single top quarks 23.9± 10.5 14.1± 5.3
tt̄+X 16.1± 8.3 16.4± 8.4
Diboson, triboson 12.7± 1.7 5.6± 1.3
Total background 750± 120 614± 97
Observed events 747 588
Background process SR-10ij50-0ib-MJ340 SR-10ij50-0ib-MJ500 SR-10ij50-1ib-MJ500
Multijets 62± 11 32.8± 6.1 26.9± 6.8
Top quark pairs 47± 17 26± 15 23.5± 9.8
W+jets 4.9± 2.7 0.6+1.0−0.6 0.3
+0.4
−0.3
Z+jets 14± 13 4± 4 1.5+1.6−1.5
Single top quarks 2.4± 1.7 0.9+1.7−0.9 0.8
+1.1
−0.8
tt̄+X 5.0± 2.6 2.7± 1.5 2.7± 1.5
Diboson, triboson 1.13± 0.24 0.65± 0.19 0.26± 0.06
Total background 136± 28 68± 18 56± 13
Observed events 116 58 42
Background process SR-11ij50 SR-12ij50-2ib SR-9ij80
Multijets 12.0± 3.8 1.03± 0.99 20.0± 5.1
Top quark pairs 9.7± 4.5 0.66± 0.53 15.3± 4.0
W+jets 0.75± 0.75 0.04+0.08−0.04 2.2± 1.2
Z+jets 2.4± 1.4 0.50± 0.31 5.3+5.4−5.3
Single top quarks 0.4+1.6−0.4 0.00± 0.00 0.50
+0.71
−0.50
tt̄+X 1.4± 0.8 0.20± 0.19 1.9± 1.0
Diboson, triboson 0.31± 0.06 0.00± 0.00 0.32± 0.06
Total background 27.0± 7.3 2.4± 1.7 45.6± 9.5
Observed events 23 2 48
Table 9. Detailed event yields in all single-bin signal regions. Due to correlations, summing the
uncertainties of individual background components may not reproduce the final uncertainty of the
total background prediction.
exclusion fits are consistent with the background-only hypothesis, considering the total
uncertainties.
For all three signal scenarios, the multi-bin limits provide the strongest expected con-
straints. There are two exceptions: the SR-9ij80-0ib selection reaches parity with the
multi-bin limits for small neutralino masses in the two-step gluino decay model, while at
low gluino masses in the RPV decay the SR-8ij50-0ib-MJ500 single-bin region achieves
better sensitivity for small mass-splittings, but only for signal models already excluded
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Signal channel 〈εσ〉95obs [fb] S95obs S95exp CLb p(s = 0) (Z)
SR-8ij50-0ib-MJ500 1.16 163 162+33−39 0.50 0.50 (0.00)
SR-9ij50-0ib-MJ340 0.95 133 140+30−31 0.50 0.50 (0.00)
SR-10ij50-0ib-MJ340 0.22 31 40+15−11 0.21 0.50 (0.00)
SR-10ij50-0ib-MJ500 0.16 21.9 25.9+9.6−6.8 0.29 0.50 (0.00)
SR-10ij50-1ib-MJ500 0.12 16.8 22.8+8.5−6.1 0.16 0.50 (0.00)
SR-11ij50 0.09 13.0 15.1+6.0−4.2 0.32 0.50 (0.00)
SR-12ij50-2ib 0.04 5.0 5.2+2.5−1.7 0.44 0.50 (0.00)
SR-9ij80 0.18 25.2 24.5+7.0−6.3 0.57 0.41 (0.22)
Table 10. Left to right: 95% CL upper limits on the visible cross-section (〈εσ〉95obs) and on the
number of signal events (S95obs ). The third column (S
95
exp) shows the 95% CL upper limit on the
number of signal events, given the expected number of background events (and the ±1σ excursions
around the expectation). The last two columns indicate the CLb value, i.e. the confidence level
observed for the background-only hypothesis, and the discovery p-value (p(s = 0)), together with
the corresponding Gaussian significance (Z).
by previous searches. More significantly, the multi-bin approach enhances the sensitivity
to RPV decays of the gluino, as well as to gluino-mediated stop production in the region
where the LSP is moderately massive. The 8-jet multi-bin region is most sensitive where
the gluino-neutralino mass-splitting is smaller, while the 9- and 10-jet selections take over
as the mass-splitting increases, which allows better signal-background discrimination with
a harsher selection.
The strongest bounds on the gluino mass are placed at mg̃ = 2 TeV for gluinos decaying
via a two-step cascade to W and Z bosons when assuming nearly massless neutralinos. For
gluino decays into a tt̄ pair and EmissT via RPC couplings, the region with mg̃ < 1.8 TeV
and mχ̃01 < 700 GeV is excluded, with the highest excluded neutralino mass being mχ̃01 '
950 GeV. This represents an improvement of 260 GeV in mg̃ and 230 GeV in mχ̃01 with
respect to the previous search results. In the case of stop-mediated gluino decays via RPV
couplings, the reach in mg̃ is above 1.5 TeV for t̃1 masses of 400 GeV to 1.1 TeV, with the
maximal reach being achieved almost 1.6 TeV for mt̃1 = 900 GeV.
8 Conclusion
A search for new physics, producing many jets and moderate EmissT , is presented, using the
139 fb−1 dataset of 13 TeV pp collisions collected by ATLAS during Run 2 of the LHC. The
analysis selects events in regions with large jet multiplicities (from ≥8 to ≥12 jets) with
further requirements on the number of b-tagged jets, and on the sum of the masses of large-
radius jets. This search is the first from ATLAS to exploit particle-flow reconstruction for
jets and EmissT . The combination of this improvement together with a better object-based
S(EmissT ) definition and a multi-bin statistical analysis leads to significant improvements in
the search sensitivity beyond that afforded simply by the larger dataset.
No significant deviations from the Standard Model expectations are observed, while
limits on the production of new particles are significantly extended. In the context of R-
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Figure 10. Exclusion limits on gluino production in various parameter planes. The solid maroon
line indicates the observed exclusion limit at 95% CL. Transitions between two signal regions which
provide the best expected sensitivity in different regions of the parameter space may lead to discon-
tinuities in the observed limit. The 1σ variations in the observed limit due to the uncertainty on
the signal production cross-sections are shown with dotted maroon lines. A dashed black line and
yellow band respectively indicate the expected limit and its 1σ variations due to all uncertainties in
the signal acceptance and background yields. Grey shading is used to indicate the observed limit
from the previous publication [16].
parity conserving supersymmetry, limits on the gluino mass reach 2 TeV in the case of a
two-step cascade via vector bosons, which are the most stringent limits observed to date
when assuming a low-mass χ̃
0
1. For gluino-pair production followed by the decay g̃ → tt̄χ̃01
gluino masses up to 1.8 TeV are excluded for χ̃
0
1 masses up to 700 GeV. In the case
of gluino-pair production followed by the R-parity-violating decays, g̃ → tbd, tbs, limits
extend up to almost 1.6 TeV for a t̃ mass of 900 GeV. Model-independent upper limits
on the visible cross-section are set as low as 40 ab, in signal regions that probe extremely
large jet multiplicities, with the most stringent selections requiring ≥12 jets of which two
are b-tagged.
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MICINN, Spain; SRC and Wallenberg Foundation, Sweden; SERI, SNSF and Cantons of
Bern and Geneva, Switzerland; MOST, Taiwan; TAEK, Turkey; STFC, United Kingdom;
DOE and NSF, United States of America. In addition, individual groups and members have
received support from BCKDF, CANARIE, Compute Canada and CRC, Canada; ERC,
ERDF, Horizon 2020, Marie Sk lodowska-Curie Actions and COST, European Union; In-
vestissements d’Avenir Labex, Investissements d’Avenir Idex and ANR, France; DFG and
AvH Foundation, Germany; Herakleitos, Thales and Aristeia programmes co-financed by
EU-ESF and the Greek NSRF, Greece; BSF-NSF and GIF, Israel; La Caixa Banking Foun-
dation, CERCA Programme Generalitat de Catalunya and PROMETEO and GenT Pro-
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A.T. Goshaw49, M.I. Gostkin80, C.A. Gottardo119, M. Gouighri35b, A.G. Goussiou147,
N. Govender33c, C. Goy5, I. Grabowska-Bold84a, E.C. Graham91, J. Gramling170, E. Gramstad133,
S. Grancagnolo19, M. Grandi155, V. Gratchev137, P.M. Gravila27f , F.G. Gravili68a,68b, C. Gray57,
H.M. Gray18, C. Grefe24, K. Gregersen97, I.M. Gregor46, P. Grenier152, K. Grevtsov46,
C. Grieco14, N.A. Grieser128, A.A. Grillo145, K. Grimm31,k, S. Grinstein14,w, J.-F. Grivaz65,
S. Groh100, E. Gross179, J. Grosse-Knetter53, Z.J. Grout95, C. Grud106, A. Grummer118,
J.C. Grundy134, L. Guan106, W. Guan180, C. Gubbels174, J. Guenther36, A. Guerguichon65,
J.G.R. Guerrero Rojas173, F. Guescini115, D. Guest170, R. Gugel100, T. Guillemin5, S. Guindon36,
U. Gul57, J. Guo60c, W. Guo106, Y. Guo60a, Z. Guo102, R. Gupta46, S. Gurbuz12c,
G. Gustavino128, M. Guth52, P. Gutierrez128, C. Gutschow95, C. Guyot144, C. Gwenlan134,
C.B. Gwilliam91, E.S. Haaland133, A. Haas125, C. Haber18, H.K. Hadavand8, A. Hadef60a,
M. Haleem176, J. Haley129, J.J. Hall148, G. Halladjian107, G.D. Hallewell102, K. Hamano175,
H. Hamdaoui35e, M. Hamer24, G.N. Hamity50, K. Han60a,v, L. Han60a, S. Han18, Y.F. Han166,
K. Hanagaki82,t, M. Hance145, D.M. Handl114, M.D. Hank37, R. Hankache135, E. Hansen97,
J.B. Hansen40, J.D. Hansen40, M.C. Hansen24, P.H. Hansen40, E.C. Hanson101, K. Hara168,
T. Harenberg181, S. Harkusha108, P.F. Harrison177, N.M. Hartman152, N.M. Hartmann114,
Y. Hasegawa149, A. Hasib50, S. Hassani144, S. Haug20, R. Hauser107, L.B. Havener39,
M. Havranek141, C.M. Hawkes21, R.J. Hawkings36, S. Hayashida117, D. Hayden107, C. Hayes106,
R.L. Hayes174, C.P. Hays134, J.M. Hays93, H.S. Hayward91, S.J. Haywood143, F. He60a,
– 39 –
J
H
E
P
1
0
(
2
0
2
0
)
0
6
2
M.P. Heath50, V. Hedberg97, S. Heer24, A.L. Heggelund133, C. Heidegger52, K.K. Heidegger52,
W.D. Heidorn79, J. Heilman34, S. Heim46, T. Heim18, B. Heinemann46,aj, J.G. Heinlein136,
J.J. Heinrich131, L. Heinrich36, J. Hejbal140, L. Helary61b, A. Held125, S. Hellesund133,
C.M. Helling145, S. Hellman45a,45b, C. Helsens36, R.C.W. Henderson90, Y. Heng180,
L. Henkelmann32, A.M. Henriques Correia36, H. Herde26, Y. Hernández Jiménez33e, H. Herr100,
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R.M. Jacobs46, B.P. Jaeger151, V. Jain2, G. Jäkel181, K.B. Jakobi100, K. Jakobs52, T. Jakoubek179,
J. Jamieson57, K.W. Janas84a, R. Jansky54, M. Janus53, P.A. Janus84a, G. Jarlskog97,
A.E. Jaspan91, N. Javadov80,ac, T. Jav̊urek36, M. Javurkova103, F. Jeanneau144, L. Jeanty131,
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A.G. Myagkov123,ag, A.A. Myers138, J. Myers131, M. Myska141, B.P. Nachman18,
O. Nackenhorst47, A.Nag Nag48, K. Nagai134, K. Nagano82, Y. Nagasaka62, J.L. Nagle29,
E. Nagy102, A.M. Nairz36, Y. Nakahama117, K. Nakamura82, T. Nakamura162, H. Nanjo132,
F. Napolitano61a, R.F. Naranjo Garcia46, R. Narayan42, I. Naryshkin137, T. Naumann46,
G. Navarro22a, P.Y. Nechaeva111, F. Nechansky46, T.J. Neep21, A. Negri71a,71b, M. Negrini23b,
C. Nellist119, C. Nelson104, M.E. Nelson45a,45b, S. Nemecek140, M. Nessi36,e, M.S. Neubauer172,
F. Neuhaus100, M. Neumann181, R. Newhouse174, P.R. Newman21, C.W. Ng138, Y.S. Ng19,
Y.W.Y. Ng170, B. Ngair35e, H.D.N. Nguyen102, T. Nguyen Manh110, E. Nibigira38,
R.B. Nickerson134, R. Nicolaidou144, D.S. Nielsen40, J. Nielsen145, M. Niemeyer53, N. Nikiforou11,
V. Nikolaenko123,ag, I. Nikolic-Audit135, K. Nikolopoulos21, P. Nilsson29, H.R. Nindhito54,
Y. Ninomiya82, A. Nisati73a, N. Nishu60c, R. Nisius115, I. Nitsche47, T. Nitta178, T. Nobe162,
D.L. Noel32, Y. Noguchi86, I. Nomidis135, M.A. Nomura29, M. Nordberg36, J. Novak92,
T. Novak92, O. Novgorodova48, R. Novotny141, L. Nozka130, K. Ntekas170, E. Nurse95,
– 42 –
J
H
E
P
1
0
(
2
0
2
0
)
0
6
2
F.G. Oakham34,al, H. Oberlack115, J. Ocariz135, A. Ochi83, I. Ochoa39, J.P. Ochoa-Ricoux146a,
K. O’Connor26, S. Oda88, S. Odaka82, S. Oerdek53, A. Ogrodnik84a, A. Oh101, S.H. Oh49,
C.C. Ohm153, H. Oide164, M.L. Ojeda166, H. Okawa168, Y. Okazaki86, M.W. O’Keefe91,
Y. Okumura162, T. Okuyama82, A. Olariu27b, L.F. Oleiro Seabra139a, S.A. Olivares Pino146a,
D. Oliveira Damazio29, J.L. Oliver1, M.J.R. Olsson170, A. Olszewski85, J. Olszowska85,
D.C. O’Neil151, A.P. O’neill134, A. Onofre139a,139e, P.U.E. Onyisi11, H. Oppen133,
R.G. Oreamuno Madriz121, M.J. Oreglia37, G.E. Orellana89, D. Orestano75a,75b, N. Orlando14,
R.S. Orr166, V. O’Shea57, R. Ospanov60a, G. Otero y Garzon30, H. Otono88, P.S. Ott61a,
G.J. Ottino18, M. Ouchrif35d, J. Ouellette29, F. Ould-Saada133, A. Ouraou144, Q. Ouyang15a,
M. Owen57, R.E. Owen21, V.E. Ozcan12c, N. Ozturk8, J. Pacalt130, H.A. Pacey32, K. Pachal49,
A. Pacheco Pages14, C. Padilla Aranda14, S. Pagan Griso18, G. Palacino66, S. Palazzo50,
S. Palestini36, M. Palka84b, D. Pallin38, P. Palni84a, C.E. Pandini54, J.G. Panduro Vazquez94,
P. Pani46, G. Panizzo67a,67c, L. Paolozzi54, C. Papadatos110, K. Papageorgiou9,g, S. Parajuli42,
A. Paramonov6, C. Paraskevopoulos10, D. Paredes Hernandez63b, S.R. Paredes Saenz134,
B. Parida179, T.H. Park166, A.J. Parker31, M.A. Parker32, F. Parodi55b,55a, E.W. Parrish121,
J.A. Parsons39, U. Parzefall52, L. Pascual Dominguez135, V.R. Pascuzzi18, J.M.P. Pasner145,
F. Pasquali120, E. Pasqualucci73a, S. Passaggio55b, F. Pastore94, P. Pasuwan45a,45b, S. Pataraia100,
J.R. Pater101, A. Pathak180,i, J. Patton91, T. Pauly36, J. Pearkes152, B. Pearson115,
M. Pedersen133, L. Pedraza Diaz119, R. Pedro139a, T. Peiffer53, S.V. Peleganchuk122b,122a,
O. Penc140, H. Peng60a, B.S. Peralva81a, M.M. Perego65, A.P. Pereira Peixoto139a,
L. Pereira Sanchez45a,45b, D.V. Perepelitsa29, E. Perez Codina167a, F. Peri19, L. Perini69a,69b,
H. Pernegger36, S. Perrella139a, A. Perrevoort120, K. Peters46, R.F.Y. Peters101, B.A. Petersen36,
T.C. Petersen40, E. Petit102, A. Petridis1, C. Petridou161, P. Petroff65, F. Petrucci75a,75b,
M. Pettee182, N.E. Pettersson103, K. Petukhova142, A. Peyaud144, R. Pezoa146d, L. Pezzotti71a,71b,
T. Pham105, F.H. Phillips107, P.W. Phillips143, M.W. Phipps172, G. Piacquadio154, E. Pianori18,
A. Picazio103, R.H. Pickles101, R. Piegaia30, D. Pietreanu27b, J.E. Pilcher37, A.D. Pilkington101,
M. Pinamonti67a,67c, J.L. Pinfold3, C. Pitman Donaldson95, M. Pitt160, L. Pizzimento74a,74b,
M.-A. Pleier29, V. Pleskot142, E. Plotnikova80, P. Podberezko122b,122a, R. Poettgen97, R. Poggi54,
L. Poggioli135, I. Pogrebnyak107, D. Pohl24, I. Pokharel53, G. Polesello71a, A. Poley18,
A. Policicchio73a,73b, R. Polifka142, A. Polini23b, C.S. Pollard46, V. Polychronakos29,
D. Ponomarenko112, L. Pontecorvo36, S. Popa27a, G.A. Popeneciu27d, L. Portales5,
D.M. Portillo Quintero58, S. Pospisil141, K. Potamianos46, I.N. Potrap80, C.J. Potter32,
H. Potti11, T. Poulsen97, J. Poveda173, T.D. Powell148, G. Pownall46, M.E. Pozo Astigarraga36,
P. Pralavorio102, S. Prell79, D. Price101, M. Primavera68a, M.L. Proffitt147, N. Proklova112,
K. Prokofiev63c, F. Prokoshin80, S. Protopopescu29, J. Proudfoot6, M. Przybycien84a,
D. Pudzha137, A. Puri172, P. Puzo65, D. Pyatiizbyantseva112, J. Qian106, Y. Qin101, A. Quadt53,
M. Queitsch-Maitland36, A. Qureshi1, M. Racko28a, F. Ragusa69a,69b, G. Rahal98, J.A. Raine54,
S. Rajagopalan29, A. Ramirez Morales93, K. Ran15a,15d, T. Rashid65, D.M. Rauch46,
F. Rauscher114, S. Rave100, B. Ravina148, I. Ravinovich179, J.H. Rawling101, M. Raymond36,
A.L. Read133, N.P. Readioff58, M. Reale68a,68b, D.M. Rebuzzi71a,71b, G. Redlinger29, K. Reeves43,
J. Reichert136, D. Reikher160, A. Reiss100, A. Rej150, C. Rembser36, A. Renardi46, M. Renda27b,
M.B. Rendel115, S. Resconi69a, E.D. Resseguie18, S. Rettie95, B. Reynolds127, E. Reynolds21,
O.L. Rezanova122b,122a, P. Reznicek142, E. Ricci76a,76b, R. Richter115, S. Richter46,
E. Richter-Was84b, M. Ridel135, P. Rieck115, O. Rifki46, M. Rijssenbeek154, A. Rimoldi71a,71b,
M. Rimoldi46, L. Rinaldi23b, T.T. Rinn172, G. Ripellino153, I. Riu14, P. Rivadeneira46,
J.C. Rivera Vergara175, F. Rizatdinova129, E. Rizvi93, C. Rizzi36, S.H. Robertson104,ab,
M. Robin46, D. Robinson32, C.M. Robles Gajardo146d, M. Robles Manzano100, A. Robson57,
A. Rocchi74a,74b, E. Rocco100, C. Roda72a,72b, S. Rodriguez Bosca173, A.M. Rodŕıguez Vera167b,
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71 INFN Sezione di Pavia(a); Dipartimento di Fisica(b), Università di Pavia, Pavia; Italy
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