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Abstract
In certain point processes, the configuration of points outside a bounded
domain determines certain features of the point process within the domain.
This notion, called rigidity, was introduced in [GP]. In this paper, rigidity and
the related notion of tolerance are studied more systematically and many new
examples of point processes with rigidity of various levels are found. Natural
classes of point processes such as determinantal point processes, zero sets of
Gaussian entire functions and perturbed lattices are studied from the point of
view of rigidity. In particular, a class of point processes with arbitrarily high
levels of rigidity is introduced.
1 Introduction
A point process on Rd is a random locally finite subset. The most studied among
these are the Poisson point processes. In a Poisson process, for any Borel subset
D ⊆ Rd, the configuration of points of the point process that fall inside D and the
configuration of points that fall inside Dc are independent. For a general point
process they are not. In [GP], a surprising phenomenon diametrically opposite to
independence was discovered to occur in certain point processes: Some features of
the configuration of points inside D (eg., the number of points that fall in D) may
be determined, almost surely, by the configuration of points in Dc!
This phenomenon was called rigidity in [GP]. It was shown there that for the
infinite Ginibre ensemble (recalled more precisely in Result 1) on R2, the number
1
of points inside a bounded region is determined by the configuration of points
outside. It was also shows that for the zeroes of the canonical Gaussian entire
function (see Result 2), the number of points as well as the center of mass of the
points in a bounded region are determined by the configuration of points outside.
In both cases it was shown, in a precise sense, that nothing more than this can be
determined by the configuration outside.
The goal of this paper is to systematically explore the extent of rigidity in several
natural point processes. In this section, we give definitions of rigidity and tolerance
following [GP], but in a more general setting. Then we recall the known examples
and related results in the literature. Further, we mention certain applications to the
study of point processes to which these notions have been crucial. In Section 2 we
state the new results of this paper. In later sections we give proofs of these results.
Let Ξ be a locally compact topological space. Let Mp(Ξ) denote the space of
integer-valued Radon measures on Ξ and let S ⊆ Mp(Ξ) denote the collection
of counting measures of locally finite subsets of Ξ. Recall that Mp(Ξ) is itself a
Polish space with the topology of vague convergence and S is an open subset of
Mp(Ξ)which endows themwith a Borel sigma-algebra. A point process is a random
variableΠ defined on some probability space (Ω,F ,P) and taking values inMp(Ξ).
If Π ∈ S a.s., then it is said to be a simple point process. For more details on point
processes, we refer the reader to [DaV] and [Ka].
If D ⊆ Ξ is a Borel set, let SD = {θ ∈ S : θ(Dc) = 0}. For a point process Π
on Ξ, let ΠD denote the restriction of Π to D, i.e., the point process on Ξ satisfying
ΠD(A) = Π(A∩D). Let σ{ΠD} denote the sigma-algebra generated byΠD. Random
variables measurable with respect to σ{ΠD} are precisely those of the form f(ΠD)
where f : SD 7→ R is measurable.
The key object in our study is the sigma-algebra RD := σ(ΠD) ∩ σ(ΠDc). If Y
is an RD-measurable random variable, then there exist measurable functions fin :
SD 7→ R and fout : SDc 7→ R such that Y = fin(ΠD) a.s. and Y = fout(ΠDc) a.s. Thus,
RD-measurable random variables are precisely those features of ΠD which can be
inferred exactly (with probability one), from a knowledge of the configuration ΠDc .
Definition 1 (Rigidity). A measurable function f : SD 7→ R is said to be rigid for the
pair (Π, D) if f(ΠD) isRD-measurable.
Clearly, this is interesting only if f(ΠD) is not a constant. In that case,RD contains
events with non-trivial probability.
The most basic feature of interest is the number of points in D, i.e., ND : SD → R
defined as ND(Π) = Π(D). If ND is rigid for all pre-compact D ⊆ Ξ, then we say
that Π exhibits rigidity of numbers.
Once we establish that there are rigid functions, the natural question is, how
many? This is captured by the following definition. We write σ{Yi : i ∈ I} for the
sigma-algebra generated by Yi, i ∈ I .
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Definition 2 (Tolerance). Let f1, . . . , fm : SD 7→ R be measurable functions. We say
that the pair (Π, D) is tolerant subject to {f1, . . . , fm} if σ{f1(ΠD), . . . , fm(ΠD)} andRD
are equal up to P-null sets.
The definition means that each fi is rigid for (Π, D) and for everyA ∈ RD, there is
aB ∈ σ{f1(ΠD), . . . , fm(ΠD)} such that P(A∆B) = 0. Of course, we may allowm =
∞ and make the same definition. This definition captures the idea that nothing
more than fi(ΠD), i ≤ m, can be determined by the outside configuration ΠDc . Or
more precisely, any feature of the point process insideD that can be determined by
the outside configuration is equal (almost surely) to a function of thesem features.
However, there are other ways to capture the same idea. In most of the cases that
we encounter, the following stronger form of tolerance holds.
Definition 3 (Tolerance - strong form). In the language of Definition 2, we say that
(Π, D) is strongly tolerant subject to {f1, f2, . . . , fm} if, almost surely, the conditional dis-
tribution ofΠD givenΠDc is mutually absolutely continuous to the conditional distribution
of ΠD given σ{f1(ΠD), . . . , fm(ΠD)}.
There are other possible definitions of tolerance that lie between these two. In
section 7 we discuss these and also explain the relationship between tolerance and
strong tolerance. In particular, it is shown that strong tolerance implies tolerance,
as the name suggests.
In general, the extent of rigidity could depend not only on the underlying point
process but also on the sub-domain D. In almost all cases considered in this paper,
the point process is on R2 and the extent of rigidity is the same for all bounded
subsets D. Hence we make the following definition.
If Π is a point process on R2 ∼= C with finite number of points (i.e., Π(C) < ∞
a.s.), define Mk(Π) =
∫
C
zkdΠ(z) for k ∈ N. For a general point process Mk(ΠD)
makes sense for any bounded Borel set D. Especially significant is M0(ΠD), the
number of points of Π in D. which we also denote by ND.
Definition 4. A simple point process Π on the complex plane C is said to be rigid at level
k if the following conditions are satisfied.
1. For any bounded open setD, the pair (Π, D) is strongly tolerant subject to {M0, . . . ,Mk−1},
2. Given Mj(ΠD) = mj for 0 ≤ j ≤ k − 1, the conditional distribution of ΠD is
mutually absolutely continuous to Lebesgue measure on the manifold
{(z1, . . . , zm0) ∈ Dm0 : zj1 + . . .+ zjm0 = mj for 1 ≤ j ≤ k − 1}.
This should hold for (almost) everym0 ∈ N,m1, . . . , mk−1 ∈ C.
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Clearly, analogous definitions can be made with any functions φj : C 7→ R by
defining tolerance subject to the linear statistics Λj(ΠD) =
∫
D
φj(x)dΠ(x), 0 ≤ j ≤ k.
Such definitions can be extended beyond the complex plane. Even on the complex
plane, one could consider non-holomorphic momentsMj,k(ΠD) :=
∫
D
zj z¯kdΠD(z),
and for point processes that do not have joint intensities with respect to Lebesgue
measure (for instance, point processes on Z2), etc. While the concepts of rigidity
and tolerance and rigidity of numbers as given in the first three definitions are
somehow fundamental, the definition of “rigid up to level k” in the last definition
is deliberately made specific to the plane, and for the sake of conciseness in the
statement of our results.
Known examples of rigidity and tolerance: A Poisson process has no rigidity. In
other words, RD is trivial for any D. It is interesting and non-trivial that there are
point processes with any rigidity at all. We quote three sample results. The first
two are from [GP] while the last is from [G-I].
Infinite Ginibre ensemble in the complex plane: This is the determinantal point pro-
cess defined by the kernel ezw¯ with respect to the measure 1
pi
e−
1
2
|z|2 on the complex
plane. For the definition of a determinantal point process, we refer the reader to
[Sosh] or chapter 4 of [HKPV] (a brief description is given in Section 2). The infi-
nite Ginibre ensemble is a translation and rotation invariant simple point process
on the plane.
Result 1 ([GP]). The infinite Ginibre ensemble is rigid at level 1.
Informally, the result says that for any bounded set D, from the knowledge of
ΠDc , it is possible to determine the number of points in ΠD, but nothing more can
be determined.
Zero set of the canonical Gaussian entire function: LetΠ be the zero set of the random
entire function
∑∞
n=0 ξn
zn√
n!
where ξn are i.i.d. standard complex Gaussian random
variables (each ξn has density
1
pi
e−|z|
2
). Then, Π is a translation and rotation invari-
ant simple point process on the plane (see [ST1] for details).
Result 2 ([GP]). The zero set of the Gaussian entire function is rigid at level 2.
Informally, this means that for any bounded setD, from the knowledge of ΠDc , it
is possible to determine the number of points in ΠD and the center of mass of these
points, but nothing more.
Sine-kernel determinantal point process onR: This is the determinantal point process
with kernel sin(x−y)
x−y with respect to the Lebesgue measure on R. This is a translation
invariant simple point process (see section 2 of [Sosh]) that arises in the study of
Hermitian random matrices.
Result 3. ([G-I]) The sine-kernel determinantal point process has rigidity of numbers.
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A similar result was shown for a wide class of translation invariant determi-
nantal point processes on the real line. These determinantal processes (see Sosh-
nikov [Sosh] and Lyons and Steif [LySt]) have kernels of the form gˆ(x − y) where
g ∈ L2(R) and 0 ≤ g ≤ 1. See [G-I] for details.
Bufetov [Buf-3] showed rigidity for determinantal point process with Airy, Bessel
and Gamma kernels. These point processes are not translation invariant. In addi-
tion, Bufetov and Qiu [BQ], have shown rigidity for a class of determinantal pro-
cesses in the plane. Their result has a strong overlap with, but does not subsume,
Theorems 2.3 and 2.4 that we prove in this paper. In addition, it is worth mention-
ing that in [BDQ], Bufetov, Dabrowski and Qiu study one-sided rigidity. In our
terminology, this corresponds to taking Ξ = R and D = [a,∞). Bufetov’s result
may be the only known result that proves rigidity for unbounded sets, although
one may mention that analogous results are known in the theory of Gaussian pro-
cesses (see the book [DM] for instance).
Related results: In [OsSh], Osada and Shirai showed that for the Ginibre ensem-
ble, the Palm measures with respect to different point sets are mutually absolutely
continuous if the conditioning set of points have the same cardinality, and are mu-
tually absolutely continuous otherwise. Such dichotomy is similar in spirit to, and
is, in fact, closely related with the rigidity phenomena under our consideration.
For more on this theme, we refer the reader to the upcoming article [G-II].
Applications to other aspects of point processes: The study of rigidity, although
natural, is not an end in itself. Rigidity phenomena have been exploited to answer
questions on point processes and stochastic geometry that are interesting in their
own right.
In [G-I], rigidity of the sine kernel process (Result 3) was exploited to answer a
completeness question related to exponential functions coming from the point pro-
cess. In [GKP], the authors used an understanding of the rigidity behaviour of the
Ginibre ensemble and the zero set of the Gaussian entire function (Result 1 and Re-
sult 2) in order to study continuum percolation on these models. In particular, they
showed the existence of a non-trivial critical radius for percolation, and established
the uniqueness of the infinite cluster in the supercritical regime.
In [Os], an understanding of quasi-Gibbs property, which has a somewhat similar
flavour to rigidity and tolerance, was used to define an infinite particle SDE for
invariant dynamics on the Ginibre process. To execute a similar programme for
invariant dynamics on the zero set of the Gaussian entire function, one faces new
challenges involving the higher level of rigidity in Result 2, and it is a topic of
current research.
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2 Our results
Now we present our results along with some remarks on our motivations and on
what more could be true but are not known.
Point processes with higher levels of rigidity: In Results 1 and 2 we have seen
point process that are rigid at level 1 and at level 2. Are there natural point pro-
cesses that exhibit higher levels of rigidity? This would mean that for some k ≥ 3
and any bounded setD, the sum of kth powers of the points of the process that fall
in D can be determined by the outside configuration ΠDc .
We answer in the affirmative, by constructing zero sets of Gaussian entire func-
tions with arbitrarily high levels of rigidity.
Definition 5. For a real number α > 0, the α-GAF is the random entire function
fα(z) :=
∞∑
k=0
ξk
(k!)α/2
zk
where ξk are i.i.d. standard complex Gaussian random variables.
For α = 1
2
, we get back the canonical planar Gaussian entire function whose zero
set is a translation-invariant point process. For any α 6= 1
2
, the zero set of α-GAFs
is not translation-invariant in the plane. Figure ?? on the last page shows how the
parameter α affects the distribution of the zeroes.
We are not aware of any translation invariant point processes that is rigid at level
3 or more, but the following theorem at least gives natural enough point processes
with arbitrarily high levels of rigidity.
Theorem 2.1. The zero set of the α-GAF is rigid at level k ≥ 1 whenever α ∈ ( 1
k
, 1
k−1 ].
Rigidity of determinantal point processes: In Result 1 and Result 3, we saw de-
terminantal point processes on R2 and on R that are rigid at level 1 (i.e., for any
bounded setD, the number of points of the process that fall insideD is determined
by the outside configuration ΠDc , but nothing more). What about a general deter-
minantal point process?
Let us recall that a determinantal point process (henceforth abbreviated as d.p.p.)
on Ξ with a Hermitian kernel K : Ξ × Ξ → C (Hermitian means that K(x, y) =
K(y, x)) and a (Radon) measure µ, is a point process whose joint intensities (also
called correlation functions) with respect to µ are given by
ρk(x1, . . . , xk) = det (K(xi, xj))i,j≤k
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for any k ≥ 1 and any x1, . . . , xk ∈ Ξ. We refer to [HKPV], chapters 1 and 4, for
more details of these notions. All information about a determinantal process is
in the kernel K, once the measure µ is fixed. For D ⊆ Ξ, we define the integral
operator KD : L2(D, µ) 7→ L2(D, µ) by
(KDf)(x) =
∫
D
K(x, y)f(y)dµ(y).
We say that the kernel K is locally of trace-class if for every D ⊆ C that is pre-
compact, the operator KD is of trace-class.
Is it possible to characterize the rigidity behaviour of a determinatal point process
in terms of the kernel? We provide a partial answer to this question by specifying
conditions on the pair (K,µ) that mandate a certain rigidity behaviour of the de-
terminantal process. More specifically, we investigate conditions under which a
determinantal process has rigidity of numbers. Recall that this means that for any
D ⊆ Ξwhose closure is compact, the counting function ND : SD 7→ R, is rigid.
To state our first result, we recall the following result of Machchi and Soshnikov
(see Theorem 3 in Soshnikov [Sosh]): LetK be locally of trace-class and Hermitian.
Then, a determinantal point process with the pair (K,µ) exists if and only if 0 ≤
K ≤ I . Equivalently, the spectrum of K is contained in [0, 1]. Clearly K defines
a projection operator if and only if its spectrum is contained in {0, 1}. Now we
are ready to state a necessary condition for a determinantal point process to have
rigidity of numbers.
Theorem 2.2. Let Π be a determinantal point process with kernelK and background mea-
sure µ. If the integral operator K associated to K is not a projection operator, then Π does
not exhibit rigidity of numbers.
It is an interesting question to ask whether conversely, every projection determi-
nantal point process has rigidity of numbers. This is certainly true for the infinite
Ginibre ensemble (Result 1) and for the sine-kernel process on the line (Result 3),
but is not true in complete generality.
A counter-example is provided by the Bergman determinantal point process,
which is a determinantal process on the unit disk D = {z ∈ C : |z| < 1} whose
kernel is the Bergman kernel K(z, w) = (1 − zw¯)−2 and dµ(z) = pi−1dm(z) is the
normalized Lebesgue measure on the unit disk. The corresponding operator is the
projection from L2(µ) onto the subspace of square integrable holomorphic func-
tions. Holroyd and Soo [HS] have shown that this determinantal process is in-
sertion tolerant and deletion tolerant1. Consequently it does not have rigidity of
numbers.
1A point processΠ onRd is said to be insertion tolerant if for any set subsetA ⊆ Rd with positive,
finite Lebesgue measure, if a point U is sampled uniformly from A and added toΠ, the distribution
of the resulting point process Π + δU , is absolutely continuous to the distribution of Π. Poisson
process is an obvious example. Evidently, an insertion tolerant point process does not have rigidity
of numbers.
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However, this is an example where the ambient space (the hyperbolic plane) is
non-Euclidean, in particular it is non-amenable. This still leaves open the question
of whether a translation-invariant determinantal point process on a Rd given by a
projection kernel necessarily exhibits rigidity of numbers, or more generally, what
can be said about the rigidity properties of such point processes. We do not have
a complete answer, but we prove rigidity of numbers or the lack of it for a class of
determinantal processes in the plane.
Radial determinantal processes in the plane: Let µ be a radially symmetric prob-
ability measure on the complex plane such that c−1j :=
∫∞
0
|z|2jdµ(z) < ∞ for all j.
Then {√cjzj : j ≥ 0} is an orthonormal set in L2(µ). It is an orthonormal basis for
the subspace of holomorphic functions in L2(µ) and the projection operator onto
this closed subspace is given by the kernelK(z, w) =
∑∞
j=0 cjz
jwj . These processes
include the infinite Ginibre ensemble (when µ is standard complex Gaussian mea-
sure on the plane) and the Bergman determinantal process (when µ is normalized
uniform measure on the unit disk).
Before stating the result, we introduce the following quantities.
µj :=
cj
cj+1
, σj :=
µj+1
µj
− 1, νj := µj+3µj+2µj+1
µj
− 4µj+2µj+1
µ2j
+ 6
µj+1
µj
− 3.
In the setting described so far, we prove the following theorems.
Theorem 2.3. Let Π be the determinantal point process with kernel K with respect to the
radial measure µ. If
∑∞
j=1 σj <∞, then the processΠ does not exhibit rigidity of numbers.
Theorem 2.4. Suppose
∑∞
j=1 νj < ∞ and
∑k
j=1 µ
4
jνj = o(µ
4
k). Then, Π does exhibit
rigidity of numbers.
Suppose that in addition to the previous conditions, the measure µ is absolutely con-
tinuous w.r.t. the Lebesgue measure on C, and that for some integer a ≥ 1 we have∑∞
j=1 µ
−a
j <∞. Then, Π is rigid at level 1.
The condition
∑
j σj < ∞ in Theorem 2.3 is satisfied if µj = A + Bj−1 + O(j−2).
The conditions in Theorem 2.4 are satisfied if µj = Cj
a(1 + Aj−1 + O(j−2)). The
latter is certainly the case if µ has density proportional to |z|αe−|z|β . This includes
the infinite Ginibre ensemble with α = 0 and β = 2.
Remark 2.1. The assumption of absolute continuity on the measure γ is made because
we defined rigidity at level k with respect to Lebesgue measure on the plane. In general,
strong tolerance holds, and in fact the conditional distribution (given ΠDc) of the vector of
N(D) points inside the disk, when put in a uniform random order, is mutually absolutely
continuous to γ⊗N(D). The proof goes through with minor changes.
While Theorems 2.3 and 2.4 cover a good class of radially symmetric determi-
nantal processes, it would be definitely very interesting to sharpen the dichotomy
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present in these two theorems. In particular, would it be possible to extend this di-
chotomy and establish that it is indeed the compactness or the non-compactness of
the measure γ that determines the rigidity behaviour of the determinantal process.
Perturbed lattice: By perturbed lattice we mean a point process got by perturbing
the points of a lattice by independent random variables. This is the point process
whose points are {k + ξk : k ∈ Zd} where ξk are independent Rd-valued random
vectors.
In one dimension, if the perturbations are i.i.d., non-degenerate and have finite
variance, then it can be shown that the resulting point process is rigid at level 1.
For i.i.d. lattice perturbations of Z2, the situation is similar these results are due
to Holroyd and Soo [HS]. Remarkably, for i.i.d. perturbations by isotropic Gaus-
sians in dimensions d ≥ 3, it is known ([PS]) that there is a phase transition in the
variance of the perturbing Gaussian. Then, there is a critical σc such that if the vari-
ance of the perturbing Gaussians is more than σ2c , then the point process is deletion
tolerant2, while for perturbations with variance less than σ2c it is rigid (at level 1).
We return to dimension 1 and Gaussian perturbations, but the perturbations are
no longer identically distributed. If we posit a power law growth for the variances
of the perturbations, we obtain a phase transition in the rigidity behaviour of Gaus-
sian perturbations of Z as follows.
Theorem 2.5. Consider the point process X on R which is the random point set given by
{k + Zk : k ∈ Z, Zk independent N(0, σβ(k))}, where σβ(k) = |k|β. Then X is insertion
tolerant if β > 1/2, and is rigid (at level 1) if β ≤ 1/2.
3 Rigidity of α-GAFs: Proof of Theorem 2.1
Let fα be the α-Gaussian analytic function (abbreviated as α-GAF) defined by
fα(z) =
∞∑
j=0
ξj
(j!)α/2
.
In this section, Zα will denote the point process of zeroes of fα. Our goal is to
establish that Zα is rigid at level kα where 1kα < α ≤ 1kα−1 .
In section 3.1 we prove the desired level of rigidity by estimating the variance of
certain linear statistics of Zα. In section 3.2 the tolerance behaviour is discussed.
Theorem 2.1 follows from Theorems 3.1 and 3.2.
2A point process Π is said to be deletion tolerant if for any randomly chosen point Z of Π, the
distribution of the point process Π − δZ got by deleting the point at Z , is absolutely continuous to
the distribution of Π.
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3.1 Rigidity of α-GAF: variance of linear statistics
As in all proofs of rigidity to date, we show rigidity by proving upper bounds on
the variance of appropriate linear statistics of the point process of zeroes.
Let ϕ be a C∞c function on C, and let L > 0. Define ϕL(z) = ϕ(z/L). We are
interested in the asymptotics of Var
(∫
ϕL dZα
)
as L → ∞. We will show that this
quantity goes to zero at the rate L−2/α, which roughly corresponds to the rigidity
of the first ⌊2/α⌋ moments of the inside points (starting from the zeroth moment,
which is the number of points).
The random analytic function fα is a complex Gaussian field on C whose covari-
ance kernel of which is given by
Kα(z, w) := E[fα(z)fα(w)] =
∞∑
j=0
(zw)j
(j!)α
.
The normalized random function fˆα(z) := fα(z)/
√
K(z, z) has covariance
θα(z, w) := E[fˆα(z)fα(w)] =
K(z, w)√
K(z, z)K(w,w)
.
The variance of linear statistics will be expressed in terms of the quantity
ψα(z, w) := E[log |fˆα(z)| · log |fˆα(w)|] =
∞∑
j=1
|θα(z, w)|2j
j2
.
It is known (see [HKPV], combine equation (3.5.2) and Lemma 3.5.2 in chapter 3)
that
Var
(∫
ϕL dZα
)
=
∫∫
∆ϕL(z)∆ϕL(w)ψα(z, w)dm(z)dm(w).
Here and everywhere in the paper, we use dm(z) to denote Lebesgue measure.
Since |θα(z, w)| ≤ 1, we have the comparison |θα(z, w)|2 ≤ ψα(z, w) ≤ 2|θα(z, w)|2
(because
∑
j−2 ≤ 2). This implies that
Var
(∫
ϕL dZα
)
≤ 2
∫∫
|∆ϕL(z)∆ϕL(w)| · |θα(z, w)|2dm(z)dm(w)
= 2
∫∫
|∆ϕ(z)∆ϕ(w)| · |θα(Lz, Lw)|2dm(z)dm(w). (1)
In the last step we made a simple change of variables.
We shall work with functions ϕ for which (a) |∆ϕ| is radial and (b) ∆ϕ vanishes
in a neighbourhood of the origin. Set
g(t, β) =
∞∑
k=0
tk
(k!)β
.
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Then, using the fact that ϕ is a radial function, integrating over the angular vari-
ables in (1) we arrive at
Var
(∫
ϕL dZα
)
≤ 2
∫ ∞
0
∫ ∞
0
|∆ϕ(r)∆ϕ(s)| g(L
4r2s2, 2α)
g(L2r2, α)g(L2s2, α)
rsdrds.
The ratio of two successive terms in the expansion of g(t, β) is
ak+1
ak
=
t
(k + 1)β
.
This implies that ak is maximised when t = k
β, in other words the maximiser is
k∗ = t1/β (strictly speaking ⌊t1/β⌋, but for ease of notation we ignore the symbol for
integer part). The maximal term, via Stirling’s approximation for the factorial, is
ak∗ = exp
(
t1/β log t− β (t
1/β + 1
2
) log t
β
+ βt1/β
)
= t−
1
2 eβt
1/β
.
For a positive integer j, we have
ak∗+j =
tk∗+j
[(k∗ + j)!]β
=
tj
kjβ∗
j∏
i=1
(
1 +
i
k∗
)−β
≤ ak∗
j∏
i=1
(
1 +
i
k∗
)−β
.
Each term (1 + i
k∗
)−β in the product is less than 1. Further, for i > 1
2
k∗ this term is
at most (2/3)β. For 1 ≤ i ≤ 1
2
k∗ by virtue of the inequality ex/2 ≤ 1 + x ≤ ex for
0 < x < 1
2
, the same term is between e−βi/k∗ and e−βi/2k∗ . Putting all this together,
we have
ak∗+j
ak∗
≤
(
2
3
)j− 1
2
k∗
if j >
1
2
k∗,
e−βj
2/2k∗ ≤ ak∗+j
ak∗
≤ e−βj2/4k∗ if j ≤ 1
2
k∗.
Similarly, ak∗−j = ak∗
∏j−1
i=0 (1 − ik∗ )β from which by analogous steps (use e−2x ≤
1− x ≤ e−x for 0 < x < 1
2
) we get
ak∗−j
ak∗
≤
(
1
2
)j− 1
2
k∗
if j >
1
2
k∗,
e−βj
2/k∗ ≤ ak∗+j
ak∗
≤ e−βj2/2k∗ if j ≤ 1
2
k∗.
Thus, for j ≥ √k∗/cβ, the quantity ak∗±j/ak∗ decays exponentially. The upshot of
this is that g(t, β)/ak∗
√
k∗ is bounded between positive quantities that depend only
on β. Therefore, the ratio between the quantitites
g(L4r2s2, 2α)
g(L2r2, α)g(L2s2, α)
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and (
e2α(L
4r2s2)1/2α√
L4r2s2
(L4r2s2)1/4α
)
(
eα(L2r2)
1/a
√
L2r2
· (L2r2)1/2α eα(L2s2)1/a√
L2s2
· (L2s2)1/2α
)−1 = exp(−αL2/α(r1/α − s1/α)2)L1/αr1/2αs1/2α
is bounded between two constants cβ and Cβ.
As a result,∫ ∞
0
∫ ∞
0
|∆ϕ(r)∆ϕ(s)| g(L
4r2s2, 2α)
g(L2r2, α)g(L2s2, α)
rsdrds (2)
≤ Cβ
∫ ∞
0
∫ ∞
0
|∆ϕ(r)∆ϕ(s)| exp(−αL2/α(r1/α − s1/α)2)L−1/αr1−1/2αs1−1/2αdrds,
The last integral is well defined since ∆ϕ(r) ≡ 0 for r close to 0. Recall that the
bound in (2) is applicable to any ϕ satisfying
(a) |∆ϕ| is a radial function and
(b) ∆ϕ vanishes in a neighbourhood of the origin.
We apply the bound to a specific family of radial functions. Given any r0 > 1 and
any ε > 0, let ϕε be a radial function such that
1. ϕε(r) = 1 for r < 2r0 and ϕε(r) = 0 for r > 2r0e
2/ε,
2. |ϕ′ε(r)| ≤ ε2r and |ϕ′′ε(r)| ≤ ε2r2 for all r.
Such a function can be constructed by startingwith the harmonic function (log |z|−
log a)/(log b−log a) for some 2r0 < a < b < 2r0e and convolving it with the indicator
function of a disk D(0, δ) for a small enough δ > 0.
Consider the function Φε(z) = zkϕε(z). Observe that Φ
ε satisfies the conditions
(a) and (b) above. As a result, Φε satisfies the inequality (2). Hence we have
Var
(∫
LkΦεLdZα
)
≤ L2k− 2α
∫
|∆Φε(r)|2r3− 2αdr +K(Φε)L2ke−cL2/α.
Observe that 2k − 2/α ≤ 0, so L2k− 2α ≤ 1.
We claim that
∫ |∆Φε(r)|2r3− 2αdr = O(ε). To see this, applying Leibniz rule to
compute the Laplacian |∆Φε(r)| is supported on the set 2r0 ≤ r ≤ 2r0 exp(2/ε) ,
and is O(εrk−2) on this interval. This implies that∫
|∆Φε(r)|2r3− 2αdr ≤ C1ε2
∫ 2r0 exp(2/ε)
2r0
r2k−4+3−
2
αdr ≤ C2ε2
∫ 2r0 exp(2/ε)
2r0
dr
r
≤ C3ε.
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Now, given δ > 0, first choose ε such that
∫ |∆Φε(r)|2r3− 2αdr ≤ δ/2; based on that
choose L large enough such that K(Φε)L2ke−cL
2/α ≤ δ/2. Based on that choose L
large enough such that K(Φε)L2ke−cL
2/α ≤ δ/2. This enables us to invoke Theorem
6.1 from [GP] (using the function LkΦεL(z) as defined above) and conclude that
there is a measurable function Sk : SDc → C such that
∑
z∈Zα∩D z
k = Sk(Zα ∩ Dc)
a.s. Thus we have proved the
Theorem 3.1. Let D ⊂ C be a bounded open set, and let SDc denote the space of locally
finite point configurations on Dc. For each 0 ≤ k ≤ ⌊1/α⌋, there is a map Sk : SDc → C
such that the moment
∑
z∈Zα∩D z
k = Sk(Zα ∩Dc) a.s.
3.2 Tolerance of α-GAF zeroes
Our goal in this section is to prove:
Theorem 3.2. Let D ⊂ C be a bounded open set, and let SDc denote the space of locally
finite point configurations on Dc. For each 0 ≤ k ≤ ⌊1/α⌋ = r, let sk :=
∑
z∈Zα∩D z
k =
Sk(Zα ∩Dc), and let s := (s1, · · · , sr). Define
Σs0,s : {ζ ∈ Ds0 :
s0∑
j=1
ζkj = sk, 1 ≤ k ≤ r},
where we write ζ := (ζ1, · · · , ζs0). Then the conditional distribution of (Zα)in given
(Zα)out is mutually absolutely conitnuous with the Lebesgue measure on Σs0,ζ .
Clearly, Theorem 3.2, together with Theorem 3.1, completes the proof of Theorem
2.1.
The proof of Theorem 3.2 can be accomplished by applying Theorem 7.2 from
[GP]. This can be done by closely following the approach for establishing tolerance
for the planar GAF as in [GP]; most of the argument either does not depend on
the specific value of α, or the method of proof carries over from α = 1/2 (which
is the case dealt with in [GP]) to general α with minor modifications. As such, we
will not provide the details of the proof here, and refer the interested reader to the
supplementary note [GK] that provides the full argument for general α.
4 Proof of Theorem 2.2: Non-projection determinantal
processes are tolerant
We sketch the basic idea. Consider a kernel of the formK(x, y) =
∑
j≥1 λjϕj(x)ϕ¯j(y)
where 0 ≤ λj ≤ 1 and ϕj are orthonormal in L2(µ). Let Ij be independent Bernoulli
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random variables with P{Ij = 1} = λj , and define KI(x, y) =
∑
j≥1 Ijϕj(x)ϕ¯j(y).
If we sample Ijs first and then a determinantal point process with kernel KI , the
resulting process is precisely the determinantal point process with kernel K (see
Thereom 4.5.3 in [HKPV]). In particular, if 0 < λj < 1 for at least one j, then the
number of points in the point process is a non-constant random variable.
In general,K (rather, its associated operator K) may have a continuous spectrum
and hence we cannot write an expansion as above. However, we can write the
kernel K as a convex combination of two projection kernels and extend the above
idea to show that the determinantal process with kernel K is a mixture of two
determinantal processes. From this, we can deduce that the given determinantal
process does not have rigidity of numbers. The essential observation is that the
proof of Theorem 4.5.3 in [HKPV] referred to above, does not require ϕjs to be
orthogonal.
Proof of Theorem 2.2. LetK be a locally trace-class, Hermitian, contraction kernel on
L2(Ξ, µ) which is not a projection. Then, the corresponding integral operator K =∫ 1
0
λdE(λ) where the projection-valued measure E has the property that E[δ, 1 −
1δ] 6= 0 for some δ > 0.
Let f be in the range of E[δ, 1− δ] with ‖f‖2 = δ (norms in L2(µ)). Let
L0(x, y) = K(x, y)− 1
2
f(x)f¯(y) and L1(x, y) = K(x, y) +
1
2
f(x)f¯(y).
Let L0 and L1 be the associated operators.
Since K is locally of trace-class and Hermitian and f ∈ L2(µ), it follows that
L0 and L1 are also locally of trace-class and Hermitian. Further, by the choice of
f , it follows that they are contraction kernels on L2(E, µ), i.e., 0 ≤ L0 ≤ I and
0 ≤ L1 ≤ I . To see this, let Pδ denote the spectral projection E[δ, 1−δ] and let f⊗f ∗
denote the operator on L2(µ) that maps ψ to 〈ψ, f〉f . Then f ⊗ f ∗ ≤ δPδ (in the
positive definite order) and δPδ ≤ K ≤ (1− δ)Pδ. Therefore,
L0 = (K − 1
2
f ⊗ f ∗) ≥ 1
2
δPδ,
L1 = (K + 1
2
f ⊗ f ∗) ≤ (1− 1
2
δ)Pδ.
This shows that L0 and L1 are positive contractions and hence, by the theorem of
Macchi and Soshnikov (see the discussion preceding the statement of Theorem 2.2),
there exist determinantal processes Π0 and Π1 with kernels L0 and L1, respectively.
By a result of Lyons (see Theorem 6.2 of [Ly] for the case when Ξ is a countable
set), we may construct Π0 and Π1 on the same probability space such that every
point of Π0 is also a point of Π1. As L1 −L0 = f ⊗ f ∗ has rank one, there is at most
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one point inΠ1 that is not inΠ0. along with a Bernoulli(1/2) random variable ξ that
is independent of Π0 and Π1. Define
Π =
{
Π0 if ξ = 0,
Π1 if ξ = 1.
We claim that Π is a determinantal point process with kernel K. To show this, fix
k ≥ 1 and x1, . . . , xk ∈ E and let M = (L0(xi, xj))i,j≤k and ut = (f(x1), . . . , f(xk)).
Then, (L1(xi, xj))i,j≤k =M + uu
∗. Hence, Π has k-point intensity given by
pk(x1, . . . , xk) =
1
2
det (L1(xi, xj))i,j≤k +
1
2
det (L0(xi, xj))i,j≤k
=
1
2
det(M + uu∗) +
1
2
det(M)
=
1
2
det(M)
(
1 + u∗M−1u
)
+
1
2
det(M)
= det(M)
(
1 +
1
2
u
∗M−1u
)
= det
(
M +
1
2
uu
∗
)
which is precisely det(K(xi, xj))i,j≤k. This proves the claim.
Now, there exists a pre-compact set D such that P{Π1 \ Π0 ⊆ D} > 0. On this
event, Π0,Π1,Π, all agree on D
c but insideD, Π1 has one point more than Π0. Con-
dition on the configuration ΠDc . Depending on the value of ξ, the number of points
of Π inside D can take two different values, each with positive probability (for a
positive probability of configurations outside D). This proves that Π cannot have
rigidity of numbers. 
5 Determinantal processes with radial intensity mea-
sures
In this section, we will prove Theorems 2.3 and 2.4. We will take up these proofs
in two separate subsections. We recall the relevant notations from Section 1, and
introduce some additional notation by setting Πn to be the d.p.p. generated by the
(Kn, γ), where Kn is the truncated kernel given by
Kn(z, w) =
n∑
j=0
cjz
jwj.
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5.1 Proof of Theorem 2.3
Proof. Wewill show that Π and the Palm measure of Π at the origin can be coupled
so that they are equal with positive probability. This will show that, with positive
probability, a point can suitably be removed or added to Π without detection, es-
tablishing that there cannot be rigidity of the number of points. In fact, we show
that the Palm measure Π˜n of Πn at the origin and Πn−1 can be coupled so that they
are equal with a positive probability, that stays bounded away from 0 as n → ∞.
Then, using the fact that Πn → Π and Π˜n → Π˜ weakly, we can draw the desired
conclusion about Π.
To this end, we note that the joint density of Πn is given by
ρn(z1, · · · , zn+1) = Cc0c1 · · · cn|∆(z1, · · · , zn+1)|2,
where∆(z1, · · · , zn+1) is, as usual, the Vandermonde determinant formed by z1, · · · , zn+1.
The Palmmeasure Π˜n ofΠn at the origin is a determinantal point process with back-
ground measure γ and kernel given by K˜n(z, w) = Kn(z, w) − c0. Thus, Π˜n has a
density given by ρ˜n(z1, · · · , zn) = Cc1 · · · |z1|2 · · · |zn|2cn|∆(z1, · · · , zn)|2. Then the
Radon Nikodym derivative of Π˜n w.r.t. Πn−1 is given by
θn(z1, · · · , zn) = ρ˜n(z1, · · · , zn)
ρn−1(z1, · · · , zn) = cn|z1|
2 · · · |zn|2.
The maximal probability, under any coupling of Π˜n and Πn−1, that the coupled
random variables are equal is EΠn−1 [θn(z1, · · · , zn) ∧ 1]. Therefore, our goal is to
show that EΠn−1 [θn(z1, · · · , zn) ∧ 1] is bounded away from 0 as n → ∞. One can
then take a subsequential weak limit of the finite dimensional couplings and obtain
a coupling of Π and Π˜ with the desired property. We will show that, under the
growth assumption on the moments as described in the statement of the theorem,
θn(z1, · · · , zn) = cn|z1|2 · · · |zn|2 → Z a.s., where Z > 0 with positive probability. To
this end, observe that we can write, using Theorem 4.7.1 in [HKPV],
cn|z1|2 · · · |zn|2 =
n∏
j=1
Γj
µj
=
n∏
j=1
(
1 +
(
Γj
µj
− 1
))
,
where Γj-s are independent copies of the size biased random variables. Thus, it
suffices to show that
∣∣∣∑∞j=1 (Γjµj − 1)∣∣∣ <∞. This will be true if∑∞j=1Var(Γjµj − 1) <
∞. This is precisely the condition
∞∑
j=1
(
µj+1
µj
− 1
)
<∞.
This is precisely growth criterion laid out in the statement of the theorem. 
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5.2 Proof of Theorem 2.4
Wewill study the variance of linear statistics ofΠ andΠn, and show that under cer-
tain conditions on the coefficients, the variance of linear statistics remains bounded
even as the scaling factor goes to infinity. This is enough to guarantee the rigidity
of the number of points of Π in any bounded open set.
To prove Theorem 2.4, we will first state and prove an estimate on the variance
of linear statistics of Π.
Proposition 5.1. Let ϕ be a compactly supported Lipschitz function, supported inside the
disk B(0; r) with Lipschitz constant κ(ϕ). Let ϕR(z) := ϕ(z/R). Suppose that the growth
conditions in the statement of Theorem 2.4 hold.
Then we have
Var
(∫
ϕR(z) d[Πn](z)
)
≤ Bκ(ϕ)2 + ‖ϕ‖2∞ρ(R), (3)
where B is a positive number and ρ(R) is a quantity that→ 0 as R→∞, uniformly in n
and ϕ. The same conclusion holds for Π in place of Πn.
To prove Proposition 5.1, we will make use of a general fact about determinantal
point processes:
Lemma 5.2. Let Π be a determinantal point process with Hermitian kernel K. Let K be a
reproducing kernel with respect to its background measure γ, i.e.,K(x, y) =
∫
K(x, z)K(z, y) dγ(z)
for all x, y. Let ϕ, ψ be compactly supported continuous functions. Then we have
Cov
(∫
ϕdΠ,
∫
ψ dΠ
)
=
1
2
∫∫
(ϕ(z)− ϕ(w))(ψ(z)− ψ(w))|K(z, w)|2 dγ(z) dγ(w).
Proof of Proposition 5.1. We give the proof when r = 1, from here the general case
is obtained by scaling, because any function ϕ supported on B(0; r) is equal to the
scaling Φr of some function Φ supported onB(0; 1) and having the same continuity
and differentiability properties as ϕ. Notice that (Φr)R = ΦrR, so the result for ϕ
can be deduced from the result for Φ. In what follows we deal with Πn, the result
for Π follows, for instance, from taking limits as n→∞ for the result for Πn.
Using Lemma 5.2, we have
Var
(∫
ϕR(z) d[Πn](z)
)
=
1
2
∫∫
|ϕR(z)− ϕR(w)|2|Kn(z, w)|2 dγ(z) dγ(w)
where γ is the background measure. Now,
|ϕR(z)− ϕR(w)|2 = |ϕ(z/R)− ϕ(w/R)|2 ≤ 1
R2
κ(ϕ)2|z − w|2.
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Therefore, it suffices to bound the integral
∫
A(R)
|ϕ(z)−ϕ(w)|2|Kn(z, w)|2 dγ(z) dγ(w)
on the set
A(R) := {(z, w) : min{|z|, |w|} ≤ R}
because outside A(R), we have ϕR(z) = ϕR(w) = 0. We begin with∫
A(R)
|ϕ(z/R)− ϕ(w/R)|2|Kn(z, w)|2 dγ(z) dγ(w) ≤κ(ϕ)
2
R2
∫
A1(R)
|z − w|2|Kn(z, w)|2 dγ(z) dγ(w)
+ ‖ϕ‖2∞
∫
A2(R)
|Kn(z, w)|2 dγ(z) dγ(w)
where, for some a > 1 to be specified later,
A1(R) = {|z| ≤ aR, |w| ≤ aR} and A2(R) = {|z| ≤ R, |w| ≥ aR}∪{|w| ≤ R, |z| ≥ aR}.
For the integral over A1(R), we proceed as follows:∫
A1(R)
|z − w|2|Kn(z, w)|2 dγ(z)dγ(w)
=
1
pi2
∫ (
|z|2 − zw¯ − z¯w + |w|2
)(n−1∑
j=0
cj(zw¯)
j
)(
n∑
j=0
cj(z¯w)
j
)
dγ(z) dγ(w).
Now, we integrate the |z − w|2 part term by term. Due to the radial symmetry
of γ, only some specific terms from |Kn(z, w)|2 contribute. For example, when we
integrate the |z|2 term in |z − w|2, only the cj(zw¯)jcj(z¯w)j ,0 ≤ j ≤ n − 1 terms in
the expanded expression for |Kn(z, w)|2 contribute. When we integrate zw¯, only
the cj(zw¯)
jcj+1(z¯w)
j+1,0 ≤ j ≤ n− 2 terms provide non-zero contributions. Due to
symmetry between z and w, it is enough to bound the contribution from (|z|2−zw)
by O(R2), with the constant in the O being independent of n.
• |z|2 term:
Let us introduce the change of variables by x = |z|2 and y = |w|2. Then the
contribution in the above integral coming from
cj(zw¯)
jcj(z¯w)
j
can be written as ∫ a2R2
0
∫ a2R2
0
cjx
j+1cjy
jdµ(x)dµ(y).
So, the total contribution due to all such terms, ranging from j = 0, · · · , n− 1 is
n−1∑
j=0
(∫ a2R2
0
cjx
j+1dµ(x)
)(∫ a2R2
0
cj+1y
jdµ(y)
)
.
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• zw¯ term:
As above, the contribution coming from the
cj(zw¯)
jcj+1(z¯w)
j+1
is given by ∫ a2R2
0
∫ a2R2
0
cjx
j+1cj+1y
j+1dµ(x)dµ(y).
Therefore the total contribution from 0 ≤ j ≤ n− 2 is
n−2∑
j=0
(∫ a2R2
0
cjx
j+1dµ(x)
)(∫ a2R2
0
cj+1y
j+1dµ(y)
)
.
Recall that cjx
jdµ(x) is a probability density, denote the corresponding random
variable by Γj+1.
The contribution due to the |z|2 term is
n−1∑
j=0
E[Γj+11 (Γj+1≤a2R2)]P[Γj+1 ≤ a2R2] and
that due to the zw¯ term is
n−2∑
j=0
E[Γj+11 (Γj+1≤a2R2)]P[Γj+2 ≤ a2R2].
The difference between the above two terms can be written as:
E[Γn1 (Γn≤a2R2)]P[Γn ≤ a2R2]+
n−1∑
j=1
E[Γj1 (Γj ≤ a2R2)]
(
P[Γj ≤ a2R2]−P[Γj+1 ≤ a2R2]
)
.
(4)
All the expectations in the above are ≤ a2R2, and P[Γj ≤ a2R2] ≥ P[Γj+1 ≤ a2R2]
because Γj+1 stochastically dominates Γj (this is true because a random variable is
stochastically dominated by its size biasing). Therefore the absolute value of (4),
by a telescopic sum, is ≤ a2R2P[Γ1 ≤ a2R2] ≤ a2R2.
By a similar argument, expanding out the kernelKn(z, w), we see that the contri-
bution of the integral over A2(R) is given, up to a factor of ‖ϕ‖2∞ by
ρ(R) :=
n∑
j=0
P
[
Γj ≤ R2
]
P
[
Γj ≥ a2R2
]
. (5)
It suffices to show that ρ(R) → 0 uniformly in n, ϕ as R → ∞. Another sufficient
condition is that
∫
a2R2
|K(z, w)|2dµ(w) → 0 uniformly on {|z| ≤ R}, in the sense
that (
sup
|z|≤R
∫ ∞
a2R2
|K(z, w)|2dγ(w)
)
→R→∞ 0.
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This criterion can be particularly helpful when we have an alternate expression for
K that enables us to perform estimates when |z − w| is large. This is indeed the
case with the important example of the Ginibre ensemble.
To see this, we aim to show that (5) is O(1) as R→∞. Setting b = 2, we consider
the Γj-s in two groups: J1 := {j|µj ≤ bR2} and J2 := {j|µj > bR2}. Let j∗ :=
max{j|j ∈ J1}. Clearly,
n∑
j=0
P
[
Γj ≤ R2
]
P
[
Γj ≥ a2R2
]
≤
(∑
j∈J1
P
[
Γj ≥ a2R2
])
+
(∑
j∈J2
P
[
Γj ≤ R2
])
.
Observe that
Var (Γj/µj) =
(
µj+1
µj
− 1
)
and
E
[(
X
E[X ]
− 1
)4]
=
(
µj+3µj+2µj+1
µj
− 4µj+2µj+1
µ2j
+ 6
µj+1
µj
− 3
)
.
It can be checked that the asymptotics on µj , as described in the remark, implies
E[(
X
E[X ]
− 1)4] ≤ Cα/j2.
Then by a Chebyshev type inequality, we have∑
j∈J1
P
[
Γj ≥ a2R2
]
≤ E (Γj/µj − 1)
4
(a2R2/µ2j − 1)4
.
For j ∈ J1, we have |a2R2µj − 1| ≥ cµj/a2R2 (because a >> 1), hence we have∑
j∈J1
P
[
Γj ≥ a2R2
]
≤ C 1
(a2R2)4
∑
j∈J1
µ4jνj
= C
µ4j∗
(a2R2)4
1
µ4j∗
{∑
j≤j∗
µ4jνj
}
.
By our assumption on the moment sequence, this quantity → 0 as j∗ → ∞, or
equivalently, as R → ∞ For j ∈ J2, we note that P [Γj ≤ R2] ≤ E(Γj/µj−1)
4
(R2/µ2j−1)2
. Since
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µj ≥ 2R2, we have |R2µj − 1| ≥ c. As a result, we have∑
j∈J2
P
[
Γj ≤ R2
] ≤ C∑
j∈J2
E (Γj/µj − 1)4 = C
∑
j>j∗
νj ,
which→ 0 as j∗ →∞ (equivalently, as R→∞) by our assumption on the moment
sequence. Thus,
∑n
j=0 P [Γj ≤ R2]P [Γj ≥ a2R2]→ 0 as R→∞, uniformly in n and
ϕ. This allows us to obtain the desired estimate on the variance of linear statistics.

We are now ready to complete the proof of Theorem 2.4.
Proof of Theorem 2.4. Let D be a bounded open set in C. We will first establish the
rigidity of the number of points in D.
To do so, for any ε > 0, we will construct a function Ψε with the following prop-
erties:
• Ψε ≡ 1 on D
• ‖Ψε‖∞ ≤ 1
• κ(Ψε) <
√
ε.
Then, considering the dilations (Ψε)R, we get via Proposition 5.1 that for large
enough R we have
• (Ψε)R ≡ 1 on D
• ‖(Ψε)R‖∞ ≤ 1
• Var (∫ (Ψε)Rd[Π]) < Cε.
Appealing to Theorem 6.1 in [GP], we deduce that the number of points in D is
rigid.
Let r0 denote the radius of the disk D. We construct the function Ψε as follows:
Ψε(r) =

1 for 0 ≤ r ≤ r0,
−ε log r + ε log r0 + 1 for r0 ≤ r ≤ r0 exp(1/ε),
0 for r ≥ r0 exp(1/ε) .
It is a simple computation to check that Ψε defined above has the desired proper-
ties.
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For the tolerance of the points in D, subject to the constraint on the number of
points, we will mention the crucial point here and refer the reader to the accompa-
nying note [GK] for the details. It turns out that the estimate 3 for Πn-s, coupled
with the additions moment assumption in the statement of our theorem, is enough
to establish that the inverse power sums( ∑
z∈Πn∩Dc
1
zk
)
is bounded above in expectation. Exploiting this as a crucial fact, and employing
the techniques introduced in [GP] to deal with the Ginibre ensemble, it can be
shown that Π is rigid of order 1. 
6 Perturbed lattice in one dimension
Consider Π = {Xk : k ∈ Z} where Xk ∼ N(k, σ2k) are independent random
variables. We want to consider the special case of σ2k = k
2β and understand the
issue of rigidity and tolerance, depending on the parameter β.
β > 1/2 :
For simplicity of notation, we work with perturbed N, i.e., {Xk such that k ≥ 1}.
The proof for the case of Z (instead of N) is similar. Let µ = L(X1, X2, . . .) and
ν = L(X2, X3, . . .), where by the notation L(Y ) we denote the law of the random
sequence Y . We claim that µ and ν are mutually absolutely continuous and hence,
the process Π is insertion tolerant (that is, given any bounded domain D and the
point configuration Π we can introduce a new point in D and still remain in the
support ofΠ). In particular, this implies that there is no rigidity of numbers inΠ. To
see this, note that the function mapping the sequence (X1, X2, · · · ,∞) to the point
set {X1, X2 · · · ,∞} is measurable, hence µ ≡ ν impliesΠ ≡ Π˜ (where Π˜ is the point
process corresponding to (X2, · · · ,∞)), hence these have the same support. But by
a trivial coupling, Π contains one more point than the corresponding realization of
X˜ , which (being a Gaussian perturbation of 1) could be inside any given interval
in R with positive probability . Since the distributions of Π and X˜ have the same
support, we conclude that the point process Π is insertion tolerant in the sense
described above.
To compare µ and ν, we will invoke Kakutani’s Dichotomy Theorem. Fix k and
let µ = k, µ′ = k+1, σ = kβ and σ′ = (k+1)β. Then, the Radon-Nikodym derivative
of Xk to Xk+1 is
fk(x) =
σ′
σ
exp
{
−1
2
[
(x− µ)2
σ2
− (x− µ
′)2
σ′2
]}
.
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Therefore,∫ √
fkdν =
√
σ′
σ
1
σ′
√
2pi
∫
exp
{
−1
4
[
(x− µ)2
σ2
− (x− µ
′)2
σ′2
]}
exp
{
−1
2
(x− µ′)2
σ′2
}
dx
=
1√
σσ′
√
2pi
∫
exp
{
−1
4
[
(x− µ)2
σ2
+
(x− µ′)2
σ′2
]}
dx
=
1√
σσ′
√
2pi
∫
exp
{
− 1
4σ2σ′2
(ax2 + bx+ c)
}
dx
where a = σ2+σ′2, b = −2µσ′2−2µ′σ2 and c = µ2σ′2+µ′2σ2. Note that ∫ e− 12 (Ax2+Bx+C)dx =√
2pi
A
e(B
2−4AC)/2A. In our case, A = a/2σ2σ′2, B = b/2σ2σ′2 and C = c/2σ2σ′2 and
hence ∫ √
fkdν =
1√
σσ′
√
2pi
√
2pi
√
2σ2σ′2√
a
exp
{
−(µ− µ
′)2
σ2 + σ′2
}
=
√
2σσ′
σ2 + σ′2
exp
{
−(µ− µ
′)2
σ2 + σ′2
}
=
√
1− (σ − σ
′)2
σ2 + σ′2
exp
{
−(µ− µ
′)2
σ2 + σ′2
}
.
Plugging the values of µ = k, σ = kβ etc., we get
∫ √
fkdν =
√
1− O
(
1
k2
)
exp
{
−O
(
1
k2β
)}
from which it immediately follows that
∏
k(
∫ √
fkdν) > 0. By Kakutani’s Theorem,
µ ≡ ν.
β ≤ 1/2 :
For a compactly supported test function h, let hL(x) = h(x/L). Let σ
2(hL) =
Var(
∑
x∈Π hL(x)) =
∑
k∈ZVar(hL(Xk)). We shall consider h to be a compactly sup-
ported non-negative Lipschitz function supported on [−1, 1] such that h ≡ 1 in a
neighbourhood of the origin, and ‖h‖∞ = 1. Then, |hL(x)− hL(y)| ≤ κ(h)|x− y|/L,
where κ(h) is the Lipschitz constant of h. Hence we have
Var(hL(Xk)) =
1
2
E[(hL(Xk)− hL(Yk))2] ≤ κ(h)
2
2L2
E[(Xk − Yk)2] = κ(h)2 σ
2
k
2L2
.
We use this bound for |k| ≤ 10L and get
∑
|k|≤10L
Var(hL(Xk)) ≤ κ(h)
2
L2
10L∑
k=1
k2β . κ(h)2L−1+2β . (6)
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For |k| > 10L, we note that hL(Xk) − hL(Yk) = 0 unless one of Xk or Yk falls in
the interval [−L, L]. In any case, the difference is bounded by 1, because we have
0 ≤ h(x) ≤ 1 for any x. Hence (for simplicity of notation, let k be positive),
Var(hL(Xk)) =
1
2
E[(hL(Xk)− hL(Yk))2] ≤ P{|Xk − k| ≥ k − L} ≤ e−(k−L)2/2σ2k .
For k > 10L, we see that (k − L)2 ≥ k2/4while σ2k = k2β ≤ k and hence∑
|k|>10L
Var(hL(Xk)) ≤ e−L/10. (7)
From (6) and (7) we see that σ2(hL) ≤ Cκ(h)2L−1+2β (for large enough L, depending
on h).
Suppose we want to prove that the number of points of Π in a bounded interval
D ⊂ R is rigid. For ε > 0, we define hε as Ψε in the proof of Theorem 2.4 in Section
5.2. It is easy to see that, for large enough L (depending on ε), σ2(hL) ≤ cε2. We
can again invoke Theorem 6.2 from [GP] to show that we have the desired rigidity
of the number of points in D.
Now fix any interval [−A,A] and condition on Π∩ [−A,A]c. Find L large enough
so that σ2(hL) < ε
3. Coupled with Theorem 6.2 in [GP], this suffices to establish
that the number of points in A is rigid.
Level of rigidity for β ≤ 1/2:
By looking at the random sequence (X1, X2, · · · ,∞), we notice that for each real-
ization of the random sequence, the points that occur inside any bounded interval
A have a joint density (coming from the Gaussians). Hence could be in any other
possible locations in A (w.r.t. the Lebesgue measure) with positive probability den-
sity. Hence, for β ≥ 1/2, the point process Π is rigid at level 1.
7 Appendix: Alternate definitions of tolerance
We discuss the relationship between tolerance and strong tolerance. For that we
state an equivalent condition for tolerance.
Lemma 7.1. Consider the following statements.
(A) Let (Π, D) be tolerant subject to {f1, . . . , fm}.
(B) With positive probability, the conditional distribution ofΠD givenΠDc is mutually ab-
solutely continuous to the conditional distribution ofΠD given σ{f1(ΠD), . . . , fm(ΠD)}.
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(C) With probability one, the conditional distribution of ΠD given ΠDc is mutually abso-
lutely continuous to the conditional distribution ofΠD given σ{f1(ΠD), . . . , fm(ΠD)}.
Then (C) =⇒ (B) =⇒ (A).
As (C) is the same as strong tolerance and (A) is the same a tolerance, in particular
it follows that strong tolerance implies tolerance. The intermediate statement (B) is
put in to show that there are other possibilities. Let us first give an example.
Example 7.1. Let Π1 be the infinite Ginibre ensemble. Let Π2 be a Poisson process with
unit intensity on the plane. Let ξ be a Ber(1/2) random variable. Assume that Π1,Π2, ξ
are independent. Set Π = Π1 if ξ = 0 and Π = Π2 is ξ = 1. Then Π is a stationary point
process.
If D is a bounded set, then from ΠDc we can deduce ξ and then, we may or may not be
able to deduce the number of points in D depending on the value of ξ. HenceRD is trivial.
Further, if ξ = 0, then the conditional distribution of ΠD given ΠDc is Poisson process on
D. If ξ = 1, the conditional distribution of ΠD is supported on collection ofN points where
N is a function of ΠDc . Thus, Π satisfies (A) and (B) but not (C).
Playing the same game with Ginibre and GAF zeroes, we can get a stationary
point process which is rigid for numbers, which is tolerant subject to numbers, but
which is not strongly tolerant subject to numbers.
One might wonder if the point process in the above example is somehow un-
natural. For instance, it is not ergodic. Here is an example to show that such a
difference can occur even under ergodicity, mixing and tail triviality.
Example 7.2. Let ξn, n ∈ Z, be i.i.d. with P{ξn = 0} = P{ξn = 1} = 12 . Define
Xn =
{
1 if ξn = 1 or ξn−1 = ξn+1 = 1,
0 otherwise.
Then (Xn)n∈Z is stationary. Since (Xk)k≤n and (Xk)k≥n+3 are independent (a property
known as 2-dependent), X is tail-trivial, ergodic and mixing in every sense.
Condition on (Xk)k 6=0. If X1 = X−1 = 1, then we can easily deduce that X0 = 1. How-
ever, for any of the other three possible values for (X1, X−1), the conditional distribution of
X0 gives positive probability to both 0 and 1. It should also be noted that (X1, X−1) takes
all four values with positive probability.
Regard X as a point process on Z and let D = {0}. Then RD is trivial, (B) holds, but
not (C).
It is also possible to satisfy (A) without satisfying (B).
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Example 7.3. Let Ω = {1, 2} × {1, 2, 3} with uniform probability distribution. Let
X(i, j) = j and
Y (1, 2) = Y (1, 3) = 1, Y (2, 1) = Y (2, 3) = 2, Y (1, 2) = Y (2, 2) = 3.
Then, σ{X} ∩ σ{Y } is trivial. However, for any ω ∈ Ω, the conditional distribution of X
given Y is supported on exactly two of the points 1, 2, 3.
To make an example involving point processes, let (i, j) be sampled uniformly from Ω.
Given (i, j), letΠ be a Poisson process on R with intensityX(i, j) on (−1, 1) and intensity
Y (i, j) on (−1, 1)c. Then the process Π satisfies (A) but not (B).
Proof of Lemma 7.1. We only need to prove that (B) implies (A).
If (A) were not true, we could find f : SD 7→ R such that (a) f is rigid for Π,
(b) there is no random variable measurable with respect to σ{f1(ΠD), . . . , fm(ΠD)}
that is equal to f(ΠD) a.s. In particular, f(ΠD) is not a constant and in fact, with pos-
itive probability, the conditional distribution of f(ΠD) given σ{f1(ΠD), . . . , fm(ΠD)}
is not degenerate. Hence, with positive probability, the conditional distribution of
ΠD given σ{f1(ΠD), . . . , fm(ΠD)} gives probability less than one to any level set of
f . But the rigidity of f implies that, almost surely, the conditional distribution of
ΠD given ΠDc is supported inside a level set of f . This contradicts (B). 
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