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ABSTRACT 
Spectral properties of analytic function matrices are studied. The results obtained 
are then used to prove that analytic hermitian function matrices which commute with 
their derivative must be functionally commutative. 
1. INTRODUCTION 
In this paper, we study analytic hermitian function matrices which 
commute with their derivative on some real interval I. Our main result 
establishes that these matrices are functionally commutative on I, i.e., 
X( s)X( t) = X( t)X( s) for all s, t El. A similar result has been achieved by H. 
Schwerdtfeger [ 121 for analytic nonderogatory matrices (those n X n analytic 
matrices whose minimal polynomial is of degree n), and by J. F. P. Martin 
[9] for nonderogatory matrices with the analytic&y assumption replaced by 
somewhat different hypotheses. J. Dieudonne [3] achieves the result for 
continuously differentiable matrices with distinct eigenvalues. Similar inves- 
tigations were also carried out by G. Ascoli in [l] and Yu. S. Bogdanov and 
G. N. Chebotarev in [2]. In [4] and [5], H. I. Freedman and J. D. Lawson 
investigate the relationship between functional commutativity of a matrix 
and the possession of a set of constant eigenvectors. 
Our interest in this problem arose while developing oscillation criteria for 
second order linear self-adjoint differential systems [6]. 
In what follows, X(t) will denote a complex valued n X n function matrix 
defined on a real interval I. When we say that X(t) is analytic in a 
neighborhood of t = t,,, we will mean that each element of X(t) [and thus 
X(t) itself] is representable as a Taylor series centered at t,, which converges 
in some neighborhood of to. By the spectrum, ax(t), of X(t) we will mean the 
collection of eigenvalues of X( t ) wherein each eigenvalue is listed as often as 
its multiplicity. The eigenvalues of X(t) will be said to be d@rrentile at 
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t = to if uX( t) can be represented in a neighborhood of t,, by n functions h,(t) 
(perhaps repeated) each of which is differentiable at to. If each of the A,(t) 
can be chosen continuously differentiable, then we say that the eigenvalues 
of X(t) are continuously differentiable. A similar definition will be used for 
twice differentiable, twice continuously differentiable, etc. and for analytic 
eigenvalues. 
2. PROPERTIES OF ANALYTIC HERMITIAN FUNCTION MATRICES 
For an analytic hermitian function matrix, the following lemma ([ll, pp. 
36-451; see also [7, pp. 71, 120-1221 for a different development of the 
result) establishes the existence of eigenvalues, a set of orthononnal eigen- 
vectors, and eigenprojections all of which are analytic. 
LEMMA 2.1. Let X(t) be an analytic hennitiun function mutrix on 1. 
Then for all i=l,..., n eigenvalues A J t ) (perhaps repeated), an orthomxmal 
set of eigenvectors z<(t) and eigenpnjections Gi(t) (perhaps repeated) for 
X(t) can be chosen such that Ai( z*(t), and Gi(t) are analytic on 1. 
It is well known that hermitian matrices can be diagonal&d by a unitary 
matrix [lo, p. 1911. However, if the given hermitian matrix is also analytic, 
then the diagonalization can be achieved by the analytic unitary matrix 
whose columns consist of the set of analytic orthonormal eigenvectors of the 
given matrix. We state this result as a lemma. 
LEMMA 2.2. Let X(t) be an analytic hermitian f&&km matrix on 1. 
Then there exists an analytic unitary function matrix Z(t) which diagonalizes 
X(t)* 
We remark that the itb diagonal element of the diagonalized matrix 
Z(t)*X(t)Z(t) is the analytic eigenvalue of X(t) corresponding to the nor- 
malized eigenvector which is the ith column of Z(t). The collection of these 
analytic eigenvalues will be called the analytic spectrum of X(t) on 1. 
If X(t) and v(t) are analytic eigenvalues of X(t) on I, then we say that 
A(t) and v(t) are distinct on Z if X(t)rv(t) on 1. Because A(t) and v(t) are 
analytic, it is clear that if they are distinct on I, then they must also be 
distinct on every subinterval of 1. We do allow for the possibility that 
A(t) = v(t) for some t EZ, but this will be true only on a set of isolated points. 
If A(t) is listed precisely m times in the analytic spectrum of X(t), then we 
say that A(t) has finctionul multiplicity m. 
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We recall that a pair of commuting hermitian matrices are simulta- 
neously diagonable by a unitary matrix [lo, p. 2131. Our first theorem 
establishes that if these commuting matrices are also analytic, then the 
diagonalizing matrix can be chosen analytic. 
THEOREM 2.3. Let X(t) and Y(t) be nXn analytic hermitian fin&ion 
matrices satisfying X(t)Y(t)=Y(t)X(t) on 1. Then there exists an analytic 
unitary matrix Z(t) which simultaneously diagonulizes X(t) and Y(t). 
Proof. Let {$(t)li= l,..., r,}, {pLk(t)lk= l,..., s} be the sets of distinct 
analytic eigenvalues on I, and let {C,(t)]i=l,...,r}, {Hk(t)lk=l,...,s} be 
the sets of corresponding analytic eigenprojections for X(t) and Y(t) respec- 
tively. From the spectral representation theorem [lo, p. 1751, we have that 
X(t)=+$(t)Gi(t) and Y(t)=&.,&t)H,(t). 
Let {cik(t)]j=l ,..., r and k=l,... s} be any set of distinct real valued 
analytic functions on I, and define the function matrix M(t) E 
c;,,z;,,cj,(t)Gt(t)H,(t). S ince X(t) and Y(t) are analytic hermitian 
matrices, it is clear that Gi( t ) and ZZk( t ) are also analytic hermitian matrices. 
Moreover, Gi(t)Hk(t) is analytic for all i and k. In addition, since X(t) and 
Y(t) commute, the spectral representation theorem guarantees that X(t) 
commutes with every ZZk( t). For the same reason Gi( t) must commute with 
ZZk( t) for all i and k. Hence it follows that M(t) is both analytic and 
hermitian. 
Let 
Then e(x) is a polynomial satisfying e(cJt))=$(t) for all i and k. Similarly 
there is a polynomial f(x) such that f( cik( t)) = pk( t) for all i and k. Now, 
since G/(t) and ZZk( t) are commuting idempotent matrices, it follows that 
M’(t)=~,;,,2;,,cf,(t)Gi(t)H,(t) f or every nonnegative integer i, where we 
define MO(t)=& the identity matrix. Thus we have that e[M(t)]=X(t) and 
f [M(t)]= Y(t). By Lemma 2.2, there exists an analytic unitary matrix Z(t) 
such that Z(t)*M( t)Z( t) is a diagonal matrix Do(t), whence e[D,(t)] and 
f [ Do( t)] are also diagonal. But, Z(t)*X(t)Z(t) = Z(t)*e[M(t)]Z(t) = 
e[Z(t)*M(t)Z(t)]=e[D,(t)]. Similarly, Z(t)*Y(t)Z(t)=f [Do(t)] and the re- 
sult follows. n 
The next result gives a representation for the analytic eigenprojections of 
X(t) in terms of the analytic orthonormal eigenvectors. 
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LEMMA 2.4. Let X( t ) be an analytic hermitiun function matrix on 1. Let 
A,(t) be an analytic eigenvalue of X(t) of functional multiplicity m(i), and 
let {zJt)lk=l,..., m(i)} be a corresponding set of analytic orthorwrmal 
eigenvectors. Then the corresponding analytic eigenprojection G,(t) is an 
n x n matrix which is a sum of m(i) matrices of rank one and is given by 
G,(t)=Zy?!‘;)z,,,(t)z,,Jt)*, where z,,,(t)* is the transpose of n,,,(t) and thus 
a row vector. 
Proof. By Lemma 2.2, there exists an analytic unitary matrix Z(t) such 
that Z(t)*X(t)Z(t)=diag(h,(t),...,A,(t))~ZI,Ih,(t)E,(,), where Em(i) is a 
diagonal matrix with m(i) ones in the appropriate places and zeros elsewhere. 
Thus, 
X(t) = I? ‘,(t)‘(t)E,(ij’(t)** (24 
i=l 
Let the ones in E,,,(,) be located in the (il, ir,),...,(i,~i~,i,~i~) positions. Then 
a simple computation leads to 
m(i) 
Z(t)Em(i)z(t)*= 2 Zi.k(t)Zd,k(t)** 
k-l 
(2.2) 
But X(t) = Zi,,X,(t)G,( t) and so, because of the uniqueness of the spectral 
representation, (2.1) yields G,(t)=Z(t)E,,,,Z(t)*. Hence, the result follows 
from (2.2). n 
3. THE MAIN THEOREM 
We begin this section by stating an easily proved technical result. We 
then proceed with our investigation of analytic hermitian matrices which 
commute with their derivative. 
LEMMA 3.1. Let B be an nXn matrix, and let D be an nxn diagonal 
mutrix. Zf BD-DB is a diagonal matrix, then BD-DB=Q. 
LEMMA 3.2. Let X( t ) be an analytic hennitiun function matrix on Z such 
that X(t)X’(t)=X’(t)X(t), and let Z(t) be an analytic unituy fundun 
matrix which simultuneously diugonulizes X(t) and X’(t). Let D(t)= 
diag(A,(t),..., A,( t )) be the corresponding diagonal matrix of the analytic 
eigenvalues of X(t). Then Z(t)*X’(t)Z(t)=D’(t). 
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Proof. Because of Theorem 2.3, Z(t) exists as described Moreover, 
Z*XZ=D and Z*X’Z=D1, a diagonal matrix. Thus, X=ZDZ*, X’=ZDIZ*, 
and we have that 
Z’DZ* + ZD’Z* + ZDZ*’ = ZD,Z*. (3.1) 
Multiplying (3.1) on the left by Z*, on the right by Z, and recalling that 
Z*Z = E (the identity matrix) gives Z*Z’D - DZ*Z’ = D, - D’, where Z*‘Z = 
- Z*Z’ was used. Since D, -D’ is diagonal, Lemma 3.1 yields that D, = D’, 
whence the result follows. H 
LEMMA 3.3. Let X(t) be an analytic hennitiun function matrix on Z 
which commutes with its derivative, and let X(t) be an analytic eigenvalue of 
X(t). Let z(t) be a corresponding normalized analytic eigenvector of X(t). 
zk?n X(t)z’(t)=h(t)z’(t). 
Proof. By Lemma 3.2, Z(t)*X(t)Z(t)=D(t) and Z(t)*X’(t)Z(t)=D’(t), 
where z(t) is one of the columns of Z(t). Thus X(t)z(t) =X(t)z(t) and 
X’(t)z(t) =X’( t)z(t). Differentiating the first of these equations and then 
using the second will yield the desired result. n 
We remark that the conclusion of the above lemma is equivalent to the 
statement that z’(t) belongs to the eigenspace of A(t). 
LEMMA 3.4. Let X(t) be an analytic hermitiun function matrix on Z such 
that X( t)X’(t) = X’(t)X(t). Let A(t) be an analytic eigenvalue of X(t) of 
functional multiplicity m, and let E,(t) denote the eigenspace of x(t). Then 
there exists a constant ortb1 basis for E,(t) on I, i.e., evey eigenvector 
z(t) corresponding to A(t) can be written as z(t)=2r_“,,c,(t)J where {jli= 
1 ,...,m} is an orthonormal set of constant eigenvectors and {c,(t)li= 
1 , . . . , m} is some appropriately chosen set of scalar functions. 
Proof. Since X(t) is hermitian and the functional multiplicity of A(t) is 
m, dim Ex(t)=m. Let {zJt)li= l,..., m} be an analytic orthonormal basis of 
eigenvectorsforE,(t).ByLemma3.3,zj(t)EE,(t)forallj=l,...,mandso 
z;(t)= 5 aii(t)zi(t), i=1 ,...,m, 
i-l 
(3.2) 
for some set of functions {ail(t)li,j=l,...,m}. Let Z,(t) be the nXm 
matrix whose ith column is zi(t) for all i=l,...,m, and let A(t)=(a,/(t)). 
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With this notation, (3.2) may be written as 
Zg(t)=Z,(t)A(t). (3.3) 
For some fixed a ~1, let B(t) be the m X m function matrix which is the 
solution of the initial value problem 
Y’(t)= -A(t)Y(t), Y(u) =E. (3 *4) 
Define the 12 Xm function matrix F,(t) EZx(t)B(t). Then F,(t) is differentia- 
ble and thus 
zqt)=Z~(t)B(t)+Z,(t)B’(t). (3.5) 
Since B(t) satisfies (3.4) and because of (3.3), we conclude from (3.5) that 
F*(t) is a constant matrix. In fact, F,(t)=F,(a)=Zx(a)B(a)=Z,(u), and so 
F,(t) is a constant matrix of rank m. Thus, the columns of Fh( t) form a 
constant basis for E,(t) from which (if necessary) an orthonormal basis may 
be constructed. n 
By combining the above result with the conclusion of Lemma 2.4, the 
following lemma is immediate. 
LEMMA 3.5. Let X(t) be an analytic hennitiun function matrix on Z such 
that X(t)X’(t)=X’(t)X(t). Th en the unulytic eigenpmjectims of X(t) are 
cmtunts. 
We are now prepared to prove our main result. 
THEOREM 3.6. Let X(t) be an unalytic hermitian function mutrir on Z 
such that X(t)X’(t)=X’(t)X(t). Then X(t) cSfunctiundZy commtutive on 1. 
Proof. By Lemma 3.5, X(t)=Zi,,X,(t)G,, where G, is a constant 
matrix for each i=I,..., r. From the spectral representation theorem we 
know that Gf=G, and if i#i, G,G,=G,G,=O. Thus, X(s)X(t)= 
Z;s,h,(s)Ai(t)G, =X(t)X(s)* I 
We remark that as a consequence of Freedman and Lawson’s work in [4] 
and [S], our main result, Theorem 3.6, follows directly from Lemma 3.4. 
However, we chose to highlight the conclusion expressed in Lemma 3.5, and 
thus our proof of Theorem 3.6 is based upon that result. 
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By computing appropriate partial derivatives of the functional commuta- 
tivity relationship, it is easy to see that X(‘)( s)X(j)( t) = X(i)( t)X(‘)(s) for all 
s, t E I, where Xc’) denotes the ith derivative. When s = t we conclude that 
the commutativity of an analytic herrnitian function matrix with its first 
derivative is sufficient to guarantee the commutativity of its derivatives of all 
orders. A similar conclusion is attained by H. Schwerdtfeger [12] for analytic 
nonderogatory function matrices. 
We further remark that for any pair a(s) and P(t) of complex valued 
functions on I it follows from Lemma 3.4 that the spectrum of a( s)X(‘)( s) + 
P(t)X”)(t) is the set {a(s)@(s)+/l(t)%~)(t)]k=l,..., n} for all i, j=O,l,..., 
where {hk(t)]k=l,..., n} is the analytic spectrum of X(t). In other words, 
for all i and j the pair of function matrices X(‘)(s) and Xcr)( t) satisfy the 
requirements of the definition of proper& L [8, p. 791. 
One might speculate that the conclusion of Theorem 3.6 could be 
achieved if X(t) were only k times differentiable or perhaps of class Cm on 1. 
As the following example due to Howard Shaw demonstrates, the require- 
ment that X(t) be analytic on Z cannot be relaxed. 
Let A and B be two n in constant noncommuting hermitian matrices. 
Define X(t)=Aexp(-tK2) for t<O, X(0)=0, and X(t)=Bexp(-t-*) for 
t>O. Then X(t) is hermitian, of class C”, and not analytic, and commutes 
with its derivatives on R. However, if s < 0 and t>O, then X(s)X(t)# 
X( t)X( s). This example also demonstrates that in [3], Dieudonne’s hypothesis 
that the eigenvalues of X(t) are “distinct on Z ” cannot be relaxed to 
“distinct a.e. on I.” 
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