We present an algorithm for the automated verification of Linear Temporal Logic formulae on event traces using an increasingly popular cloud computing framework called MapReduce. The algorithm can process multiple, arbitrary fragments of the trace in parallel, and compute its final result through a cycle of runs of MapReduce instances. Experimentation on a variety of cloud-based MapReduce frameworks, including Apache Hadoop, show how complex LTL properties can be validated in reasonable time in a completely distributed fashion. Compared to the classical LTL evaluation algorithm, results show how the use of a MapReduce framework can provide an interesting alternative to existing trace analysis techniques, performance-wise, under favourable conditions.
Introduction
Over the recent years, the volume and complexity of interactions between information systems has been steadily increasing. Large amounts of data are gathered about these interactions, forming a trace of events, also called a log, that can be stored, mined, and audited. Web servers, operating systems, database engines and business processes of various kinds all produce event logs, crash reports, test traces or dumps in some format or another.
One possible use of such a log is to perform trace validation: given a specification of the expected or agreed-upon interaction (or inversely, of invalid behaviour), the trace of actions recorded at runtime can then be searched automatically for patterns satisfying or violating that specification. The specification generally relates events to some sequence of actions, method calls or events: the validity of each event cannot be assessed individually, but must rather be evaluated according to the event's position with respect to surrounding events, both before and after. As we shall see in Section 'Trace validation use cases', there exists a variety of scenarios where event traces are subject to sequencing constraints, and the use of a language such as Linear Temporal Logic represents a reasonable mean of expressing these constraints formally. Various solutions have been proposed in the past to automate the task of trace validation [1] [2] [3] [4] [5] [6] , either based on temporal logic or other kinds of formal specifications. While these solutions allow the expression of intricate relationships between events in a log, the scalability of many of them is jeopardized by the growing amount of data generated by today's systems. Recently, the advent of cloud computing has been put forward as a potential remedy to this problem, in particular for the tasks of process discovery and conformance checking [7] . By allowing the distributed processing of data spread across a network of commodity hardware, cloud computing opens the way to dramatic improvements in the performance of many applications.
Given the growing amount of collected trace data and the observed move towards distributed computing infrastructures, it is crucial that existing trace validation methodologies be ported to the cloud paradigm. However, the prospect of parallel processing of temporal constraints in general, and LTL formulae in particular, is held back precisely because of the sequential nature of the properties to verify: since the validity of an event may depend on past and future events, the handling of parts of the trace in parallel and independent processes seems to be disqualified at the onset. A review of available solutions in Section 'Related work' observes, perhaps unsurprisingly, that most existing trace validation tools are based on algorithms that do not take advantage of parallelism, while those that do offer very limited specification languages where sequential relationships between events are excluded.
The present paper addresses this issue by presenting a parallelizable algorithm for the automated validation of LTL properties in event traces. The algorithm uses a recent and popular execution framework, called MapReduce [8] , which is described in Section 'An overview of MapReduce'. MapReduce provides an environment particularly suitable to the breaking up of a task into small, independent processes that can be distributed across multiple nodes in a network, and is currently being used in large-scale applications such as the Google search engine for the computation of the PageRank index [9] . The algorithm, detailed in Section 'LTL trace validation with MapReduce', exploits this framework by splitting the original property into subformulae that can be evaluated separately through cycles of MapReduce jobs.
The algorithm has been implemented in two distinct MapReduce environments: MrSim and Apache Hadoop. Experiments were conducted on evaluating sample LTL properties on traces of up to 10 million events, and compare their running time with a state-of-the-art, classical trace analyzer for LTL. Results from these experiments, described in Section 'Experimental results', show that the algorithm offers similar or better performance when mappers and reducers are executed in a purely sequential fashion. This first result confirms that the proposed algorithm is not intrinsically penalizing a user over existing solutions.
However, our experiments also reveal that, with parallelism turned on, the same batch of MapReduce jobs offers lesser performance, slowing down the process by as much as two orders of magnitude. This seems to suggest that LTL trace analysis is indeed a fundamentally linear process, and that attempts at distributing its computation are offset by the cost of parallel management (threads, inter-process communication, etc.).
To the best of our knowledge, the present work is the first application and analysis of MapReduce for the verification of temporal logic properties on event traces. The approach presents an interesting alternative to existing tools when the formula to verify is below a certain complexity threshold, in cases where LTL with past operators is required, or when the trace to analyze is fragmented across multiple computing nodes.
Trace validation use cases
We shall first recall basic concepts related to the validation of event traces in various contexts. For the needs of this paper, an event trace m 0 m 1 . . . , noted m, represents a sequence of events over a period of time. Each event is an individual entity, made of one or more parameter-value pairs of arbitrary names and types. The schema (that is, the number and names of each parameter in each event) is not assumed to be known in advance, or even to be consistent across all events.
Constraints on event sequences: linear temporal logic
Given an event trace, one is then interested in expressing properties or constraints that must be fulfilled either by individual events or sequences thereof. Given an event trace m and some constraint ϕ, we denote by m |= ϕ the fact that the trace satisfies the constraint. A variety of formal languages are available to describe constraints of different kinds; one of them is a logical formalism called Linear Temporal Logic (LTL), whose syntax is described in Figure 1 . The basic building blocks of LTL formulae are propositional variables p, q, . . . , expressing Boolean conditions on particular messages of the trace. In the present context, each propositional variable is an assertion of the form parameter = value, which evaluates to true if the equality holds for the current message, and to false otherwise.
The complete semantics of LTL is given in Figure 2 . One can evaluate when a trace m satisfies a given formula ϕ, written as m |= ϕ, by giving conditions to be evaluated recursively on the structure of the formula. On top of propositional variables, LTL allows Boolean connectives ∨ (or), ∧ (and), ¬ (not), bearing their usual meaning and temporal operators to express constraints on the sequence of events. The temporal operator G means "globally"; the formula G ϕ means that formula ϕ is true in every event of the trace, starting from the current event. The operator F means "eventually"; the formula F ϕ is true if ϕ holds for some future event of the trace. The operator X means "next"; it is true whenever ϕ holds in the next event of the trace. Finally, the U operator means "until"; the formula ϕ U ψ is true if ϕ holds for all events until some event satisfies ψ. We also define ϕ V ψ as ¬(¬ϕ U ¬ψ) and ϕ W ψ
Two concepts bear particular importance in this paper. Given some operator and a formula ϕ of the form ϕ or ϕ ψ, expressions ϕ and ψ are called the direct subformulae of ϕ. Subformulae form a partial ordering; we will denote as ϕ ≺ ϕ the fact that ϕ is a direct subformula of ϕ. The depth of a formula ϕ, noted δ(ϕ), is then defined as the maximum number of nested subformulae it contains. For example, the expression G (p ∧ F q) is of depth 3, and its set of proper subformulae is {p ∧ F q, p, F q, q}. For a set of subformulae S, we will say that ϕ is a (direct) superformula of ψ if ϕ, ψ ∈ S and ψ ≺ ϕ.
A use-case scenario
There exists a variety of scenarios where constraints on event traces can be modelled as LTL properties. This issue has gained considerable importance in the past decade with the advent of anti-fraud regulation such as the Sarbanes-Oxley Act (SOX) [10] or the Payment Card Industry Data Security Standard (PCI) [11] , which require some form of storage and analysis of log files, such as database transaction history. We shall describe in the following a number of such scenarios described in past literature.
As a simple example, we recall an earlier work where a bookstore business process was modelled as a set of constraints in a language called DecSerFlow [12] , [p.34] . The workflow is initiated by a customer placing an order (event place_c_order). This customer order is sent to and handled by the bookstore (event handle_order). The bookstore then transfers the order of the desired book to a publisher. If the bookstore receives a negative answer, it decides to either search for an alternative publisher or to reject the customer order (event c_reject). If the bookstore searches for an alternative publisher, a new bookstore order is sent to another publisher, etc. If the customer receives a negative answer (event rec_decl), then the workflow terminates. If the bookstore receives a positive answer (activity c_accept), the customer is informed (event rec_acc) and the bookstore continues processing the customer order.
From this workflow, the authors identify sequencing relationships between the various events that must be enforced for a valid transaction to take place. For example:
1. A customer order must eventually be acknowledged by the bookstore 2. Event rec_acc cannot occur unless some place_c_order has been seen previously These relationships, expressed in a graphical notation called DecSerFlow, can be translated into equivalent LTL formulae.
LTL can then be used to formalize the these properties. For example, the first property above becomes
Similarly, the second can be expressed as:
We also mention that the same techniques used for LTL business process compliance can be reused for the verification of web service interface contracts [13] , the detection of network intrusions in web server logs [14] , and the analysis of system events produced by spacecraft hardware during testing [5] .
Related work
Existing solutions for the validation of event traces can be split into two categories. On one side are formal trace validation tools, mostly experimental or academic, offering a rich input language but for which no parallel processing algorithms are available; on the other side lie distributed log analysis products whose input language and validation capabilities are relatively limited.
Formal trace analysis
A first category of tools is made of so-called "formal" trace analyzers. Complex sequential patterns of events are expressed using a rich, mathematically-based notation such as finite-state machines, temporal logic or Petri nets. Algorithms are then developed to process these specifications and automatically check that some trace satisfies the given pattern.
In this realm, a wide variety of techniques have been developed for different purposes. When the specifications are written as temporal logic formulae, algorithms can manipulate the expressions symbolically, and progressively rewrite the original specification as the trace is being read; the pattern is violated when this rewriting process transforms the specification into a contradiction. This idea has been implemented in two independent tools, respectively based on the Maude engine [15] and the Java programming language [13] .
An alternate approach consists of storing the events into a database, and to transform the sequential patterns into an equivalent database query. This has been experimented with traditional relational databases and SQL [1] , and more recently using XML databases and the XQuery language [2] . The database approach has also been followed, to some degree, by the Monpoly tool [3] , which associates to each event in the trace a set of conditions on its values.
ProM [4] is an open-source environment aimed at the mining of patterns in large sets of log data. Among the many plugins developed for ProM, one can find a tool for the automated verification of LTL formulae on process logs. Also worthy of mention are Logscope [5] and RuleR [6] , which use their own input language loosely based on logic and finite-state machines.
However, none of the aforementioned tools is reported to offer parallel processing capabilities, and in particular the leveraging of cloud-based infrastructures, such as MapReduce, to that end. On the contrary, [16] uses parallelism by sharing the truth values of common atomic propositions of a past-time LTL (ptLTL) among multiple, low-hardware footprint micro-CPU cores. The evaluation of LTL properties has been offloaded to multiple GPUs in [17, 18] , in the latter case by first reducing the LTL properties to Büchi automata. The term "parallelism" has also been used in [19] in the limited context of executing the monitor of a temporal logic specification in a separate thread from the program being observed. However, these approaches are CPU or GPUbased, and do not attempt to leverage the MapReduce framework.
Distributed trace analysis
The second category of related work comprises so-called "log analysis" solutions. Most products in that category are commercial software aimed at the filtering of event data (such as database or server logs) to search for the presence of specific patterns. Notable examples include Snare [20] , ManageEngine [21] or Splunk [22] ; even operating systems such as Windows provide viewing and filtering capabilities for internal events. These tools can be seen as refined variants of the well-known "Grep" function, which performs pattern matching over an input file and returns lines corresponding to some regular expression. It can be seen as a (somehow limited) form of log analysis that can be used to return parts of an event trace corresponding to a filter expression. Indeed, such mechanism has also been proposed as the basis of trace validation tools in the past [23] .
"Distributed Grep" [24] is the name given to the parallel version of this procedure, where the input file is split into chunks that can be processed independently. For each line read from an input file chunk, the Map function emits a tuple , ∅ if it matches a given pattern; the Reduce function just copies the supplied intermediate data to the output. As a matter of fact, most log analysis tools that leverage cloud infrastructures speed up their data processing using essentially this procedure. Of these aforementioned solutions, some offer the possibility to distribute the processing of filtering functions across multiple nodes in a network. This includes a log analysis tool called that p3 has been developed to analyze packet traces in the cloud using Apache's Hadoop distributed computing environment [25] .
A problem arises, however, when one wants to query an event trace using a more articulate query language than single-line regular expressions. Linear Temporal Logic is a prime illustration of this problem: if p and q define single event patterns, a temporal expression like G (p → X q) validates whether an event that satisfies p is always immediately followed by an event that satisfies q. Events (or lines) are no longer compared individually, but rather with respect to their sequential relationship. The main hypothesis of the aforementioned techniques, namely that event processing can be done individually, no longer holds. If the two lines of some temporal pattern are stored on different chunks of the trace, and processed by independent parallel threads, the sequential relationship will be missed.
Therefore, in all the aforementioned solutions, the filtering process is generally limited to single events taken in isolation. For example, it is possible to obtain the list of all events satisfying some criterion on the event's attributes or to compute aggregate numerical statistics on events collected (such as total throughput, average delay, etc.), but not to fetch events in relation with other events, or satisfying some sequence or temporal pattern. Similarly, p3 can only be used to perform simple filtering on individual instances, or to compute aggregate numerical statistics on events collected (such as total throughput, average delay, etc.).
A close cousin to the approach presented in this paper has been exposed by Bauer and Falcone [26] . In this setting, multiple components in a system each observe a subset of some global event trace. Given an LTL property ϕ, their goal is to create sound formulae derived from ϕ that can be monitored on each local trace, while minimizing inter-component communication. However, this work assumes that the projection of the global trace upon each component is well-defined and known in advance. Moreover, all components consume events from the trace synchronously, such that the distribution of monitoring does not result in a speed-up of the whole process.
An overview of MapReduce
Since the emergence of the concept of cloud computing a few years ago, a variety of distributed computing environments have been released. One notable proponent is MapReduce, a framework introduced by Google in 2004 for the processing of large amounts of data [8] . It is one of the forerunners of the so-called "NoSQL" trend, which has seen the development and rising popularity of alternative data processing schemes steering away from mainstream relational databases. Figure 3 summarizes the schematics of MapReduce. Data processing starts by the reading of some piece of data (typically an input file) by an Input Reader, whose task is to convert the input stream into a set of tuples. Each tuple is a key-value pair, denoted q i , v , where both keys and values can be of arbitrary types.
As Figure 3 shows, multiple instances of the Input Reader can run in parallel, and typically process separate fragments of the input data simultaneously. The tuples produced by the Input Reader are then sent one by one to a Mapper, whose task is to convert each input tuple q i , v into some output tuple k i , v . The processing is stateless -that is, each tuple must be transformed independently of any previously-seen tuple, and regardless of the order in which tuples are received. For an input tuple, the Mapper may as well decide not to produce any output tuple.
The pool of tuples from all Mapper instances then goes through a shuffling step; all tuples with the same key are grouped and dispatched to the same instance of Reducer. Therefore, a Reducer that receives a tuple k i , v is guaranteed to receive all other tuples k i , v for that same key k i . For the sake of clarity, we can safely assume that each Reducer instance receives the tuples for exactly one key; we can hence parameterize each such instance with the key it has been assigned.
Contrarily to the Mapper, the Reducer receives its input tuples at once, and is hence allowed to iterate through and retain information about previously seen tuples. Again, the Reducer's task is to read the input tuples, and produce as output one final set of tuples of the form t i , v . This set of tuples can then be read, and formatted back to some output format by an Output Writer.
In some cases, the Input Reader and Mapper may be fusioned into a single processing step, as is the case for the Reducer and Output Writer. Moreover, some definitions of MapReduce also imply that tuples are sorted according to their value before being fed to the Reducer, although we do not assume such sorting in the present paper.
Popular frameworks such as Google's or Apache's Hadoop [27] provide an environment and code libraries allowing one to write data processing tasks as MapReduce jobs. It generally suffices to write the (Java or Python) code for the Map and Reduce phases of the processing, compile it and send it to the nodes of the cloud infrastructure.
One can see from this simple description that the keys and values produced by a processing step need not be (and generally are not) the same for input and output. In the same way, there is no fixed relationship between the number of tuples read and the number of tuples sent out; a Mapper or Reducer processing some tuple may return zero, one, or even more than one tuple as output.
Moreover, it is possible to chain multiple MapReduce phases. It suffices to take the output of the Reducers as input for a subsequent cycle of Mappers. Google's PageRank algorithm is computed through three MapReduce phases, the second of which is repeated until convergence of some numerical value is reached [9] . The algorithm for Mappers and Reducers differs from phase to phase.
Although the MapReduce scheme is arguably less natural than a classical, linear program to an inexperienced developer, its architecture presents one key advantage: once a problem has been correctly split into Map and Reduce jobs, scaling up the processing to multiple nodes in the cloud becomes straightforward. Indeed, multiple Input Readers can simultaneously take care of a separate chunk of the input data. Then, since the Map step processes each tuple regardless of any past or future tuple, an arbitrary number of Mappers can process the tuples generated by the Input Readers in parallel. Similarly, the processing done by each Reducer only requires access to tuples of the same key, which entails that up to one Reducer per key can run in parallel. All in all, the whole processing chain greatly decreases the number of steps that require to be done in sequence. A good review of MapReduce's pros and cons can be found in Lee et al. [28] .
LTL trace validation with MapReduce
Despite the potential parallelism brought about by the use of the MapReduce paradigm, the fundamental question of whether LTL trace validation is parallelizable remained open until very recently. We have already shown that, if one is to leverage distributed cloud frameworks for LTL querying of event traces, simple mechanisms such as Distributed Grep and their derivatives cannot be used directly.
Kuhtz and Finkbeiner showed in 2009 that LTL path checking belongs to the complexity class AC 1 (logDCFL) [29] ; this result entails that the process can be efficiently split by evaluating entire blocks of events in parallel. Rather than sequentially traversing the trace, their work considers the circuit that results from "unrolling" the formula over the trace. However, while the evaluation of this unrolling can be done in parallel, a specific type of Boolean circuit requires to be built in advance, which depends on the length of the trace to evaluate. Moreover, the formal demonstration of the result shows that, while a fixed number of gates of this circuit can be contracted in parallel at each step of the process, the algorithm itself requires a shared and global access to the trace from every parallel process. As such, it does not lend itself directly to distributed computing frameworks.
We take an alternate approach, and describe in this section an algorithm that performs LTL trace validation on event traces directly using the MapReduce computing paradigm. The algorithm evaluates an LTL formula in an iterative fashion. At the first iteration, all the states where ground terms are true are evaluated. In the next iteration, these results are used to evaluate all subformulae directly using one of those ground terms. More generally, at the end of iteration i of the process, the events where all subformulae of depth i hold are computed. It follows that, in order to evaluate an LTL formula of depth n, the algorithm will require exactly n MapReduce cycles. Each MapReduce cycle effectively acts as a form of temporal tester [30] processing a trace made of the evaluation of lower-level testers.
This does not mean, however, that the event trace must be read as many times. In fact, the input trace is entirely read only once, at the first iteration of the procedure. Afterwards, only sequential numbers referring to those events need to be passed between mappers and reducers. The contents of the original trace never need to be consulted ever again.
The system is described by providing details on each component of the MapReduce algorithm described in Figure 3 . We suppose that every instance of the process (Input Reader, Mapper, Reducer, Output Writer) are parameterized by the formula to verify ϕ, and the length of the trace, .
We will illustrate the workings of this algorithm through a simple example, by considering the formula
evaluated on the trace a,c,a,d,c,d,b.
Trace format and input reader
The Input Reader is responsible for the processing of a set of events from the trace to read and the generation of a first set of key-value tuples from that set. We assume that each event is sequentially numbered, or that its position in the whole trace can be easily computed otherwise. For some event e, we will refer by #(e) this event's sequential number.
The Input Reader, whose algorithm is given in Figure 4a , iterates through each event of the trace chunk, and evaluates on each event the ground terms present in ϕ. For each propositional variable a and each event e, it outputs a tuple a, (i, 0) where i is the event's sequential number in the trace. The ground terms of a formula ϕ are computed using the function atom(ϕ). At the first iteration of the process on our sample formula, the InputR eader (or multiple input readers) process the trace and generates the first set of tuples:
One should remark that this initial processing step does not require that the trace be located on a single node, or even that each node's fragment consist of blocks of successive events. As long as each event can be placed in some total order (such as the value of a global, shared clock), any number of nodes can host any subset of the trace. This is particularly useful if event collection and storage is performed in a distributed fashion.
Mapper
The Mapper takes as input tuples of the form ψ, (n, i) , either from the Input Reader or from the output of a previous MapReduce cycle. Each such tuple reads as "the process is at iteration i, and subformula ψ is true on event n". One can see, in particular, how the tuples returned by the Input Reader express this fact for ground terms of the formula to verify.
The Mapper, shown in Figure 4b , is responsible for lifting these results, computed for some ψ, up into every formulae ψ of which ψ is a direct subformula (these are obtained using the function superformulae(ϕ, ψ)). For example, if the states where p is true have been computed, then these results can be used to determine the states where F p is true. To this end, the Mapper takes every tuple ψ, (n, i) , and will output a tuple ψ , (ψ, n, i + 1) , where ψ is a subformula of ψ . This tuple reads "the process is at iteration i + 1, subformula ψ is true on event n, and this must be used to evaluate ψ ". In the definition of the reducer, ξ stands for whatever subformula the input tuple is build from.
On our example, the tuples produced by the Input Reader at the previous step are sent to mappers which produce the following output tuples: a∨b,(a, 0,1) , a∨b,(a, 2,1) , a∨b,(b, 6,1) , ¬c∨F(a∨b),(¬c,0,1) , ¬c∨F(a∨b), (¬c, 2,1) , ¬c∨F (a∨b),(¬c,3,1) , ¬c∨F(a∨b),(¬c,5,1) ,
Reducer
The mappers are mostly used to prepare results from the last iteration to be used for the current iteration. In contrast, each instance of the reducer performs the actual evaluation of one more layer of the temporal formula to verify. After the shuffling step, each individual instance of the reducer receives all generated tuples of the form ψ , (ψ, n, i) for some formula ψ , and where ψ is a direct subformula of ψ . Hence, the reducer is given information on all the event numbers for which ψ holds, and is asked to compute the states where ψ holds based on this information. This task can then be decomposed depending on the top-level connective in ψ . The algorithm for each reducer is shown in Figure 5 .
When the top-level formula to evaluate is X ψ, the events that satisfy the formula are exactly those immediately preceding an event where ψ holds. Consequently, the reducer iterates through its input tuples of X ψ, (ψ, n, i) and produces for each one an output tuple X ψ, (n−1, i) .
When the top-level formula to evaluate is F ψ, the events that satisfy the formula are exactly those for which some event in the future is such that ψ holds. The corresponding reducer iterates through the input tuples and computes the highest event number c for which ψ holds. All events preceding c satisfy F ψ. Consequently, the reducer generates as output all tuples of the form
The reducer for ¬ψ iterates through all tuples and stores in a Boolean array whether e i |= ψ for each event i in the trace. It then outputs a tuple ¬ψ, (k, i) for all event numbers k that were not seen in the input. The reducer for G ψ proceeds in reverse. It first iterates through all tuples in the same way. If we let c be the index of the last event for which ψ does not hold, the reducer will then output all tuples G ψ, (k, i) for k ∈[ c + 1, ]. This indeed corresponds to all events for which G ψ holds. The case of binary connectives ∨ and ∧ is slightly more delicate. Special care must be taken to persist tuples whose result will be used in a later iteration. Consider the case of formula (F p) ∧ q. The states where ground terms p and q hold will be computed by the Input Reader at iteration 0. However, although q is a direct subformula of (F p) ∧ q, one has to wait until iteration 2 to combine it to F p, evaluated at iteration 1. More precisely, a tuple ψ ψ , (ψ, n, i) can only be evaluated at iteration δ(ψ ψ ); in all previous iterations, tuples ψ, (n, i) must be put back in circulation. The first condition in both reducers' algorithm takes care of this situation.
Otherwise, when the top-level formula to evaluate is ψ ∨ ψ , the reducer outputs a tuple ψ ∨ ψ , (n, i) whenever it reads input tuples ψ ∨ ψ , (ψ, n, i) or ψ ∨ ψ , (ψ , n, i) . When the top-level formula is ψ ∧ ψ , the reducer must memorize event numbers n for which it has read tuples ψ ∧ ψ , (ψ, n, i) and ψ ∧ ψ , (ψ , n, i) , and outputs ψ ∧ ψ , (n, i) as soon as it has seen both. The last case to consider is that of a formula of the form ψ U ψ . The reducer first iterates through all its input tuples and memorizes the event numbers for which ψ holds, and those for which ψ holds. It then proceeds backwards from the last event of the trace, and outputs ψ U ψ , (n, i) for some state n if ψ holds for n, or if ψ holds for n and there exists an uninterrupted sequence of states leading to a state n for which ψ holds. This last information is handled through the Boolean variable b.
On our example formula, the reducer for a ∨ b will receive the first three tuples and output a ∨ b, (0, 1) , a ∨ b, (2, 1) , a∨b, (6, 1) . Since the iteration number is 1, and the depth of ¬c∨F (a∨b) is 3, the reducer for ¬c∨F (a∨b) will simply re-output the tuples ¬c, (0, 1) , ¬c, (2, 1) , ¬c, (3, 1) , ¬c, (5, 1) , ¬c, (6, 1)
As one can see, the tuples produced by each reducer is of the form ψ, (n, i) , carrying the exact same meaning as those originally produced by the Input Reader, albeit for formulae of greater depth. Therefore, the result of one MapReduce cycle can be fed back as input of a new cycle; as we have seen, it takes exactly δ(ϕ) such cycles to completely evaluate some LTL formula ϕ.
Output writer
At the end of the last MapReduce cycle, one is left with tuples ϕ, (n, δ(ϕ)) . These represent all event numbers n such that m n |= ϕ. The output writer, shown in Figure 6 , translates the last set of tuples into the truth value of the formula to evaluate. By the semantics of LTL, an event trace satisfies the formula ϕ if m 0 |= ϕ. Hence the output writer simply writes "true" if ϕ, (0, δ(ϕ)) is found, and false otherwise.
A complete example
For the sake of completeness, the remaining iterations of MapReduce processing on our example formula are given below.
Iteration 2
The tuples produced by the first round of Reducers are sent to mappers for a second cycle, producing: The reducer for F (a ∨ b) will produce: (6, 2) while the reducer for ¬c ∨ F (a ∨ b) will again re-output: ¬c, (0, 2) , ¬c, (2, 2) , ¬c, (3, 2) , ¬c, (5, 2) , ¬c, (6, 2) .
Iteration 3
The tuples are sent into the penultimate cycle; the mappers will produce: The reducer for ¬c ∨ F (a ∨ b) will output: (3, 3) , ¬c∨F (a∨b), (4, 3) , ¬c∨F (a∨b), (5, 3) , (6, 3) .
Iteration 4
For the last iteration, the mappers produce (a∨b)), (¬c∨F (a∨b),2,4) , G (¬c∨F (a∨b)), (¬c∨F(a∨b),3,4) ,   G(¬c∨F(a∨b)), (¬c∨F(a∨b),4,4) , G(¬c∨F(a∨b)), (¬c∨F (a∨b),5,4) , F (a ∨ b), 6, 4) The reducer for G (¬c ∨ F (a ∨ b) ) computes the output tuples G (¬c∨F(a∨b)),(0, 4) , G(¬c∨F(a∨b)),(1,4) G (¬c∨F(a∨b)), (2,4) (a∨b)),(3,4) G(¬c∨F(a∨b)),(4,4) G(¬c∨F (a∨b)), (5, 4) ∨ F (a ∨ b) ), (6, 4) Finally, since event number 0 is part of the tuple set, the output writer concludes that the formula is true for the trace considered.
G(¬c∨F (a∨b)), (¬c∨F (a∨b),0,4) , G (¬c∨F (a∨b)), (¬c∨F(a∨b),1,4) ,
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From this simple example, one can see how multiple input readers can process separate chunks of the same event trace independently. As a matter of fact, each input reader does not even require that its chunk contains sets of consecutive events, as long as each event is properly numbered according to its sequential position. In addition, as a side effect of fitting the problem into the MapReduce framework, an arbitrary number of parallel Mapper instances can be used to process a set of input tuples at each cycle. Similarly, up to one Reducer per key (that is, one per subformula) can run in parallel in the Reduce phase of a cycle.
LTL with past
The use of the present algorithm for LTL validation provides a number of interesting side effects. The most notable one is that the evaluation of LTL past operators can be obtained mostly "for free". For instance the translation of operator Y (the past version of X) simply amounts to replacing n − 1 by n + 1 in the definition of the reducer for X. A similar reasoning can be applied for the remaining past temporal operators, like P (or F −1 ), H (G −1 ) or S (U −1 ). Furthermore, unusual operators such as the C ("chop") modality [31] can also be defined easily with their custom reducer.
Experimental results
To illustrate the concept and evaluate its feasibility, we implemented the algorithm described earlier in two different MapReduce frameworks, and compared it to an existing trace analysis tool called BeepBeep, which uses a classical, non-parallel algorithm. Experiments were then conducted to compare their running time on the same set of traces; the point of the comparison is to get an intuition whether using MapReduce can provide an improvement over existing techniques, performance-wise.
Sample properties
To assess the running time of the MapReduce validation algorithm, we built a dataset consisting of traces of randomly-generated events, with each event being made of up to ten random parameters, labelled p 0 , . . . p 9 , each carrying five possible values. Each trace has a length between 1 and 100,000 events, and 500 such traces were produced. In total, this dataset amounts to more than one gigabyte of randomly-generated event data.
Four properties, with increasing complexity, were verified on these traces. Property #1 is G p 0 = 0, and simply asserts that in every event, parameter p 0 , when present, is never equal to 0. Property #2 is G (p 0 = 0 → X p 1 = 0): it expresses the fact that whenever p 0 = 0 in some event, the next event is such that p 1 = 0. Property #3 is a generalization of Property #2:
This property asserts that whatever value taken by p 0 will be taken by p 1 in the next event. The universal and existential quantifiers are meant as a shorthand notation; the actual LTL formula to be validated is the logical conjunction of the previous template for all possible values of x between 0 and 9, and reads
Finally, Property #4 checks that some parameter p m alternates between two possible values; this is true when the value of p m in the current event is the same as the value two events from the current one, and is written:
Again, the quantifiers are meant as a shorthand.
Execution environments
Our execution environment for the validation of properties consists of a virtual cluster inside a Solaris 11.1 server, equipped with 24 GB of RAM. One reason for the choice of Solaris is its possibility to create isolated environments, called zones, without the need for a full-fledged virtual machine. Each zone has its own resource controller, and communicates with the rest of the environment only through a connection using virtual network interfaces. This makes it easy to create and manage computing nodes.
The practice of using Solaris zones to create a Hadoop cluster is well known and documented [32] . Advantages of using such an architecture include fast provision of new cluster members using the zone cloning feature, very high network throughput between the zones for data node replication, optimized disk I/O utilization, and secure data at rest using ZFS encryption. In our setup, the cluster is made of five nodes: a master "name-node" whose task is to manage Hadoop jobs, three "data-nodes" that perform the actual Map and Reduce operations, and a backup of the name node that can resume its job should a failure occur. It is out of the scope of this paper to describe in detail the architecture of the cluster; we followed the basic setup steps contained in documentation from Oracle and available online [32] .
We now proceed to describe the trace analysis tools that were run on the cluster. It shall be noted that only Hadoop requires a multi-node (and hence multi-zone) setup. The remaining tools were executed in the default, "global" zone of the system.
BeepBeep
The first tool included in our survey is a runtime monitor we developed in earlier work called BeepBeep [33] . b BeepBeep receives a stream of events produced by some application or process, and constantly analyzes it against a specification given beforehand. When the stream of events deviates from what the specification stipulates, a signal is sent which can then be piped into another program for further processing. It can also work in offline mode and analyze a pre-recorded trace of events taken from a file.
Although BeepBeep accepts as input an LTL expression, its processing uses a completely different algorithm from the one described in this paper. This algorithm is not based on MapReduce: it is sequential, and requires a single process to analyze each event of the trace one by one in their proper order.
A recent benchmark has showed that BeepBeep provides performance in the average of a large number of other trace validation solutions [34] . It was included in our analysis as the baseline case, being representative of the kind of performance that classical solutions provide. It will hence be possible to compare the running time of our proposed MapReduce solution and measure any actual benefits in terms of performance.
MrSim
The second environment we used for the comparison is a hybrid between sequential trace processing and distributed MapReduce, called MrSim. MrSim [35] is a simple implementation of MapReduce in Java, intended for a pedagogical illustration of the programming model. It originates from frustrating experiences using other frameworks, which require a lengthy and cumbersome setup before running even the simplest example. In most cases those examples are entangled with technical considerations (distributed file system, network configuration) that distract from learning the MapReduce programming model itself.
MrSim aims at providing a simple framework to create and test MapReduce jobs with a minimal setup, using straightforward implementations of all necessary concepts. This entails some purposeful limitations to the system: for example, it is not optimized in any way. In counterpart, MrSim offers interesting features from a pedagogical point of view: it runs out of the box, and the centralized processing makes it easy to perform step-by-step debugging of a MapReduce job.
MrSim can run in two modes. In sequential mode, the actual coordination of Map and Reduce jobs is done locally on a single machine using a single-thread implementation of MapReduce: the data source is fed tuple by tuple to the mapper, the output tuples are collected, split according to their keys, and each list is sent to the reducer, again in a sequential fashion. As such, this sequential workflow reproduces exactly the processing done by MapReduce environments, without the distribution of computation. This was done on purpose, so that the running time of each mapper and reducer instance could be easily measured.
In multi-threaded mode, Map and Reduce jobs of the same iteration each run in a distinct thread provided by a thread dispatcher. The dispatcher is instantiated with a parameter n specifying the maximum number of concurrent threads. The first n Map and Reduce jobs that execute are immediately given a thread; remaining jobs in excess of n, if any, are put into a waiting queue for one of the existing threads to terminate. In terms of performance, the operation in sequential mode is equivalent to multi-threaded when n = 1 (barring some light thread management overhead), as was confirmed by a set of preliminary setup tests.
A first observation that can be made is that this execution environment is the simplest of all we tested: excluding the code for coordinating Mappers and Reducers (itself made of only 250 lines of code), the total implementation of the validator amounts to 1,000 lines of Java code. This should be put in contrast with BeepBeep, which is also implemented in Java and rather uses the classical, on-thefly algorithm for the evaluation of LTL formulae on traces [13] ; BeepBeep is is made up of twice as many lines of Java code.
Hadoop
The third environment used in our experiments is Apache Hadoop version 1.2.1, already introduced earlier.
While Hadoop is regularly presented as the canonical example of a MapReduce implementation, it turns out that there are significant differences between the theoretical principle of MapReduce described in Section 'An overview of MapReduce' , and the real-life implementation of MapReduce in Apache Hadoop.
Chaining MapReduce jobs
In the theoretical MapReduce framework (and in MrSim), tuples output by reducers can be sent directly as input to mappers, making multiple iterations of MapReduce cycles possible. Hadoop does not support this: tuples produced by reducers must be sent serialized to an output collector, saved to a file, and then be re-read from an input collector and converted back into tuples. This makes the chaining of cycles of MapReduce jobs, necessary in our context for but the simplest LTL formulae, very cumbersome, inefficient, and ultimately uncalled for, as the MrSim environment does not require such a mandatory serialization to chain cycles of MapReduce jobs.
Line input format A second limitation of the Hadoop implementation is the fact that input readers are linebased -that is, an input reader is fed one line at a time from the input source, and elements from which tuples are created cannot span multiple lines. While this behaviour is appropriate for simple log formats, it makes it hard to support rich data models such as, in our case, XML. We had to preprocess our input traces to remove line endings inside all events, so that each event occupies exactly one line. Again, input readers in MrSim do not present this limitation and can be fed arbitrary chunks of an input source.
Object inheritance An LTL expression is represented as a top-level LTL operator, which in turn may contain a number of children operators, hence creating a nested structure representing the contents of the formula. Every operator is a subclass of the general class LTLOperator; it is therefore natural to declare the key of tuples as an object of type LTLOperator, and this is precisely what is done in MrSim.
Yet, Hadoop does not support inheritance when manipulating tuples. This means that if a map or a reduce job is declared to accept tuples of type (K, V ), Hadoop throws a runtime error when trying to process a tuple of type (K , V ), where K and V are descendants (in the objectoriented sense of the term) of K and V respectively. This poses a serious problem in our context, which necessitated rewriting our representation of LTL formulae as a single object, using a member field whose value makes it behave like a conjunction, an operator G, etc. This unexplained limitation belongs to Hadoop, and is not an inherent limitation of the MapReduce principle, as MrSim does not present this problem. This arguably renders the validation code inelegant, and again, most assuredly affects its performance.
Results
To test and compare each validation solution, we randomly generated traces of XML events with abstract names p0, p1, etc., each containing a random integer value. The length of each trace varied from less than 10 events to more than 9 million; in this last case, the XML file weighed just short of 1 gigabyte. Each property P1-P4 was validated on each trace, and various statistics on the process were computed.
All tools operate in the same way: they accept as input a character string (the same for every tool) representing an LTL formula, and a filename pointing to an XML trace saved locally. Each tool then processes the formula and the trace using its own algorithm (the classical LTL evaluation algorithm for BeepBeep, and the MapReduce implementation described in this paper for the others).
It should be noted at the onset that all three MapReduce solutions (Hadoop and the two versions of MrSim) crashed when evaluating Property 4 on the two largest traces we generated (respectively 3.5 and 9 million events). Apart from these two events, every tool successfully completed each verification task and returned the same (correct) verdict.
Number of tuples
The first measurement is the number of tuples produced by the algorithm. This value is taken as the sum of T i , the total number of tuples processed at the Map phase of each MapReduce cycle number i, for all cycles i ∈[ 1, δ(ϕ)], as shown in Table 1 . One can see that the number of tuples increases with the complexity of the formula: while Property #1 produces 180,000 tuples for a trace, the validation of Property #4 on the same trace generates more than 8 million such units.
For example, validating property P2 produces roughly twice as many tuples, in total, than there are events in the trace to analyze. From this ratio, it is possible to guess that the total number of tuples that would have been produced when evaluating property 4 on the largest trace is around 400 million.
The distribution of tuples across iterations is far from uniform, however. Table 2 shows the number of tuples produced by the reduce phase of each cycle for each property and two different traces.
We also computed the "sequential ratio" of the validation process. At each MapReduce cycle, we keep the largest number of tuples processed by a single instance of a reducer. This value, noted t i , represents the minimum number of tuples that must be processed sequentially in Table 1 The total number of tuples produced for the validation of each properties on traces of increasing sizes that particular cycle. If all reducers for that cycle were allowed to run in parallel, and assuming similar processing time for each tuple, the ratio t i /T i is an indicator of the time the "parallel" cycle requires with respect to the "sequential" version. The global sequential ratio shown in Table 3 is taken as
This sequential ratio shows one of the limits of the validation algorithm in its present incarnation: the potential for parallelism is bounded by the structure of the formula to validate, as there can be at most one instance of reducer for every possible subformula of the property to verify. 
Running time
The second measurement is the total running time required to vaildate each property, on traces of increasing size. A summary of these results is given in Table 4 , which shows, for each property, the average running time per event, which is the total processing time divided by the number of events in the trace; the value shown in the table is the average of these values over all traces. From the sequential ratio s and the average sequential running time per event r obtained for each property, it is also possible to infer the theoretical validation time in the maximally-parallel case by computing r × s; this inferred running time is also shown in Table 4 , using the sequential run of MrSim as the baseline.
A first observation that can be made is that, for most properties, the BeepBeep runtime monitor is many orders of magnitude slower than any MapReduce implementation. Even the sequential MrSim setup provides runtime performance superior to BeepBeep, indicating that the use of a MapReduce algorithm in itself presents an intrinsic performance advantage.
Detailed results on the running time for every property, and trace are plotted, for each validation environment, in Figure 7 . The figure reveals a running time that is roughly linear in terms of the length of the trace for all properties and all tools. The rate of growth, however, varies widely from one tool to the next, with BeepBeep faring the worst. Surprisingly, the multi-thread versions of MrSim and the Hadoop cluster exhibit slower validation times than the sequential version of MrSim; depending on the properties, these tools are sometimes 40 times slower than the sequential version of MrSim. The running times estimated from the sequential ratio (last line of Table 4 ) are also sometimes orders of magnitude lower than the actual running times observed with the multi-thread version of MrSim. Since the sequential MrSim uses the same Map and Reduce jobs, the culprit cannot lie in the algorithm itself, but rather in the introduction of parallelism.
Worst-case bandwidth
Given that all three MapReduce approaches crashed for traces and formulae producing the most tuples, we performed a theoretical analysis of the bandwidth required to evaluate a formula in the worst csae. First, one can realize that a tuple can be reduced to at most four integers. Assuming 32-bit integers, a tuple can hence accommodate roughly 4 billion events (2 32 ), as many subformulae and iteration cycles, and be serialized as a 12-byte string.
We can then estimate the maximum number of tuples that can be generated during the evaluation of a formula. There can be as many tuples as there are events in the trace to process, and one such tuple can be produced for each subformula of the formula to verify. If we let |ϕ| be the length (i.e. number of symbols) of ϕ, one can conclude that there are at most 2|ϕ| subformulae; indeed, each logical connective occurring in ϕ brings at most two proper subformulae. Hence the cumulative tuple bandwidth B to be exchanged can be given by:
where T is the tuple size, δ(ϕ) is the depth of the formula to verify (and hence the number of MapReduce cycles), is the event trace length, and 2|σ (ϕ)| denotes the total number of subformulae. The × 2|σ (ϕ)| term is indeed a crude worst case bound, as it assumes that each event of the input trace generates one tuple for each subformula and at each cycle, that all subformulae are present at each cycle (they obviously aren't), and that the formula is only composed of binary connectives (it generally isn't). It also assumes that every produced tuple must be transmitted to another site to be processed in the next step in the algorithm. For the properties given as an example in this paper, |σ (ϕ)| is effectively bounded by 3.
One can see that, while this bound can amount to a large number of tuples, it nevertheless remains linear both in the length of the trace and the size of the LTL formula to evaluate. Therefore, the cheerless results we obtained with the parallel versions of the algorithm seem to be related to their implementation, and not to asymptotic complexity. This is confirmed by the much better performance of the single-threaded MapReduce implementation.
To simplify the notation and reduce bandwidth, a simple modification can be made to the current method by computing all subformulae of ϕ in advance and later on designate them with a single digit, as shown in Table 5 for the formula used as an example throughout the paper. This modification effectively reduces the amount of data Table 5 Shorthand symbols can be assigned to each subformula of the property to verify
that needs to be exchanged between mappers and reducers, and emphasizes the fact that no manipulation of the formulae is necessary during the validation process (apart from fetching formulae from the table to determine which action to follow).
Discussion and conclusion
In this paper, we have presented an algorithm for the automated validation of Linear Temporal Logic properties on large traces of events using the MapReduce development framework. As far as we know, this work is the first published algorithm that leverages the MapReduce framework for the validation of temporal logic properties on large event traces. It opens the way to the use of cloud computing services for the efficient compliance checking of program traces and event logs of various kinds.
Summary
We have shown experimentally on a sample dataset how the algorithm presents reasonable running times when the MapReduce environment is restricted to a single thread. The breaking up of the algorithm into several phases of independent mappers and reducers presents the potential of reducing the number of operations that must be performed linearly by executing these processes in parallel, yielding a potential speedup of 90% in some cases. We were surprised to discover that among the three MapReduce implementations, the two that use parallelism (Hadoop and the multi-threaded MrSim) are vastly outperformed by the sequential, single-threaded implementation of MrSim -by more than two orders of magnitude in most cases. Since all three versions were given the same map and reduce jobs, the culprit cannot be put on the algorithm we propose and is therefore inherent in the actual environment used. We could not witness any of the potential execution time savings brought on by the use of parallel processing, as the sequential ratio of Table 3 led us to believe.
Strata and monotonic logic
This tends to indicate that verifying temporal properties on a trace of events is an essentially linear process, and that its breaking up into parallel steps requires a communication overhead that largely offsets the presence of parallelism. In some cases, we observed that the number of tuples produced (and hence the amount of data exchanged) amounts to more than 40 times the number of events in the trace to analyze. It might be tempting to explain the relatively poor runtime performance of the distributed tools by the volume of tuples that need to be produced and exchanged between nodes or threads; yet the reader shall be reminded that the sequential version of MrSim produces and manages the same tuples as well.
This sequential nature of the LTL validation process bears close resemblance to the concept of stratification in distributed Datalog [36] . In this context, the execution of a distributed database query is divided into "nonmonotonic stratification boundaries": the evaluation of each strata can be split into multiple independent and distributed processes, but a global coordination of all process at strata N must be done before any process of strata N +1 can start. In the case of LTL property evaluation, the boundaries can clearly be equated to the levels of nesting of each subformula: evaluating subformulaae of a level of nesting N −1 can be done independently of each other, but the evaluation of a subformula of level of nesting N may require using the result of any subformula of level N, and hence a global coordination -materialized by the shuffling of tuples between reducers and mappers of the next iteration.
Potential uses
The results described in this paper are promising. They show how the use of a MapReduce framework can provide much better runtime performance than the classical LTL algorithm (sometimes by many orders of magnitude), especially for large traces. Despite the mild disappointment at the runtime performance of the Hadoop cluster, we conclude that the use of MapReduce to perform log analysis still is a viable solution that can analyze, in the worst case, hundreds if not thousands of events per second on very complex LTL formulae. In addition to the performance argument, there also exist situations where the use of MapReduce is the only option; we list a few cases below.
• The property contains LTL past operators. Existing solutions (including BeepBeep) cannot handle LTL with past, while we have seen in Section 'LTL with past' that the MapReduce implementation provides these operators for free.
• The trace to analyze is fragmented across multiple locations. Existing trace validation tools all require the trace to be accessible sequentially from start to finish, which in general entails that the trace must be reconstructed and saved in a single location prior to analysis. In contrast, in the MapReduce implementation each single event can be located arbitrarily in any node, and each node needs not even to store contiguous sets of events. As a matter of fact, as long as the trace can be unambiguously ordered, events can be produced and recorded in multiple locations. This makes it particularly suited to verify, e.g. transaction processing systems [37] .
• Using a professional MapReduce environment such as Hadoop provides side benefits, such as failure protection, generally absent from trace validators like BeepBeep or ProM.
Extensions and future work
The results obtained on the implementation discussed in this paper lead to a number of extensions and improvements over the current method. First, the algorithm presents an interest in that it can be reused as a basis for other temporal languages that intersect with LTL. This is the case, for example, of specifications written as finite-state machines, PSL [38] or DecSerFlow [12] . It is expected that similar techniques could also apply to to other logical formalisms, such as deontic logic [39] . Second, the technique itself could be expanded to take into account data parameters and quantification; the formulae described in Section 'Sample properties' gave a foretaste of such quantification and initial results indicate that quantification is a fertile ground for parallelism. The proposed implementation is currently being ported as a free software suite for Apache Hadoop. Finally, we have seen that the potential for parallelism is bounded by the structure of the formula to validate, as there can be at most one instance of reducer for every possible subformula of the property to verify. This entails that one cannot freely distribute the processing of the trace to an arbitrary number of parallel processes: for a simple formula, or one that contains few nested expressions, few reducers can be started in parallel. Therefore, a sought after refinement of the current method is currently being worked on, which will allow multiple Reducer instances for the same key to be merged in a later step.
Endnotes
a We implicitly assume a finite-trace semantics where |= X ϕ, |= F ϕ, and |= G ϕ, where represents the empty trace.
b http://beepbeep.sourceforge.net. The analysis in this paper has been done on version 1.7.6.
