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1 Introduction
In this article the answers to the following questions are considered for any even
n ≥ 4:
1. What is a Clifford algebra and how to construct it?
2. What is the real and complex representations?
3. What is an involution, and how it helps in a transition to real inclusions?
4. How to construct the complex and real representations of the Clifford genera-
tors (the connecting operators)?
5. How does the involution act on the Clifford generators (the connecting oper-
ators)?
6. How to lead a complex orthogonal matrix to a block diagonal form?
7. How to construct the basic isomorphisms (including the double coverings) and
other relations in the explicit form with the help of the connecting operators?
8. How to construct a partial solution of the Clifford equation for the connecting
operators for even n ≥ 4?
9. How to construct the structure constants of the hypercomplex (sedenion) al-
gebra (without division for n>8) by means of the connecting operators for n
mod 8 = 0?
10. How to enter and to coordinate the connection in the tangent and spinor
bundles?
11. How to construct the Lie operator analogues and what are the conditions of
their construction?
12. How to construct the curvature spinors?
13. What is the communication between the twistor equation, the derivational
equation of the normalized Grassmannian and the conformal Killing equation?
14. What is the difference between the spinor formalism for n ≤ 8 and the one for
n > 8, and how to construct it for small dimensions?
15. How to construct the geometric representation of spinors (twistors) for R6(2,4)?
16. How to construct a generalization of the Cartan triality principle to the Klein
correspondence and what is the geometry of such the generalization for n = 8?
17. How to construct (one-to-one) the spin (spin-pair) analogues of the Lie oper-
ators for n = 4 in an explicit form?
The conclusion of all results of this article is made on the basis [33].1
1The Russian edition (on the pp. 124-261) contains the original variant of the article with the
corrected errors and the original numbering of the pages (pp. 1-138)
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2 Clifford algebra
In this section, it is told about how to construct the real 2n-dimensional Clifford
algebra with any functional G according to [18, lecture 13, pp. 258-299]. In the case
when the functional G in a suitable basis has the diagonal form with the identical
quantity  +  and  −  on the main diagonal, the generators of such the
Clifford algebra create the generators of the complex n-dimensional Clifford algebra
which is isomorphic to the algebra of complex matrixes C(2n2 ). The conclusion of all
results of this section is made on the basis [18].
Let V be a vector space over R. Then V will be a module over R: 1). a (x+y)
=ax+ay, 2). (a+b) x=ax+bx, 3). (ab) x=a (bx), 4). 1· x=x, where x, y ∈ V , a, b
∈ R. Let’s consider the ideal
J(G) := {T ⊗ (x⊗ x− 1
2
G(x)); T ∈ T0(V), x ∈ T01(V)} (2.1)
in the algebra T0(V) = T00(V) ⊕ ... ⊕ T0q(V) ⊕ .... Also we will define the Clifford
algebra as CL(G2n) := T0(V)/J(G). We will construct a representation of such the
algebra into an polynomial algebra
α : V 7−→ A, α˜ : T0(V) 7−→ A,
α(V) = BΛ˜xΛ˜, α˜(T0(V)) = A+BΛ˜xΛ˜ + CΛ˜Ψ˜xΛ˜xΨ˜ + ... .
(2.2)
Hereinafter Λ˜, Ψ˜ , ... = 1, 2n. Suppose that the relation αˆ(J(G)) = 0 is executed
for some mapping αˆ : CL(G) 7−→ CA. It will mean that
xΛ˜xΨ˜ + xΨ˜xΛ˜ = G(xΛ˜, xΨ˜ ). (2.3)
Therefore, the form G(xΛ˜, xΨ˜ ) in a suitable basis has the diagonal form. Suppose
that for such the basis, the parities
xΛ˜xΨ˜ + xΨ˜xΛ˜ = 0, (Λ˜ 6= Ψ˜); xΛ˜2 = ±1 (2.4)
are carried out that will define the mapping
αˆ(Cl(G2n)) = A+BΛ˜xΛ˜ + C
[Λ˜Ψ˜ ]xΛ˜xΨ˜ + ... (2.5)
In turn, it means that the Clifford algebra is finite-dimensional and dim CL(G2n) =
22n, dim V = 2n. Let’s construct now the complex Clifford algebra CL(gn). For
this purpose, we will consider the real Clifford algebra CL(G2n(n,n)). We will demand
that (x2Λ)
2 = 1, (x2Λ−1)2 = −1 and set√
2zΛ = x2Λ + ix2Λ−1,
√
2z¯Λ = x2Λ − ix2Λ−1. (2.6)
Hereinafter Λ, Ψ, ... = 1, n. Then
2(zΛzΨ + zΨzΛ) = (x2Λ + ix2Λ−1)(x2Ψ + ix2Ψ−1) + (x2Ψ + ix2Ψ−1)(x2Λ + ix2Λ−1) =
= x2Λx2Ψ − x2Λ−1x2Ψ−1 + i(x2Λ−1x2Ψ + x2Λx2Ψ−1)+
+ x2Ψx2Λ − x2Ψ−1x2Λ−1 + i(x2Ψ−1x2Λ + x2Ψx2Λ−1) =
=
{
4, Λ = Ψ,
0, Λ 6= Ψ,
2(zΛz¯Ψ + z¯ΨzΛ) = (x2Λ + ix2Λ−1)(x2Ψ − ix2Ψ−1) + (x2Ψ − ix2Ψ−1)(x2Λ + ix2Λ−1) =
= x2Λx2Ψ + x2Λ−1x2Ψ−1 − i(−x2Λ−1x2Ψ + x2Λx2Ψ−1)+
+ x2Ψx2Λ + x2Ψ−1x2Λ−1 − i(x2Ψ−1x2Λ − x2Ψx2Λ−1) = 0,
(2.7)
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zΛzΨ + zΨzΛ = g(zΛ, zΨ). (2.8)
Therefore, the factorization of the complex algebra T0(VC) = T0(VC)(z) by the ideal
J(g) = {T ⊗ (z ⊗ z − 1
2
g(z)); T ∈ T0(VC), z ∈ T01(VC)} will define the complex
algebra CL(gn) ∼= T0(VC)/J(g).
Theorem 2.1. For the Clifford algebra, there is the decomposition
CL(G
(2n+2)
(n+1,n+1)) = CL(G
2n
(n,n))⊗ CL(G2(1,1)),
CL(G
(2n+2)
(2n+2,0)) = CL(G
2n
(2n,0))⊗ CL(G2(2,0)), CL(gn) = CL(gn−2)⊗ CL(g2)
(2.9)
with the multiplication a · b = (a˜, ˜˜a) · (b˜, ˜˜b) = (a˜b˜, ˜˜a˜˜b).
Proof. Let xΛ˜ be a basis in V2n, and let x2n+1, x2n+2 be a basis in V2
xΛ˜xΨ˜ + xΨ˜xΛ˜ = 0, (Λ˜ 6= Ψ˜); (x2Λ)2 = 1; (x2Λ−1)2 = −1,
x2n+1x2n+2 + x2n+2x2n+1 = 0; (x2n+2)
2 = −1; (x2n+1)2 = 1. (2.10)
It will give a chance to define the basis in V2n+2 as
XΛ˜ = xΛ˜x2n+1x2n+2, X2n+1 = x2n+2, X2n+2 = x2n+1 (2.11)
with the conditions
XΛ˜XΨ˜ +XΨ˜XΛ˜ = 0, (Λ˜ 6= Ψ˜), (X2Λ)2 = 1, (X2Λ−1)2 = −1,
in this equation Λ = 1, n+ 1, Λ˜ = 1, 2n+ 2.
(2.12)
Then for any a ∈ CL(G2n+2(n+1,n+1)), the decomposition
a = a1X2n+2X2n+1 + a2X2n+2 + a3X2n+1 + a4 =
= a1 ⊗ x2n+1x2n+2 + a2 ⊗ x2n+1 + a3 ⊗ x2n+2 + a4 ⊗ 1 (2.13)
is executed. Let’s spend the replacement of the basis
y2n+1 = (x2n+1 + x2n+2)/2, y2n+2 = (x2n+1 − x2n+2)/2,
(y2n+1)
2 = 0, (y2n+2)
2 = 0, 2y2n+1y2n+2 = 1− x2n+1x2n+2. (2.14)
Then, the decomposition (2.13) will have the form
a = (−a1 + a4)y2n+1y2n+2 + (a2 + a3)y2n+1 + (a2 − a3)y2n+2 + (a1 + a4)y2n+2y2n+1.
(2.15)
Hence, any element a ∈ CL(G2(1,1)) is decomposed as
a = a1x2n+1x2n+2 + a2x2n+1 + a3x2n+2 + a4 =
=
(
y2n+1y2n+2 y2n+2
)( −a1 + a4 a2 + a3
a2 − a3 a1 + a4
)(
y2n+1y2n+2
y2n+1
)
,
(2.16)
and for any two elements a, b ∈ CL(G2n+2(n+1,n+1)), the relation
c := a · b = (a1 ⊗ x2n+1x2n+2 + a2 ⊗ x2n+1 + a3 ⊗ x2n+2 + a4 ⊗ 1)·
·(b1 ⊗ x2n+1x2n+2 + b2 ⊗ x2n+1 + b3 ⊗ x2n+2 + b4 ⊗ 1) =
7
= (a2b3 − a3b2 + a1b4 + a4b1)︸ ︷︷ ︸
:=c1
⊗x2n+1x2n+2 + (a2b4 + a4b2 − a1b3 + a3b1)︸ ︷︷ ︸
:=c2
⊗x2n+1+
+ (a3b4 + a4b3 − a1b2 + a2b1)︸ ︷︷ ︸
:=c3
⊗x2n+2 + (a1b1 + a4b4 + a2b2 − a3b3)︸ ︷︷ ︸
:=c4
(2.17)
is executed. At the same time, for any two elements a, b ∈ CL(G2(1,1)), the identity
c := a · b =
( −a1 + a4 a2 + a3
a2 − a3 a1 + a4
)
·
( −b1 + b4 b2 + b3
b2 − b3 b1 + b4
)
=
=
(
a1b1 − a1b4 − a4b1 + a4b4 + a2b2 + a3b2 − a2b3 − a3b3
−a2b1 + a3b1 + a2b4 − a3b4 + a1b2 + a4b2 − a1b3 − a4b3
−a1b2 + a4b2 − a1b3 + a4b3 + a2b1 + a3b1 + a2b4 + a3b4
a2b2 − a3b2 + a2b3 − a3b3 + a1b1 + a4b1 + a1b4 + a4b4
)
=
=
( −c1 + c4 c2 + c3
c2 − c3 c1 + c4
)
. (2.18)
is true. That will allow to define the correspondence between the generators of the
Clifford algebra CL(G2(1,1)) and their matrix representations
x2n+1 =
(
0 1
1 0
)
, x2n+2 =
(
0 1
−1 0
)
. (2.19)
This means that for any two elements a, b ∈ CL(G2n+2(n+1,n+1)), for the similar matrix
representation, c1, c2, c3, c4 ∈ CL(G2n(n,n)). Other two representations are similarly
proved also.
Theorem 2.2. The complex Clifford algebra for even n is isomorphic to the algebra
of complex matrixes of kind
CL(g) ∼= C(2n/2). (2.20)
Proof. Let’s determine according to the proof of Theorem 2.1 and replacing X on x
√
2zn+1 = x2n+2 + ix2n+1,
√
2zn+2 = x2n+4 + ix2n+3,
zn+1zn+1 = 1, zn+1z¯n+1 = ix2n+1x2n+2 = −z¯n+1zn+1,
zn+2zn+2 = 1, zn+2z¯n+2 = ix2n+3x2n+4 = −z¯n+2zn+2, (2.21)
zn+1zn+2 + zn+2zn+1 = 0.
This will allow to define the correspondence between the generators of the Clifford
algebra CL(G4(2,2)) and their matrix representations
x2n+2 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , x2n+1 =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 ,
x2n+4 =

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
 , x2n+3 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 .
(2.22)
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Then for the generators CL(g2) in the special basis similar to the one of Example
3.22, we will obtain
√
2zn+1 =
(
0 1 + i
1− i 0
)
,
√
2zn+2 =
(
0 1− i
1 + i 0
)
, (2.23)
as will prove our theorem. Strictly to construct the specified conformity in the
common view, the knowledge of some additional facts, which are worthy to devote
them the following section, is necessary.
Thus, the real Clifford algebra CL(G2n(n,n)) is isomorphic to the real algebra of
n-dimension matrixes
CL(G2n(n,n))
∼= R(2n). (2.24)
Therefore, there is a mapping
γ : R(2n) 7−→ (VR)2n. (2.25)
On the basis (2.3), the operators γΛ˜ should satisfy the equation
γΛ˜γΨ˜ + γΨ˜γΛ˜ = GΛ˜Ψ˜ , (2.26)
which is called Clifford equation. At the same time, the complex Clifford algebra
is represented by the matrix algebra C(2n/2). The multiplication in the complex
Clifford algebra delegates the matrix multiplication in C(2n/2). Therefore, one can
construct mapping
γ : C(2n/2) 7−→ (VC)n. (2.27)
From (2.8), it follows that the operators γΛ should satisfy the complex Clifford
equation
γΛγΨ + γΨγΛ = gΛΨ. (2.28)
3 Complex and real representations
In this section, it is told about how locally to construct the n-dimensional complex
representation on the real one of the 2n-dimensional pseudo-Riemannian manifold
with tangent bundle fibers isomorphic to R2n(n,n). For this purpose, we construct the
corresponding complex reparametrization of an atlas in a neighborhood of some point
that induces the Neifeld operators [15] connected to the Norden affinor [17] in the
tangent bundle. Accordingly, by means of the connecting operators γΛ˜, the Neifeld
operator analogues are induced to within a sign in the spinor bundle. It will give a
chance to pass to the complex representation of the connecting operators γΛ. The
conclusion of all results of this section is made on the basis [15], [17].
Under complex analytical Riemannian space CVn, we will further understand an
analytical complex bundle supplied with analytical quadratic metric, i.e., a met-
ric defined by means of a symmetric nonsingular tensor gΛΨ (here Λ,Ψ, ... = 1, n;
Λ˜, Ψ˜ , ... = 1, 2n), which the coordinates are analytical functions of the point coor-
dinates. To this tensor, there corresponds complex Riemannian torsion-free connec-
tion, the coefficients of which are defined by the Christoffel symbols, and hence these
2In the example, xΛ˜ 7−→ 1√2xΛ˜, zΛ 7−→ 1√2zΛ.
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coefficients are analytical functions. The tangent bundle to this manifold τC(CVn)
has fibers τCx
∼= CRn that is fibers isomorphic to the n-dimensional complex Euclid-
ian space, the metric of which is defined by the value of the metric tensor at the
given point. The real representation V2n of CVn has the tangent bundle τR(V2n) with
fibers isomorphic to R2n(n,n). Let on V2n, an atlas (U ;xΛ˜) be set. We will consider
reparametrization of this atlas (U ;wΛ) such that wΛ = 1√
2
(uΛ(xΛ˜)+ ivΛ(xΛ˜)), which
is locally solvable as xΛ˜ = xΛ˜(uΛ, vΛ). Set
mΛΛ˜ :=
1√
2
(
∂uΛ
∂xΛ˜
+ i
∂vΛ
∂xΛ˜
) =:
∂wΛ
∂xΛ˜
, mΛ
Λ˜ :=
1√
2
(
∂xΛ˜
∂uΛ
− i∂x
Λ˜
∂vΛ
) =:
∂xΛ˜
∂wΛ
. (3.1)
Then
∆Λ˜
Ψ˜ := mΛΛ˜mΛ
Ψ˜ =
1
2
((
∂uΛ
∂xΛ˜
∂xΨ˜
∂uΛ
+
∂vΛ
∂xΛ˜
∂xΨ˜
∂vΛ︸ ︷︷ ︸
=δΛ˜
Ψ˜
) + i(
∂vΛ
∂xΛ˜
∂xΨ˜
∂uΛ
− ∂u
Λ
∂xΛ˜
∂xΨ˜
∂vΛ︸ ︷︷ ︸
=:fΛ˜
Ψ˜
)),
(3.2)
that will define the complex structure f on V2n, where ∆Ψ
Λ is Norden affinor. We
will define Neifeld operators m¯Ψ
′
Ψ˜ := m
Ψ
Ψ˜ as
0 =: mΛΛ˜m¯Ψ′
Λ˜ = 1
2
((
∂uΛ
∂xΛ˜
∂xΛ˜
∂uΨ′
− ∂v
Λ
∂xΛ˜
∂xΛ˜
∂vΨ′︸ ︷︷ ︸
≡0
) + i (∂u
Λ
∂xΛ˜
∂xΛ˜
∂vΨ′ +
∂vΛ
∂xΛ˜
∂xΛ˜
∂uΨ′ )), (3.3)
δΨ
Λ =: mΛΛ˜mΨ
Λ˜ = 1
2
((
∂uΛ
∂xΛ˜
∂xΛ˜
∂uΨ
+
∂vΛ
∂xΛ˜
∂xΛ˜
∂vΨ︸ ︷︷ ︸
=2δΨΛ
)− i (∂uΛ
∂xΛ˜
∂xΛ˜
∂vΨ
− ∂vΛ
∂xΛ˜
∂xΛ˜
∂uΨ
)),
(3.4)
Then, ∂u
Λ
∂xΛ˜
∂xΛ˜
∂vΨ
≡ 0 (where vΨ′ = δΨΨ′vΨ and uΨ′ = δΨΨ′uΨ, and the tensor δΨΨ′ has
the identity matrix). Hence,
∂uΛ
∂xΛ˜
fΨ˜
Λ˜ =
∂uΛ
∂xΛ˜
(
∂vΨ
∂xΨ˜
∂xΛ˜
∂uΨ
− ∂u
Ψ
∂xΨ˜
∂xΛ˜
∂vΨ
) =
∂vΛ
∂xΨ˜
(3.5)
are Cauchy-Riemann conditions if the complex structure has the canonical form in
the given basis
fΛ˜
Ψ˜ =
(
0 E
−E 0
)
, (3.6)
where E is the identity matrix of dimension n × n. It is easy to check up that
f 2 = −E. If now to demand that maps of the atlas on CVn have been coordinated
by means of holomorphic transformations then by such a way, one can identify the
two manifolds: CVn and V2n. Thus, it is possible to construct the isomorphism be-
tween fibers of the tangent bundles: τC(CVn) and τC(V2n) as well as between fibers
of their real representations: τR(CVn) and τR(V2n).
Let in the same basis in which the complex structure has the canonical form, our
metric be
GΛ˜Ψ˜ =
(
E 0
0 −E
)
, (3.7)
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where E is the identity matrix of the dimension n × n. The special operators
mΛ
Λ˜, mΛΛ˜ which by definition, should satisfy the following system of the equa-
tions 
mΛ
Λ˜mΨΛ˜ = δΛ
Ψ,
mΛ
Λ˜m¯Ψ
′
Λ˜ = 0,
mΛ
Λ˜mΛΨ˜ =
1
2
(δΨ˜
Λ˜ + ifΨ˜
Λ˜) := 4Ψ˜ Λ˜,
(3.8)
answer for the conformity V2n ←→ CVn. Then from the average equation, the
parities
mΨΩ˜ = m
Λ
Ω˜(mΛ
Λ˜mΨΛ˜) = (m
Λ
Ω˜mΛ
Λ˜)mΨΛ˜ =
1
2
mΨΩ˜ +
i
2
fΩ˜
Λ˜mΨΛ˜. (3.9)
will follow. Whence, the relations
mΨΩ˜ = i fΩ˜
Λ˜mΨΛ˜ (3.10)
are the Cauchy-Riemann conditions again. Therefore, in the presence of the metric
GΛ˜Ψ˜ for R2n(n,n), the metric
gΛΨ := GΛ˜Ψ˜mΛ
Λ˜mΨ
Ψ˜ , g¯Λ′Ψ′ := GΛ˜Ψ˜m¯Λ′
Λ˜m¯Ψ′
Ψ˜ ,
gΛ′Ψ := GΛ˜Ψ˜m¯Λ′
Λ˜mΨ
Ψ˜ , g¯ΛΨ′ := GΛ˜Ψ˜m¯Λ
Λ˜m¯Ψ′
Ψ˜
(3.11)
is induced in the complex representation. In the standard complex representation
(where instead of the space R2n(n,n), the space R2n undertakes), this means that gΛ′Ψ′ =
g¯Λ′Ψ′ = 0 and leads to the Hermitian metric gΛ′Ψ. However, in our case, it is necessary
to take advantage of the conditions
gΛ′Ψ = g¯ΛΨ′ = 0. (3.12)
It will lead to some restrictions on the metric tensor
0 = gΛ′Ψm¯
Λ′
Ω˜m
Ψ
Θ˜ = (GΛ˜Ψ˜m¯Λ′
Λ˜mΨ
Ψ˜ )m¯Λ
′
Ω˜m
Ψ
Θ˜ = GΛ˜Ψ˜ (m¯Λ′
Λ˜m¯Λ
′
Ω˜)(mΨ
Ψ˜mΨΘ˜) =
= GΛ˜Ψ˜ · 12(δΩ˜ Λ˜ − ifΩ˜ Λ˜) · 12(δΘ˜ Ψ˜ + ifΘ˜ Ψ˜ ) =
= 1
4
(GΩ˜Θ˜ + (fΩ˜
Λ˜fΘ˜
Ψ˜GΛ˜Ψ˜ )︸ ︷︷ ︸
=0
+i((fΩ˜
Λ˜GΛ˜Θ˜)− (fΘ˜ Ψ˜GΩ˜Ψ˜ ))︸ ︷︷ ︸
=0
) = 0.
(3.13)
Therefore, our pseudo-Euclidian metric with the canonical complex structure satis-
fies the equation
fΩ˜
Λ˜GΛ˜Ψ˜fΘ˜
Ψ˜ = −GΩ˜Θ˜ , (3.14)(
0 E
−E 0
)(
E 0
0 −E
)(
0 −E
E 0
)
= −
(
E 0
0 −E
)
.
Besides, it will be executed
GΛ˜Ψ˜ = m
Λ
Λ˜m
Ψ
Ψ˜gΛΨ + m¯
Λ′
Λ˜m¯
Ψ′
Ψ˜ g¯Λ′Ψ′ . (3.15)
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Example 3.1. At n=1 for R2(1,1)
mΛ
Λ˜ = 1√
2
(1, i), (mT )Λ˜
Λ = 1√
2
(
1
−i
)
, gΛΨ = 1,
GΛ˜Ψ˜ =
(
1 0
0 −1
)
, fΛ˜
Ψ˜ =
(
0 1
−1 0
)
.
(3.16)
Now the operators (3.8) can be applied to (2.25). For this purpose, we will
consider the decomposition for n=2 (N=1)
fΨ˜
Λ˜γΛ˜ = F˜ γΨ˜
˜˜F, F˜ 4 = ˜˜F 4 = E. (3.17)
The proof of this formula will be given in the following section (6.15). From (3.17),
it will follow
4Ψ˜ Λ˜γΛ˜ = 12(δΨ˜ Λ˜ + ifΨ˜ Λ˜)γΛ˜ =
=
1
2
(δ +
(1 + i)
2
F˜ +
(1− i)
2
F˜ 3)︸ ︷︷ ︸
:=4˜+
γΨ˜
1
2
(δ +
(1 + i)
2
˜˜F +
(1− i)
2
˜˜F 3)︸ ︷︷ ︸
:=
˜˜4+
+
+
1
2
(δ − (1 + i)
2
F˜ − (1− i)
2
F˜ 3)︸ ︷︷ ︸
:=4˜−
γΨ˜
1
2
(δ − (1 + i)
2
˜˜F − (1− i)
2
˜˜F 3)︸ ︷︷ ︸
:=
˜˜4−
=
= 4˜+γΨ˜ ˜˜4+ + 4˜−γΨ˜ ˜˜4−.
(3.18)
This means that one can set for n=2 (N=1)
m˜±Aˆ
B˜m˜±Cˆ B˜ = δAˆ
Cˆ ,
m˜±Aˆ
B˜m˜∓Cˆ B˜ = 0,
m˜±Aˆ
B˜m˜±AˆC˜ =
= 1
2
(δC˜
B˜± (1+i)
2
F˜C˜
B˜± (1−i)
2
(F˜ 3)C˜
B˜ )︸ ︷︷ ︸
:=4˜±C˜ B˜
,

˜˜m±Aˆ
B˜ ˜˜m±Cˆ B˜ = δAˆ
Cˆ ,
˜˜m±Aˆ
B˜ ˜˜m∓Cˆ B˜ = 0,
˜˜m±Aˆ
B˜ ˜˜m±AˆC˜ =
= 1
2
(δC˜
B˜± (1+i)
2
˜˜FC˜
B˜± (1−i)
2
( ˜˜F 3)C˜
B˜ )︸ ︷︷ ︸
:=
˜˜4±C˜ B˜
.
(3.19)
Here A˜, B˜ , C˜ , D˜ , ... = 1, (2N)2, Aˆ, Bˆ, Cˆ, Dˆ, ... = 1, 2N . Note that we can introduce
the operation of conjugation (not complex!) such that the operators m˜± ( ˜˜m±) and
m˜∓ ( ˜˜m∓) are conjugate to each other for such the operation. Hence, as the operators
γΛ, one can take either γ+Λ or γ−Λ
γ±ΛAˆ
Bˆ := mΛ
Λ˜γΛ˜C˜
D˜m˜±Aˆ
C˜ ˜˜m±BˆD˜ . (3.20)
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Example 3.2. At n=2 for R4(2,2)
mΛ
Λ˜ = 1√
2
(
1 i 0 0
0 0 1 i
)
, (mT )Λ˜
Λ = 1√
2

1 0
−i 0
0 1
0 −i
 , gΛΨ = ( 1 00 1
)
,
GΛ˜Ψ˜ =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 , fΛ˜Ψ˜ =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 .
(3.21)
γΛ˜ are defined according to (2.26), γΛ are defined according to (2.28).
mAˆ
B˜ := m˜+Aˆ
B˜ = ˜˜m+Aˆ
B˜ = 1√
2
(
1 i 0 0
0 0 1 1
)
,
(mT )B˜
Aˆ = (m˜T+)B˜
Aˆ = ( ˜˜mT+)B˜
Aˆ = 1√
2

1 0
−i 0
0 1
0 1
 ,
m˜−Aˆ
B˜ = ˜˜m−Aˆ
B˜ = 1√
2
(
1 −i 0 0
0 0 1 −1
)
,
(m˜T−)B˜
Aˆ = ( ˜˜mT−)B˜
Aˆ = 1√
2

1 0
i 0
0 1
0 −1
 ,
F A˜B˜ := F˜
A˜
B˜ =
˜˜F A˜B˜ =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0
 .
(3.22)
By the way, it once again says that the operator F is a matrix fourth root from the
matrix identity. The square F 2 corresponds to the trivial transformation multiplied
by -1 in the space R4(2,2).
In the case of arbitrary n, the algorithm for the reduction of the spinor dimension
is as follows.
Algorithm 3.1. The complex structure can be represented as a product of elemen-
tary transformations of the dimension 4 × 4. Each I-th elementary transforma-
tion generates the operator (mI)Λ
Λ˜ which is responsible for the transition from the
real representation of the subspace (RI)
4
(2,2) ⊂ R2n(2n,2n) to the complex representation
(CI)
2 ⊂ R2n−4(2n−2,2n−2) ⊕ (CI)2, and hence this lowers the dimension of the space on
2. Accordingly, in the spinor space, the operators ˜˜mI± , m˜I± which can reduce the
dimension of the spinor space by 2 times are generated. Obviously, the n/2 steps are
required (I = 1, n
2
). This would reduce the spinor dimension by 2
n
2 = 2N times and
would lead to the complex matrix representation of the dimension 2N × 2N . The
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operators ˜˜mI± , m˜I± will satisfy the following relations
m˜I± Aˆ
B˜m˜I±
Cˆ
B˜ = δAˆ
Cˆ ,
m˜I± Aˆ
B˜m˜I∓
Cˆ
B˜ = 0,
m˜I± Aˆ
B˜m˜I±
Aˆ
C˜ = 4˜I± C˜ B˜ ,

˜˜mI± Aˆ
B˜ ˜˜mI±
Cˆ
B˜ = δAˆ
Cˆ ,
˜˜mI± Aˆ
B˜ ˜˜mI∓
Cˆ
B˜ = 0,
˜˜mI± Aˆ
B˜ ˜˜mI±
Aˆ
C˜ =
˜˜4I± C˜ B˜ .
(3.23)
Here for I step A˜, B˜ , C˜ , D˜ , ... = 1, (2N)
2
2I−1 , Aˆ, Bˆ, Cˆ, Dˆ, ... = 1,
(2N)2
2I
. Then we can
construct the operators (m˜JzJ := m˜J± Aˆ
B˜ , ˜˜m∗JzJ :=
˜˜mJ±
Aˆ
B˜ )
M˜K := m˜n
2 zn
2
m˜n
2
−1
zn
2−1
· ... · m˜2z2m˜1z1 ,
˜˜MK := ˜˜m
∗
n
2 zn
2
˜˜m∗n
2
−1
zn
2−1
· ... · ˜˜m∗2z2 ˜˜m∗1z1 ,
(3.24)
where zJ (J = 1,
n
2
) is equal to 0 for the sign  −  or 1 for the sign  + 
then K =
n
2∑
J=1
zJ · 2J−1 + 1. If it does not matter which of the K-th operators will be
selected then the number K will be omitted. Using these operators, one can define
(γK)Λ := M˜K(mΛ
Λ˜γΛ˜)(
˜˜MK)
T . (3.25)
The corresponding example will be analyzed below (Algorithm 8.1).
4 Real inclusion. Involution
In this section it is told about how locally to enclose a real n-dimensional (pseudo-)
Riemannian space into the complex representation CVn of the 2n-dimensional pseudo-
Riemannian space. For this purpose, a real surface in CVn with a real parametrization
is considered. This enclosure is induced in the tangent bundle by means of an inclusion
operator Hi
Λ [15] with which the help one can obtain the fiber of a real tangent bundle
equipped with the (pseudo-)Euclidian metric. The index of such the metric will be
significantly depend on the kind of the inclusion operator. The conclusion of all
results of this section is made on the basis [15].
We will consider the real (pseudo-) Riemannian space Vn as a surface of the real
dimension n in the space CVn, i.e., a surface defined by means of the parametrical
equation
wΛ = wΛ(ui), (Λ,Ψ, ..., i, j, g, h = 1, n), (4.1)
where wΛ are the complex coordinates of a point x of the base, and ui are parameters:
the local coordinates of a point of the space Vn. The partial derivatives (∂iw
Λ =:
Hi
Λ) locally define inclusion of the real tangent spaces (4.1) in the complex tangent
space τCx as follows
H : τRx 7−→ τCx , (4.2)
wΛ = wΛ(ui(t)), rΛ := dw
Λ
dt
= Hi
Λ dui
dt
=: Hi
Λri,
dui
dt
∈ τRx 7−→ dw
Λ
dt
∈ τCx ,
(4.3)
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where the differentiation is conducted along a real curve γ(t) of the surface (4.1).
Since ‖ HiΛ ‖ is a nonsingular Jacobian matrix then there is the operator H iΛ such
that {
H iΛHi
Ψ = δΛ
Ψ,
H iΛHj
Λ = δj
i.
(4.4)
From here, it follows that the operator Hi
Λ defines involution
SΛ
Ψ′ = H iΛH¯i
Ψ′ (4.5)
in the complex space, where the coordinates H¯i
Ψ′ are in complex conjugate to the
coordinates Hi
Ψ. Therefore,
ri = H iΛr
Λ = H iΛrΛ ⇒ SΛΨ′rΛ = r¯Ψ′ . (4.6)
It is a necessary and sufficient condition for the vector rΛ ∈ τCx to be real. Thus,
SΛ
Ψ′S¯Ψ′
Φ = δΛ
Φ. (4.7)
We will define the metric of Vn (the real (pseudo-) Riemannian space) by the con-
dition
gΛΨr
ΛrΨ = gΛΨrΛrΨ, ∀r¯Ψ′ = SΛΨ′rΛ. (4.8)
This means that a real tensor of the space Vn is defined as the tensor self-conjugated
under the specified Hermitian involution
gΛΨ = SΛ
Φ′SΨ
Θ′ g¯Φ′Θ′ . (4.9)
Therefore, the tensor
gij := Hi
ΛHj
ΨgΛΨ = HiΛHjΨgΛΨ (4.10)
will be the metric tensor of Vn ⊂ CVn. The kind of the metric gij significantly
depends on the structure of the operator Hi
Λ and hence the involution SΛ
Ψ′ .
Example 4.1. Let there be the complex Euclidian space CR4. An inclusion of a
real space in the complex can be obtain by means of one of the three various ways
Hi
Λ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , HiΛ =

1 0 0 0
0 1 0 0
0 0 i 0
0 0 0 i
 , HiΛ =

1 0 0 0
0 i 0 0
0 0 i 0
0 0 0 i
 .
GΛΨ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,
gij =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , gij =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , gij =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
(4.11)
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5 Elementary transformations of the orthogonal
group
In this section, it is told about how to lead a pseudo-orthogonal transformation
to a block-diagonal form, and then to pass to the complex representation of such the
transformation. The conclusion of all results of this section is made on the basis [10],
[20].
Let’s consider an orthogonal transformation in the space R2n(n,n) which is set by
the formula
GΛ˜Ψ˜SΩ˜
Λ˜SΓ˜
Ψ˜ = GΩ˜Γ˜ . (5.1)
Thus, a basis is chosen so that ‖ GΛ˜Ψ˜ ‖ will have the diagonal form.
Theorem 5.1. Conformal transformations of the space R2n−2(n−1,n−1) form the group
O(n, n) consisting of
1. rotations from O(n− 1, n− 1), 3. translations, 5. superpositions 1-4.
2. dilations, 4. inversions,
Then any transformation of O(n, n) can be represented as a product of elementary
transformations
SΛ˜1
Λ˜J+1 = ±
J∏
I=1
(±(rI)Λ˜I (rI)Λ˜I+1 − δΛ˜I Λ˜I+1), (rI)Λ˜I (rI)Λ˜I = ±2. (5.2)
Proof. The elementary transformations (5.2) are really orthogonal
(±rΛ˜rΨ˜ − δΛ˜Ψ˜ )(±rΨ˜rΘ˜ − δΨ˜ Θ˜) = (±2)rΛ˜rΘ˜ ∓ rΛ˜rΘ˜ ∓ rΛ˜rΘ˜ + δΛ˜Θ˜ = δΛ˜Θ˜ . (5.3)
Usual rotations from the group O(2) can be represented as (5.2). At the same time,
rΛ˜ =
√
2(cos α
2
, sin α
2
), and there are the two disconnected classes of rotations
a).
(
cosα sinα
sinα − cosα
)
, b).
(
cosα sinα
− sinα cosα
)
. (5.4)
However, the transformation from b). is obtained by a superposition of the two
transformations from a).
1. A transformation from the group O(1, 1) is boost of one of the 4 forms
a).
(
ch θ sh θ
sh θ ch θ
)
, b).
(
ch θ − sh θ
sh θ − ch θ
)
,
c).
( − ch θ sh θ
− sh θ ch θ
)
, d).
( − ch θ − sh θ
− sh θ − ch θ
)
.
(5.5)
The transformation from b). is represented as in the equation (5.2), where
rΛ˜ =
√
2(ch θ
2
, sh θ
2
). The transformation from a). is a superposition of the
two transformations from b). The transformations from c). and d). differ
only in the sign from the transformations from b). and a). respectively. This
describes the four disconnected components of O(1, 1).
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2. Let one-dimensional dilation in R1 has the form x˜ = λx. Consider the light
cone in R3(1,2) defined as T 2−Z2−X2 = 0. We cut it by the plane T+Z = 1 and
perform the stereographic projection of the cross section onto the line T = 1,
Z = 0 that induces the one-dimensional space R1 with the single coordinate
x = X
T−Z . Then T˜ +Z˜ = λ(T +Z), T˜ −Z˜ = λ−1(T −Z), X˜ = X. If λ > 0 then
this transformation will be the boost from a).; if λ < 0, this transformation
will the boost from d).
3. Consider translation x˜ = x+a in the space R1. This will lead to the relations:
T˜−Z˜ = T−Z, T˜+Z˜ = T+Z+2aX+a2(T−Z), X˜ = X+a(T−Z). The fixed
vector of this transformation will be an isotropic vector of the form (b, 0, b).
It is impossible to translate an isotropic vector to a non-isotropic vector by
any pseudo-orthogonal transformation since such the transformations keep the
constant value T 2 − X2 − Z2. This means that we can not apply such the
transformations to the basis to direct an isotropic vector along a non-isotropic
axis. However, this does not prevent for the dilation to be decomposed into
elementary transformations: rotation, boost, and one more such rotation. To
do this, as the rotation we take the elementary transformation 1 0 00 cosα − sinα
0 sinα cosα
 (5.6)
with tgα = a
2
, and as the boost from a)., we take the elementary transforma-
tion  ch θ sh θ 0sh θ ch θ 0
0 0 1
 (5.7)
with ch θ = a
2
2
+ 1. Then, this composition will have the form
1 0 0
0 1√
1+a
2
4
− a2√
1+a
2
4
0
a
2√
1+a
2
4
1√
1+a
2
4

 1 +
a2
2
a
√
1 + a
2
4
0
a
√
1 + a
2
4
1 + a
2
2
0
0 0 1
 ·
·

1 0 0
0 1√
1+a
2
4
− a2√
1+a
2
4
0
a
2√
1+a
2
4
1√
1+a
2
4
 =
 1 + a22 a −a22a 1 −a
a2
2
a 1− a2
2
 .
(5.8)
4. Inversion x˜ = 1
x
in R1 induces the rotation T˜ = T , Z˜ = −Z, X˜ = X.
5. Superpositions of all one-dimensional transformations of the form 1-4 and ro-
tations from O(n− 1, n− 1) represent the conformal transformation group of
the space R2n−2(n−1,n−1) which will be isomorphic to the group O(n, n).
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Example 5.1. Let’s consider the group of pseudo-orthogonal transformations O(1, 2)
of the space R3(1,2). As is known, eigenvalues of any such a transformation are roots
of a polynomial of third degree. One of such the values should be obligatory a real
number. Since pseudo-orthogonal transformations satisfy the parity (5.1) then the
square of such the real number is equal to 1. Therefore, any transformation from the
group O(1, 2) possesses a fixed axis. However, not always this axis can be combined
with a coordinate axis using pseudo-orthogonal transformations of the basis only.
1. Let’s consider the composition of a rotation and a boost for the space R3(1,2) ch θ − sh θ 0sh θ − ch θ 0
0 0 1
 1 0 00 cosα sinα
0 sinα − cosα
 =
 ch θ − cosα sh θ − sinα sh θsh θ − cosα ch θ − sinα ch θ
0 sinα − cosα
 .
(5.9)
Let this composition will leave fixed the vector (a, b, c)
a ch θ − b cosα sh θ − c sinα sh θ = a,
a sh θ − b cosα ch θ − c sinα ch θ = b,
b sinα− c cosα = c,
c
b
= tg α
2
, a
b
= cth θ
2
,
r = (b cth θ
2
, b, b tg α
2
).
(5.10)
Let’s spend the basis transformation ch θ2 − sh θ2 0− sh θ
2
ch θ
2
0
0 0 1
 b cth θ2b
b tg α
2
 =
 b/ sh θ20
b tg α
2
 . (5.11)
As now |r|2 = b2(1/ sh2 θ
2
− tg2 α
2
), we will set b := ± 1√|1/ sh2 θ
2
−tg2 α
2
| . Then
there is the basis transformation chφ 0 shφ0 1 0
shφ 0 chφ
 b/ sh θ20
b tg α
2
 , a). or chφ = bsh θ2 , shφ = −b tg α2 ,
b). or shφ = − b
sh θ
2
, chφ = b tg α
2
.
(5.12)
In the case a)., the coordinate axis (1,0,0) is fixed, and in the case b)., the axis
(0,0,1) is fixed. If 1/ sh θ
2
= ± tg α
2
then it is impossible to simplify the initial
superposition with the help of any pseudo-orthogonal rotation of the basis only.
2. Let’s consider the composition of two boosts for the space R3(1,2) ch θ − sh θ 0sh θ − ch θ 0
0 0 1
 chψ 0 − shψ0 1 0
shψ 0 − chψ
 =
 ch θ chψ − sh θ − shψ ch θsh θ chψ − ch θ − shψ sh θ
shψ 0 − chψ
 .
(5.13)
Let this composition will leave motionless the vector (a, b, c)
a ch θ chψ − b sh θ − c shψ ch θ = a
a sh θ chψ − b ch θ − c shψ sh θ = b
a shψ − c chψ = c
,
c
a
= thψ
2
, b
a
= th θ
2
,
r = (a, ath θ
2
, athψ
2
).
(5.14)
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Let’s spend the basis transformation ch θ2 − sh θ2 0− sh θ
2
ch θ
2
0
0 0 1
 aath θ
2
athψ
2
 =
 a/ ch θ20
athψ
2
 . (5.15)
As now |r|2 = a2(1/ ch2 θ
2
− th2 ψ
2
), we will set a := ± 1√
|1/ ch2 θ
2
−th2 ψ
2
|
. Then
there is the basis transformation chφ 0 shφ0 1 0
shφ 0 chφ
 a/ ch θ20
athψ
2
 , a). or chφ = ach θ2 , shφ = −athψ2 ,
b). or shφ = − a
ch θ
2
, chφ = athψ
2
.
(5.16)
In the case a)., the coordinate axis (1,0,0) is fixed, and in the case b)., the axis
(0,0,1) is fixed. If 1/ ch2 θ
2
= ±th2 ψ
2
, then it is impossible to simplify the initial
superposition with the help of any pseudo-orthogonal rotation of the basis only.
Example 5.2. Let’s consider a superposition of elementary transformations from
the group O(1, 2) chφ 0 shφ0 1 0
shφ 0 chφ
 1 0 00 cosα sinα
0 − sinα cosα
 chψ shψ 0shψ chψ 0
0 0 1
 =
=
 ch φ˜ 0 sh φ˜0 1 0
sh φ˜ 0 ch φ˜
 ch ψ˜ sh ψ˜ 0sh ψ˜ ch ψ˜ 0
0 0 1
 1 0 00 cos α˜ sin α˜
0 − sin α˜ cos α˜
 ,
 ch(φ−φ˜) chψ−sh(φ−φ˜) shψ sinα ch(φ−φ˜) shψ−sh(φ−φ˜) chψ sinα sh(φ−φ˜) cosα
cosα shψ cosα chψ sinα
sh(φ−φ˜) chψ−ch(φ−φ˜) shψ sinα sh(φ−φ˜) shψ−ch(φ−φ˜) chψ sinα ch(φ−φ˜) cosα
 =
=
 ch ψ˜ sh ψ˜ cos α˜ sh ψ˜ sin α˜sh ψ˜ ch ψ˜ cos α˜ ch ψ˜ sin α˜
0 − sin α˜ cos α˜

(5.17)
The solution of this system will be
sinα = ch ψ˜ sin α˜, shψ = sh ψ˜√
1−ch2 ψ˜ sin2 α˜
, sh(φ− φ˜) = sh ψ˜ sin α˜√
1−ch2 ψ˜ sin2 α˜
.
sin α˜ = sinα√
1+sh2 ψ cos2 α
, sh ψ˜ = shψ cosα, sh(φ− φ˜) = shψ sinα√
1+sh2 ψ cos2 α
.
(5.18)
Besides, an unusual case is ch2 ψ˜ sin2 α˜ ≥ 1. Therefore, it is not always one can
rearrange elementary transformations in a superposition unlike the orthogonal group
O(3).
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Example 5.3. Let’s consider transformations from the group O(2, 2). Any transfor-
mation from this group is presented by means of four transformations (5.2) according
to the Cartan-Dieudonne theorem [10, v. 2, p. 33 (rus)]
± rΛ˜rΨ˜ − δΛ˜Ψ˜ , rΛ˜rΛ˜ = ±2. (5.19)
However, always it is possible to pick up the decomposition so that two of such the
transformations will have a diagonal matrix. Elements of the main diagonal of the
matrix IΛ˜
Ψ˜ on the module are equal to 1. Therefore, (5.2) can be copied as
(I1)Φ˜
Λ˜(±(r1)Λ˜(r1)Ψ˜ − δΛ˜Ψ˜ )(I2)Ψ˜ Θ˜(±(r2)Θ˜(r2)Ω˜ − δΘ˜ Ω˜),
(r1)
Ψ˜ (I2)Ψ˜
Θ˜(r2)Θ˜ = 0, (r2)
Ψ˜ (I1)Ψ˜
Θ˜(r1)Θ˜ = 0.
(5.20)
There are significantly the various 3 mutually exclusive variants.
1. In this case, a pseudo-orthogonal transformation can have the block-diagonal
structure
I1

ch θ − sh θ 0 0
sh θ − ch θ 0 0
0 0 1 0
0 0 0 1
 I2

1 0 0 0
0 1 0 0
0 0 chφ − shφ
0 0 shφ − chφ
 =
I1


√
2 sh θ
2√
2 ch θ
2
0
0

︸ ︷︷ ︸
(r1)Θ˜
( √
2 sh θ
2
−√2 ch θ
2
0 0
)︸ ︷︷ ︸
(r1)Ω˜
+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

I2


0
0√
2 sh φ
2√
2 ch φ
2

︸ ︷︷ ︸
(r2)Θ˜
(
0 0
√
2 sh φ
2
−√2 ch φ
2
)︸ ︷︷ ︸
(r2)Ω˜
+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

,
(r1)
Ψ˜ (r1)Ψ˜ = −2, (r2)Ψ˜ (r2)Ψ˜ = −2.
(5.21)
2. In this case, a pseudo-orthogonal transformation can have the block-diagonal
structure
I1

cos θ sin θ 0 0
sin θ − cos θ 0 0
0 0 1 0
0 0 0 1
 I2

1 0 0 0
0 1 0 0
0 0 − cosφ − sinφ
0 0 − sinφ cosφ
 = (5.22)
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I1


√
2 cos θ
2√
2 sin θ
2
0
0

︸ ︷︷ ︸
(r1)Θ˜
( √
2 cos θ
2
√
2 sin θ
2
0 0
)︸ ︷︷ ︸
(r1)Ω˜
−

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

I2


0
0
−√2 cos φ
2
−√2 sin φ
2

︸ ︷︷ ︸
(r2)Θ˜
(
0 0
√
2 cos φ
2
√
2 sin φ
2
)︸ ︷︷ ︸
(r2)Ω˜
+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

,
(r1)
Ψ˜ (r1)Ψ˜ = 2, (r2)
Ψ˜ (r2)Ψ˜ = −2.
3. In this case, a pseudo-orthogonal transformation will not have a block-diagonal
structure, but can be presented as
1 0 0 0
0 1 + a
2
2
a −a2
2
0 a 1 −a
0 a
2
2
a 1− a2
2


−1 −b 0 b
b −1 + b2
2
0 − b2
2
0 0 −1 0
b b
2
2
0 −1− b2
2
 =
=

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

︸ ︷︷ ︸
(I1)Φ˜
Λ˜


0
a√
2
−√2
a√
2

︸ ︷︷ ︸
(r1)Λ˜
(
0 a√
2
√
2 − a√
2
)
︸ ︷︷ ︸
(r1)Ψ˜
+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΛ˜
Ψ˜


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
(I2)Ψ˜
Θ˜


√
2
b√
2
0
b√
2

︸ ︷︷ ︸
(r2)Θ˜
( √
2 b√
2
0 − b√
2
)
︸ ︷︷ ︸
(r2)Ω˜
−

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

,
(r1)
Ψ˜ (r1)Ψ˜ = −2, (r2)Ψ˜ (r2)Ψ˜ = 2.
(5.23)
According to the same Cartan-Dieudonne theorem, any transformation from the
group O(2n, 2n) in some basis will have the block-diagonal structure consisting of
blocks O(2, 2). This means, that (5.2) is executed
SΛ˜1
Λ˜J+1 = ±
J∏
I=1
(±(rI)Λ˜I (rI)Λ˜I+1 − δΛ˜I Λ˜I+1). (5.24)
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Let now the canonical complex structure be set in the space R2n(n,n) then in the
decomposition (5.2), one can allocate J/2 factors so that the relations
fΛ˜2I
Λ˜I ((rI)Λ˜I (rI)
Λ˜I+1 − δΛ˜I Λ˜I+1)fΛ˜I+1 Λ˜2I+1 = (r2I)Λ˜2I (r2I)Λ˜2I+1 + δΛ˜2I Λ˜2I+1 ,
(rI)Λ˜(rI)
Λ˜ = 2, (r2I)Λ˜(r2I)
Λ˜ = −2, ∀I = 1, J/2
(5.25)
will be executed. For any pseudo-orthogonal transformation SΛ˜
Ψ˜ , one can define
the parities
SΛ
Ψ := mΛ
Λ˜SΛ˜
Ψ˜mΨΨ˜ , SΛ
Ψ′ := mΛ
Λ˜SΛ˜
Ψ˜m¯Ψ
′
Ψ˜ = 0,
S¯Λ′
Ψ := m¯Λ′
Λ˜SΛ˜
Ψ˜mΨΨ˜ = 0, S¯Λ′
Ψ′ := m¯Λ′
Λ˜SΛ˜
Ψ˜m¯Ψ
′
Ψ˜ ,
−fΩ˜ Λ˜SΛ˜Ψ˜fΨ˜ Θ˜ = SΩ˜ Θ˜ .
(5.26)
Thus, a complex symmetry will be defined as
mΘ
Θ˜(rΘ˜r
Σ˜ − δΘ˜ Σ˜ )fΣ˜ Ψ˜ (rΨ˜rΩ˜ − δΨ˜ Ω˜)fΩ˜ Ξ˜mΞΞ˜ =
= mΘ
Θ˜(−rΘ˜rΣ˜fΣ˜ Ψ˜fΨ˜ Ξ˜ − fΘ˜ Ψ˜rΨ˜rΩ˜fΩ˜ Ξ˜ + fΘ˜ Ψ˜fΨ˜ Ξ˜ )mΞΞ˜ =
= (2rΘr
Ξ − δΘΞ),
(5.27)
Besides,
rΛr
Λ = mΛ
Ψ˜rΨ˜m
Λ
Φ˜r
Φ˜ =
1
2
(δΦ˜
Ψ˜ + ifΦ˜
Ψ˜ )rΨ˜r
Φ˜ =
1
2
rΨ˜r
Ψ˜ = 1, (5.28)
that definitively confirms the existence of the decomposition
SΛ1
ΛJ+1 = ±
J∏
I=1
((rI)ΛI (rI)
ΛI+1 − δΛIΛI+1), (rI)ΛI (rI)ΛI = 2. (5.29)
However, it is necessary to notice that not always (rI)Λ(rJ)
Λ = 0, (I 6= J) in view of
the existence of isotropic vectors as this has been shown in the previous example. As
to the block structure of transformations from the group O(n,C) that the dimension
of the blocks will be equal to 4 too.
Example 5.4. Let the three-dimensional pseudo-Euclidian space R3(1,2) be given. We
will consider the transformation
Si
j =
 1 + a22 a −a22a 1 −a
a2
2
a 1− a2
2
 . (5.30)
Let’s define the inclusion operator
H iΛ =
 1 0 00 −i 0
0 0 −i
 , HiΛ =
 1 0 00 i 0
0 0 i
 . (5.31)
It will define the complexification of our transformation
SΛ
Ψ = H iΛSi
jHj
Ψ =
 1 + a22 ia −ia22−ia 1 −a
−ia2
2
a 1− a2
2
 (5.32)
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with the complex Euclidian metric. To pass to the real representation, the operators
(mT )Λ˜
Λ =
1√
2

1 0 0
0 i 0
0 0 i
−i 0 0
0 1 0
0 0 1
 , mΛ
Λ˜ =
1√
2
 1 0 0 i 0 00 −i 0 0 1 0
0 0 −i 0 0 1
 , (5.33)
will be required to us. Accordingly, the real representation of our transformation will
look like
SΛ˜
Ψ˜ = mΛΛ˜SΛ
ΨmΨ
Ψ˜ +m¯Λ
′
Λ˜SΛ′
Ψ′m¯Ψ′
Ψ˜ =

1 + a
2
2
a −a2
2
0 0 0
a 1 −a 0 0 0
a2
2
a 1− a2
2
0 0 0
0 0 0 1 + a
2
2
a −a2
2
0 0 0 a 1 −a
0 0 0 a
2
2
a 1− a2
2

.
(5.34)
It is visible that such the representation has the block-diagonal structure, however,
the complex representation has no such a structure.
Along with the transformations (5.26), it makes sense to consider the pseudo-
orthogonal transformations
SΛ
Ψ := mΛ
Λ˜SΛ˜
Ψ˜mΨΨ˜ = 0, SΛ
Ψ′ := mΛ
Λ˜SΛ˜
Ψ˜m¯Ψ
′
Ψ˜ ,
S¯Λ′
Ψ := m¯Λ′
Λ˜SΛ˜
Ψ˜mΨΨ˜ , SΛ′
Ψ′ := m¯Λ′
Λ˜SΛ˜
Ψ˜m¯Ψ
′
Ψ˜ = 0,
fΩ˜
Λ˜SΛ˜
Ψ˜fΨ˜
Θ˜ = SΩ˜
Θ˜ , SΛ˜
Ψ˜SΨ˜
Φ˜ = δΛ˜
Φ˜, SΛ
Ψ′S¯Ψ′
Φ = δΛ
Φ, SΛ
Ψ′SΦ
Ω′ g¯Ψ′Ω′ = gΛΦ.
(5.35)
The complex representation of such the transformations will be an involution on the
space Cn responsible for a real inclusion, therefore in the decomposition (5.2), one
can allocate J/2 factors so that the relations
fΛ˜2I
Ψ˜I ((rI)Ψ˜I (rI)
Λ˜I+1 − δΨ˜I Λ˜I+1)fΛ˜I+1 Λ˜2I+1 = −((r2I)Λ˜2I (r2I)Λ˜2I+1 + δΛ˜2I Λ˜2I+1),
(rI)Λ˜(rI)
Λ˜ = 2, (r2I)Λ˜(r2I)
Λ˜ = −2, ∀I = 1, J/2.
(5.36)
will be executed. Thus, eigenvalues of the transformation SΛ
Ψ′ are equal to ±1. This
automatically means, that such the transformation is orthogonally diagonalized in
the complex representation, and the real representation in some basis has the block-
diagonal structure
cos θ sin θ 0 0 ......
sin θ − cos θ 0 0 ......
0 0 − cos θ − sin θ ......
0 0 − sin θ cos θ ......
............ ............. ............ ............ .......
 (5.37)
and also is diagonalized. It is necessary to address for more detailed statement to
[20, pp. 79-126], [10, v. 2].
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6 Clifford equation. Double covering
In this section, it is told about how to pass to the reduced Cartan spinors. This
will allow to construct the one-to-one correspondence between vectors of the space
Cn and bivectors of the spinor space CN that will lead to the construction of the
double covering Spin(n,C)/{±1} ∼= SO(n,C). The conclusion of all results of this
section is made on the basis [20], [22].
Suppose that a pseudo-Riemannian space V2n is the real representation of the
complex space CVn, where n is even. Let a set of non-degenerate operators γΛ˜
(Λ˜, Ψ˜ , ... = 1, 2n) be given at each point of V2n. Moreover, we assume that each
operator γΛ˜ := mΛ˜
ΛγΛ +m¯Λ˜
Λ′γΛ′ can be represented by a real matrix (2N)
2×(2N)2,
where N = 2n/2−1. In addition, the operators must satisfy the condition (2.3)
γΛ˜γΨ˜ + γΨ˜γΛ˜ = GΛ˜Ψ˜ , (6.1)
where GΛ˜Ψ˜ = GΨ˜Λ˜ is a non-degenerate metric tensor from (3.11)-(3.12) defined in
the real representation of the tangent bundle V2n. The operators (3.25) (if it does
not matter which of the K-th operators will be selected then the number K will be
omitted)
γΛ := M˜(mΛ
Λ˜γΛ˜)
˜˜MT (6.2)
are the complex representation of the operators γΛ˜. They will satisfy the equation
γΛγΨ + γΨγΛ = gΛΨ, γ¯Λ′ γ¯Ψ′ + γ¯Ψ′ γ¯Λ′ = gΛ′Ψ′ . (6.3)
Let rΛ be a vector of the complex tangent bundle τC. As the base can be regarded
both the complex representation CVn and the real representation V2n. A fiber of this
bundle is isomorphic to the space Cn, the real representation of which will be the
pseudo-Euclidean space R2n(n,n), where n is the index of the pseudo-Euclidean metric
(the number of ” + ” on the main diagonal). Thus, a vector of the space Cn (R2n(n,n))
can be uniquely associated to an operator from the space C2N by the rule
R := rΦγΦ. (6.4)
Because from the Clifford equation, the relation
tr(γΛγΨ) = NgΛΨ (6.5)
follows then each operator R can be uniquely associated to the vector of the space
Cn(R2n(n,n)) by means of the taking of the trace from the both parts of the conformity
(6.4) with γΛ := gΛΨγΨ
gΛΨtr(γΨR) = r
ΦgΛΨtr(γΨγΦ), (6.6)
and then
1
N
tr(γΨR) = rΨ. (6.7)
Thus, it is obtained the one-to-one correspondence between the vectors rΛ of the
space Cn (R2n(n,n)) and the operators R (special kind, of course) acting on the space
C2N . Using the Clifford equation (6.3), we can write down the identity
RγΨR = r
ΛγΛγΨγΦr
Φ = rΛ(gΛΨ − γΨγΛ)γΦrΦ = (rΨrΦ − 1
2
(rΛr
Λ)δΨ
Φ)γΦ. (6.8)
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Let rΛr
Λ := ±2. It is known that any (pseudo-) orthogonal transformation SΨΦ
can be represented as the finite product of the elementary transformations SI :=
(rI)Ψ(rI)
Φ − 1
2
((rI)Λ(rI)
Λ)δΨ
Φ (I runs over the finite values from 1 to any finite J,
for example). The previous section is devoted to the proof of this fact. Define
RI := (rI)
ΛγΛ, S =
J∏
I=1
SI = S1S2 . . . SJ , (6.9)
S˜ =
J∏
I=1
RI = R1R2 . . . RJ ,
˜˜S :=
1∏
I=J
RI = RJ . . . R2R1. (6.10)
Here S˜ is the right product of the operators RI , and
˜˜S is the left product of the
operators RI . Therefore, the matrixes of the operators S˜ and
˜˜S are significantly
various and in any way with each other are not connected. It will allow to copy the
conformity (6.8) for the orthogonal transformation SΛ
Ψ as
SΛ
ΨγΨ = S˜γΛ
˜˜S, ˜˜S = S˜−1. (6.11)
The equation (6.8) is true for the real representation that will give
SΛ˜
Ψ˜γΨ˜ = S˜γΛ˜
˜˜S, fΘ˜
Λ˜SΛ˜
Ψ˜fΨ˜
Φ˜ = −SΘ˜ Φ˜. (6.12)
Accordingly, for the involution, the equation (6.12) can be rewritten as
SΛ˜
Ψ˜γΨ˜ = S˜γΛ˜
˜˜S, fΘ˜
Λ˜SΛ˜
Ψ˜fΨ˜
Φ˜ = SΘ˜
Φ˜, SΛ˜
Ψ˜SΨ˜
Φ˜ = δΛ˜
Φ˜. (6.13)
Then for the complex representation, we obtain the identity
SΛ
Ψ′ γ¯Ψ′ =
¯˜SγΛ
˜˜S, SΛ
Ψ′S¯Ψ′
Φ = δΛ
Φ, S˜ ¯˜S = ±E, ˜˜S ¯˜˜S = ±E. (6.14)
It is now possible to complexify the real representation R2n(n,n) considering the vector
rΛ˜ in the same basis, but with complex coefficients. In this case, γΛ˜ will remain the
same and SΛ˜
Ψ˜ from (6.12) will be a complex transformation. In particular, as such
a transformation, we can consider the transformation ifΨ˜
Φ˜ (see (3.14)). This means
that the complex structure can be expanded as
ifΛ˜
Ψ˜γΨ˜ = I˜F˜ γΛ˜
˜˜F ˜˜I. (6.15)
For further investigations of this correspondence, it is necessary to study the struc-
ture of the operators γΛ˜. Without loss of generality, we can consider a basis in which
the metric tensor GΛ˜Ψ˜ on the main diagonal has ±1, and all remaining components
are equal to 0
γΛ˜γΨ˜ = −γΨ˜γΛ˜, Λ˜ 6= Ψ˜ . (6.16)
Construct the operator
γ0 :=
2n∏
Λ˜=1
γΛ˜ (6.17)
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according to [22, v. 2, Appendix, p. 442 (eng), (B.8)]. Then from (6.16), the
relations
γ0γΛ˜ = −γΛ˜γ0, (6.18)
(γ0 − λE)γΛ˜ = −γΛ˜(γ0 + λE)
will follow. Therefor,
det(γ0 − λE) = 0 = det(γ0 + λE) (6.19)
will be the equation for the eigenvalues of γ0. It is seen that these values are the
paired: ±λ. Then positive and negative eigenvalues correspond to the two different
eigenspaces. Then there is a basis in which a block representation of the operator
γ0 (the blocks have the dimension 2N
2 × 2N2)
γ0 =
(
ζ0 0
0 ξ0
)
(6.20)
can exist, where ζ0 responsible for the positive eigenvalues, and ξ0 responsible for
the negative eigenvalues. Define
γΛ˜ =
(
ζΛ˜ σΛ˜
ηΛ˜ ξΛ˜
)
. (6.21)
Taking into account this definition, the condition (6.16) will lead to the relations
ζ0ζΛ˜ = −ζΛ˜ζ0, ξ0ξΛ˜ = −ξΛ˜ξ0. (6.22)
This means that ζ0 and ξ0 should have pairs of the positive and negative values
(even if ζΛ˜ and ξΛ˜ are degenerate, but not equal to 0). Therefore, ζΛ˜ = ξΛ˜ ≡ 0.
Thus,
γΛ˜ =
(
0 σΛ˜
ηΛ˜ 0
)
, (6.23)
and the equation (6.1) is equivalent to the system{
ηΛ˜σΨ˜ + ηΨ˜σΛ˜ = GΛ˜Ψ˜ ,
σΛ˜ηΨ˜ + σΨ˜ηΛ˜ = GΛ˜Ψ˜ .
(6.24)
Note that if we pass to an other basis in the space R(2N)2 with a non-degenerate
operator S from the general linear group γ˜Λ˜ := SγΛ˜S
−1 then the Clifford equation
(6.1), generally speaking, will not save its form.
We now turn to the complex structure. Its square is equal to −E; this ma-
trix is orthogonal. According to (6.24), for n=2, N=1, such the transformation is
represented by means of the formula (6.12) as
F˜ 2 = ˜˜F 2 =
( −E 0
0 E
)
. (6.25)
If the complex structure fΛ˜
Ψ˜ has the canonical form in the given basis then in the
decomposition (6.15), F := F˜ = ˜˜F , I := I˜ = ˜˜I has a block structure too (due to γΛ˜
having a block structure and the conformity (6.8) written for the real representation)
F =
(
Fˆ 0
0
ˆˆ
F T
)
, Fˆ 2 = −E, ˆˆF 2 = E, I =
(
iE 0
0 E
)
. (6.26)
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With regard to the transformation I, it is determined from the relationship
iγΛ =
1
2
(iγΛ + (−i)(−γΛ)) = 1
2
((1 + i)E + (1− i)F˜ 2)︸ ︷︷ ︸
:=I˜
γΛ
1
2
((1 + i)E + (1− i) ˜˜F
2
)︸ ︷︷ ︸
:=˜˜I
.
(6.27)
Whereas, the quantity of the elementary transformations, making the complex struc-
ture fΛ˜
Ψ˜ , is always multiple to 2 (since the dimension 2n of the real representation
for even n is multiple to 4) then the block structure will be on the main diagonal.
Hence, for the block components of γΛ˜, the relation
fΛ˜
Ψ˜σΨ˜ = Fˆ σΛ˜
ˆˆ
F T , fΛ˜
Ψ˜ηΨ˜ =
ˆˆ
F TηΛ˜Fˆ (6.28)
will be true that defines the positive representation of (3.19) for the top sign and the
negative representation of (3.19) for the lower sign. If we will set (A˜, B˜ , C˜ , D˜ , ... =
1, 4, Aˆ, Bˆ, Cˆ, Dˆ, ... = 1, 2, ˜˜A, ˜˜B, ˜˜C, ˜˜D, ... = 1, 2, A,B,C,D... = 1, 1)
m˜±Aˆ
B˜ :=
(
m˜±A1
˜˜B1 0
0 ˜˜m±A2 ˜˜B2
)
, ˜˜m±Aˆ
B˜ :=
(
m˜±A1
˜˜B1 0
0 ˜˜m±A2 ˜˜B2
)
(6.29)
then the condition (3.19) will take the form
(m˜±)A
˜˜B(m˜±)C ˜˜B = δA
C ,
(m˜±)A
˜˜B(m˜∓)C ˜˜B = 0,
(m˜±)A
˜˜B(m˜±)A ˜˜C =
=
1
2
(δ ˜˜C
˜˜B ± iFˆ ˜˜C
˜˜B)︸ ︷︷ ︸
:=(4˜±) ˜˜C
˜˜B
,

( ˜˜m±)A
˜˜B( ˜˜m±)C ˜˜B = δA
C ,
( ˜˜m±)A
˜˜B( ˜˜m∓)C ˜˜B = 0,
( ˜˜m±)A
˜˜B( ˜˜m±)±A ˜˜C =
=
1
2
(δ ˜˜C
˜˜B ± ˆˆF ˜˜C
˜˜B)︸ ︷︷ ︸
:=(
˜˜4±) ˜˜C
˜˜B
.
(6.30)
Algorithm 6.1. To construct the step operators (6.30) for an arbitrary even n, we
use the algorithm 3.1 (N = 2n/2−1, I = 1, n
2
, A˜, B˜ , C˜ , D˜ , ... = 1, (2N)
2
2I−1 , Aˆ, Bˆ, Cˆ, Dˆ, ... =
1, (2N)
2
2I
, ˜˜A, ˜˜B, ˜˜C, ˜˜D, ... = 1, 2N
2
2I−1 , A,B,C,D... = 1,
2N2
2I
)
(m˜I±)A
˜˜B(m˜I±)
C
˜˜B
= δA
C ,
(m˜I±)A
˜˜B(m˜I∓)
C
˜˜B
= 0,
(m˜I±)A
˜˜B(m˜I±)
A
˜˜C
= (4˜I±) ˜˜C
˜˜B,

( ˜˜mI±)A
˜˜B( ˜˜mI±)
C
˜˜B
= δA
C ,
( ˜˜mI±)A
˜˜B( ˜˜mI∓)
C
˜˜B
= 0,
( ˜˜mI±)A
˜˜B( ˜˜mI±)±
A
˜˜C
= ( ˜˜4I±) ˜˜C
˜˜B.
(6.31)
Thus,
(4˜I±) ˜˜C
˜˜A :=
1
2
(δ ˜˜C
˜˜A ± Iˆ ˜˜C
˜˜KFˆ ˜˜K
˜˜A), ( ˜˜4I±) ˜˜C
˜˜A :=
1
2
(δ ˜˜C
˜˜A ± ˆˆI ˜˜C
˜˜K ˆˆF ˜˜K
˜˜A). (6.32)
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It is now possible to define the operators ( ˜˜A, ˜˜B, ˜˜C, ˜˜D, ... = 1, 2N2, A,B,C,D... =
1, N , K 6= J)
M˜K := m˜n
2 zn
2
m˜n
2
−1
zn
2−1
· ... · m˜2z2m˜1z1 ,
˜˜MK := ˜˜mn
2 zn
2
˜˜mn
2
−1
zn
2−1
· ... · ˜˜m2z2 ˜˜m1z1 ,
(M˜K)C
˜˜A(M˜∗K)
B
˜˜A
= δC
B, ( ˜˜MK)C
˜˜A( ˜˜M∗K)
B
˜˜A
= δC
B,
(M˜K)C
˜˜A(M˜∗J)
B
˜˜A
= 0, ( ˜˜MK)C
˜˜A( ˜˜M∗J)
B
˜˜A
= 0,
2N∑
K=1
(M˜K)A
˜˜C (M˜∗K)
A
˜˜B
= δ˜˜B
˜˜C ,
2N∑
K=1
( ˜˜MK)A
˜˜C ( ˜˜M∗K)
A
˜˜B
= δ˜˜B
˜˜C ,
(6.33)
where zJ (J = 1,
n
2
) is equal to 0 for the sign  −  or 1 for the sign  + 
then K =
n
2∑
J=1
zJ · 2J−1 + 1. If it does not matter which of the K-th operators will be
selected then the number K will be omitted. Using these operators, it is possible to
define (M˜ := M˜C
˜˜A, M˜∗ := M˜∗C ˜˜A,
˜˜M := ˜˜MC
˜˜A, ˜˜M∗ := ˜˜M∗C ˜˜A)
σΛ := M˜(mΛ
Λ˜σΛ˜)
˜˜MT , ηΛ :=
˜˜M∗(mΛΛ˜ηΛ˜)(M˜
∗)T . (6.34)
For further calculations, we must impose the condition
tr(ηΨ˜σΦ˜) =
N
2
gΨ˜Φ˜. (6.35)
Going to the complex representation in (6.24) with the help of the operators (6.33),
we can obtain 
ηΛσΨ + ηΨσΛ = gΛΨ,
σΛηΨ + σΨηΛ = gΛΨ,
tr(ηΨσΛ) =
N
2
gΨΛ.
(6.36)
According to (6.4), this will lead to
Rη := r
ΛηΛ, Rσ := r
ΛσΛ,
2
N
tr((Rσ)ηΛ) = rΛ,
2
N
tr((Rη)σΛ) = rΛ, (6.37)
R =
(
0 Rσ
Rη 0
)
, (6.38)
where the tensors Rη, Rσ have the dimension N ×N . Hence, (6.8) is separated into
the pair of the equations
RσηΨRσ = (rΨr
Φ − 1
2
(rΩr
Ω)δΨ
Φ)σΦ, RησΨRη = (rΨr
Φ − 1
2
(rΩr
Ω)δΨ
Φ)ηΦ. (6.39)
Since
RσRη =
1
2
(rΩr
Ω)E, (6.40)
then one can determine the formalization of the operators ηΛ , σΛ as follows
ηΛ := ηΛ
AB, σΛ := σΛAB = ηΛBA, (A,B, ... = 1, N). (6.41)
Then (6.11) can be rewritten as
I). SΨ
ΛηΛ = S˜
TηΨ
˜˜S, II). SΨ
ΛηΛ =
˜˜STσΨS˜, (6.42)
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but here the operators ˜˜S and S˜ have the dimension N ×N . However, the decompo-
sition of these operators for the special transformation SΛ
Ψ (det ‖ SΛΨ ‖= 1) (case
I) will have the form
S˜T =
J∏
I=1
(Rη)2I−1(Rσ)2I = (Rη)1(Rσ)2(Rη)3(Rσ)4 . . . (Rη)2J−1(Rσ)2J , (6.43)
˜˜S =
1∏
I=J
(Rσ)2I(Rη)2I−1 = (Rσ)2J(Rη)2J−1 . . . (Rσ)4(Rη)3(Rσ)2(Rη)1, (6.44)
and for the non-special transformation SΛ
Ψ (det ‖ SΛΨ ‖= −1) (case II) will have
the form
˜˜ST = (Rη)1
J∏
I=1
(Rσ)2I(Rη)2I+1 = (Rη)1(Rσ)2(Rη)3 . . . (Rσ)2J(Rη)2J+1, (6.45)
S˜ = (
1∏
I=J
(Rη)2I+1(Rσ)2I)(Rη)1 = (Rη)2J+1(Rσ)2J . . . (Rη)3(Rσ)2(Rη)1. (6.46)
Thus, the equation (6.42) defines the algebraic realization of the double covering
Spin(n,C)/{±1} ∼= SO(n,C). Accordingly, for the involution, the condition (6.14)
determines
I). SΨ
Λ′ηΛ′ = S˜
TηΨ
˜˜S, II). SΨ
Λ′ηΛ′ =
˜˜STσΨS˜,
S˜ ¯˜S = ±E, ˜˜S ¯˜˜S = ±E. S˜ = ± ¯˜S, ˜˜S = ± ¯˜˜S.
(6.47)
The bottom line of the parities are inherited by the real representation of the invo-
lution in the tangent and spinor spaces. But the real representation of an involution
in the tangent space is an orthogonal transformation, the square of which has the
identity matrix. Accordingly, in the real representation of the spinor space, this
property inherits, and hence the square of the spinor involution in the real repre-
sentation (case I) up to sign is the identity transformation too. It remains to pass
to the complex representation on the rule (3.20).
Example 6.1. 2n=2, N=1. if gΛ˜Ψ˜ =
(
1 0
0 1
)
, then
γ1 =
1√
2
(
0 1
1 0
)
, γ2 =
1√
2
(
0 i
−i 0
)
.
η1 =
1√
2
, η2 = − i√2 , σ1 = 1√2 , σ2 = i√2 .
tr(ηΛ˜σΨ˜ ) =
1
2
(
1 i
−i 1
)
, - the tensor is degenerated.
(6.48)
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Thus, the identity tr(ηΛ˜σΨ˜ ) =
1
2
gΛ˜Ψ˜ is false. Nevertheless, we can use (6.11) and
(6.12). Define
(r1)Λ˜ = (r1)
Λ˜ :=
√
2(cosφ , sinφ)
(S1)Λ˜
Ψ˜ =
(
2 cos2 φ− 1 2 cosφ sinφ
2 cosφ sinφ −1 + 2 sin2 φ
)
=
(
cos 2φ sin 2φ
sin 2φ − cos 2φ
)
= (r1)
Ψ˜ (r1)Λ˜ − δΛ˜Ψ˜ ,
R1 = (r1)
Λ˜γΛ˜ = cosφ
(
0 1
1 0
)
+ sinφ
(
0 i
−i 0
)
.
(6.49)
Then for any vector xΛ˜ = (T,X), the conformity X = xΛ˜γΛ˜, (S1)Λ˜
Ψ˜xΨ˜ ←→ R1XR1
will have the form(
cos 2φ sin 2φ
sin 2φ − cos 2φ
)(
T
X
)
←→
(
0 eiφ
e−iφ 0
)(
0 T + iX
T − iX 0
)(
0 eiφ
e−iφ 0
)
.
(6.50)
Define
(r2)Λ˜ = (r2)
Λ˜ :=
√
2(cosφ, − sinφ).
(S2)Λ˜
Ψ˜ =
(
cos 2φ − sin 2φ
− sin 2φ − cos 2φ
)
= (r2)
Ψ˜ (r2)Λ˜ − δΛ˜Ψ˜ ,
R2 = (r2)
Λ˜γΛ˜ = cosφ
(
0 1
1 0
)
− sinφ
(
0 i
−i 0
)
.
(6.51)
Then for any vector xΛ˜ = (T,X), the conformity X = xΛ˜γΛ˜, (S2)Λ˜
Ψ˜xΨ˜ ←→ R2XR2
will have the form(
cos 2φ − sin 2φ
− sin 2φ − cos 2φ
)(
T
X
)
←→
(
0 e−iφ
eiφ 0
)(
0 T + iX
T − iX 0
)(
0 e−iφ
eiφ 0
)
.
(6.52)
It is now possible to construct the special transformation S := S1S2 for which
SΛ˜
Ψ˜xΨ˜ ←→ R1R2XR2R1 and S˜ = R1R2, ˜˜S = R2R1. The explicit record of
the conformity will have the form(
cos 4φ − sin 4φ
sin 4φ cos 4φ
)(
T
X
)
←→
(
e2iφ 0
0 e−2iφ
)(
0 T + iX
T − iX 0
)(
e−2iφ 0
0 e2iφ
)
.
(6.53)
It is obvious that SO(2) is formed by such the transformations SΛ˜
Ψ˜ then
(
e2iφ 0
0 e−2iφ
)
represents the group, double covering the group
(
e4iφ 0
0 e−4iφ
)
∼= U(1). At the same
time, ˜˜S = S˜ ( complex conjugate). This proved that SO(2) ∼= U(1).
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Example 6.2. 2n=2, N=1. If gΛ˜Ψ˜ =
(
1 0
0 −1
)
, then
γ1 =
1√
2
(
0 1
1 0
)
, γ2 =
1√
2
(
0 1
−1 0
)
,
η1 =
1√
2
, η2 = − 1√2 , σ1 = 1√2 , σ2 = 1√2 .
tr(ηΛ˜σΨ˜ ) =
1
2
(
1 −1
1 −1
)
, - the tensor is degenerated.
(6.54)
Thus, the identity tr(ηΛ˜σΨ˜ ) =
1
2
gij is false. The explicit record of the conformity
SΛ˜
Ψ˜xΨ˜ ←→ S˜X ˜˜S will have the form(
ch 4φ sh 4φ
sh 4φ ch 4φ
)(
T
X
)
←→
(
e2φ 0
0 e−2φ
)(
0 T +X
T −X 0
)(
e−2φ 0
0 e2φ
)
,
(6.55)
that determines the conformity SO+(1, 1) ∼= R ( additive), where SO+(1, 1) is the
connected identity component with S1
1 > 0.
Example 6.3. 2n=4, N=2. If gij =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 then we can construct
η1 =
1√
2
(
1 0
0 1
)
, η2 =
1√
2
(
0 1
−1 0
)
,
η3 =
1√
2
(
1 0
0 −1
)
, η4 =
1√
2
(
0 −1
−1 0
)
,
σ1 =
1√
2
(
1 0
0 1
)
, σ2 =
1√
2
(
0 −1
1 0
)
,
σ3 =
1√
2
( −1 0
0 1
)
, σ4 =
1√
2
(
0 1
1 0
)
.
(6.56)
The operators γi constructed in accordance with γi =
(
0 σi
ηi 0
)
. It is easy to verify
that tr(ηiσj) = tr(σiηj) = gij. The calculations in this case are more cumbersome,
but similar to the case n = 2 (and in part, will be carried out below). Just note that
the fact that here the covering SO+(2, 2) ∼= SL(2) × SL(2)/±1 acts. However, it
would be desirable to know how to pass from the case n=4 to the case n=2.
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Example 6.4. n = 2 ⊂ 2n = 4, N = 2.
mΛ
Λ˜ = 1
2
(
1 −1 −i i
i i 1 1
)
, mΛΛ˜ =
1
2
(
1 −1 i −i
−i −i 1 1
)
,
gΛΨ =
(
1 0
0 −1
)
, GΛ˜Ψ˜ =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , fΛ˜Ψ˜ =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 ,
xΛ˜ = (T, Y, Z,X), xΛ = mΛΛ˜x
Λ˜ = 1
2
(T − Y + i(Z −X),−i(T + Y ) + Z +X)
(6.57)
then each special orthogonal transformation SΛ˜
Ψ˜ ∈ SO+(2, 2) (det ‖ SΛΨ ‖= 1, and
the determinant of the upper left minor 2×2 is positive) can be represented as a finite
product of the elementary transformations. Since fSf = −S due to the presence of
the complex structure in the tangent bundle then such the transformation will be of
the two kinds
(S1)Λ˜
Ψ˜ =

cos 2ϕ sin 2ϕ 0 0
sin 2ϕ − cos 2ϕ 0 0
0 0 cos 2ϕ sin 2ϕ
0 0 sin 2ϕ − cos 2ϕ
 ,
(S2)Λ˜
Ψ˜ =

ch 2ψ 0 0 − sh 2ψ
0 − ch 2ψ − sh 2ψ 0
0 sh 2ψ ch 2ψ 0
sh 2ψ 0 0 − ch 2ψ
 .
(6.58)
The complex representation SΛ˜
Ψ˜ can be defined as SΛ
Ψ = mΛ
Λ˜SΛ˜
Ψ˜mΨΨ˜
(S1)Λ
Ψ =
( − sin 2ϕ −i cos 2ϕ
i cos 2ϕ sin 2ϕ
)
, (S2)Λ
Ψ =
(
i sh 2ψ −i ch 2ψ
i ch 2ψ −i sh 2ψ
)
. (6.59)
Therefore, S = S2S1 describes the group SO(2,C) completely. Now let
(r1)
Λ˜ =
√
2(cosφ, sinφ, 0, 0) , (r2)
Λ˜ =
√
2(0, 0, cosφ, sinφ),
(r1)Λ˜ =
√
2(cosφ, sinφ, 0, 0) , (r2)Λ˜ =
√
2(0, 0,− cosφ,− sinφ). (6.60)
Construct (S1)Λ˜
Θ˜ = ((r1)Λ˜(r1)
Ψ˜ − δΛ˜Ψ˜ )((r2)Ψ˜ (r2)Θ˜ + δΨ˜ Θ˜). At the same time,
(r1)Λ˜(r1)
Λ˜ = −(r2)Λ˜(r2)Λ˜ = 2. Let ηΛ˜ and σΛ˜ be the same as in the previous example
R1 = (r1)
Λ˜ηΛ˜ =
(
cosφ sinφ
− sinφ cosφ
)
, R2 = (r2)
Λ˜σΛ˜ =
( − cosφ sinφ
sinφ cosφ
)
,
R1R2 =
( − cos 2φ sin 2φ
sin 2φ cos 2φ
)
, R2R1 =
( −1 0
0 1
)
,
(r3)
Λ˜ =
√
2(ch ψ, 0, 0,− sh ψ) , (r4)Λ˜ =
√
2(0,− sh ψ,− ch ψ, 0),
(r3)Λ˜ =
√
2(ch ψ, 0, 0, sh ψ) , (r4)Λ˜ =
√
2(0,− sh ψ, ch ψ, 0).
(6.61)
Construct (S2)Λ˜
Θ˜ = ((r3)Λ˜(r3)
Ψ˜ − δΛ˜Ψ˜ )((r4)Ψ˜ (r4)Θ˜ + δΨ˜ Θ˜). At the same time,
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(r3)Λ˜(r3)
Λ˜ = −(r4)Λ˜(r4)Λ˜ = 2.
R3 = (r3)
Λ˜ηΛ˜ =
(
ch ψ sh ψ
sh ψ ch ψ
)
, R4 = (r4)
Λ˜σΛ˜ =
(
ch ψ sh ψ
− sh ψ − ch ψ
)
,
R3R4 =
(
1 0
0 −1
)
, R4R3 =
(
ch 2ψ sh 2ψ
− sh 2ψ − ch 2ψ
)
,
S˜T = R1R2R3R4 =
( − cos 2φ − sin 2φ
sin 2φ − cos 2φ
)
,
˜˜S = R4R3R2R1 =
( − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
)
.
(6.62)
Since xΛ˜ = (T, Y, Z,X), xΛ = 1
2
(T − Y + i(Z −X),−i(T + Y ) + Z +X) then
xΛSΛ
Ψ ←→ S˜TXη ˜˜S =
=
( − cos 2φ − sin 2φ
sin 2φ − cos 2φ
)(
T + Z −X + Y
−X − Y T − Z
)( − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
)
.
(6.63)
Thus, SO(2,C) ∼= U(1)×R(additive), where
( − cos 2φ − sin 2φ
sin 2φ − cos 2φ
)
form the group
U(1) and
( − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
)
form the additive group R. If to make the substi-
tution η on σ in the relevant equations then
xΛSΛ
Ψ ←→ ˜˜S ′TXσS˜ ′ =
=
( − ch 2ψ − sh 2ψ
− sh 2ψ − ch 2ψ
)(
T − Z X − Y
X + Y T + Z
)( − cos 2φ sin 2φ
− sin 2φ cos 2φ
)
.
(6.64)
Example 6.5. n = 2 ⊂ 2n = 4, N = 2. Let the involution tensor in the tangent
fiber for the real representation V4 be the tensor (the left inclusion of the metric of
index equal to 2, the right inclusion of the metric of index equal to 1)
SΛ˜
Ψ˜ =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , SΛ˜Ψ˜ =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 ,
GΛ˜Ψ˜ =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 ,
(6.65)
and all the identities of the previous examples are executed. Then for the complex
representation CV2, it will have the form SΛΨ
′
= mΛ
Λ˜SΛ˜
Ψ˜m¯Λ
′
Ψ˜
SΛ
Ψ′ =
(
1 0
0 −1
)
, SΛ
Ψ′ =
(
0 i
i 0
)
, (6.66)
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On the other hand, there is an image of the involution (as letters T denotes the
transposition), and in some basis SΛ˜
Ψ˜ηΨ˜ = S˜
TηΨ˜ S˜
S˜ =
(
0 1
−1 0
)
, S˜ =
(
0 1
1 0
)
. (6.67)
In the first case (index equal to 2)(
0 −1
1 0
)( − cos 2φ − sin 2φ
sin 2φ − cos 2φ
)(
0 1
−1 0
)
=
( − cos 2φ − sin 2φ
sin 2φ − cos 2φ
)
,(
0 −1
1 0
)( − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
)(
0 1
−1 0
)
=
( − ch 2ψ − sh 2ψ
− sh 2ψ − ch 2ψ
)
,
Hi
Λ = 1√
2
(
1 −i
−1 −i
)
, H iΛ =
1√
2
(
1 i
−1 i
)
, gij =
(
1 0
0 1
)
, gΛΨ =
(
1 0
0 −1
)
.
(6.68)
Therefor, ψ = 0
(S1)i
j =
(
cos 2φ sin 2φ
sin 2φ − cos 2φ
)
, (S2)i
j =
(
1 0
0 −1
)
, (6.69)
and we again come to the isomorphism SO(2) ∼= U(1)(
T, Y
)( cos 2φ sin 2φ
− sin 2φ cos 2φ
)
←→
←→
(
cos 2φ
(
1 0
0 1
)
+ sin 2φ
(
0 1
−1 0
))(
T Y
−Y T
)
.
(6.70)
In the second case (index 1),(
0 1
1 0
)( − cos 2φ − sin 2φ
sin 2φ − cos 2φ
)(
0 1
1 0
)
=
( − cos 2φ sin 2φ
− sin 2φ − cos 2φ
)
,(
0 1
1 0
)( − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
)(
0 1
1 0
)
=
( − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
)
,
Hi
Λ = 1√
2
(
1 i
i 1
)
, H iΛ =
1√
2
(
1 −i
−i 1
)
,
gij =
(
1 0
0 −1
)
, gΛΨ =
(
1 0
0 −1
)
.
(6.71)
Therefor, 2φ = 0, pi
(S1)i
j = ±
( −1 0
0 1
)
, (S2)i
j =
( − ch 2ψ sh 2ψ
− sh 2ψ ch 2ψ
)
, (6.72)
and we again come to the isomorphism SO+(1, 1) ∼= R(additive)(
T, X
)( ch 2ψ sh 2ψ
sh 2φ ch 2φ
)
←→
←→
(
T −X
−X T
)(
ch 2ψ
(
1 0
0 1
)
+ sh 2ψ
(
0 −1
−1 0
))
.
(6.73)
The following example is worthy of a separate section.
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7 Quaternions
In this section, it is told about how to contact the quaternion algebra with the
Clifford algebra and how to construct explicitly the double covering corresponding to
this case. The conclusion of all results of this section is made on the basis [18].
It is known that the Clifford algebra CL(gn) can be represented as
CL(gn) : AI +BΛeΛ + C
ΛΨeΛeΨ +D
ΛΨΦeΛeΨeΦ + ... =
=
{
CL0(gn)(even) : AI + CΛΨeΛeΨ + ...,
CL1(gn)(odd) : BΛeΛ +D
ΛΨΦeΛeΨeΦ + ...,
(7.1)
that is called Z2 grading. In this case, CL
0(gn) is a subalgebra of CL(gn). If we
consider n=4 with the 8-dimensional Clifford algebra CL0(gn) then the basis of this
algebra has the form
1, e1e2, e1e3, e2e3, e1e4, e2e4, e3e4, e1e2e3e4. (7.2)
From the Clifford equation (2.8), the relation
eΛeΨ = 1, Λ = Ψ; eΛeΨ = −eΨeΛ, Λ 6= Ψ (7.3)
will follow in some basis
I = 1, i := e1e2,
j =: e1e3, k := e2e3,
e := e3e4, f := ie = e1e2e3e4,
g := je = e1e3e3e4 = e1e4, h := ke = e2e3e3e4 = e2e4,
(7.4)
Consider the inclusion R4 ⊂ C4. Then we can find the representation of this basis
with the operators γi = Hi
ΛγΛ constructed above. But the basis, in turn, is the
direct sum of two quaternionic bases; for this, the isomorphism CL0(gn(n,0))
∼= H⊕H
is responsible. In order to construct an appropriate representation of the specified
basis, it is necessary to demand the performance of the condition tr(ηiσj) =
N
2
gij
for the parts of the operators γi. And then, indeed, it may be restricted by the
quaternion basis (just having 2 generators i and j (k = ij) and the quaternion identity
I)
1√
2
I := η1 =
1√
2
(
1 0
0 1
)
, 1√
2
i := η2 =
1√
2
(
0 i
i 0
)
,
1√
2
j := η3 =
1√
2
(
0 −1
1 0
)
, 1√
2
k := η4 =
1√
2
(
i 0
0 −i
)
,
σ1 =
1√
2
(
1 0
0 1
)
, σ2 =
1√
2
(
0 −i
−i 0
)
,
σ3 =
1√
2
(
0 1
−1 0
)
, σ4 =
1√
2
( −i 0
0 i
)
.
(7.5)
Now suppose that in the space R4 ⊂ C4, the vectors
r1 = (cosφ1, sinφ1, 0, 0), r2 = (cosφ2, 0, sinφ2, 0), r3 = (0, cosφ3, sinφ3, 0),
r4 = (cosφ4, 0, 0, sinφ4), r5 = (0, cosφ5, 0, sinφ5), r6 = (0, 0, cosφ6, sinφ6),
(7.6)
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generating the elementary orthogonal transformations, are defined. Here, as before,
the transformations (rI)
i(rI)j − δj i (I = 1, 6) generate all rotations of the group
O(4). Accordingly, on the space C2 (N = 22/2−1 = 2), their images
R1 := r1
iηi =
(
cosφ1 i sinφ1
i sinφ1 cosφ1
)
, R2 := r2
iσi =
(
cosφ2 sinφ2
− sinφ2 cosφ2
)
,
R3 := r3
iηi =
(
0 i cosφ3 − sinφ3
i cosφ3 + sinφ3 0
)
,
R4 := r4
iσi =
(
cosφ4 − i sinφ4 0
0 cosφ4 + i sinφ4
)
,
R5 := r5
iηi =
(
i sinφ5 i cosφ5
i cosφ5 −i sinφ5
)
, R6 := r6
iσi =
( −i sinφ6 cosφ6
− cosφ6 i sinφ6
)
(7.7)
will be induced. To simplify calculations, we will be restricted to the case when
φ1 = φ2 = φ4 =
pi
2
. Then
R1R2R3R4R5R6 =
(
0 i
i 0
)(
0 1
−1 0
)(
0 ieiφ3
ie−iφ3 0
)( −i 0
0 i
)
(
i sinφ5 i cosφ5
i cosφ5 −i sinφ5
)( −i sinφ6 cosφ6
− cosφ6 i sinφ6
)
=
(
0 ieiφ3
ie−iφ3 0
)

=:a¯︷ ︸︸ ︷
sinφ5 sinφ6 − i cosφ5 cosφ6
=:−b¯︷ ︸︸ ︷
i sinφ5 cosφ6 − cosφ5 sinφ6
i sinφ5 cosφ6 + cosφ5 sinφ6︸ ︷︷ ︸
=:b
sinφ5 sinφ6 + i cosφ5 cosφ6︸ ︷︷ ︸
=:a
 =
=
(
ieiφ3b ieiφ3a
ie−iφ3 a¯ −ie−iφ3 b¯
)
=: A1.
(7.8)
R6R5R4R3R2R1 =
( −i sinφ6 cosφ6
− cosφ6 i sinφ6
)(
i sinφ5 i cosφ5
i cosφ5 −i sinφ5
)
( −i 0
0 i
)(
0 ieiφ3
ie−iφ3 0
)(
0 1
−1 0
)(
0 i
i 0
)
=
=

=:a︷ ︸︸ ︷
sinφ5 sinφ6 + i cosφ5 cosφ6
=:b¯︷ ︸︸ ︷
−i sinφ5 cosφ6 + cosφ5 sinφ6
−i sinφ5 cosφ6 − cosφ5 sinφ6︸ ︷︷ ︸
=:−b
sinφ5 sinφ6 − i cosφ5 cosφ6︸ ︷︷ ︸
=:a¯

(
0 −ieiφ3
−ie−iφ3 0
)
=
( −ie−iφ3 b¯ −ieiφ3a
−ie−iφ3 a¯ ie−iφ3b
)
=: A¯1
T
= A1
∗.
(7.9)
By this, the double covering SO(3) ∼= SU(2)/{±1} is constructed, and therefore
Spin(3) ∼= SU(2)
S1i
jηj = A1
TηiA
∗
1. (7.10)
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If we now set φ3 = φ5 = φ6 =
pi
2
and carry out similar calculations, we obtain
R1R2R3R4R5R6 =(
cosφ1 i sinφ1
i sinφ1 cosφ1
)(
cosφ2 sinφ2
− sinφ2 cosφ2
)
(
0 −1
1 0
)(
e−iφ4
0 eiφ4
)(
i 0
0 −i
)( −i 0
0 i
)
=
=

:=a¯︷ ︸︸ ︷
cosφ1 cosφ2 − i sinφ1 sinφ2
=:b︷ ︸︸ ︷
cosφ1 sinφ2 + i sinφ1 cosφ2
i sinφ1 cosφ2 − cosφ1 sinφ2︸ ︷︷ ︸
:=−b¯
i sinφ1 sinφ1 + cosφ1 cosφ2︸ ︷︷ ︸
=:a

(
0 −eiφ4
e−iφ4 0
)
=
(
e−iφ4b −eiφ4 a¯
e−iφ4a eiφ4 b¯
)
=: A2
T .
(7.11)
R6R5R4R3R2R1 =( −i 0
0 i
)(
i 0
0 −i
)(
e−iφ4 0
0 eiφ4
)(
0 −1
1 0
)
(
cosφ2 sinφ2
− sinφ2 cosφ2
)(
cosφ1 i sinφ1
i sinφ1 cosφ1
)
=
(
0 −e−iφ4
eiφ4 0
)

:=a︷ ︸︸ ︷
cosφ1 cosφ2 + i sinφ1 sinφ2
:=b︷ ︸︸ ︷
cosφ1 sinφ2 + i sinφ1 cosφ2
i sinφ1 cosφ2 − cosφ1 sinφ2︸ ︷︷ ︸
:=−b¯
−i sinφ1 sinφ1 + cosφ1 cosφ2︸ ︷︷ ︸
=:a¯
 =
=
(
e−iφ4 b¯ −e−iφ4 a¯
eiφ4a eiφ4b
)
=: A2
].
(7.12)
Therefor,
S2i
jηj = A2
TηiA
]
2. (7.13)
The transformations A1, A2 are the representatives of SU(2) and fully describe the
group. Gathering the two equations together, we find that
Si
jηj := (S2S1)i
jηj = A1
TA2
TηjA
]
2A
∗
1 := S˜
Tηj
˜˜S. (7.14)
Generally speaking, knowing the transformation A1
TA2
T , we can say nothing about
A]2A
∗
1. Therefore, the transformations S˜
T and ˜˜S are distinct. This means that
there is the double covering SO(4) ∼= SU(2) × SU(2)/{±1}. And so Spin(4) ∼=
SU(2)× SU(2).
8 Particular solutions of the Clifford equation
In this section it is told about how to construct particular solutions of the Clif-
ford equation with the help of which can uniquely construct the double covering
Spin(n,C)/{± 1} ∼= SO(n,C). Such the solutions will give the chance uniquely to
prolong the Riemannian torsion-free connection into the spinor bundle. The conclu-
sion of all results of this section is made on the basis of previous calculations.
In order to find some particular solutions of the Clifford equation (6.36), we
rewrite it as
ηΛ
ABηΨCB + ηΨ
ABηΛCB = gΛΨδC
A. (8.1)
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Example 8.1. n=4, N=2.
In this case, we use the isomorphism C4 ∼= C(2) which is constructed by means of
the connecting operators ηΛAB (6.37)
rΛ =
1
2
ηΛABR
AB. (8.2)
Let the metric in C4 have the form
gΛΨ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (8.3)
It is obvious that any tensor RAB can be decomposed into the three symmetrical and
one antisymmetrical parts
RAB = R1
(
1 0
0 −1
)
︸ ︷︷ ︸
(ε1)AB
+R2
(
i 0
0 i
)
︸ ︷︷ ︸
(ε2)AB
+R3
(
0 i
−i 0
)
︸ ︷︷ ︸
(ε3)AB
+R1˜
(
0 1
1 0
)
︸ ︷︷ ︸
(ε1˜)
AB
,
RAB = R1
(
1 0
0 −1
)
︸ ︷︷ ︸
(ε1)AB
+R2
( −i 0
0 −i
)
︸ ︷︷ ︸
(ε2)AB
+R3
(
0 −i
i 0
)
︸ ︷︷ ︸
(ε3)AB
+R1˜
(
0 1
1 0
)
︸ ︷︷ ︸
(ε1˜)AB
(8.4)
with the metric spin-tensor εAB =
(
0 −i
i 0
)
.
Example 8.2. n=6, N=4.
Let’s construct now (A,B, ... = 1, N , a, b, ... = 1, N/2, I = 1, 2, 3, 1˜)
(εI)
AB =
(
(εI)
ab 0
0 −(εI)Tab
)
,
(ε4)
AB =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , (ε2˜)AB =

0 0 i 0
0 0 0 i
−i 0 0 0
0 −i 0 0
 , (8.5)
where (εI)
ab are taken from the previous example (n=4, N=2). It is one of possible
variants (the 4 symmetrical and 2 antisymmetric parts). If all received (εI)
AB (I =
1, 2, 3, 4, 1˜, 2˜) multiply by 
0 0 0 i
0 0 −i 0
0 i 0 0
−i 0 0 0
 (8.6)
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on the right side then one can construct the new tensors (the 6 antisymmetric parts)
(ε1˜)
AB =

0 0 0 i
0 0 i 0
0 −i 0 0
−i 0 0 0
 , (ε2˜)AB =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 ,
(ε3˜)
AB =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , (ε4˜)AB =

0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0
 ,
(ε5˜)
AB =

0 i 0 0
−i 0 0 0
0 0 0 i
0 0 −i 0
 , (ε6˜)AB =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 ,
(8.7)
which will enable to define
RAB = −RBA = R1˜(ε1˜)AB +R2˜(ε2˜)AB +R3˜(ε3˜)AB +R4˜(εAB4˜ )+R5˜(ε5˜)AB +R6˜(εAB6˜ ).
(8.8)
In order to obtain a similar construction for any even n, we need in the following
definition.
Definition 8.1. Let in the space Cn (n ≥ 4), n orthogonal vectors (ηI)Λ
(ηI)
Λ(ηJ)Λ = 2δIJ , Λ, Ψ, ... = 1, n (8.9)
be given. Then for the spinor space, the vectors are uniquely associated to the n
tensors
(εI)AB := (ηI)
ΛηΛAB. (8.10)
Therefore, among the n vectors (ηI)
Λ, some n
2
+ q vectors
ηΨ(AB) =
1
2
n
2
+q∑
Q=1
(ηQ)
Ψ(εQ)AB, (εQ)AB = (εQ)BA (8.11)
and some n
2
+ q˜ vectors
ηΨ[AB] =
1
2
n
2
+q˜∑
Q˜=1
(ηQ˜)
Ψ(εQ˜)AB, (εQ˜)AB = −(εQ˜)BA, q + q˜ = 0 (8.12)
must be found. In addition, we require that the real representation of these operators
satisfy similar relations.
Corollary 8.1. From the relation
T˜A
B(εI)BC +
˜˜TC
B(εI)AB = 0, (8.13)
performed for all I = 1, n, the parities T˜A
B = ˜˜TA
B = 0 follow.
39
Proof. We use the identity
η[ Γ
CNηΩ ]MNεCD
ML = 1
2
∑
I
η[ Γ
CNηΩ ]MN(εI)CD(εI)
ML =
= 1
2
∑
I
(−η[ Γ|CD(εI|)CN + (ηI)[ Γδ|D|N)ηΩ ]MN(εI)ML =
= 1
2
∑
I
(−η[ Γ|CD|)(−ηΩ ]CL + (η|I|)Ω ](εI)CL) + (ηI)[ ΓηΩ ]MD(εI)ML = n−42 η[ Γ|CD|ηΩ ]CL.
(8.14)
Then
T˜A
B(εI)BC +
˜˜TC
B(εI)AB = 0,{
n
2
T˜A
D + ˜˜TC
BεAB
DC = 0,
n
2
˜˜TA
D + T˜C
BεAB
DC = 0,
⇒ ˜˜TAA = T˜AA = 0,
{
n
2
T˜A
DηΛ˜
AKηΨ˜DK − n−42 ˜˜TADηΛ˜KAηΨ˜KD = 0,
n
2
˜˜TA
DηΛ˜
AKηΨ˜DK − n−42 T˜ADηΛ˜KAηΨ˜KD = 0,{
n
2
T˜A
DεPL
AKεQLDK − n−42 ˜˜TADεPLKAεQLKD = 0,
n
2
˜˜TA
DεLP
AKεLQDK − n−42 T˜ADεLPKAεLQKD = 0,
⇒
{
T˜A
DεPL
AKεQLDK = 0,
˜˜TA
DεPL
AKεQLDK = 0.
(8.15)
Consequently, ˜˜TA
D = T˜A
D = 0.
Thus, on the generating tensors (εI)AB, the condition (I 6= J)
(εJ)AB = −(εI)CB(εJ)CD(εI)AD, ηΛAB(εI)AD(εI)CB = −ηΛCD + (ηI)Λ(εI)CD,
(ηI)
Λ = 2
N
ηΛAB(εI)AB, (εI)AB = (ηI)
ΛηΛAB, (εI)AB(εI)
AC = δB
C
(8.16)
is imposed by the Clifford equation (8.1).
Definition 8.2. In the bivector space, the 4-valent tensor
εABCD := ηΛABη
Λ
CD, ε¯A′B′C′D′ := η¯Λ′A′B′ η¯
Λ′
C′D′ ,
gΛΨ =
(
2
N
)2
ηΛABηΨCDεABCD, g¯Λ′Ψ′ =
(
2
N
)2
η¯Λ
′A′B′ η¯Ψ
′C′D′ ε¯A′B′C′D′
(8.17)
with the help of which we can raise and lower pair indices is defined.
Note 8.1. It should be noted that for a real inclusion the condition (ηI)
i(ηJ)i = 2δIJ
is not always feasible. It should be modified to (ηI)
i(ηJ)i = 2gIJ , where gIJ = 0, I 6=
J and gII = ±1, while the sign is chosen in depending on the metric index and the
number of the vector. This literally means that the metric in some basis has the
diagonal form with ±1 on the main diagonal. Then the equation (8.16) will take the
form (I 6= J)
(εJ)AB = −gII(εI)CB(εJ)CD(εI)AD, gIIηiAB(εI)AD(εI)CB = −ηiCD + (ηI)i(εI)CD,
(ηI)
i = 2
N
ηiAB(εI)AB, gII(εI)AB = (ηI)
iηiAB, gII(εI)AB(εI)
AC = δB
C .
(8.16′)
In the case of the complex space, we can always restrict ourselves to +1 with the
Euclidean metric δIJ . This will be enough to prove the main identities. In addition,
one can pass to the real spaces using the corresponding inclusion operator.
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Therefore, it is possible the two significantly different ways depending on multi-
plicity n
I). n mod 4 = 0, II). n mod 4 = 2 (8.18)
which determine either the pair of the metric tensors εAB = −εBA, ε˜AB = ε˜BA in
Case I). or the pair of the involutions EA
B, E˜A in Case II). (the proof is given in
Appendix)
I). εA1A(n/2+q+1) := (ε(n/2+q))A(n/2+q)A(n/2+q+1)
(n/2+q−1)/2∏
Q=1
(ε2Q−1)A2Q−1A2Q(ε2Q)
A2Q+1A2Q ,
εABε
CB = δA
C ,
[
εAB = −εBA, n/2 + q > 2,
εAB = εBA, n/2 + q = 1,
]
, ηΛAB = ηΛ
CDεCAεDB,
ε˜A1A(n/2+q˜) := (ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1)
(n/2+q˜−1)/2∏˜
Q=1
(ε2Q˜−1)A2Q˜−1A2Q˜(ε2Q˜)
A2Q˜A2Q˜+1 ,
ε˜AB ε˜
CB = δA
C ,
[
ε˜AB = ε˜BA, n/2 + q > 2,
ε˜AB = −ε˜BA, n/2 + q = 1,
]
, ηΛAB = ηΛ
CDε˜CAε˜DB,
(8.19)
II). EA1
A(n/2+q+1) :=
(n/2+q)/2∏
Q=1
(ε2Q−1)A2Q−1A2Q(ε2Q)
A2Q+1A2Q ,
EA
BEB
C = −δAC , ηΛAB = −ηΛCDEDAECB,
E˜A1
A(n/2+q˜+1) :=
(n/2+q˜)/2∏˜
Q=1
(ε2Q˜−1)A2Q˜−1A2Q˜(ε2Q˜)
A2Q˜+1A2Q˜ ,
E˜A
BE˜B
C = −δAC , ηΛAB = ηΛCDE˜DAE˜CB,
(8.19′)
Note 8.2. For real inclusion, the tensors from (8.19) multiply by g := (
(n/2+q)∏
P=1
√
gPP ),
where either of the two versions ±i for gP˜ P˜ = −1 can be chosen as the root √gP˜ P˜ .
We will show that such the operators exist. For n = 4, one can construct the
representation as described in Example 8.1. Suppose that we have constructed some
representation ηα
ab (α , β , ... = 1, n− 2; a, b, ... = 1, 2(n−2)/2−1). The operators
ηΛ
AB (Λ ,Ψ , ... = 1, n;A, B, ... = 1, 2n/2−1) are constructed as follows. Let the
tensor gαβ contain only +1 on the main diagonal then
ηα
AB =
(
ηα
ab 0
0 −(ηT )αcd
)
, ηαAB =
(
ηαpk 0
0 −(ηT )αlm
)
,
ηn−1AB = 1√2
(
0 iδad
−iδcb 0
)
, ηn−1AB = 1√2
(
0 −iδpm
iδlk 0
)
,
ηn
AB = 1√
2
(
0 δad
δc
b 0
)
, ηnAB =
1√
2
(
0 δp
m
δlk 0
)
,
(8.20)
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Under the general scheme of the constructing (8.20) for n = 4, the equation
T˜A
B(εI)BC +
˜˜TC
B(εI)AB = 0 (8.21)
leads to T˜A
B = ˜˜TA
B = 0 that can be verified directly. Suppose that this equation
holds for some even n-2. Then for n, the equation splits into the parts
1.
T˜a
b(εI)bc +
˜˜Tc
b(εI)ab = 0, T˜
a
b(εI)
bc + ˜˜T cb(εI)
ab = 0, I = 1, n− 2, (8.22)
which immediately give T˜a
b = ˜˜Ta
b = 0, T˜ ab =
˜˜T ab = 0.
2.
T˜ab(εn+1)
b
c +
˜˜Tcb(εn+1)a
b = 0, ⇒ T˜ac − ˜˜Tca = 0,
T˜ ab(εn+1)b
c + ˜˜T cb(εn+1)
a
b = 0, ⇒ −T˜ ac + ˜˜T ca = 0.
(8.23)
3.
T˜ab(εn+2)
b
c +
˜˜Tcb(εn+2)a
b = 0, ⇒ T˜ac + ˜˜Tca = 0,
T˜ ab(εn+2)b
c + ˜˜T cb(εn+2)
a
b = 0, ⇒ T˜ ac + ˜˜T ca = 0,
(8.24)
which immediately give T˜ab =
˜˜Tab = 0, T˜
ab = ˜˜T ab = 0. Thus, again T˜A
B =
˜˜TA
B = 0.
Now suppose that there are the real connecting operators ηΛ˜
˜˜A˜˜B . In this case, there is
a set of orthogonal vectors such that a part (εQ)
˜˜A˜˜B is symmetric and the remaining
part (εQ˜)
˜˜A˜˜B is antisymmetric. We will show that one can move towards the complex
representation of such the operators which preserve this property and therefore
satisfy Definition 8.1.
Algorithm 8.1.
For the first step, the operators
1√
2
(
δa˜˜a 0 0 iδ
a
˜˜q
0 δc
˜˜c δc
˜˜p 0
)
︸ ︷︷ ︸
:=( ˜˜m1+ )
A
˜˜A
·
·

ηα
˜˜a
˜˜
b αδ
˜˜a
˜˜
d
γδ
˜˜a
˜˜
k
0
βδ˜˜c
˜˜
b −(ηT )α˜˜c˜˜d 0 γδ˜˜c
˜˜
l
δδ˜˜p
˜˜
b 0 −(ηT )α˜˜p˜˜k −αδ˜˜p
˜˜
l
0 δδ
˜˜q
˜˜
d
−βδ˜˜q˜˜
k
ηα
˜˜q
˜˜
l

︸ ︷︷ ︸
ηΛ˜
˜˜A˜˜B
1√
2

δ˜˜
b
b 0
0 δ
˜˜
d
d
0 δ
˜˜
k
d
−iδ˜˜
l
b 0

︸ ︷︷ ︸
:=(m˜T1+
)˜˜B
B
=
=

ηα
ab 1
2
((α− iβ) + (γ + iδ))︸ ︷︷ ︸
:=φ1
δad
i
2
((α− iβ)− (γ + iδ))︸ ︷︷ ︸
:=ψ1
δc
b −(ηT )αcd

︸ ︷︷ ︸
:=η1+ Λ˜
AB
.
(8.25)
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are used as the operators (6.24) and (6.30). As the operators ( ˜˜m1−)
A
˜˜A
, we can
take
(
δa˜˜a 0 0 −iδa˜˜q
0 δc
˜˜c −δc˜˜p 0
)
. If we now use the operators mΛ
Λ˜ translating the
subspace R4(2,2) in the subspace C2 and leaving unchanged the subspace R
2n−4
(n−2,n−2)
then we can construct the connecting operators ηΛ
ab of the corresponding space C2⊕
R2n−4(n−2,n−2), while the dimension of the spinor space will be reduced by 2 times.
2. For the second step, we will use the operators
1√
2

δa˜˜a 0 0 iδ
a
˜˜q 0 0 0 0
0 δc
˜˜c δc
˜˜p 0 0 0 0
0 0 0 0 δa1
˜˜a1 0 0 iδa1
˜˜p1
0 0 0 0 0 δc1˜˜c1 δ
c1
˜˜q1
0

︸ ︷︷ ︸
:=( ˜˜m2)A ˜˜A
·

ηα
˜˜a
˜˜
b αδ
˜˜a
˜˜
d
γδ
˜˜a
˜˜
k
0 φ1δ
˜˜a
˜˜
b1
0 0 0
βδ˜˜c
˜˜
b −(ηT )α˜˜c˜˜d 0 γδ˜˜c
˜˜
l 0 φ1δ˜˜c
˜˜
d1 0 0
δδ˜˜p
˜˜
b 0 −(ηT )α˜˜p˜˜k −αδ˜˜p
˜˜
l 0 0 φ1δ˜˜p
˜˜
k1 0
0 δδ
˜˜q
˜˜
d
−βδ˜˜q˜˜
k
ηα
˜˜q
˜˜
l 0 0 0 φ1δ
˜˜q
˜˜
l1
ψ1δ˜˜a1
˜˜
b 0 0 0 −(ηT )α˜˜a1˜˜b1 −αδ˜˜a1
˜˜
d1 −γδ˜˜a1
˜˜
k1 0
0 ψ1δ
˜˜c1
˜˜
d
0 0 −βδ˜˜c1˜˜
b1
ηα
˜˜c1
˜˜
d1 0 −γδ˜˜a1˜˜
l1
0 0 ψ1δ
˜˜q1˜˜
k
0 −δδ˜˜q1˜˜
b1
0 ηα
˜˜q1
˜˜
k1 αδ
˜˜q1˜˜
l1
0 0 0 ψ1δ˜˜p1
˜˜
l 0 −δδ˜˜p1
˜˜
d1 βδ˜˜p1
˜˜
k1 −(ηT )α˜˜p1˜˜l1

︸ ︷︷ ︸
ηΛ˜
˜˜A˜˜B
· 1√
2

δ˜˜
b
b 0 0 0
0 δ
˜˜
d
d 0 0
0 δ
˜˜
k
d 0 0
−iδ˜˜
l
b 0 0 0
0 0 δ
˜˜
b1
d2 0
0 0 0 δ
˜˜
d1
b2
0 0 0 δ
˜˜
k1
b2
0 0 −iδ˜˜l1d2 0

︸ ︷︷ ︸
:=(m˜T2 )˜˜B
B
. (8.26)
If we now use the operators mΛ
Λ˜ translating the subspace R4(2,2) in the subspace C2
and leaving unchanged the subspace C2 ⊕ R2n−8(n−4,n−4) then we can construct the con-
necting operators ηΛ
ab of the corresponding space C4⊕R2n−8(n−4,n−4), while the dimension
of the spinor space will be reduced by 2 times.
3. Proceeding similarly, we can obtain the space Cn−2⊕R4(2,2) and the corresponding
connecting operators. It is obvious that at each step, only those components of the
connecting operators which responsible for the transition from the real representation
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of the subspace R4(2,2) to its complex analog C2 are modified.
4. The final step is carried out using the operators discussed above in Example 3.2.
Corollary 8.2. The connecting operators from Definition 8.1 satisfy the identity
(the proof is given in Appendix)
ηΛ
ABηΨADη
ΩCDηΘCB =
N
4
(gΛΨg
ΩΘ + δΛ
ΘδΨ
Ω − δΨΘδΛΩ). (8.27)
Corollary 8.3. For the orthogonal transformation (6.42), there are the two variants
of a decomposition for each case:
I). Special rotation.
SΛ
ΨηΨ
AB = ηΛ
CDS˜C
A ˜˜SD
B. (8.28)
1. n mod 4 =2
˜˜SA
B = −EACS˜CDEDB, ˜˜SAB = −E˜ACS˜CDE˜DB. (8.29)
2. n mod 4 =0
˜˜SA
B ˜˜SC
DεBD = εAC , S˜A
BS˜C
DεBD = εAC ,
˜˜SA
B ˜˜SC
Dε˜BD = ε˜AC , S˜A
BS˜C
Dε˜BD = ε˜AC .
(8.30)
II). Non-special rotation.
SΛ
ΨηΨ
BA = ηΛCDS˜
CA ˜˜SDB. (8.31)
1. n mod 4 =2
˜˜SCA = −EKAS˜KLELC , ˜˜SCA = E˜KAS˜KLE˜LC . (8.32)
2. n mod 4 =0
˜˜SAB ˜˜SCDεBD = ε
AC , S˜ABS˜CDεBD = ε
AC ,
˜˜SAB ˜˜SCDε˜BD = ε˜
AC , S˜ABS˜CDε˜BD = ε˜
AC .
(8.33)
Corollary 8.4. For the involution (6.47), there are the two variants of a decompo-
sition:
I). Analog of the special rotation.
SΛ
Ψ′ η¯Ψ′
A′B′ = ηΛ
CDS˜C
A′ ˜˜SD
B′ . (8.34)
˜˜SA
B′ ¯˜˜SB′
D = ±δAD, S˜AB′ ¯˜SB′D = ±δAD. (8.35)
II). Analog of the non-special rotation.
SΛ
Ψ′ η¯Ψ′
B′A′ = ηΛCDS˜
CA′ ˜˜SDB
′
. (8.36)
˜˜SAB
′
= ± ¯˜˜SB′A, S˜AB′ = ± ¯˜SB′A. (8.37)
44
Table 1: The matrix form of the tensor S for the real inclusions of some 2-dimensional
spaces in the complex space for ri = (T, Z).
N Space Form of S S Isomorphism Form of
√
2riηi Form of
√
2riσi
1a
R2
 ++ SAA′
(
1
)
U(1) ∼= SO+(2) T + iZ T − iZ
1b
R2
 −−  SAA′
(
i
)
U(1) ∼= SO+(2) −iT − Z −iT + Z
2a
R2(1,1)
 +−  SA
A′
(
1
)
R+ ∼= SO+(1, 1) T + Z T − Z
2b
R2(1,1)
 −+ SA
A′
(
1
)
R+ ∼= SO+(1, 1) −T − Z T − Z
Table 2: The matrix form of the tensor S for the real inclusions of some 4-dimensional
spaces in the complex space for ri = (T,X, Y, Z).
N Space S Form of
√
2riηi/
√
2riσi
1a
R4
 −−−− 
SU(2)×SU(2)/±1∼=SO+(4)
S˜A
A′ = ˜˜SA
A′(
0 1
−1 0
)
(
−iT−Z iX+Y
iX−Y iT−Z
)
(
−iT+Z iX+Y
iX−Y iT+Z
)
1b
R4
 + + ++
SU(2)×SU(2)/±1∼=SO+(4)
S˜A
A′ = ˜˜SA
A′(
0 i
−i 0
)
(
T+iZ iY+X
−iY+X −T+iZ
)
(
T−iZ iY+X
−iY+X −T−iZ
)
2a
R4(3,1)
 +−++
SL(2,C)/±1∼=SO+(3,1)
S˜AA′ =
˜˜SAA′(
0 i
−i 0
)
(
T+Z iY+X
−iY+X −T+Z
)
(
T−Z iY+X
−iY+X −T−Z
)
2b
R4(1,3)
 +−−− 
SL(2,C)/±1∼=SO+(1,3)
S˜AA′ =
˜˜SAA′(
0 i
i 0
)
(
T+Z iY+X
iY−X −T+Z
)
(
T−Z iY+X
iY−X −T−Z
)
3a
R4(2,2)
 + +−− 
SL(2,R)×SL(2,R)/±1∼=SO+(2,2)
S˜A
A′ = ˜˜SA
A′(
0 i
i 0
)
(
T+iZ iY+X
iY−X −T+iZ
)
(
T−iZ iY+X
iY−X −T−iZ
)
3b
R4(2,2)
 −−++
SL(2,R)×SL(2,R)/±1∼=SO+(2,2)
S˜A
A′ = ˜˜SA
A′(
0 1
1 0
)
(
−iT−Z iX+Y
−iX+Y iT−Z
)
(
−iT+Z iX+Y
−iX+Y iT+Z
)
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Table 3: The matrix form of the tensor S for the real inclusions of some 6-dimensional
spaces in the complex space for ri = (T,X, V,W, Y, Z).
N Space
Form
of S
Isomorphism
Form of
√
2riηi
Form of
√
2riσi
1 R6
SAA′ SU(4)/± 1 ∼= SO+(6)

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0


T+iZ X+iY V+iW 0
X−iY −T+iZ 0 V+iW
V−iW 0 −T+iZ −X−iY
0 V−iW −X+iY T+iZ

T−iZ X+iY V+iW 0
X−iY −T−iZ 0 V+iW
V−iW 0 −T−iZ −X−iY
0 V−iW −X+iY T−iZ

2 R6(1,5)
SA
A′ SL(2,H)/± 1 ∼= SO+(1, 5)

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0


T+Z X+iY V+iW 0
−X+iY −T+Z 0 V+iW
−V+iW 0 −T+Z −X−iY
0 −V+iW X−iY T+Z

T−Z X+iY V+iW 0
−X+iY −T−Z 0 V+iW
−V+iW 0 −T−Z −X−iY
0 −V+iW X−iY T−Z

3 R6(2,4)
SAA′ SU(2, 2)/± 1 ∼= SO+(2, 4)

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0


T+iZ X+iY V+iW 0
−X+iY −T+iZ 0 V+iW
−V+iW 0 −T+iZ −X−iY
0 −V+iW X−iY T+iZ

T−iZ X+iY V+iW 0
−X+iY −T−iZ 0 V+iW
−V+iW 0 −T−iZ −X−iY
0 −V+iW X−iY T−iZ

4 R6(3,3)
SA
A′ SL(4,R)/± 1 ∼= SO+(3, 3)

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0


T+Z X+iY V+iW 0
X−iY −T+Z 0 V+iW
−V+iW 0 −T+Z −X−iY
0 −V+iW −X+iY T+Z

T−Z X+iY V+iW 0
X−iY −T−Z 0 V+iW
−V+iW 0 −T−Z −X−iY
0 −V+iW −X+iY T−Z

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We assume that the operators ηΛ
AB(σΛAB) are constructed either by the scheme
(8.20)(α = 1, n− 2)
a).
ηΛ
AB =
(
ηα
ab 1
2
(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −(ηT )αcd
)
,
σΛAB =
(
(ηT )αab
1
2
(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −ηαcd
) (8.38)
or by the scheme
b).
ηΛ
AB =
(
ηα
ab 1
2
(iηn−1 + ηn)δad
1
2
(iηn−1 − ηn)δcb −(ηT )αcd
)
,
σΛAB =
(
(ηT )αab
1
2
(iηn−1 + ηn)δad
1
2
(iηn−1 − ηn)δcb −ηαcd
)
.
(8.38′)
This means that from the previous dimension, the conjugating spin-tensors(6.47)
I). a). SA
A′ :=
(
0 iSaa′
−iSbb′ 0
)
, b). SA
A′ :=
(
0 iSaa′
iSbb
′
0
)
,
II). a). SAA′ :=
(
0 iSa
a′
−iSbb′ 0
)
, b). SAA′ :=
(
0 iSa
a′
iSbb′ 0
)
,
(8.39)
defined to within a sign, are inherited.
Example 8.3. In the table 1, the various options for the real inclusion for n=2 are
given (see Example 6.1 and Example 6.2).
Example 8.4. In the table 2, the various options for the real inclusion for n=4 are
given (see Example 6.3).
Example 8.5. In the table 3, the various options for the real inclusion for n=6 are
given. See Example 8.2 in the case, when η˜Λ
AC := ηΛ
ABεB
C is an antisymmetric
tensor. Recall that ηi := Hi
ΛηΛ according to (4.4).
9 On the structural constants of the non-division
algebra. Sedenions
In this section it is told about how on the connecting operators which satisfy the
Clifford equation to construct the structural constants of the sedenion algebra. Such
the algebras are constructed by the inductive transition for n mod 8 = 0 based on
the Bott periodicity. We consider the axioms of such the algebras. The conclusion of
all results of this section is made on the basis [8], [27, pp. 192-244 (rus)].
We use the fact that for n mod 8 = 0, there are the connecting operators ηΛ
AB,
the inductive construction of which is not the doubling procedure, but is based on
the Bott periodicity. This is means by Definition 8.1 that
ηΛ
AB + ηΛ
BA = ηΛε
AB, ηΛ := (ηn)Λ (9.1)
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and εAB is a symmetric metric tensor in the spinor space. This will give the oppor-
tunity to set
I). PΛ
A := ηΛ
BAXB, PΛ
APΨA = gΛΨ, II). PΛ
A := ηΛ
ABXB, PΛ
APΨA = gΛΨ
(9.2)
for some XB (X
AXA = 2). Then we can define some structural constants as follows
I). ηΛΨ
Θ :=
√
2ηΛ
ABPΨAP
Θ
B, II). ηΛΨ
Θ :=
√
2ηΛ
BAPΨAP
Θ
B. (9.3)
Both variants are identical. Therefore, we will further consider Case I). Will they
define group algebra? The answer is not quite unequivocally defined, and that’s why.
1. First axiom of multiplication is executed. For any two elements (r1)
Λ, (r2)
Ψ,
it can always only be one way to construct their product
(r1, r2)
Θ := (r1)
Λ(r2)
ΨηΛΨ
Θ. (9.4)
2. Second axiom of multiplication is executed. There is uniquely defined identity
element for multiplication e := 1√
2
ηΛ.
1√
2
ηΛηΛΨ
Θ = εABPΨAP
Θ
B = δΨ
Θ,
1√
2
ηΨηΛΨ
Θ = ηΛ
ABεXAX
XPΘB = PΛ
BPΘB = δΛ
Θ.
(9.5)
3. For any non-isotropic element, there is uniquely defined inverse element for
multiplication. For the inclusion Rn ⊂ Cn (n mod 8 = 0), Third axiom of multiplica-
tion is executed for any nonzero element. Accordingly, with the help of the inclusion
operators Hi
Λ, the structure constants ηij
k, which are real not for all spinors XA,
are defined.
r−1 :=
1
< r, r >
(2 < r, e > e− r), < r1, r2 >:= gΛΨ(r1)Λ(r2)Ψ. (9.6)
(r−1)Ψ = 1
rΦrΦ
rΩ(ηΩη
Ψ − δΩΨ),
rΛ 1
rΦrΦ
rΩ(ηΩη
Ψ − δΩΨ)ηΛΨΘ =
√
2
rΦrΦ
RABrΩ(ηΩη
Ψ − δΩΨ)ηΨXAXXPΘB =
=
√
2
rΦrΦ
RABRAXX
XPΘB =
1√
2
XBPΘB =
1√
2
ηΘ,
1
rΦrΦ
rΩ(ηΩη
Λ − δΩΛ)rΨηΛΨΘ =
√
2
rΦrΦ
RBARXAX
XPΘB =
1√
2
ηΘ.
(9.7)
These identities, executed for any non-isotropic r, are equivalent to the relation
ηΛΨ
Ω + ηΛ
Ω
Ψ =
√
2ηΛδΨ
Ω. (9.8)
4. Commutative axiom of multiplication is not executed. However, there is the
identity
1
2
((r1, r2) + (r2, r1)) = − < r1, r2 > e+ < r1, e > r2+ < r2, e > r1. (9.9)
η(ΛΨ)
Θ =
√
2η( Λ
ABPΨ )AP
Θ
B =
√
2(−η( ΛABηΨ )AX + 2η( ΛABηΨ )(AX))XXPΘB =
= −gΛΨ
(
1√
2
ηΘ
)
+ 2
(
1√
2
η( Ψ
)
δΛ )
Θ.
(9.10)
The special case of this identity
r2 = − < r, r > e+ 2 < r, e > r (9.9′)
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leads to (9.6) and means that there is power-associativity. Therefore, Fourth axiom
of multiplication is not executed. But a replacement can be found.
5. Associative axiom of multiplication is not executed. However, there is alternative-
elastic identity
((r1, r1), r2)− (r1, (r1, r2))− (r1, (r2, r1)) = ((r2, (r1, r1))− ((r2, r1), r1)− ((r1, r2), r1).
(9.11)
((r1, r1), r2)− (r1, (r1, r2))− (r1, (r2, r1)) = − < r1, r1 > r2 + 2 < r1, e > (r1, r2)−
−2(r1,− < r1, r2 > e+ < r1, e > r2+ < r2, e > r1) =
= − < r1, r1 > r2 + 2 < r1, r2 > r1 − 2 < r2, e > (− < r1, r1 > e+ 2 < r1, e > r1) =
= 2 < r2, e >< r1, r1 > e+ (2 < r1, r2 > −4 < r2, e >< r1, e >)r1− < r1, r1 > r2,
(r2, (r1, r1))− ((r2, r1), r1))− ((r1, r2), r1) = − < r1, r1 > r2 + 2 < r1, e > (r2, r1)−
−2(− < r1, r2 > e+ < r1, e > r2+ < r2, e > r1, r1) =
= − < r1, r1 > r2 + 2 < r1, r2 > r1 − 2 < r2, e > (− < r1, r1 > e+ 2 < r1, e > r1) =
= 2 < r2, e >< r1, r1 > e+ (2 < r1, r2 > −4 < r2, e >< r1, e >)r1− < r1, r1 > r2,
(9.12)
Therefore, Fifth axiom of multiplication is not executed. But a replacement can be
found.
4∗. The Clifford equation gives another identity: flexible identity [31] (according
to Definitions 8.1-8.2, ε[A(BC)D] = 0)
(r1r2)r1 = r1(r2r1). (9.11
′)
1
2
η( Λ|ΨΘηΘ|Ω )Γ = η( ΛABPΩ )CηΘCDPΨAPΘBP ΓD =
= η( Λ
CDPΩ )CηΨP
Γ
D − εABCDP( Ω|C|PΛ )BPΨAP ΓD =
= η( ΛδΩ )
ΓηΨ − 12gΩΛηΨηΓ − εABCDP( Ω|C|PΛ )BPΨAP ΓD,
1
2
η( Λ|ΘΓηΨ|Ω )Θ = η( ΛABPΩ )CηΨCDPΘAPΘDP ΓB =
= η( ΛPΩ )CηΨ
CDP ΓD − P( Λ|D|PΩ )CηΨCDηΓ + ηΘBAηΨCDP( Λ|A|PΩ )CPΘDP ΓB =
= η( ΛPΩ )CηΨ
CDP ΓD − P( Λ|D|PΩ )CηΨCDηΓ + ηΨBAP( Λ|A|ηΩ )P ΓB−
−εBACDP( Λ|A|PΩ )CPΨDP ΓB =
= η( ΛδΩ )
ΓηΨ − 12gΩΛηΨηΓ − εABCDP( Ω|C|PΛ )BPΨAP ΓD.
(9.12′)
From (9.9′), it follows that Jordan identity (r1)k(r2r1) = ((r1)kr2)r1, ∀k ∈ Z is
executed too.
Such the algebra is normalized in the sense of
gΘΓη( Λ|Ψ|ΘηΩ )ΦΓ = gΘΓηΘΨ( ΛηΓ|Φ|Ω ) (9.12′′)
that coincides with the condition of normalizability (14.97) for n = 8 .
According to the general theory, the sedenion algebra has 0-divisors for n 6= 8.
(r1, r2) = 0, (r1)
Λ(r2)
ΨηΛΨ
Ω = 0, (R1)
AB(R2)DAX
DPΩBPΩ
C = 0. (9.13)
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0-divisors appear because the operator PΩ
C is degenerate for n > 8. However, there
exists a sedenion basis for which
(ri, e) = (e, ri), e
2 = e,
(ri, rj) = −(rj, ri), ri 6= e, rj 6= e, i 6= j,
(ri)
2 = −e, ri 6= e.
(9.14)
The algebras for which we can construct the basis (9.14) whose elements are not
0-divisors and satisfy alternative identities
(ri(ri, rj)) = ((ri, ri), rj), ((rj, ri), ri) = (rj, (ri, ri)). (9.15)
are the most interesting for the study. Such the algebras are called sedenion alge-
bras. Of course, not for all hypercomplex algebras, such the basis exists. Therefore,
the hypercomplex algebras will be classified by the maximum number of basic ele-
ments, which are not 0-divisors. The inductive construction of the higher dimension
hypercomplex metric group alternative-elastic algebra looks as follows.
Algorithm 9.1. 1. Let us know antisymmetric operators ηα
ab for n mod 8 = 6.
Then the connecting operators ηΛ
AB for n mod 8 = 0 are constructed according
to the scheme
ηΛ
AB =
(
ηα
ab 1
2
(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −(ηT )αcd
)
,
σΛAB =
(
(ηT )αab
1
2
(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −ηαcd
)
,
(9.16)
that would provide the existence of the symmetric metric spin-tensor ε˜AB ≡
εAB for n mod 8 = 0.
2. Let us know the connecting operators ηα
ab for n mod 8 = 0. Then the connect-
ing operators ηΛ
AB for n mod 8 = 2 are constructed according to the scheme
ηΛ
AB =
(
ηα
ab 1
2
(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −(ηT )αcd
)
,
σΛAB =
(
(ηT )αab
1
2
(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −ηαcd
)
.
(9.17)
3. Let us know the connecting operators ηα
ab for n mod 8 = 2. Then the connect-
ing operators ηΛ
AB for n mod 8 = 4 are constructed according to the scheme
ηΛ
AB =
(
ηα
ab 1
2
(ηn−1 + iηn)δad
1
2
(−ηn−1 + iηn)δcb (ηT )αcd
)
,
σΛAB =
(
(ηT )αab −12(ηn−1 + iηn)δad−1
2
(−ηn−1 + iηn)δcb ηαcd
)
,
(9.18)
providing for n mod 8 = 4 the existence of the antisymmetric metric spin-
tensor
εAB := (ε1)AC(ε2)
DK(ε3)BK =

0 0 0 i(ε1)ab
0 0 −i(ε1)cd 0
0 i(ε1)
kl 0 0
−i(ε1)mn 0 0 0
 ,
(9.19)
where (ε1)ab is the symmetric metric spin-tensor for n mod 8 = 0.
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4. Let us know the connecting operators ηα
ab for n mod 8 = 4. Then the connect-
ing operators ηΛ
AB for n mod 8 = 6 are constructed according to the scheme
ηΛ
AB =
(
ηα
ab 1
2
(ηn−1 + iηn)δad
1
2
(−ηn−1 + iηn)δcb (ηT )αcd
)
,
σΛAB =
(
(ηT )αab −12(ηn−1 + iηn)δad−1
2
(−ηn−1 + iηn)δcb ηαcd
)
.
(9.20)
Let’s, in addition, spend the transformation of the connecting operators ac-
cording to the scheme
η˜Λ
AC := ηΛ
ABεB
C , εB
C :=
(
0 −iεbm
iεdk 0
)
, (9.20′)
where εab (n/2 + q = 3) for n mod 8 = 4 will be the metric antisymmetric
spin-tensor. Then for the next implementation n mod 8 = 6 the operators
η˜Λ
AC = −η˜ΛCA will be completely antisymmetric (n/2 + q) = 0. It is easy
to verify that the Clifford equation (8.1) is executed for such the operators.
If the further construction for n mod 8 = 0 to lead on the basis of such the
operators then there will exist the symmetric metric spin-tensor εAB ≡ (ε1)AB,
n/2 + q = 1. For n mod 8 = 2, there will exist the involution at n/2 + q = 2.
And again, for n mod 8 = 4, we obtain n/2 + q = 3. The circle has become
isolated. The beginning has been made in Examples 8.1-8.2.
5. Suppose there is an algebra over Rn with the structural constants generated
from the connecting operators ηΛ
AB with the metric spin-tensor εXZ and the
inclusion operator Hi
Λ. We assume that the metric tensor gΛΨ on the main
diagonal contains  +  only. Then we can construct the antisymmetric
operators for the space Cn+6
ηα
ab = −ηαba :=
0 0 0 ξεAQ 0 γεAK −αεAD ηΛAB
0 0 −ξεCR 0 −γεCM 0 (ηT )ΛCD βεCB
0 ξεNY 0 0 −αεNM (ηT )ΛNK 0 δεNB
−ξεLZ 0 0 0 ηΛLM βεLK −δεLD 0
0 γεPY αεPR −(ηT )ΛPQ 0 0 0 −ζεPB
−γεSZ 0 −ηΛSR −βεSQ 0 0 ζεSD 0
αεXZ −ηΛXY 0 δεXQ 0 −ζεXK 0 0
−(ηT )ΛT Z −βεTY −δεTR 0 ζεTM 0 0 0

,
α := 1
2
(iηn+1 + ηn+2), β :=
1
2
(−iηn+1 + ηn+2),
γ := 1
2
(ηn+3 + iηn+4), δ :=
1
2
(−ηn+3 + iηn+4),
ξ := 1
2
(ηn+5 + iηn+6), ζ :=
1
2
(−ηn+5 + iηn+6).
(9.21)
6. The transition to the connecting operators of the space Cn+8 is carried out as
follows
ηΛ
AB :=
(
ηα
ab φδad
ψδc
b −(ηT )αcd
)
,
φ := 1
2
(iηn+7 + ηn+8), ψ :=
1
2
(−iηn+7 + ηn+8)
(9.22)
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with the metric spin-trnsor εXZ :=
(
0 δad
δc
b 0
)
, εXZ :=
(
0 δa
d
δcb 0
)
.
Then we pass to the connecting operators of the space Rn+8 ⊂ Cn+8 using
the corresponding inclusion operator. And such the operators generate the
structural constants of the algebra with dimension equal to n+ 8.
10 Infinitesimal transformations
In this section, it is told about how on the connecting operators which satisfies
the Clifford equation, to construct the infinitesimal transformations. The conclusion
of all results of this section is made on the basis [22, v. 1, pp. 175-177 (eng)].
Using Corollary 8.3 for the special orthogonal transformations, the decomposi-
tion
1). SΛ
ΨηΨ
AB = −ηΛCDSCAEDKSKMEMB,
2). SΛ
ΨηΨ
AB = ηΛ
CDSC
A(ηI)
ΩSΩ
ΦηΦ
KBεKLSX
LεMX(εI)MD.
(10.1)
is obtained. Suppose that there is one-parameter family of orthogonal transforma-
tions
SΛ
Ψ(λ)SΩ
Φ(λ)gΨΦ = gΛΩ, SΛ
Ψ(0) := δΛ
Ψ (10.2)
that induces the one-parameter transformations in the spinor space
SC
A(λ), SC
A(0) = δC
A. (10.3)
Infinitesimal transformation is defined as
TΛ
Ψ =
[
d
dλ
SΛ
Ψ(λ)
]∣∣
λ=0
, TΛΨ = −TΨΛ,
TC
A =
[
d
dλ
SC
A(λ)
]∣∣
λ=0
,
1). TC
A = −ECBTBDEDA,
2). TC
A = −TAC .
(10.4)
Differentiating in zero (10.1), we will obtain the identity (the calculations are given
in Appendix)
TΛ
ΨηΨ
AB = ηΛ
CBTC
A − ηΛAD(εI)KBTKM(εI)MD + ηΛAD(εI)MD(ηI)ΩTΩΦηΦMB.
(10.5)
Particular solution of this equation will have the form
TC
A =
1
2
TΘΦηΦ
ABηΘCB, (10.6)
that is verified by the direct substitution. Homogeneous solution of the equation
ηΛ
CBTC
A − ηΛAD(εI)KBTKM(εI)MD = 0 (10.7)
is rewritten as (8.21) that means triviality of such the solution.
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11 Complex and real connections
In this section, it is told about how using some particular solutions of the Clifford
equation, to construct a prolongation of the Riemannian torsion-free connection into
the spinor bundle. We consider the two different variants. This will give the oppor-
tunity to construct the spinor analogues of the Lie operators. The conclusion of all
results of this section is made on the basis [9], [22, v. 1, pp. 228-231 (eng)].
For the real representation of the tangent bundle τR(V2n), the equation of the
geodesics take the form
d2xΩ˜
ds2
+ ΓΦ˜Ψ˜
Ω˜ dx
Φ˜
ds
dxΨ˜
ds
= 0. (11.1)
For the parameterization of the atlas wΘ = 1√
2
(uΘ(xΘ˜) + ivΘ(xΘ˜)), we obtain
d2xΩ˜
ds2
= d
ds
( ∂x
Ω˜
∂wΘ
dwΘ
ds
+ ∂x
Ω˜
∂wΘ′
dwΘ
′
ds
) =
∂2xΩ˜
∂wΘds
dwΘ
ds
+ ∂x
Ω˜
∂wΘ
d2wΘ
ds2
+ ∂
2xΩ˜
∂wΘ′ds
dwΘ
′
ds
+ ∂x
Ω˜
∂wΘ′
d2wΘ
′
ds2
,
d2wΘ
ds2
∂xΩ˜
∂wΘ
+ d
2wΘ
′
ds2
∂xΩ˜
∂wΘ′ +
∂2xΩ˜
∂wΘds
dwΘ
ds
+ ∂
2xΩ˜
∂wΘ′ds
dwΘ
′
ds
+
+ΓΦ˜Ψ˜
Ω˜ dxΦ˜
ds
∂xΨ˜
∂wΘ
dwΘ
ds
+ ΓΦ˜Ψ˜
Ω˜ dxΦ˜
ds
∂xΨ˜
∂wΘ′
dwΘ
′
ds
= 0.
(11.2)
We multiply the both sides by dw
Λ
dxΩ˜
= mΛΩ˜ . Considering the identities (3.8) for the
operators mΛΩ˜ and m
Λ′
Ω˜ , we will obtain
d2wΛ
ds2
+ (∂w
Λ
∂xΩ˜
∂2xΩ˜
∂wΘds
dwΘ
ds
+ ΓΦ˜Ψ˜
Ω˜ ∂xΨ˜
∂wΘ
dxΦ˜
ds
dwΘ
ds
∂wΛ
∂xΩ˜
)+
+(∂w
Λ
∂xΩ˜
∂2xΩ˜
∂wΘ′ds
dwΘ
′
ds
+ ΓΦ˜Ψ˜
Ω˜ ∂xΨ˜
∂wΘ′
dxΦ˜
ds
dwΘ
′
ds
∂wΛ
∂xΩ˜
) = 0.
(11.3)
For the complex representation of the tangent bundle τC(V2n), the geodesic equations
take the form
d2wΛ
ds2
+ (ΓΦ˜Θ
Λ dw
Θ
ds
+ ΓΦ˜Θ′
Λ dw
Θ′
ds
)
dxΦ˜
ds
= 0. (11.4)
Comparing these two equations with Definition 3.8 of the operators mΛΩ˜ , mΛ
Ω˜ , we
obtain {
mΛΩ˜ (∂Φ˜mΘ
Ω˜ + ΓΦ˜Ψ˜
Ω˜mΘ
Ψ˜ ) = ΓΦ˜Θ
Λ,
mΛΩ˜ (∂Φ˜m¯Λ′
Ω˜ + ΓΦ˜Ψ˜
Ω˜m¯Θ′
Ψ˜ ) = ΓΦ˜Θ′
Λ
(11.5)
taking into account the identity
∂2xΩ˜
∂wΘds
=
∂2xΩ˜
∂wΘ∂xΦ˜
dxΦ˜
ds
=
dxΦ˜
ds
∂Φ˜
∂xΩ˜
∂wΘ
=
dxΦ˜
ds
∂Φ˜mΘ
Ω˜ . (11.6)
Other record of the system has the form{
mΞ
Ψ˜ (−∂Φ˜mΘΨ˜ + ΓΦ˜Ψ˜ Ω˜mΘΩ˜) = ΓΦ˜ΞΘ , multiply by mΞΛ˜,
m¯Ξ′
Ψ˜ (−∂Φ˜mΘΨ˜ + ΓΦ˜Ψ˜ Ω˜mΘΩ˜) = ΓΦ˜Ξ′Θ , multiply by m¯Ξ
′
Λ˜,{
4Λ˜Ψ˜ (−∂Φ˜mΛΨ˜ + ΓΦ˜Ψ˜ Ω˜mΛΩ˜) = ΓΦ˜ΞΛmΞΛ˜,
4¯Λ˜Ψ˜ (−∂Φ˜mΛΨ˜ + ΓΦ˜Ψ˜ Ω˜mΛΩ˜) = ΓΦ˜Ξ′Λm¯Ξ
′
Λ˜.
(11.7)
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Let’s add these two equations
∂Φ˜m
Λ
Λ˜ − ΓΦ˜Λ˜Ω˜mΛΩ˜ + ΓΦ˜ΞΛmΞΛ˜ + ΓΦ˜Ξ′Λm¯Ξ
′
Λ˜ = 0. (11.8)
We will contract it with m¯Ψ′
Λ˜
m¯Ψ′
Λ˜∂Φ˜m
Λ
Λ˜ − ΓΦ˜Λ˜Ω˜mΛΩ˜m¯Ψ′ Λ˜ + ΓΦ˜Ψ′Λ = 0,
ΓΦ˜Ψ′
Λ = ΓΦ˜Λ˜
Ω˜mΛΩ˜m¯Ψ′
Λ˜ − i
2
m¯Ψ′
Λ˜mΛΘ˜∂Φ˜fΛ˜
Θ˜ .
(11.9)
Therefore, the connection in the tangent bundle should be predetermined by the
system { ∇Φ˜mΛΛ˜ = 0,
∇Φ˜m¯Λ
′
Λ˜ = 0.
(11.10)
Indeed, since mΨΩ˜ = i fΩ˜
Λ˜mΨΛ˜ then
∇Φ˜fΩ˜ Λ˜ = 0,
∂Φ˜fΩ˜
Λ˜ = (ΓΦ˜Ω˜
Θ˜fΘ˜
Λ˜ − ΓΦ˜Θ˜ Λ˜fΩ˜ Θ˜).
(11.11)
We will multiply this equation by i
2
m¯Ψ′
Ω˜mΛΛ˜
i
2
m¯Ψ′
Ω˜mΛΛ˜∂Φ˜fΩ˜
Λ˜ = m¯Ψ′
Ω˜mΛΛ˜ΓΦ˜Ω˜
Λ˜. (11.12)
Hence,
ΓΦ˜Ψ′
Λ = 0. (11.13)
Therefore, we can write down
∇Φ˜mΛΛ˜ := ∂Φ˜mΛΛ˜ − ΓΦ˜Λ˜Ω˜mΛΩ˜ + ΓΦ˜ΨΛmΨΛ˜ = 0. (11.14)
Thus, if we know the coefficients of the connection in one of the representation (real
or complex) then the connection coefficients in the other representation (complex
or real, respectively) are uniquely restored from this equation. If now in the real
representation of the tangent bundle, the torsion-free connection, compatible with
the metric
∇Λ˜GΨ˜Ω˜ = 0, (11.15)
is given then it can be prolonged into the spinor bundle with the help of the condition
∇Λ˜ηΨ˜
˜˜A˜˜B = 0. (11.16)
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Now let I). n mod 4 = 0, n> 2, II). n mod 4 = 2, n> 4, then
I). ∇Ψ˜ηΛ˜˜˜C ˜˜D = 0,∇Ψ˜ε˜˜A˜˜Cε˜˜B ˜˜D = 0,
ε˜˜A˜˜C∇Ψ˜ε˜˜B ˜˜D + ε˜˜B ˜˜D∇Ψ˜ε˜˜A˜˜C = 0,
ηΛ˜
˜˜A˜˜B(δ˜˜A
˜˜Kε
˜˜L˜˜D∇Ψ˜ε˜˜B ˜˜D + δ˜˜B
˜˜Lε
˜˜K ˜˜C∇Ψ˜ε˜˜A˜˜C ) = 0,
ηΛ˜
˜˜K ˜˜Bε
˜˜L˜˜D∇Ψ˜ε˜˜B ˜˜D + ηΛ˜
˜˜B˜˜Lε
˜˜K ˜˜C∇Ψ˜ε˜˜B˜˜C = 0,
II). ∇Ψ˜ηΛ˜˜˜C ˜˜D = 0,
∇˜Ψ˜E˜˜D
˜˜AE˜˜C
˜˜B = 0,
E˜˜D
˜˜A∇˜Ψ˜E˜˜C
˜˜B + E˜˜C
˜˜B∇˜Ψ˜E˜˜D
˜˜A = 0,
ηΛ˜ ˜˜A˜˜B(δ˜˜K
˜˜AE˜˜L
˜˜C∇Ψ˜E˜˜C
˜˜B + δ˜˜L
˜˜BE˜˜K
˜˜D∇Ψ˜E˜˜D
˜˜A) = 0,
ηΛ˜˜˜K ˜˜BE˜˜L
˜˜C∇Ψ˜E˜˜C
˜˜B + ηΛ˜ ˜˜A˜˜LE˜˜K
˜˜D∇Ψ˜E˜˜D
˜˜A = 0.
(11.17)
Turn to the equation (8.21). This will give
I). ε
˜˜L˜˜D∇Ψ˜ε˜˜B ˜˜D = 0, II). E˜˜L
˜˜C∇Ψ˜E˜˜C
˜˜B = 0. (11.18)
Thus, we see that
I). ∇Ψ˜ε˜˜B ˜˜D = 0, II). ∇Ψ˜E˜˜C
˜˜B = 0,
∇Ψ˜ ε˜˜˜B ˜˜D = 0, ∇Ψ˜ E˜˜˜C
˜˜B = 0.
(11.19)
Therefore, the condition (11.16) imposes the restrictions
I). ∇Ψ˜ηΛ˜
˜˜A˜˜Bε˜˜A˜˜B = 0, II). ∇Ψ˜ηΛ˜
˜˜A˜˜BηΦ˜ ˜˜A˜˜CE˜˜B
˜˜C = 0,
∇Ψ˜ηΛ˜
˜˜A˜˜B ε˜˜˜A˜˜B = 0, ∇Ψ˜ηΛ˜
˜˜A˜˜BηΦ˜ ˜˜A˜˜C E˜˜˜B
˜˜C = 0.
(11.20)
This kind of the connection is possible with the normalization of the spinor basis
according to [22, v. 1, p. 230 (eng)]. However, we can relax the conditions (11.15)
and (11.16) remembering that we consider the connection in the tangent bundle.
Therefore, it is necessary to go back
ηΨ˜ ˜˜A˜˜B∇Λ˜ηΩ˜
˜˜A˜˜B = 0 (11.21)
which can be rewritten as
ηΨ˜ ˜˜A˜˜B∂Λ˜ηΩ˜
˜˜A˜˜B−ΓΛ˜Ω˜ Θ˜ηΨ˜ ˜˜A˜˜BηΘ˜
˜˜A˜˜B +˜˜Γ
Λ˜˜˜D
˜˜AηΨ˜ ˜˜A˜˜BηΩ˜
˜˜D˜˜B +Γ˜
Λ˜˜˜D
˜˜BηΨ˜ ˜˜A˜˜BηΩ˜
˜˜A˜˜D = 0. (11.22)
Therefore, in order to prolong uniquely the constructed connection into the spinor
bundle, it is necessary to demand
˜˜Γ
Λ˜˜˜L
˜˜M := 1
N2
˜˜Γ
Λ˜˜˜K
˜˜A(ηΨ˜ ˜˜L˜˜BηΩ˜
˜˜M ˜˜BηΨ˜ ˜˜A˜˜Cη
Ω˜ ˜˜K˜˜C − (2n−2)
4
δ˜˜L
˜˜M δ˜˜K
˜˜A),
Γ˜
Λ˜˜˜K
˜˜A := − 2
2n−4
˜˜Γ
Λ˜˜˜C
˜˜D(ε˜˜D˜˜K
˜˜C ˜˜A − 2n−2
2N2
δ˜˜K
˜˜Aδ˜˜D
˜˜C ).
(11.23)
Indeed,
ηΛ˜
˜˜A˜˜BηΨ˜ ˜˜K ˜˜B · (− 22n−4)(ε˜˜D ˜˜A
˜˜C ˜˜K − 2n−2
2N2
δ˜˜A
˜˜K δ˜˜D
˜˜C ) = η[ Λ˜
˜˜B˜˜CηΨ˜ ]˜˜B ˜˜D−
− 1
2n−4(
2n
2
− 2n−2
2N2
· 2N2)gΛ˜Ψ˜δ˜˜D
˜˜C = ηΛ˜
˜˜B˜˜CηΨ˜ ˜˜B ˜˜D .
(11.24)
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Note 11.1. It should be noted that for n = 4, all conclusions remain valid and the
last identity will have the form
ηΛ˜
˜˜A˜˜CηΨ˜ ˜˜K˜˜C = (ηΛ˜
˜˜C ˜˜A + ηΛ˜ε
˜˜A˜˜C )ηΨ˜ ˜˜K˜˜C = ηΛ˜
˜˜C ˜˜A(ηΨ˜ ˜˜C ˜˜K + ηΨ˜ε˜˜K ˜˜C ) + ηΛ˜ηΨ˜ ˜˜K
˜˜A =
= ηΛ˜
˜˜C ˜˜AηΨ˜ ˜˜C ˜˜K − ηΨ˜ηΛ˜˜˜K
˜˜A + ηΛ˜ηΨ˜ ˜˜K
˜˜A.
(11.25)
Thus, the contraction of (11.22) with ηΨ˜η
Ω˜ determines the expression Γ
Λ˜˜˜A
˜˜A, after
substituting of which in (11.22), the coefficients Γ
Λ˜˜˜A
˜˜D are uniquely determined. For
this purpose, it is enough to contract (11.22) with ηΨ˜ ˜˜K ˜˜Lη
Ω˜ ˜˜M ˜˜L. It is caused by the
identity ηΨ ˜˜A˜˜Bη
Ψ
˜˜C ˜˜D
= ε˜˜A˜˜B˜˜C ˜˜D = ε˜˜A˜˜Cε˜˜B ˜˜D , where ε˜˜B ˜˜D , as before, is the antisymmetric
metric spin-tensor (see Example 8.1 which is easily adaptable for the inclusion R4 ⊂
C4). But in this case, the condition (11.21) is equivalent to (11.16).
If we perform the symmetrization of the expression (11.22) on Ω and omitted Ψ
then from the analogue of (8.17), we obtain
N2
2
(∂Λ˜GΨ˜Ω˜ − 2ΓΛ˜(Ω˜Ψ˜))︸ ︷︷ ︸
=N
2
2
∇ΛGΨ˜Ω˜
+ (
1
2N2
ηΨ˜ ˜˜A˜˜BηΩ˜ ˜˜C ˜˜D∂Λε
˜˜A˜˜B˜˜C ˜˜D + Γ˜
Λ˜˜˜B
˜˜BGΨ˜Ω˜)︸ ︷︷ ︸
= 1
2N2
ηΨ˜ ˜˜A˜˜B
ηΩ˜ ˜˜C ˜˜D
∇Λε˜˜A˜˜B˜˜C ˜˜D
= 0.
(11.26)
If the metric tensor is covariantly constant then
ηΨ˜ ˜˜A˜˜BηΩ˜ ˜˜C ˜˜D∇Λ˜ε
˜˜A˜˜B˜˜C ˜˜D = 0. (11.27)
Accordingly, the complex connection is determined by the relations
∇Λ := mΛΛ˜∇Λ˜, ∇¯Λ′ := m¯Λ′ Λ˜∇Λ˜ (11.28)
that in the absence of torsion, will lead to the connection
∇ΛgΨΦ = 0, ∇¯Λ′ g¯Ψ′Φ′ = 0 (11.29)
which prolongs into the complex spinor bundle by the conditions (see (6.33))
∇Λ(M˜K)A˜˜B = 0, ∇Λ( ˜˜MK)A˜˜B = 0, ∇¯Λ′(M˜K)A˜˜B = 0, ∇¯Λ′( ˜˜MK)A˜˜B = 0,
2N∑
K=1
(ηK)
Ψ
AB∇¯Λ′(ηK)ΩAB = 0,
2N∑
K=1
(ηK)
Ψ
AB∇Λ(ηK)ΩAB = 0.
(11.30)
It should be noted that the upper relations
∂Λ(M˜K)A
˜˜B + Γ˜Λ˜˜C
˜˜B(M˜K)A
˜˜C − (Γ˜K)ΛAC(M˜K)C ˜˜B = 0,
∂Λ(
˜˜MK)A
˜˜B + ˜˜ΓΛ˜˜C
˜˜B( ˜˜MK)A
˜˜C − (˜˜ΓK)ΛAC( ˜˜MK)C ˜˜B = 0
(11.31)
are define the different coefficients of the connection: (Γ˜K)ΛA
C and (˜˜ΓK)ΛA
C ; the
bottom relations are rewritten as
2N∑
K=1
((ηK)
Ψ
AB∂Λ(ηK)Ω
AB − N
2
· ΓΛΩΨ+
+(Γ˜K)ΛD
A(ηK)
Ψ
AB(ηK)Ω
DB + (˜˜ΓK)ΛD
B(ηK)
Ψ
AB(ηK)Ω
AD) = 0.
(11.32)
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Therefore, in order to prolong uniquely the connection into the spinor bundle, it is
necessary to demand
(˜˜ΓK)ΛL
M := 2
N
(˜˜ΓK)ΛD
A((ηK)ΨLB(ηK)Ω
MB(ηK)
Ψ
AC(ηK)
ΩDC − (n−2)
4
δL
MδD
A),
(Γ˜K)ΛA
C := − 2
n−4(
˜˜ΓK)ΛK
L((εK)LA
KC − n−2
N
δL
KδA
C).
(11.33)
Therefore, from the covariant constancy of the metric tensor
∇ΛgΨΩ = ( 2N )2∇Λ((ηK)ΨAB(ηK)ΩCD(εK)ABCD) =
= 2
N
((ηK)Ψ
AB∇Λ(ηK)ΩAB + (ηK)ΩAB∇Λ(ηK)ΨAB)+
+( 2
N
)2(ηK)ΨAB(ηK)ΩCD∇Λ(εK)ABCD = 0,
(11.34)
the relation
2N∑
K=1
(ηK)ΨAB(ηK)ΩCD∇Λ(εK)ABCD = 0 (11.35)
will follow. We now turn to a real inclusion. The equation
∇ΛHiΨ = 0 (11.36)
can be rewritten as
∂ΛHi
Ψ − ΓΛijHjΨ + ΓΛΦΨHiΦ = 0. (11.37)
Accordingly, in the spinor bundle, the real connection can be prolonged by the
condition
2N∑
I=1
(ηK)
i
AB∇k(ηK)jAB = 0. (11.38)
This means that on the real space, the connection compatible with the metric takes
the form
∇igik = 0, (11.39)
where
∇i := HiΛ∇Λ. (11.40)
Example 11.1. n=4. Metric index is equal to 1.
Let
giAB′ := (η1)
i
ABS¯B′
B, gi
AB′ := (η1)i
ABSB
B′ , gjA
′B = g¯j
B′A = gj
AB′ . (11.41)
Then the special case of the coordination for the connections can look like
giAB′∇kgjAB′ + g¯iB′A∇kg¯jB′A = 0. (11.42)
The condition can be rewritten as
giAB′(∂kgj
AB′ − ΓkjlglAB′ + ˜˜ΓkCAgjCB′ + Γ˜kC′B′gjAC′ + ∂kgjAB′ − ΓkjlglAB′+
+˜˜ΓkC′
B′gj
AC′ + Γ˜kC
Agj
CB′) = 0.
(11.43)
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Then due to Note 11.1, this relation can be rewritten as
∂kgj
AB′ − ΓkjlglAB′ + 1
2
(˜˜ΓkC
A + Γ˜kC
A)gj
CB′ +
1
2
(˜˜ΓkCB + Γ˜kCB)gj
AC′ = 0. (11.44)
Define ΓkC
A := 1
2
(˜˜ΓkC
A + Γ˜kC
A) which will lead to the connection from [22, v. 1, p.
230 (eng)]
∇kgjAB′ = 0. (11.45)
This proves the theorem.
Theorem 11.1. Let the pseudo-Riemannian manifold V2n (n ≥ 4) be given. Let
in the tangent bundle with fibers isomorphic to R2n(n,n), a torsion-free connection be
introduced. Then the compatibility condition of the connections between the spinor
and tangent bundles can have the form
ηΨ˜ ˜˜A˜˜B∇Λ˜ηΩ˜
˜˜A˜˜B = 0. (11.46)
In order to prolong uniquely the constructed connection into the spinor bundle, it is
necessary to demand
˜˜Γ
Λ˜˜˜L
˜˜M := 1
N2
˜˜Γ
Λ˜˜˜K
˜˜A(ηΨ˜ ˜˜L˜˜BηΩ˜
˜˜M ˜˜BηΨ˜ ˜˜A˜˜Cη
Ω˜ ˜˜K˜˜C − (2n−2)
4
δ˜˜L
˜˜M δ˜˜K
˜˜A),
Γ˜
Λ˜˜˜K
˜˜A := − 2
2n−4
˜˜Γ
Λ˜˜˜C
˜˜D(ε˜˜D˜˜K
˜˜C ˜˜A − 2n−2
2N2
δ˜˜K
˜˜Aδ˜˜D
˜˜C ).
(11.47)
In order to prolong uniquely the connection onto the complex representation CVn
with fibers isomorphic Cn, it is necessary to demand
∇Λ˜mΨ˜ Ψ = 0, ∇Λ˜m¯Ψ˜ Ψ
′
= 0, ∇Λ := mΛ˜Λ∇Λ˜, ∇¯Λ′ := m¯Λ˜Λ′∇Λ˜. (11.48)
Then the compatibility condition of the connections will have the form
∇Λ(M˜K)A˜˜B = 0, ∇Λ( ˜˜MK)A˜˜B = 0, ∇¯Λ′(M˜K)A˜˜B = 0, ∇¯Λ′( ˜˜MK)A˜˜B = 0,
2N∑
K=1
(ηK)
Ψ
AB∇¯Λ′(ηK)ΩAB = 0,
2N∑
K=1
(ηK)
Ψ
AB∇Λ(ηK)ΩAB = 0.
(11.49)
In order to prolong uniquely the connection, we will demand
(˜˜ΓK)ΛL
M := 2
N
(˜˜ΓK)ΛD
A((ηK)ΨLB(ηK)Ω
MB(ηK)
Ψ
AC(ηK)
ΩDC − (n−2)
4
δL
MδD
A),
(Γ˜K)ΛA
C := − 2
n−4(
˜˜ΓK)ΛK
L((εK)LA
KC − n−2
N
δL
KδA
C).
(11.50)
In the case of an inclusion of a real space into the complex space, it is necessary to
satisfy the relations
∇ΛHiΨ = 0, ∇¯Λ′H¯iΨ′ = 0, ∇i := HiΛ∇Λ. (11.51)
Then the compatibility condition will have the form
2N∑
I=1
(ηK)
i
AB∇k(ηK)jAB = 0. (11.52)
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Corollary 11.1. If in the tangent bundle to the manifold V2n, a torsion-free con-
nection compatible with the metric
∇Λ˜GΨ˜Ω˜ = 0 (11.53)
is given then in the tangent bundle of the complex representation CVn, the connection
∇ΛgΩΨ = 0, ∇¯Λ′ g¯Ω′Ψ′ = 0 (11.54)
is induced. For an inclusion Vn ⊂ CVn, the connection
∇igik = 0 (11.55)
is induced.
We construct the operators P Ψ˜ ˜˜A := η
Ψ˜
˜˜B ˜˜A
X
˜˜B and PΨ˜
˜˜A := ηΨ˜
˜˜B ˜˜AY˜˜B such that
X
˜˜AY˜˜A = 2 and PΛ˜
˜˜APΨ˜ ˜˜A = GΛ˜Ψ˜ . This is always possible for n ≥ 8. Then the
compatibility condition of the connections for the real representation has the form
∇Λ˜PΨ˜
˜˜A = 0 (11.56)
which can be rewritten as
∂Λ˜PΨ˜
˜˜A − ΓΛ˜Ψ˜ Φ˜PΦ˜
˜˜A + ΓΛ˜˜˜C
˜˜APΨ˜
˜˜C = 0. (11.57)
Therefore, we can uniquely prolong the connection into the spinor bundle as
ΓΛ˜˜˜C
˜˜A := −P Ψ˜ ˜˜C∂Λ˜PΨ˜
˜˜A + ΓΛ˜Ψ˜
Φ˜P Ψ˜ ˜˜CPΦ˜
˜˜A. (11.58)
For the complex representation, the operators
(PK)
Ψ
A := mΨ˜
ΨP Ψ˜ ˜˜A(M˜K)A
˜˜A, (PK)
Ψ′
A := m¯Ψ˜
Ψ′P Ψ˜ ˜˜A(M˜K)A
˜˜A,
(P ∗K)Ψ
A := mΨ˜ ΨPΨ˜
˜˜A(M˜∗K)
A
˜˜A
, (P ∗K)Ψ′
A := m¯Ψ˜ Ψ′PΨ˜
˜˜A(M˜∗K)
A
˜˜A
.
(11.59)
are defined.
Theorem 11.2. Let the pseudo-Riemannian manifold V2n (n ≥ 4) be given. Let
in the tangent bundle with fibers isomorphic to R2n(n,n), a torsion-free connection be
introduced. Then the compatibility condition of the connections between the spinor
and tangent bundles can have the form
∇Λ˜PΨ˜
˜˜A = 0. (11.60)
In order to prolong uniquely the constructed connection into the spinor bundle, it is
necessary to demand
ΓΛ˜˜˜C
˜˜A := −P Ψ˜ ˜˜C∂Λ˜PΨ˜
˜˜A + ΓΛ˜Ψ˜
Φ˜P Ψ˜ ˜˜CPΦ˜
˜˜A. (11.61)
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In order to prolong uniquely the connection onto the complex representation CVn
with fibers isomorphic Cn, it is necessary to demand
∇Λ˜mΨ˜ Ψ = 0, ∇Λ˜m¯Ψ˜ Ψ
′
= 0, ∇Λ := mΛ˜Λ∇Λ˜, ∇¯Λ′ := m¯Λ˜Λ′∇Λ˜. (11.62)
Then the compatibility condition of the connections has the form
∇Λ(M˜K)A˜˜B = 0, ∇¯Λ′(M˜K)A˜˜B = 0,
∇Λ(PK)ΨA = 0, ∇¯Λ′(PK)ΨA = 0, ∇Λ(P¯K)Ψ′A = 0, ∇¯Λ′(P¯K)Ψ′A = 0.
(11.63)
In the case of an inclusion of a real space in the complex space, it is necessary to
satisfy the relations
∇ΛHiΨ = 0, ∇¯Λ′H¯iΨ′ = 0, ∇i := HiΛ∇Λ. (11.64)
Then the compatibility condition of the connections has the form
∇i(PK)jA = 0, ∇i(P¯K)jA′ = 0. (11.65)
Now one can construct the operators
(YK)
A := yΨ(P ∗K)Ψ
A, yΨ =
2N∑
J=1
(YJ)
B(PJ)
Ψ
B,
(Y¯K)
A := y¯Ψ
′
(P¯ ∗K)Ψ′
A, y¯Ψ
′
=
2N∑
J=1
(Y¯J)
B(P¯J)
Ψ′
B,
Lx(YK)
A := xΩ∇Ω(YK)A −
2N∑
J=1
(YJ)
B(PJ)
Ψ
B(P
∗
K)Ω
A∇ΨxΩ,
L¯x¯(Y¯K)
A := x¯Ω
′∇¯Ω′(Y¯K)A −
2N∑
J=1
(Y¯J)
B(P¯J)
Ψ′
B(P¯
∗
K)Ω′
A∇¯Ψ′x¯Ω′ .
(11.66)
These operators are invariants of the connection only if
∂Λ(PK)
Ψ
B = 0, ∂¯Λ′(PK)
Ψ
B = 0, ∂Λ(P
∗
K)Ψ
B = 0, ∂¯Λ′(P
∗
K)Ψ
B = 0,
∂Λ(P¯K)
Ψ′
B = 0, ∂¯Λ′(P¯K)
Ψ′
B = 0, ∂Λ(P¯
∗
K)Ψ′
B = 0, ∂¯Λ′(P¯
∗
K)Ψ′
B = 0
(11.67)
under the condition
∂Λ˜P
Ψ˜
˜˜B
= 0, ∂Λ˜PΨ˜
˜˜B = 0, ∂Λ˜m
Ψ˜
Ψ = 0, ∂Λ˜mΨ˜
Ψ = 0, ∂Λ˜m¯
Ψ˜
Ψ′ = 0, ∂Λ˜m¯Ψ˜
Ψ′ = 0.
(11.68)
Then from (11.58) and (6.33), the parities
(ΓK)ΛC
A = ΓΛΨ
Φ (PK)
Ψ
C(P
∗
K)Φ
A︸ ︷︷ ︸
:=(PK)ΦΨCA
, (Γ¯K)Λ′C
A = ΓΛ′Ψ
Φ (PK)
Ψ
C(P
∗
K)Φ
A︸ ︷︷ ︸
:=(PK)ΦΨCA
= 0
(11.69)
will follow that will ensure the invariance of the operators. Then the following
identities will be executed (the proof is given in Appendix)
L[x,y](YK)
A = LxLy(YK)
A − LyLx(YK)A,
L¯[x¯,y¯](Y¯K)
A = L¯x¯L¯y¯(Y¯K)
A − L¯y¯L¯x¯(Y¯K)A. (11.70)
For n = 4, such the connections were considered in [9]. However, in [9], the expression
of the form (ηK)
Ψ
DC(ηK)Φ
DA unlike the expression (PK)Φ
Ψ
C
A of this article was
considered, and this would cause the torsion of such the operators.
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Theorem 11.3. The operators
Lx(YK)
A := xΩ∂Ω(YK)
A −
2N∑
J=1
(YJ)
B(PJ)
Ψ
B(P
∗
K)Ω
A∂Ψx
Ω,
L¯x¯(Y¯K)
A := x¯Ω
′
∂¯Ω′(Y¯K)
A −
2N∑
J=1
(Y¯J)
B(P¯J)
Ψ′
B(P¯
∗
K)Ω′
A∂¯Ψ′x¯
Ω′
(11.71)
will be invariants of the complex connection from Theorem 11.2 under the condition
of the constancy of the operators
∂Λ(PK)
Ψ
B = 0, ∂¯Λ′(PK)
Ψ
B = 0, ∂Λ(P
∗
K)Ψ
B = 0, ∂¯Λ′(P
∗
K)Ψ
B = 0,
∂Λ(P¯K)
Ψ′
B = 0, ∂¯Λ′(P¯K)
Ψ′
B = 0, ∂Λ(P¯
∗
K)Ψ′
B = 0, ∂¯Λ′(P¯
∗
K)Ψ′
B = 0,
∂Λ˜P
Ψ˜
˜˜B
= 0, ∂Λ˜PΨ˜
˜˜B = 0,
∂Λ˜m
Ψ˜
Ψ = 0, ∂Λ˜mΨ˜
Ψ = 0, ∂Λ˜m¯
Ψ˜
Ψ′ = 0, ∂Λ˜m¯Ψ˜
Ψ′ = 0,
2N∑
K=1
(PK)
Ψ
B(P
∗
K)Φ
B = δΨ
Φ,
2N∑
K=1
(P¯K)
Ψ′
B(P¯
∗
K)Φ′
B = δΨ′
Φ′ .
(11.72)
These operators satisfy the identities
L[x,y](YK)
A = LxLy(YK)
A − LyLx(YK)A,
L¯[x¯,y¯](Y¯K)
A = L¯x¯Ly¯(Y¯K)
A − L¯y¯Lx¯(Y¯K)A (11.73)
and are the natural prolongation of the operators Lx(y)
Ψ = xΩ∂Ωy
Ψ − yΩ∂ΩxΨ,
L¯x¯(y¯)
Ψ¯ = x¯Ω
′
∂¯Ω′ y¯
Ψ′ − y¯Ω′ ∂¯Ω′x¯Ψ′ into the spinor bundle
Lx(y)
Ψ =
2N∑
K=1
Lx(YK)
A(PK)
Ψ
A, L¯x¯(y¯)
Ψ′ =
2N∑
K=1
L¯x¯(Y¯K)
A(P¯K)
Ψ′
A,
Lx(YK)
A = Lx(y)
Ψ(P ∗K)Ψ
A, L¯x¯(Y¯K)
A = L¯x¯(y¯)
Ψ′(P¯ ∗K)Ψ′
A.
(11.74)
12 On the classification of tensors with the sym-
metries of the Riemann curvature tensor. Cur-
vature spinors
In this section, it is told about how to associate tensors possessing the symmetries
of the curvature tensor to their spinor analogues. This simplifies the classification of
such the tensors for small dimensions. The conclusion of all results of this section is
made on the basis [22, v. 1, p. 231-246 (eng)].
After the introduction of the connection, we can pass to the study of the curva-
ture tensor properties with the restriction (ΓK)ΛA
B = (Γ˜K)ΛA
B = (˜˜ΓK)ΛA
B in the
corresponding bundles. The curvature tensors can be calculated by the formulas
∇[ Λ∇Ψ ]rΩ = RΛΨΦΩrΦ, ∇[ Λ∇Ψ ]XA =
2N∑
K=1
(RK)ΛΨCAXC (12.1)
Consider the coordination of the complex connections induced by the formulas
(11.30), (11.33) with the covariant constancy of the metric tensor. We require that
∇Λ(εK)ABCD = ∂Λ(εK)ABCD = 0. (12.2)
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Then
2N∑
K=1
(∇Θ(ηK)ΨAB)(∇Λ(ηK)ΩAB) = 0. (12.3)
Therefore, the integrability condition of (11.49) from Theorem 11.1 takes the form
2N∑
K=1
(ηK)
Θ
AB∇[ Λ∇Ψ ](ηK)ΩAB = 0,
N2RΛΨΩ
Θ =
2N∑
K=1
((RK)ΛΨCA(ηK)ΘAB(ηK)ΩCB + (RK)ΛΨCB(ηK)ΘAB(ηK)ΩAC).
(12.4)
Define
(AK)ΘΦL
X :=
1
2
(ηK)[ Θ
MX(ηK)Φ ]ML. (12.5)
Then from (8.27), the identity
(AK)ΦΘL
X(AK)ΩΓX
L =
N
8
gΦ[ ΓgΩ ]Θ (12.6)
will follow. Then we can set
(RK)ΛΨC
N := −RΛΨΘΦ(AK)ΘΦCN , RΛΨΘΦ = 8N (AK)ΘΦCN(RK)ΛΨNC ,
(RK)ΛΨC
M = − 2
n−4(RK)ΛΨL
DεCD
ML
(12.7)
(the proof of the last equation is given in Appendix). It is obvious that (RK)ΛΨC
N =
(RK)ΛΨCN , for example, if the coordination condition of the connections has the
form
∇Λ(ηK)ΨAB = 0. (12.8)
For further calculations, we should use the identities (the number K will be omitted
since all the other calculations do not depend on this number)
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A2 =
N
2
gΛ1[ Λ4gΛ3 ]Λ2 . (12.9)
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2 = Ng[ Λ3|[ Λ2gΛ1 ]|[ Λ6gΛ5 ]|Λ4] .
(12.10)
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= N
4
(gΛ1[ Λ8gΛ7 ]Λ2gΛ3[ Λ6gΛ5 ]Λ4 − gΛ1[ Λ6gΛ5 ]Λ2gΛ4[ Λ8gΛ7 ]Λ3+
+gΛ1[ Λ4gΛ3 ]Λ2gΛ5[ Λ8gΛ7 ]Λ6) +N(g[ Λ3|[ Λ2gΛ1 ][ Λ8gΛ7 ][ Λ6gΛ5 ]|Λ4 ]+
+g[ Λ5|[ Λ4gΛ3 ][ Λ7gΛ8 ][ Λ2gΛ1 ]|Λ6 ] + g[ Λ3|[ Λ7gΛ8 ][ Λ5gΛ6 ][ Λ1gΛ2 ]|Λ4 ])
(12.11)
(the proof is given in Appendix).
Theorem 12.1. The classification of a bitensor, possessing the properties (Λ,Ψ, ... =
1, n, A,B, ... = 1, N)
RΛΨΦΘ = R[ΛΨ][ΦΘ] , RΛΨΦΘ = RΦΘΛΨ (12.12)
and belonging to the tangent bundle τ(CVn) over the analytic Riemannian space
CVn, can be reduced to the classification of a tensor RABCD of the N-dimensional
complex spinor space such that
RC
D
S
R := RΛΨΦΘA
ΛΨ
C
DAΦΘS
R, AΛΨC
D :=
1
2
η[Λ
ADηΨ]AC . (12.13)
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Besides, the relations
RK
K
S
R = RS
R
K
K = 0, RC
D
S
R = RS
R
C
D (12.14)
will be executed. The decomposition
RC
K
M
A = CC
K
M
A − 4
N(n−2)RG
D
N
P εABKLεGNMLεDPCB−
−( 1
2(n−1)(n−2) − 14(n−2)
)
RεABKLεCBML −
(
1
4(n−2) − n8(n−1)(n−2)
)
RδC
AδM
K (12.15)
corresponds to the decomposition of the tensor RΛΨ
ΦΘ
RΛΨ
ΦΘ = CΛΨ
ΦΘ +
4
n− 2R[Λ
[Φ gΨ]
Θ] − 2
(n− 1)(n− 2)Rg[Λ
[Φ gΨ]
Θ] (12.16)
into the irreducible components not resulted by orthogonal transformations. At the
same time, the Bianchi identity
RΛΨΦΘ +RΛΘΨΦ +RΛΦΘΨ = 0 (12.17)
will have the form
RL
D
S
L = −1
8
·RδSD. (12.18)
Proof.
1. The first step. The Bianchi identity R[ΛΨΦ]Θ = 0.
R[ΛΨΦ]Θη
Λ
ABη
ΨACηΦDCη
ΘDL =
= RΛΨΦΘ
1
3
(ηΛABη
ΨACηΦDC + η
Φ
ABη
ΛACηΨDC + η
Ψ
ABη
ΦACηΛDC)η
ΘDL =
= RΛΨΦΘ
1
3
(ηΛABη
ΨACηΦDC + g
ΦΛηΨDB−
−ηΛABηΦACηΨDC + ηΛABηΨACηΦDC − gΦΨηΛDB)ηΘDL =
= RΛΨΦΘ(η
Λ
ABη
ΨACηΦDC + g
ΦΛηΨDB)η
ΘDL = 4RB
C
C
L + 1
2
RδB
L = 0.
(12.19)
Inversely,
(4RA1
C
C
A5 + 1
2
RδA1
A5)η[ Λ5 |A5A6|ηΛ6 ]
A7A6η[ Λ7 |A7A8|ηΛ8 ]
A1A8 =
= RΛ1Λ2Λ3Λ4η
Λ1
A1A2η
Λ2A3A2ηΛ3A3A4η
Λ4A5A4η[ Λ5 |A5A6|ηΛ6 ]
A7A6η[ Λ7 |A7A8|ηΛ8 ]
A1A8+
+1
2
Rη[ Λ5 |A1A6|ηΛ6 ]
A7A6η[ Λ7 |A7A8|ηΛ8 ]
A1A8 = N
4
(RΛ8Λ7Λ6Λ5 −RΛ6Λ5Λ7Λ8−
−RgΛ5[ Λ8gΛ7 ]Λ6) +N(−R[ Λ8|[ Λ5gΛ6 ]Λ7 ] +R[Λ6|[Λ8Λ7]|Λ5]+
+R[ Λ6|[ Λ7gΛ8 ]|Λ5 ]) +
1
2
· N
2
RgΛ5[ Λ8gΛ7 ]Λ6 =
N
2
(RΛ8Λ7Λ6Λ5 + 2RΛ6[Λ8Λ7]Λ5) = 0.
(12.20)
2. Second step. The Ricci tensor RΛΨ.
We use the two auxiliary identities.
RΛΨC
M = − 2
n−4RΛΨL
DεCD
ML,
η[ Γ
CLηΩ ]CD = − 2n−4η[ ΓCNηΩ ]MNεCDML.
(12.21)
This can determine the identity
η[ Γ|CD|ηΩ ]CLRΛΨLD = −η[ ΓCNηΩ ]MNRΛΨCM . (12.22)
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Therefor,
4
N
ηΛ
ABηΨCDRA
C
B
D − 1
4
RgΛΨ =
= 1
N
ηΛ
ABηΨCDηΓALηΦ
CLηΩNBηΘ
NDRΓΦΩΘ − 1
4
RgΛΨ =
= 1
N
(gΦΨηΛ
ABηΓALη[ Θ
NLηΩ ]NB − ηΛABηΓALηΨCLηΦCDηΘNDηΩNB)RΓΦΩΘ−
−1
4
RgΛΨ =
1
2
gΦΨgΛΩgΓΘR
ΓΦΩΘ − 1
N
(gΓΨηΛ
ABηΦADη[ Θ
NDηΩ ]NB−
−η( ΛABηΨ )ALηΓCLηΦCDη[ ΘNDηΩ ]NB)RΓΦΩΘ − 14RgΛΨ =
= −1
2
RΛΨ − 12gΦΘgΛΩgΓΨRΓΦΩΘ + 14gΛΨgΓΩgΘΦRΓΦΩΘ − 14RgΛΨ = −RΛΨ.
(12.23)
Whence,
PKL
MN := RΛΨη
Λ
KLη
ΨMN =
4
N
εKL
ABεMNCDRA
C
B
D− 1
4
RεKL
MN . (12.24)
Moreover,
g[ ∆|[ ΨRΦ ]|Λ ]η[ ∆ABηΛ ]CBη[ ΨKLηΦ ]ML =
= g∆ΨRΦΛ(η∆
ABηΛCB − 12g∆ΛδCA)η[ ΨKLηΦ ]ML =
= g∆ΨRΦΛη∆
ABηΛCB(ηΨ
KLηΦML − 12gΨΦδMK) =
= εABKLRΦΛηΦMLηΛCB − 12R∆Λη∆ABηΛCBδMK =
= εABKLRΦΛηΦMLηΛCB − 14RδCAδMK =
= −εABKL( 4
N
ηΦGNηΛDPRG
D
N
P − 1
4
RgΦΛ)ηΛCBηΦML − 14RδCAδMK =
= − 4
N
RG
D
N
P εABKLεGNMLεDPCB +
1
4
R(εABKLεCBML − δCAδMK).
(12.25)
3. Third step. The scalar curvature R.
g[ ∆|[ ΨgΦ ]|Λ ]η[ ∆ABηΛ ]CBη[ ΨKLηΦ ]ML =
= g∆ΨgΦΛη∆
ABηΛCB(ηΨ
KLηΦML − 12gΨΦδMK) = εABKLεCBML − n4 δCAδMK .
(12.26)
Now it is necessary to gather all results and to receive the analogue of the decom-
position on irreducible components not resulted by orthogonal transformations.
Corollary 12.1.
1. The simplicity condition of an bivector of the n-dimensional space Cn can be
written down as
p[ΛΨpΦΩ ] = 0. (12.27)
The coordinates of the bivector can be associated to the traceless complex matrix
pL
DpS
L − 1
N
(pL
KpK
L)δS
D = 0. (12.28)
2. A simple bivector of the space Cn with the condition pΛΨpΛΨ = 0 can be asso-
ciated to a nilpotent operator with index equal to 2: pL
DpS
L = 0.
Proof.
1). A bivector is simple if and only if when there is the decomposition
pΛΨ = xΛyΨ − yΛxΨ. (12.29)
64
Therefore, the conditions (12.27) are satisfied automatically. Conversely, if the con-
ditions (12.27) are executed then they can be written down as
pΛΨpΦΩ − pΛΦpΨΩ + pΨΦpΛΩ = 0. (12.30)
Contract this equation with the nonzero covectors tΩ and zΦ, that p
ΦΩzΦtΩ 6= 0
pΛΨ =
1
pΘΞzΘtΞ
(pΛΦzΦp
ΨΩtΩ − pΨΦzΦpΛΩtΩ). (12.31)
Set
xΛ :=
1
pΘΞzΘtΞ
pΛΦzΦ, y
Ψ :=
1
pΘΞzΘtΞ
pΨΩtΩ (12.32)
from which the simplicity condition will imply. Since the tensor RΛΨΦΩ = pΛΨpΦΩ
satisfies the conditions of the classification theorem, the formula (12.28) is a direct
consequence of the Bianchi identity.
2). In the condition of the first paragraph, we add the condition pΛΨpΛΨ = 0
which takes the form pL
KpK
L = 0. From here, the existence of the nilpotent operator
with index equal to 2 will follow.
We construct the analogue of the differential Bianchi identity
∇[ ΛRΨΦ ]ΘΩ = 0 (12.33)
under the covariant constancy of the connecting operators. For this purpose, we will
contract it with the expression ηΛABA
ΨΦ
C
DAΘΩK
L
ηΛABA
ΨΦ
C
D(ηΛ
MNAΨΦP
Q − ηΨMNηΛXQηΦXP )∇MNRQPKL =
= −N2
16
∇ABRCDKL − N8 (εY CXP εABXQ∇Y D − εY DXP εABXQ∇Y C)RQPKL = 0.
(12.34)
This will lead to the differential spinor Bianchi identity
∇ABRCDKL = 4
N
(εY DXP εAB
XQ∇Y C − 1
2
δC
DεAB
XQ∇XP )RQPKL. (12.35)
13 Twistor equation
In this section, it is told about how to construct and to solve the n-dimensional
twistor equation, and then to investigate its properties. The conclusion of all results
of this section is made on the basis [22, v. 1, pp. 352-357, v. 2, pp. 43-46, p. 463
(eng)].
We define the twistor equation as
ηΛAB∇ΨXA + ηΨAB∇ΛXA = 2
n
gΛΨη
Φ
AB∇ΦXA. (13.1)
We contract it with ηΨCB
ηΛAB∇CBXA + n2∇ΛXC = 2nηΛCB∇ABXA,∇ΛXC − ηΛCB∇ABXA + n2∇ΛXC = 2nηΛCB∇ABXA,
(13.2)
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∇ΛXC = 2
n
ηΛ
CB∇ABXA. (13.3)
The integrability condition of the equation for an arbitrary XA have the form (the
proof is given in Appendix)
CΦΨΛ∆ = 0 (13.4)
which corresponds to a conformally flat space. Let Ω be an arbitrary scalar field.
Consider the conformal rescaling of the metric
gΛΨ → gˆΛΨ = ΩgΛΨ. (13.5)
Therefore, we can set
ηˆΛ
AB := ηΛ
AB, ηˆΛAB := ΩηΛAB. (13.6)
Let’s demand the performance of
∇ΛηΨAB = 0, ∇ΛηΨAB = 0, ∇ˆΛηˆΨAB = 0, ∇ˆΛηˆΨAB = 0. (13.7)
This will lead to the system{
(∇ˆΛ −∇Λ)ηΨAB = 0,
(∇ˆΛ −∇Λ)ηΨAB = −(Ω−1∇ΛΩ)ηΨAB,{
QΛΨ
ΘηΘ
AB = QΛK
AηΨ
KB +QΛK
BηΨ
AK ,
QΛΨ
ΘηΘAB = −QΛAKηΨKB −QΛBKηΨAK + (Ω−1∇ΛΩ)ηΨAB,
(13.8)
where QΛΨ
Θ is strain tensor. Then{
QΛ(ΨΩ) =
2
N
gΨΩQΛK
K ,
QΛ(ΨΩ) = − 2N gΨΩQΛKK + (Ω−1∇ΛΩ)gΨΩ,
ΥΛ :=
1
2
Ω−1∇ΛΩ, QΛ(ΨΩ) = gΨΩΥΛ, QΛKK = N2 ΥΛ,
Q˜ΛΨΩ := QΛ[ΨΩ], Q˜ΛK
A := QΛK
A − 1
N
QΛL
LδK
A.
(13.9)
Therefore,
Q˜ΛΨΩ =
8
N
AΨΩA
KQ˜ΛK
A. (13.10)
If we require the preservation of the twistor equation form{ ∇ΛXC = 2nηΛCB∇ABXA,
∇ˆΛXˆC = 2n ηˆΛCB∇ˆABXˆA,
XˆC := XC , (13.11)
then it would impose the condition
QΛK
N =
2
n
ηΛ
CNηΨCBQ
Ψ
K
B, (13.12)
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on the strain tensor. Then
(Q˜ΛK
N + 1
2
ΥΛδK
N)ηΦ
LKηΘLN =
2
n
ηΛ
CNηΨCBηΦ
LKηΘLN(Q˜
Ψ
K
B + 1
2
ΥΨδK
B),
Q˜ΛΦΘ + ΥΛgΦΘ︸ ︷︷ ︸
=QΛΦΘ
= 8
nN
ηΛ
CNηΨCBηΦ
LKηΘLNQ˜
Ψ
K
B + 1
n
(gΛΨgΦΘ + gΛΘgΦΨ − gΛΦgΘΨ)ΥΨ,
QΛΦΘ − 1n(ΥΛgΦΘ + ΥΦgΛΘ −ΥΘgΛΦ) = 8nN ηΛCNηΨCBηΦLKηΘLNQ˜ΨKB,
QΛ(ΦΘ) − 1nΥΛgΦΘ = 12n(QΨΛΨ −QΨΨΛ)gΦΘ,
QΨΛΨ −QΨΨΛ = 2(n− 1)ΥΛ,
QΛ[ΦΘ] +
1
n
(−ΥΦgΛΘ + ΥΘgΛΦ) = 4nN ηΛCNηΨCBη[ ΦLKηΘ ]LNη[ Γ|SK|ηΩ ]SBQ˜Ψ[ΓΩ] =
= 1
2n
(gΛΨgΩΘgΦΓ − gΛΨgΩΦgΘΓ)Q˜Ψ[ΓΩ] + 4ng[ Θ|[ ΛgΨ ][ ΩgΓ ]|Φ ]QΨΓΩ,
(1− 1
n
)QΛ[ΦΘ] +
1
n
(−ΥΦgΛΘ + ΥΘgΛΦ) =
= 1
n
(gΛΘgΩΨgΦΓ − gΨΘgΩΛgΦΓ + gΦΨgΩΛgΘΓ − gΛΦgΩΨgΘΓ)QΨ[ΓΩ] =
= 1
n
((n− 1)ΥΦgΘΛ −QΘ[ΦΛ] +QΦ[ΘΛ] − (n− 1)ΥΘgΦΛ).
(13.13)
Whence, we definitively obtain
Q[ΛΦΘ] = 0, QΛ[ΦΘ] = ΥΦgΛΘ−ΥΘgΛΦ, QΛΦΘ = ΥΛgΦΘ+ΥΦgΛΘ−ΥΘgΛΦ. (13.14)
Try to solve the twistor equation in the flat space (RΛΨK
AXK = ∇[ Λ∇Ψ ]XA = 0)
under the covariant constancy condition of the connecting operators (∇ΛηΨCB = 0)
∇ΛXC = 2nηΛCB∇ABXA,∇Ψ∇ΛXC = 2nηΛCB∇AB(∇ΨXA),∇Ψ∇ΛXC = 2nηΛCB∇AB( 2nηΨAK∇LKXL),∇( Ψ∇Λ )XC = 4n2 (η( ΛCK∇Ψ ) − η( ΛCBηΨ )AB∇AK)∇LKXL,
(1− 2
n
)∇( Ψ∇Λ )XC = − 2n2 gΛΨ∇CK∇LKXL = − 1ngΛΨ∇Ω∇ΩXC ,∇Ψ∇ΛXC = 0.
(13.15)
Thus, ∇ΛXC is a constant and can be represented as
∇ΛXC := iηΛCAY˙A, (13.16)
where as Y˙A, X˙
C denote the constant spinor fields. Integrating this equation, we
obtain
XC := X˙C + iRCAY˙A. (13.17)
We are interested in the case, where XC = 0. Omitting the terms above the spinors,
we obtain the following relation
XC = −iRCAYA. (13.18)
From the geometric point of view, the equation (13.16), rewritten in terms of the
operators γΛ, is anything other as the derivational equation [16, eq. (1.2)] of the
normalized Grassmannian, and (13.17) is the equation [16, eq. (2.6)]. Such the
normalization is called spinor normalization. For n = 6, it was constructed in [7].
We return to the twistor equation (13.1), but use the covariant constancy oper-
ators (11.59) constructed in the previous section. Then for the real representation,
the twistor equation (13.16) takes the form
∇Λ˜X
˜˜C := iηΛ˜
˜˜C ˜˜AY˙˜˜A =: PΛ˜
˜˜C , (13.19)
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and for the complex representation,
∇Λ(XK)C = i(ηK)ΛC ˜˜AY˙˜˜A =: (P ∗K)ΛC ,
(PK)ΛA∇Ψ(XK)A + (PK)ΨA∇Λ(XK)A = 2ngΛΨ(PK)ΦA∇Φ(XK)A.
(13.20)
Carrying out the summation on K and defining xΛ :=
2N∑
K=1
(PK)ΛA(XK)
A, we obtain
the conformal Killing equation
∇ΛxΨ +∇ΨxΛ = 2
n
gΛΨ∇ΦxΦ.
14 Spinor formalism for n=6 and n=8
In this section, it is told about how to construct the spinor formalism for the
small dimensions. For clarity, we construct various geometric interpretations of some
algebraic relations. Presented, how to pass to the structure constants of the octonion
algebra with the help of the Cartan triality principle. The conclusion of all results of
this section is made on the basis [1] and the literature to it, [11], [12], [13], [24], [25],
[26], [28].
14.1 General isomorphisms
In this subsection, it is told about how to construct the basic isomorphisms of the
spinor formalism for n = 6. The conclusion of all results of this subsection is made
on the basis [1], [3].
1. C6 ∼= Λ2C4.
Let α, β, ... = 1, 6, a, b, a1, b1, ... = 1, 4. Then from (8.17), the identities
1
2
ηαaa1ηβ
aa1 = δα
β, ηαaa1ηα
bb1 = δaa1
bb1 := 2δ[a
[ bδa1 ]
b1 ], (14.1)
rα = 1/2 · ηαaa1Raa1 , Raa1 = ηαaa1rα, (14.2)
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1 , εaa1bb1 = ηαaa1ηβbb1gαβ,
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1 , εaa1bb1 = ηαaa1ηβbb1gαβ
(14.3)
will follow. This defines the isomorphism between the space C6 and the bivec-
tor space Λ2C4, where gαβ is the metric tensor of the space C6.
2. SO(6,C) ∼= SL(4,C)/± 1.
According to (6.42), the special orthogonal transformation can be represented
as
Sα
βηβ
aa1 = ηα
bb1Sb
aSb1
a1 . (14.4)
In this case, E˜a
b from (8.19′) is the identity transformation multiplied by the
imaginary unit. For non-special transformations, we have the identity
Sα
βηβ
aa1 = ηαbb1S
baSb1a1 . (14.5)
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3. so(6,C) ∼= sl(4,C).
Define
Aαβd
c = η[α
caηβ ]da. (14.6)
Then by analogy with (10.6) and (12.5), we obtain
Tαβ = Aαβd
cTc
d, Tk
k = 0, Tαβ = −Tαβ, (14.7)
Aαβd
cAαβr
s = 1
2
δr
sδd
c − 2δrcδds, AαβdcAλµcd = 2δ[α µδβ]λ,
Aαβd
cAγ
β
r
s =
= (ηα
csηγrd + ηα
ckηγkrδd
s) + 1/2(ηα
snηγrnδd
c + ηα
ckηγdkδr
s)− 1/4gαγδrsδdc,
Tm
n = 1
2
Aαβm
nTβα, Tβα = −Tαβ.
(14.8)
In addition, the main identity for the 4-vector
eαβγδ = e[αβγδ], eαβγδ = Aαβb
aAγδd
cea
b
c
d,
em
n
r
s = (em
sδr
n + er
nδm
s)− 1
2
(er
sδm
n + em
nδr
s),
ea
b := 1
3
ea
k
k
b, Bαβγδr
k := Aαβr
dAγδd
k + Aαβc
kAγδr
c, eαβγδ := Bαβγδr
kek
r, ek
k = 0
(14.9)
and the main identity for the 6-vector
eαβγδλµ = Aαβb
aAγδd
cAλµl
kea
b
c
d
k
l,
ea
b
c
d
k
l = i
8
(2((4δk
bδc
l − δklδcb)δad + (4δkdδal − δklδad)δcb)−
−(4δkbδal − δklδab)δcd − (4δkdδcl − δklδcd)δab),
eαγλνpiσ = 2η[α
bb1ηγ ]dd1η[λ
mm1ην ]xx1η[pi
rr1ησ ]
ss1 · i δrdδmsδbxδb1d1δm1x1δr1s1 =
= 1
4
η[α
bb1ηγ ]
dd1η[λ
mm1ην ]
xx1η[pi
rr1ησ ]
ss1 · i εrb1dd1εmr1ss1εbm1xx1 .
(14.10)
are executed. The proof of these identities is given in Appendix.
14.2 On the classification of tensors with the symmetries
of the Riemann curvature tensor for n=6. Curvature
spinors
In this subsection, it is told about how to associate tensors possessing the symme-
tries of the curvature tensor to their spinor analogues. This simplifies the classification
of such the tensors for n=6. The conclusion of all results of this subsection is made
on the basis [2].
Theorem 14.1. The classification of a bitensor, possessing the properties
Rαβγδ = R[αβ][γδ] , Rαβγδ = Rγδαβ, Rαβγδ +Rαδβγ +Rαγδβ = 0 (14.11)
and belonging to the tangent bundle τ(CV6) over the six-dimensional analytic Rie-
mannian space CV6, can be reduced to the classification of a tensor Rabcd of the
4-dimensional complex vector space
Rαβγδ = Aαβd
cAγδr
sRc
d
s
r. (14.12)
In addition, the following relations
Rk
k
s
r = Rs
r
k
k = 0, Rc
d
s
r = Rs
r
c
d (14.13)
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are executed. The decomposition
Rc
d
s
r = Cc
d
s
r − Pcsdr − 1
40
·R(3δsdδcr − 2δsrδcd) (14.14)
corresponds to the decomposition
Rαβ
γδ = Cαβ
γδ +R[α
[γ gβ]
δ] − 1/10Rg[α [γ gβ] δ] (14.15)
into irreducible components not resulted by an orthogonal transformations. These
components will satisfy the following relations
Pcs
rd = −4(R[c [r s] d] +Rk [r [c |k|δ s] d]), (14.16)
Cc
d
s
r = R(c
(d
s)
r) +
1
40
·Rδ(s dδ c)r, Ccdsr = C(c (d s) r), (14.17)
R = Rβ
β = −2 ·Rkrrk, Pkckd = 1/2 ·Rδcd, (14.18)
Rl
d
s
l = −1
8
·Rδsd (14.19)
the last of which is equivalent of the Bianchi identity.
Proof. We have the following equality
Rαβγδ = 1/16 · ηαaa1ηβbb1ηγcc1ηδdd1Raa1bb1cc1dd1 . (14.20)
Set
Rc
d
s
r :=
1
4
Rck
dk
st
rt, Rβγ =
1
4
ηβ
csηγrd · Pcsrd. (14.21)
From this, the parties
Rαβγδ = Aαβd
cAγδr
sRc
d
s
r, (14.22)
Rβδ = Rαβ
α
δ = Aαβd
cAαδr
sRc
d
s
r = (ηβ
csηδrd + ηβ
ckηδkrδd
s)Rc
d
s
r =
= 1
4
ηβ
csηδrd · 4(R[ c[ds ]r ] −R[ ck |k|[ rδs ]d ]) (14.23)
will follow. Set
Pcs
rd := −4(R[ c[ rs ]d ] +R[ ck |k|[ rδs ]d ]) (14.24)
then
Rβδ =
1
4
ηβ
csηδrdPcs
rd. (14.25)
Therefore, the scalar curvature has the form
R = Rβ
β = 1
4
ηβ
cc1ηβaa1Pcc1
aa1 = 1
4
εaa1
cc1Pcc1
aa1 = 1
2
Paa1
aa1 = −2Rkrrk, (14.26)
and the condition
Pks
kd = −4(R[k [ks ]r ] +R[ rk |k|[ rδs ]d ]) =
= −4(−1
2
Rk
d
s
k + 1
4
(Rk
r
r
kδs
d + 4Rk
d
s
k − 2Rkdsk)) = −Rkrrkδsd = 12Rδsd
(14.27)
is satisfied. The Bianchi identity can be rewritten as
(Aαβd
cAγδr
s + Aαγd
cAδβr
s + Aαδd
cAβγr
s) ·Rcdsr = 0. (14.28)
70
Contracting this equation with Aαβt
lAγδm
n, we find that
4Rk
l
m
kδt
n + 4Rr
n
t
rδm
l − 2Rkltkδmn− 2Rknmkδtl − 2Rkrrkδtnδml +Rrkkrδmnδtl = 0.
(14.29)
The contraction of this equation with δn
t leads us to the spinor analog of the Bianchi
identity. In this case, all 15 significant equations reserved. Let
Cαβ
γδ := Aαβd
cAγδr
sCc
d
s
r, (14.30)
then
Cαβ
γδ := Rαβ
γδ −R[α [γ gβ] δ] + 1/10Rg[α [γ gβ] δ], (14.31)
R[α
[γ gβ]
δ] = Aαβd
cAγδr
s · 1
4
(Psc
dr − 1/2Rδsdδcr + 1
4
Rδs
rδc
d), (14.32)
g[α
[γ gβ]
δ] = Aαβd
cAγδr
s · 1
4
(1/2δs
rδc
d − 2δsdδcr) (14.33)
from which we obtain the decomposition into irreducible components not resulted
by orthogonal transformations. All calculations are given in Appendix.
Note 14.1. At n=6, there are the two classification schemes of the Weyl spinor:
1. Ck
l
m
nφl
k = λφt
n, 2. Ck
l
m
nφkm = λφln. (14.34)
Corollary 14.1. 1. The simplicity conditions of a bivector of the 6-dimensional
space C6 can be written down as
p[αβ pγβ ] = 0. (14.35)
The coordinates of the bivector can be associated to the traceless complex matrix
4× 4
pl
dps
l − 1/4(plkpkl)δsd = 0. (14.36)
2. A simple bivector of the space C6, constructed on isotropic vectors (pαβpαβ =
0), can be associated to a degenerate Rosenfeld null-pair: a covector and a
vector of the space C4, the contraction of which is zero. In this case, the
vector and the covector are determined to within a complex factor.
Proof.
The proof is similar to the one for Corollary 12.1. The only difference lies in the
fact that isotropic vectors rα of the space C6 are represented as rαηαab = Rab =
XaY b−XbY a. Such the representation is possible due to the perform of the identities
for the isotropic vector rα (rαrα = 0)
24R[abRcd ] = εklmnR
klRmnεabcd = 4(rαrα)ε
abcd = 0, (14.37)
where εabcd is a spin-tensor of the form (8.17). Moreover, the spin-tensor is antisym-
metric on all 4 indices and satisfies to the parities
εabcdε
klmn = 24δ[a
kδb
lδc
mδn ]
d, εabcdε
almn = 6δ[ b
lδc
mδn ]
d, εabcdε
abmn = 4δ[ c
mδn ]
d,
εabcdε
abcn = 6δd
n, εabcdε
abcd = 24.
(14.38)
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Set xαηα
ab := XaY b−Y aXb, yαηαab := ZaT b−T aZb. From the condition pαβpαβ = 0,
the relation xαyα = 0 will follow. This means that εabcdX
aY bZcT d = 0. Therefore,
the vectors Xa, Y b, Zc, T d are linearly dependent. Set T a := αXa + βY a + γZa
and obtain
pa
b := 1
2
Aαβa
bpαβ =
1
4
ηα
kbηβ
cdεcdka(x
αyβ − yαxβ) =
= 1
4
((XkY b −XbY k)ZcT d −XcY d(ZkT b − T kZb))εcdka =
= Zc(βY d)XkεcdkaY
b − Zc(αXd)Y kεcdkaXb −XcY dZkεcdka(αXb + βY b + γZb)+
+XcY d(γZk)εcdkaZ
b = XcY dZkεcdka︸ ︷︷ ︸
:=Ma
(−2αXb − 2βY b)︸ ︷︷ ︸
:=Nb
= MaN
b.
(14.39)
In this case, N b and Ma are defined up to transformations
N b 7−→ eφN b, Ma 7−→ e−φMa. (14.40)
Note that the pair (N b,Ma) is Rosenfeld null-pair [19]. In the space CP4 = ′C4/′C
(where ′Cs = Cs/0), N b defines the point and Ma defines the plane with incidence
condition M bNa = 0. Therefore, we can construct the space CП4 =′ C∗4/′C which
is dual space to CP4. Then the space CP4 × CП4 is Rosenfeld null-pair space. It
should be noted that such the spaces studied for the first time in [23] and [14].
Now we substitute εab
cd = 2δ[a
cδb ]
d into (12.35). Then the differential Bianchi
identity will become simpler to
∇[cmRt ]krs = δ[mk∇c|n|Rt ]nrs. (14.41)
Contract this equation with δk
c
∇c(mRt )crs = 0 (14.42)
then contract with δs
m
∇cmRtcrm = 1/8∇rtR (14.43)
which is the spinor analogue of the equation
∇α(Rαβ − 1/2Rgαβ) = 0. (14.44)
14.3 Geometric representation of a twistor in R6(2,4)
In this subsection, it is told about how to construct a geometric interpretation of
isotropic spinors (twistors) on the isotropic cone R6(2,4). This interpretation is similar
to the spinor representation in R4(1,3) with that only a difference that the dimension
of the flagpole and the flag-plane is incremented. The conclusion of all results of this
subsection is made on the basis [5], [32].
Let the metric of the space R6(2,4) have the form
dS2 = dT 2 + dV 2 − dW 2 − dX2 − dY 2 − dZ2 (14.45)
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and let the cross section of the light-cone K6
T 2 + V 2 −W 2 −X2 − Y 2 − Z2 = 0 (14.46)
be set by the plane V+W=1. Let’s consider the stereographic projection of this
section on the plane (V=0,W=1) with the pole N(0, 1
2
, 1
2
, 0, 0, 0) so that the point
P(T,V,W,X,Y,Z) corresponds to p(t, 0, 1, x, y, z) in the plane (V=0,W=1). Then
T/t = X/x = Y/y = Z/z = −(V −
1
2
)
1
2
. (14.47)
We make the substitution
ς = ix− y, ω = i(t+ z), η = i(t− z) (14.48)
and obtain
ς =
−iX + Y
2V − 1 , η =
−i(T + Z)
2V − 1 , ω =
i(Z − T )
2V − 1 . (14.49)
Therefore, the metric, induced in the cross-section, has the form
ds2 := dT 2 − dX2 − dY 2 − dZ2 = −dςdς¯ + dωdη
(ς ς¯ + ηω)2
. (14.50)
The proof of this fact is given in Appendix. Set
X :=
(
ω ς
−ς¯ η
)
, dX :=
(
dω dς
−dς¯ dη
)
,
∂
∂X
:=
( ∂
∂ω
∂
∂ς
− ∂
∂ς¯
∂
∂η
)
. (14.51)
Then
ds2 = − det(dX)
(det(X))2
, X¯T +X = 0. (14.52)
Consider the linear-fractional group L
X˜ = (AX +B)(CX +D)−1, S :=
(
A B
C D
)
, detS = 1. (14.53)
The reality condition, imposed on X (X∗+X = 0), gives the linear-fractional unitary
subgroup LU(2, 2) so that the matrix S satisfies (see Appendix) the relation
S∗EˆS = Eˆ, Eˆ :=
(
0 E
E 0
)
. (14.54)
Further, we define the special basis [22, v. 2, p. 65, p. 305 (eng)]
R12 = 1/
√
2(V +W ) = ω0ξ1 − ω1ξ0,
R14 = i/
√
2(T + Z) = ω0η¯0
′ − ξ0p¯i0′ ,
R34 = 1/
√
2(V −W ) = p¯i0′ η¯1′ − p¯i1′ η¯0′ ,
R23 = i/
√
2(Z − T ) = ξ1p¯i1′ − ω1η¯1′ ,
R24 = 1/
√
2(Y + iX) = ω1η¯0
′ − ξ1p¯i0′ ,
R13 = 1/
√
2(Y − iX) = ξ0p¯i1′ − ω0η¯1′ .
(14.55)
73
This relations are remarkable because this shows as the bivector Rab is expressed in
terms of its spinor components. Set
X := Y Z−1, Y˜ = AY +BZ, Z˜ = CY +DZ, Y =
(
ω0 ξ0
ω1 ξ1
)
, Z =
(
p¯i0 η¯0
p¯i1 η¯1
)
,
(14.56)
then
R :=‖ Rab ‖=
(
(detY )J Y Z−1(detZ)J
−(Y Z−1(detZ)J)T (detZ)J
)
=
(
Y
Z
)
J
(
Y T ZT
)
,
J :=
(
0 1
−1 0
)
, R˜ = SRST .
(14.57)
Determine
S˜ := I˜SI˜−1, I˜ :=
1√
2
(
E E
−E E
)
, (14.58)
then
S˜∗E˜S˜ = E˜. (14.59)
The matrixes S form the group isomorphic SU(2, 2) so the matrixes S˜ form the
group SU(2, 2). A transformation from the group LU(2, 2) is called twistor trans-
formation. Due to the double covering of the connected identity component of the
group SO(2, 4) (which is denoted as SO+(2, 4)) by the group SU(2, 2) and due to
the double covering of the conformal group C↑4+ (1, 3) [22, v. 2, p. 304 (eng)] by the
group SO+(2, 4), the existence of the isomorphisms
SU(2, 2)/{±1;±i} ∼= LU(2, 2) ∼= C↑4+ (1, 3) ∼= SO+(2, 4)/± 1 (14.60)
will imply. This means that the group LU(2, 2) exhausts all conformal transforma-
tions of the group C↑4+ (1, 3). The matrix S is restored up to a factor λ such that
λ4 = 1 (det(S)=1) from which we obtain the ambiguity. Since we have the equalities
Y = AX +B ⇒ dX = AdY, Y = X−1 ⇒ dX = −X−1dXX−1, (14.61)
where A and B are some constant matrixes, then
Z˜∗ dX˜ Z˜ = Z∗ dX Z. (14.62)
This equation is an invariant under the group LU(2,2). The proof of this fact is
considered in Appendix. Other invariant can be obtained with the help of the
identity
Y = AX +B ⇒ ∂
∂X
= AT
∂
∂Y
, Y = X−1 ⇒ ∂
∂X
= −Y T ∂
∂Y
Y T (14.63)
where A and B are also some constant matrixes. This invariant will have the form
Z˜−1
∂
∂X˜T
Z˜∗ −1 = Z−1
∂
∂XT
Z∗ −1. (14.64)
The proof can be found in Appendix. This means that there is a real vector L˜
tangent to the hyperboloid obtained in the cross-section of the cone K6 by the
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plane V + W = 1. This vector is an invariant under transformations of a basis
from the group LU(2,2) (i.e. coordinate-independent in the tangent space to this
hyperboloid). The vector is uniquely determined by the matrix
Lˆ := 1√
2
(Z−1 ∂
∂XT
Z∗ −1 − Z¯−1 ∂
∂X
ZT −1) =
=
(
0 1
−1 0
)
( ∂
∂ω
(−η¯0pi0 + η0p¯i0) + ∂
∂η
(−η¯1pi1 + η1p¯i1)+
+ ∂
∂ξ
(−η¯1pi0 + η0p¯i1) + ∂
∂ξ¯
(η¯0pi1 − η1p¯i0)) · 1
(det(Z))2
√
2
:=
(
0 1
−1 0
)
L˜
(14.65)
The norm of this vector in our metric will be such that
‖ L˜ ‖= − 1
2(det(Y ))2
= − 1
(V +W )2
(14.66)
An isotropic vector k is called a vector of first type unit extension [22, v. 1, p. 36,
eq. (1.4.16) (eng)] in the case when k sets the point belonging to the cross-section
of the isotropic cone by the plane V + W = 1. Then ‖ L˜ ‖= −1 and any isotropic
vector K collinear with k is defined as
K = (− ‖ L˜ ‖) 12k. (14.67)
However, when V =- W we will obtain a vector with the infinite first type extension.
To learn to distinguish between them, it is necessary to set the cross-section of the
cone K6 by the plane T+Z=1 and to enter a vector
˜˜L with the norm
‖ ˜˜L ‖= − 1
(T + Z)2
(14.68)
in the same way. An isotropic vector k we call a vector of second type unit extension
in the case when k is sets the point belonging to the cross-section of the isotropic
cone by the plane T + Z = 1 and the first type extension will not be finite. We
define extension of the vector K as
1. first type extension if such the extension is finite;
2. second type extension if the first type extension is infinite.
Note that the vector L˜ is not coordinate-independent in the space R6(2,4) although
it is an invariant of the tangent space to the hyperboloid obtained in the cross-
section of the cone K6 by the plane V+W=1. Now there is a possibility to represent
isotropic twistor in the space R6(2,4) visually. Consider a pair of vectors of equal
extension in R6(2,4)
Kα = ηαab iT
[aXb ], Nα = ηαab T
[aZb ] ⇒ KαKα = 0, NαKα = 0, NαNα = 0.
(14.69)
We choose a vector Y a in such a way as to satisfy the conditions
Y aYa = 0, Y
aXa = 0, Y
aZa = 0,
εabcdXaYbZcTd = X
cZcY
dTd = 1, ε
abcd = 24X [aY bZcT d ].
(14.70)
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Thus, we obtain the vector basis Xa, Y a, Za, T a (recall that Ya = saa′Y
a′)
Y aYa = 0, Y
aXa = 0, Y
aZa = 0, X
aXa = 0,
XaTa = 0, Z
aZa = 0, Z
aTa = 0, T
aTa = 0.
(14.71)
Whence,
εabcdT
[ cY d ] = −2X[aZb ]. (14.72)
Therefore, the vectors
Lα = ηαab(−T [aY b ] +X [aZb ]), Mα = ηαab(−i)(T [aY b ] +X [aZb ]) (14.73)
satisfy the parities
Lα = L¯α, Mα = M¯α, LαKα = 0, L
αMα = 0, M
αKα = 0,
LαNα = 0, M
αNα = 0, L
αLα = −2, MαMα = −2. (14.74)
Now we can construct the threevector
Pαβγ = 6K [αNβLγ ]. (14.75)
Knowing Kα, we know T a and Xa up to
Xa 7−→ λ1Xa + µ1T a, T a 7−→ ν1Xa + ξ1T a, det
(
λ1 µ1
ν1 ξ1
)
= 1. (14.76)
And if we know Nα then an arbitrariness in a choice of T a and Za will be such that
Za 7−→ λ2Za + µ2T a, T a 7−→ ν2Za + ξ2T a, det
(
λ2 µ2
ν2 ξ2
)
= 1. (14.77)
Therefor, ν1 = ν2 = 0 and ξ2 = ξ1. For Y
a, we obtain
Y a 7−→ αXa + βY a + γZa + δT a. (14.78)
If we now demand that two such bases are related by a transformation from the
group LU(2,2) then we obtain
Xa 7−→ τ−1Xa + µT a, T a 7−→ τT a,
Za 7−→ τ−1Za + χT a, Y a 7−→ −χ¯Xa + τY a − µ¯Za + δT a, (14.79)
χ¯µ+ µ¯χ+ τ δ¯ + τ¯ δ = 0, τ τ¯ = 1. (14.80)
Whence,
X [aT b ] 7−→ X [aT b ] ⇔ Kα 7−→ Kα
Z [aT b ] 7−→ Z [aT b ] ⇔ Nα 7−→ Nα, (14.81)
T [aY b ] 7−→ −τ χ¯T [aXb ] + τ 2T [aY b ] − µ¯τT [aZb ]
X [aZb ] 7−→ τ−2X [aZb ] + τ−1χX [aT b ] + τ−1µT [aZb ]. (14.82)
Set τ =: eiΘ then
Lα 7−→ Lα cos(2Θ) +Mα sin(2Θ)− i(χ¯τ − τ¯χ)Kα + (µτ¯ + τ µ¯)Nα,
Mα 7−→Mα cos(2Θ)− Lα sin(2Θ) + (χ¯τ + τ¯χ)Kα − i(µτ¯ − τ µ¯)Nα. (14.83)
Thus, the 3-half-plane, spanned by Kα, Nα, Lα is a coordinate-independent in the
space R6(2,4). Thus, our design can be presented as follows. The first type extension
of the vectors Kα and Nα should be the same. Kα and Nα determine flagpole: the
set of vectors with
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1. the first type extension is equal to the first type extension of the vector Kα;
2. the start coinciding with the beginning of the vector Kα.
Kα, Nα, Lα determine the 3-half-plane which we call flag-plane. Thus, knowing
Kα and Nα, we know the twistor T a up to the phase Θ. In turn, in the 2-plane
(Lα,Mα), 2Θ is an angle of the rotation of the flag (3-half-plane Pαβγ) around
the flagpole (Nα, Kα). Therefore, a rotation of the flag on 2pi will lead to the
twistor −T a, and only a rotation on 4pi will return our design to the original
state. In addition, collinear twistors can be distinguished from each other using
the concept extension of the vector for the Kα so that under the transformation
T a 7−→ rT a, Y a 7−→ r−1Y a (r ∈ R\{0}), the flagpole is multiplied by r and the
flag-plane remains unchanged. Finally, it should be noted that the mentioned ge-
ometrical structure is uniquely determined by the twistor T a. In the case of the
infinite first type extension of the vector Kα, we consider the cone K4 ⊂ K6 on
which the vector Nα lays. But non-zero vectors Kα and Nα have the finite second
type extension giving the geometric interpretation of a spinor on the isotropic cone
K4.
14.4 Structure constants of the octonion algebra. Spinor
formalism for n = 8
In this subsection, it is told about how on the connecting operators, satisfying the
Clifford equation, to construct the structural constants of the octonion algebra. Such
the algebra is the special case of the normalized division hypercomplex algebra for
n = 8. We consider the axioms of such the algebra. The conclusion of all results of
this subsection is made on the basis [4].
Let the operators ηα
ab (α , β , ... = 1, 6; a , b , ... = 1, 4) be the antisymmetric
operators constructed above for the spinor formalism for n = 6. And let the operators
ηΛ
AB (Λ ,Ψ , ... = 1, 8;A ,B , ... = 1, 8) for the spinor formalism for n = 8 be
constructed according to the scheme (8.20). Then the tensor (8.16), (8.17) will have
the symmetries
εAB(CD) =
1
2
εABεCD, εA(B|C|D) =
1
2
εACεBD, (14.84)
where according to (8.19), εAC = ε˜AC is the metric spin-tensor in the spinor space
C8
ηΛAB =
1
4
ηΛ
CDεABCD = ηΛ
CDεADεBC , ηΛ :=
1
4
ηΛ
CDεCD. (14.85)
The second identity (14.84) is very important. It leads to the non-degeneracy oper-
ator εXA
Y BXXXY and, as a result, to the normability of the octonion algebra. In
this case, the identity (9.11) splits into three parts: the alternative identity (left and
right) and the flexible identity. As it happens.
Theorem 14.2. For every rΛ ∈ C8, there is the decomposition
rΛ = ηΛABX
AY B (14.86)
for some XA, Y B ∈ C8.
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Proof. From the Clifford equation (8.1), the parities
RABRCB =
1
2
rΛrΛδC
A, RKLδA
B = RARεKL
BR +RBRεKLAR (14.87)
will follow. Contract this equation with PKPA choosing PK so that p := 1
2
εAKP
KPA 6=
0 and assuming that QL := RKLP
K
QLP
B = QRP
KεKL
BR + pRBL. (14.88)
Then from (14.84), the identities
RBL =
1
p
QRPK(δR
LδK
B − εKLBR) = 1
p
QRPKεBLKR. (14.89)
will follow. Set
XA :=
1√
p
PA, Y B :=
1√
p
QB (14.90)
that proves this theorem.
Define
PΛA := η
Λ
ABX
A, XAXA := 2, (14.91)
then
PΛAP
Ψ
Bε
AB = gΛΨ, PΛAP
Ψ
BgΛΨ = εAB. (14.92)
Thus, the operator PΛA defines the isomorphism between the spaces Cn ∼= CN (n =
N = 8)
rΛ = PΛBY
B. (14.93)
Set
ηΛ
ΨΘ :=
√
2ηΛ
ABPΨAP
Θ
B, (14.94)
then for these structural constants the alternative octonion identities are executed
ηΛΘ
Φη(ΨΥ)
Θ = ηΛ( Ψ
Θη|Θ|Υ )Φ, η(ΛΨ)ΘηΘΦΥ = η( Λ|Θ|ΥηΨ )ΦΘ (14.95)
and the central Moufang identity
rΦηΦΘ
ΩηΛΨ
ΘηΩΥ
ΓrΥ = rΦηΦΛ
ΘηΘΩ
ΓηΨΥ
ΩrΥ (14.96)
is executed too. The proof is given in Appendix. Now, in order to enter the octonion
structure constants, we must use the inclusion operator Hi
Λ : R6 ⊂ C6. Normaliz-
ability of the octonion algebra will follow from the Clifford equation (8.1) written
out for the structural constants
(ηΦΘ
ΩηΨΞ
∆ + ηΨΘ
ΩηΦΞ
∆)gΩ∆ = 2gΦΨgΘΞ. (14.97)
The operators of the same type (12.5)
AΘΦL
X := 1
2
η[ Θ
MXηΦ ]ML, A˜ΘΦL
X := 1
4
(η[ Θ
MXηΦ ]ML + η[ Θ
XMηΦ ]LM) (14.98)
will satisfy the identities
AΛΨ
ABAΛΨCD = δ[C
AδD ]
B, A˜ΛΨ
ABA˜ΛΨCD =
1
2
δ[C
AδD ]
B + 1
4
ε[C
A
D ]
B,
AΛΨ
ABAΥΩAB = δ[ Λ
ΥδΨ ]
Ω, A˜ΛΨ
ABA˜ΥΩAB = δ[ Λ
ΥδΨ ]
Ω + η[ Υδ[ Λ
Ω ]ηΨ ].
(14.99)
The proof is given in Appendix.
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14.5 Geometry of the inductive step from n=6 to n=8
In this subsection, it is told about how to construct two quadrics associated to
the Cartan triality principle [29, p. 175 (rus)]. The construction is carried out in the
explicit form justifying the standard scheme of the induction transition from n = 6
to n = 8. The conclusion of all results of this subsection is made on the basis [6],
[29], [30, v. 2].
14.5.1 Rosenfeld null-pair
In this subsubsection, it is told about how to construct an explicit solution of the
twistor equation for n=6. The conclusion of all results of this subsubsection is made
on the basis [6], [19].
Denote by AC∗ the spinor 4-dimensional complex vector space. Such the space
is dual to the space AC. Then the 8-dimensional complex space T2 is formed as the
direct sum AC⊕AC∗. That is, if Xa (a, b, ... = 1, 4) are the coordinates of a vector in
AC, and Yb are the coordinates of a covector in A
C∗ then XA := (Xa, Yb), (A,B, ... =
1, 8) are the coordinates of a vector of T2. We will consider the bivector coordinates
rab (13.18)
Xa = irabYb (14.100)
as the ones in the complex affine space CA6. This is a system of 4 linear equations
with 6 unknowns. To determine its rank, we consider homogeneous equation rabYb =
0 which has nontrivial solutions if and only if the bivector is simple: rkcr
ac =
1
4
rabrabδk
d = 0, and therefore can be represented as
rabhomogeneous = P
aQb − P bQa, (14.101)
where P a and Qa are defined up to linear combinations of them. From this, it follows
that P aYa = 0, Q
aYa = 0. For X
aYa = 0, by X
a, Sa, Za, we denote all solutions,
that form a basis. Then our solution takes the form
rabhomogeneous = λ1S
[aXb ] + λ2X
[aZb ] + λ3S
[aZb ] (14.102)
and hence determines a 3-dimensional subspace in the bivector space. From here,
common solution
rab = rabparticular + λ1S
[aXb ] + λ2X
[aZb ] + λ3S
[aZb ] (14.103)
is obtained, where rabparticular is an arbitrary bivector being particular solution of
(14.100).
14.5.2 Construction of the quadrics CQ6 and CQ˜6
In this subsubsection, it is told about how to construct a quadric satisfying the
Cartan triality principle. The conclusion of all results of this subsubsection is made
on the basis [6], [29], [30, v. 2].
The space T2 will be a complex space in which the scalar square of a vector is
determined by the quadratic form
εABX
AXB = 2XaYa (14.104)
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so that the matrix of the spin-tensor εAB has the form
‖ εAB ‖=
(
0 δa
c
δbd 0
)
. (14.105)
For the fixed rab, the equation (14.100) will define the 4-dimensional subspace in
T2 which will be the 4-dimensional planar generators of the cone εABXAXB = 0.
Thus, in the projective space CP7, we can consider the quadric CQ6 defined by the
equation (14.104). 4 basis points of the generator satisfy the condition εABX
A
I X
B
J =
0, (I, J, ... = 1, 4). Set
XA1 := (X
a, Yb), X
A
2 := (Z
a, Tb), X
A
3 := (L
a, Nb), X
A
4 := (K
a,Mb). (14.106)
On the basis of the common solution of the equation (14.100), each point of the
quadric CQ6 can be associated to the 3-dimensional isotropic plane of the space CA6.
The point (t,v,w,x,y,z) of the space CA6 can be represented by the line (λT, λV, λU,
λS, λW, λX, λY, λZ) of the space CR8 having the metric
dL2 = dT 2 + dV 2 + dU2 + dS2 + dW 2 + dX2 + dY 2 + dZ2. (14.107)
This line will be a generator of the isotropic cone CK8. The intersection of the
7-plane U − iS = 1 with the cone CK8 has the induced metric
dL˜2 = dT 2 + dV 2 + dW 2 + dX2 + dY 2 + dZ2. (14.108)
This space has the form of a paraboloid in CK8 and is identical to the space CR6:
U = 1+iS = 1
2
(1−T 2−V 2−W 2−X2−Y 2−Z2). Every generator of the cone (a set of
points belonging to CK8 with the constant ratio T:V:U:S:W:X:Y:Z), not lying on the
hyperplane U = iS, intersects the paraboloid in the single point. Every generator of
the cone, lying on the hyperplane U = iS, corresponds to the point belonging to the
infinity of the space CR6. Thus, straight lines of CR8, passing through the origin of
CR8, correspond to points of the projective space CP7. The stereographic projection
of this section on the plane (S=0, U=1) with the pole N(0, 0, 1
2
, i
2
, 0, 0, 0, 0) maps
the point P(T,V,U,S,W,X,Y,Z) of the hyperboloid to the point p(t,v,1,0,w,x,y,z) of
the plane (S=0, U=1)
λT = t, λV = v, λW = w, λX = x, λY = y, λZ = z, λ = 1
U+iS
,
rαrα = −U−iSU+iS , λU = 12(1− t2 − v2 − w2 − x2 − y2 − z2) = −λiS + 1.
(14.109)
All generators of the same cone CK8 form the quadric CQ˜6 in the projective space
CP7
gΛΨr
ΛrΨ = 0. (14.110)
14.6 Correspondence CQ6 7−→ CQ˜6
In this subsubsection, it is told about how to construct a correspondence between
generators of the quadric of different ranks according to the Cartan triality principle.
The conclusion of all results of this subsubsection is made on the basis [6], [29], [30,
v. 2].
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1. The common solution of the equation (14.100)
rab = rabparticular + r
ab
homogeneous = r
ab
particular + λ1S
[aXb ] + λ2X
[aZb ] + λ3S
[aZb ]
(14.111)
determines the 4-dimensional planar generator of the cone CK8. Then for such
the generator, the system 
irabYb = X
a,
irabTb = Z
a,
irabNb = L
a,
irabMb = K
a
(14.112)
will be determined with the conditions
XaYa = 0, Z
aTa = 0, L
aNa = 0, K
aMa = 0,
XaTa = −ZaYa, XaNa = −LaYa, XaMa = −KaYa,
ZaNa = −LaTa, ZaMa = −KaTa, KaNa = −LaMa.
(14.113)
Thus, from the 16 equations with the 6 unknowns rab only 6 from them will
be significant equations (the 10 communication conditions) that defines the
point of CA6 and hence the point of the quadric CQ˜6.
2. If we know only one equation
irabYb = X
a (14.114)
with the condition
XaYa = 0 (14.115)
then from the 4 equations, only 3 from them will be significant equations (the
1 communication condition). This means that the point of the quadric CQ6
will uniquely define the 3-dimensional planar generator CP3 belonging to the
quadric CQ˜6.
3. If we know the two equations{
irabYb = X
a,
irabTb = Z
a (14.116)
with the conditions
XaYa = 0, Z
aTa = 0, X
aTa = −ZaYa (14.117)
then from 8 equations, only 5 from them will be significant (the 6 unknowns
and the 3 communication conditions). This means that the rectilinear gen-
erator CP1 of the quadric CQ6 will uniquely define the rectilinear generator
CP1 belonging to the quadric CQ˜6. In this case, the manifold of generators
CP1(CQ6), belonging to the same generator CP3(CQ6), defines the beam of
generators CP1(CQ˜6) belonging to the quadric CQ˜6 (this beam is a cone). The
center of the beam is determined by the system (14.112).
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Fig. 1: Correspondence ∀CP2 ⊂ CP3 ↔ R
Fig. 2: Correspondence CP3 ⊃ CP1 ↔ CP1 ⊂ K6
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4. If we know the three equations
irabYb = X
a,
irabTb = Z
a,
irabNb = L
a
(14.118)
with the conditions
XaYa = 0, Z
aTa = 0, L
aNa = 0,
XaTa = −ZaYa, XaNa = −LaYa, ZaNa = −LaTa (14.119)
then from the 12 equations only 6 from them will be significant (the 6 un-
knowns and the 6 communication conditions). This means, that the 2-dimensional
generator CP2 of the quadric CQ6 will uniquely define the point of the quadric
CQ˜6. At the same time, the manifold of generators CP2(CQ6), belonging
to the same generator CP3(CQ6), uniquely determines the same point of the
quadric CQ˜6. This point is determined by the system (14.112).
14.6.1 Geometry of the transition to the connecting operators ηΛ
KL for
n = 8
In this subsubsection, it is told about how to construct the connecting operators
of the spinor formalism for n = 8. The conclusion of all results of this subsubsection
is made on the basis [6], [29], [30, v. 2].
Further we consider the bivector RˆAB such that its vector components X1
A, X2
A
are defined as
XA1 := (X
a, Yb), X
A
2 := (Z
a, Tb),
{
irabYb = X
a,
irabTb = Z
a.
(14.120)
This defines the identity chain
irabYb = X
a, irabZ
b = pf(r)Ta,
1
2
ircdε
abcdYbεaklm = X
aεaklm,
3ir[klYm ] = X
aεaklm,
irklYm + 2irm[kYl ] = X
aεaklm.
(14.121)
Contract the last identity with Zm that will give
irklYmZ
m = XmZnεklmn + pf(r) · 2T[kYl ],
XmZn −XnZm = −irmnTkXk + εklmnpf(r)Y[kTl ]. (14.122)
Based on the foregoing, for the quadric CQ6, we consider the rectilinear generator
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defined by the bivector (TkX
k 6= 0)
RˆAB = 2X
[A
1 X
B ]
2 =
(
XaZb −XbZa XaTd − YdZa
YcZ
b − TcXb YcTd − YdTc
)
=
=
( −irabTkXk + εklabpf(r)YkTl 2irarY[ rTb ]
iεkbmnrckY[mTn ] − δcbXkTk 2Y[ cTd ]
)
=
= TlX
l
( −1
2
iδakr
γrγ r
ar
rck −iδcr
)
︸ ︷︷ ︸
:=RAK
· 1
TlX l
(
εkbmniYmTn 0
−iδrbXnTn 2iY[ rTd ]
)
︸ ︷︷ ︸
:=PKB
:= RAKP
KB,
(14.123)
RAB := εBCRAC = TlX
l
(
ran −1
2
iδakr
γrγ
−iδcn rck
)
,
RAB := εACR
C
B = TlX
l
(
rck −iδcn
−1
2
iδakr
γrγ r
an
) (14.124)
where εAC is the same metric symmetric spin-tensor. At the same time, the equation
RA
CRˆAB = 0 (14.125)
will be true that means that any spin-tensor RˆAB, representing the generator CP1(CQ6),
will contain the same tensor RAK in its expansion, wherein, the second spin-tensor
PKB of the decomposition will be responsible for the position of CP1 in CP3. There-
fore, there is a reason to assign the bispinor RAB to the point of the quadric CQ˜6.
This point is uniquely determined. In the transition to the space CR8 on the basis
of
r12 = 1√
2
(v + iw), r13 = 1√
2
(x+ iy), r14 = i√
2
(t+ iz),
r23 = i√
2
(iz − t), r24 = 1√
2
(−x+ iy), r34 = 1√
2
(v − iw) (14.126)
we define homogeneous coordinates of CR8 as follows
λ =

R12 : R13 : R14 : R23 : R24 : R34 : R15 : R51,
r12 : r13 : r14 : r23 : r24 : r34 : −1
2
irγrγ : −i,
(14.127)
R12 = 1√
2
(V + iW ), R13 = 1√
2
(iY +X), R14 = 1√
2
(−Z + iT ),
R23 = 1√
2
(−Z − iT ), R24 = 1√
2
(−X + iY ), R34 = 1√
2
(V − iW ),
R15 = 1
2
(iU + S), R51 = −iU + S,
(14.128)
R12 = −R21 = R78 = −R87,
R13 = −R31 = R86 = −R68,
R14 = −R41 = R67 = −R76,
R23 = −R32 = R58 = −R85,
R24 = −R42 = R75 = −R57,
R34 = −R43 = R56 = −R65,
R15 = R26 = R37 = R48,
R51 = R62 = R73 = R84.
(14.129)
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RABRAB = 8(R
12R34 −R13R24 +R14R23 +R15R51) =
= 4(T 2 + V 2 + U2 + S2 +W 2 +X2 + Y 2 + Z2) := 4nf(R),
RABRCB =
1
2
nf(R)δC
A ⇒ RABRAB = 4nf(R).
(14.130)
For (ri)
Λ, to define a generator of the quadric CQ˜6, it is necessary and sufficient to
have the condition
gΛΨ(rI)
Λ(rJ)
Ψ = 0. (14.131)
We define some connecting operators ηΛ
BC so that to satisfy the conditions
rΛ =
1
4
ηΛ
BCRBC , r
Λ =
1
4
ηΛBCR
BC . (14.132)
Then these operators satisfy the Clifford equation
gΛΨδK
L = ηΛK
RηΨ
L
R + ηΛK
RηΨ
L
R. (14.133)
Define
εPQRT := η
Λ
PQη
Ψ
RTgΛΨ, εPQRT = εRTPQ (14.134)
that will give another metric spin-tensor εPQRT with which the help we can raise
and lower a pair of indices
gΛΨ =
1
4
ηΛ
PQηΨPQ, ηΛRT =
1
4
ηΛ
PQεPQRT , εPQ =
1
4
εPQRT ε
RT ,
εSTPQδK
L = εSTK
RεPQ
L
R + εPQK
RεST
L
R, εSTPQ =
1
4
εST
KRεPQKR,
εPQ(KL) =
1
2
εPQεKL, ε[PQ](KL) = 0, ηΛ
(MN) = 1
8
ηΛ
KLεKLε
MN .
(14.135)
The result of the applying of the two metric spin-tensors should be the same. If the
matrixes of the tensors gΛΨ and εKL have the form
‖ gΛΨ ‖=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

, ‖ εKL ‖=

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

(14.136)
then the significant coordinates of the operators ηΛKL in some basis would be such
that
η212 =
1√
2
, η234 =
1√
2
, η512 = − i√2 , η534 = i√2 ,
η278 =
1√
2
, η256 =
1√
2
, η578 = − i√2 , η556 = i√2 ,
η114 = − i√2 , η123 = i√2 , η814 = − 1√2 , η823 = − 1√2 ,
η167 = − i√2 , η158 = i√2 , η867 = − 1√2 , η858 = − 1√2 ,
η713 = − i√2 , η724 = − i√2 , η613 = 1√2 , η624 = − 1√2 ,
η768 =
i√
2
, η757 =
i√
2
, η668 = − 1√2 , η657 = 1√2 ,
η415 =
1√
2
, η451 =
1√
2
, η315 = − i√2 , η351 = i√2 ,
η426 =
1√
2
, η462 =
1√
2
, η326 = − i√2 , η362 = i√2 ,
η437 =
1√
2
, η473 =
1√
2
, η337 = − i√2 , η373 = i√2 ,
η448 =
1√
2
, η484 =
1√
2
, η348 = − i√2 , η384 = i√2 ,
(14.137)
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and the significant coordinates of the operators ηΛ
KL would be such that
η2
12 = 1√
2
, η2
34 = 1√
2
, η5
12 = i√
2
, η5
34 = − i√
2
,
η2
78 = 1√
2
, η2
56 = 1√
2
, η5
78 = i√
2
, η5
56 = − i√
2
,
η1
14 = i√
2
, η1
23 = − i√
2
, η8
14 = − 1√
2
, η8
23 = − 1√
2
,
η1
67 = i√
2
, η1
58 = − i√
2
, η8
67 = − 1√
2
, η8
58 = − 1√
2
,
η7
13 = i√
2
, η7
24 = i√
2
, η6
13 = 1√
2
, η6
24 = − 1√
2
,
η7
68 = − i√
2
, η7
57 = − i√
2
, η6
68 = − 1√
2
, η6
57 = 1√
2
,
η4
15 = 1√
2
, η4
51 = 1√
2
, η3
15 = i√
2
, η3
51 = − i√
2
,
η4
26 = 1√
2
, η4
62 = 1√
2
, η3
26 = i√
2
, η3
62 = − i√
2
,
η4
37 = 1√
2
, η4
73 = 1√
2
, η3
37 = i√
2
, η3
73 = − i√
2
,
η4
48 = 1√
2
, η4
84 = 1√
2
, η3
48 = i√
2
, η3
84 = − i√
2
.
(14.138)
The basis is slightly different from one in which the homogeneous coordinates of CR8
were defined above. Thus, the bispinor RˆAB determines the rectilinear generator
CP1(CQ6) belonging to the planar generator CP3(CQ6) which determines the point
with the coordinates RAB for the quadric CQ˜6. We define the spin-tensor ˆˆRAB
ˆˆ
RAB := RˆAKPˆK
B, PˆK
B :=
(
2iδm
k 0
0 −2pf(r)iδnr
)
. (14.139)
The tensor
ˆˆ
RAB will continue to represent the rectilinear generator CP1(CQ6) be-
longing to the planar generator CP3(CQ6). We apply the operators ηΛKL to the
spin-tensor
ˆˆ
RAB and obtain
ηΛKL
ˆˆ
RKL = ηΛKLTmX
m
(
ran −1
2
iδakr
γrγ
−iδcn rck
)
= ηΛKLR
KL. (14.140)
Thus, the operators ηΛKL take each rectilinear generator CP1(CQ6), belonging to
the planar generator CP3(CQ6), to the same generator CP3(CQ6), and this deter-
mines the point of the quadric CQ˜6. In the homogeneous coordinates, the same
tensor RKL determines the coordinates of the point R of the space CR8.
Let us find out what is the number of a family which comprises this generator
CP3(CQ6). For this purpose, we consider the conditions
εAB(XI)
A(XJ)
B = 0,
XABCD := εIJKL(XI)
A(XJ)
B(XK)
C(XL)
D,
(14.141)
where εIJKL is a 4-vector antisymmetrical in all indices. Also we consider the 8-
vector eABCDKLMN antisymmetrical in all indices too. If in the condition
1
24
eABCDKLMNX
ABCD = ρεKRεLT εMUεNVX
RTUV , ρ2 = 1, (14.142)
ρ = 1 then we say that the planar generator CP3(CQ6) belongs to family I, and if
ρ = −1 then the planar generator belongs to family II. In our case
(XI)
A = ((XI)
a, (YI)b), (14.143)
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and then
εIJKL(XI)
1(XJ)
2(XK)
3(XL)
4 = ρεIJKL(XI)
1(XJ)
2(XK)
3(XL)
4. (14.144)
Whence, ρ = 1. This means that our generators should belong to family I. In
addition, there is the tensor PΛ
B := ηΛ
ABXA for XA = (1, 0, 0, 0, 1, 0, 0, 0)
‖ PΛB ‖= 1√2

0 0 0 i 0 0 0 −i
0 1 0 0 0 1 0 0
−i 0 0 0 i 0 0 0
1 0 0 0 1 0 0 0
0 i 0 0 0 −i 0 0
0 0 1 0 0 0 1 0
0 0 i 0 0 0 −i 0
0 0 0 −1 0 0 0 −1

, det ‖ PΛB ‖= 1,
εABPΛ
APΨ
B = gΛΨ, (XI)
A = PΛ
A(rI)
Λ.
(14.145)
Then from
gΛΨ(rI)
Λ(rJ)
Ψ = 0,
XABCD = PΛ
APΨ
BPΦ
CPΘ
DrΛΨΦΘ
(14.146)
it follows that ρ = 1 and
1
24
eABCDKLMNX
ABCD = εKRεLT εMUεNVX
RTUV ,
1
24
eABCDKLMNPΛ
APΨ
BPΦ
CPΘ
DrΛΨΦΘ =
= εKAεLBεMCεNDPΛ1
APΨ1
BPΦ1
CPΘ1
DrΛ1Ψ1Φ1Θ1 ,
1
24
eABCDKLMNPΛ
APΨ
BPΦ
CPΘ
DPΛ1
KPΨ1
LPΦ1
MPΘ1
NrΛΨΦΘ =
= gΛΛ1gΨΨ1gΦΦ1gΘΘ1r
Λ1Ψ1Φ1Θ1 ,
1
24
det ‖ PΩA ‖ eΛΨΦΘΛ1Ψ1Φ1Θ1rΛ1Ψ1Φ1Θ1 = gΛΛ1gΨΨ1gΦΦ1gΘΘ1rΛ1Ψ1Φ1Θ1 ,
1
24
eΛΨΦΘΛ1Ψ1Φ1Θ1r
Λ1Ψ1Φ1Θ1 = gΛΛ1gΨΨ1gΦΦ1gΘΘ1r
Λ1Ψ1Φ1Θ1 ,
(14.147)
This shows that the generators CP3(CQ˜6) must belong to family I. To obtain family
II, we must act by the elementary orthogonal reflection (with determinant equal to
-1) on the operator PΛ
K .
14.7 Correspondence CQ˜6 7−→ CQ6
In this subsubsection it is told about how to construct a reverse mapping for
the quadrics between generators of different ranks according to the Cartan triality
principle. The conclusion of all results of this subsubsection is made on the basis [6],
[29], [30, v. 2].
Applying the operators ηΛ
KL to gΛΨ(rI)
Λ(rJ)
Ψ = 0, we obtain
(RI)
AB(RJ)AB = 0⇔ ((RI)AB − (RJ)AB)((RK)AB − (RL)AB) = 0⇔
((RI)
ab − (RJ)ab)((RK)ab − (RL)ab) = 0.
(14.148)
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Here as usual, by I, J, we denote the number of basis points. This defines the system
i(R1)
abYb = X
a,
i(R2)
abYb = X
a,
i(R3)
abYb = X
a,
i(R4)
abYb = X
a,
⇔

i((R1)
ab − (R2)ab)Yb = 0,
i((R1)
ab − (R3)ab)Yb = 0,
i((R3)
ab − (R4)ab)Yb = 0,
i(R1)
abYb = X
a.
(14.149)
Next we consider only the right system. It is constructed as follows. A cospinor Ya
which resets 3 different simple bivectors always exists. This statement is reduced
to the existence of a covector orthogonal to three linearly independent vectors since
any simple bivector is decomposed by the formula Rab = 2P [aQb ]. From the fourth
equation, the spinor Xa is defined. On the other hand, on the basis that all (RI)
ab
have the form Rabparticular + λ1S
[aXb ] + λ2X
[aZb ] + λ3S
[aZb ] for fixed λ1, λ2, λ3 the
equation
((RI)
ab − (RJ)ab)((RK)ab − (RL)ab) = 0 (14.150)
is satisfied.
1. So, let us know the last equation (14.149)
iR1
abYb = X
a (14.151)
then we have the 4 equations, all of which will be significant. Since we have
the eight unknowns (Xa, Yb) for fixed (RI)
ab then the point of the quadric CQ˜6
uniquely defines the 3-dimensional planar generator CP3(CQ6).
2. If we know all the equations of (14.149) with the conditions
((R1)
ab − (R2)ab)((R1)ab − (R2)ab) = 0, ((R1)ab − (R3)ab)((R1)ab − (R3)ab) = 0,
((R3)
ab − (R4)ab)((R3)ab − (R4)ab) = 0,
(R1)
ab(R2)ab = 0, (R1)
ab(R3)ab = 0, (R1)
ab(R4)ab = 0,
(R2)
ab(R3)ab = 0, (R2)
ab(R4)ab = 0, (R3)
ab(R4)ab = 0,
(14.152)
that from the 16 equations, only 7 from them will be significant (the 8 un-
knowns and the 9 communication conditions). Therefore, the generator CP3(CQ˜6)
will uniquely define the point of the quadric CQ6.
3. If we know the three equations of the system (14.149)
i((R1)
ab − (R2)ab)Yb = 0,
i((R1)
ab − (R3)ab)Yb = 0,
i(R1)
abYb = X
a
(14.153)
with the conditions
((R1)
ab − (R2)ab)((R1)ab − (R2)ab) = 0, ((R1)ab − (R3)ab)((R1)ab − (R3)ab) = 0,
(R1)
ab(R2)ab = 0, (R1)
ab(R3)ab = 0, (R2)
ab(R3)ab = 0,
(14.154)
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that from the 12 equations, only 7 from them will be significant (the 8 un-
knowns and the 5 communication conditions). This means that the generator
CP2(CQ˜6) will uniquely define the point of the quadric CQ6. In this case,
the manifold of the generators CP2(CQ˜6), belonging to a single generator
CP3(CQ˜6), uniquely defines the point of the quadric CQ6.
4. If we know the two equations of the system (14.149){
i((R1)
ab − (R2)ab)Yb = 0,
i(R1)
abYb = X
a (14.155)
with the conditions
((R1)
ab − (Rab2 )((R1)ab − (R2)ab) = 0, (R1)ab(R2)ab = 0, (14.156)
then from the 8 equations, only 6 from them will be significant (the 8 un-
knowns and the 2 communication conditions). This means that the rectilinear
generator CP1 of the quadric CQ˜6 will uniquely define the rectilinear generator
CP1 belonging to the quadric CQ6. In this case, the manifold of generators
CP1(CQ˜6), belonging to the same generator CP3(CQ˜6), defines the beam of
generators CP1(CQ6) belonging to the quadric CQ6 (this beam is a cone). The
center of the beam is determined by the system (14.149).
14.7.1 On the Majorana spinors.
In this subsubsection, it is told about the Majorana condition in terms of an
involution in the spinor space. The conclusion of all results of this subsubsection is
made on the basis [21], [22].
As an illustration, we consider the Infeld-van der Waerden symbols [22, v. 1,
p. 123 (eng)]. Let the Clifford equation, given on the vector space C4 in a special
basis, have the form
ηΛσΨ + ηΨσΛ = 2δΛΨ, (Λ,Ψ, ... = 0, 3). (14.157)
If we specify the real inclusion Hi
Λ : R4(1,3) ⊂ C4 then the involution SAA
′
:=
εA
′B′SAB′
SΛ
Ψ′ η¯Ψ′
A′B′ = ηΛ
BASA
A′SB
B′ , (A,A′, ... = 1, 2). (14.158)
is defined according to Corollary 8.4, Case II). The Infeld-van der Waerden symbols
are determined as follows
gi
AA′ := Hi
ΛηΛ
ABSB
A′ ,
giAD
′ = g¯i
A′D := H¯i
Λ′ η¯Λ′
A′B′S¯B′
D = H¯i
Λ′S¯Λ′
ΛηΛ
DCSC
A′ = Hi
ΛηΛ
DCSC
A′ = gi
DA′ ,
g¯i
A′D = gi
DA′ , (i, j, ... = 0, 3).
(14.159)
By this equation, the involution SB
A′ is introduced in the definition of the symbols
gi
AA′ . The presence of the metric antisymmetric spin-tensor εAB allows to carry out
such the operation with which we can raise and lower the single index only. We now
construct the Dirac operators
γi =
(
0 (gT )iAA′
gi
BB′ 0
)
. (14.160)
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In a special basis, they will have the form
γ0 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , γ1 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 ,
γ2 =

0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0
 , γ3 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 ,
γiγ¯j + γj γ¯i = 2gij,
γiγ¯2 + γ2γ¯i = 0, γ2γ¯2 = −1,
γiγ¯2 + γ2γ¯i = 0, i 6= 2,
γ¯2γiγ¯2 + γ¯2γ2γ¯i = 0,
γ¯2γiγ¯2 = γ¯i,
(14.161)
Accordingly, the involution SA
A′ will generate the involution S for the complex Dirac
operators γ¯i = S¯γiS¯, and in this special basis, it will be executed ||S|| = ||γ2||. Thus,
we can define the Majorana spinor as
ψi = γ2ψ¯i (14.162)
which corresponds to the presentation [21, p. 98, Appendix E (eng)].
In the transition to the space R6(2,4), the Majorana condition will have the form
(A,A′, ... = 1, 4, a, a′, ... = 1, 2) (ηΛAB = −ηΛBA)
SΛ
Λ′ η¯Λ′
A′B′ = ηΛAB (iS˜
AA′)︸ ︷︷ ︸
:=SAA′
(iS˜BB
′
)︸ ︷︷ ︸
:=SBB′
, SAA
′
= −S¯A′A,
X¯A
′
= (X¯a
′
, Y¯b′) = (S¯
a′
aX
a, S¯b′
bYb) =
(
0 S¯a
′
a
S¯b′
b 0
)(
Yb
Xa
)
= S¯A
′AXA.
(14.163)
However, in such the spinor space according to (8.39), there is no metric tensors,
except SAA′ , capable to raise and to lower single indexes. The Majorana condition
for the space R6 will be the same. In this case, we use the systems (a, a′, ... = 1, 4){
iRabYb = X
a,
iRabNb = L
a,
{ −iRabZb = Ta,
−iRabKb = Ma. (14.164)
If our space would be a complex CR6 then this system would establish a one-to-
one correspondence between the respective rectilinear generators of the quadrics.
The representation freedom would be dictated by the homogeneous solution of the
system which would be isotropic. But, because of the real inclusion R6 ⊂ CR6, the
isotropic vectors are represented only by the zero-vector.
Rab = −i
Y kYk
(XdYcε
abcd + 2X [aY b ]), Rab = −i
NkNk
(LdNcε
abcd + 2L[aN b ]),
Zb := Y b = Sbb
′
Y¯b′ , Ta := Xa = Saa′X¯
a′ , Kb := N b = Sbb
′
N¯b′ , Ma := La = Saa′L¯
a′ ,
XaYa = 0, L
aNa = 0.
(14.165)
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Therefore, one can establish the one-to-one correspondence between a point of the
quadric CQ˜6 and a rectilinear generator CP1(CQ6). Since on a rectilinear gener-
ator of the quadrics CQ6 (the left system (14.164)), we construct the conjugate
rectilinear generator CP1(CQ6) (the right system (14.164)) then this will define the
3-dimensional planar generator CP3(CQ6) which will uniquely identify the point
to the coordinates Rab on the quadric CQ˜6. This is the geometric meaning of the
Majorana condition for the inclusion R6 ⊂ CR6.
XaXa + Y
aYa(−1
4
RabRab) = 0, L
aLa +N
aNa(−1
4
RabRab) = 0. (14.166)
(Obviously, RabRab > 0, X
aXa = Saa′X
aX¯a
′
> 0, Y aYa = Saa′Y
aY¯ a
′
> 0 for
nonzero vectors.) The condition can be rewritten as follows
(Xa, Yb)(Xa,
−XdXd
Y cYc
Y b) = 0, (La, Nb)(La,
−LdLd
N cNc
N b) = 0. (14.167)
Incidentally, Rab is a null vector of the isotropic cone of the space R8(1,7). The
corresponding quadric cut out by a section of the cone.
Example 14.1. Thus, let Y kYk = 2, X
aYa = 0 then in the special basis
iR12 = −i R34 = X [ 1Y 2 ] +X [ 3Y 4 ], iR13 = i R24 = X [ 1Y 3 ] −X [ 2Y 4 ],
iR14 = −i R23 = X [ 1Y 4 ] +X [ 2Y 3 ].
(14.168)
14.7.2 Theorem on two quadrics.
In this subsubsection, it is told about how to interpret the Cartan triality principle
on the basis of previous results and to bring them together. The conclusion of all
results of this subsubsection is made on the basis [6], [29], [30, v. 2, p. 258 (rus)].
Thus, the theorem is proved.
Theorem 14.3. (the triality principle for the two B-cylinders).
In the projective space CP7, there are two quadrics (two B - cylinders) with the
following main properties
1. The planar generator CP3 of a one quadric will define one-to-one the point R
on the other quadric.
2. The planar generator CP2 of a one quadric will uniquely define the point R on
the other quadric. But the point R of the second quadric can be associated to
the manifold of planar generators CP2 belonging to the same planar generator
CP3 of the first quadric.
3. The rectilinear generator CP1 of a one quadric will define one-to-one the rec-
tilinear generator CP1 of the other quadric. And all the rectilinear generators
belonging to the same planar generator CP3 of the first quadric define the beam
centered at R belonging to the second quadric.
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This theorem is actually the generalization of the Klein correspondence. Prove
this.
Proof.
On the quadric CQ6, we consider only those generators which have the form XA =
(0, Yb). The manifold of such generators is diffeomorphic to CP3. In this case,
each generator can be associated to the point of the quadric CQ4 ⊂ CQ˜6. Then
RabYb = 0. Until the end of the proof, we set A,B,A
′,B′, ...= 1, 2. In addition,
we consider the spinor representation of a twistor according to [22, eq. (6.1.24) and
(6.2.18) (eng)].
Yb = (piB, ω¯
B′),
Rab = const
( −1
2
εABrcr
c iRAB’
−iR¯A′B ε¯A′B′
)
.
(14.169)
Therefore, the equation RabYb = 0 can be rewritten as a system of two equations{ −1
2
εABrcr
cpiB + iR
A
B′ω¯
B′ = 0,
−iR¯A′BpiB + ε¯A′B′ω¯B′ = 0,
(14.170)
and only one of them will be significant
irAA
′
p¯iA′ = ω
A. (14.171)
Here we use the operation of conjugation and the metric spin-tensor ε¯A’B’, εAB with
the help of which spinor indices rise and lover. This spinors pass each other by the
conjugation. This defines the system{
irAA
′
p¯iA′ = ω¯
A′ ,
irAA
′
η¯A′ = ξ
A,
Yb = (piB, ω¯
B′), Tb = (ηB, ξ¯
B′). (14.172)
This system coincides with the system [22, eq. (6.2.14)] which, in turn, leads to the
Klein correspondence.
It should be noted in conclusion that from this theorem, the Cartan triality
principle implies: There are the 3 diffeomorphic manifolds:
1. the manifold of all points of the quadric;
2. the manifold of I-family maximal planar generators;
3. the manifold of II-family maximal planar generators.
This is true, because the two constructed quadrics can be identified, for example, by
means of the spin-tensor PΛ
L. The manifold of points of the quadric is diffeomorphic
to the maximal planar generator manifold. In addition, since the Cartan triality
principle is performed then the operators ηiKL for the inclusion R8 ⊂ C8 define the
octave algebra. This assertion is based on the results given in the monography [22,
v. 2, pp. 460-462] which deals with the structure constants of this algebra.
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14.8 Explicit construction of the Lie spin-operators for n=4.
In this subsection, it is told about how possible in a certain basis to get a repre-
sentation of the operators P with which the help we can construct the spinor analog
of the Lie operators. The conclusion of all results of this subsection is made on the
basis [9], [22, v. 2, pp. 101-103 (eng)].
Let on the space R8(4,4), the metric
dS2 = −dU2 + dS2 + dV 2 − dW 2 + dX2 − dY 2 − dT 2 + dZ2 (14.173)
be given then in some basis, the connecting operators ηΛ
KL have the form
η3
12 = 1√
2
, η3
34 = 1√
2
, η4
12 = 1√
2
, η4
34 = − 1√
2
,
η3
78 = 1√
2
, η3
56 = 1√
2
, η4
78 = 1√
2
, η4
56 = − 1√
2
,
η7
14 = 1√
2
, η7
23 = − 1√
2
, η8
14 = 1√
2
, η8
23 = 1√
2
,
η7
67 = 1√
2
, η7
58 = − 1√
2
, η8
67 = 1√
2
, η8
58 = 1√
2
,
η6
13 = 1√
2
, η6
24 = 1√
2
, η5
13 = 1√
2
, η5
24 = − 1√
2
,
η6
68 = − 1√
2
, η6
57 = − 1√
2
, η5
68 = − 1√
2
, η5
57 = 1√
2
,
η2
15 = 1√
2
, η2
51 = 1√
2
, η1
15 = − 1√
2
, η1
51 = 1√
2
,
η2
26 = 1√
2
, η2
62 = 1√
2
, η1
26 = − 1√
2
, η1
62 = 1√
2
,
η2
37 = 1√
2
, η2
73 = 1√
2
, η1
37 = − 1√
2
, η1
73 = 1√
2
,
η2
48 = 1√
2
, η2
84 = 1√
2
, η1
48 = − 1√
2
, η1
84 = 1√
2
,
(14.174)
and the significant coordinates of the operators ηΛKL will be such that
η312 =
1√
2
, η334 =
1√
2
, η412 =
1√
2
, η434 = − 1√2 ,
η378 =
1√
2
, η356 =
1√
2
, η478 =
1√
2
, η456 = − 1√2 ,
η714 =
1√
2
, η723 = − 1√2 , η814 = 1√2 , η823 = 1√2 ,
η767 =
1√
2
, η758 = − 1√2 , η867 = 1√2 , η858 = 1√2 ,
η613 =
1√
2
, η624 =
1√
2
, η513 =
1√
2
, η524 = − 1√2 ,
η668 = − 1√2 , η657 = − 1√2 , η568 = − 1√2 , η557 = 1√2 ,
η215 =
1√
2
, η251 =
1√
2
, η115 = − 1√2 , η151 = 1√2 ,
η226 =
1√
2
, η262 =
1√
2
, η126 = − 1√2 , η162 = 1√2 ,
η237 =
1√
2
, η273 =
1√
2
, η137 = − 1√2 , η173 = 1√2 ,
η248 =
1√
2
, η284 =
1√
2
, η148 = − 1√2 , η184 = 1√2 .
(14.175)
Therefore, in the same basis,
√
2 ‖ PΛ˜
˜˜B ‖= √2 ‖ P Λ˜˜˜B ‖=
1 0 0 0 −1 0 0 0
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 1 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 −1
0 0 0 1 0 0 0 1

,

1 0 0 0 −1 0 0 0
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 1 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 −1
0 0 0 1 0 0 0 1

.
(14.176)
Hence, Algorithm 8.1 will take the form
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Algorithm 14.1.
1. On the first step, as the operators (6.24) and (6.30), it is used the operators
1√
2
(
ei
pi
8 δa˜˜a 0 ±iei
pi
8 εa˜˜p 0
0 e−i
pi
8 δc
˜˜c 0 ∓e−ipi8 εc˜˜q
)
︸ ︷︷ ︸
:=( ˜˜m1± )A ˜˜A
·
·

α1ε
˜˜a
˜˜
b ηα
˜˜a
˜˜
d
γ1δ
˜˜a
˜˜
k
0
−(ηT )α˜˜c
˜˜
b β1ε˜˜c˜˜d 0 γ1δ˜˜c
˜˜
l
δ1δ˜˜p
˜˜
b 0 β1ε˜˜p˜˜k ηα˜˜p
˜˜
l
0 δ1δ
˜˜q
˜˜
d
−(ηT )α˜˜q˜˜k α1ε
˜˜q
˜˜
l

︸ ︷︷ ︸
ηΛ˜
˜˜A˜˜B
1√
2

0 ei
pi
8 ε˜˜
bd
−e−ipi8 ε˜˜db 0
0 ±eipi8 δ˜˜k d
∓e−ipi8 iδ˜˜
l
b 0

︸ ︷︷ ︸
:=(m˜T1± )˜˜B
B
=
=

ηα
ab e
ipi
4
2
((−α1 − iβ1)± (γ1 − iδ1))︸ ︷︷ ︸
:=(φ1± )
δad
ie−i
pi
4
2
((−α1 − iβ1)∓ (γ1 − iδ1))︸ ︷︷ ︸
:=(ψ1± )
δc
b −(ηT )αcd

︸ ︷︷ ︸
:=η1± Λ˜AB
,
α1 =
1
2
(η3 + η4), β1 =
1
2
(η3 − η4), γ1 = 12(η2 − η1), δ1 = 12(η2 + η1).
(14.177)
Here, ε
˜˜a
˜˜
b is the antisymmetric metric spin-tensor for the connecting operators ηα˜˜p
˜˜
l
(a, b, ...,˜˜a,˜˜b, ... = 1, 2, Λ˜, ..., ˜˜A, ˜˜B , ... = 1, 8, A,B, ... = 1, 4).
2. On the second step, as the operators (6.24) and (6.30), it is used the operators
1√
2
(
ei
pi
8 ±ieipi8 0 0
0 0 e−i
pi
8 ±e−ipi8
)
︸ ︷︷ ︸
:=( ˜˜m2± )A ˜˜A
·
·

α2 γ2 φ1± 0
δ2 β2 0 φ1±
ψ1± 0 −β2 γ2
0 ψ1± δ2 −α2

︸ ︷︷ ︸
(η1± )Λ˜
˜˜A˜˜B
1√
2

ei
pi
8 0
±eipi8 0
0 e−i
pi
8
0 ∓ie−ipi8

︸ ︷︷ ︸
:=(m˜T2± )˜˜B
B
=
=

ei
pi
4
2
((α2 + iβ2)± (γ2 + iδ2))︸ ︷︷ ︸
:=φ2±
ei
pi
4
2
((−α1 − iβ1)± (γ1 − iδ1))︸ ︷︷ ︸
:=φ1±
ie−i
pi
4
2
((−α1 − iβ1)∓ (γ1 − iδ1))︸ ︷︷ ︸
:=ψ1±
ie−i
pi
4
2
((α2 + iβ2)∓ (γ2 + iδ2))︸ ︷︷ ︸
:=ψ2±

︸ ︷︷ ︸
:=(η1,2,3,4)Λ˜
AB
,
α2 =
1
2
(η7 + η8), β2 =
1
2
(η7 − η8), γ2 = 12(−η6 − η5), δ2 = 12(η6 − η5).
(14.178)
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(Λ˜, ... = 1, 8, ˜˜A, ˜˜B , ... = 1, 4, A,B, ... = 1, 2).
3. For the tangent space, the operators mΛ
Λ˜ have the form
mΛ
Λ˜ := 1√
2

−i 1 0 0 0 0 0 0
0 0 −i −1 0 0 0 0
0 0 0 0 i 1 0 0
0 0 0 0 0 0 i 1
 ,
mΛΛ˜ :=
1√
2

i 1 0 0 0 0 0 0
0 0 i −1 0 0 0 0
0 0 0 0 −i 1 0 0
0 0 0 0 0 0 −i 1
 .
(14.179)
Then the operators
1
2
(
1√
2
(η8 + iη7)︸ ︷︷ ︸
:=(ηC)4
∓ 1√
2
(η6 + iη5)︸ ︷︷ ︸
:=(ηC)3
) 1
2
(
1√
2
(−η4 − iη3)︸ ︷︷ ︸
:=(ηC)2
± 1√
2
(η2 − iη1)︸ ︷︷ ︸
:=(ηC)1
)
1
2
(
1√
2
(−η4 − iη3)︸ ︷︷ ︸
:=(ηC)2
∓ 1√
2
(η2 − iη1)︸ ︷︷ ︸
:=(ηC)1
) 1
2
(
1√
2
(η8 + iη7)︸ ︷︷ ︸
:=(ηC)4
± 1√
2
(η6 + iη5)︸ ︷︷ ︸
:=(ηC)3
)

︸ ︷︷ ︸
:=(η1,2,3,4)ΛAB
(14.180)
will be the connecting operators for the complex representation (n=4). Thus, it is
constructed the transition from the real representation of the connecting operators
for n = 8 to their complex counterparts for n = 4.
Thus, the operators 2((M˜∗K)
T )˜˜A
A, according to (6.33) and Algorithm 8.1, have
the form
0 0 0 ei
pi
8
0 0 −eipi8 0
0 −e−ipi8 0 0
e−i
pi
8 0 0 0
0 0 p1e
ipi
8 0
0 0 0 p1e
ipi
8
−p1ie−ipi8 0 0 0
0 −p1ie−ipi8 0 0


ei
pi
8 0
p2e
ipi
8 0
0 e−i
pi
8
0 −p2ie−ipi8
 =

0 −p2i
0 −1
−p2 0
1 0
0 p1
0 −p1p2i
−p1i 0
−p1p2i 0

.
(14.181)
In this case, p1, p2 are taking one of the two values ±1 providing the 4 different
variants of M˜∗K . It remains to apply these operators and the operators mΛ
Λ˜, m¯Λ′
Λ˜
to the operators PΛ˜
˜˜A
(P ∗K)Λ
A := 1+i
4

0 p1 − p2
0 1− p1p2
p1 − p2 0
1− p1p2 0
 , (P¯ ∗K)Λ′A := 1−i4

0 p1 + p2
0 1 + p1p2
−p1 − p2 0
1 + p1p2 0
 ,
(14.182)
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(PK)
Λ
A :=
1−i
4

0 p1 − p2
0 1− p1p2
p1 − p2 0
1− p1p2 0
 , (P¯K)Λ′A := 1+i4

0 p1 + p2
0 1 + p1p2
−p1 − p2 0
1 + p1p2 0
 .
(14.183)
Note 14.2. (P ∗K)Λ
A 6= (PK)ΛA = gΛΨ(PK)ΛBεAB where εAB is the antisymmetric
metric spinor.
It is obvious that for the 4 variants K = 1, 4, the two will be significantly
only: (P ∗2 )Λ
A, (P ∗3 )Λ
A and (P¯ ∗1 )Λ′
A, (P¯ ∗4 )Λ′
A (Λ, ... = 1, 4). Under the condition
of the ordinary and covariant differentiation constancy of such the operators, the
connection coefficients ΓΛ˜Ψ
Φ decay into the 8 significant components
ΓΛ˜Ψ
Φ →

(ΓK)ΛA
B := ΓΛΨ
Φ(PK)
Ψ
A(P
∗
K)Φ
B,
(ΓK)ΛA′
B′ := ΓΛΨ
Φ(PK)
Ψ
A′(P
∗
K)Φ
B′ ,
(Γ¯K)Λ′A′
B′ := Γ¯Λ′Ψ′
Φ′(P¯K)
Ψ′
A′(P¯
∗
K)Φ′
B′ ,
(Γ¯K)Λ′A
B := Γ¯Λ′Ψ′
Φ′(P¯K)
Ψ′
A(P¯
∗
K)Φ′
B.
(14.184)
In turn, the coefficients ΓΛ˜Ψ
Φ are defined by the equation ∇Λ˜mΨΨ˜ = 0. Thus,
Theorems 11.2, 11.3 remain valid in this case. In the case of a real inclusion, with
the help of the operators Hi
Λ, under the condition of the covariant and ordinary
differentiation constancy of the operators (P ∗2 )i
A, (P ∗3 )i
A and (P ∗1 )i
A, (P ∗4 )i
A, the
connection coefficients ΓΛ˜i
j decay into the 4 significant components
ΓΛ˜i
j →
{
(ΓK)kA
B := Γki
j(PK)
i
A(P
∗
K)j
B,
(Γ¯K)kA′
B′ := Γki
j(P¯K)
i
A′(P¯
∗
K)j
B′ .
(14.185)
However, the real condition restricts the choice of the spinor X
˜˜A in the determination
of the operators PΛ˜
˜˜A
X
˜˜A = S˜˜˜B
˜˜AX
˜˜B , X
˜˜A = ˜˜S
˜˜B ˜˜AX˜˜B , (14.186)
where S˜˜˜B
˜˜A (S
˜˜B ˜˜A) is a real representation of the complex involution S˜B
A′ (S˜BA
′
)
which is the image of the involution SΛ
Ψ′ in the tangent space by Corollary 8.4. We
need to add that there is the non-special orthogonal transformation
(−ηΛηΨ + δΛΨ)ηΨAB = ηΛBA (14.187)
performing the transposition of the connecting operators (14.85).
Example 14.2. Consider the inclusion R4(1,3) ⊂ C4 with
H¯i
Λ′ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −i
 , H iΛ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −i
 , SΛΛ′ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 .
(14.188)
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For the values of the complex representation operators from Algorithm 14.1, the
metric takes the form
gΛΨ =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 , gij =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (14.189)
Then the definition (14.182) will have the form
(P ∗K)i
A := 1+i
4

0 p1 − p2
0 1− p1p2
p1 − p2 0
i(1− p1p2) 0
 , (PK)iA := 1−i4

0 p1 − p2
0 1− p1p2
p1 − p2 0
−i(1− p1p2) 0
 .
(14.190)
Since xi := (P2)
i
A(X2)
A + (P3)
i
A(X3)
A then from the equations (6.33), (14.84)
and Corollary (8.3) imply that (XK)
A := xi(P ∗K)i
A, (X∗K)A := x
i(PK)iA; then from
the equations (6.33), (14.84), Corollary (8.3) and the condition (MK)
iA(MK)iA =
0, (M∗K)
iA(M∗K)iA = 0 (see (14.181)) imply that (X
∗
2 )C = (P2)
i
C(P3)iB(X3)
B.
Therefore, we can construct the one-to-one mapping (a, b, ... = 1, 4)
xi · ((P ∗2 )iA, (P ∗3 )iB)︸ ︷︷ ︸
:=Pia
= ((X2)
A, (X3)
B)︸ ︷︷ ︸
:=Xa
, xi · ((P2)iA, (P3)iB)︸ ︷︷ ︸
:=Pia
= ((X∗2 )A, (X
∗
3 )B)︸ ︷︷ ︸
:=Xa
.
(14.191)
Then on the spin-pair Xa = ((X2)
A, (X3)
B), the metric and the involution of the
form
εab =
(
0 (P2)
i
A(P3)iB
(P3)
i
C(P2)iD 0
)
=

0 0 −i 0
0 0 0 i
−i 0 0 0
0 i 0 0
 ,
Sa
b′ =
(
(P2)
i
A(P¯
∗
2 )i
C′ (P2)
i
A(P¯
∗
3 )i
D′
(P3)
i
B(P¯
∗
2 )i
C′ (P3)
i
A(P¯
∗
3 )i
D′
)
=

0 0 i 0
0 −i 0 0
i 0 0 0
0 0 0 −i

(14.192)
are defined. Therefor, it is possible to construct Lie pair-spin operators
Lx(Y )
a = xi∇iY a − P jbY bPia∇jxi, LX(Y )a = Xc∇cY a − Y c∇cXa. (14.193)
Note, that the expansion xi := (P2)
i
A(X2)
A + (P3)
i
A(X3)
A is an one of the vector
into the two isotropic vectors. And for the isotropic vectors, Lie spinor operators
were constructed in [22, v. 2, pp. 101-103 (eng)].
The restricted Lorentz transformation converts the vector xi to the vector x˜i. This
induces the spinor transformation: (XK)
A 7−→ (X˜K)A. The spinor transformations
act on the operators (P ∗K)i
A, (PK)
i
A, more precisely, on the controlling spinor X
˜˜A
appearing in the definition (11.59) of such the operators. In turn, this induces the
spin-pair transformation of the spin-pair Xa = ((X2)
A, (X3)
B) 7−→ X˜a.
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16 Appendix
16.1 Proof of the metric tensor and involution relations
We need to prove the identity (8.19).
Case I)., the metric tensor εAB = −εBA.
ηΛ
A1B1εA1A(n/2+q+1)εB1B(n/2+q+1) =
= ηΛ
A1B1(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε1)A1A2(ε2)
A3A2
(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...(ε1)B1B2(ε2)
B3B2 =
= (−ηΛB2A2 + (η1)Λε1A2B2)(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε2)A3A2
(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...(ε2)
B3B2 =
= −(−ηΛA3B3 + (η2)Λε2A3B3)(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...
(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...+ (η1)Λ(ε1)A(n/2+q+1)B(n/2+q+1) =
= ηΛ
A3B3(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...+
+
2∑
Q=1
(ηQ)Λ(εQ)A(n/2+q+1)B(n/2+q+1) =
= −ηΛB(n/2+q+1)A(n/2+q+1) +
n/2+q∑
Q=1
(ηQ)Λ(εQ)A(n/2+q+1)B(n/2+q+1) =
= ηΛA(n/2+q+1)B(n/2+q+1) .
(16.1)
Case I)., the metric tensor ε˜AB = ε˜BA.
ηΛ
A1B1 ε˜A1A(n/2+q˜+1) ε˜B1B(n/2+q˜+1) =
= ηΛ
A1B1(ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1) ...(ε1˜)A1A2(ε2˜)
A3A2
(ε ˜(n/2+q˜))B(n/2+q˜)B(n/2+q˜+1) ...(ε1˜)B1B2(ε2˜)
B3B2 =
= (ηΛB2A2 + (η1˜)Λε1˜A2B2)(ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1) ...(ε2˜)
A3A2
(ε ˜(n/2+q˜))B(n/2+q˜)B(n/2+q˜+1) ...(ε2˜)
B3B2 =
= (ηΛ
A3B3 + (η2˜)Λε2˜
B3A3)(ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1) ...(ε ˜(n/2+q˜))B(n/2+q˜)B(n/2+q˜+1) ...+
+(η1˜)Λ(ε1˜)A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛ
A3B3(ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1) ...(ε ˜(n/2+q˜))B(n/2+q˜)B(n/2+q˜+1) ...+
+
2∑˜
Q=1
(ηQ˜)Λ(εQ˜)A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛB(n/2+q˜+1)A(n/2+q˜+1) +
n/2+q˜∑˜
Q=1
(ηQ˜)Λ(εQ˜)A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛA(n/2+q˜+1)B(n/2+q˜+1) .
(16.2)
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Case II)., the involution EA
BEB
C = −δAC .
ηΛ
A1B1EA1
A(n/2+q)EB1
B(n/2+q+1) =
= ηΛ
A1B1(ε(n/2+q))
A(n/2+q)A(n/2+q+1) ...(ε1)A1A2(ε2)
A3A2
(ε(n/2+q))
B(n/2+q)B(n/2+q+1) ...(ε1)B1B2(ε2)
B3B2 =
= (−ηΛB2A2 + (η1)Λε1A2B2)(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε2)A3A2
(ε(n/2+q))
B(n/2+q)B(n/2+q+1) ...(ε2)
B3B2 =
= −(−ηΛA3B3 + (η2)Λε2A3B3)(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...−
−(η1)Λ(ε1)A(n/2+q+1)B(n/2+q+1) =
= ηΛ
A3B3(ε(n/2+q))
A(n/2+q)A(n/2+q+1) ...(ε(n/2+q))
B(n/2+q)B(n/2+q+1) ...−
−
2∑
Q=1
(ηQ)Λ(εQ)
A(n/2+q+1)B(n/2+q+1) =
= ηΛ
A(n/2+q+1)B(n/2+q+1) −
n/2+q∑
Q=1
(ηQ)Λ(εQ)
A(n/2+q+1)B(n/2+q+1) =
= −ηΛB(n/2+q+1)A(n/2+q+1) .
(16.3)
Case II)., the involution E˜A
BE˜B
C = −δAC .
ηΛ
A1B1E˜A1
A(n/2+q˜+1)E˜B1
B(n/2+q˜+1) =
= ηΛ
A1B1(ε ˜(n/2+q˜))
A(n/2+q˜+1)A(n/2+q˜) ...(ε1˜)A1A2(ε2˜)
A3A2
(ε ˜(n/2+q˜))
B(n/2+q˜+1)B(n/2+q˜) ...(ε1˜)B1B2(ε2˜)
B3B2 =
= (ηΛB2A2 + (η1˜)Λε1˜A2B2)(ε ˜(n/2+q˜))
A(n/2+q˜+1)A(n/2+q˜) ...(ε2˜)
A3A2
(ε ˜(n/2+q˜))
B(n/2+q˜+1)B(n/2+q˜) ...(ε2˜)
B3B2 =
= (ηΛ
A3B3 + (η2˜)Λε2˜
B3A3)(ε ˜(n/2+q˜))
A(n/2+q˜+1)A(n/2+q˜) ...(ε ˜(n/2+q˜))
B(n/2+q˜+1)B(n/2+q˜) ...+
+(η1˜)Λ(ε1˜)A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛ
A3B3(ε ˜(n/2+q˜))
A(n/2+q˜+1)A(n/2+q˜) ...(ε ˜(n/2+q˜))
B(n/2+q˜+1)B(n/2+q˜) ...+
+
2∑˜
Q=1
(ηQ˜)Λ(εQ˜)
A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛ
A(n/2+q˜+1)B(n/2+q˜+1) +
n/2+q˜∑˜
Q=1
(ηQ˜)Λ(εQ˜)
B(n/2+q˜+1)A(n/2+q˜+1) =
= ηΛ
B(n/2+q˜+1)A(n/2+q˜+1) .
(16.4)
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16.2 Proof of the connecting operator relations
We need to prove the identity (8.27)
ηΛ
ABηΨADη
ΩCDηΘCB =
N
4
(gΛΨg
ΩΘ + δΛ
ΘδΨ
Ω − δΨΘδΛΩ). (16.5)
1. First step.
ηΛ
ABηΨ
CD(εP )AD(εQ)BC =
N
4
((ηQ)Ψ(ηP )Λ + (ηQ)Λ(ηP )Ψ), P 6= Q.
ηΛAD(εP )
AB(εQ)BCηΨ
CD = N
4
((ηQ)Ψ(ηP )Λ − (ηQ)Λ(ηP )Ψ), P 6= Q.
(16.6)
Proof.
ηΛ
ABηΨ
CD(εP )AD(εQ)BC = (ηΛ
BA +
∑˜
P
(εP˜ )
AB(ηP˜ )Λ)ηΨ
CD(εP )AD(εQ)BC =
= ηΛ
BA(ηΨ
DC +
∑˜
P
(εP˜ )
CD(ηP˜ )Ψ)(εP )AD(εQ)BC+
+
∑˜
P
(εP˜ )
AB(ηP˜ )ΛηΨ
CD(εP )AD(εQ)BC = ηΛ
BAηΨ
DC(εP )AD(εQ)BC+
+
∑˜
P
((εP˜ )
AB(ηP˜ )ΛηΨ
CD(εP )AD(εQ)BC + (εP˜ )
CD(ηP˜ )ΨηΛ
BA(εP )AD(εQ)BC).
(16.7)
(a) First step.
ηΛ
BAηΨ
DC(εP )AD(εQ)BC =
N
2
(ηP )Λ(ηQ)Ψ − (εP )BAηΨDCηΛAD(εQ)BC =
= N
2
(ηP )Λ(ηQ)Ψ + (εQ)
BAηΨ
DCηΛAD(εP )BC =
= N
2
((ηP )Λ(ηQ)Ψ + (ηQ)Λ(ηP )Ψ)− ηΛBAηΨDC(εQ)AD(εP )BC .
(16.8)
ηΛ
BAηΨ
DC(εP )AD(εQ)BC =
N
2
((ηP )Λ(ηQ)Ψ + (ηQ)Λ(ηP )Ψ)− ηΛBAηΨDC(εQ)AD(εP )BC . (16.9)
(b) Second step.
(εP˜ )
AD(εP )AB(εQ˜)
CB(εQ)CD
P˜ 6=Q˜
= −(εQ˜)AD(εP )AB(εP˜ )CB(εQ)CD =
−(εQ˜)BC(εP )BA(εP˜ )DA(εQ)DC .
(16.10)
(εP˜ )
AD(εP )AB(εQ˜)
CB(εQ)CD
P˜ 6=Q˜
= 0. (16.11)
(c) Third step.
ηΛ
AD(εP )AB(εP˜ )
CB(εQ)CD = −ηΛKL(εQ˜)KD(εQ˜)AL(εP )AB(εP˜ )CB(εQ)CD =
= ηΛKL(εQ˜)
KD(εP )
AL(εP˜ )AB(εQ)
CB(εQ˜)CD = ηΛKL(εP )
AL(εP˜ )AB(εQ)
KB =
= −ηΛAD(εP )KD(εP˜ )AB(εQ)KB = −ηΛAD(εQ)CD(εP )AB(εP˜ )CB.
(16.12)
ηΛ
AD(εP )AB(εP˜ )
CB(εQ)CD = 0. (16.13)
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2. Second step.
ηΛ
ABηΨADη
ΩCD(εQ)BC =
N
4
(gΛΨ(ηQ)
Ω + (ηQ)
ΛδΨ
Ω − (ηQ)ΨδΛΩ). (16.14)
Proof.
ηΛ
ABηΨADη
ΩCD(εQ)BC =
= ηΛ
ABηΨAD(−ηΩKL(εP )KD(εP )CL + (ηP )Ω(εP )CD)(εQ)BC =
= −ηΛAB(−ηΨKM(εP )MA + (ηP )ΨδAK)(εQ)BC(εP )CLηΩKL+
+(ηP )
ΩN
4
((ηP )Ψ(ηQ)Λ − (ηP )Λ(ηQ)Ψ) =
= (−ηΛNM(εP )NB + (ηP )ΛδMB)ηΨKM(εQ)BC(εP )CLηΩKL−
−N
4
(ηP )Ψ((ηQ)Λ(ηP )
Ω − (ηQ)Ω(ηP )Λ) + N4 (ηP )Ω((ηP )Ψ(ηQ)Λ + (ηP )Λ(ηQ)Ψ) =
= ηΛNMηΨ
KMηΩKL(εQ)
LN + N
4
(ηP )Λ((ηQ)Ψ(ηP )
Ω︸ ︷︷ ︸
1
− (ηP )Ψ(ηQ)Ω︸ ︷︷ ︸
2
)−
−N
4
(ηP )Ψ((ηQ)Λ(ηP )
Ω︸ ︷︷ ︸
3
− (ηQ)Ω(ηP )Λ︸ ︷︷ ︸
2
) + N
4
(ηP )
Ω((ηP )Ψ(ηQ)Λ︸ ︷︷ ︸
3
− (ηP )Λ(ηQ)Ψ︸ ︷︷ ︸
1
) =
= (−ηΛAL(εQ)AM + (ηQ)ΛδML)ηΨKMηΩKL =
= −ηΛAL(−ηΨAD(εQ)DK + (ηQ)ΨδAK)ηΩKL + N2 (ηQ)ΛδΨΩ =
= ηΛ
ALηΨAD(−ηΩCD(εQ)CL + (ηQ)ΩδLD) + N2 ((ηQ)ΛδΨΩ − (ηQ)ΨδΛΩ) =
= −ηΛABηΨADηΩCD(εQ)CB + N2 (gΛΨ(ηQ)Ω + (ηQ)ΛδΨΩ − (ηQ)ΨδΛΩ).
(16.15)
ηΛ
ABηΩCBηΨ
CD(εQ)AD =
N
4
(−gΛΨ(ηQ)Ω + (ηQ)ΛδΨΩ + (ηQ)ΨδΛΩ).
(16.16)
3. Third step.
ηΛ
ABηΨADη
ΩCDηΘCB =
N
4
(gΛΨg
ΩΘ + δΛ
ΘδΨ
Ω − δΨΘδΛΩ). (16.17)
Proof.
ηΛ
ABηΨADη
ΩCDηΘCB =
= ηΛ
ABηΨADη
ΩCD(−ηΘKL(εQ)KB(εQ)LC + (ηQ)Θ(εQ)BC) =
= −ηΛABηΨAD(−ηΩML(εQ)MD + (ηQ)ΩδLD)(εQ)KBηΘKL+
+(ηQ)
ΘN
4
(gΛΨ(ηQ)
Ω + (ηQ)ΛδΨ
Ω − (ηQ)ΨδΛΩ) =
= ηΛ
AB(−ηΨMN(εQ)NA + (ηQ)ΨδAM)ηΩMLηΘKL(εQ)KB+
+N
4
(ηQ)
Θ(gΛΨ(ηQ)
Ω + (ηQ)ΛδΨ
Ω − (ηQ)ΨδΛΩ)−
−N
4
(ηQ)
Ω(gΛΨ(ηQ)
Θ + (ηQ)ΛδΨ
Θ − (ηQ)ΨδΛΘ) =
= −(−ηΛSN(εQ)SB + (ηQ)ΛδNB)ηΨMNηΩMLηΘKL(εQ)KB + N4 (ηQ)Θ(gΛΨ(ηQ)Ω+
+(ηQ)ΛδΨ
Ω − (ηQ)ΨδΛΩ)− N4 (ηQ)Ω(gΛΨ(ηQ)Θ + (ηQ)ΛδΨΘ − (ηQ)ΨδΛΘ)+
+N
4
(ηQ)Ψ(δΛ
Ω(ηQ)
Θ + (ηQ)Λg
ΩΘ − (ηQ)ΩδΛΘ) = ηΛSNηΨMNηΩMLηΘSL+
+N
4
(ηQ)
Θ(gΛΨ(ηQ)
Ω︸ ︷︷ ︸
1
+ (ηQ)ΛδΨ
Ω︸ ︷︷ ︸
2
− (ηQ)ΨδΛΩ)︸ ︷︷ ︸
3
−N
4
(ηQ)
Ω(gΛΨ(ηQ)
Θ︸ ︷︷ ︸
1
+ (ηQ)ΛδΨ
Θ︸ ︷︷ ︸
4
−
− (ηQ)ΨδΛΘ)︸ ︷︷ ︸
5
+N
4
(ηQ)Ψ(δΛ
Ω(ηQ)
Θ︸ ︷︷ ︸
3
+ (ηQ)Λg
ΩΘ︸ ︷︷ ︸
6
− (ηQ)ΩδΛΘ)︸ ︷︷ ︸
5
−N
4
(ηQ)Λ(δΨ
Ω(ηQ)
Θ︸ ︷︷ ︸
2
+
+ (ηQ)Ψg
ΩΘ︸ ︷︷ ︸
6
− (ηQ)ΩδΨΘ)︸ ︷︷ ︸
4
=
= −ηΨADηΩCDηΘCBηΛAB + N2 (gΛΨgΩΘ + δΛΘδΨΩ − δΨΘδΛΩ).
(16.18)
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16.3 Proof of the infinitesimal transformation relations
We need to prove the identity (10.5).
1. Case 1).
SΛ
ΨηΨ
AB = −ηΛCDSCAEDKSKMEMB,
TΛ
ΨηΨ
AB = ηΛ
CBTC
A − ηΛADEDKTKMEMB,
(ηI)
ΛTΛ
ΨηΨ
AB = (εI)
CBTC
A − (εI)ADEDKTKMEMB,
ED
KTK
MEM
B = (εI)
CBTC
A(εI)AD − (ηI)ΛTΛΨηΨAB(εI)AD,
TΛ
ΨηΨ
AB = ηΛ
CBTC
A − ηΛAD(εI)KBTKM(εI)MD + ηΛAD(εI)MD(ηI)ΩTΩΦηΦMB,
TC
A = −ECBTBDEDA.
(16.19)
2. Case 2).
SΛ
ΨηΨ
AB = ηΛ
CDSC
A(ηI)
ΩSΩ
ΦηΦ
KBεKLSX
LεMX(εI)MD,
TΛ
ΨηΨ
AB =
= ηΛ
CBTC
A + ηΛ
AD(ηI)
ΩTΩ
ΦηΨ
KB(εI)KD + ηΛ
AD(εI)
KBεKLTX
LεMX(εI)MD,
TΛ
ΨηΨ
AB = ηΛ
CBTC
A − ηΛAD(εI)KBTKM(εI)MD + ηΛAD(εI)MD(ηI)ΩTΩΦηΦMB,
TA
K = −TCDεADεKC .
(16.20)
Substitute in this equation
TC
A =
1
2
TΘΦηΦ
ABηΘCB (16.21)
and obtain
TΛ
ΨηΨ
AB = 1
2
(ηΛ
CBTΘΦηΦ
ADηΘCD − ηΛAD(εI)KBTΘΦηΦMNηΘKN(εI)MD)+
+ηΛ
AD(εI)MD(ηI)
ΩTΩ
ΦηΦ
MB = 1
2
(TΛ
ΦηΦ
AB − ηΛCDTΘΦηΦADηΘCB−
−ηΛAD(ηI)ΘTΘΦηΦMB(εI)MD + ηΛADTΘΦηΘLB(εI)LNηΦMN(εI)MD)+
+ηΛ
AD(εI)MD(ηI)
ΩTΩ
ΦηΦ
MB = 1
2
(TΛ
ΦηΦ
AB − TΘΛηΘAB + TΘΦηΦCDηΛADηΘCB−
−ηΛAD(ηI)ΘTΘΦηΦMB(εI)MD − ηΛADTΘΦηΦLDηΘLB+
+ηΛ
ADTΘΦηΘ
LB(ηI)Φ(εI)LD) + ηΛ
AD(εI)MD(ηI)
ΩTΩ
ΦηΦ
MB = TΛ
ΨηΨ
AB.
(16.22)
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16.4 Proof of the Lie bracket identity
We need to prove the identity (11.70) (see (11.72)).
(L±)[x,y](YK)A =
= (xΘ∂Θy
Ω − yΘ∂ΘxΩ)∂Ω(YK)A −
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λ(x
Ξ∂Ξy
Θ − yΞ∂ΞxΘ) =
= (xΘ∂Θy
Ω − yΘ∂ΘxΩ)∂Ω(YK)A︸ ︷︷ ︸
1
−
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A(∂Λx
Ξ∂Ξy
Θ − ∂ΛyΞ∂ΞxΘ)︸ ︷︷ ︸
6
−
−
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A(xΞ∂Λ∂Ξy
Θ − yΞ∂Λ∂ΞxΘ)︸ ︷︷ ︸
4
,
((L±)x(L±)y − (L±)y(L±)x)(Y )A = xΦ∂Φ(yΩ∂Ω(YK)A −
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λy
Θ)−
−(yΩ∂Ω(YK)C −
2N∑
I,J
(YJ)
B(PJ)
Λ
B(P
∗
I )Θ
C∂Λy
Θ)(PI)
Φ
C(P
∗
K)Ξ
A∂Φx
Ξ−
−yΦ∂Φ(xΩ∂Ω(YK)A −
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λx
Θ)+
+(xΩ∂Ω(YK)
C −
2N∑
I,J
(YJ)
B(PJ)
Λ
B(P
∗
I )Θ
C∂Λx
Θ)(PI)
Φ
C(P
∗
K)Ξ
A∂Φy
Ξ =
= xΦ∂Φy
Ω∂Ω(YK)
A︸ ︷︷ ︸
1
+xΦyΩ∂Φ∂Ω(YK)
A︸ ︷︷ ︸
2
−xΦ
2N∑
J
∂Φ(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λy
Θ
︸ ︷︷ ︸
3
−
−xΘ
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Φ∂Λy
Θ
︸ ︷︷ ︸
4
− yΩ
2N∑
J
∂Ω(YJ)
C(PJ)
Φ
C(P
∗
K)Ξ
A∂Φx
Ξ
︸ ︷︷ ︸
5
+
+
2N∑
I,J
(YJ)
B(PJ)
Λ
B(P
∗
I )Θ
C∂Λy
Θ(PI)
Φ
C(P
∗
K)Ξ
A∂Φx
Ξ
︸ ︷︷ ︸
6
−
− yΦ∂ΦxΩ∂Ω(YK)A︸ ︷︷ ︸
1
− yΦxΩ∂Φ∂Ω(YK)A︸ ︷︷ ︸
2
+ yΦ
2N∑
J
∂Φ(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λx
Θ
︸ ︷︷ ︸
5
+
+ yΦ
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Φ∂Λx
Θ
︸ ︷︷ ︸
4
+xΩ
2N∑
J
∂Ω(YJ)
C(PJ)
Φ
C(P
∗
K)Ξ
A∂Φy
Ξ
︸ ︷︷ ︸
3
−
−
2N∑
I,J
(YJ)
B(PJ)
Λ
B(P
∗
I )Θ
C∂Λx
Θ(PI)
Φ
C(P
∗
K)Ξ
A∂Φy
Ξ
︸ ︷︷ ︸
6
.
(16.23)
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16.5 Proof of the curvature tensor relations
We need to prove the identity (12.7).
The curvature tensor in the spinor bundle is given by
(RK)ΛΨCA = 2(∂[ Λ(ΓK)Ψ ]CA + (ΓK)[ Λ|L|A(ΓK)Ψ ]CL). (16.24)
Then ∂Λ(εK)AB
CD = 0 under the condition (11.33) means
∂[ Λ(ΓK)Ψ ]A
C = − 2
n− 4((εK)AB
CD − n− 2
N
δA
CδB
D)︸ ︷︷ ︸
:=(ε˜K)ABCD
∂[ Λ(ΓK)Ψ ]D
B. (16.25)
In turn, ∇Λ(εK)ABCD = ∂Λ(εK)ABCD = 0 under the condition (11.33) means
(ΓK)ΛA
L(ε˜K)LB
CD + (ΓK)ΛB
L(ε˜K)AL
CD = (ΓK)ΛL
C(ε˜K)AB
LD + (ΓK)ΛL
D(ε˜K)AB
CL,
(ΓK)ΛA
L(ΓK)ΨC
A(ε˜K)LB
CD + (ΓK)ΛB
L(ΓK)ΨC
A(ε˜K)AL
CD =
= (ΓK)ΛL
C(ΓK)ΨC
A(ε˜K)AB
LD + (ΓK)ΛL
D(ΓK)ΨC
A(ε˜K)AB
CL,
(ΓK)ΛA
L(ΓK)ΨC
A(ε˜K)LB
CD + (ΓK)ΛB
L(ΓK)ΨC
A(ε˜K)AL
CD =
= (ΓK)ΛC
A(ΓK)ΨA
L(ε˜K)LB
CD + (ΓK)ΛL
D(ΓK)ΨC
A(ε˜K)AB
CL,
(ΓK)[ Λ|A|L(ΓK)Ψ ]CA(ε˜K)LBCD = (ΓK)[ Λ|L|D(ΓK)Ψ ]BL.
(16.26)
Whence,
(RK)ΛΨCM = (RK)ΛΨLDε˜CDML, (16.27)
16.6 Proof of the auxiliary identities for the theorem on the
spin analogs of the curvature tensor
We need to prove the identity (12.9).
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A2 =
N
2
gΛ1[ Λ4gΛ3 ]Λ2 . (16.28)
Proof.
ηΛ1
A1A2ηΛ2A1A3 = (−ηΛ1B1B2(εI)A1B2(εI)B1A2 + (ηI)Λ1(εI)A1A2)ηΛ2A1A3 =
= −ηΛ1B1B2(εI)B1A2(−ηΛ2A1B2(εI)A1A3 + (ηI)Λ2δA3B2) + (ηI)Λ1(εI)A1A2ηΛ2A1A3 =
= ηΛ1B1B2ηΛ2
A1B2(εI)
B1A2(εI)A1A3 − (ηI)Λ2(εI)B1A2ηΛ1B1A3 + (ηI)Λ1(εI)A1A2ηΛ2A1A3 .
(16.29)
Sum over I alternating on Λ1, Λ2
η[ Λ1
A1A2ηΛ2 ]A1A3 =
2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A1A3 ,
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A2 =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2( 2
n−4ε
B1A2
A1A3η[ Λ3
A4A3ηΛ4 ]A4A2) =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1B3|ηΛ4 ]
B1B3 =
= −η[ Λ1A1B2ηΛ2 ]A1B3η[ Λ3B1B3ηΛ4 ]B1B2 + N2 (gΛ1[ Λ4gΛ3 ]Λ2 − gΛ1[ Λ3gΛ4 ]Λ2),
(16.30)
whence the demanded follows.
We need to prove the identity (12.10).
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2 = Ng[ Λ3|[ Λ2gΛ1 ]|[ Λ6gΛ5 ]|Λ4] .
(16.31)
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Proof.
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2 =
= 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2 =
= − 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A4A3η[ Λ3 |A1A3|ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2+
+ 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A2 =
= 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A4A5η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5
A6A5ηΛ6 ]A6A2+
+ 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A2 =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4B3|ηΛ6 ]
B1B3−
− 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A5|ηΛ4 ]
A6A5η[ Λ5 |A6A2|ηΛ6 ]
B1A2−
− 8
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A5|gΛ4 ][ Λ6ηΛ5 ]
B1A5 =∣∣∣∣∣∣∣∣∣∣∣∣
η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4B3|ηΛ6 ]
B1B3 =
= 2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4B3|gΛ6 ][ Λ1ηΛ2 ]
A1B3+
+η[ Λ1 |A4B3|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5
B1B3ηΛ6 ]B1B2 =
= 2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4B3|gΛ6 ][ Λ1ηΛ2 ]
A1B3+
+2η[ Λ2
A1B2gΛ1 ][ Λ4ηΛ3 ]A1A3η[ Λ5
B1A3ηΛ6 ]B1B2+
+η[ Λ1 |A1A3|ηΛ2 ]
A1B2η[ Λ3
A4A3ηΛ4 ]A4B3η[ Λ5
B1B3ηΛ6 ]B1B2
∣∣∣∣∣∣∣∣∣∣∣∣
= (−1 + 4
n−4)η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2+
+( 8
n−4 − 4)N2 g[ Λ3|[ Λ2gΛ1 ]|[ Λ5gΛ6 ]|Λ4] ,
(16.32)
whence the demanded follows.
We need to prove the identity (12.11).
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= N
4
(gΛ1[ Λ8gΛ7 ]Λ2gΛ3[ Λ6gΛ5 ]Λ4 − gΛ1[ Λ6gΛ5 ]Λ2gΛ4[ Λ8gΛ7 ]Λ3+
+gΛ1[ Λ4gΛ3 ]Λ2gΛ5[ Λ8gΛ7 ]Λ6) +N(g[ Λ3|[ Λ2gΛ1 ][ Λ8gΛ7 ][ Λ6gΛ5 ]|Λ4 ]+
+g[ Λ5|[ Λ4gΛ3 ][ Λ7gΛ8 ][ Λ2gΛ1 ]|Λ6 ] + g[ Λ3|[ Λ7gΛ8 ][ Λ5gΛ6 ][ Λ1gΛ2 ]|Λ4 ]).
(16.33)
Proof.
1. First step.
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= − 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A4A3η[ Λ3 |A1A3|ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2+
+ 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A4A5η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2+
+ 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4A5|ηΛ6 ]
A6A5η[ Λ7 |A6A7|ηΛ8 ]
B1A7+
+ 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2+
+ 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5
B1A2ηΛ6 ]A4A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= (1− 4
n−4)η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4A5|ηΛ6 ]
A6A5η[ Λ7 |A6A7|ηΛ8 ]
B1A7+
+ 4
n−4η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2+
+ 8
n−4
N
2
(1
2
gΛ1[ Λ3gΛ4 ]Λ2gΛ5[ Λ8gΛ7 ]Λ6 + g[ Λ3|[ Λ1gΛ2 ][ Λ8gΛ7 ][ Λ6gΛ5 ]|Λ4 ]−
−g[ Λ3|[ Λ1gΛ2 ][ Λ5gΛ6 ][ Λ7gΛ8 ]|Λ4 ] + 12gΛ5[ Λ8gΛ7 ]Λ6gΛ1[ Λ4gΛ3 ]Λ2+
+g[ Λ5|[ Λ8gΛ7 ][ Λ1gΛ2 ][ Λ3gΛ4 ]|Λ6 ] − g[ Λ5|[ Λ8gΛ7 ][ Λ4gΛ3 ][ Λ2gΛ1 ]|Λ6 ]),
(16.34)
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η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4A5|ηΛ6 ]
A6A5η[ Λ7 |A6A7|ηΛ8 ]
B1A7 (16.35)
2. Second step.
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ1
A8A7ηΛ2 ]A1A3η[ Λ7 |A8A2|ηΛ8 ]
A1A2+
+2η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ2 |A1A3|gΛ1 ][ Λ8ηΛ7 ]
A1A7 =
= η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ1
A6A5ηΛ2 ]A1A3η[ Λ5 |A6A7|ηΛ6 ]
A8A7η[ Λ7 |A8A2|ηΛ8 ]
A1A2+
+2(η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ2 |A1A3|gΛ1 ][ Λ8ηΛ7 ]
A1A7+
+η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ2 |A1A3|gΛ1 ][ Λ6ηΛ5 ]
A6A5η[ Λ7 |A6A2|ηΛ8 ]
A1A2) =
= −η[ Λ1 |A1A3|ηΛ2 ]A4A3η[ Λ3 |A4A5|ηΛ4 ]A6A5η[ Λ5 |A6A7|ηΛ6 ]A8A7η[ Λ7 |A8A2|ηΛ8 ]A1A2+
+2(η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ2 |A1A3|gΛ1 ][ Λ8ηΛ7 ]
A1A7+
+η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ2 |A6A2|gΛ1 ][ Λ6ηΛ5 ]
A6A5η[ Λ8 |A1A3|ηΛ7 ]
A1A2+
+2η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ7 |A6A3|gΛ8 ][ Λ2gΛ1 ][ Λ6ηΛ5 ]
A6A5+
+η[ Λ3
A4A3gΛ4 ][ Λ1ηΛ2 ]A1A3η[ Λ5 |A4A7|ηΛ6 ]
A8A7η[ Λ7 |A8A2|ηΛ8 ]
A1A2) =
= 2(N
4
(gΛ1[ Λ8gΛ7 ]Λ2gΛ3[ Λ6gΛ5 ]Λ4 − gΛ1[ Λ6gΛ5 ]Λ2gΛ4[ Λ8gΛ7 ]Λ3+
+gΛ1[ Λ4gΛ3 ]Λ2gΛ5[ Λ8gΛ7 ]Λ6) +
N
2
(g[ Λ3|[ Λ2gΛ1 ][ Λ8gΛ7 ][ Λ6gΛ5 ]|Λ4 ]−
−g[ Λ3|[ Λ7gΛ8 ][ Λ1gΛ2 ][ Λ6gΛ5 ]|Λ4 ] + 2g[ Λ5|[ Λ4gΛ3 ][ Λ7gΛ8 ][ Λ2gΛ1 ]|Λ6 ]+
+g[ Λ2|[ Λ8gΛ7 ][ Λ6gΛ5 ][ Λ3gΛ4 ]|Λ1 ] − g[ Λ3|[ Λ8gΛ7 ][ Λ6gΛ5 ][ Λ2gΛ1 ]|Λ4 ]−
−g[ Λ3|[ Λ7gΛ8 ][ Λ2gΛ1 ][ Λ6gΛ5 ]|Λ4 ] + g[ Λ3|[ Λ7gΛ8 ][ Λ5gΛ6 ][ Λ1gΛ2 ]|Λ4 ]))−
−η[ Λ1 |A1A3|ηΛ2 ]A4A3η[ Λ3 |A4A5|ηΛ4 ]A6A5η[ Λ5 |A6A7|ηΛ6 ]A8A7η[ Λ7 |A8A2|ηΛ8 ]A1A2 ,
(16.36)
whence the demanded follows.
Note 16.1. It is obvious that these calculations are not applicable for n <8, since
8
n−4 − 4 will not make the sense in this case.
16.7 Proof of the twistor equation relations
We need to prove (13.4).
∇ΨXC = 2nηΨCD∇ADXA,∇Φ∇ΨXC = 2nηΨCD∇Φ∇ADXA = 2n(ηΨCD∇AD∇ΦXA − ηΨCDηΩADRΩΦKAXK) =
= ( 2
n
)2ηΨ
CD∇ADηΦAK∇LKXL − 2nηΨCDηΩADRΩΦKAXK =
= ( 2
n
)2(−ηΨAD∇CDηΦAK∇LKXL +∇ΨηΦCK∇LKXL)− 2nηΨCDηΩADRΩΦKAXK =
= −( 2
n
)2ηΨADηΦ
AK∇CD∇LKXL + 2n∇Ψ∇ΦXC − 2nηΨCDηΩADRΩΦKAXK .
(16.37)
(1− 2
n
)∇Φ∇ΨXC + 2nRΦΨKCXK + 2nηΨCDηΩADRΩΦKAXK =
= −( 2
n
)2ηΨADηΦ
AK∇CD∇LKXL,
(1− 2
n
)∇( Φ∇Ψ )XC + 2nη( ΨCDηΩ|ADRΩ|Φ )KAXK =
= −( 2
n
)2 1
2
gΨΦ∇CK∇LKXL = − 1ngΨΦ∇Ω∇ΩXC
(1− 2
n
)∇Θ∇ΘXC + 2nηΦCDηΩADRΩΦKAXK = −∇Θ∇ΘXC ,∇Θ∇ΘXC = − 1n−1ηΦCDηΩADRΩΦKAXK .
(16.38)
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(1− 2
n
)∇( Φ∇Ψ )XC + 2nη( ΨCDηΩ|ADRΩ|Φ )KAXK = 1ngΨΦ 1n−1ηΘCDηΩADRΩΘKAXK
∇( Φ∇Ψ )XC = 1(n−1)(n−2)gΨΦηΘCDηΩADRΩΘKAXK − 2n−2η( ΨCDηΩ|ADRΩ|Φ )KAXK ,
2∇Φ∇ΨXC = 2nηΨCDηΓAD(RΦΓKAXK + 2(n−1)(n−2)gΦΓηΘALηΩSLRΩΘKSXK−
− 2
n−2ηΦ
ALηΩSLRΩΓK
SXK − 2
n−2ηΓ
ALηΩSLRΩΦK
SXK) =
= 2
n
((−1− n
n−2)ηΨ
CDηΩSDRΩΦK
SXK + 2
(n−1)(n−2)ηΨ
CDηΦADη
ΘALηΩSLRΩΘK
SXK−
− 2
n−2ηΨ
CDηΦ
ALηΩSLη
Θ
ADRΩΘK
SXK) =
= − 4
n−2ηΨ
CDηΩSDRΩΦK
SXK + 4
(n−1)(n−2)ηΨ
CDηΦADη
ΘARηΩSRRΩΘK
SXK .
(16.39)
Thus, the integrability conditions take the form
RΦΨK
CXK = − 4
n−2η[ Ψ
CDηΩ|SDRΩ|Φ ]KSXK + 4(n−1)(n−2)η[ Ψ
CDηΦ ]ADη
ΘALηΩSLRΩΘK
SXK .
(16.40)
We assume that this condition is satisfied for any XK . We use the Bianchi identity
2R∆[ΦΨ]Λ = RΨΦ∆Λ:
(RΦΨK
C = − 4
n−2η[ Ψ
CDηΩ|SDRΩ|Φ ]KS + 4(n−1)(n−2)η[ Ψ
CDηΦ ]ADη
ΘALηΩSLRΩΘK
S)×
× 4
N
η[ Λ|KM |η∆ ]CM ,
−RΦΨΛ∆ = − 4
n−2
4
N
η[ Ψ|CDηΩSDη[ Σ|SL|ηΘ ]KLη[ Λ|KM |η∆ ]|CM 12RΩ
Φ ]
ΣΘ+
+ 4
(n−1)(n−2)
4
N
η[ Ψ|CD|ηΦ ]ADη[ Θ|AL|ηΩ ]SLη[ Σ|SN |ηΞ ]KNη[ Λ|KM |η∆ ]CM 12RΩΘΣΞ =
= − 8
n−2(
1
2
g[ Ψ|[ ∆gΛ ]ΘgΣΩ|RΩΦ ]ΣΘ − 12gΩ[ ∆gΛ ]ΘgΣ[ ΨRΩΦ ]ΣΘ + 14g[ Ψ|ΩgΣ[ ∆gΛ ]Θ|RΩΦ ]ΣΘ)+
+ 8
(n−1)(n−2)(
1
4
gΨ[ ∆gΛ ]ΦgΘΞgΣΩRΩΘΣΞ − 14gΨΞgΣΦgΩ∆gΛΘRΩΘΣΞ + 14gΨΩgΘΦgΣ∆gΛΞRΩΘΣΞ+
+gΘ[ ΦgΨ ][ ∆gΛ ]ΞgΣΩRΩΘΣΞ + g
Θ[ Λg∆ ][ ΦgΨ ]ΞgΣΩRΩΘΣΞ + g
Θ[ Λg∆ ]ΣgΞ[ ΨgΦ ]ΩRΩΘΣΞ) =
= − 4
n−2g
[ ∆|[ ΨRΦ ]|Λ ] + 4
n−2R
[∆|[ΦΨ]|Λ] − 2
n−2R
ΨΦ∆Λ+
+ 2
(n−1)(n−2)Rg
Ψ[ ∆gΛ ]Φ − 2
(n−1)(n−2)R
∆ΛΦΨ + 2
(n−1)(n−2)R
ΨΦ∆Λ+
+ 8
(n−1)(n−2)R
[ Φ|[ Λg∆ ]|Ψ ] + 8
(n−1)(n−2)g
[ Φ|[ ∆RΛ ]|Ψ ] + 8
(n−1)(n−2)R
[Φ|[Λ∆]|Ψ].
(16.41)
Finally,
RΦΨΛ∆− 4
n− 2R
[Λ |[Φ gΨ]|∆] +
2
(n− 1)(n− 2)Rg
[∆ |[Ψ gΦ]|Λ] = CΦΨΛ∆ = 0. (16.42)
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16.8 Proof of the identities for n = 6 and n=8
16.8.1 Proof of the fundamental identities for n = 6
We need to prove (14.8).
Aαβd
c = η[α
caηβ ]da, (16.43)
Aαβd
cAγ
β
r
s = 1
4
(ηα
caηβad − ηαadηβca)(ηγsa1ηβa1r − ηγa1rηβsa1) =
= 1
4
(ηα
caηγ
sa1εa1rad − ηαadηγsa1εa1rca − ηαcaηγa1rεadsa1 + ηαadηγa1rεcasa1) =
= 1
4
(1
2
ηα
caηγklε
klsa1εa1rad − ηαadηγsa1(δa1cδra − δa1aδrc)−
−ηαcaηγa1r(δasδda1 − δaa1δds) + 12ηαklηγa1rεkladεcasa1) =
= 1
4
(−3ηαcaηγ[ raδd ]s − ηαrdηγsc + ηαadηγsaδrc−
−ηαcsηγdr + ηαcaηγarδds − 3ηα[ csδda1 ]ηγa1r =
= 1
4
(−ηαckηγrkδds + ηαcsηγrd − ηαckηγkdδrs − ηαrdηγsc + ηαadηγsaδrc−
−ηαcsηγdr + ηαcaηγarδds − ηαcsηγdr + ηαckηγkrδds − ηαskηγkrδdc) =
= 1
4
(3ηα
csηγrd + 3ηα
ckηγkrδd
s + ηα
ckηγdkδr
s + ηαdrηγ
sc + ηαkdηγ
skδr
c + ηα
skηγrkδd
c) =
(16.44)∣∣∣∣∣∣∣∣∣∣
ηαdrηγ
sc + ηαkdηγ
skδr
c = 1
4
(ηα
mm1ηγll1εmm1drε
ll1sc + ηα
mm1ηγll1εmm1kdε
ll1skδr
c) =
= 6ηα
mm1ηγll1δ[m
lδm1
l1δd
sδr ]
c − 3
2
ηα
mm1ηγll1δ[m
lδm1
l1δd ]
sδr
c =
= −gαγδrsδdc + ηαkcηγkdδrs + ηαckηγkrδds + ηαksηγkrδdc + ηαscηγdr.
∣∣∣∣∣∣∣∣∣∣
(16.45)
= ηα
csηγrd + ηα
ckηγkrδd
s + 1
2
(ηα
ckηγdkδr
s + ηα
skηγrkδd
c)− 1
4
gαγδr
sδd
c. (16.46)
Contract with gαγ
Aαβd
cAαβr
s = εrd
cs + εkr
ckδd
s + 1
2
(εckdkδr
s + εskrkδd
c)− 3
2
δr
sδd
c =
= δr
cδd
s − δrsδdc − 3δrcδds + 32δdcδrs + 32δdcδrs − 32δrsδdc = 12δrsδdc − 2δrcδds.
(16.47)
Aαβd
cAλµc
d = 1
2
η[α
caηβ ]
nn1εadnn1 · 12η[λll1ηµ ]a1cεda1ll1 =
= 1
4
η[α
caηβ ]
nn1η[λll1η
µ ]
a1c · (−6δ[aa1δnlδn1 ]l1) =
= −1
2
(η[α
caηβ ]
nn1η[λnn1η
µ ]
ac − 2η[αcaηβ ]a1k1η[λak1ηµ ]a1c) =
= −2δ[αλδβ ]µ + (ηαcaηβa1k1η[λak1ηµ ]a1c − ηβcaηαa1k1η[λak1ηµ ]a1c) =
= 2δ[α
µδβ ]
λ + (ηα
caηβ
a1k1η[λak1η
µ ]
a1c − ηβa1k1ηαcaη[λk1aηµ ]ca1) = 2δ[αµδβ ]λ.
(16.48)
Aαβm
nTαβ = A
αβ
m
nAαβk
lTl
k =
= (1
2
δm
nδk
l − 2δknδml)Tlk = −2Tmn, Tαβ = −Tβα. (16.49)
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16.8.2 Proof of the 4-vector identities
We need to prove (14.9).
eαβγδ = e[αβγδ] = Aαβb
aAγδd
cea
b
c
d, ek
k
c
d = ea
b
k
k = 0, ea
b
c
d = ec
d
a
b. (16.50)
Contract with Aαβm
nAγδr
s
Aαβm
nAγδr
sAαβb
aAγδd
cea
b
c
d =
= (1
2
δr
sδd
c − 2δrcδds)(12δbaδmn − 2δbnδma)eabcd = 4emnrs =
= −AβαmnAγδrsAγαbaAβδdceabcd =
= −(ηγanηβmb + ηγakηβkmδbn + 12ηγakηβbkδmn)··(ηβcsηγrd + ηβctηγtrδds + 12ηβctηγdtδrs)eabcd =
= −(εrdanεmbcs + εmbckεkranδds + 12εmbckεdkanδrs+
+εrd
akεkm
csδb
n + εaktrε
ct
kmδd
sδb
n + 1
2
εakdtε
ct
kmδr
sδb
n+
+1
2
εrd
akεbk
csδm
n + 1
2
εbk
ctεtr
akδm
nδd
s + 1
4
εbk
ctεdt
akδm
nδr
s)ea
b
c
d =
= −(δraδdnδmcδbs − δdaδrnδmcδbs + δdaδrnδbcδms − δraδdnδbcδms+
+δm
cδb
kδk
aδr
nδd
s − δmkδbcδkaδrnδds + δmkδbcδknδraδds − δmcδbkδknδraδds+
+1
2
δm
cδb
kδd
aδk
nδr
s − 1
2
δm
kδb
cδd
aδk
nδr
s + 1
2
δm
kδb
cδd
nδk
aδr
s − 1
2
δm
cδb
kδd
nδk
aδr
s+
+δr
aδd
kδk
cδm
sδb
n − δrkδdaδkcδmsδbn + δrkδdaδksδmcδbn − δraδdkδksδmcδbn+
+δm
aδr
cδd
sδb
n + 2δm
cδr
aδd
sδb
n − 1
2
δm
aδd
cδr
sδb
n − δmcδdaδrsδbn+
+1
2
δr
aδd
kδb
cδk
sδm
n − 1
2
δr
kδd
aδb
cδk
sδm
n + 1
2
δr
kδd
aδb
sδk
cδm
n − 1
2
δr
aδd
kδb
sδk
cδm
n−
−1
2
δb
aδr
cδm
nδd
s − δbcδraδmnδds + 14δbaδdcδmnδrs + 12δbcδdaδmnδrs)eabcd =
= −(ersmn − etsmtδrn + ekttkδrnδms − erttnδms − emttsδrn + erttsδmn−
−ernms + 12etnmtδrs − 12epttpδmnδrs + 12emttnδrs − etnrtδms + etnmtδrs−−ernms + emnrs + 2ernms − etnmtδrs + 12erttsδmn−−1
2
et
p
p
tδr
sδm
n + 1
2
et
s
r
tδm
n − erttsδmn + 12etpptδmnδrs).
(16.51)
em
s := 1
3
em
t
t
s ⇒ 2emnrs = 2(emsδrn + ernδms)− (ersδmn + emnδrs). (16.52)
16.8.3 Proof of the 6-vector identities
We need to prove (14.10).
eαβγδρσ = e[αβγδρσ] = Aαβb
aAγδd
cAρσs
rea
b
c
d
r
s,
6em
n
p
q
r
s = 2(em
s
p
qδr
n + er
n
p
qδm
s)− (erspqδmn + emnpqδrs) =
= 2(em
q
r
sδp
n + ep
n
r
sδm
q)− (epqrsδmn + emnrsδpq), emspq := emkkspq = ekspqmk.
(16.53)
1. First contraction.
Contract with δq
p
0 = 6em
n
r
s
p
p = 2(em
n
r
s + em
n
r
s)− (epprsδmn + 4emnrs) = −(epprs) · δmn = 0,
ep
p
r
s = er
s
p
p = 0.
(16.54)
2. Second contraction.
Contract with δn
r
8em
s
p
q + 2et
t
p
qδm
s − emspq − emspq = 2(emqps + epkksδmq)− (epqms + emkksδpq),
6em
s
p
q + ep
q
m
s − 2emqps = 2epttsδmq − emkksδpq.
(16.55)
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(a) First contraction.
Contract with δq
m
6ek
s
p
k + ep
k
k
s = 8ep
t
t
s − epkks, epttq = etqpt. (16.56)
(b) Second contraction.
Contract with δs
m
10e˜ := et
k
k
t, −2ekqpk = 2epttq − etkktδpq, epttq = 5e˜2 δpq. (16.57)
3. Third contraction.
Contract with δs
p
2em
k
k
qδr
n + 2er
n
m
q − erkkqδmn − emnrq = 2emqrn + 2eknrkδmq − ekqrkδmn − emnrq,
er
n
m
q = em
q
r
n.
(16.58)
7em
s
p
q − 2emqps = 5e˜δmqδps − 5e˜2 δmsδpq, 9em[ spq ] = 15e˜2 δm[ qδps ],
5em
s
p
q + 4em
[ s
p
q ] = 5e˜δm
qδp
s − 5e˜
2
δm
sδp
q, 6em
s
p
q = e˜(4δm
qδp
s − δmsδpq),
em
n
r
s
p
q = e˜(2((4δp
nδr
q − δpqδrn)δms + (4δpsδmq − δpqδms)δrn)−
−((4δpnδmq − δpqδmn)δrs + (4δpsδrq − δpqδrs)δmn)).
(16.59)
Calculate e˜
720 = eαβγδµνeαβγδµν = A
αβ
b1
a1Aαβb
aAγδd1
c1Aγδd
cAµνn1
m1Aµνn
m,
ea
b
c
d
m
nea1
b1
c1
d1
m1
n1 = 8(1
4
δb1
a1δb
a − δb1aδba1)(14δd1c1δdc − δd1cδdc1)··(1
4
δn1
m1δn
m − δn1mδnm1)eabcdmnea1b1c1d1m1n1 = −8eabcdmnebadcnm =
= −8e˜2(8δmbδcnδad − 4δmnδcbδad + 8δmdδanδcb − 4δmbδanδcd + 2δmnδabδcd − 4δmdδcnδab)
(8δn
aδd
mδb
c − 4δnmδdaδbc + 8δncδbmδda − 4δnaδbmδdc + 2δnmδbaδdc − 4δncδdmδba) =
= −720 · 64e˜2.
(16.60)
Whence,
e˜ =
1
8
i. (16.61)
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16.8.4 Proof of the Bianchi identity
The Bianchi identity has the form
Rαβγδ +Rαγδβ +Rαδβγ = 0
(Aαβd
cAγδr
s + Aαγd
cAδβr
s + Aαδd
cAβγr
s)Rc
d
s
r = 0.
(16.62)
Let’s contract it with Aαβt
lAγδm
n∣∣∣∣ AαβdcAγδrsRcdsrAαβtlAγδmnRcdsr == (1
2
δd
cδt
l − 2δdlδtc)(12δrsδmn − 2δrnδms)Rcdsr = 4Rtlmn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(Aαγd
cAδβr
s + Aαδd
cAβγr
s)Rc
d
s
rAαβt
lAγδm
n = −2AδβrsAδγmnAαγdcAαβtlRcdsr =
= −2(ηβsnηγmr + ηβskηγkmδrn + 12ηβskηγrkδmn)··(ηγclηβtd + ηγck1ηβk1tδdl + 12ηγck1ηβdk1δtl)Rcdsr =
= −2(εtdsnεmrcl + εckmrεktsnδdl + 12εmrckεdksnδtl + εtdskεkmclδrn+
+εck1kmεk1t
skδd
lδr
n + 1
2
εck1kmεdk1
skδt
lδr
n + 1
2
(εclrkεtd
skδm
n + εskk1tε
ck1
rkδd
lδm
n)+
+1
4
εck1rkε
sk
dk1δt
lδm
n)Rc
d
s
r = −2(Rmntl +Rkrrkδtnδml −Rmkklδtn −Rtkknδml−
−Rmltn −Rklmkδtn +Rkltkδmn + 12(Rmkknδtl +Rknmkδtl −Rkrrkδtlδmn)+
+Rm
k
k
nδt
l −Rmltn −Rtkknδml + 2Rmltn +Rtlmn − 12 · 2Rmkknδtl + 12(Rtkklδmn+
+Rk
l
t
kδm
n −Rkrrkδmnδtl)−Rtkklδmn + 12Rkrrkδtlδmn = −2(2Rmntl−−2Rklmkδtn − 2Rtkknδml +Rkltkδmn +Rmkknδtl +Rkrrkδtnδml − 12Rkrrkδmnδtl)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
4Rk
l
m
kδt
n + 4Rt
k
k
nδm
l − 2Rkltkδmn − 2Rmkknδtl − 2Rkrrkδtnδml +Rkrrkδmnδtl = 0.
(16.63)
Contract with δn
t
16Rk
l
m
k + 4Rt
k
k
tδm
l − 2Rklmk − 2Rmkkl − 8Rkrrkδml +Rkrrkδml = 0,
Rk
l
m
k = 1
4
Rk
r
r
kδm
l = −1
8
Rδm
l (16.64)
that finishes the proof.
16.8.5 Proof of the identities related to the Weyl tensor
Since,
T[αβ] =
1
4
ηα
aa1ηβ
bb1 · 3
2
(Ta[a1bb1 ] − T[ bb1a ]a1) =
= 1
4
ηα
aa1ηβ
bb1 · 1
2
(Tak
kdεa1dbb1 − T kdka1εadbb1) = 12ηαcaηβbk1εadbk1··1
4
(T kdkc − Tkckd) = Aαβdc · 14(T kdkc − Tkckd)
(16.65)
then it will be true the following relation
R[α
[γgβ ]
δ ] = Aαβd
cAγδr
s 1
16
(P kdnrεkcns − Pkcnrεkdns + Pkcnsεkdnr − P kdnsεkcnr) =
= Aαβd
cAγδr
s 1
16
(P kdmm1
1
2
εmm1nrεkcns + Pkc
mm1 1
2
εmm1nsε
kdnr−
−Pkcnr(δnkδsd − δndδsk)− P kdns(δknδcr − δkrδcn)) =
= Aαβd
cAγδr
s 1
16
(P kdkcδs
r − P kdksδcr + P rdcs+
+Pkc
kdδs
r − Pkckrδsd + Pscdr − Pkckrδsd + Pscdr − P kdksδcr + P rdcs) =
= Aαβd
cAγδr
s 1
4
(Psc
dr − 1
2
P kdksδc
r + 1
2
Pkc
kdδs
r − 1
2
Pkc
krδs
d) =
= Aαβd
cAγδr
s 1
4
(Psc
dr − 1
2
Rδs
dδc
r + 1
4
Rδs
rδc
d).
(16.66)
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Similarly,
g[α
[γgβ ]
δ ] = Aαβd
cAγδr
s 1
4
(εsc
dr − 1
2
εkdksδc
r + 1
2
εkdkcδs
r − 1
2
εkc
krδs
d) =
= Aαβd
cAγδr
s 1
4
(1
2
δs
rδc
d − 2δsdδcr). (16.67)
Thus, from
Cαβ
γδ := Rαβ
γδ −R[α [γ gβ] δ] + 1/10Rg[α [γ gβ] δ], (16.68)
it follows
Cαβ
γδ = Aαβd
cAγδr
s(Rc
d
s
r − 1
4
Psc
dr + 1
8
Rδs
dδc
r − 1
16
Rδs
rδc
d + 1
40
R(1
2
δs
rδc
d−
−2δsdδcr)) = AαβdcAγδrs(R( cds )r +R[ ck |k|[ rδs ]d ] + 140R(3δsdδcr − 2δsrδcd)).
(16.69)
Then
Cαβ
γδ = Aαβd
cAγδr
s(R( c
d
s )
r + 1
80
Rδs
dδc
r). (16.70)
Contract it with Aαβk
lAγδt
n
4Ck
l
t
n := Aαβk
lAγδt
nCαβ
γδ = Aαβk
lAαβd
cAγδr
sAγδt
n(R( c
d
s )
r + 1
80
Rδs
dδc
r) =
= (1
2
δk
lδd
c − 2δkcδdl)(12δrsδtn − 2δrnδts)(12Rcdsr + 12Rsdcr + 180Rδsdδcr) =
= (2Rk
l
t
n + 1
8
Rk1
r1
r1
k1δk
lδt
n − 1
2
Rk1
l
k
k1δt
n − 1
2
Rt
k1
k1
nδk
l+
+2Rt
l
k
n + 1
80
R(δt
nδk
l − δtnδkl − δtnδkl + 4δtlδkn) =
= (4R(k
l
t )
n − 1
16
Rδk
lδt
n + 1
16
Rδk
lδt
n + 1
16
Rδt
nδk
l + 1
80
R(4δt
lδk
n − δtnδkl)) =
= 4(R(k
l
t )
n + 1
40
Rδ(k
lδt )
n),
(16.71)
that finishes the proof.
16.8.6 Proof of the relations associated with the metric induced in the
cross section of the cone K6
Let the cone section of K6
T 2 + V 2 −W 2 −X2 − Y 2 − Z2 = 0 (16.72)
by the plane V+W=1 be set. We make a stereographic projection of the resulting
hyperboloid onto the plane (V = 0, W = 1).
t
T
= x
X
= y
Y
= z
Z
= − 12
V− 1
2
, x2 + y2 + z2 − t2 = 1
2V−1 ,
T = −t(2V − 1), X = −x(2V − 1), Y = −y(2V − 1), Z = −z(2V − 1),
dT = −(dt (2V − 1) + 2tdV ), dX = −(dx (2V − 1) + 2xdV ),
dY = −(dy (2V − 1) + 2ydV ), dZ = −(dz (2V − 1) + 2zdV ),
dS2 = dT 2 + dV 2 − dW 2 − dX2 − dY 2 − dZ2 = |dV = −dW | =
= dT 2 − dX2 − dY 2 − dZ2 = (dt2 − dx2 − dy2 − dz2)(2V − 1)2+
+4(tdt− xdx− ydy − zdz)dV (2V − 1) + 4(t2 − x2 − y2 − z2)dV 2 =
= |tdt− xdx− ydy − zdz = −1
2
d( 1
2V−1)| = dt
2−dx2−dy2−dz2
(t2−x2−y2−z2)2 .
(16.73)
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We make the substitution
ς = −iX+Y
2V−1 = −y + ix, ω = − i(T+Z)2V−1 = i(t+ z), η = i(Z−T )2V−1 = i(t− z),
ς ς¯ + ηω = 1
2V−1 ,
dς = ( dY
2V−1 − 2Y dV(2V−1)2 )− i( dX2V−1 − 2XdV(2V−1)2 ), dς¯ = ( dY2V−1 − 2Y dV(2V−1)2 ) + i( dX2V−1 − 2XdV(2V−1)2 ),
dω = −i( dT
2V−1 − 2TdV(2V−1)2 + dZ2V−1 − 2ZdV(2V−1)2 ), dη = −i( dT2V−1 − 2TdV(2V−1)2 − dZ2V−1 + 2ZdV(2V−1)2 ),
dςdς¯ + dωdη = (dX
2+dY 2+dZ2−dT 2)
(2V−1)2 − 4 dV(2V−1)3 (XdX + Y dY + ZdZ − TdT )+
+4 dV
2
(2V−1)4 (X
2 + Y 2 + Z2 − T 2) = −dT 2−dX2−dY 2−dZ2
(T 2−X2−Y 2−Z2)2 ,
ds2 := dT 2 − dX2 − dY 2 − dZ2 = −dςdς¯+dηdω
(ςς¯+ηω)2
, x2 + y2 + z2 − t2 = 1
2V−1 .
(16.74)
Therefore, there is a reason to set
X :=
(
ω ς
−ς¯ η
)
, dX :=
(
dω dς
−dς¯ dη
)
,
∂
∂X
:=
(
∂
∂ω
∂
∂ς
− ∂
∂ς¯
∂
∂η
)
. (16.75)
Then
ds2 = − det(dX)
(det(X))2
, X¯T +X = 0. (16.76)
16.8.7 Proof of the first invariant relations
Consider the fractional linear group L
X˜ = (AX +B)(CX +D)−1, S :=
(
A B
C D
)
, detS = 1. (16.77)
Let there be two consecutive transformations
X˜ = (AX +B)(CX +D)−1, ˜˜X = (A˜X˜ + B˜)(C˜X˜ + D˜)−1, (16.78)
then
˜˜X = ( ˜˜AX + ˜˜B)( ˜˜CX + ˜˜D)−1 =
= (A˜(AX +B) + B˜(CX +D))(C˜(AX +B) + D˜(CX +D))−1 =
= ((A˜A+ B˜C)X + A˜B + B˜D)((C˜A+ D˜C)X + C˜B + D˜D)−1,
S :=
(
A B
C D
)
, S˜ :=
(
A˜ B˜
C˜ D˜
)
, ˜˜S :=
(
˜˜A ˜˜B
˜˜C ˜˜D
)
, ˜˜S = S˜S.
(16.79)
For the unitary fractional-linear transformations, we have
X∗ +X ≡ X˜∗ + X˜ = 0,
0 = (AX +B)(CX +D)−1 + (CX +D)∗−1(AX +B)∗,
0 = (CX +D)∗(AX +B) + (AX +B)∗(CX +D) =
= X∗(A∗C + C∗A)X +X∗(A∗D + C∗B) + (B∗C +D∗A)X +D∗B +B∗D ≡
≡ X∗ +X.
(16.80)
Whence,
A∗C + C∗A = 0, B∗D +D∗B = 0, A∗D + C∗B = E, S∗EˆS = Eˆ,
Eˆ :=
(
0 E
E 0
)
.
(16.81)
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Let
X = Y Z−1, Y˜ = AY +BZ, Z˜ = CY +DZ. (16.82)
Set
X :=
(
x1 x2
x3 x4
)
, Xˆ :=
(
xˆ1 xˆ2
xˆ3 xˆ4
)
, dX :=
(
dx1 dx2
dx3 dx4
)
, dˆX :=
(
dxˆ1 dxˆ2
dxˆ3 dxˆ4
)
,
∂
∂X
:=

∂
∂x1
∂
∂x2
∂
∂x3
∂
∂x4
 , ∂
∂Xˆ
:=

∂
∂xˆ1
∂
∂xˆ2
∂
∂xˆ3
∂
∂xˆ4
 .
(16.83)
Then
dX + dXˆ = d(X + Xˆ),
d(XXˆ) = d
(
x1xˆ1 + x2xˆ3 x1xˆ2 + x2xˆ1
x3xˆ1 + x4xˆ3 x3xˆ2 + x4xˆ4
)
=
=
(
dx1xˆ1 + dx2xˆ3 dx1xˆ2 + dx2xˆ1
dx3xˆ1 + dx4xˆ3 dx3dˆx2 + x4xˆ4
)
+
(
x1dxˆ1 + x2dxˆ3 x1dxˆ2 + x2dxˆ1
x3dxˆ1 + x4dxˆ3 x3dxˆ2 + x4dxˆ4
)
=
= (dX) Xˆ +X (dXˆ).
(16.84)
Therefore, the identities
ˆˆ
X = AX +B ⇒ d ˆˆX = AdX, ˆˆX = X−1 ⇒ d ˆˆX = −X−1 dX X−1.
(16.85)
are true. The proof of the second is that
ˆˆ
XX = 1, (d
ˆˆ
X) X +
ˆˆ
X (dX) = 0,
(d
ˆˆ
X) X +X−1 (dX) = 0, d ˆˆX = −X−1 (dX) X−1.
(16.86)
Then we will obtain the identity chain
X˜∗ + X˜ = 0, −X˜∗ = X˜,
−(CX +D)∗−1(AX +B)∗ = (AX +B)(CX +D)−1,
−(AX +B)∗ = (CX +D)∗(AX +B)(CX +D)−1.
(16.87)
Multiply both parts by CdX
(−X∗A∗ −B∗)CdX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(−X∗A∗C −B∗C)dX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(X∗C∗A+D∗A− E)dX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(CX +D)∗AdX − (CX +D)∗(AX +B)(CX +D)−1CdX = dX,
A(dX)(CX +D)−1 − (AX +B)(CX +D)−1C(dX)(CX +D)−1 =
= (CX +D)∗−1(dX)(CX +D)−1,
(d(AX +B)) (CX +D)−1 + (AX +B)d((CX +D)−1) =
= (CY +DZ)∗−1Z∗(dX)Z(CY +DZ)−1,
Z˜∗ dX˜Z˜ = Z∗ dXZ.
(16.88)
Thus, the first invariant turns out.
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16.8.8 Proof of the second invariant relations
Let
Xˆ = AX +B, (16.89)
or in the componentwise record
xˆ1 = a1x1 + a2x3 + b1, xˆ2 = a1x2 + a2x4 + b2,
xˆ3 = a3x1 + a4x3 + b3, xˆ4 = a3x2 + a4x4 + b4.
(16.90)
Then
∂
∂x1
= a1
∂
∂xˆ1
+ a3
∂
∂xˆ3
, ∂
∂x2
= a1
∂
∂xˆ2
+ a3
∂
∂xˆ4
,
∂
∂x3
= a2
∂
∂xˆ1
+ a4
∂
∂xˆ3
, ∂
∂x4
= a2
∂
∂xˆ2
+ a4
∂
∂xˆ4
,
(16.91)
or in the abbreviated form
∂
∂X
= AT ∂
∂Xˆ
⇒ ∂
∂XˆT
= ∂
∂XT
A−1 (det(A) 6= 0). (16.92)
Now let
Xˆ = X−1, (16.93)
or in the componentwise record
xˆ1 =
x4
x1x4−x2x3 xˆ2 = − x2x1x4−x2x3 , xˆ3 = − x3x1x4−x2x3 xˆ4 = x1x1x4−x2x3 . (16.94)
Then
∂
∂x1
= − x4x4
(x1x4−x2x3)2
∂
∂xˆ1
+ x2x4
(x1x4−x2x3)2
∂
∂xˆ2
+ x3x4
(x1x4−x2x3)2
∂
∂xˆ3
− x2x3
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x2
= x4x3
(x1x4−x2x3)2
∂
∂xˆ1
− x1x4
(x1x4−x2x3)2
∂
∂xˆ2
− x3x3
(x1x4−x2x3)2
∂
∂xˆ3
+ x1x3
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x3
= x4x2
(x1x4−x2x3)2
∂
∂xˆ1
− x2x2
(x1x4−x2x3)2
∂
∂xˆ2
− x1x4
(x1x4−x2x3)2
∂
∂xˆ3
+ x1x2
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x4
= − x2x3
(x1x4−x2x3)2
∂
∂xˆ1
+ x1x2
(x1x4−x2x3)2
∂
∂xˆ2
+ x1x3
(x1x4−x2x3)2
∂
∂xˆ3
− x1x1
(x1x4−x2x3)2
∂
∂xˆ4
,
(16.95)
or in the abbreviated form
∂
∂X
= −X−1T ∂
∂Xˆ
X−1T ⇔ ∂
∂XˆT
= −X ∂
∂XT
X. (16.96)
Assume that det(C) 6= 0, then
X˜ = (AX +B)(CX +D)−1 = AC−1 + (B − AC−1D)(CX +D)−1,
∂
∂X˜T
= ∂
∂(CX+D)T−1 (B − AC−1D)−1 =
= −(CX +D) ∂
∂(CX+D)T
(CX +D)(B − AC−1D)−1 =
= −(CX +D) ∂
∂XT
C−1(CX +D)(B − AC−1D)−1 =
= −(CX +D) ∂
∂XT
(XC∗ + C−1DC∗)(BC∗ − AC−1DC∗)−1 =
= (CX +D) ∂
∂XT
(CX +D)∗(BC∗ + AD∗)−1 = (CX +D) ∂
∂XT
(CX +D)∗.
(16.97)
Whence,
Z˜−1
∂
∂X˜T
Z˜∗−1 = Z−1
∂
∂XT
Z∗−1. (16.98)
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If now det(C) = 0 then set
˜˜X = X˜−1 = (CX +D)(AX +B)−1, ˜˜Z = AY +BZ, ˜˜C = A, det( ˜˜C) 6= 0.
(16.99)
If det(A) 6= 0 then
Z−1 ∂
∂X˜T
Z∗−1 = ˜˜Z−1 ∂
∂ ˜˜XT
˜˜Z∗−1 =
= −(AY +BZ)−1X˜ ∂
∂X˜T
X˜(AY +BZ)∗−1 = |X˜∗ = −X˜| =
= (AY +BZ)−1(AY +BZ)(CY +DZ)−1 ∂
∂X˜T
×
×(CY +DZ)∗−1(AY +BZ)∗(AY +BZ)∗−1 = Z˜−1 ∂
∂X˜T
Z˜∗−1.
(16.100)
If det(A) = 0 then set
˜˜X = X˜ + D˜,
˜˜˜
X = ˜˜X−1,
˜˜˜
X = (
˜˜˜
AX +
˜˜˜
B)(
˜˜˜
CX +
˜˜˜
D)−1,
˜˜˜
C = A+ D˜C, det(
˜˜˜
C) 6= 0.
(16.101)
It is obvious that D˜ can always be chosen so that det(
˜˜˜
C) 6= 0. So
Z−1 ∂
∂XT
Z∗−1 =
˜˜˜
Z−1 ∂
∂
˜˜˜
XT
˜˜˜
Z∗−1 = ˜˜Z−1 ∂
∂ ˜˜XT
˜˜Z∗−1 = Z˜−1 ∂
∂X˜T
Z˜∗−1, (16.102)
that will give the second invariant.
16.8.9 Proof of the octave alternative identity
Let us prove the identity (14.95). If PΨA = ηΨXAX
X then
1
2
η(ΛΨ)
ΘηΘΦ
Υ = η( Λ
ABPΨ )AP
Θ
BηΘCDPΦ
CPΥD =
= (−η( ΛABηΨ )AX + 2η( ΛABηΨ )(AX))XXPΘBηΘCDPΦCPΥD =
= −1
2
gΛΨX
BXY εY BCDPΦ
CPΥD + 1
4
√
2
η( Ψ
K |KηΘΦΥPΘB|PΛ )B =
= −1
2
gΛΨδΦ
Υ + 1
4
√
2
η( Ψ
K |K|ηΛ )ΦΥ,
1
2
η( Λ|Θ|ΥηΨ )ΦΘ = η( ΛABηΨ )CDPΘAPΥBPΦCPΘD =
= (−η( ΛABηΨ )AC + 2η( ΛABηΨ )KK · 18δAC)PΥBPΦC =
= −1
2
gΛΨδΦ
Υ + 1
4
η( Λ
CBηΨ )K
KPΥBPΦC = −12gΛΨδΦΥ + 14√2η( ΨK |K|ηΛ )ΦΥ,
1
2
ηΛΘ
Φη(ΥΨ)
Θ = ηΛ
ABPΘAP
Φ
Bη( Ψ
CDPΥ )CP
Θ
D = ηΛD
Bη( Ψ
CDPΥ )CP
Φ
B =
= ηΛD
B(−η( ΨCDηΥ )CXXX + 14P( ΨDηΥ )KK)PΦB = −12gΥΨδΛΦ + 14√2ηΛ( ΨΦηΥ )KK ,
1
2
ηΛ( Ψ
Θη|Θ|Υ )Φ = ηΛABP( Ψ|APΘBηΘ|CDPΥ )CPΦD = ηΛABP( Ψ|A|PΥ )CεXBCDXXPΦD =
= (ηΛ
CDXA − ηΛXBXXεABCD)P( Ψ|A|PΥ )CPΦD = −12gΥΨδΛΦ + 14√2ηΛ( ΨΦηΥ )KK .
(16.103)
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16.8.10 Proof of the central Moufang identity
Let us prove the identity (14.96). Note that rΦηΦΘ
Ω and ηΩΥ
ΓrΥ are orthogonal
transformations.
rΦηΦΘ
ΩηΛΨ
ΘηΩΥ
ΓrΥ = rΦηΦΛ
ΘηΘΩ
ΓηΨΥ
ΩrΥ,
rΦηΦΛ
ΘηΘ∆
Γ = rΦηΦΘ
ΩηΛΨ
ΘηΩΥ
ΓrΥηΨΞ∆r
Ξ.
(16.104)
Since rΛ = ηΛABX
AY B = PΛBY
B, then
RS
QPΘQηΘ
CD = RB
K︸︷︷︸
[=εBKMNXMYN ]
PΛSηΛ
AB︸ ︷︷ ︸
[=XP εPSAB ]
PΩKηΩ
V DYV︸ ︷︷ ︸
[=εKLDVXLYV ]
PΨAηΨ
Y CYY︸ ︷︷ ︸
[εAXCYXXYY ]
,
XXYY εS
QXY εRQ
CDXR = εB
KMNXMYNX
P εPS
ABεK
LDVXLYV εA
XCYXXYY .
(16.105)
1. Right path.
εB
KMNXMYNX
P εPS
ABεK
LDVXLYV εA
XCYXXYY =
= XP εPS
ABεA
XCYXXYY εB
KMNXMYNεK
LDVXLYV =
= XP εPS
ABεA
XCYXXYY (−εKMNB + δBMεKN)XMYNεKLDVXLYV =
= XP εPS
ABεA
XCYXXYY (−εDVNBYV YN + εNLDVXBYNYVXL) =
= XP (εPSε
AB + δP
AδS
B − δPBδSA − εBSAP )εAXCYXXYY
(−Y DYB + δBD +XLY LY DXB −XDXB) =
= (XSεBXCYXXYY + δS
BY C −XBεSXCYXXYY − εBSCY YY )
(−Y DYB + δBD +XLY LY DXB −XDXB) =
= −XSY DXXYBYY εBXCY +XSεDXCY YYXX +XSY LXLY DXBεBXCYXXYY−
−XSXDXBεBXCYXXYY − Y CY DYS + Y CδSD + Y CY DXSXLY L − Y CXDXS+
+XBεS
XCYXXYY Y
DYB −XDεSXCYXXYY − Y LXLY DXBXBεSXCYXXYY +
+XBXBX
DεS
XCYXXYY + Y
DYBε
B
S
CY YY − εDSCY YY−
−Y LXLY DXBεBSCY YY +XDXBεBSCY YY =
= −XSY DXX(Y XY C︸ ︷︷ ︸
1
−εCX) +XSεDXCY YYXX +XSY CY DY LXL︸ ︷︷ ︸
2
−
−XSXDY C︸ ︷︷ ︸
3
−Y CY DYS︸ ︷︷ ︸
4
+YCδS
D + Y CY DXSXLY
L︸ ︷︷ ︸
1
−Y CXDXS+
+XBYBY
DεS
XCYXXYY︸ ︷︷ ︸
2
−XDεSXCYXXYY︸ ︷︷ ︸
3
− 2XLYLY DεSXCYXXYY︸ ︷︷ ︸
2
+
+2XDεS
XCYXXYY︸ ︷︷ ︸
3
+Y D(YSY
C︸ ︷︷ ︸
4
−δSC)− εDSCY YY−
−Y LXLY DXBεBSCY YY︸ ︷︷ ︸
1
+XDXBε
B
S
CY YY︸ ︷︷ ︸
3
=
= XSε
DXCY YYXX +XSY
DXC −XSXDY C − εDSCY YY + Y CδSD − Y DδSC =
= XSε
CDXY YYXX − εCDSY YY .
(16.106)
2. Left path.
XXYY εS
QXY εRQ
CDXR = (δS
XεQY − εXQSY )εRQCDXRXXYY =
= XSY
QXRεRQ
CD − εSY CDYY . (16.107)
This is direct proof. The simpler proof based on the formula (10.1, case 2).
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16.8.11 Proof of the A-operator identities for n = 8
Let us prove the identity (14.99).
1. First.
ηΛ
KAηΨK
BηΛLCη
ΨL
D = εLC
KAεK
BL
D =
= (εLCε
KA − δLAδCK + εKLCA)(δKBδDL − εKDεBL + εKLDB) =
= εCDε
AB − δDAδCB + εBDCA − δDAδCB + εCDεAB − εDBCA+
+εACD
B − εCADB + 4εCADB = 2(εCDεAB + δCAδDB − δDAδCB).
(16.108)
2. Second.
ηΛ
KAηΨK
BηΛCLη
Ψ
D
L = εCL
KAεK
B
D
L = (δC
KδL
A − εKLCA)(εKDεBL − εKLDB) =
= εCDε
AB − εDBCA − εCADB + 4εCADB = εCDεAB + 2εCADB.
(16.109)
3. Third.
On the basis of the identity (8.27)
ηΛ
ABηΨADη
ΩCDηΘCB = 2(gΛΨg
ΩΘ + δΛ
ΘδΨ
Ω − δΨΘδΛΩ), (16.110)
we obtain
η[ Λ
C |A|ηΨ ]CBηΥKAηΩKB = 4gΥ[ ΛgΨ ]Ω,
η[ Λ
C |A|ηΨ ]CBηΥAKηΩBK = 4gΥ[ ΛgΨ ]Ω + 8η[ ΥgΩ ][ ΛηΨ ],
η[ Λ|A|CηΨ ]BCηΥAKηΩBK = 4gΥ[ ΛgΨ ]Ω,
η[ Λ|A|CηΨ ]BCηΥKAηΩKB = 4gΥ[ ΛgΨ ]Ω + 8η[ ΥgΩ ][ ΛηΨ ].
(16.111)
In addition,
η[ Λ
C |A|ηΨ ]CBηΥKAηΩKB = 8gΥ[ ΛgΨ ]Ω + ηΥCAη[ Ψ|CB|ηΛ ]KBηΩKA =
= 8gΥ[ ΛgΨ ]Ω + (η[ Λ
BKηΨ ]BC + 2η[ Λ
K |C|ηΨ ])(η[ Υ|A|CηΩ ]AK + 2η[ Ω|K|CηΥ ]) =
= 8gΥ[ ΛgΨ ]Ω − η[ ΛC |A|ηΨ ]CBηΥKAηΩKB − 2η[ ΨK |C|ηΛ ]η[ Υ|A|CηΩ ]AK+
+2η[ Ω|K|CηΥ ]η[ ΛBKηΨ ]BC − 16η[ ΛgΨ ][ ΩηΥ ].
(16.112)
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1 Введение
В статье3 рассматриваются ответы на следующие вопросы при произвольном четном n ≥ 4:
1. Что такое алгебра Клиффорда и как ее построить?
2. Что такое вещественная и комплексная реализация?
3. Что такое инволюция и как она помогает при переходе к вещественным вложениям?
4. Как построить вещественную и комплексную реализацию образующих (связующих
операторов) алгебры Клиффорда?
5. Как инволюция действует на образующие (связующие операторы) алгебры Клиф-
форда?
6. Как привести комплексную ортогональную матрицу к блочно-диагональному виду?
7. Как построить основные изоморфизмы (в т.ч. двулистные накрытия) и иные соот-
ношения в явном виде с помощью связующих операторов?
8. Как построить частные решения уравнения Клиффорда для связующих операторов
при четном n ≥ 4?
9. Как по связующим операторам построить структурные константы алгебр (без деле-
ния) гиперкомплексных чисел (седенионов) для n mod 8 = 0?
10. Как ввести и согласовать связности в касательном и спинорном расслоении?
11. Как построить аналоги операторов Ли и каковы условия их построения?
12. Как построить спиноры кривизны?
13. Какова связь между твисторным уравнением, деривационным уравнением нормали-
зованного грассманиана и конформным уравнением Киллинга?
14. Почему отличается спинорный формализм при n ≤ 8 от n > 8 и как его построить
для малых размерностей?
15. Как построить геометрическое представление спинора для R6(2,4)?
16. Как построить обобщение принципа тройственности Картана с соответствием Клей-
на и какова геометрия такого обобщения при n = 8?
17. Как построить спинорные аналоги операторов Ли при n = 4 в явном виде?
3Статья приведена с исправлениями и оригинальной нумерацией страниц.
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2 Алгебра Клиффорда
В этом параграфе рассказывается о том, как построить вещественную
2n-мерную алгебру Клиффорда с произвольным функционалом G согласно [18,
лекция 13, с. 258-299]. В случае, когда функционал G в подходящем базисе
имеет диагональный вид с одинаковым количеством  +  и  −  на
главной диагонали, образующие такой алгебры Клиффорда порождают образу-
ющие комплексной n-мерной алгебры Клиффорда, которая изоморфна алгебре
комплексных матриц C(2n2 ). Вывод всех результатов этого параграфа сделан
на основе [18].
Пусть V - векторное пространство над R. Тогда V будет модулем над R: 1). a(x+y)=ax+ay,
2). (a+b)x=ax+bx, 3). (ab)x=a(bx), 4). 1· x=x, где x,y ∈ V , a,b ∈ R. Рассмотрим в алгебре
T0(V) = T00(V)⊕ ...⊕ T0q(V)⊕ ... идеал
J(G) := {T ⊗ (x⊗ x− 1
2
G(x)); T ∈ T0(V), x ∈ T01(V)} (2.1)
и определим алгебру Клиффорда как CL(G2n) := T0(V)/J(G). Построим представление
такой алгебры в алгебру многочленов
α : V 7−→ A, α˜ : T0(V) 7−→ A,
α(V) = BΛ˜xΛ˜, α˜(T0(V)) = A+BΛ˜xΛ˜ + CΛ˜Ψ˜xΛ˜xΨ˜ + ... .
(2.2)
Здесь и далее Λ˜, Ψ˜ , ... = 1, 2n. Пусть теперь выполнено αˆ(J(G)) = 0 для некоторого
отображения αˆ : CL(G) 7−→ CA. Это будет означать, что
xΛ˜xΨ˜ + xΨ˜xΛ˜ = G(xΛ˜, xΨ˜ ). (2.3)
Поэтому формаG(xΛ˜, xΨ˜ ) в подходящем базисе имеет диагональный вид. Пусть для такого
базиса выполняются соотношения
xΛ˜xΨ˜ + xΨ˜xΛ˜ = 0, (Λ˜ 6= Ψ˜); xΛ˜2 = ±1, (2.4)
что определит отображение
αˆ(Cl(G2n)) = A+BΛ˜xΛ˜ + C
[Λ˜Ψ˜ ]xΛ˜xΨ˜ + ... (2.5)
В свою очередь, это означает, что алгебра Клиффорда конечна и dim CL(G2n) = 22n, dim V =
2n. Построим теперь комплексную алгебру Клиффорда CL(gn). Для этого рассмотрим ве-
щественную алгебру Клиффорда CL(G2n(n,n)). Будем считать, что (x2Λ)
2 = 1, (x2Λ−1)2 =
−1. Зададим
√
2zΛ = x2Λ + ix2Λ−1,
√
2z¯Λ = x2Λ − ix2Λ−1. (2.6)
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Здесь и далее Λ, Ψ, ... = 1, n. Тогда
2(zΛzΨ + zΨzΛ) = (x2Λ + ix2Λ−1)(x2Ψ + ix2Ψ−1) + (x2Ψ + ix2Ψ−1)(x2Λ + ix2Λ−1) =
= x2Λx2Ψ − x2Λ−1x2Ψ−1 + i(x2Λ−1x2Ψ + x2Λx2Ψ−1)+
+ x2Ψx2Λ − x2Ψ−1x2Λ−1 + i(x2Ψ−1x2Λ + x2Ψx2Λ−1) =
=
4, Λ = Ψ,0, Λ 6= Ψ,
2(zΛz¯Ψ + z¯ΨzΛ) = (x2Λ + ix2Λ−1)(x2Ψ − ix2Ψ−1) + (x2Ψ − ix2Ψ−1)(x2Λ + ix2Λ−1) =
= x2Λx2Ψ + x2Λ−1x2Ψ−1 − i(−x2Λ−1x2Ψ + x2Λx2Ψ−1)+
+ x2Ψx2Λ + x2Ψ−1x2Λ−1 − i(x2Ψ−1x2Λ − x2Ψx2Λ−1) = 0,
(2.7)
zΛzΨ + zΨzΛ = g(zΛ, zΨ). (2.8)
Поэтому факторизация комплексной алгебры T0(VC) = T0(VC)(z) по идеалу J(g) = {T ⊗
(z ⊗ z − 1
2
g(z)); T ∈ T0(VC), z ∈ T01(VC)} определит комплексную алгебру CL(gn) ∼=
T0(VC)/J(g).
Теорема 2.1. Для алгебр Клиффорда существует разложение
CL(G
(2n+2)
(n+1,n+1)) = CL(G
2n
(n,n))⊗ CL(G2(1,1)),
CL(G
(2n+2)
(2n+2,0)) = CL(G
2n
(2n,0))⊗ CL(G2(2,0)), CL(gn) = CL(gn−2)⊗ CL(g2)
(2.9)
с умножением a · b = (a˜, ˜˜a) · (b˜, ˜˜b) = (a˜b˜, ˜˜a˜˜b).
Доказательство. Пусть xΛ˜ - базис V2n, а x2n+1, x2n+2 - базис в V2
xΛ˜xΨ˜ + xΨ˜xΛ˜ = 0, (Λ˜ 6= Ψ˜); (x2Λ)2 = 1; (x2Λ−1)2 = −1,
x2n+1x2n+2 + x2n+2x2n+1 = 0; (x2n+2)
2 = −1; (x2n+1)2 = 1.
(2.10)
Это даст возможность определить базис в V2n+2 как
XΛ˜ = xΛ˜x2n+1x2n+2, X2n+1 = x2n+2, X2n+2 = x2n+1 (2.11)
с условиями
XΛ˜XΨ˜ +XΨ˜XΛ˜ = 0, (Λ˜ 6= Ψ˜), (X2Λ)2 = 1, (X2Λ−1)2 = −1,
в этом уравнении Λ = 1, n+ 1, Λ˜ = 1, 2n+ 2.
(2.12)
Тогда для любого a ∈ CL(G2n+2(n+1,n+1)) выполнено разложение
a = a1X2n+2X2n+1 + a2X2n+2 + a3X2n+1 + a4 =
= a1 ⊗ x2n+1x2n+2 + a2 ⊗ x2n+1 + a3 ⊗ x2n+2 + a4 ⊗ 1.
(2.13)
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Проведем замену базиса
y2n+1 = (x2n+1 + x2n+2)/2, y2n+2 = (x2n+1 − x2n+2)/2,
(y2n+1)
2 = 0, (y2n+2)
2 = 0, 2y2n+1y2n+2 = 1− x2n+1x2n+2.
(2.14)
Тогда разложение (2.13) примет вид
a = (−a1 + a4)y2n+1y2n+2 + (a2 + a3)y2n+1 + (a2 − a3)y2n+2 + (a1 + a4)y2n+2y2n+1. (2.15)
Следовательно, любой элемент a ∈ CL(G2(1,1)) разлагается как
a = a1x2n+1x2n+2 + a2x2n+1 + a3x2n+2 + a4 =
=
(
y2n+1y2n+2 y2n+2
) −a1 + a4 a2 + a3
a2 − a3 a1 + a4
 y2n+1y2n+2
y2n+1
 , (2.16)
а для любых двух элементов a, b ∈ CL(G2n+2(n+1,n+1)) выполнено
c := a · b = (a1 ⊗ x2n+1x2n+2 + a2 ⊗ x2n+1 + a3 ⊗ x2n+2 + a4 ⊗ 1)·
·(b1 ⊗ x2n+1x2n+2 + b2 ⊗ x2n+1 + b3 ⊗ x2n+2 + b4 ⊗ 1) =
= (a2b3 − a3b2 + a1b4 + a4b1)︸ ︷︷ ︸
:=c1
⊗x2n+1x2n+2 + (a2b4 + a4b2 − a1b3 + a3b1)︸ ︷︷ ︸
:=c2
⊗x2n+1+
+ (a3b4 + a4b3 − a1b2 + a2b1)︸ ︷︷ ︸
:=c3
⊗x2n+2 + (a1b1 + a4b4 + a2b2 − a3b3)︸ ︷︷ ︸
:=c4
(2.17)
В то же время для любых двух элементов a, b ∈ CL(G2(1,1)) верно тождество
c := a · b =
 −a1 + a4 a2 + a3
a2 − a3 a1 + a4
 ·
 −b1 + b4 b2 + b3
b2 − b3 b1 + b4
 =
=
 a1b1 − a1b4 − a4b1 + a4b4 + a2b2 + a3b2 − a2b3 − a3b3
−a2b1 + a3b1 + a2b4 − a3b4 + a1b2 + a4b2 − a1b3 − a4b3
−a1b2 + a4b2 − a1b3 + a4b3 + a2b1 + a3b1 + a2b4 + a3b4
a2b2 − a3b2 + a2b3 − a3b3 + a1b1 + a4b1 + a1b4 + a4b4
 =
=
 −c1 + c4 c2 + c3
c2 − c3 c1 + c4
 .
(2.18)
Что даст возможность поставить в соответствие образующим алгебры Клиффорда CL(G2(1,1))
их матричное представление
x2n+1 =
 0 1
1 0
 , x2n+2 =
 0 1
−1 0
 . (2.19)
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Это означает, что для любых двух элементов a, b ∈ CL(G2n+2(n+1,n+1)) в аналогичном мат-
ричном представлении c1, c2, c3, c4 ∈ CL(G2n(n,n)). Аналогично доказываются и два других
представления.
Теорема 2.2. Комплексная алгебра Клиффорда при четном n изоморфна алгебре ком-
плексных матриц вида
CL(g) ∼= C(2n/2). (2.20)
Доказательство. Доопределим, согласуя с доказательством теоремы 2.1,
√
2zn+1 = x2n+2 + ix2n+1,
√
2zn+2 = x2n+4 + ix2n+3,
zn+1zn+1 = 1, zn+1z¯n+1 = ix2n+1x2n+2 = −z¯n+1zn+1,
zn+2zn+2 = 1, zn+2z¯n+2 = ix2n+3x2n+4 = −z¯n+2zn+2,
zn+1zn+2 + zn+2zn+1 = 0.
(2.21)
Поставим в соответствие образующим CL(G4(2,2)) их матричное представление
x2n+2 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , x2n+1 =

0 0 1 0
0 0 0 −1
−1 0 0 0
0 1 0 0
 ,
x2n+4 =

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
 , x2n+3 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 .
(2.22)
Тогда для образующих CL(g2) в базисе, подобном базису примера 3.24, получим
√
2zn+1 =
 0 1 + i
1− i 0
 , √2zn+2 =
 0 1− i
1 + i 0
 , (2.23)
что и докажет нашу теорему. В общем виде данное соответствие будет построено ниже.
Таким образом вещественная алгебра Клиффорда CL(G2n(n,n)) изоморфна вещественной
алгебре матриц размерности n
CL(G2n(n,n))
∼= R(2n). (2.24)
Поэтому существует отображение
γ : R(2n) 7−→ (VR)2n. (2.25)
4C точностью до множителя xΛ˜ 7−→ 1√2xΛ˜, zΛ 7−→ 1√2zΛ.
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На основании (2.3) операторы γΛ˜ должны необходимо удовлетворять уравнению
γΛ˜γΨ˜ + γΨ˜γΛ˜ = GΛ˜Ψ˜ , (2.26)
которое и называется уравнением Клиффорда. В то же время комплексная алгебра Клиф-
форда представляется матричной алгеброй вида C(2n/2). Умножение в комплексной ал-
гебре Клиффорда делегирует матричное умножение в C(2n/2). Поэтому можно построить
отображение
γ : C(2n/2) 7−→ (VC)n. (2.27)
Из (2.8) следует, что операторы γΛ должны необходимо удовлетворять комплексному урав-
нению Клиффорда
γΛγΨ + γΨγΛ = gΛΨ. (2.28)
3 Комплексная и вещественные реализации
В этом параграфе рассказывается о том, как по вещественной реализации
2n-мерного псевдориманова многообразия со слоями касательного расслоения,
изоморфными R2n(n,n), локально построить его n-мерное комплексное представ-
ление. Для этого строится соответствующая комплексная репараметриза-
ция атласа в окрестности некоторой точки, что индуцирует в касательном
расслоении операторы Нейфельда [15], связанные с аффинором Нордена [17].
Соответственно, в спинорном расслоении связующими операторами γΛ˜ ин-
дуцируются с точностью до знака аналоги операторов Нейфельда. Это даст
возможность перейти к комплексной реализации связующих операторов γΛ.
Вывод всех результатов этого параграфа сделан на основе [15], [17].
Под комплексным аналитическим римановым пространством CVn в дальнейшем будем
понимать аналитическое комплексное многообразие, снабженное аналитической квадра-
тичной метрикой, т.е. метрикой, определенной с помощью симметрического невырожден-
ного тензора gΛΨ (здесь Λ, Ψ, ... = 1, n; Λ˜, Ψ˜ , ... = 1, 2n), координаты которого - анали-
тические функции координат точки. Этому тензору соответствует комплексная риманова
связность без кручения, коэффициенты которой определяются символами Кристофеля и
поэтому являются аналитическими функциями. Касательное расслоение этого многооб-
разия τC(CVn) имеет слои τCx ∼= CRn, то есть слои, изоморфные n-мерному комплексному
евклидовому пространству, метрика которого определяется значением метрического тен-
зора в данной точке. Вещественная реализация V2n нашего CVn имеет касательное рассло-
ение τR(V2n) со слоями, изоморфными R2n(n,n). Пусть на V2n задан атлас (U ;xΛ˜). Рассмотрим
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репараметризацию этого атласа (U ;wΛ) такую, что wΛ = 1√
2
(uΛ(xΛ˜) + ivΛ(xΛ˜)), которая
локально разрешима как xΛ˜ = xΛ˜(uΛ, vΛ). Положим
mΛΛ˜ :=
1√
2
(
∂uΛ
∂xΛ˜
+ i
∂vΛ
∂xΛ˜
) =:
∂wΛ
∂xΛ˜
, mΛ
Λ˜ :=
1√
2
(
∂xΛ˜
∂uΛ
− i∂x
Λ˜
∂vΛ
) =:
∂xΛ˜
∂wΛ
. (3.1)
Тогда
∆Λ˜
Ψ˜ := mΛΛ˜mΛ
Ψ˜ =
1
2
((
∂uΛ
∂xΛ˜
∂xΨ˜
∂uΛ
+
∂vΛ
∂xΛ˜
∂xΨ˜
∂vΛ︸ ︷︷ ︸
=δΛ˜
Ψ˜
) + i(
∂vΛ
∂xΛ˜
∂xΨ˜
∂uΛ
− ∂u
Λ
∂xΛ˜
∂xΨ˜
∂vΛ︸ ︷︷ ︸
=:fΛ˜
Ψ˜
)), (3.2)
что определит комплексную структуру f на V2n, где ∆Λ˜
Ψ˜ - аффинор Нордена. Определим
m¯Ψ
′
Ψ˜ := m
Ψ
Ψ˜ и положим
0 =: mΛΛ˜m¯Ψ′
Λ˜ =
1
2
((
∂uΛ
∂xΛ˜
∂xΛ˜
∂uΨ′
− ∂v
Λ
∂xΛ˜
∂xΛ˜
∂vΨ′︸ ︷︷ ︸
≡0
) + i (
∂uΛ
∂xΛ˜
∂xΛ˜
∂vΨ′
+
∂vΛ
∂xΛ˜
∂xΛ˜
∂uΨ′
)), (3.3)
δΨ
Λ =: mΛΛ˜mΨ
Λ˜ =
1
2
((
∂uΛ
∂xΛ˜
∂xΛ˜
∂uΨ
+
∂vΛ
∂xΛ˜
∂xΛ˜
∂vΨ︸ ︷︷ ︸
=2δΨΛ
)− i (∂u
Λ
∂xΛ˜
∂xΛ˜
∂vΨ
− ∂v
Λ
∂xΛ˜
∂xΛ˜
∂uΨ
)). (3.4)
Откуда ∂uΛ
∂xΛ˜
∂xΛ˜
∂vΨ
≡ 0 (поскольку vΨ′ = δΨΨ′vΨ и uΨ′ = δΨΨ′uΨ, а тензор δΨΨ′ имеет единичную
матрицу). Следовательно
∂uΛ
∂xΛ˜
fΨ˜
Λ˜ =
∂uΛ
∂xΛ˜
(
∂vΨ
∂xΨ˜
∂xΛ˜
∂uΨ
− ∂u
Ψ
∂xΨ˜
∂xΛ˜
∂vΨ
) =
∂vΛ
∂xΨ˜
(3.5)
есть условия Коши-Римана, если в данном базисе комплексная структура имеет канони-
ческий вид
fΛ˜
Ψ˜ =
 0 E
−E 0
 , (3.6)
где E - единичная матрица размера n × n. Легко проверить, что f 2 = −E. Если теперь
потребовать, чтобы карты CVn были согласованы голоморфными преобразованиями, то
таким образом можно отождествить два многообразия: CVn и V2n. При этом можно по-
строить изоморфизм между слоями касательных расслоений: τC(CVn) и τC(V2n), так же
как и между слоями их вещественных реализаций: τR(CVn) и τR(V2n).
Пусть в том же базисе, в котором комплексная структура имеет канонический вид,
наша метрика такая
GΛ˜Ψ˜ =
 E 0
0 −E
 , (3.7)
где E - единичная матрица размера n×n. За соответствие V2n ←→ CVn отвечают специаль-
ные операторы mΛΛ˜, mΛΛ˜, которые по определению должны удовлетворять следующей
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системе уравнений 
mΛ
Λ˜mΨΛ˜ = δΛ
Ψ,
mΛ
Λ˜m¯Ψ
′
Λ˜ = 0,
mΛ
Λ˜mΛΨ˜ =
1
2
(δΨ˜
Λ˜ + ifΨ˜
Λ˜) := 4Ψ˜ Λ˜.
(3.8)
Тогда из среднего уравнения будет следовать
mΨΩ˜ = m
Λ
Ω˜(mΛ
Λ˜mΨΛ˜) = (m
Λ
Ω˜mΛ
Λ˜)mΨΛ˜ =
1
2
mΨΩ˜ +
i
2
fΩ˜
Λ˜mΨΛ˜. (3.9)
Откуда
mΨΩ˜ = i fΩ˜
Λ˜mΨΛ˜ (3.10)
опять есть условия Коши-Римана. Поэтому в присутствии метрики GΛ˜Ψ˜ на R2n(n,n) в ком-
плексной реализации индуцируется метрика
gΛΨ := GΛ˜Ψ˜mΛ
Λ˜mΨ
Ψ˜ , g¯Λ′Ψ′ := GΛ˜Ψ˜m¯Λ′
Λ˜m¯Ψ′
Ψ˜ ,
gΛ′Ψ := GΛ˜Ψ˜m¯Λ′
Λ˜mΨ
Ψ˜ , g¯ΛΨ′ := GΛ˜Ψ˜m¯Λ
Λ˜m¯Ψ′
Ψ˜ .
(3.11)
В стандартной комплексной реализации (где вместо пространства R2n(n,n) берется простран-
ство R2n) подразумевается, что gΛ′Ψ′ = g¯Λ′Ψ′ = 0, и это приводит к эрмитовости метрики
gΛ′Ψ. Однако, в нашем случае следует воспользоваться условиями
gΛ′Ψ = g¯ΛΨ′ = 0. (3.12)
Это приведет к некоторым ограничениям на метрический тензор
0 = gΛ′Ψm¯
Λ′
Ω˜m
Ψ
Θ˜ = (GΛ˜Ψ˜m¯Λ′
Λ˜mΨ
Ψ˜ )m¯Λ
′
Ω˜m
Ψ
Θ˜ = GΛ˜Ψ˜ (m¯Λ′
Λ˜m¯Λ
′
Ω˜)(mΨ
Ψ˜mΨΘ˜) =
= GΛ˜Ψ˜ · 12(δΩ˜ Λ˜ − ifΩ˜ Λ˜) · 12(δΘ˜ Ψ˜ + ifΘ˜ Ψ˜ ) =
= 1
4
(GΩ˜Θ˜ + (fΩ˜
Λ˜fΘ˜
Ψ˜GΛ˜Ψ˜ )︸ ︷︷ ︸
=0
+i((fΩ˜
Λ˜GΛ˜Θ˜)− (fΘ˜ Ψ˜GΩ˜Ψ˜ ))︸ ︷︷ ︸
=0
) = 0.
(3.13)
Поэтому наша псевдоевклидова метрика с канонической комплексной структурой удовле-
творяет уравнению
fΩ˜
Λ˜GΛ˜Ψ˜fΘ˜
Ψ˜ = −GΩ˜Θ˜ , (3.14) 0 E
−E 0
 E 0
0 −E
 0 −E
E 0
 = −
 E 0
0 −E
 .
Кроме того, будет выполнено
GΛ˜Ψ˜ = m
Λ
Λ˜m
Ψ
Ψ˜gΛΨ + m¯
Λ′
Λ˜m¯
Ψ′
Ψ˜ g¯Λ′Ψ′ . (3.15)
135 12
Example 3.1. При n=1 для R2(1,1)
mΛ
Λ˜ = 1√
2
(1, i), (mT )Λ˜
Λ = 1√
2
 1
−i
 , gΛΨ = 1,
GΛ˜Ψ˜ =
 1 0
0 −1
 , fΛ˜Ψ˜ =
 0 1
−1 0
 . (3.16)
Теперь операторы (3.8) можно применить к операторам (2.25). Для этого рассмотрим
разложение при n=2 (N=1)
fΨ˜
Λ˜γΛ˜ = F˜ γΨ˜
˜˜F, F˜ 4 = ˜˜F 4 = E. (3.17)
Доказательство этой формулы будет дано в следующем параграфе (6.13). Из (3.17) будет
следовать
4Ψ˜ Λ˜γΛ˜ = 12(δΨ˜ Λ˜ + ifΨ˜ Λ˜)γΛ˜ =
=
1
2
(δ +
(1 + i)
2
F˜ +
(1− i)
2
F˜ 3)︸ ︷︷ ︸
:=4˜+
γΨ˜
1
2
(δ +
(1 + i)
2
˜˜F +
(1− i)
2
˜˜F 3)︸ ︷︷ ︸
:=
˜˜4+
+
+
1
2
(δ − (1 + i)
2
F˜ − (1− i)
2
F˜ 3)︸ ︷︷ ︸
:=4˜−
γΨ˜
1
2
(δ − (1 + i)
2
˜˜F − (1− i)
2
˜˜F 3)︸ ︷︷ ︸
:=
˜˜4−
=
= 4˜+γΨ˜ ˜˜4+ + 4˜−γΨ˜ ˜˜4−.
(3.18)
Это означает, что можно положить при n=2 (N=1)
m˜±Aˆ
B˜m˜±Cˆ B˜ = δAˆ
Cˆ ,
m˜±Aˆ
B˜m˜∓Cˆ B˜ = 0,
m˜±Aˆ
B˜m˜±AˆC˜ =
= 1
2
(δC˜
B˜± (1+i)
2
F˜C˜
B˜± (1−i)
2
(F˜ 3)C˜
B˜ )︸ ︷︷ ︸
:=4˜±C˜ B˜
,

˜˜m±Aˆ
B˜ ˜˜m±Cˆ B˜ = δAˆ
Cˆ ,
˜˜m±Aˆ
B˜ ˜˜m∓Cˆ B˜ = 0,
˜˜m±Aˆ
B˜ ˜˜m±AˆC˜ =
= 1
2
(δC˜
B˜± (1+i)
2
˜˜FC˜
B˜± (1−i)
2
( ˜˜F 3)C˜
B˜ )︸ ︷︷ ︸
:=
˜˜4±C˜ B˜
.
(3.19)
Здесь A˜, B˜ , C˜ , D˜ , ... = 1, 4, Aˆ, Bˆ, Cˆ, Dˆ, ... = 1, 2. Заметим, что можно ввести операцию
сопряжения (не комплексного!) такую, что операторы m˜± ( ˜˜m±) и m˜∓ ( ˜˜m∓) относительно
такой операции будут сопряжены друг другу. Следовательно, в качестве операторов γΛ
можно взять либо γ+Λ, либо γ−Λ
γ±ΛAˆ
Bˆ := mΛ
Λ˜γΛ˜C˜
D˜m˜±Aˆ
C˜ ˜˜m±BˆD˜ . (3.20)
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Example 3.2. При n=2 для R4(2,2)
mΛ
Λ˜ = 1√
2
 1 i 0 0
0 0 1 i
 , (mT )Λ˜Λ = 1√2

1 0
−i 0
0 1
0 −i
 , gΛΨ =
 1 0
0 1
 ,
GΛ˜Ψ˜ =

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
 , fΛ˜
Ψ˜ =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 .
(3.21)
γΛ˜ определены согласно (2.26), γΛ определены согласно (2.28).
mAˆ
B˜ := m˜+Aˆ
B˜ = ˜˜m+Aˆ
B˜ = 1√
2
 1 i 0 0
0 0 1 1
 ,
(mT )B˜
Aˆ = (m˜T+)B˜
Aˆ = ( ˜˜mT+)B˜
Aˆ = 1√
2

1 0
−i 0
0 1
0 1
 ,
m˜−Aˆ
B˜ = ˜˜m−Aˆ
B˜ = 1√
2
 1 −i 0 0
0 0 1 −1
 ,
(m˜T−)B˜
Aˆ = ( ˜˜mT−)B˜
Aˆ = 1√
2

1 0
i 0
0 1
0 −1
 ,
F A˜B˜ := F˜
A˜
B˜ =
˜˜F A˜B˜ =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 1 0
 .
(3.22)
Кстати, это еще раз говорит о том, что оператор F является матричным корнем 4
степени из единицы. Квадрат F 2 соответствует в пространстве R4(2,2) тривиальному
преобразованию, умноженному на -1.
В случае произвольного n алгоритм понижения спинорной размерности следующий.
Алгоритм 3.1. Комплексная структура представима в виде произведения элементар-
ных преобразований размерности 4×4. Каждое I-ое элементарное преобразование порож-
дает свой оператор (mI)ΛΛ˜, который отвечает за переход от вещественной реализации
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подпространства (RI)4(2,2) ⊂ R2n(2n,2n) к комплексной реализации (CI)2 ⊂ R2n−4(2n−2,2n−2)⊕ (CI)2
и, следовательно, понижает размерность пространства на 2. Соответственно, в спи-
норном пространстве генерируются операторы ˜˜mI± , m˜I±, способные понизить размер-
ность спинорного пространства в 2 раза. Очевидно, что требуется n/2 таких шагов
(I = 1, n
2
). Это понизит спинорную размерность в 2
n
2 = 2N раз и приведет к комплекс-
ному матричному представлению размерности 2N×2N . При этом операторы ˜˜mI± , m˜I±
будут удовлетворять следующим соотношениям
m˜I± Aˆ
B˜m˜I±
Cˆ
B˜ = δAˆ
Cˆ ,
m˜I± Aˆ
B˜m˜I∓
Cˆ
B˜ = 0,
m˜I± Aˆ
B˜m˜I±
Aˆ
C˜ = 4˜I± C˜ B˜ ,

˜˜mI± Aˆ
B˜ ˜˜mI±
Cˆ
B˜ = δAˆ
Cˆ ,
˜˜mI± Aˆ
B˜ ˜˜mI∓
Cˆ
B˜ = 0,
˜˜mI± Aˆ
B˜ ˜˜mI±
Aˆ
C˜ =
˜˜4I± C˜ B˜ .
(3.23)
Здесь для I шага A˜, B˜ , C˜ , D˜ , ... = 1, (2N)
2
2I−1 , Aˆ, Bˆ, Cˆ, Dˆ, ... = 1,
(2N)2
2I
. Тогда можно
построить операторы (m˜JzJ := m˜J± Aˆ
B˜ , ˜˜m∗JzJ :=
˜˜mJ±
Aˆ
B˜)
M˜K := m˜n
2 zn
2
m˜n
2
−1
zn
2−1
· ... · m˜2z2m˜1z1 ,
˜˜MK := ˜˜m
∗
n
2 zn
2
˜˜m∗n
2
−1
zn
2−1
· ... · ˜˜m∗2z2 ˜˜m∗1z1 , (3.24)
где zJ (J = 1, n2 ) равно 0 при выборе знака  − или 1 при выборе знака  +, тогда
K =
n
2∑
J=1
zJ · 2J−1 + 1. С помощью этих операторов можно определить
(γK)Λ := M˜K(mΛ
Λ˜γΛ˜)
˜˜MK . (3.25)
Соответствующий пример будет разобран ниже (алгоритм 8.1).
4 Вещественные вложения. Инволюции
В этом параграфе рассказывается о том, как в комплексную реализацию
CVn 2n-мерного псевдориманова пространства локально вложить действи-
тельное n-мерное (псевдо-)риманово пространство. Для этого рассматрива-
ется вещественная поверхность в CVn с вещественной параметризацией.
Это индуцирует в касательном расслоении оператор вложения HiΛ [15], с
помощью которого можно получить слой вещественного касательного рас-
слоения, снабженный (псевдо-)евклидовой метрикой. Сигнатура такой мет-
рики будет существенно зависеть от вида оператора вложения. Вывод всех
результатов этого параграфа сделан на основе [15].
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Вещественное (псевдо-)риманово пространство Vn будем рассматривать как поверх-
ность вещественной размерности n в пространстве CVn, т.е. определять с помощью пара-
метрического уравнения
wΛ = wΛ(ui), (Λ,Ψ, ..., i, j, g, h = 1, n), (4.1)
где wΛ - комплексные координаты точки x базы, а ui - параметры: локальные координа-
ты точки пространства Vn. Частные производные (∂iwΛ =: HiΛ) определяют локальное
вложение вещественного касательного пространства поверхности (4.1) в комплексное ка-
сательное пространство τCx следующим образом
H : τRx 7−→ τCx , (4.2)
wΛ = wΛ(ui(t)), rΛ := dw
Λ
dt
= Hi
Λ dui
dt
=: Hi
Λri
dui
dt
∈ τRx 7−→ dw
Λ
dt
∈ τCx ,
(4.3)
где дифференцирование ведется вдоль вещественной кривой γ(t) поверхности (4.1). Так
как матрица ‖ HiΛ ‖ есть невырожденная якобиева матрица, то существует оператор H iΛ
такой, что  H iΛHiΨ = δΛΨ,H iΛHjΛ = δj i. (4.4)
Отсюда следует, что оператор HiΛ определяет в комплексном пространстве инволюцию
SΛ
Ψ′ = H iΛH¯i
Ψ′ , (4.5)
где координаты H¯iΨ
′ комплексно сопряжены координатам HiΨ. Поэтому
ri = H iΛr
Λ = H iΛrΛ ⇒ SΛΨ′rΛ = r¯Ψ′ . (4.6)
Это есть необходимое и достаточное условие того, что вектор rΛ ∈ τCx будет вещественным.
При этом
SΛ
Ψ′S¯Ψ′
Φ = δΛ
Φ. (4.7)
Метрику Vn (вещественного (псевдо-)риманова пространства) определим условием
gΛΨr
ΛrΨ = gΛΨrΛrΨ, ∀r¯Ψ′ = SΛΨ′rΛ. (4.8)
Это означает, что вещественный тензор пространства Vn определяется как тензор, само-
сопряженный относительно указанной эрмитовой инволюции
gΛΨ = SΛ
Φ′SΨ
Θ′ g¯Φ′Θ′ . (4.9)
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Поэтому тензор
gij := Hi
ΛHj
ΨgΛΨ = HiΛHjΨgΛΨ (4.10)
будет метрическим тензором Vn ⊂ CVn. Вид метрики gij существенно зависит от структу-
ры оператора HiΛ и, следовательно, от тензора инволюции SΛΨ
′ .
Example 4.1. Пусть имеется комплексно-евклидово пространство CR4. Определить
вложение действительного пространства в комплексное можно тремя существенно
различными способами
Hi
Λ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , Hi
Λ =

1 0 0 0
0 1 0 0
0 0 i 0
0 0 0 i
 , Hi
Λ =

1 0 0 0
0 i 0 0
0 0 i 0
0 0 0 i
 .
GΛΨ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,
gij =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , gij =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , gij =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 .
(4.11)
5 Элементарные преобразования ортогональной груп-
пы
В этом параграфе рассказывается о том, как привести псевдоортогональ-
ное преобразование к блочно-диагональному виду, а затем перейти к комплекс-
ной реализации такого преобразования. Вывод всех результатов этого пара-
графа сделан на основе [10], [20].
Рассмотрим ортогональные преобразования в пространстве R2n(n,n), которые задаются
соотношением
GΛ˜Ψ˜SΩ˜
Λ˜SΓ˜
Ψ˜ = GΩ˜Γ˜ . (5.1)
При этом, базис выберем так, что ‖ GΛ˜Ψ˜ ‖ будет иметь в нем диагональный вид.
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Теорема 5.1. Конформные преобразования пространства R2n−2(n−1,n−1) образуют группу O(n, n),
состоящую из:
1. вращений из O(n− 1, n− 1), 3. трансляций, 5. суперпозиции 1-4.
2. дилатаций, 4. инверсий,
Тогда любое преобразование из O(n, n) представимо в виде произведения элементарных
преобразований
SΛ˜1
Λ˜J+1 = ±
J∏
I=1
(±(rI)Λ˜I (rI)Λ˜I+1 − δΛ˜I Λ˜I+1), (rI)Λ˜I (rI)Λ˜I = ±2. (5.2)
Доказательство. Элементарные преобразования из (5.2) действительно ортогональны
(±rΛ˜rΨ˜ − δΛ˜Ψ˜ )(±rΨ˜rΘ˜ − δΨ˜ Θ˜) = (±2)rΛ˜rΘ˜ ∓ rΛ˜rΘ˜ ∓ rΛ˜rΘ˜ + δΛ˜Θ˜ = δΛ˜Θ˜ . (5.3)
Обычные вращения из группыO(2) представимы в виде (5.2), при этом, rΛ˜ =
√
2(cos α
2
, sin α
2
),
и имеется два несвязных класса вращений
a).
 cosα sinα
sinα − cosα
 , b).
 cosα sinα
− sinα cosα
 . (5.4)
Однако преобразование b). получается суперпозицией двух преобразований из a).
1. Преобразования из группы O(1, 1) представляют собой буст одного из 4 видов
a).
 ch θ sh θ
sh θ ch θ
 , b).
 ch θ − sh θ
sh θ − ch θ
 ,
c).
 − ch θ sh θ
− sh θ ch θ
 , d).
 − ch θ − sh θ
− sh θ − ch θ
 . (5.5)
Преобразование b). представимо в виде (5.2), где rΛ˜ =
√
2(ch θ
2
, sh θ
2
). Преобразо-
вание a). есть суперпозиция двух преобразований вида b). Преобразования c). и d).
отличаются лишь знаком от преобразований b). и a). соответственно. Этим описы-
ваются 4 несвязные компоненты группы O(1, 1).
2. Пусть одномерная дилатация в R1 имеет вид: x˜ = λx. Рассмотрим световой конус
в R3(1,2), заданный как T 2 − Z2 − X2 = 0. Рассечем его плоскостью T + Z = 1, а
затем выполним стереографическую проекцию сечения на прямую T = 1, Z = 0,
что индуцирует одномерное пространство R1 с единственной координатой x = X
T−Z .
Тогда T˜+Z˜ = λ(T+Z), T˜−Z˜ = λ−1(T−Z), X˜ = X. При λ > 0 данное преобразование
будет бустом вида a).; при λ < 0 данное преобразование будет бустом вида d).
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3. Рассмотрим трансляцию x˜ = x+ a пространства R1. Это приведет к соотношениям:
T˜ − Z˜ = T −Z, T˜ + Z˜ = T +Z + 2aX + a2(T −Z), X˜ = X + a(T −Z). Неподвижным
вектором данного преобразования будет изотропный вектор вида (b, 0, b). Никаким
псевдоортогональным преобразованием невозможно перевести изотропный вектор в
неизотропный, поскольку такие преобразования сохраняют величину T 2 − X2 − Z2
неизменной. Это означает, что невозможно подействовать такими преобразовани-
ями на базис так, чтобы изотропный вектор был направлен вдоль неизотропной
координатной оси. Однако, это не мешает разложить дилатацию на элементарные
преобразования: вращение, буст и еще одно такое же вращение. Для этого в качестве
вращения возьмем элементарное преобразование
1 0 0
0 cosα − sinα
0 sinα cosα
 (5.6)
с tgα = a
2
, а в качестве буста вида a). - элементарное преобразование
ch θ sh θ 0
sh θ ch θ 0
0 0 1
 (5.7)
с ch θ = a2
2
+ 1. Тогда указанная композиция будет иметь вид
1 0 0
0 1√
1+a
2
4
− a2√
1+a
2
4
0
a
2√
1+a
2
4
1√
1+a
2
4


1 + a
2
2
a
√
1 + a
2
4
0
a
√
1 + a
2
4
1 + a
2
2
0
0 0 1
 ·
·

1 0 0
0 1√
1+a
2
4
− a2√
1+a
2
4
0
a
2√
1+a
2
4
1√
1+a
2
4
 =

1 + a
2
2
a −a2
2
a 1 −a
a2
2
a 1− a2
2
 .
(5.8)
4. Инверсия x˜ = 1
x
в R1 индуцирует вращение T˜ = T , Z˜ = −Z, X˜ = X.
5. Суперпозиции всех одномерных преобразований вида 1-4 вместе с вращениями O(n−
1, n− 1) представляют группу конформных преобразований пространства R2n−2(n−1,n−1),
которая будет изоморфна группе O(n, n).
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Example 5.1. Рассмотрим группу псевдоортогональных преобразований O(1, 2) простран-
ства R3(1,2). Как известно, собственные значения любого такого преобразования являют-
ся корнями многочлена третьей степени. Одно из таких значений обязательно долж-
но быть вещественным числом. Поскольку псевдоортогональные преобразования удовле-
творяют соотношению (5.1), то квадрат такого вещественного числа есть единица.
Поэтому любое преобразование из группы O(1, 2) обладает неподвижной осью. Однако,
не всегда эту ось можно совместить с координатной осью, используя только псевдоор-
тогональные преобразования базиса.
1. Рассмотрим композицию вращения и буста для пространства R3(1,2)
ch θ − sh θ 0
sh θ − ch θ 0
0 0 1


1 0 0
0 cosα sinα
0 sinα − cosα
 =

ch θ − cosα sh θ − sinα sh θ
sh θ − cosα ch θ − sinα ch θ
0 sinα − cosα
 .
(5.9)
Пусть эта композиция вектор (a, b, c) оставит неподвижным
a ch θ − b cosα sh θ − c sinα sh θ = a
a sh θ − b cosα ch θ − c sinα ch θ = b
b sinα− c cosα = c
,
c
b
= tg α
2
, a
b
= cth θ
2
,
r = (b cth θ
2
, b, b tg α
2
).
(5.10)
Проведем преобразование базиса
ch θ
2
− sh θ
2
0
− sh θ
2
ch θ
2
0
0 0 1


b cth θ
2
b
b tg α
2
 =

b/ sh θ
2
0
b tg α
2
 . (5.11)
Поскольку теперь |r|2 = b2(1/ sh2 θ
2
− tg2 α
2
), положим b := ± 1√|1/ sh2 θ
2
−tg2 α
2
| . Тогда
существует преобразование базиса
chφ 0 shφ
0 1 0
shφ 0 chφ


b/ sh θ
2
0
b tg α
2
 , a). либо chφ =
b
sh θ
2
, shφ = −b tg α
2
,
b). либо shφ = − b
sh θ
2
, chφ = b tg α
2
.
(5.12)
В случае a). неподвижна координатная ось (1,0,0), а в случае b). - ось (0,0,1). Если
1/ sh θ
2
= ± tg α
2
, то никаким псевдоортогональным вращением базиса невозможно
упростить первоначальную суперпозицию.
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2. Рассмотрим композицию двух бустов для пространства R3(1,2)
ch θ − sh θ 0
sh θ − ch θ 0
0 0 1


chψ 0 − shψ
0 1 0
shψ 0 − chψ
 =

ch θ chψ − sh θ − shψ ch θ
sh θ chψ − ch θ − shψ sh θ
shψ 0 − chψ
 .
(5.13)
Пусть эта композиция оставит вектор (a, b, c) неподвижным
a ch θ chψ − b sh θ − c shψ ch θ = a
a sh θ chψ − b ch θ − c shψ sh θ = b
a shψ − c chψ = c
,
c
a
= th ψ
2
, b
a
= th θ
2
,
r = (a, a th θ
2
, a th ψ
2
).
(5.14)
Проведем преобразование базиса
ch θ
2
− sh θ
2
0
− sh θ
2
ch θ
2
0
0 0 1


a
a th θ
2
a th ψ
2
 =

a/ ch θ
2
0
a th ψ
2
 . (5.15)
Поскольку теперь |r|2 = a2(1/ ch2 θ
2
− th2 ψ
2
), положим a := ± 1√
|1/ ch2 θ
2
−th2 ψ
2
|
. Тогда
существует преобразование базиса
chφ 0 shφ
0 1 0
shφ 0 chφ


a/ ch θ
2
0
a th ψ
2
 , a). либо chφ =
a
ch θ
2
, shφ = −a th ψ
2
,
b). либо shφ = − a
ch θ
2
, chφ = a th ψ
2
.
(5.16)
В случае a). неподвижна координатная ось (1,0,0), а в случае b). - ось (0,0,1). Если
1/ ch2 θ
2
= ± th2 ψ
2
, то никаким псевдоортогональным вращением базиса невозможно
упростить первоначальную суперпозицию.
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Example 5.2. Рассмотрим суперпозицию элементарных преобразований из группы O(1, 2)
chφ 0 shφ
0 1 0
shφ 0 chφ


1 0 0
0 cosα sinα
0 − sinα cosα


chψ shψ 0
shψ chψ 0
0 0 1
 =
=

ch φ˜ 0 sh φ˜
0 1 0
sh φ˜ 0 ch φ˜


ch ψ˜ sh ψ˜ 0
sh ψ˜ ch ψ˜ 0
0 0 1


1 0 0
0 cos α˜ sin α˜
0 − sin α˜ cos α˜
 ,
ch(φ−φ˜) chψ−sh(φ−φ˜) shψ sinα ch(φ−φ˜) shψ−sh(φ−φ˜) chψ sinα sh(φ−φ˜) cosα
cosα shψ cosα chψ sinα
sh(φ−φ˜) chψ−ch(φ−φ˜) shψ sinα sh(φ−φ˜) shψ−ch(φ−φ˜) chψ sinα ch(φ−φ˜) cosα
 =
=

ch ψ˜ sh ψ˜ cos α˜ sh ψ˜ sin α˜
sh ψ˜ ch ψ˜ cos α˜ ch ψ˜ sin α˜
0 − sin α˜ cos α˜

(5.17)
Решением этой системы уравнений будет
sinα = ch ψ˜ sin α˜, shψ = sh ψ˜√
1−ch2 ψ˜ sin2 α˜
, sh(φ− φ˜) = sh ψ˜ sin α˜√
1−ch2 ψ˜ sin2 α˜
.
sin α˜ = sinα√
1+sh2 ψ cos2 α
, sh ψ˜ = shψ cosα, sh(φ− φ˜) = shψ sinα√
1+sh2 ψ cos2 α
.
(5.18)
Опять же исключительным случаем является ch2 ψ˜ sin2 α˜ ≥ 1. Поэтому, не всегда воз-
можно переставить в суперпозиции элементарные преобразования, в отличие от орто-
гональной группы O(3).
Example 5.3. Рассмотрим теперь преобразования из группы O(2, 2). Любое преобразо-
вание из этой группы согласно теореме Картана-Дьедонне [10, т. 2, с. 33] можно пред-
ставить с помощью четырех преобразований вида (5.2)
± rΛ˜rΨ˜ − δΛ˜Ψ˜ , rΛ˜rΛ˜ = ±2. (5.19)
Однако, всегда можно подобрать разложение таким образом, чтобы два из таких преоб-
разований имели диагональную матрицу. Элементы главной диагонали такой матрицы
IΛ˜
Ψ˜ по модулю равны 1. Поэтому (5.2) может быть переписано как
(I1)Φ˜
Λ˜(±(r1)Λ˜(r1)Ψ˜ − δΛ˜Ψ˜ )(I2)Ψ˜ Θ˜(±(r2)Θ˜(r2)Ω˜ − δΘ˜ Ω˜),
(r1)
Ψ˜ (I2)Ψ˜
Θ˜(r2)Θ˜ = 0, (r2)
Ψ˜ (I1)Ψ˜
Θ˜(r1)Θ˜ = 0.
(5.20)
Существует 3 существенно различных взаимоисключающих варианта.
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1. В этом случае псевдоортогональное преобразование может иметь блочно-диагональный
вид
I1

ch θ − sh θ 0 0
sh θ − ch θ 0 0
0 0 1 0
0 0 0 1
 I2

1 0 0 0
0 1 0 0
0 0 chφ − shφ
0 0 shφ − chφ
 =
I1


√
2 sh θ
2√
2 ch θ
2
0
0

︸ ︷︷ ︸
(r1)Θ˜
( √
2 sh θ
2
−√2 ch θ
2
0 0
)
︸ ︷︷ ︸
(r1)Ω˜
+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

I2


0
0
√
2 sh φ
2√
2 ch φ
2

︸ ︷︷ ︸
(r2)Θ˜
(
0 0
√
2 sh φ
2
−√2 ch φ
2
)
︸ ︷︷ ︸
(r2)Ω˜
+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

,
(r1)
Ψ˜ (r1)Ψ˜ = −2, (r2)Ψ˜ (r2)Ψ˜ = −2.
(5.21)
2. В этом случае псевдоортогональное преобразование может иметь блочно-диагональный
вид
I1

cos θ sin θ 0 0
sin θ − cos θ 0 0
0 0 1 0
0 0 0 1
 I2

1 0 0 0
0 1 0 0
0 0 − cosφ − sinφ
0 0 − sinφ cosφ
 =
I1


√
2 cos θ
2√
2 sin θ
2
0
0

︸ ︷︷ ︸
(r1)Θ˜
( √
2 cos θ
2
√
2 sin θ
2
0 0
)
︸ ︷︷ ︸
(r1)Ω˜
−

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

(5.22)
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I2


0
0
−√2 cos φ
2
−√2 sin φ
2

︸ ︷︷ ︸
(r2)Θ˜
(
0 0
√
2 cos φ
2
√
2 sin φ
2
)
︸ ︷︷ ︸
(r2)Ω˜
+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

,
(r1)
Ψ˜ (r1)Ψ˜ = 2, (r2)
Ψ˜ (r2)Ψ˜ = −2.
3. В этом случае псевдоортогональное преобразование не будет иметь блочно-диагонального
вида, но может быть представлено как
1 0 0 0
0 1 + a
2
2
a −a2
2
0 a 1 −a
0 a
2
2
a 1− a2
2


−1 −b 0 b
b −1 + b2
2
0 − b2
2
0 0 −1 0
b b
2
2
0 −1− b2
2
 =
=

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

︸ ︷︷ ︸
(I1)Φ˜
Λ˜


0
a√
2
−√2
a√
2

︸ ︷︷ ︸
(r1)Λ˜
(
0 a√
2
√
2 − a√
2
)
︸ ︷︷ ︸
(r1)Ψ˜
+

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΛ˜
Ψ˜


−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
(I2)Ψ˜
Θ˜


√
2
b√
2
0
b√
2

︸ ︷︷ ︸
(r2)Θ˜
( √
2 b√
2
0 − b√
2
)
︸ ︷︷ ︸
(r2)Ω˜
−

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

︸ ︷︷ ︸
δΘ˜
Ω˜

,
(r1)
Ψ˜ (r1)Ψ˜ = −2, (r2)Ψ˜ (r2)Ψ˜ = 2.
(5.23)
Согласно все той же теореме Картана-Дьедонне любое преобразование из группыO(2n, 2n)
в некотором базисе будет иметь блочно-диагональный вид, состоящий из блоков O(2, 2).
Это означает, что выполнено (5.2)
SΛ˜1
Λ˜J+1 = ±
J∏
I=1
(±(rI)Λ˜I (rI)Λ˜I+1 − δΛ˜I Λ˜I+1). (5.24)
Пусть теперь в пространстве R2n(n,n) задана каноническая комплексная структура, тогда в
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разложении (5.2) можно выделить J/2 сомножителей так, чтобы было выполнено
fΛ˜2I
Λ˜I ((rI)Λ˜I (rI)
Λ˜I+1 − δΛ˜I Λ˜I+1)fΛ˜I+1 Λ˜2I+1 = (r2I)Λ˜2I (r2I)Λ˜2I+1 + δΛ˜2I Λ˜2I+1 ,
(rI)Λ˜(rI)
Λ˜ = 2, (r2I)Λ˜(r2I)
Λ˜ = −2, ∀I = 1, J/2.
(5.25)
Этим для любого псевдо-ортогонального преобразования SΛ˜
Ψ˜ определятся соотношения
SΛ
Ψ := mΛ
Λ˜SΛ˜
Ψ˜mΨΨ˜ , SΛ
Ψ′ := mΛ
Λ˜SΛ˜
Ψ˜m¯Ψ
′
Ψ˜ = 0,
S¯Λ′
Ψ := m¯Λ′
Λ˜SΛ˜
Ψ˜mΨΨ˜ = 0, S¯Λ′
Ψ′ := m¯Λ′
Λ˜SΛ˜
Ψ˜m¯Ψ
′
Ψ˜ ,
−fΩ˜ Λ˜SΛ˜Ψ˜fΨ˜ Θ˜ = SΩ˜ Θ˜ .
(5.26)
Таким образом определится комплексная симметрия
mΘ
Θ˜(rΘ˜r
Σ˜ − δΘ˜ Σ˜ )fΣ˜ Ψ˜ (rΨ˜rΩ˜ − δΨ˜ Ω˜)fΩ˜ Ξ˜mΞΞ˜ =
= mΘ
Θ˜(−rΘ˜rΣ˜fΣ˜ Ψ˜fΨ˜ Ξ˜ − fΘ˜ Ψ˜rΨ˜rΩ˜fΩ˜ Ξ˜ + fΘ˜ Ψ˜fΨ˜ Ξ˜ )mΞΞ˜ =
= (2rΘr
Ξ − δΘΞ).
(5.27)
Кроме того,
rΛr
Λ = mΛ
Ψ˜rΨ˜m
Λ
Φ˜r
Φ˜ =
1
2
(δΦ˜
Ψ˜ + ifΦ˜
Ψ˜ )rΨ˜r
Φ˜ =
1
2
rΨ˜r
Ψ˜ = 1, (5.28)
что окончательно подтверждает существование разложения
SΛ1
ΛJ+1 = ±
J∏
I=1
((rI)ΛI (rI)
ΛI+1 − δΛIΛI+1), (rI)ΛI (rI)ΛI = 2. (5.29)
Однако, следует отметить, что не всегда (rI)Λ(rJ)Λ = 0, (I 6= J) ввиду существования
изотропных векторов, что и было показано в предыдущем примере. Что касается блочной
структуры преобразований из группы O(n,C), то размерность блоков тоже будет равна
четырем.
Example 5.4. Пусть имеется трехмерное псевдоевклидово пространство R3(1,2). Рас-
смотрим преобразование
Si
j =

1 + a
2
2
a −a2
2
a 1 −a
a2
2
a 1− a2
2
 . (5.30)
Определим оператор вложения как
H iΛ =

1 0 0
0 −i 0
0 0 −i
 , HiΛ =

1 0 0
0 i 0
0 0 i
 . (5.31)
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Это определит комплексификацию нашего преобразования
SΛ
Ψ = H iΛSi
jHj
Ψ =

1 + a
2
2
ia −ia2
2
−ia 1 −a
−ia2
2
a 1− a2
2
 (5.32)
c комплексно-евклидовой метрикой. Чтобы перейти к действительной реализации, нам
потребуются операторы следующего вида
(mT )Λ˜
Λ =
1√
2

1 0 0
0 i 0
0 0 i
−i 0 0
0 1 0
0 0 1

, mΛ
Λ˜ =
1√
2

1 0 0 i 0 0
0 −i 0 0 1 0
0 0 −i 0 0 1
 . (5.33)
Соответственно, действительная реализация нашего преобразования будет иметь вид
SΛ˜
Ψ˜ = mΛΛ˜SΛ
ΨmΨ
Ψ˜ + m¯Λ
′
Λ˜SΛ′
Ψ′m¯Ψ′
Ψ˜ =

1 + a
2
2
a −a2
2
0 0 0
a 1 −a 0 0 0
a2
2
a 1− a2
2
0 0 0
0 0 0 1 + a
2
2
a −a2
2
0 0 0 a 1 −a
0 0 0 a
2
2
a 1− a2
2

.
(5.34)
Видно, что такая реализация имеет блочно-диагональную структуру, однако комплекс-
ная реализация такой структуры не имеет.
Наряду с преобразованиями (5.26) имеет смысл рассматривать псевдоортогональные
преобразования
SΛ
Ψ := mΛ
Λ˜SΛ˜
Ψ˜mΨΨ˜ = 0, SΛ
Ψ′ := mΛ
Λ˜SΛ˜
Ψ˜m¯Ψ
′
Ψ˜ ,
S¯Λ′
Ψ := m¯Λ′
Λ˜SΛ˜
Ψ˜mΨΨ˜ , SΛ′
Ψ′ := m¯Λ′
Λ˜SΛ˜
Ψ˜m¯Ψ
′
Ψ˜ = 0,
fΩ˜
Λ˜SΛ˜
Ψ˜fΨ˜
Θ˜ = SΩ˜
Θ˜ , SΛ˜
Ψ˜SΨ˜
Φ˜ = δΛ˜
Φ˜, SΛ
Ψ′S¯Ψ′
Φ = δΛ
Φ, SΛ
Ψ′SΦ
Ω′ g¯Ψ′Ω′ = gΛΦ.
(5.35)
Комплексная реализация таких преобразований будет являться инволюциями на про-
странстве Cn, ответственными за некоторое вещественное вложение. Поэтому в разло-
жении (5.2) можно выделить J/2 сомножителей так, чтобы было выполнено
fΛ˜2I
Ψ˜I ((rI)Ψ˜I (rI)
Λ˜I+1 − δΨ˜I Λ˜I+1)fΛ˜I+1 Λ˜2I+1 = −((r2I)Λ˜2I (r2I)Λ˜2I+1 + δΛ˜2I Λ˜2I+1),
(rI)Λ˜(rI)
Λ˜ = 2, (r2I)Λ˜(r2I)
Λ˜ = −2, ∀I = 1, J/2.
(5.36)
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Таким образом собственные значения преобразования SΛΨ
′ суть ±1. Это автоматически
означает, что такое преобразование ортогонально диагонализируемо в комплексной обла-
сти, а вещественная реализация в некотором базисе имеет блочно-диагональный вид
cos θ sin θ 0 0 ......
sin θ − cos θ 0 0 ......
0 0 − cos θ − sin θ ......
0 0 − sin θ cos θ ......
............ ............. ............ ............ .......

(5.37)
и тоже диагонализируема. За более подробным изложением следует обратиться к [20, c.
79-126], [10, т. 2].
6 Уравнение Клиффорда. Двулистное накрытие
В этом параграфе рассказывается о том, как перейти к редуцированным
спинорам Картана. Это даст возможность построить взаимно однознач-
ное отображение между векторами пространства Cn и бивекторами спинор-
ного пространства CN , что приведет к построению двулистного накрытия
Spin(n,C)/{±1} ∼= SO(n,C). Вывод всех результатов этого параграфа сделан
на основе [18], [22].
Пусть имеется некоторое псевдориманово пространство V2n, где n-число четное. Оно
является вещественной реализацией некоторого комплексного пространства CVn. Пусть в
каждой точке V2n задан набор невырожденных операторов γΛ˜. Λ˜, Ψ˜ , ... = 1, 2n. При этом
будем считать, что каждый оператор γΛ˜ := mΛ˜
ΛγΛ + m¯Λ˜
Λ′γΛ′ может быть представлен
вещественной матрицей (2N)2 × (2N)2, где N = 2n/2−1, и удовлетворяют условию (2.3)
γΛ˜γΨ˜ + γΨ˜γΛ˜ = GΛ˜Ψ˜ , (6.1)
где GΛ˜Ψ˜ = GΨ˜Λ˜ - невырожденный метрический тензор вида (3.11)-(3.12), заданный в веще-
ственной реализации касательного расслоения к V2n. Назовем комплексной реализацией
операторов γΛ˜ операторы (3.25) (если не важно, какой из K операторов будет выбран, то
номер K будем опускать)
γΛ := mΛ
Λ˜(M˜γΛ˜
˜˜M). (6.2)
Они будут удовлетворять уравнению
γΛγΨ + γΨγΛ = gΛΨ, γ¯Λ′ γ¯Ψ′ + γ¯Ψ′ γ¯Λ′ = gΛ′Ψ′ . (6.3)
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Пусть rΛ - вектор комплексного касательного расслоения τC. В качестве базы можно
рассматривать как комплексную CVn, так и вещественную реализацию V2n. Слой этого
расслоения изоморфен пространству Cn, вещественной реализацией которого будет псев-
доевклидово пространство R2n(n,n), где n - индекс псевдоевклидовой метрики (количество
” + ” на главной диагонали). Таким образом, вектору из пространства Cn(R2n(n,n)) можно
однозначно сопоставить некоторый оператор из пространства C2N по правилу
R := rΦγΦ. (6.4)
Поскольку из уравнения Клиффорда следует, что
tr(γΛγΨ) = NgΛΨ, (6.5)
то любому такому оператору R можно однозначно сопоставить вектор пространства Cn(R2n(n,n)),
взяв след от обеих частей соответствия (6.4) с γΛ := gΛΨγΨ
gΛΨtr(γΨR) = r
ΦgΛΨtr(γΨγΦ), (6.6)
и тогда
1
N
tr(γΨR) = rΨ. (6.7)
Таким образом, получено взаимно однозначное соответствие между векторами rΛ про-
странства Cn(R2n(n,n)) и операторами R (специального вида, конечно же), действующими
на пространстве C2N . Используя уравнение Клиффорда (6.3), можно написать тождество
RγΨR = r
ΛγΛγΨγΦr
Φ = rΛ(gΛΨ − γΨγΛ)γΦrΦ = (rΨrΦ − 1
2
(rΛr
Λ)δΨ
Φ)γΦ. (6.8)
Пусть rΛrΛ := ±2. Известно, что любое (псевдо-)ортогональное преобразование SΨΦ мо-
жет быть представлено как конечное произведение элементарных преобразований вида
SI := (rI)Ψ(rI)
Φ − 1
2
((rI)Λ(rI)
Λ)δΨ
Φ (I пробегает конечные значения от 1 до какого-нибудь
конечного J, например). Доказательству этого факта посвящен предыдущий параграф.
Определим
RI := (rI)
ΛγΛ, S =
J∏
I=1
SI = S1S2 . . . SJ , (6.9)
S˜ =
J∏
I=1
RI = R1R2 . . . RJ ,
˜˜S :=
1∏
I=J
RI = RJ . . . R2R1. (6.10)
Здесь S˜ есть правое произведение операторов RI , а
˜˜S есть левое произведение операторов
RI . Поэтому матрицы операторов S˜ и
˜˜S в общем случае различны и никак друг с другом не
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связаны. Это позволит переписать соответствие (6.8) для ортогонального преобразования
SΛ
Ψ как
SΛ
ΨγΨ = S˜γΛ
˜˜S, ˜˜S = S˜−1. (6.11)
Уравнение (6.8) справедливо и для вещественной реализации, что даст
SΛ˜
Ψ˜γΨ˜ = S˜γΛ˜
˜˜S, fΘ˜
Λ˜SΛ˜
Ψ˜fΨ˜
Φ˜ = −SΘ˜ Φ˜. (6.12)
Соответственно, уравнение (6.12) для инволюции перепишется как
SΛ˜
Ψ˜γΨ˜ = S˜γΛ˜
˜˜S, fΘ˜
Λ˜SΛ˜
Ψ˜fΨ˜
Φ˜ = SΘ˜
Φ˜, SΛ˜
Ψ˜SΨ˜
Φ˜ = δΛ˜
Φ˜. (6.13)
Тогда для комплексной реализации получим тождество
SΛ
Ψ′ γ¯Ψ′ =
¯˜SγΛ
˜˜S, SΛ
Ψ′S¯Ψ′
Φ = δΛ
Φ, S˜ ¯˜S = ±E, ˜˜S ¯˜˜S = ±E. (6.14)
Теперь возможно комплексифицировать уже и вещественную реализацию R2n(n,n), рассмат-
ривая вектор rΛ˜ в том же базисе, но с комплексными коэффициентами. При этом γΛ˜
останутся прежними. В этом случае SΛ˜
Ψ˜ из (6.12) будет уже комплексным преобразова-
нием. В частности, в качестве такого преобразования можно рассмотреть преобразование
ifΨ˜
Φ˜ ввиду (3.14). Это означает, что комплексная структура разложима как
ifΛ˜
Ψ˜γΨ˜ = I˜F˜ γΛ˜
˜˜F ˜˜I. (6.15)
Для дальнейшего исследования этого соответствия необходимо изучить структуру опера-
торов γΛ˜. Не ограничивая общности, можно рассматривать базис, в котором метрический
тензор GΛ˜Ψ˜ на главной диагонали имеет ±1, a остальные компоненты равны 0
γΛ˜γΨ˜ = −γΨ˜γΛ˜, Λ˜ 6= Ψ˜ . (6.16)
Построим оператор
γ0 :=
2n∏
Λ˜=1
γΛ˜. (6.17)
Тогда из (6.16) будет следовать
γ0γΛ˜ = −γΛ˜γ0, (6.18)
(γ0 − λE)γΛ˜ = −γΛ˜(γ0 + λE).
Поэтому
det(γ0 − λE) = 0 = det(γ0 + λE) (6.19)
будет уравнением на собственные значения оператора γ0. Видно, что указанные значе-
ния парны: ±λ. Поэтому положительным и отрицательным собственным значениям будут
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соответствовать 2 различных собственных подпространства. Тогда существует базис в ко-
тором возможно блочное представление оператора γ0 (блоки имеют размер N2 ×N2)
γ0 =
 ζ0 0
0 ξ0
 , (6.20)
где ζ0 отвечают за положительные собственные значения, а ξ0 - за отрицательные. Опре-
делим
γΛ˜ =
 ζΛ˜ σΛ˜
ηΛ˜ ξΛ˜
 . (6.21)
С учетом этого определения условие (6.16) приведет к соотношениям
ζ0ζΛ˜ = −ζΛ˜ζ0, ξ0ξΛ˜ = −ξΛ˜ξ0. (6.22)
Это означает, что ζ0 и ξ0 должны иметь парные положительные и отрицательные значения
(даже если ζΛ˜ и ξΛ˜ вырождены, но не равны 0). Поэтому ζΛ˜ = ξΛ˜ ≡ 0. Таким образом
γΛ˜ =
 0 σΛ˜
ηΛ˜ 0
 , (6.23)
и уравнение (6.1) равносильно системе ηΛ˜σΨ˜ + ηΨ˜σΛ˜ = GΛ˜Ψ˜ ,σΛ˜ηΨ˜ + σΨ˜ηΛ˜ = GΛ˜Ψ˜ . (6.24)
Отметим, что если перейти к другому базису в пространстве R(2N)2 с помощью невырож-
денного оператора S из общей линейной группы γ˜Λ˜ := SγΛ˜S
−1, то уравнение Клиффорда
(6.18), вообще говоря, не сохранит свой вид.
Вернемся теперь к комплексной структуре. Ее квадрат равен −E - эта матрица пред-
ставляет некоторое ортогональное преобразование. Согласно (6.24) при n=2, N=1 такое
преобразование представимо по формуле (6.12) как
F˜ 2 = ˜˜F 2 =
 −E 0
0 E
 . (6.25)
Если комплексная структура fΛ˜
Ψ˜ имеет в данном базисе канонический вид, то в разложе-
нии (6.15) F := F˜ = ˜˜F , I := I˜ = ˜˜I тоже имеет блочный вид (из-за блочной структуры γΛ˜
и соответствия (6.8), написанного для вещественной реализации)
F =
 Fˆ 0
0
ˆˆ
F T
 , Fˆ 2 = −E, ˆˆF 2 = E, I =
 iE 0
0 E
 . (6.26)
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Что касается преобразования I, то оно определяется из соотношения
iγΛ =
1
2
(i(γΛ) + (−i)(−γΛ)) =
=
1
2
((1 + i)E + (1− i)F˜ 2)︸ ︷︷ ︸
:=I˜
γΛ
1
2
((1 + i)E + (1− i) ˜˜F
2
)︸ ︷︷ ︸
:=˜˜I
. (6.27)
Ввиду того, что количество элементарных преобразований, составляющих комплексную
структуру fΛ˜
Ψ˜ всегда кратно двум (поскольку размерность вещественной реализации 2n
при четном n кратна 4), то блочная структура будет именно по главной диагонали. Сле-
довательно, для блочных составляющих γΛ˜ будет верно
fΛ˜
Ψ˜σΨ˜ = Fˆ σΛ˜
ˆˆ
F T , fΛ˜
Ψ˜ηΨ˜ =
ˆˆ
F TηΛ˜Fˆ , (6.28)
что определит положительную реализацию (3.19) для верхнего знака и отрицательную ре-
ализацию (3.19) для нижнего знака. Если теперь положить (A˜, B˜ , C˜ , D˜ , ... = 1, 4, Aˆ, Bˆ, Cˆ, Dˆ, ... =
1, 2, ˜˜A, ˜˜B, ˜˜C, ˜˜D, ... = 1, 2, A,B,C,D... = 1, 1)
m˜±Aˆ
B˜ :=
 m˜±A1 ˜˜B1 0
0 ˜˜m±A2 ˜˜B2
 , ˜˜m±AˆB˜ :=
 m˜±A1 ˜˜B1 0
0 ˜˜m±A2 ˜˜B2
 , (6.29)
то условие (3.19) примет вид
(m˜±)A
˜˜B(m˜±)C ˜˜B = δA
C ,
(m˜±)A
˜˜B(m˜∓)C ˜˜B = 0,
(m˜±)A
˜˜B(m˜±)A ˜˜C =
=
1
2
(δ ˜˜C
˜˜B ± iFˆ ˜˜C
˜˜B)︸ ︷︷ ︸
:=(4˜±) ˜˜C
˜˜B
,

( ˜˜m±)A
˜˜B( ˜˜m±)C ˜˜B = δA
C ,
( ˜˜m±)A
˜˜B( ˜˜m∓)C ˜˜B = 0,
( ˜˜m±)A
˜˜B( ˜˜m±)±A ˜˜C =
=
1
2
(δ ˜˜C
˜˜B ± ˆˆF ˜˜C
˜˜B)︸ ︷︷ ︸
:=(
˜˜4±) ˜˜C
˜˜B
.
(6.30)
Чтобы построить пошаговые операторы (6.30) для произвольного четного n, воспользуем-
ся алгоритмом 3.1 (A˜, B˜ , C˜ , D˜ , ... = 1, (2N)
2
2I−1 , Aˆ, Bˆ, Cˆ, Dˆ, ... = 1,
(2N)2
2I
, ˜˜A, ˜˜B, ˜˜C, ˜˜D, ... = 1, 2N2
2I−1 ,
A,B,C,D... = 1, 2N
2
2I
, N = 2n/2−1, I = 1, n
2
)
(m˜I±)A
˜˜B(m˜I±)
C
˜˜B
= δA
C ,
(m˜I±)A
˜˜B(m˜I∓)
C
˜˜B
= 0,
(m˜I±)A
˜˜B(m˜I±)
A
˜˜C
= (4˜I±) ˜˜C
˜˜B,

( ˜˜mI±)A
˜˜B( ˜˜mI±)
C
˜˜B
= δA
C ,
( ˜˜mI±)A
˜˜B( ˜˜mI∓)
C
˜˜B
= 0,
( ˜˜mI±)A
˜˜B( ˜˜mI±)±
A
˜˜C
= ( ˜˜4I±) ˜˜C
˜˜B.
(6.31)
154 31
При этом
(4˜I±) ˜˜C
˜˜A :=
1
2
(δ ˜˜C
˜˜A ± Iˆ ˜˜C
˜˜KFˆ ˜˜K
˜˜A), ( ˜˜4I±) ˜˜C
˜˜A :=
1
2
(δ ˜˜C
˜˜A ± ˆˆI ˜˜C
˜˜K ˆˆF ˜˜K
˜˜A). (6.32)
Теперь возможно определить операторы
M˜K := m˜n
2 zn
2
m˜n
2
−1
zn
2−1
· ... · m˜2z2m˜1z1 ,
˜˜MK := ˜˜mn
2 zn
2
˜˜mn
2
−1
zn
2−1
· ... · ˜˜m2z2 ˜˜m1z1 , (6.33)
где zJ (J = 1, n2 ) равно 0 при выборе знака  − или 1 при выборе знака  +, тогда
K =
n
2∑
J=1
zJ · 2J−1 + 1. Если не важно, какой из K операторов будет выбран, то номер K
будем опускать. Используя эти операторы, можно определить (M˜ := M˜C
˜˜A, M˜∗ := M˜∗C ˜˜A,
˜˜M := ˜˜MC
˜˜A, ˜˜M∗ := ˜˜M∗C ˜˜A)
σΛ := M˜(mΛ
Λ˜σΛ˜)
˜˜MT , ηΛ :=
˜˜M∗(mΛΛ˜ηΛ˜)(M˜
∗)T . (6.34)
Для дальнейших выкладок необходимо наложить условие
tr(ηΨ˜σΦ˜) =
N
2
gΨ˜Φ˜. (6.35)
Переходя в (6.24) к комплексной реализации с помощью операторов (6.33), можно полу-
чить 
ηΛσΨ + ηΨσΛ = gΛΨ,
σΛηΨ + σΨηΛ = gΛΨ,
tr(ηΨσΛ) =
N
2
gΨΛ.
(6.36)
Это приведет согласно (6.4) к
Rη := r
ΛηΛ, Rσ := r
ΛσΛ,
2
N
tr((Rσ)ηΛ) = rΛ,
2
N
tr((Rη)σΛ) = rΛ, (6.37)
R =
 0 Rσ
Rη 0
 , (6.38)
где тензоры Rη, Rσ имеют размерность уже N × N . Следовательно, (6.8) разобьется на
пару уравнений
RσηΨRσ = (rΨr
Φ − 1
2
(rΩr
Ω)δΨ
Φ)σΦ, RησΨRη = (rΨr
Φ − 1
2
(rΩr
Ω)δΨ
Φ)ηΦ. (6.39)
Поскольку
RσRη =
1
2
(rΩr
Ω)E, (6.40)
то есть возможность определить формализацию операторов ηΛ , σΛ следующим образом
ηΛ := ηΛ
AB, σΛ := σΛAB = ηΛBA, (A,B, ... = 1, N). (6.41)
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Тогда (6.11) можно переписать как
I). SΨ
ΛηΛ = S˜
TηΨ
˜˜S, II). SΨ
ΛηΛ =
˜˜SσΨS˜
T , (6.42)
но уже здесь операторы ˜˜S и S˜ будут иметь размерность N×N . Однако, теперь разложение
этих операторов для собственного SΛΨ (det ‖ SΛΨ ‖= 1) (случай I) будет иметь вид
S˜T =
J∏
I=1
(Rη)2I−1(Rσ)2I = (Rη)1(Rσ)2(Rη)3(Rσ)4 . . . (Rη)2J−1(Rσ)2J , (6.43)
˜˜S =
1∏
I=J
(Rσ)2I(Rη)2I−1 = (Rσ)2J(Rη)2J−1 . . . (Rσ)4(Rη)3(Rσ)2(Rη)1, (6.44)
а для несобственного преобразования SΛΨ (det ‖ SΛΨ ‖= −1) (случай II) соответственно
S˜T = (Rη)1
J∏
I=1
(Rσ)2I(Rη)2I+1 = (Rη)1(Rσ)2(Rη)3 . . . (Rσ)2J(Rη)2J+1, (6.45)
˜˜S = (
1∏
I=J
(Rη)2I+1(Rσ)2I)(Rη)1 = (Rη)2J+1(Rσ)2J . . . (Rη)3(Rσ)2(Rη)1. (6.46)
Таким образом, уравнение (6.42) определяет алгебраическую реализацию двулистного на-
крытия Spin(n,C)/{±1} ∼= SO(n,C). Соответственно, для инволюции (6.14) определит
I). SΨ
Λ′ηΛ′ = S˜
TηΨ
˜˜S, II). SΨ
Λ′ηΛ′ =
˜˜STσΨS˜,
S˜ ¯˜S = ±E, ˜˜S ¯˜˜S = ±E. S˜ = ± ¯˜S, ˜˜S = ± ¯˜˜S.
(6.47)
Нижняя строка соотношений наследуется вещественной реализацией инволюции как в ка-
сательном, так и в спинорном пространстве. А вещественная реализация инволюции в
касательном пространстве есть ортогональное преобразование, квадрат которого имеет
единичную матрицу. Соответственно, в вещественной реализации спинорного простран-
ства наследуется это свойство, и квадрат спинорных инволюций (случай I) в веществен-
ной реализации с точностью до знака тоже является тождественным преобразованием.
Осталось перейти к комплексной реализации по правилу (3.20) .
Example 6.1. 2n=2, N=1.
Если gΛ˜Ψ˜ =
 1 0
0 1
, то
γ1 =
1√
2
 0 1
1 0
 , γ2 = 1√2
 0 i
−i 0
 .
η1 =
1√
2
, η2 = − i√2 , σ1 = 1√2 , σ2 = i√2 .
tr(ηΛ˜σΨ˜ ) =
1
2
 1 i
−i 1
 , - тензор вырожден.
(6.48)
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Таким образом, тождество tr(ηΛ˜σΨ˜ ) =
1
2
gΛ˜Ψ˜ неверно. Тем не менее можно воспользо-
ваться (6.11) и (6.12). Положим
(r1)Λ˜ = (r1)
Λ˜ :=
√
2(cosφ , sinφ)
(S1)Λ˜
Ψ˜ =
 2 cos2 φ− 1 2 cosφ sinφ
2 cosφ sinφ −1 + 2 sin2 φ
 =
 cos 2φ sin 2φ
sin 2φ − cos 2φ
 = (r1)Ψ˜ (r1)Λ˜ − δΛ˜Ψ˜ ,
R1 = (r1)
Λ˜γΛ˜ = cosφ
 0 1
1 0
+ sinφ
 0 i
−i 0
 .
(6.49)
Тогда для любого вектора xΛ˜ = (T,X) соответствия X = xΛ˜γΛ˜, (S1)Λ˜
Ψ˜xΨ˜ ←→ R1XR1
примут вид cos 2φ sin 2φ
sin 2φ − cos 2φ
 T
X
←→
 0 eiφ
e−iφ 0
 0 T + iX
T − iX 0
 0 eiφ
e−iφ 0
 .
(6.50)
Положим далее
(r2)Λ˜ = (r2)
Λ˜ :=
√
2(cosφ, − sinφ).
(S2)Λ˜
Ψ˜ =
 cos 2φ − sin 2φ
− sin 2φ − cos 2φ
 = (r2)Ψ˜ (r2)Λ˜ − δΛ˜Ψ˜ ,
R2 = (r2)
Λ˜γΛ˜ = cosφ
 0 1
1 0
− sinφ
 0 i
−i 0
 .
(6.51)
Тогда для любого вектора xΛ˜ = (T,X) соответствия X = xΛ˜γΛ˜, (S2)Λ˜
Ψ˜xΨ˜ ←→ R2XR2
примут вид cos 2φ − sin 2φ
− sin 2φ − cos 2φ
 T
X
←→
 0 e−iφ
eiφ 0
 0 T + iX
T − iX 0
 0 e−iφ
eiφ 0
 .
(6.52)
Теперь возможно построить собственное преобразование S := S1S2, для которого SΛ˜
Ψ˜xΨ˜ ←→
R1R2XR2R1 и S˜ = R1R2,
˜˜S = R2R1. Явная запись соответствия будет иметь вид cos 4φ − sin 4φ
sin 4φ cos 4φ
 T
X
←→
 e2iφ 0
0 e−2iφ
 0 T + iX
T − iX 0
 e−2iφ 0
0 e2iφ
 .
(6.53)
Очевидно, что SO(2) исчерпывется такими преобразованиями SΛ˜
Ψ˜ , тогда
 e2iφ 0
0 e−2iφ

представляет группу, двулистно накрывающую группу
 e4iφ 0
0 e−4iφ
 ∼= U(1). При
этом ˜˜S = S˜ (комплексносопряжены). Этим доказано, что SO(2) ∼= U(1).
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Example 6.2. 2n=2, N=1.
Если gΛ˜Ψ˜ =
 1 0
0 −1
, то
γ1 =
1√
2
 0 1
1 0
 , γ2 = 1√2
 0 1
−1 0
 ,
η1 =
1√
2
, η2 = − 1√2 , σ1 = 1√2 , σ2 = 1√2 .
tr(ηΛ˜σΨ˜ ) =
1
2
 1 −1
1 −1
 , - тензор вырожден.
(6.54)
Таким образом тождество tr(ηΛ˜σΨ˜ ) =
1
2
gij неверно. Явная запись соответствия SΛ˜
Ψ˜xΨ˜ ←→
S˜X ˜˜S будет иметь вид ch 4φ sh 4φ
sh 4φ ch 4φ
 T
X
←→
 e2φ 0
0 e−2φ
 0 T +X
T −X 0
 e−2φ 0
0 e2φ
 ,
(6.55)
что определит соответствие SO+(1, 1) ∼= R (аддитивная), где SO+(1, 1) - связная ком-
понента единицы с S11 > 0.
Example 6.3. 2n=4, N=2. Если gij =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
, то можно построить
η1 =
1√
2
 1 0
0 1
 , η2 = 1√2
 0 1
−1 0
 ,
η3 =
1√
2
 1 0
0 −1
 , η4 = 1√2
 0 −1
−1 0
 ,
σ1 =
1√
2
 1 0
0 1
 , σ2 = 1√2
 0 −1
1 0
 ,
σ3 =
1√
2
 −1 0
0 1
 , σ4 = 1√2
 0 1
1 0
 .
(6.56)
Операторы γi строятся согласно γi =
 0 σi
ηi 0
. Легко проверить, что tr(ηiσj) =
tr(σiηj) = gij. Вычисления в этом случае более громоздки, но аналогичны случаю n=2
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(и частично будут проведены ниже). Просто отметим тот факт, что здесь действу-
ет накрытие SO+(2, 2) ∼= SL(2) × SL(2)/±1. Однако теперь хотелось бы знать, как
перейти от случая n=4 к случаю n=2.
Example 6.4. n = 2 ⊂ n = 4, N = 2.
mΛ
Λ˜ = 1
2
 1 −1 −i i
i i 1 1
 , mΛΛ˜ = 12
 1 −1 i −i
−i −i 1 1
 ,
gΛΨ =
 1 0
0 −1
 , GΛ˜Ψ˜ =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , fΛ˜
Ψ˜ =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 ,
xΛ˜ = (T, Y, Z,X), xΛ = mΛΛ˜x
Λ˜ = 1
2
(T − Y + i(Z −X),−i(T + Y ) + Z +X),
(6.57)
тогда любое собственное ортогональное преобразование SΛ˜
Ψ˜ ∈ SO+(2, 2)(det ‖ SΛΨ ‖= 1
и определитель левого верхнего минора 2× 2 - положителен) представимо в виде конеч-
ного произведения элементарных преобразований. Поскольку fSf = −S из-за наличия
комплексной структуры, поэтому такие преобразования будут двух видов
(S1)Λ˜
Ψ˜ =

cos 2ϕ sin 2ϕ 0 0
sin 2ϕ − cos 2ϕ 0 0
0 0 cos 2ϕ sin 2ϕ
0 0 sin 2ϕ − cos 2ϕ
 ,
(S2)Λ˜
Ψ˜ =

ch 2ψ 0 0 − sh 2ψ
0 − ch 2ψ − sh 2ψ 0
0 sh 2ψ ch 2ψ 0
sh 2ψ 0 0 − ch 2ψ
 .
(6.58)
Комплексную реализацию SΛ˜
Ψ˜ можно определить как SΛΨ = mΛΛ˜SΛ˜
Ψ˜mΨΨ˜
(S1)Λ
Ψ =
 − sin 2ϕ −i cos 2ϕ
i cos 2ϕ sin 2ϕ
 , (S2)ΛΨ =
 i sh 2ψ −i ch 2ψ
i ch 2ψ −i sh 2ψ
 . (6.59)
Поэтому S = S1S2 описывает группу SO(2,C) полностью. Пусть теперь
(r1)
Λ˜ =
√
2(cosφ, sinφ, 0, 0) , (r2)
Λ˜ =
√
2(0, 0, cosφ, sinφ),
(r1)Λ˜ =
√
2(cosφ, sinφ, 0, 0) , (r2)Λ˜ =
√
2(0, 0,− cosφ,− sinφ).
(6.60)
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Построим (S1)Λ˜
Θ˜ = ((r1)Λ˜(r1)
Ψ˜−δΛ˜Ψ˜ )((r2)Ψ˜ (r2)Θ˜+δΨ˜ Θ˜). При этом (r1)Λ˜(r1)Λ˜ = −(r2)Λ˜(r2)Λ˜ =
2. Пусть ηΛ˜ и σΛ˜ такие же как в предыдущем примере, то
R1 = (r1)
Λ˜ηΛ˜ =
 cosφ sinφ
− sinφ cosφ
 , R2 = (r2)Λ˜σΛ˜ =
 − cosφ sinφ
sinφ cosφ
 ,
R1R2 =
 − cos 2φ sin 2φ
sin 2φ cos 2φ
 , R2R1 =
 −1 0
0 1
 ,
(r3)
Λ˜ =
√
2(ch ψ, 0, 0,− sh ψ) , (r4)Λ˜ =
√
2(0,− sh ψ,− ch ψ, 0),
(r3)Λ˜ =
√
2(ch ψ, 0, 0, sh ψ) , (r4)Λ˜ =
√
2(0,− sh ψ, ch ψ, 0).
(6.61)
Построим (S2)Λ˜
Θ˜ = ((r3)Λ˜(r3)
Ψ˜−δΛ˜Ψ˜ )((r4)Ψ˜ (r4)Θ˜+δΨ˜ Θ˜). При этом (r3)Λ˜(r3)Λ˜ = −(r4)Λ˜(r4)Λ˜ =
2.
R3 = (r3)
Λ˜ηΛ˜ =
 ch ψ sh ψ
sh ψ ch ψ
 , R4 = (r4)Λ˜σΛ˜ =
 ch ψ sh ψ
− sh ψ − ch ψ
 ,
R3R4 =
 1 0
0 −1
 , R4R3 =
 ch 2ψ sh 2ψ
− sh 2ψ − ch 2ψ
 ,
S˜T = R1R2R3R4 =
 − cos 2φ − sin 2φ
sin 2φ − cos 2φ
 ,
˜˜S = R4R3R2R1 =
 − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
 .
(6.62)
Поскольку xΛ˜ = (T, Y, Z,X), xΛ = 1
2
(T − Y + i(Z −X),−i(T + Y ) + Z +X), то
xΛSΛ
Ψ ←→ S˜TXη ˜˜S =
=
 − cos 2φ − sin 2φ
sin 2φ − cos 2φ
 T + Z −X + Y
−X − Y T − Z
 − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
 . (6.63)
Таким образом, SO(2,C) ∼= U(1) × R(additive), где
 − cos 2φ − sin 2φ
sin 2φ − cos 2φ
 представля-
ет группу U(1), а
 − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
 представляет аддитивную группу R. Если в
соответствующих уравнениях сделать замену η на σ, то
xΛSΛ
Ψ ←→ ˜˜S ′TXσS˜ ′ =
=
 − ch 2ψ − sh 2ψ
− sh 2ψ − ch 2ψ
 T − Z X − Y
X + Y T + Z
 − cos 2φ sin 2φ
− sin 2φ cos 2φ
 . (6.64)
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Example 6.5. n = 2 ⊂ 2n = 4, N = 2.
Пусть тензор инволюции в касательном слое для вещественной реализации V4 пред-
ставляется тензором (слева вложение для метрики индекса 2, справа - для индекса 1)
SΛ˜
Ψ˜ =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 , SΛ˜
Ψ˜ =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 ,
GΛ˜Ψ˜ =

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 ,
(6.65)
и выполнены все тождества предыдущих примеров. Тогда для комплексной реализации
CV2 он будет иметь вид SΛΨ
′
= mΛ
Λ˜SΛ˜
Ψ˜m¯Λ
′
Ψ˜
SΛ
Ψ′ =
 1 0
0 −1
 , SΛΨ′ =
 0 i
i 0
 , (6.66)
С другой стороны, у инволюции существует образ (буковка T означает транспонирова-
ние) и в некотором базисе SΛ˜
Ψ˜ηΨ˜ = S˜
TηΨ˜ S˜
S˜ =
 0 1
−1 0
 , S˜ =
 0 1
1 0
 . (6.67)
В первом случае получается (индекс 2) 0 −1
1 0
 − cos 2φ − sin 2φ
sin 2φ − cos 2φ
 0 1
−1 0
 =
 − cos 2φ − sin 2φ
sin 2φ − cos 2φ
 , 0 −1
1 0
 − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
 0 1
−1 0
 =
 − ch 2ψ − sh 2ψ
− sh 2ψ − ch 2ψ
 ,
Hi
Λ = 1√
2
 1 −i
−1 −i
 , H iΛ = 1√2
 1 i
−1 i
 , gij =
 1 0
0 1
 , gΛΨ =
 1 0
0 −1
 .
(6.68)
Поэтому ψ = 0
(S1)i
j =
 cos 2φ sin 2φ
sin 2φ − cos 2φ
 , (S2)ij =
 1 0
0 −1
 , (6.69)
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и мы опять приходим к изоморфизму SO(2) ∼= U(1)
(
T, Y
) cos 2φ sin 2φ
− sin 2φ cos 2φ
←→
←→
cos 2φ
 1 0
0 1
+ sin 2φ
 0 1
−1 0
 T Y
−Y T
 . (6.70)
Во втором случае (индекс 1) 0 1
1 0
 − cos 2φ − sin 2φ
sin 2φ − cos 2φ
 0 1
1 0
 =
 − cos 2φ sin 2φ
− sin 2φ − cos 2φ
 , 0 1
1 0
 − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
 0 1
1 0
 =
 − ch 2ψ sh 2ψ
sh 2ψ − ch 2ψ
 ,
Hi
Λ = 1√
2
 1 i
i 1
 , H iΛ = 1√2
 1 −i
−i 1
 ,
gij =
 1 0
0 −1
 , gΛΨ =
 1 0
0 −1
 .
(6.71)
Поэтому 2φ = 0, pi
(S1)i
j = ±
 −1 0
0 1
 , (S2)ij =
 − ch 2ψ sh 2ψ
− sh 2ψ ch 2ψ
 , (6.72)
и мы опять приходим к изоморфизму SO+(1, 1) ∼= R (аддитивная)
(
T, X
) ch 2ψ sh 2ψ
sh 2φ ch 2φ
←→
←→
 T −X
−X T
ch 2ψ
 1 0
0 1
+ sh 2ψ
 0 −1
−1 0
 . (6.73)
Следующий пример достоин отдельного параграфа.
7 Кватернионы
В этом параграфе рассказывается о том, как связана алгебра кватернионов
с клиффордовой алгеброй и о том, как построить в явном виде двулистные
накрытия, соответствующие этому случаю. Вывод всех результатов этого
параграфа сделан на основе [18].
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Известно, что алгебру Клиффорда CL(gn) можно представить как
CL(gn) : AI +BΛeΛ + C
ΛΨeΛeΨ +D
ΛΨΦeΛeΨeΦ + ... =
=
 CL0(gn)(четная) : AI + CΛΨeΛeΨ + ...,CL1(gn)(нечетная) : BΛeΛ +DΛΨΦeΛeΨeΦ + ...,
(7.1)
что и называется Z2 градуировкой. При этом CL0(gn) есть подалгебра CL(gn). Если рас-
сматривать n=4 с 8-мерной алгеброй Клиффорда CL0(gn), то базис указанной алгебры
будет иметь вид
1, e1e2, e1e3, e2e3, e1e4, e2e4, e3e4, e1e2e3e4. (7.2)
Из уравнения Клиффорда (2.8) будет следовать
eΛeΨ = 1, Λ = Ψ, eΛeΨ = −eΨeΛ, Λ 6= Ψ (7.3)
в некотором базисе
I = 1, i := e1e2,
j =: e1e3, k := e2e3,
e := e3e4, f := ie = e1e2e3e4,
g := je = e1e3e3e4 = e1e4, h := ke = e2e3e3e4 = e2e4,
(7.4)
который будет представлять собой базис, подобный базису алгебры октав, но с другой
нормировкой. Для этого необходимо рассмотреть вложение R4 ⊂ C4. Затем можно найти
представление указанного базиса с помощью построенных выше операторов γi = HiΛγΛ.
Но такой базис, в свою очередь, получается прямой суммой двух кватернионных базисов,
за что отвечает изоморфизм CL0(gn(n,0)) ∼= H⊕H. Для того, чтобы построить соответству-
ющее представление указанного базиса, необходимо потребовать для частей операторов
γi выполнение условия tr(ηiσj) = N2 gij. И тогда, действительно, возможно ограничиться
кватернионным базисом (как раз имеющим 2 генератора i и j (k=ij) и кватернионную
единицу I)
1√
2
I := η1 =
1√
2
 1 0
0 1
 , 1√
2
i := η2 =
1√
2
 0 i
i 0
 ,
1√
2
j := η3 =
1√
2
 0 −1
1 0
 , 1√
2
k := η4 =
1√
2
 i 0
0 −i
 ,
σ1 =
1
2
 1 0
0 1
 , σ2 = 1√2
 0 −i
−i 0
 ,
σ3 =
1√
2
 0 1
−1 0
 , σ4 = 1√2
 −i 0
0 i
 .
(7.5)
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Пусть теперь на пространстве R4 ⊂ C4 заданы генерирующие элементарные ортогональ-
ные преобразования векторы
r1 = (cosφ1, sinφ1, 0, 0), r2 = (cosφ2, 0, sinφ2, 0), r3 = (0, cosφ3, sinφ3, 0),
r4 = (cosφ4, 0, 0, sinφ4), r5 = (0, cosφ5, 0, sinφ5), r6 = (0, 0, cosφ6, sinφ6).
(7.6)
При этом, как и прежде, преобразования (rI)i(rI)j−δj i (I = 1, 6) генерируют все вращения
из группы O(4). Соответственно, на пространстве C2 (N = 22/2−1 = 2) будут индуцированы
их образы
R1 := r1
iηi =
 cosφ1 i sinφ1
i sinφ1 cosφ1
 , R2 := r2iσi =
 cosφ2 sinφ2
− sinφ2 cosφ2
 ,
R3 := r3
iηi =
 0 i cosφ3 − sinφ3
i cosφ3 + sinφ3 0
 ,
R4 := r4
iσi =
 cosφ4 − i sinφ4 0
0 cosφ4 + i sinφ4
 ,
R5 := r5
iηi =
 i sinφ5 i cosφ5
i cosφ5 −i sinφ5
 , R6 := r6iσi =
 −i sinφ6 cosφ6
− cosφ6 i sinφ6
 .
(7.7)
Чтобы упростить выкладки, ограничимся случаем, когда φ1 = φ2 = φ4 = pi2 . Тогда
R1R2R3R4R5R6 =
 0 i
i 0
 0 1
−1 0
 0 ieiφ3
ie−iφ3 0
 −i 0
0 i
 i sinφ5 i cosφ5
i cosφ5 −i sinφ5
 −i sinφ6 cosφ6
− cosφ6 i sinφ6
 =
 0 ieiφ3
ie−iφ3 0


=:a¯︷ ︸︸ ︷
sinφ5 sinφ6 − i cosφ5 cosφ6
=:−b¯︷ ︸︸ ︷
i sinφ5 cosφ6 − cosφ5 sinφ6
i sinφ5 cosφ6 + cosφ5 sinφ6︸ ︷︷ ︸
=:b
sinφ5 sinφ6 + i cosφ5 cosφ6︸ ︷︷ ︸
=:a
 =
=
 ieiφ3b ieiφ3a
ie−iφ3 a¯ −ie−iφ3 b¯
 =: A1.
(7.8)
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R6R5R4R3R2R1 =
 −i sinφ6 cosφ6
− cosφ6 i sinφ6
 i sinφ5 i cosφ5
i cosφ5 −i sinφ5
 −i 0
0 i
 0 ieiφ3
ie−iφ3 0
 0 1
−1 0
 0 i
i 0
 =
=

=:a︷ ︸︸ ︷
sinφ5 sinφ6 + i cosφ5 cosφ6
=:b¯︷ ︸︸ ︷
−i sinφ5 cosφ6 + cosφ5 sinφ6
−i sinφ5 cosφ6 − cosφ5 sinφ6︸ ︷︷ ︸
=:−b
sinφ5 sinφ6 − i cosφ5 cosφ6︸ ︷︷ ︸
=:a¯

 0 −ieiφ3
−ie−iφ3 0
 =
 −ie−iφ3 b¯ −ieiφ3a
−ie−iφ3 a¯ ie−iφ3b
 =: A¯1T = A1∗.
(7.9)
Этим построено двулистное накрытие SO(3) ∼= SU(2)/{±1} и поэтому Spin(3) ∼= SU(2)
S1i
jηj = A1
TηiA
∗
1. (7.10)
Если теперь положить φ3 = φ5 = φ6 = pi2 и провести аналогичные выкладки, то получим
R1R2R3R4R5R6 = cosφ1 i sinφ1
i sinφ1 cosφ1
 cosφ2 sinφ2
− sinφ2 cosφ2
 0 −1
1 0
 e−iφ4
0 eiφ4
 i 0
0 −i
 −i 0
0 i
 =
=

:=a¯︷ ︸︸ ︷
cosφ1 cosφ2 − i sinφ1 sinφ2
=:b︷ ︸︸ ︷
cosφ1 sinφ2 + i sinφ1 cosφ2
i sinφ1 cosφ2 − cosφ1 sinφ2︸ ︷︷ ︸
:=−b¯
i sinφ1 sinφ1 + cosφ1 cosφ2︸ ︷︷ ︸
=:a

 0 −eiφ4
e−iφ4 0
 =
 e−iφ4b −eiφ4 a¯
e−iφ4a eiφ4 b¯
 =: A2T .
(7.11)
R6R5R4R3R2R1 = −i 0
0 i
 i 0
0 −i
 e−iφ4 0
0 eiφ4
 0 −1
1 0
 cosφ2 sinφ2
− sinφ2 cosφ2
 cosφ1 i sinφ1
i sinφ1 cosφ1
 =
 0 −e−iφ4
eiφ4 0


:=a︷ ︸︸ ︷
cosφ1 cosφ2 + i sinφ1 sinφ2
:=b︷ ︸︸ ︷
cosφ1 sinφ2 + i sinφ1 cosφ2
i sinφ1 cosφ2 − cosφ1 sinφ2︸ ︷︷ ︸
:=−b¯
−i sinφ1 sinφ1 + cosφ1 cosφ2︸ ︷︷ ︸
=:a¯
 =
=
 e−iφ4 b¯ −e−iφ4 a¯
eiφ4a eiφ4b
 =: A2].
(7.12)
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Поэтому
S2i
jηj = A2
TηiA
]
2. (7.13)
Преобразования A1, A2 - представители группы SU(2), которую полностью и описывают.
Собирая два уравнения вместе, получим, что
Si
jηj := (S1S2)i
jηj = A1
TA2
TηjA
]
2A
∗
1 := S˜
Tηj
˜˜S. (7.14)
Вообще говоря, зная преобразование A1TA2T , ничего нельзя сказать про A]2A∗1. Поэтому
преобразования S˜T и ˜˜S суть различны. Это означает, что существует двулистное накрытие
SO(4) ∼= SU(2)× SU(2)/{±1}. И поэтому Spin(4) ∼= SU(2)× SU(2).
8 Частные решения уравнения Клиффорда
В этом параграфе рассказывается о том, как построить частные решения
уравнения Клиффорда, которые позволят однозначно построить двулистное
накрытие Spin(n,C)/{±1} ∼= SO(n,C). Такие решения дадут возможность в
дальнейшем однозначно продолжить риманову связность без кручения в спи-
норное расслоение. Вывод всех результатов этого параграфа сделан на основе
предыдущих выкладок.
Для того, чтобы найти некоторые частные решения уравнения Клиффорда (6.36), пе-
репишем его как
ηΛ
ABηΨCB + ηΨ
ABηΛCB = gΛΨδC
A. (8.1)
Example 8.1. n=4, N=2.
В этом случае воспользуемся изоморфизмом C4 ∼= C(2), который строится с помощью
связующих операторов ηΛAB (6.37)
rΛ =
1
2
ηΛABR
AB. (8.2)
Пусть метрика в C4 имеет вид
gΛΨ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (8.3)
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Очевидно, что любой тензор RAB разлагается на 3 симметричных и 1 кососимметрич-
ную части
RAB = R1
 1 0
0 −1

︸ ︷︷ ︸
(ε1)AB
+R2
 i 0
0 i

︸ ︷︷ ︸
(ε2)AB
+R3
 0 i
−i 0

︸ ︷︷ ︸
(ε3)AB
+R1˜
 0 1
1 0

︸ ︷︷ ︸
(ε1˜)
AB
,
RAB = R1
 1 0
0 −1

︸ ︷︷ ︸
(ε1)AB
+R2
 −i 0
0 −i

︸ ︷︷ ︸
(ε2)AB
+R3
 0 −i
i 0

︸ ︷︷ ︸
(ε3)AB
+R1˜
 0 1
1 0

︸ ︷︷ ︸
(ε1˜)AB
(8.4)
с метрическим спин-тензором εAB =
 0 −i
i 0
.
Example 8.2. n=6, N=4.
Построим теперь (A,B, ... = 1, N , a, b, ... = 1, N/2, I = 1, 2, 3, 1˜)
(εI)
AB =
 (εI)ab 0
0 −(εI)Tab
 ,
(ε4)
AB =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , (ε2˜)AB =

0 0 i 0
0 0 0 i
−i 0 0 0
0 −i 0 0
 ,
(8.5)
где (εI)ab берутся из предыдущего примера, там как раз n=4, N=2. Это один из воз-
можных вариантов (4 симметричные и 2 кососимметрические части). Если теперь
домножить справа все полученные (εI)AB (I = 1, 2, 3, 4, 1˜, 2˜) на
0 0 0 i
0 0 −i 0
0 i 0 0
−i 0 0 0
 , (8.6)
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то возможно построить новые тензоры (6 кососимметричных частей)
(ε1˜)
AB =

0 0 0 i
0 0 i 0
0 −i 0 0
−i 0 0 0
 , (ε2˜)
AB =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 ,
(ε3˜)
AB =

0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
 , (ε4˜)
AB =

0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0
 ,
(ε5˜)
AB =

0 i 0 0
−i 0 0 0
0 0 0 i
0 0 −i 0
 , (ε6˜)
AB =

0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0
 ,
(8.7)
что даст возможность определить
RAB = −RBA = R1˜(ε1˜)AB +R2˜(ε2˜)AB +R3˜(ε3˜)AB +R4˜(εAB4˜ ) +R5˜(ε5˜)AB +R6˜(εAB6˜ ). (8.8)
Для того, чтобы получить подобную конструкцию для любого четного n, дадим сле-
дующие определения.
Определение 8.1. Пусть в пространстве Cn (n ≥ 4) определено n ортогональных век-
торов вида (ηI)Λ
(ηI)
Λ(ηJ)Λ = 2δIJ , Λ, Ψ, ... = 1, n, (8.9)
которым в спинорном пространстве поставим в соответствие спин-тензоры
(εI)AB := (ηI)
ΛηΛAB. (8.10)
Тогда среди n векторов (ηI)Λ найдутся n2 + q векторов таких, что
ηΨ(AB) =
1
2
n
2
+q∑
Q=1
(ηQ)
Ψ(εQ)AB, (εQ)AB = (εQ)BA (8.11)
и n
2
+ q˜ векторов таких, что
ηΨ[AB] =
1
2
n
2
+q˜∑
Q˜=1
(ηQ˜)
Ψ(εQ˜)AB, (εQ˜)AB = −(εQ˜)BA, q + q˜ = 0. (8.12)
Кроме того, потребуем, чтобы вещественная реализация таких операторов удовлетво-
ряла аналогичным соотношениям.
168 45
Следствие 8.1. Из соотношения
T˜A
B(εI)BC +
˜˜TC
B(εI)AB = 0, (8.13)
выполненного для всех I = 1, n, следует, что T˜AB =
˜˜TA
B = 0.
Доказательство. Воспользуемся тождеством
η[ Γ
CNηΩ ]MNεCD
ML = 1
2
∑
I
η[ Γ
CNηΩ ]MN(εI)CD(εI)
ML =
= 1
2
∑
I
(−η[ Γ|CD(εI|)CN + (ηI)[ Γδ|D|N)ηΩ ]MN(εI)ML =
= 1
2
∑
I
(−η[ Γ|CD|)(−ηΩ ]CL + (η|I|)Ω ](εI)CL) + (ηI)[ ΓηΩ ]MN(εI)ML = n−42 η[ Γ|CD|ηΩ ]CL.
(8.14)
Тогда
T˜A
B(εI)BC +
˜˜TC
B(εI)AB = 0,
 n2 T˜AD +
˜˜TC
BεAB
DC = 0,
n
2
˜˜TA
D + T˜C
BεAB
DC = 0,
⇒ ˜˜TAA = T˜AA = 0,
 n2 T˜ADηΛ˜AKηΨ˜DK − n−42
˜˜TA
DηΛ˜
KAηΨ˜KD = 0,
n
2
˜˜TA
DηΛ˜
AKηΨ˜DK − n−42 T˜ADηΛ˜KAηΨ˜KD = 0,
 n2 T˜ADεPLAKεQLDK − n−42
˜˜TA
DεPL
KAεQLKD = 0,
n
2
˜˜TA
DεLP
AKεLQDK − n−42 T˜ADεLPKAεLQKD = 0,
⇒
 T˜ADεPLAKεQLDK = 0,˜˜TADεPLAKεQLDK = 0.
(8.15)
Следовательно, ˜˜TAD = T˜AD = 0.
Таким образом, на образующие тензоры (εI)AB уравнением Клиффорда (8.1) накла-
дывается условие
(εJ)AB = −(εI)CB(εJ)CD(εI)AD, ηΛAB(εI)AD(εI)CB = −ηΛCD + (ηI)Λ(εI)CD,
(ηI)
Λ = 2
N
ηΛAB(εI)AB, (εI)AB = (ηI)
ΛηΛAB, (εI)AB(εI)
AC = δB
C .
(8.16)
Определение 8.2. На пространстве бивекторов определен 4-валентный тензор, с по-
мощью которого можно поднимать и опускать парные индексы
εABCD := ηΛABη
Λ
CD, ε¯A′B′C′D′ := η¯Λ′A′B′ η¯
Λ′
C′D′ ,
gΛΨ =
(
2
N
)2
ηΛABηΨCDεABCD, g¯Λ′Ψ′ =
(
2
N
)2
η¯Λ
′A′B′ η¯Ψ
′C′D′ ε¯A′B′C′D′ ,
εADCBηΛ
AB = 2−n
2
ηΛCD, ε¯A′D′C′B′ η¯Λ′
A′B′ = 2−n
2
η¯Λ′C′D′ .
(8.17)
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Замечание 8.1. Следует отметить, что для действительных вложений условие (ηI)i(ηJ)i =
2δIJ не всегда выполнимо. Его следует модифицировать до (ηI)i(ηJ)i = 2gIJ , где gIJ =
0, I 6= J и gII = ±1, при этом знак выбирается в зависимости от индекса метрики
и номера вектора. Это буквально означает, что метрика в некотором базисе имеет
диагональный вид с ±1 на главной диагонали. Тогда уравнение (8.16) примет вид
(εJ)AB = −gII(εI)CB(εJ)CD(εI)AD, gIIηiAB(εI)AD(εI)CB = −ηiCD + (ηI)i(εI)CD,
(ηI)
i = 2
N
ηiAB(εI)AB, gII(εI)AB = (ηI)
iηiAB, gII(εI)AB(εI)
AC = δB
C .
(8.16′)
В случае комплексного пространства всегда можно ограничиться только +1 с евклидо-
вой метрикой δIJ . Этого будет достаточно для доказательства основных тождеств.
К действительным же пространствам можно перейти, используя соответствующий
оператор вложения.
Поэтому возможно два существенно различных способа в зависимости от кратности n
I). n mod 4 = 0, II). n mod 4 = 2 (8.18)
определения либо пары метрических тензоров εAB = −εBA, ε˜AB = ε˜BA в случае I)., либо
пары инволюций EAB, E˜A в случае II). (доказательство в приложении)
I). εA1A(n/2+q+1) := (ε(n/2+q))A(n/2+q)A(n/2+q+1)
(n/2+q−1)/2∏
Q=1
(ε2Q−1)A2Q−1A2Q(ε2Q)
A2Q+1A2Q ,
εABε
CB = δA
C ,
 εAB = −εBA, n/2 + q > 2,
εAB = εBA, n/2 + q = 1,
 , ηΛAB = ηΛCDεCAεDB,
ε˜A1A(n/2+q˜) := (ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1)
(n/2+q˜−1)/2∏˜
Q=1
(ε2Q˜−1)A2Q˜−1A2Q˜(ε2Q˜)
A2Q˜A2Q˜+1 ,
ε˜AB ε˜
CB = δA
C ,
 ε˜AB = ε˜BA, n/2 + q > 2,
ε˜AB = −ε˜BA, n/2 + q = 1,
 , ηΛAB = ηΛCDε˜CAε˜DB,
(8.19)
II). EA1
A(n/2+q+1) :=
(n/2+q)/2∏
Q=1
(ε2Q−1)A2Q−1A2Q(ε2Q)
A2Q+1A2Q ,
EA
BEB
C = −δAC , ηΛAB = −ηΛCDEDAECB,
E˜A1
A(n/2+q˜+1) :=
(n/2+q˜)/2∏˜
Q=1
(ε2Q˜−1)A2Q˜−1A2Q˜(ε2Q˜)
A2Q˜+1A2Q˜ ,
E˜A
BE˜B
C = −δAC , ηΛAB = ηΛCDE˜DAE˜CB,
(8.19′)
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Замечание 8.2. Для действительных вложений тензоры из (8.19) домножаются на
g := (
(n/2+q)∏
P=1
√
gPP ), где в качестве корня
√
gP˜ P˜ при gP˜ P˜ = −1 выбирается любой из двух
вариантов ±i.
Покажем, что такие операторы существуют. Для n=4 возможно представление, описан-
ное в примере 8.1. Пусть построено некоторое представление ηαab (α , β , ... = 1, n− 2; a , b , ... =
1, 2(n−2)/2−1). Операторы ηΛAB (Λ ,Ψ , ... = 1, n;A ,B , ... = 1, 2n/2−1) строятся следующим
образом. Пусть тензор gαβ содержит только +1 на главной диагонали, тогда
ηα
AB =
 ηαab 0
0 −(ηT )αcd
 , ηαAB =
 ηαpk 0
0 −(ηT )αlm
 ,
ηn−1AB = 1√2
 0 iδad
−iδcb 0
 , ηn−1AB = 1√2
 0 −iδpm
iδlk 0
 ,
ηn
AB = 1√
2
 0 δad
δc
b 0
 , ηnAB = 1√2
 0 δpm
δlk 0
 ,
(8.20)
При общей схеме построения (8.20) уравнение
T˜A
B(εI)BC +
˜˜TC
B(εI)AB = 0 (8.21)
для n=4 приводит к T˜AB =
˜˜TA
B = 0, что проверяется непосредственно. Пусть данное
уравнение выполнено для некоторого четного n-2. Тогда для n уравнение распадется на
части такого вида:
1.
T˜a
b(εI)bc +
˜˜Tc
b(εI)ab = 0, T˜
a
b(εI)
bc + ˜˜T cb(εI)
ab = 0, I = 1, n− 2, (8.22)
что немедленно дает T˜ab =
˜˜Ta
b = 0, T˜ ab =
˜˜T ab = 0.
2.
T˜ab(εn+1)
b
c +
˜˜Tcb(εn+1)a
b = T˜ac − ˜˜Tca = 0,
T˜ ab(εn+1)b
c + ˜˜T cb(εn+1)
a
b = −T˜ ac + ˜˜T ca = 0.
(8.23)
3.
T˜ab(εn+2)
b
c +
˜˜Tcb(εn+2)a
b = T˜ac +
˜˜Tca = 0,
T˜ ab(εn+2)b
c + ˜˜T cb(εn+2)
a
b = T˜
ac + ˜˜T ca = 0,
(8.24)
что немедленно дает T˜ab =
˜˜Tab = 0, T˜
ab = ˜˜T ab = 0. Таким образом опять T˜AB =
˜˜TA
B = 0.
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Пусть теперь имеются вещественные связующие операторы ηΛ˜
˜˜A˜˜B . При этом существу-
ет набор ортогональных векторов такой, что часть (εQ)
˜˜A˜˜B симметрична, а оставшаяся
часть (εQ˜)
˜˜A˜˜B кососимметрична. Покажем, что возможно перейти к комплексной реализа-
ции таких операторов, сохраняющих указанное свойство и, следовательно, удовлетворяю-
щих определению 8.1.
Алгоритм 8.1.
1. На первом шаге используем в качестве операторов (6.24) и (6.30) операторы
1√
2
 δa˜˜a 0 0 iδa˜˜q
0 δc
˜˜c δc
˜˜p 0

︸ ︷︷ ︸
:=( ˜˜m1+ )
A
˜˜A
·
·

ηα
˜˜a
˜˜
b αδ
˜˜a
˜˜
d
γδ
˜˜a
˜˜
k
0
βδ˜˜c
˜˜
b −(ηT )α˜˜c˜˜d 0 γδ˜˜c
˜˜
l
δδ˜˜p
˜˜
b 0 −(ηT )α˜˜p˜˜k −αδ˜˜p
˜˜
l
0 δδ
˜˜q
˜˜
d
−βδ˜˜q˜˜
k
ηα
˜˜q
˜˜
l

︸ ︷︷ ︸
ηΛ˜
˜˜A˜˜B
1√
2

δ˜˜
b
b 0
0 δ
˜˜
d
d
0 δ
˜˜
k
d
−iδ˜˜
l
b 0

︸ ︷︷ ︸
:=(m˜T1+
)˜˜B
B
=
=

ηα
ab 1
2
((α− iβ) + (γ + iδ))︸ ︷︷ ︸
:=φ1
δad
i
2
((α− iβ)− (γ + iδ))︸ ︷︷ ︸
:=ψ1
δc
b −(ηT )αcd

︸ ︷︷ ︸
:=η1+ Λ˜
AB
.
(8.25)
В качестве операторов (m˜1−)A ˜˜A можно взять оператор
 δa˜˜a 0 0 −iδa˜˜q
0 δc
˜˜c −δc˜˜p 0
 . Ес-
ли теперь воспользоваться операторами mΛΛ˜, переводящими подпространство R4(2,2) в
подпространство C2, а пространство R2n−4(n−2,n−2) оставляющее без изменений, то можно
построить связующие операторы ηΛab, соответствующие пространству C2⊕R2n−4(n−2,n−2),
при этом размерность спинорного пространства будет понижена в 2 раза.
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2. На втором шаге воспользуемся операторами
1√
2

δa˜˜a 0 0 iδ
a
˜˜q 0 0 0 0
0 δc
˜˜c δc
˜˜p 0 0 0 0
0 0 0 0 δa1
˜˜a1 0 0 iδa1
˜˜p1
0 0 0 0 0 δc1˜˜c1 δ
c1
˜˜q1
0

︸ ︷︷ ︸
:=( ˜˜m2)A ˜˜A
·

ηα
˜˜a
˜˜
b αδ
˜˜a
˜˜
d
γδ
˜˜a
˜˜
k
0 φ1δ
˜˜a
˜˜
b1
0 0 0
βδ˜˜c
˜˜
b −(ηT )α˜˜c˜˜d 0 γδ˜˜c
˜˜
l 0 φ1δ˜˜c
˜˜
d1 0 0
δδ˜˜p
˜˜
b 0 −(ηT )α˜˜p˜˜k −αδ˜˜p
˜˜
l 0 0 φ1δ˜˜p
˜˜
k1 0
0 δδ
˜˜q
˜˜
d
−βδ˜˜q˜˜
k
ηα
˜˜q
˜˜
l 0 0 0 φ1δ
˜˜p
˜˜
l1
ψ1δ˜˜a1
˜˜
b 0 0 0 −(ηT )α˜˜a1˜˜b1 −αδ˜˜a1
˜˜
d1 −γδ˜˜a1
˜˜
k1 0
0 ψ1δ
˜˜c1
˜˜
d
0 0 −βδ˜˜c1˜˜
b1
ηα
˜˜c1
˜˜
d1 0 −γδ˜˜a1˜˜
l1
0 0 ψ1δ
˜˜q1˜˜
k
0 −δδ˜˜q1˜˜
b1
0 ηα
˜˜q1
˜˜
k1 αδ
˜˜q1˜˜
l1
0 0 0 ψ1δ˜˜p1
˜˜
l 0 −δδ˜˜p1
˜˜
d1 βδ˜˜p1
˜˜
l1 −(ηT )α˜˜p1˜˜l1

︸ ︷︷ ︸
ηΛ˜
˜˜A˜˜B
· 1√
2

δ˜˜
b
b 0 0 0
0 δ
˜˜
d
d 0 0
0 δ
˜˜
k
d 0 0
−iδ˜˜
l
b 0 0 0
0 0 δ
˜˜
b1
d2 0
0 0 0 δ
˜˜
d1
b2
0 0 0 δ
˜˜
k1
b2
0 0 −iδ˜˜l1d2 0

︸ ︷︷ ︸
:=(m˜T2 )˜˜B
B
.
(8.26)
Если теперь воспользоваться операторами mΛΛ˜, переводящими подпространство R4(2,2)
в подпространство C2, а пространство C2 ⊕ R2n−8(n−4,n−4) оставляющее без изменений, то
можно построить связующие операторы ηΛab, соответствующие пространству C4 ⊕
R2n−8(n−4,n−4), при этом размерность спинорного пространства будет понижена в 2 раза.
3. Поступая аналогично, можно получить пространство Cn−2 ⊕ R4(2,2) и соответству-
ющие связующие операторы. Очевидно, что на каждом шаге у связующих операторов
модифицируются только компоненты, отвечающие за переход от действительной реа-
лизации подпространства R4(2,2) к его комплексной реализации C2.
4. Заключительный шаг осуществляется с помощью операторов из примера 3.2.
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Следствие 8.2. Связующие операторы из определения 8.1 удовлетворяют тождеству
(доказательство в приложении):
ηΛ
ABηΨADη
ΩCDηΘCB =
N
4
(gΛΨg
ΩΘ + δΛ
ΘδΨ
Ω − δΨΘδΛΩ). (8.27)
Следствие 8.3. Для ортогональных преобразований (6.42) существует два варианта
представлений для каждого случая:
I). Собственные вращения.
SΛ
ΨηΨ
AB = ηΛ
CDS˜C
A ˜˜SD
B. (8.28)
1. n mod 4 =2
˜˜SA
B = −EACS˜CDEDB, ˜˜SAB = −E˜ACS˜CDE˜DB. (8.29)
2. n mod 4 =0
˜˜SA
B ˜˜SC
DεBD = εAC , S˜A
BS˜C
DεBD = εAC ,
˜˜SA
B ˜˜SC
Dε˜BD = ε˜AC , S˜A
BS˜C
Dε˜BD = ε˜AC .
(8.30)
II). Несобственные вращения.
SΛ
ΨηΨ
BA = ηΛCDS˜
CA ˜˜SDB. (8.31)
1. n mod 4 =2
˜˜SCA = −EKAS˜KLELC , ˜˜SCA = E˜KAS˜KLE˜LC . (8.32)
2. n mod 4 =0
˜˜SAB ˜˜SCDεBD = ε
AC , S˜ABS˜CDεBD = ε
AC ,
˜˜SAB ˜˜SCDε˜BD = ε˜
AC , S˜ABS˜CDε˜BD = ε˜
AC .
(8.33)
Следствие 8.4. Для инволюций (6.47) существует два варианта разложения:
I). Аналог собственных вращений.
SΛ
Ψ′ η¯Ψ′
A′B′ = ηΛ
CDS˜C
A′ ˜˜SD
B′ . (8.34)
˜˜SA
B′ ¯˜˜SB′
D = ±δAD, S˜AB′ ¯˜SB′D = ±δAD. (8.35)
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II). Аналог несобственных вращений.
SΛ
Ψ′ η¯Ψ′
B′A′ = ηΛCDS˜
CA′ ˜˜SDB
′
. (8.36)
˜˜SAB
′
= ± ¯˜˜SB′A, S˜AB′ = ± ¯˜SB′A. (8.37)
Будем считать, что операторы ηΛAB(σΛAB) строятся либо по схеме (8.20)(α = 1, n− 2)
a).
ηΛ
AB =
 ηαab 12(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −(ηT )αcd
 ,
σΛAB =
 (ηT )αab 12(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −ηαcd
 . (8.38)
либо по схеме
b).
ηΛ
AB =
 ηαab 12(iηn−1 + ηn)δad
1
2
(iηn−1 − ηn)δcb −(ηT )αcd
 ,
σΛAB =
 (ηT )αab 12(iηn−1 + ηn)δad
1
2
(iηn−1 − ηn)δcb −ηαcd
 . (8.38
′)
Это означает, что из предыдущей размерности наследуются спиноры сопряжения (6.47)
I). a). SA
A′ :=
 0 iSaa′
−iSbb′ 0
 , b). SAA′ :=
 0 iSaa′
iSbb
′
0
 ,
II). a). SAA′ :=
 0 iSaa′
−iSbb′ 0
 , b). SAA′ :=
 0 iSaa′
iSbb′ 0
 , (8.39)
которые определяются с точностью до знака.
Example 8.3. В таблице 1 приведены различные варианты действительных вложений
для n=2 (см. примеры 6.1 и 6.2).
Example 8.4. В таблице 2 приведены различные варианты действительных вложений
для n=4 (см. пример 6.3).
Example 8.5. В таблице 3 приведены различные варианты действительных вложений
для n=6. В случае, когда η˜ΛAC := ηΛABεBC кососимметричен (см. пример 8.2), должны
быть выполнены соотношения:
I). η˜Λ
ABSA
A′SB
B′ = SΛ
Λ′ ¯˜ηΛ′
A′B′ , II). η˜Λ
ABSAA′SBB′ = SΛ
Λ′ ¯˜ηΛ′B′A′ = SΛ
Λ′ ¯˜σΛ′A′B′ ,
ηΛ
ABSA
A′S˜B
B′ = SΛ
Λ′ η¯Λ′
A′B′ , ηΛ
ABSAA′S˜BB′ = SΛ
Λ′ η¯Λ′B′A′ = SΛ
Λ′σ¯Λ′A′B′ ,
I). S˜A
A′ = ±εABSBB′ ε¯A′B′ , II). S˜AA′ = ±εABSBB′εA′B′ .
(8.40)
Напомним, что ηi := HiΛηΛ согласно (4.4).
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Таблица 1: Вид матрицы тензора S для соответствующих действительных вло-
жений 2-мерных пространств в комплексное для ri = (T, Z).
П-п Пространство Вид S S Изоморфизм Вид
√
2riηi Вид
√
2riσi
1a
R2
 ++ SAA′
(
1
)
U(1) ∼= SO+(2) T + iZ T − iZ
1b
R2
 −−  SAA′
(
i
)
U(1) ∼= SO+(2) −iT − Z −iT + Z
2a
R2(1,1)
 +−  SA
A′
(
1
)
R+ ∼= SO+(1, 1) T + Z T − Z
2b
R2(1,1)
 −+ SA
A′
(
1
)
R+ ∼= SO+(1, 1) −T − Z T − Z
Таблица 2: Вид матрицы тензора S для соответствующих действительных вло-
жений 4-мерных пространств в комплексное для ri = (T,X, Y, Z).
П-п Пространство S Вид
√
2riηi/
√
2riσi
1a
R4
 −−−− 
SU(2)×SU(2)/±1∼=SO+(4)
S˜A
A′ = ˜˜SA
A′(
0 1
−1 0
)
(
−iT−Z iX+Y
iX−Y iT−Z
)
(
−iT+Z iX+Y
iX−Y iT+Z
)
1б
R4
 + + ++
SU(2)×SU(2)/±1∼=SO+(4)
S˜A
A′ = ˜˜SA
A′(
0 i
−i 0
)
(
T+iZ iY+X
−iY+X −T+iZ
)
(
T−iZ iY+X
−iY+X −T−iZ
)
2a
R4(3,1)
 +−++
SL(2,C)/±1∼=SO+(3,1)
S˜AA′ =
˜˜SAA′(
0 i
−i 0
)
(
T+Z iY+X
−iY+X −T+Z
)
(
T−Z iY+X
−iY+X −T−Z
)
2b
R4(1,3)
 +−−− 
SL(2,C)/±1∼=SO+(1,3)
S˜AA′ =
˜˜SAA′(
0 i
i 0
)
(
T+Z iY+X
iY−X −T+Z
)
(
T−Z iY+X
iY−X −T−Z
)
3a
R4(2,2)
 + +−− 
SL(2,R)×SL(2,R)/±1∼=SO+(2,2)
S˜A
A′ = ˜˜SA
A′(
0 i
i 0
)
(
T+iZ iY+X
iY−X −T+iZ
)
(
T−iZ iY+X
iY−X −T−iZ
)
3b
R4(2,2)
 −−++
SL(2,R)×SL(2,R)/±1∼=SO+(2,2)
S˜A
A′ = ˜˜SA
A′(
0 1
1 0
)
(
−iT−Z iX+Y
−iX+Y iT−Z
)
(
−iT+Z iX+Y
−iX+Y iT+Z
)
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Таблица 3: Вид матрицы тензора S для соответствующих действительных вло-
жений 6-мерных пространств в комплексное для ri = (T,X, V,W, Y, Z).
П-
п
Пр-
во
Вид S
Изоморфизм
Вид
√
2riηi
Вид
√
2riσi
1 R6
SAA′ SU(4)/± 1 ∼= SO+(6)

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0


T+iZ X+iY V+iW 0
X−iY −T+iZ 0 V+iW
V−iW 0 −T+iZ −X−iY
0 V−iW −X+iY T+iZ


T−iZ X+iY V+iW 0
X−iY −T−iZ 0 V+iW
V−iW 0 −T−iZ −X−iY
0 V−iW −X+iY T−iZ

2 R6(1,5)
SA
A′ SL(2,H)/± 1 ∼= SO+(1, 5)

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0


T+Z X+iY V+iW 0
−X+iY −T+Z 0 V+iW
−V+iW 0 −T+Z −X−iY
0 −V+iW X−iY T+Z


T−Z X+iY V+iW 0
−X+iY −T−Z 0 V+iW
−V+iW 0 −T−Z −X−iY
0 −V+iW X−iY T−Z

3 R6(2,4)
SAA′ SU(2, 2)/± 1 ∼= SO+(2, 4)

0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0


T+iZ X+iY V+iW 0
−X+iY −T+iZ 0 V+iW
−V+iW 0 −T+iZ −X−iY
0 −V+iW X−iY T+iZ


T−iZ X+iY V+iW 0
−X+iY −T−iZ 0 V+iW
−V+iW 0 −T−iZ −X−iY
0 −V+iW X−iY T−iZ

4 R6(3,3)
SA
A′ SL(4,R)/± 1 ∼= SO+(3, 3)

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0


T+Z X+iY V+iW 0
X−iY −T+Z 0 V+iW
−V+iW 0 −T+Z −X−iY
0 −V+iW −X+iY T+Z


T−Z X+iY V+iW 0
X−iY −T−Z 0 V+iW
−V+iW 0 −T−Z −X−iY
0 −V+iW −X+iY T−Z

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9 О структурных константах алгебр без деления. Седе-
нионы
В этом параграфе рассказывается о том, как по связующим операторам,
удовлетворяющим уравнению Клиффорда, построить структурные констан-
ты алгебры седенионов. Такие алгебры строятся индуктивным переходом для
n mod 8=0, исходя из периодичности Ботта. Рассматривается аксиоматика
таких алгебр. Вывод всех результатов этого параграфа сделан на основе [8],
[27].
Воспользуемся тем фактом, что для n mod 8=0 существуют такие связующие опера-
торы ηΛAB, индуктивное построение которых не является удвоением алгебр, а связано с
периодичностью Ботта. Согласно определению 8.1 это означает, что
ηΛ
AB + ηΛ
BA = ηΛε
AB, ηΛ := (ηn)Λ, (9.1)
где εAB - симметрический метрический спин-тензор на спинорном пространстве. Это даст
возможность положить
I). PΛ
A := ηΛ
BAXB, PΛ
APΨA = gΛΨ, II). PΛ
A := ηΛ
ABXB, PΛ
APΨA = gΛΨ (9.2)
для некоторого XB (XAXA = 2). Тогда можно определить некоторые структурные кон-
станты следующим образом
I). ηΛΨ
Θ :=
√
2ηΛ
ABPΨAP
Θ
B, II). ηΛΨ
Θ :=
√
2ηΛ
BAPΨAP
Θ
B. (9.3)
Оба варианта равноправны, поэтому в дальнейшем будем рассматривать I). вариант. Бу-
дут ли они определять некоторую групповую алгебру? Ответ совсем неоднозначен, и вот
почему.
1. По любым двум элементам (r1)Λ, (r2)Ψ можно всегда единственным образом постро-
ить их произведение
(r1, r2)
Θ := (r1)
Λ(r2)
ΨηΛΨ
Θ. (9.4)
Поэтому первая аксиома умножения выполнена.
2. Существует единичный элемент по умножению e := 1√
2
ηΛ.
Доказательство.
1√
2
ηΛηΛΨ
Θ = εABPΨAP
Θ
B = δΨ
Θ,
1√
2
ηΨηΛΨ
Θ = ηΛ
ABεXAX
XPΘB = PΛ
BPΘB = δΛ
Θ.
(9.5)
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Поэтому вторая аксиома умножения выполнена.
3. Для любого неизотропного элемента существует обратный элемент по умножению
r−1 :=
1
< r, r >
(2 < r, e > e− r), < r1, r2 >:= gΛΨ(r1)Λ(r2)Ψ. (9.6)
Доказательство.
(r−1)Ψ = 1
rΦrΦ
rΩ(ηΩη
Ψ − δΩΨ),
rΛ 1
rΦrΦ
rΩ(ηΩη
Ψ − δΩΨ)ηΛΨΘ =
√
2
rΦrΦ
RABrΩ(ηΩη
Ψ − δΩΨ)ηΨXAXXPΘB =
=
√
2
rΦrΦ
RABRAXX
XPΘB =
1√
2
XBPΘB =
1√
2
ηΘ,
1
rΦrΦ
rΩ(ηΩη
Λ − δΩΛ)rΨηΛΨΘ =
√
2
rΦrΦ
RBARXAX
XPΘB =
1√
2
ηΘ.
(9.7)
Эти тождества, верные для произвольного неизотропного r, равносильны соотноше-
нию
ηΛΨ
Ω + ηΛ
Ω
Ψ =
(
1√
2
ηΛ
)
δΨ
Ω. (9.8)
Поэтому третья аксиома умножения выполнена частично. Для вложения Rn ⊂ Cn
(n mod 8 = 0) эта аксиома выполнена для любого ненулевого элемента. Соответ-
ственно, с помощью операторов вложения HiΛ определены структурные константы
ηij
k, которые, однако, не для всех спиноров XA будут действительными.
4. Коммутативный закон не выполняется. Однако существует тождество
1
2
((r1, r2) + (r2, r1)) = − < r1, r2 > e+ < r1, e > r2+ < r2, e > r1. (9.9)
Доказательство.
η(ΛΨ)
Θ =
√
2η( Λ
ABPΨ )AP
Θ
B =
√
2(−η( ΛABηΨ )AX + 2η( ΛABηΨ )(AX))XXPΘB =
= −gΛΨ
(
1√
2
ηΘ
)
+ 2
(
1√
2
η( Ψ
)
δΛ )
Θ.
(9.10)
Частный случай этого тождества
r2 = − < r, r > e+ 2 < r, e > r (9.9′)
приводит к (9.6) и означает выполнение степенной ассоциативности. Поэтому чет-
вертая аксиома умножения не выполнена. Но ей можно найти замену.
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5. Ассоциативный закон не выполняется. Однако существует альтернативно-эластичное
тождество
((r1, r1), r2)− (r1, (r1, r2))− (r1, (r2, r1)) =
= ((r2, (r1, r1))− ((r2, r1), r1)− ((r1, r2), r1).
(9.11)
Доказательство.
((r1, r1), r2)− (r1, (r1, r2))− (r1, (r2, r1)) =
= − < r1, r1 > r2 + 2 < r1, e > (r1, r2)−
−2(r1,− < r1, r2 > e+ < r1, e > r2+ < r2, e > r1) =
= − < r1, r1 > r2 + 2 < r1, r2 > r1−
−2 < r2, e > (− < r1, r1 > e+ 2 < r1, e > r1) =
= 2 < r2, e >< r1, r1 > e+ (2 < r1, r2 > −4 < r2, e >< r1, e >)r1− < r1, r1 > r2.
(9.12)
Поэтому пятая аксиома умножения не выполнена. Но ей можно найти замену.
Согласно общей теории такая алгебра имеет делители 0 при n > 8. Действительно,
(r1, r2) = 0,
(r1)
Λ(r2)
ΨηΛΨ
Ω = 0,
(R1)
AB(R2)DAX
DPΩBPΩ
C = 0.
(9.13)
Произведение PΩBPΩC есть вырожденный оператор. Если принять, что известен вектор
r2, спинор XA, то неизвестными будут координаты вектора r1. Но, поскольку PΩBPΩC
вырожден, указанная система должна иметь нетривиальное решение при некоторых зна-
чениях вектора r2. Однако, существует такой базис алгебры, для которого
(ri, e) = (e, ri), e
2 = e,
(ri, rj) = −(rj, ri), ri 6= e, rj 6= e, i 6= j,
(ri)
2 = −e, ri 6= e.
(9.14)
Наиболее интересными для изучения представляются алгебры, для которых можно по-
строить такой базис (9.14), элементы которого не являются делителями нуля и удовлетво-
ряют тождествам альтернативности (такую алгебру назовем алгеброй седенионов)
(ri(ri, rj)) = ((ri, ri), rj), ((rj, ri), ri) = (rj, (ri, ri)). (9.15)
Конечно, не для всех алгебр такой базис существует. Поэтому гиперкомплексные алгебры
будут классифицироваться по максимальному количеству базисных элементов, не являю-
щихся делителями нуля. Индуктивное построение метрической групповой альтернативно-
эластичной алгебры более высокой размерности выглядит следующим образом.
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Алгоритм 9.1. 1. Пусть нам известны кососимметричные связующие операторы ηαab
для n mod 8 =6. Тогда связующие операторы ηΛAB для n mod 8 =0 строятся по схеме
ηΛ
AB =
 ηαab 12(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −(ηT )αcd
 ,
σΛAB =
 (ηT )αab 12(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −ηαcd
 , (9.16)
что обеспечит наличие симметрического метрического спинора ε˜AB ≡ εAB для n
mod 8 = 0.
2. Пусть нам известны связующие операторы ηαab для n mod 8 =0. Тогда связующие
операторы ηΛAB для n mod 8 =2 строятся по схеме
ηΛ
AB =
 ηαab 12(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −(ηT )αcd
 ,
σΛAB =
 (ηT )αab 12(iηn−1 + ηn)δad
1
2
(−iηn−1 + ηn)δcb −ηαcd
 . (9.17)
3. Пусть нам известны связующие операторы ηαab для n mod 8 =2. Тогда связующие
операторы ηΛAB для n mod 8 =4 строятся по схеме
ηΛ
AB =
 ηαab 12(ηn−1 + iηn)δad
1
2
(−ηn−1 + iηn)δcb (ηT )αcd
 ,
σΛAB =
 (ηT )αab −12(ηn−1 + iηn)δad
−1
2
(−ηn−1 + iηn)δcb ηαcd
 , (9.18)
обеспечивая для n mod 8 = 4 наличие метрического кососимметрического спинора
εAB := (ε1)AC(ε2)
DK(ε3)BK =

0 0 0 i(ε1)ab
0 0 −i(ε1)cd 0
0 i(ε1)
kl 0 0
−i(ε1)mn 0 0 0
 , (9.19)
где (ε1)ab - метрический симметричный спинор для n mod 8=0.
4. Пусть нам известны связующие операторы ηαab для n mod 8 =4. Тогда связующие
операторы ηΛAB для n mod 8 =6 строятся по схеме
ηΛ
AB =
 ηαab 12(ηn−1 + iηn)δad
1
2
(−ηn−1 + iηn)δcb (ηT )αcd
 ,
σΛAB =
 (ηT )αab −12(ηn−1 + iηn)δad
−1
2
(−ηn−1 + iηn)δcb ηαcd
 . (9.20)
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Кроме того, дополнительно проведем преобразование связующих операторов по схе-
ме
η˜Λ
AC := ηΛ
ABεB
C , εB
C :=
 0 −iεbm
iεdk 0
 , (9.20′)
где εab (n/2 + q = 3) для n mod 8 = 4 будет метрическим кососимметрическим
спинором. Тогда для следующей реализации n mod 8 = 6 операторы η˜ΛAC = −η˜ΛCA
будут полностью кососимметричны (n/2 + q) = 0. Легко проверить выполнение
уравнения Клиффорда (8.1) для таких операторов. Если дальнейшее построение для
n mod 8 = 0 вести на основании уже таких операторов, тогда будет существовать
симметричный метрический спинор εAB ≡ (ε1)AB, n/2 + q = 1. Для n mod 8 = 2
уже будет существовать инволюция при n/2 + q = 2. И, снова, для n mod 8 = 4
получаем n/2 + q = 3. Круг замкнулся. Начало же положено в примерах 8.1-8.2.
5. Пусть имеется алгебра над Rn со структурными константами, сгенерированными
от связующих операторов ηΛAB с метрическим спинором εXZ и оператором вло-
жения HiΛ. Будем считать, что метрический тензор gΛΨ на главной диагонали
содержит одни  + . Тогда можно построить кососимметричные связующие
операторы для пространства Cn+6
ηα
ab = −ηαba :=
0 0 0 ξεAQ 0 γεAK −αεAD ηΛAB
0 0 −ξεCR 0 −γεCM 0 (ηT )ΛCD βεCB
0 ξεNY 0 0 −αεNM (ηT )ΛNK 0 δεNB
−ξεLZ 0 0 0 ηΛLM βεLK −δεLD 0
0 γεPY αεPR −(ηT )ΛPQ 0 0 0 −ζεPB
−γεSZ 0 −ηΛSR −βεSQ 0 0 ζεSD 0
αεXZ −ηΛXY 0 δεXQ 0 −ζεXK 0 0
−(ηT )ΛT Z −βεTY −δεTR 0 ζεTM 0 0 0

,
α := 1
2
(iηn+1 + ηn+2), β :=
1
2
(−iηn+1 + ηn+2),
γ := 1
2
(ηn+3 + iηn+4), δ :=
1
2
(−ηn+3 + iηn+4),
ξ := 1
2
(ηn+5 + iηn+6), ζ :=
1
2
(−ηn+5 + iηn+6).
(9.21)
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6. Переход к связующим операторам пространства Cn+8 осуществляется так:
ηΛ
AB :=
 ηαab φδad
ψδc
b −(ηT )αcd
 ,
φ := 1
2
(iηn+7 + ηn+8), ψ :=
1
2
(−iηn+7 + ηn+8)
(9.22)
с метрическим спинором εXZ :=
 0 δad
δc
b 0
 , εXZ :=
 0 δad
δcb 0
 . После
этого, можно перейти к связующим операторам пространства Rn+8 ⊂ Cn+8 с по-
мощью соответствующего оператора вложения. А уже такие операторы генери-
руют структурные константы алгебры размерности n+ 8.
10 Инфинитизимальные преобразования
В этом параграфе рассказывается о том, как по связующим операто-
рам, удовлетворяющим уравнению Клиффорда, построить инфинитизималь-
ные преобразования. Вывод всех результатов этого параграфа сделан на основе
[22, т. 1, с. 224-226].
Согласно следствию 8.3 для собственных ортогональных преобразований верно разло-
жение
1). SΛ
ΨηΨ
AB = −ηΛCDSCAEDKSKMEMB,
2). SΛ
ΨηΨ
AB = ηΛ
CDSC
A(ηI)
ΩSΩ
ΦηΦ
KBεKLSX
LεMX(εI)MD.
(10.1)
Пусть имеется SΛΨ(λ) - однопараметрическое семейство ортогональных преобразований
SΛ
Ψ(λ)SΩ
Φ(λ)gΨΦ = gΛΩ, SΛ
Ψ(0) := δΛ
Ψ, (10.2)
что индуцирует однопараметрические преобразования в спинорном пространстве
SC
A(λ), SC
A(0) = δC
A. (10.3)
Соответствующие инфинитизимальные преобразования определятся как
TΛ
Ψ =
[
d
dλ
SΛ
Ψ(λ)
]∣∣
λ=0
, TΛΨ = −TΨΛ,
TC
A =
[
d
dλ
SC
A(λ)
]∣∣
λ=0
,
1). TC
A = −ECBTBDEDA,
2). TC
A = −TAC .
(10.4)
Дифференцируя в нуле (10.1), получим тождество (выкладки в приложении)
TΛ
ΨηΨ
AB = ηΛ
CBTC
A − ηΛAD(εI)KBTKM(εI)MD + ηΛAD(εI)MD(ηI)ΩTΩΦηΦMB. (10.5)
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Частным решением этого уравнения будет
TA
C =
1
2
TΘΦηΦ
ABηΘCB, (10.6)
что проверяется прямой подстановкой. Однородное же решение уравнения
ηΛ
CBTC
A − ηΛAD(εI)KBTKM(εI)MD = 0 (10.7)
перепишется как (8.13), что означает тривиальность такого решения.
11 Комплексная и вещественная связности
В этом параграфе рассказывается о том, как по частным решениям урав-
нения Клиффорда построить продолжение римановой связности без кручения
в спинорное расслоение. Рассматривается два различных варианта. Это даст
возможность построить спинорные аналоги операторов Ли. Вывод всех ре-
зультатов этого параграфа сделан на основе [9], [22, т. 1, с. 282-285].
Для вещественной реализации касательного расслоения τR(V2n) уравнения геодезиче-
ских примут вид
d2xΩ˜
ds2
+ ΓΦ˜Ψ˜
Ω˜ dx
Φ˜
ds
dxΨ˜
ds
= 0. (11.1)
Для параметризации атласа wΘ = 1√
2
(uΘ(xΘ˜) + ivΘ(xΘ˜))
d2xΩ˜
ds2
= d
ds
( ∂x
Ω˜
∂wΘ
dwΘ
ds
+ ∂x
Ω˜
∂wΘ′
dwΘ
′
ds
) =
∂2xΩ˜
∂wΘds
dwΘ
ds
+ ∂x
Ω˜
∂wΘ
d2wΘ
ds2
+ ∂
2xΩ˜
∂wΘ′ds
dwΘ
′
ds
+ ∂x
Ω˜
∂wΘ′
d2wΘ
′
ds2
,
d2wΘ
ds2
∂xΩ˜
∂wΘ
+ d
2wΘ
′
ds2
∂xΩ˜
∂wΘ′ +
∂2xΩ˜
∂wΘds
dwΘ
ds
+ ∂
2xΩ˜
∂wΘ′ds
dwΘ
′
ds
+
+ΓΦ˜Ψ˜
Ω˜ dxΦ˜
ds
∂xΨ˜
∂wΘ
dwΘ
ds
+ ΓΦ˜Ψ˜
Ω˜ dxΦ˜
ds
∂xΨ˜
∂wΘ′
dwΘ
′
ds
= 0.
(11.2)
Домножим обе части на dwΛ
dxΩ˜
= mΛΩ˜ . Учитывая тождества (3.8) для операторов m
Λ
Ω˜ и
mΛ
′
Ω˜ , получим
(d
2wΛ
ds2
+ ∂w
Λ
∂xΩ˜
∂2xΩ˜
∂wΘds
dwΘ
ds
+ ΓΦ˜Ψ˜
Ω˜ ∂xΨ˜
∂wΘ
dxΦ˜
ds
dwΘ
ds
∂wΛ
∂xΩ˜
)+
+(∂w
Λ
∂xΩ˜
∂2xΩ˜
∂wΘ′ds
dwΘ
′
ds
+ ΓΦ˜Ψ˜
Ω˜ ∂xΨ˜
∂wΘ′
dxΦ˜
ds
dwΘ
′
ds
∂wΛ
∂xΩ˜
) = 0.
(11.3)
Для комплексной реализации касательного расслоения τC(V2n) уравнения геодезических
примут вид
d2wΛ
ds2
+ (ΓΦ˜Θ
Λ dw
Θ
ds
+ ΓΦ˜Θ′
Λ dw
Θ′
ds
)
dxΦ˜
ds
= 0. (11.4)
Сравнивая эти два уравнения и определение (3.8) операторов mΛΩ˜ , mΛ
Ω˜ , получим mΛΩ˜ (∂Φ˜mΘΩ˜ + ΓΦ˜Ψ˜ Ω˜mΘΨ˜ ) = ΓΦ˜ΘΛ,mΛΩ˜ (∂Φ˜m¯Θ′ Ω˜ + ΓΦ˜Ψ˜ Ω˜m¯Θ′ Ψ˜ ) = ΓΦ˜Θ′Λ, (11.5)
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принимая во внимание тождество
∂2xΩ˜
∂wΘds
=
∂2xΩ˜
∂wΘ∂xΦ˜
dxΦ˜
ds
=
dxΦ˜
ds
∂Φ˜
∂xΩ˜
∂wΘ
=
dxΦ˜
ds
∂Φ˜mΘ
Ω˜ . (11.6)
Другая запись этой системы такая mΞΨ˜ (−∂Φ˜mΘΨ˜ + ΓΦ˜Ψ˜ Ω˜mΘΩ˜) = ΓΦ˜ΞΘ , домножим на mΞΛ˜,m¯Ξ′ Ψ˜ (−∂Φ˜mΘΨ˜ + ΓΦ˜Ψ˜ Ω˜mΘΩ˜) = ΓΦ˜Ξ′Θ , домножим на m¯Ξ′ Λ˜, 4Λ˜Ψ˜ (−∂Φ˜mΛΨ˜ + ΓΦ˜Ψ˜ Ω˜mΛΩ˜) = ΓΦ˜ΞΛmΞΛ˜,4¯Λ˜Ψ˜ (−∂Φ˜mΛΨ˜ + ΓΦ˜Ψ˜ Ω˜mΛΩ˜) = ΓΦ˜Ξ′Λm¯Ξ′ Λ˜.
(11.7)
Сложим эти два уравнения
∂Φ˜m
Λ
Λ˜ − ΓΦ˜Λ˜Ω˜mΛΩ˜ + ΓΦ˜ΞΛmΞΛ˜ + ΓΦ˜Ξ′Λm¯Ξ
′
Λ˜ = 0. (11.8)
Свернем его с m¯Ψ′ Λ˜
m¯Ψ′
Λ˜∂Φ˜m
Λ
Λ˜ − ΓΦ˜Λ˜Ω˜mΛΩ˜m¯Ψ′ Λ˜ + ΓΦ˜Ψ′Λ = 0,
ΓΦ˜Ψ′
Λ = ΓΦ˜Λ˜
Ω˜mΛΩ˜m¯Ψ′
Λ˜ − i
2
m¯Ψ′
Λ˜mΛΘ˜∂Φ˜fΛ˜
Θ˜ .
(11.9)
Поэтому связность в касательном расслоении необходимо доопределить системой
∇Φ˜mΛΛ˜ = 0,
∇Φ˜m¯Λ
′
Λ˜ = 0.
(11.10)
Действительно, поскольку mΨΩ˜ = i fΩ˜
Λ˜mΨΛ˜, то
∇Φ˜fΩ˜ Λ˜ = 0,
∂Φ˜fΩ˜
Λ˜ = (ΓΦ˜Ω˜
Θ˜fΘ˜
Λ˜ − ΓΦ˜Θ˜ Λ˜fΩ˜ Θ˜).
(11.11)
Домножим это уравнение на i
2
m¯Ψ′
Ω˜mΛΛ˜
i
2
m¯Ψ′
Ω˜mΛΛ˜∂Φ˜fΩ˜
Λ˜ = m¯Ψ′
Ω˜mΛΛ˜ΓΦ˜Ω˜
Λ˜. (11.12)
Отсюда
ΓΦ˜Ψ′
Λ = 0. (11.13)
Поэтому можно записать
∇Φ˜mΛΛ˜ := ∂Φ˜mΛΛ˜ − ΓΦ˜Λ˜Ω˜mΛΩ˜ + ΓΦ˜ΨΛmΨΛ˜ = 0. (11.14)
Таким образом, если известны коэффициенты связности в одной из реализации (веще-
ственной или комплексной), то по этому уравнению однозначно восстанавливаются коэф-
фициенты связности в другой реализации (комплексной или вещественной соответствен-
но).
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Если теперь в вещественной реализации касательного расслоения задана связность, со-
гласованная с метрикой
∇Λ˜GΨ˜Ω˜ = 0, (11.15)
то в спинорное расслоение ее можно продолжить условием
∇Λ˜ηΨ˜
˜˜A˜˜B = 0. (11.16)
Пусть теперь I). n mod 4 =0, n>2, II). n mod 4 =2, n>4, тогда
I). ∇Ψ˜ηΛ˜˜˜C ˜˜D = 0,
∇Ψ˜ε˜˜A˜˜Cε˜˜B ˜˜D = 0,
ε˜˜A˜˜C∇Ψ˜ε˜˜B ˜˜D + ε˜˜B ˜˜D∇Ψ˜ε˜˜A˜˜C = 0,
ηΛ˜
˜˜A˜˜B(δ˜˜A
˜˜Kε
˜˜L˜˜D∇Ψ˜ε˜˜B ˜˜D + δ˜˜B
˜˜Lε
˜˜K ˜˜C∇Ψ˜ε˜˜A˜˜C ) = 0,
ηΛ˜
˜˜K ˜˜Bε
˜˜L˜˜D∇Ψ˜ε˜˜B ˜˜D + ηΛ˜
˜˜B˜˜Lε
˜˜K ˜˜C∇Ψ˜ε˜˜B˜˜C = 0,
II). ∇Ψ˜ηΛ˜˜˜C ˜˜D = 0,
∇˜Ψ˜E˜˜D
˜˜AE˜˜C
˜˜B = 0,
E˜˜D
˜˜A∇˜Ψ˜E˜˜C
˜˜B + E˜˜C
˜˜B∇˜Ψ˜E˜˜D
˜˜A = 0,
ηΛ˜ ˜˜A˜˜B(δ˜˜K
˜˜AE˜˜L
˜˜C∇Ψ˜E˜˜C
˜˜B + δ˜˜L
˜˜BE˜˜K
˜˜D∇Ψ˜E˜˜D
˜˜A) = 0,
ηΛ˜˜˜K ˜˜BE˜˜L
˜˜C∇Ψ˜E˜˜C
˜˜B + ηΛ˜ ˜˜A˜˜LE˜˜K
˜˜D∇Ψ˜E˜˜D
˜˜A = 0.
(11.17)
Обратимся к уравнению (8.13). Это даст
I). ε
˜˜L˜˜D∇Ψ˜ε˜˜B ˜˜D = 0, II). E˜˜L
˜˜C∇Ψ˜E˜˜C
˜˜B = 0. (11.18)
Таким образом, получаем, что
I). ∇Ψ˜ε˜˜B ˜˜D = 0, II). ∇Ψ˜E˜˜C
˜˜B = 0,
∇Ψ˜ ε˜˜˜B ˜˜D = 0, ∇Ψ˜ E˜˜˜C
˜˜B = 0.
(11.19)
Поэтому, условием (11.16) налагаются ограничения
I). ∇Ψ˜ηΛ˜
˜˜A˜˜Bε˜˜A˜˜B = 0, II). ∇Ψ˜ηΛ˜
˜˜A˜˜BηΦ˜ ˜˜A˜˜CE˜˜B
˜˜C = 0,
∇Ψ˜ηΛ˜
˜˜A˜˜B ε˜˜˜A˜˜B = 0, ∇Ψ˜ηΛ˜
˜˜A˜˜BηΦ˜ ˜˜A˜˜C E˜˜˜B
˜˜C = 0.
(11.20)
Такой вид связности возможен при нормировке спинорного базиса согласно [22, т. 1, с. 284].
Однако, можно ослабить условия (11.15) и (11.16), вспомнив, что мы рассматриваем связ-
ность в касательном расслоении. Следовательно, необходимо туда и вернуться, получая
соотношение
ηΨ˜ ˜˜A˜˜B∇Λ˜ηΩ˜
˜˜A˜˜B = 0, (11.21)
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которое расписывается как
ηΨ˜ ˜˜A˜˜B∂Λ˜ηΩ˜
˜˜A˜˜B − ΓΛ˜Ω˜ Θ˜ηΨ˜ ˜˜A˜˜BηΘ˜
˜˜A˜˜B + Γ
Λ˜˜˜D
˜˜AηΨ˜ ˜˜A˜˜BηΩ˜
˜˜D˜˜B + Γ
Λ˜˜˜D
˜˜BηΨ˜ ˜˜A˜˜BηΩ˜
˜˜A˜˜D = 0. (11.22)
Поэтому для того, чтобы однозначно продолжить построенную связность в спинорное
расслоение, необходимо потребовать
Γ
Λ˜˜˜L
˜˜M := 1
N2
Γ
Λ˜˜˜K
˜˜A(ηΨ˜ ˜˜L˜˜BηΩ˜
˜˜M ˜˜BηΨ˜ ˜˜A˜˜Cη
Ω˜ ˜˜K˜˜C − (2n−2)
4
δ˜˜L
˜˜M δ˜˜K
˜˜A),
Γ
Λ˜˜˜K
˜˜A := − 2
2n−4ΓΛ˜˜˜C
˜˜D(ε˜˜D˜˜K
˜˜C ˜˜A − 2n−2
2N2
δ˜˜K
˜˜Aδ˜˜D
˜˜C ).
(11.23)
Действительно,
ηΛ˜
˜˜A˜˜BηΨ˜ ˜˜K ˜˜B · (− 22n−4)(ε˜˜D ˜˜A
˜˜C ˜˜K − 2n−2
2N2
δ˜˜A
˜˜K δ˜˜D
˜˜C ) = η[ Λ˜
˜˜B˜˜CηΨ˜ ]˜˜B ˜˜D−
− 1
2n−4(
2n
2
− 2n−2
2N2
· 2N2)gΛ˜Ψ˜δ˜˜D
˜˜C = ηΛ˜
˜˜B˜˜CηΨ˜ ˜˜B ˜˜D .
(11.24)
Замечание 11.1. Следует отметить, что при n=4 все выводы остаются верными, а
последнее тождество примет вид
ηΛ˜
˜˜A˜˜CηΨ˜ ˜˜K˜˜C = (ηΛ˜
˜˜C ˜˜A + ηΛ˜ε
˜˜A˜˜C )ηΨ˜ ˜˜K˜˜C = ηΛ˜
˜˜C ˜˜A(ηΨ˜ ˜˜C ˜˜K + ηΨ˜ε˜˜K ˜˜C ) + ηΛ˜ηΨ˜ ˜˜K
˜˜A =
= ηΛ˜
˜˜C ˜˜AηΨ˜ ˜˜C ˜˜K − ηΨ˜ηΛ˜˜˜K
˜˜A + ηΛ˜ηΨ˜ ˜˜K
˜˜A.
(11.25)
Таким образом, свертка (11.22) c ηΨ˜η
Ω˜ определит выражение Γ
Λ˜˜˜A
˜˜A, после подстановки
которого в (11.22) однозначно определятся коэффициенты Γ
Λ˜˜˜A
˜˜D . Для этого достаточ-
но свернуть (11.22) с ηΨ˜ ˜˜K ˜˜Lη
Ω˜ ˜˜M ˜˜L. Это обусловлено тождеством ηΨ ˜˜A˜˜Bη
Ψ
˜˜C ˜˜D
= ε˜˜A˜˜B˜˜C ˜˜D =
ε˜˜A˜˜Cε˜˜B ˜˜D , где ε˜˜B ˜˜D - как и прежде, кососимметрический метрический спинор (см. пример
8.1, который легко адаптируется для вложения R4 ⊂ C4). Но в таком случае условие
(11.21) равносильно (11.16).
Если выполнить симметризацию выражения (11.22) по Ω и опущенному Ψ, то из ана-
лога (8.17) получим
N2
2
(∂Λ˜GΨ˜Ω˜ − 2ΓΛ˜(Ω˜Ψ˜))︸ ︷︷ ︸
=N
2
2
∇ΛGΨ˜Ω˜
+ (
1
2N2
ηΨ˜ ˜˜A˜˜BηΩ˜ ˜˜C ˜˜D∂Λε
˜˜A˜˜B˜˜C ˜˜D + Γ
Λ˜˜˜B
˜˜BGΨ˜Ω˜)︸ ︷︷ ︸
= 1
2N2
ηΨ˜ ˜˜A˜˜B
ηΩ˜ ˜˜C ˜˜D
∇Λε˜˜A˜˜B˜˜C ˜˜D
= 0.
(11.26)
Если метрический тензор ковариантно постоянен, тогда
ηΨ˜ ˜˜A˜˜BηΩ˜ ˜˜C ˜˜D∇Λ˜ε
˜˜A˜˜B˜˜C ˜˜D = 0. (11.27)
Соответственно, комплексная связность определится соотношениями
∇Λ := mΛΛ˜∇Λ˜, ∇¯Λ′ := m¯Λ′ Λ˜∇Λ˜, (11.28)
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что приведет в отсутствии кручения к связности
∇ΛgΨΦ = 0, ∇¯Λ′ g¯Ψ′Φ′ = 0, (11.29)
которая продолжается в комплексное спинорное расслоение условиями (см. (6.33))
∇Λ(M˜K)A˜˜B = 0, ∇Λ( ˜˜MK)A˜˜B = 0, ∇¯Λ′(M˜K)A˜˜B = 0, ∇¯Λ′( ˜˜MK)A˜˜B = 0,
2N∑
K=1
(ηK)
Ψ
AB∇¯Λ′(ηK)ΩAB = 0,
2N∑
K=1
(ηK)
Ψ
AB∇Λ(ηK)ΩAB = 0.
(11.30)
При этом следует учесть, что верхние соотношения
∂Λ(M˜K)A
˜˜B + ΓΛ˜˜C
˜˜B(M˜K)A
˜˜C − (Γ˜K)ΛAC(M˜K)C ˜˜B = 0,
∂Λ(
˜˜MK)A
˜˜B + ΓΛ˜˜C
˜˜B( ˜˜MK)A
˜˜C − (˜˜ΓK)ΛAC( ˜˜MK)C ˜˜B = 0
(11.31)
определяют различные коэффициенты связности (Γ˜K)ΛAC и (
˜˜ΓK)ΛA
C , а нижние соотно-
шение расписывается как
2N∑
K=1
((ηK)
Ψ
AB∂Λ(ηK)Ω
AB − N
2
· ΓΛΩΨ+
+(Γ˜K)ΛD
A(ηK)
Ψ
AB(ηK)Ω
DB + (˜˜ΓK)ΛD
B(ηK)
Ψ
AB(ηK)Ω
AD) = 0.
(11.32)
Чтобы однозначно продолжить связность, можно положить
(˜˜ΓK)ΛL
M := 2
N
(˜˜ΓK)ΛD
A((ηK)ΨLB(ηK)Ω
MB(ηK)
Ψ
AC(ηK)
ΩDC − (n−2)
4
δL
MδD
A),
(Γ˜K)ΛA
C := − 2
n−4(
˜˜ΓK)ΛK
L((εK)LA
KC − n−2
N
δL
KδA
C).
(11.33)
Поэтому, из ковариантного постоянства метрического тензора
∇ΛgΨΩ = ( 2N )2∇Λ((ηK)ΨAB(ηK)ΩCD(εK)ABCD) =
= 2
N
((ηK)Ψ
AB∇Λ(ηK)ΩAB + (ηK)ΩAB∇Λ(ηK)ΨAB)+
+( 2
N
)2(ηK)ΨAB(ηK)ΩCD∇Λ(εK)ABCD = 0
(11.34)
будет следовать
2N∑
K=1
(ηK)ΨAB(ηK)ΩCD∇Λ(εK)ABCD = 0. (11.35)
Теперь обратимся к вещественным вложениям. Уравнение
∇ΛHiΨ = 0 (11.36)
распишется как
∂ΛHi
Ψ − ΓΛijHjΨ + ΓΛΦΨHiΦ = 0. (11.37)
Соответственно в спинорное расслоение вещественная связность продолжается условием
2N∑
I=1
(ηK)
i
AB∇k(ηK)jAB = 0. (11.38)
188 65
Это означает, что на вещественном пространстве связность, согласованная с метрикой
будет иметь вид
∇igik = 0, (11.39)
где
∇i := HiΛ∇Λ. (11.40)
Example 11.1. n=4. Индекс метрики равен 1.
Пусть
giAB′ := (η1)
i
ABS¯B′
B, gi
AB′ := (η1)i
ABSB
B′ , gjA
′B = g¯j
B′A = gj
AB′ . (11.41)
Тогда частный случай условий согласования связностей может иметь вид
giAB′∇kgjAB′ + g¯iB′A∇kg¯jB′A = 0. (11.42)
Это условие расписывается как
giAB′(∂kgj
AB′ − ΓkjlglAB′ + ˜˜ΓkCAgjCB′ + Γ˜kC′B′gjAC′ + ∂kgjAB′ − ΓkjlglAB′+
+˜˜ΓkC′
B′gj
AC′ + Γ˜kC
Agj
CB′) = 0.
(11.43)
Поэтому это соотношение ввиду замечания 11.1 перепишется так
∂kgj
AB′ − ΓkjlglAB′ + 1
2
(˜˜ΓkC
A + Γ˜kC
A)gj
CB′ +
1
2
(˜˜ΓkCB + Γ˜kCB)gj
AC′ = 0. (11.44)
Определим ΓkCA := 12(
˜˜ΓkC
A + Γ˜kC
A), что приведет к связности [22, т. 1, с. 284]
∇kgjAB′ = 0. (11.45)
Этим доказана теорема.
Теорема 11.1. Рассмотрим псевдориманово многообразие V2n (n ≥ 4). Пусть в каса-
тельном расслоении со слоями, изоморфными R2n(n,n), введена некоторая связность без
кручения. Тогда условие согласования связностей в спинорном и касательном расслоении
может иметь вид
ηΨ˜ ˜˜A˜˜B∇Λ˜ηΩ˜
˜˜A˜˜B = 0. (11.46)
Чтобы продолжение было однозначным, потребуем
˜˜Γ
Λ˜˜˜L
˜˜M := 1
N2
˜˜Γ
Λ˜˜˜K
˜˜A(ηΨ˜ ˜˜L˜˜BηΩ˜
˜˜M ˜˜BηΨ˜ ˜˜A˜˜Cη
Ω˜ ˜˜K˜˜C − (2n−2)
4
δ˜˜L
˜˜M δ˜˜K
˜˜A),
Γ˜
Λ˜˜˜K
˜˜A := − 2
2n−4
˜˜Γ
Λ˜˜˜C
˜˜D(ε˜˜D˜˜K
˜˜C ˜˜A − 2n−2
2N2
δ˜˜K
˜˜Aδ˜˜D
˜˜C ).
(11.47)
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Для продолжения связности на комплексную реализацию CVn со слоями, изоморфными
Cn, необходимо, чтобы
∇Λ˜mΨ˜ Ψ = 0, ∇Λ˜m¯Ψ˜ Ψ
′
= 0, ∇Λ := mΛ˜Λ∇Λ˜, ∇¯Λ′ := m¯Λ˜Λ′∇Λ˜. (11.48)
Тогда условие согласования связностей примет вид
∇Λ(M˜K)A˜˜B = 0, ∇Λ( ˜˜MK)A˜˜B = 0, ∇¯Λ′(M˜K)A˜˜B = 0, ∇¯Λ′( ˜˜MK)A˜˜B = 0,
2N∑
K=1
(ηK)
Ψ
AB∇¯Λ′(ηK)ΩAB = 0,
2N∑
K=1
(ηK)
Ψ
AB∇Λ(ηK)ΩAB = 0.
(11.49)
Чтобы продолжение было однозначным, потребуем
(˜˜ΓK)ΛL
M := 2
N
(˜˜ΓK)ΛD
A((ηK)ΨLB(ηK)Ω
MB(ηK)
Ψ
AC(ηK)
ΩDC − (n−2)
4
δL
MδD
A),
(Γ˜K)ΛA
C := − 2
n−4(
˜˜ΓK)ΛK
L((εK)LA
KC − n−2
N
δL
KδA
C).
(11.50)
В случае вложения действительного пространства в комплексное необходимо выполне-
ние соотношений
∇ΛHiΨ = 0, ∇¯Λ′H¯iΨ′ = 0, ∇i := HiΛ∇Λ. (11.51)
Тогда условие согласования связностей примет вид
2N∑
I=1
(ηK)
i
AB∇k(ηK)jAB = 0. (11.52)
Следствие 11.1. В случае, если в касательном расслоении многообразия V2n задана связ-
ность без кручения, согласованная с метрикой
∇Λ˜GΨ˜Ω˜ = 0, (11.53)
то в касательном расслоении комплексной реализации CVn индуцируется связность
∇ΛgΩΨ = 0, ∇¯Λ′ g¯Ω′Ψ′ = 0. (11.54)
Для вложения Vn ⊂ CVn индуцируется связность
∇igik = 0. (11.55)
Построим операторы P Ψ˜ ˜˜A := η
Ψ˜
˜˜B ˜˜A
X
˜˜B и PΨ˜
˜˜A := ηΨ˜
˜˜B ˜˜AY˜˜B такие, что X
˜˜AY˜˜A = 2 и
PΛ˜
˜˜APΨ˜ ˜˜A = GΛ˜Ψ˜ . Это всегда можно сделать при n ≥ 8. Тогда условие согласования связ-
ностей для вещественной реализации может иметь и такой вид
∇Λ˜PΨ˜
˜˜A = 0, (11.56)
которое распишется как
∂Λ˜PΨ˜
˜˜A − ΓΛ˜Ψ˜ Φ˜PΦ˜
˜˜A + ΓΛ˜˜˜C
˜˜APΨ˜
˜˜C = 0. (11.57)
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Поэтому можно однозначно определить связность в спинорном расслоении как
ΓΛ˜˜˜C
˜˜A := P Ψ˜ ˜˜C∂Λ˜PΨ˜
˜˜A + ΓΛ˜Ψ˜
Φ˜P Ψ˜ ˜˜CPΦ˜
˜˜A. (11.58)
Для комплексной реализации определены операторы
(PK)
Ψ
A := mΨ˜
ΨP Ψ˜ ˜˜A(M˜K)A
˜˜A, (PK)
Ψ′
A := m¯Ψ˜
Ψ′P Ψ˜ ˜˜A(M˜K)A
˜˜A,
(P ∗K)Ψ
A := mΨ˜ ΨPΨ˜
˜˜A(M˜∗K)
A
˜˜A
, (P ∗K)Ψ′
A := m¯Ψ˜ Ψ′PΨ˜
˜˜A(M˜∗K)
A
˜˜A
.
(11.59)
Теорема 11.2. Рассмотрим псевдориманово многообразие V2n (n ≥ 4). Пусть в каса-
тельном расслоении со слоями, изоморфными R2n(n,n), введена некоторая связность без
кручения. Тогда условие согласования связностей в спинорном и касательном расслоении
может иметь вид
∇Λ˜PΨ˜
˜˜A = 0. (11.60)
Чтобы продолжение было однозначным, потребуем
ΓΛ˜˜˜C
˜˜A := −P Ψ˜ ˜˜C∂Λ˜PΨ˜
˜˜A + ΓΛ˜Ψ˜
Φ˜P Ψ˜ ˜˜CPΦ˜
˜˜A. (11.61)
Для продолжения связности на комплексную реализацию CVn со слоями, изоморфными
Cn, необходимо, чтобы
∇Λ˜mΨ˜ Ψ = 0, ∇Λ˜m¯Ψ˜ Ψ
′
= 0, ∇Λ := mΛ˜Λ∇Λ˜, ∇¯Λ′ := m¯Λ˜Λ′∇Λ˜. (11.62)
Тогда условие согласования связностей примет вид
∇Λ(M˜K)A˜˜B = 0, ∇¯Λ′(M˜K)A˜˜B = 0,
∇Λ(PK)ΨA = 0, ∇¯Λ′(PK)ΨA = 0, ∇Λ(P¯K)Ψ′A = 0, ∇¯Λ′(P¯K)Ψ′A = 0.
(11.63)
В случае вложения действительного пространства в комплексное необходимо выполне-
ние соотношений
∇ΛHiΨ = 0, ∇¯Λ′H¯iΨ′ = 0, ∇i := HiΛ∇Λ. (11.64)
Тогда условие согласования связностей примет вид
∇i(PK)jA = 0, ∇i(PK)jA = 0. (11.65)
Теперь появилась возможность построить операторы
(YK)
A := yΨ(P ∗K)Ψ
A, yΨ =
2N∑
J=1
(YJ)
B(PJ)
Ψ
B,
(Y¯K)
A := y¯Ψ
′
(P¯ ∗K)Ψ′
A, y¯Ψ
′
=
2N∑
J=1
(Y¯J)
B(P¯J)
Ψ′
B,
Lx(YK)
A := xΩ∇Ω(YK)A −
2N∑
J=1
(YJ)
B(PJ)
Ψ
B(P
∗
K)Ω
A∇ΨxΩ,
L¯x¯(Y¯K)
A := x¯Ω
′∇¯Ω′(Y¯K)A −
2N∑
J=1
(Y¯J)
B(P¯J)
Ψ′
B(P¯
∗
K)Ω′
A∇¯Ψ′x¯Ω′ .
(11.66)
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Эти операторы будут инвариантами связности только в том случае, когда
∂Λ(PK)
Ψ
B = 0, ∂¯Λ′(PK)
Ψ
B = 0, ∂Λ(P
∗
K)Ψ
B = 0, ∂¯Λ′(P
∗
K)Ψ
B = 0,
∂Λ(P¯K)
Ψ′
B = 0, ∂¯Λ′(P¯K)
Ψ′
B = 0, ∂Λ(P¯
∗
K)Ψ′
B = 0, ∂¯Λ′(P¯
∗
K)Ψ′
B = 0,
(11.67)
∂Λ˜P
Ψ˜
˜˜B
= 0, ∂Λ˜PΨ˜
˜˜B = 0, ∂Λ˜m
Ψ˜
Ψ = 0, ∂Λ˜mΨ˜
Ψ = 0, ∂Λ˜m¯
Ψ˜
Ψ′ = 0, ∂Λ˜m¯Ψ˜
Ψ′ = 0. (11.68)
Тогда из (11.58) будет следовать
(ΓK)ΛC
A = ΓΛΨ
Φ (PK)
Ψ
C(P
∗
K)Φ
A︸ ︷︷ ︸
:=(PK)ΦΨCA
, (Γ¯K)Λ′C
A = ΓΛ′Ψ
Φ (PK)
Ψ
C(P
∗
K)Φ
A︸ ︷︷ ︸
:=(PK)ΦΨCA
= 0, (11.69)
что обеспечит инвариантность операторов. Поэтому будут выполнены тождества
L[x,y](YK)
A = LxLy(YK)
A − LyLx(YK)A,
L¯[x¯,y¯](Y¯K)
A = L¯x¯L¯y¯(Y¯K)
A − L¯y¯L¯x¯(Y¯K)A.
(11.70)
При n=4 подобные связности рассматривались в [9]. Однако, там в качестве (PK)ΦΨCA
рассматривалось выражение вида (ηK)ΨDC(ηK)ΦDA, что вызывало кручение таких опера-
торов.
Теорема 11.3. Операторы
Lx(YK)
A := xΩ∂Ω(YK)
A −
2N∑
J=1
(YJ)
B(PJ)
Ψ
B(P
∗
K)Ω
A∂Ψx
Ω,
L¯x¯(Y¯K)
A := x¯Ω
′
∂¯Ω′(Y¯K)
A −
2N∑
J=1
(Y¯J)
B(P¯J)
Ψ′
B(P¯
∗
K)Ω′
A∂¯Ψ′x¯
Ω′
(11.71)
будут являться инвариантами комплексной связности из теоремы 11.2 при условии
постоянства операторов
∂Λ(PK)
Ψ
B = 0, ∂¯Λ′(PK)
Ψ
B = 0, ∂Λ(P
∗
K)Ψ
B = 0, ∂¯Λ′(P
∗
K)Ψ
B = 0,
∂Λ(P¯K)
Ψ′
B = 0, ∂¯Λ′(P¯K)
Ψ′
B = 0, ∂Λ(P¯
∗
K)Ψ′
B = 0, ∂¯Λ′(P¯
∗
K)Ψ′
B = 0,
∂Λ˜P
Ψ˜
˜˜B
= 0, ∂Λ˜PΨ˜
˜˜B = 0,
∂Λ˜m
Ψ˜
Ψ = 0, ∂Λ˜mΨ˜
Ψ = 0, ∂Λ˜m¯
Ψ˜
Ψ′ = 0, ∂Λ˜m¯Ψ˜
Ψ′ = 0,
2N∑
K=1
(PK)
Ψ
B(P
∗
K)Φ
B = δΨ
Φ,
2N∑
K=1
(P¯K)
Ψ′
B(P¯
∗
K)Φ′
B = δΨ′
Φ′ .
(11.72)
Такие операторы будут удовлетворять тождествам
L[x,y](YK)
A = LxLy(YK)
A − LyLx(YK)A,
L¯[x¯,y¯](Y¯K)
A = L¯x¯Ly¯(Y¯K)
A − L¯y¯Lx¯(Y¯K)A
(11.73)
и являться естественным продолжением операторов Lx(y)Ψ = xΩ∂ΩyΨ−yΩ∂ΩxΨ, L¯x¯(y¯)Ψ¯ =
x¯Ω
′
∂¯Ω′ y¯
Ψ′ − y¯Ω′ ∂¯Ω′x¯Ψ′ в спинорное расслоение
Lx(y)
Ψ =
2N∑
K=1
Lx(YK)
A(PK)
Ψ
A, L¯x¯(y¯)
Ψ′ =
2N∑
K=1
L¯x¯(Y¯K)
A(P¯K)
Ψ′
A,
Lx(YK)
A = Lx(y)
Ψ(P ∗K)Ψ
A, L¯x¯(Y¯K)
A = L¯x¯(y¯)
Ψ′(P¯ ∗K)Ψ′
A.
(11.74)
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12 О классификации тензоров с симметриями тензора
кривизны. Спиноры кривизны
В этом параграфе рассказывается о том, как сопоставить тензорам, об-
ладающим симметриями тензора кривизны, их спинорные аналоги. Это упро-
щает проблему классификации таких тензоров для малых размерностей. Вы-
вод всех результатов этого параграфа сделан на основе [22, т. 1, с. 285-303].
Ограничим себя случаем, когда (ΓK)ΛAB = (Γ˜K)ΛAB = (
˜˜ΓK)ΛA
B. Тогда тензоры кри-
визны можно вычислить по формулам
∇[ Λ∇Ψ ]rΩ = RΛΨΦΩrΦ, ∇[ Λ∇Ψ ]XA =
2N∑
K=1
(RK)ΛΨCAXC . (12.1)
Для этого рассмотрим согласование комплексных связностей, индуцируемое формулами
(11.30), (11.33) при ковариантном постоянстве метрического тензора. Потребуем, чтобы
∇Λ(εK)ABCD = ∂Λ(εK)ABCD = 0. (12.2)
Следовательно,
2N∑
K=1
(∇Θ(ηK)ΨAB)(∇Λ(ηK)ΩAB) = 0. (12.3)
Поэтому условия интегрируемости (11.30) примут вид
2N∑
K=1
(ηK)
Θ
AB∇[ Λ∇Ψ ](ηK)ΩAB = 0,
N2RΛΨΩ
Θ =
2N∑
K=1
((RK)ΛΨCA(ηK)ΘAB(ηK)ΩCB + (RK)ΛΨCB(ηK)ΘAB(ηK)ΩAC).
(12.4)
Определим
(AK)ΘΦL
X :=
1
2
(ηK)[ Θ
MX(ηK)Φ ]ML. (12.5)
Тогда из (8.27) будет следовать
(AK)ΦΘL
X(AK)ΩΓX
L =
N
8
gΦ[ ΓgΩ ]Θ. (12.6)
Поэтому можно положить
(RK)ΛΨC
N := −RΛΨΘΦ(AK)ΘΦCN , RΛΨΘΦ = 8N (AK)ΘΦCN(RK)ΛΨNC ,
(RK)ΛΨC
M = − 2
n−4(RK)ΛΨL
DεCD
ML.
(12.7)
Очевидно, что (RK)ΛΨCN = (RK)ΛΨCN , например, если условие согласования связностей
имеет вид
∇Λ(ηK)ΨAB = 0. (12.8)
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Для дальнейших выкладок следует воспользоваться тождествами (номер K будем опус-
кать, поскольку все остальные выкладки не зависят от этого номера)
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A2 =
N
2
gΛ1[ Λ4gΛ3 ]Λ2 . (12.9)
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2 = Ng[ Λ3|[ Λ2gΛ1 ]|[ Λ6gΛ5 ]|Λ4] . (12.10)
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= N
4
(gΛ1[ Λ8gΛ7 ]Λ2gΛ3[ Λ6gΛ5 ]Λ4 − gΛ1[ Λ6gΛ5 ]Λ2gΛ4[ Λ8gΛ7 ]Λ3+
+gΛ1[ Λ4gΛ3 ]Λ2gΛ5[ Λ8gΛ7 ]Λ6) +N(g[ Λ3|[ Λ2gΛ1 ][ Λ8gΛ7 ][ Λ6gΛ5 ]|Λ4 ]+
+g[ Λ5|[ Λ4gΛ3 ][ Λ7gΛ8 ][ Λ2gΛ1 ]|Λ6 ] + g[ Λ3|[ Λ7gΛ8 ][ Λ5gΛ6 ][ Λ1gΛ2 ]|Λ4 ]).
(12.11)
Доказательство в приложении.
Теорема 12.1. Классификацию битензора, обладающего свойствами (Λ,Ψ, ... = 1, n,
A,B, ... = 1, N)
RΛΨΦΘ = R[ΛΨ][ΦΘ] , RΛΨΦΘ = RΦΘΛΨ (12.12)
и принадлежащего касательному расслоению τ(CVn) над аналитическим псевдоримано-
вым пространством CVn, можно свести к классификации тензора RABCD N-мерного
комплексного спинорного пространства такого, что
RC
D
S
R := RΛΨΦΘA
ΛΨ
C
DAΦΘS
R, AΛΨC
D :=
1
2
η[Λ
ADηΨ]AC . (12.13)
Кроме того, выполнены соотношения
RK
K
S
R = RS
R
K
K = 0, RC
D
S
R = RS
R
C
D. (12.14)
Разложение
RC
K
M
A = CC
K
M
A − 4
N(n−2)RG
D
N
P εABKLεGNMLεDPCB−
−( 1
2(n−1)(n−2) − 14(n−2)
)
RεABKLεCBML −
(
1
4(n−2) − n8(n−1)(n−2)
)
RδC
AδM
K
(12.15)
соответствует разложению тензора RΛΨΦΘ
RΛΨ
ΦΘ = CΛΨ
ΦΘ +
4
n− 2R[Λ
[Φ gΨ]
Θ] − 2
(n− 1)(n− 2)Rg[Λ
[Φ gΨ]
Θ] (12.16)
на неприводимые ортогональными преобразованиями компоненты. При этом тожде-
ство Бианки
RΛΨΦΘ +RΛΘΨΦ +RΛΦΘΨ = 0 (12.17)
будет выглядеть как
RL
D
S
L = −1
8
·RδSD. (12.18)
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Доказательство.
1. Первый шаг. Тождество Бианки R[ΛΨΦ]Θ = 0.
R[ΛΨΦ]Θη
Λ
ABη
ΨACηΦDCη
ΘDL =
= RΛΨΘΦ
1
3
(ηΛABη
ΨACηΦDC + η
Φ
ABη
ΛACηΨDC + η
Ψ
ABη
ΦACηΛDC)η
ΘDL =
= RΛΨΦΘ
1
3
(ηΛABη
ΨACηΦDC + g
ΦΛηΨDB−
−ηΛABηΦACηΨDC + ηΛABηΨACηΦDC − gΦΨηΛDB)ηΘDL =
= RΛΨΦΘ(η
Λ
ABη
ΨACηΦDC + g
ΦΛηΨDB)η
ΘDL = 4RB
C
C
L + 1
2
RδB
L = 0.
(12.19)
Обратно,
(4RA1
C
C
A5 + 1
2
RδA1
A5)η[ Λ5 |A5A6|ηΛ6 ]
A7A6η[ Λ7 |A7A8|ηΛ8 ]
A1A8 =
= RΛ1Λ2Λ3Λ4η
Λ1
A1A2η
Λ2A3A2ηΛ3A3A4η
Λ4A5A4η[ Λ5 |A5A6|ηΛ6 ]
A7A6η[ Λ7 |A7A8|ηΛ8 ]
A1A8+
+1
2
Rη[ Λ5 |A1A6|ηΛ6 ]
A7A6η[ Λ7 |A7A8|ηΛ8 ]
A1A8 = N
4
(RΛ8Λ7Λ6Λ5 −RΛ6Λ5Λ7Λ8−
−RgΛ5[ Λ8gΛ7 ]Λ6) +N(−R[ Λ8|[ Λ5gΛ6 ]Λ7 ] +R[Λ6|[Λ8Λ7]|Λ5]+
+R[ Λ6|[ Λ7gΛ8 ]|Λ5 ]) +
1
2
· N
2
RgΛ5[ Λ8gΛ7 ]Λ6 =
N
2
(RΛ8Λ7Λ6Λ5 + 2RΛ6[Λ8Λ7]Λ5) = 0.
(12.20)
2. Второй шаг. Тензор Риччи RΛΨ.
Воспользуемся двумя вспомогательными тождествами.
RΛΨC
M = − 2
n−4RΛΨL
DεCD
ML,
η[ Γ
CLηΩ ]CD = − 2n−4η[ ΓCNηΩ ]MNεCDML.
(12.21)
Это определит тождество
η[ Γ|CD|ηΩ ]CLRΛΨLD = −η[ ΓCNηΩ ]MNRΛΨCM . (12.22)
Поэтому
4
N
ηΛ
ABηΨCDRA
C
B
D − 1
4
RgΛΨ =
= 1
N
ηΛ
ABηΨCDηΓALηΦ
CLηΩNBηΘ
NDRΓΦΩΘ − 1
4
RgΛΨ =
= 1
N
(gΦΨηΛ
ABηΓALη[ Θ
NLηΩ ]NB − ηΛABηΓALηΨCLηΦCDηΘNDηΩNB)RΓΦΩΘ−
−1
4
RgΛΨ =
1
2
gΦΨgΛΩgΓΘR
ΓΦΩΘ − 1
N
(gΓΨηΛ
ABηΦADη[ Θ
NDηΩ ]NB−
−η( ΛABηΨ )ALηΓCLηΦCDη[ ΘNDηΩ ]NB)RΓΦΩΘ − 14RgΛΨ =
= −1
2
RΛΨ − 12gΦΘgΛΩgΓΨRΓΦΩΘ + 14gΛΨgΓΩgΘΦRΓΦΩΘ − 14RgΛΨ = −RΛΨ.
(12.23)
Откуда
PKL
MN := RΛΨη
Λ
KLη
ΨMN =
4
N
εKL
ABεMNCDRA
C
B
D − 1
4
RεKL
MN . (12.24)
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Кроме того,
g[ ∆|[ ΨRΦ ]|Λ ]η[ ∆ABηΛ ]CBη[ ΨKLηΦ ]ML =
= g∆ΨRΦΛ(η∆
ABηΛCB − 12g∆ΛδCA)η[ ΨKLηΦ ]ML =
= g∆ΨRΦΛη∆
ABηΛCB(ηΨ
KLηΦML − 12gΨΦδMK) =
= εABKLRΦΛηΦMLηΛCB − 12R∆Λη∆ABηΛCBδMK =
= εABKLRΦΛηΦMLηΛCB − 14RδCAδMK =
= −εABKL( 4
N
ηΦGNηΛDPRG
D
N
P − 1
4
RgΦΛ)ηΛCBηΦML − 14RδCAδMK =
= − 4
N
RG
D
N
P εABKLεGNMLεDPCB +
1
4
R(εABKLεCBML − δCAδMK).
(12.25)
3. Третий шаг. Скалярная кривизна R.
g[ ∆|[ ΨgΦ ]|Λ ]η[ ∆ABηΛ ]CBη[ ΨKLηΦ ]ML =
= g∆ΨgΦΛη∆
ABηΛCB(ηΨ
KLηΦML − 12gΨΦδMK) = εABKLεCBML − n4 δCAδMK .
(12.26)
Теперь остается собрать все результаты вместе и получить аналог разложения на непри-
водимые ортогональными преобразованиями компоненты.
Следствие 12.1.
1. Условия простоты бивектора n-мерного пространства Cn записываются в виде
p[ΛΨpΦΩ ] = 0. (12.27)
Координатам такого бивектора можно сопоставить бесследовую комплексную мат-
рицу такую, что
pL
DpS
L − 1
N
(pL
KpK
L)δS
D = 0. (12.28)
2. Простому бивектору пространства Cn с условием pΛΨpΛΨ = 0 можно поставить
в соответствие нильпотентный оператор с индексом 2: pLDpSL = 0.
Доказательство.
1). Бивектор прост тогда и только тогда, когда имеет место разложение
pΛΨ = xΛyΨ − yΛxΨ. (12.29)
Поэтому условия (12.27) выполнены автоматически. Обратно, если выполнены условия
(12.27), то их можно расписать как
pΛΨpΦΩ − pΛΦpΨΩ + pΨΦpΛΩ = 0. (12.30)
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Свернем это уравнение с такими ненулевыми ковекторами tΩ и zΦ, что pΦΩzΦtΩ 6= 0
pΛΨ =
1
pΘΞzΘtΞ
(pΛΦzΦp
ΨΩtΩ − pΨΦzΦpΛΩtΩ). (12.31)
Положим
xΛ :=
1
pΘΞzΘtΞ
pΛΦzΦ, y
Ψ :=
1
pΘΞzΘtΞ
pΨΩtΩ, (12.32)
откуда и будет следовать условие простоты бивектора. Поскольку тензор RΛΨΦΩ = pΛΨpΦΩ
удовлетворяет условиям теоремы классификации, то формула (12.28) есть прямое след-
ствие тождества Бианки.
2). В условиях первого пункта добавится соотношение pΛΨpΛΨ = 0, которое примет вид
pL
KpK
L = 0, откуда и следует существование нильпотентного оператора с индексом 2.
Построим аналог дифференциального тождества Бианки при условии ковариантного
постоянства связующих операторов
∇[ ΛRΨΦ ]ΘΩ = 0. (12.33)
Для этого свернем его с выражением ηΛABAΨΦCDAΘΩKL
ηΛABA
ΨΦ
C
D(ηΛ
MNAΨΦP
Q − ηΨMNηΛXQηΦXP )∇MNRQPKL =
= −N2
16
∇ABRCDKL − N8 (εY CXP εABXQ∇Y D − εY DXP εABXQ∇Y C)RQPKL = 0.
(12.34)
Это приведет к дифференциальному спинорному тождеству Бианки
∇ABRCDKL = 4
N
(εY DXP εAB
XQ∇Y C − 1
2
δC
DεAB
XQ∇XP )RQPKL. (12.35)
13 Твисторное уравнение
В этом параграфе рассказывается о том, как построить и решить n-
мерное твисторное уравнение, а затем исследовать его свойства. Вывод всех
результатов этого параграфа сделан на основе [22, т. 1, с. 419-426, т. 2, с.
56-60, с. 545].
Определим твисторное уравнение как
ηΛAB∇ΨXA + ηΨAB∇ΛXA = 2
n
gΛΨη
Φ
AB∇ΦXA. (13.1)
Свернем его с ηΨCB
ηΛAB∇CBXA + n2∇ΛXC = 2nηΛCB∇ABXA,
∇ΛXC − ηΛCB∇ABXA + n2∇ΛXC = 2nηΛCB∇ABXA,
(13.2)
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∇ΛXC = 2
n
ηΛ
CB∇ABXA. (13.3)
Условия интегрируемости данного уравнения для произвольного XA имеют вид (доказа-
тельство в приложении)
CΦΨΛ∆ = 0, (13.4)
что соответствует конформно-плоскому пространству. Пусть Ω - произвольное скалярное
поле. Рассмотрим конформное изменение масштаба метрики
gΛΨ → gˆΛΨ = ΩgΛΨ. (13.5)
Поэтому можно положить
ηˆΛ
AB := ηΛ
AB, ηˆΛAB := ΩηΛAB. (13.6)
Потребуем выполнения
∇ΛηΨAB = 0, ∇ΛηΨAB = 0, ∇ˆΛηˆΨAB = 0, ∇ˆΛηˆΨAB = 0. (13.7)
Это приведет к системе (∇ˆΛ −∇Λ)ηΨAB = 0,(∇ˆΛ −∇Λ)ηΨAB = −(Ω−1∇ΛΩ)ηΨAB,
 QΛΨΘηΘAB = QΛKAηΨKB +QΛKBηΨAK ,QΛΨΘηΘAB = −QΛAKηΨKB −QΛBKηΨAK + (Ω−1∇ΛΩ)ηΨAB,
(13.8)
где QΛΨΘ - тензор деформации. Тогда QΛ(ΨΩ) = 2N gΨΩQΛKK ,QΛ(ΨΩ) = − 2N gΨΩQΛKK + (Ω−1∇ΛΩ)gΨΩ,
ΥΛ :=
1
2
Ω−1∇ΛΩ, QΛ(ΨΩ) = gΨΩΥΛ, QΛKK = N2 ΥΛ,
Q˜ΛΨΩ := QΛ[ΨΩ], Q˜ΛK
A := QΛK
A − 1
N
QΛL
LδK
A.
(13.9)
Поэтому
Q˜ΛΨΩ =
8
N
AΨΩA
KQ˜ΛK
A. (13.10)
Если потребовать сохранения вида твисторного уравнения ∇ΛXC = 2nηΛCB∇ABXA,∇ˆΛXˆC = 2n ηˆΛCB∇ˆABXˆA, XˆC := XC , (13.11)
то это наложит на тензор деформации условие
QΛK
N =
2
n
ηΛ
CNηΨCBQ
Ψ
K
B. (13.12)
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Тогда
(Q˜ΛK
N + 1
2
ΥΛδK
N)ηΦ
LKηΘLN =
2
n
ηΛ
CNηΨCBηΦ
LKηΘLN(Q˜
Ψ
K
B + 1
2
ΥΨδK
B),
Q˜ΛΦΘ + ΥΛgΦΘ︸ ︷︷ ︸
=QΛΦΘ
= 8
nN
ηΛ
CNηΨCBηΦ
LKηΘLNQ˜
Ψ
K
B + 1
n
(gΛΨgΦΘ + gΛΘgΦΨ − gΛΦgΘΨ)ΥΨ,
QΛΦΘ − 1n(ΥΛgΦΘ + ΥΦgΛΘ −ΥΘgΛΦ) = 8nN ηΛCNηΨCBηΦLKηΘLNQ˜ΨKB,
QΛ(ΦΘ) − 1nΥΛgΦΘ = 12n(QΨΛΨ −QΨΨΛ)gΦΘ,
QΨΛΨ −QΨΨΛ = 2(n− 1)ΥΛ,
QΛ[ΦΘ] +
1
n
(−ΥΦgΛΘ + ΥΘgΛΦ) = 4nN ηΛCNηΨCBη[ ΦLKηΘ ]LNη[ Γ|SK|ηΩ ]SBQ˜Ψ[ΓΩ] =
= 1
2n
(gΛΨgΩΘgΦΓ − gΛΨgΩΦgΘΓ)Q˜Ψ[ΓΩ] + 4ng[ Θ|[ ΛgΨ ][ ΩgΓ ]|Φ ]QΨΓΩ,
(1− 1
n
)QΛ[ΦΘ] +
1
n
(−ΥΦgΛΘ + ΥΘgΛΦ) =
= 1
n
(gΛΘgΩΨgΦΓ − gΨΘgΩΛgΦΓ + gΦΨgΩΛgΘΓ − gΛΦgΩΨgΘΓ)QΨ[ΓΩ] =
= 1
n
((n− 1)ΥΦgΘΛ −QΘ[ΦΛ] +QΦ[ΘΛ] − (n− 1)ΥΘgΦΛ).
(13.13)
Откуда окончательно имеем
Q[ΛΦΘ] = 0, QΛ[ΦΘ] = ΥΦgΛΘ −ΥΘgΛΦ, QΛΦΘ = ΥΛgΦΘ + ΥΦgΛΘ −ΥΘgΛΦ. (13.14)
Попробуем решить твисторное уравнение в плоском пространстве (RΛΨKAXK = ∇[ Λ∇Ψ ]XA =
0) при условии ковариантного постоянства связующих операторов (∇ΛηΨCB = 0)
∇ΛXC = 2nηΛCB∇ABXA,
∇Ψ∇ΛXC = 2nηΛCB∇AB(∇ΨXA),
∇Ψ∇ΛXC = 2nηΛCB∇AB( 2nηΨAK∇LKXL),
∇( Ψ∇Λ )XC = 4n2 (η( ΛCK∇Ψ ) − η( ΛCBηΨ )AB∇AK)∇LKXL,
(1− 2
n
)∇( Ψ∇Λ )XC = − 2n2 gΛΨ∇CK∇LKXL = − 1ngΛΨ∇Ω∇ΩXC ,
∇Ψ∇ΛXC = 0.
(13.15)
Таким образом ∇ΛXC является константой и представимо как
∇ΛXC := iηΛCAY˙A, (13.16)
где через Y˙A, X˙C будем обозначать постоянные спинорные поля. Проинтегрировав это
уравнение, получим
XC := X˙C + iRCAY˙A. (13.17)
Нас будет интересовать случай, когда XC = 0. Опуская точки над спинорами, получаем
следующее соотношение
XC = −iRCAYA. (13.18)
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С геометрической точки зрения уравнение (13.16), переписанное в терминах операторов
γΛ, есть ничто иное как деривационное уравнение нормализованного грассманиана [16,
уравнение (1.2)], а (13.17) есть уравнение [16, уравнение (2.6)]. Подобная нормализация
называется спинорной нормализацией. При n=6 она построена в [7].
Вернемся к твисторному уравнению (13.1), но воспользуемся ковариантно постоян-
ными операторами (11.59), построенными в предыдущем параграфе. Тогда твисторное
уравнение (13.16) для действительной реализации примет вид
∇Λ˜X
˜˜C := iηΛ˜
˜˜C ˜˜AY˙˜˜A =: PΛ˜
˜˜C , (13.19)
а для комплексной реализации
∇Λ(XK)C = iηΛC ˜˜AY˙˜˜A = (P ∗K)ΛC ,
(PK)ΛA∇Ψ(XK)A + (PK)ΨA∇Λ(XK)A = 2ngΛΨ(PK)ΦA∇Φ(XK)A.
(13.20)
Выполним суммирование по K и, определяя xΛ :=
2N∑
K=1
(PK)ΛA(XK)
A, получим конформное
уравнение Киллинга
∇ΛxΨ +∇ΨxΛ = 2
n
gΛΨ∇ΦxΦ. (13.21)
14 Спинорный формализм для n=6 и n=8
В этом параграфе рассказывается о том, как построить спинорный фор-
мализм при малых размерностях. Для наглядности строятся различные гео-
метрические интерпретации некоторых алгебраических соотношений. Пока-
зывается, как на основании принципа тройственности Картана перейти к
структурным константам алгебры октав. Вывод всех результатов этого па-
раграфа сделан на основе [1] и литературе к ней, [11], [12], [13], [24], [25], [26],
[28].
14.1 Основные изоморфизмы
В этом параграфе рассказывается о том, как построить основные изо-
морфизмы спинорного формализма при n=6. Вывод всех результатов этого
параграфа сделан на основе [1], [3].
1. C6 ∼= Λ2C4.
Пусть α, β, ... = 1, 6, a, b, a1, b1, ... = 1, 4. Тогда из (8.17) будут следовать тождества
1
2
ηαaa1ηβ
aa1 = δα
β, ηαaa1ηα
bb1 = δaa1
bb1 := 2δ[a
[ bδa1 ]
b1 ], (14.1)
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rα = 1/2 · ηαaa1Raa1 , Raa1 = ηαaa1rα, (14.2)
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1 , εaa1bb1 = ηαaa1ηβbb1gαβ,
gαβ = 1/4 · ηαaa1ηβbb1εaa1bb1 , εaa1bb1 = ηαaa1ηβbb1gαβ,
(14.3)
определяющие изоморфизм между пространством C6 и пространством бивекторов
Λ2C4, а gαβ будет метрическим тензором пространства C6.
2. SO(6,C) ∼= SL(4,C)/± 1.
Согласно (6.42) собственные ортогональные преобразования представимы как
Sα
βηβ
aa1 = ηα
bb1Sb
aSb1
a1 . (14.4)
При этом E˜ab из (8.19′) будет тождественным преобразованием, домноженным на
мнимую единицу. Для несобственных преобразований справедливо тождество
Sα
βηβ
aa1 = ηαbb1S
baSb1a1 . (14.5)
3. so(6,C) ∼= sl(4,C).
Определим
Aαβd
c = η[α
caηβ ]da. (14.6)
Тогда по аналогии с (10.6) и (12.5) получим
Tαβ = Aαβd
cTc
d, Tk
k = 0, Tαβ = −Tαβ, (14.7)
Aαβd
cAαβr
s = 1
2
δr
sδd
c − 2δrcδds, AαβdcAλµcd = 2δ[α µδβ]λ,
Aαβd
cAγ
β
r
s =
= (ηα
csηγrd + ηα
ckηγkrδd
s) + 1/2(ηα
snηγrnδd
c + ηα
ckηγdkδr
s)− 1/4gαγδrsδdc,
Tm
n = 1
2
Aαβm
nTβα, Tβα = −Tαβ.
(14.8)
Кроме того, интересны тождества для 4-вектора
eαβγδ = e[αβγδ], eαβγδ = Aαβb
aAγδd
cea
b
c
d,
em
n
r
s = (em
sδr
n + er
nδm
s)− 1
2
(er
sδm
n + em
nδr
s),
ea
b := 1
3
ea
k
k
b, Bαβγδr
k := Aαβr
dAγδd
k + Aαβc
kAγδr
c, eαβγδ := Bαβγδr
kek
r, ek
k = 0
(14.9)
и 6-вектора
eαβγδλµ = Aαβb
aAγδd
cAλµl
kea
b
c
d
k
l,
ea
b
c
d
k
l = i
8
(2((4δk
bδc
l − δklδcb)δad + (4δkdδal − δklδad)δcb)−
−(4δkbδal − δklδab)δcd − (4δkdδcl − δklδcd)δab),
eαγλνpiσ = 2η[α
bb1ηγ ]dd1η[λ
mm1ην ]xx1η[pi
rr1ησ ]
ss1 · i δrdδmsδbxδb1d1δm1x1δr1s1 =
= 1
4
η[α
bb1ηγ ]
dd1η[λ
mm1ην ]
xx1η[pi
rr1ησ ]
ss1 · i εrb1dd1εmr1ss1εbm1xx1 .
(14.10)
Доказательство этих тождеств вынесено в приложение.
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14.2 О классификации тензоров с симметриями тензора кривизны
для n=6. Спиноры кривизны
В этом параграфе рассказывается о том, как сопоставить тензорам, об-
ладающим симметриями тензора кривизны, их спинорные аналоги. Это упро-
щает проблему классификации таких тензоров для малых размерностей. Вы-
вод всех результатов этого параграфа сделан на основе [2].
Теорема 14.1. Классификацию битензора, обладающего свойствами
Rαβγδ = R[αβ][γδ] , Rαβγδ = Rγδαβ, Rαβγδ +Rαδβγ +Rαγδβ = 0 (14.11)
и принадлежащего касательному расслоению τ(CV6) над шестимерным аналитическим
псевдоримановым пространством CV6, можно свести к классификации тензора Rabcd
4-мерного комплексного векторного пространства такого, что
Rαβγδ = Aαβd
cAγδr
sRc
d
s
r. (14.12)
Кроме того, выполнены следующие соотношения
Rk
k
s
r = Rs
r
k
k = 0, Rc
d
s
r = Rs
r
c
d. (14.13)
Разложение
Rc
d
s
r = Cc
d
s
r − Pcsdr − 1
40
·R(3δsdδcr − 2δsrδcd) (14.14)
соответствует разложению тензора
Rαβ
γδ = Cαβ
γδ +R[α
[γ gβ]
δ] − 1/10Rg[α [γ gβ] δ] (14.15)
на неприводимые ортогональными преобразованиями компоненты, которые будут удо-
влетворять следующим соотношениям
Pcs
rd = −4(R[c [r s] d] +Rk [r [c |k|δ s] d]), (14.16)
Cc
d
s
r = R(c
(d
s)
r) +
1
40
·Rδ(s dδ c)r, Ccdsr = C(c (d s) r), (14.17)
R = Rβ
β = −2 ·Rkrrk, Pkckd = 1/2 ·Rδcd, (14.18)
Rl
d
s
l = −1
8
·Rδsd, (14.19)
последнее из которых является эквивалентом тождества Бианки.
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Доказательство. Верно следующее равенство
Rαβγδ = 1/16 · ηαaa1ηβbb1ηγcc1ηδdd1Raa1bb1cc1dd1 . (14.20)
Положим
Rc
d
s
r :=
1
4
Rck
dk
st
rt, Rβγ =
1
4
ηβ
csηγrd · Pcsrd. (14.21)
Из этого следует, что
Rαβγδ = Aαβd
cAγδr
sRc
d
s
r, (14.22)
Rβδ = Rαβ
α
δ = Aαβd
cAαδr
sRc
d
s
r = (ηβ
csηδrd + ηβ
ckηδkrδd
s)Rc
d
s
r =
= 1
4
ηβ
csηδrd · 4(R[ c[ds ]r ] −R[ ck |k|[ rδs ]d ]).
(14.23)
Положим
Pcs
rd := −4(R[ c[ rs ]d ] −R[ ck |k|[ rδs ]d ]) , (14.24)
тогда
Rβδ =
1
4
ηβ
csηδrdPcs
rd. (14.25)
Поэтому скалярная кривизна имеет вид
R = Rβ
β = 1
4
ηβ
cc1ηβaa1Pcc1
aa1 = 1
4
εaa1
cc1Pcc1
aa1 = 1
2
Paa1
aa1 = −2Rkrrk, (14.26)
и выполнено условие
Pks
kd = −4(R[k [ks ]r ] +R[ rk |k|[ rδs ]d ]) =
= −4(−1
2
Rk
d
s
k + 1
4
(Rk
r
r
kδs
d + 4Rk
d
s
k − 2Rkdsk)) = −Rkrrkδsd = 12Rδsd.
(14.27)
Тождество Бианки можно переписать следующим образом
(Aαβd
cAγδr
s + Aαγd
cAδβr
s + Aαδd
cAβγr
s) ·Rcdsr = 0. (14.28)
Свернув это уравнение с AαβtlAγδmn, получим, что
4Rk
l
m
kδt
n + 4Rr
n
t
rδm
l − 2Rkltkδmn − 2Rknmkδtl − 2Rkrrkδtnδml +Rrkkrδmnδtl = 0. (14.29)
Свертка этого уравнения c δnt и приведет нас к спинорному аналогу тождества Бианки.
При этом все 15 существенных уравнений сохранены. Пусть
Cαβ
γδ := Aαβd
cAγδr
sCc
d
s
r, (14.30)
тогда
Cαβ
γδ := Rαβ
γδ −R[α [γ gβ] δ] + 1/10Rg[α [γ gβ] δ], (14.31)
R[α
[γ gβ]
δ] = Aαβd
cAγδr
s · 1
4
(Psc
dr − 1/2Rδsdδcr + 1
4
Rδs
rδc
d), (14.32)
g[α
[γ gβ]
δ] = Aαβd
cAγδr
s · 1
4
(1/2δs
rδc
d − 2δsdδcr), (14.33)
откуда получим разложение на неприводимые ортогональными преобразованиями компо-
ненты. Все выкладки приведены в приложении.
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Замечание 14.1. При n=6 возможно два варианта классификационных схем спинора
Вейля:
1. Ck
l
m
nφl
k = λφt
n, 2. Ck
l
m
nφkm = λφln. (14.34)
Следствие 14.1. 1. Условия простоты бивектора 6-мерного пространства C6 запи-
сываются как
p[αβ pγβ ] = 0. (14.35)
Координатам такого бивектора можно сопоставить бесследовую комплексную мат-
рицу 4× 4 такую, что выполнено условие
pl
dps
l − 1/4(plkpkl)δsd = 0. (14.36)
2. Простому бивектору пространства C6, построенному на изотропных векторах
(pαβpαβ = 0), можно сопоставить вырожденную нуль-пару Розенфельда: ковектор
и вектор пространства C4, свертка которых есть нуль. При этом указанные век-
тор и ковектор определятся с точностью до комплексного множителя.
Доказательство. Доказательство аналогично доказательству следствия 12.1. Единствен-
ное отличие заключается в том, что изотропные векторы rα пространства C6 представимы
в виде rαηαab = Rab = XaY b−XbY a. Такое представление возможно из-за выполнения тож-
дества для изотропного rα (rαrα = 0)
24R[abRcd ] = εklmnR
klRmnεabcd = 4(rαrα)ε
abcd = 0, (14.37)
где εabcd - тензор вида (8.17). При этом такой тензор кососимметричен по всем 4 индексам
и удовлетворяет соотношениям
εabcdε
klmn = 24δ[a
kδb
lδc
mδn ]
d, εabcdε
almn = 6δ[ b
lδc
mδn ]
d, εabcdε
abmn = 2δ[ c
mδn ]
d,
εabcdε
abcn = δd
n, εabcdε
abcd = 24.
(14.38)
Положим xαηαab := XaY b−Y aXb, yαηαab := ZaT b−T aZb. Из условия pαβpαβ = 0 будет сле-
довать xαyα = 0. Это означает, что εabcdXaY bZcT d = 0. Поэтому векторы Xa, Y b, Zc, T d
линейно зависимы. Положим T a := αXa + βY a + γZa и получим
pa
b := 1
2
Aαβa
bpαβ =
1
4
ηα
kbηβ
cdεcdka(x
αyβ − yαxβ) =
= 1
4
((XkY b −XbY k)ZcT d −XcY d(ZkT b − T kZb))εcdka =
= Zc(βY d)XkεcdkaY
b − Zc(αXd)Y kεcdkaXb −XcY dZkεcdka(αXb + βY b + γZb)+
+XcY d(γZk)εcdkaZ
b = XcY dZkεcdka︸ ︷︷ ︸
:=Ma
(−2αXb − 2βY b)︸ ︷︷ ︸
:=Nb
= MaN
b.
(14.39)
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При этом N b и Ma определены с точностью до преобразования
N b 7−→ eφN b, Ma 7−→ e−φMa. (14.40)
Отметим, что пара (N b,Ma) будет является нуль-парой Розенфельда [19]. В простран-
стве CP 4 =′ C4/′C (где ′Cs = Cs/0) N b определит точку, а Ma - плоскость с условием
инцидентности M bNa = 0. Поэтому можно построить пространство CП4 =′ C∗4/′C, двой-
ственное пространству CP 4. Тогда пространство CP 4×CП4 будет пространством нуль-пар
Розенфельда. Следует отметить, что такие пространства изучались впервые Синцовым
[23] и Котельниковым [14].
Подставим теперь εabcd = 2δ[acδb ]d в (12.35). Тогда дифференциальные тождества Би-
анки упростятся до
∇[cmRt ]krs = δ[mk∇c|n|Rt ]nrs. (14.41)
Свернем это уравнение с δkc
∇c(mRt )crs = 0, (14.42)
свертка которого с δsm даст
∇cmRtcrm = 1/8∇rtR, (14.43)
что является спинорным аналогом
∇α(Rαβ − 1/2Rgαβ) = 0. (14.44)
14.3 Геометрическое представление твистора в R6(2,4)
В этом параграфе рассказывается о том, как построить геометриче-
скую интерпретацию изотропного спинора (твистора) на изотропном конусе
R6(2,4). Это представление аналогично представлению спинора в R4(1,3) с той
лишь разницей, что размерность флага и полотнища увеличиваются на еди-
ницу. Вывод всех результатов этого параграфа сделан на основе [5].
Пусть метрика пространства R6(2,4) имеет вид
dS2 = dT 2 + dV 2 − dW 2 − dX2 − dY 2 − dZ2, (14.45)
и пусть задано сечение светового конуса K6
T 2 + V 2 −W 2 −X2 − Y 2 − Z2 = 0 (14.46)
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плоскостью V+W=1. Рассмотрим стереографическую проекцию этого сечения на плос-
кость (V=0,W=1) с полюсом N(0, 1
2
, 1
2
, 0, 0, 0) так, что точке P(T,V,W,X,Y,Z) соответствует
p(t, 0, 1, x, y, z) на плоскости V=0. Тогда
T/t = X/x = Y/y = Z/z = −(V −
1
2
)
1
2
. (14.47)
Сделаем замену
ς = ix− y, ω = i(t+ z), η = i(t− z) (14.48)
и получим
ς =
−iX + Y
2V − 1 , η =
−i(T + Z)
2V − 1 , ω =
i(Z − T )
2V − 1 . (14.49)
Поэтому индуцированная в сечении метрика имеет вид
ds2 := dT 2 − dX2 − dY 2 − dZ2 = −dςdς¯ + dωdη
(ς ς¯ + ηω)2
. (14.50)
Доказательство этого факта вынесено в приложение. Положим
X :=
 ω ς
−ς¯ η
 , dX :=
 dω dς
−dς¯ dη
 , ∂
∂X
:=
 ∂∂ω ∂∂ς
− ∂
∂ς¯
∂
∂η
 . (14.51)
Тогда
ds2 = − det(dX)
(det(X))2
, X¯T +X = 0. (14.52)
Рассмотрим группу дробно-линейных преобразований L
X˜ = (AX +B)(CX +D)−1, S :=
 A B
C D
 , detS = 1. (14.53)
Условие действительности, накладываемое на X (X∗+X = 0), даст подгруппу унитарных
дробно-линейных преобразований LU(2, 2) так, что матрица S удовлетворяет условию (см.
приложение)
S∗EˆS = Eˆ, Eˆ :=
 0 E
E 0
 . (14.54)
Определим далее в специальном базисе [22, т. 2, с. 83, с. 361]
R12 = 1/
√
2(V +W ) = ω0ξ1 − ω1ξ0,
R14 = i/
√
2(T + Z) = ω0η¯0
′ − ξ0p¯i0′ ,
R34 = 1/
√
2(V −W ) = p¯i0′ η¯1′ − p¯i1′ η¯0′ ,
R23 = i/
√
2(Z − T ) = ξ1p¯i1′ − ω1η¯1′ ,
R24 = 1/
√
2(Y + iX) = ω1η¯0
′ − ξ1p¯i0′ ,
R13 = 1/
√
2(Y − iX) = ξ0p¯i1′ − ω0η¯1′ .
(14.55)
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Эта формула примечательна тем, что в ней показано выражение бивектора Rab через его
спинорные компоненты. Положим
X := Y Z−1, Y˜ = AY +BZ, Z˜ = CY +DZ, Y =
 ω0 ξ0
ω1 ξ1
 , Z =
 p¯i0 η¯0
p¯i1 η¯1
 ,
(14.56)
тогда
R :=‖ Rab ‖=
 (detY )J Y Z−1(detZ)J
−(Y Z−1(detZ)J)T (detZ)J
 =
 Y
Z
 J ( Y T ZT ) ,
J :=
 0 1
−1 0
 , R˜ = SRST .
(14.57)
Положим
S˜ := I˜SI˜−1, I˜ :=
1√
2
 E E
−E E
 , (14.58)
тогда
S˜∗E˜S˜ = E˜. (14.59)
Матрицы S образуют группу, изоморфную SU(2, 2), следовательно матрицы S˜ образуют
саму группу SU(2, 2). Назовем преобразования с матрицей из группы LU(2, 2) твистор-
ными преобразованиями. Ввиду двулистности накрытия связной компоненты единицы
группы SO(2, 4) (которая обозначается через SO+(2, 4)) группой SU(2, 2) и двулистности
накрытия группы конформных преобразований C↑4+ (1, 3) [22, т.2, с.359] группой SO+(2, 4)
следует существование цепочки изоморфизмов
SU(2, 2)/{±1;±i} ∼= LU(2, 2) ∼= C↑4+ (1, 3) ∼= SOe(2, 4)/± 1. (14.60)
Это означает, что группа LU(2, 2) исчерпывает все конформные преобразования из группы
C↑4+ (1, 3). При этом матрица S восстанавливается с точностью до множителя λ такого, что
λ4 = 1 (det(S)=1), откуда и появляется указанная неоднозначность. На основании того,
что верны тождества
Y = AX +B ⇒ dX = AdY, Y = X−1 ⇒ dX = −X−1dXX−1, (14.61)
где A и B - некоторые постоянные матрицы, имеем
Z˜∗ dX˜ Z˜ = Z∗ dX Z. (14.62)
Это уравнение инвариантно относительно преобразований из группы LU(2,2). Доказа-
тельство этого факта рассмотрено в приложении. Другой инвариант можно получить,
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рассматривая тождества
Y = AX +B ⇒ ∂
∂X
= AT
∂
∂Y
, Y = X−1 ⇒ ∂
∂X
= −Y T ∂
∂Y
Y T , (14.63)
где A и B - тоже некоторые постоянные матрицы. Он будет иметь вид
Z˜−1
∂
∂X˜T
Z˜∗ −1 = Z−1
∂
∂XT
Z∗ −1. (14.64)
Доказательство можно найти в приложении. Это означает, что существует действитель-
ный касательный вектор L˜ к гиперболоиду, полученному сечением конуса K6 плоско-
стью V+W=1. Этот вектор инвариантен относительно преобразований базиса из группы
LU(2,2) (т.е. координатно-независимый на касательном пространстве к данному гипербо-
лоиду) и однозначно определенный матрицей
Lˆ := 1√
2
(Z−1 ∂
∂XT
Z∗ −1 − Z¯−1 ∂
∂X
ZT −1) =
=
 0 1
−1 0
 ( ∂
∂ω
(−η¯0pi0 + η0p¯i0) + ∂
∂η
(−η¯1pi1 + η1p¯i1)+
+ ∂
∂ξ
(−η¯1pi0 + η0p¯i1) + ∂
∂ξ¯
(η¯0pi1 − η1p¯i0)) · 1
(det(Z))2
√
2
:=
 0 1
−1 0
 L˜
(14.65)
Норма этого вектора в нашей метрике будет такой
‖ L˜ ‖= − 1
2(det(Y ))2
= − 1
(V +W )2
(14.66)
Назовем изотропный вектор k вектором, имеющим единичную протяженность первого
типа [22, т. 1, с. 57] в том случае, когда k будет задавать точку на изотропном конусе,
принадлежащую сечению плоскостью V+W=1. Тогда ‖ L˜ ‖= −1 и любой изотропной
вектор K, коллинеарный k, определится как
K = (− ‖ L˜ ‖) 12k. (14.67)
Однако, при V=-W получаются векторы с бесконечной протяженностью первого типа.
Чтобы научиться их различать можно задавать сечение K6 плоскостью T+Z=1 и ввести
подобным образом некоторый вектор ˜˜L с нормой
‖ ˜˜L ‖= − 1
(T + Z)2
. (14.68)
Назовем изотропный вектор k вектором, имеющим единичную протяженность второго
типа в том случае, когда k будет задавать точку на изотропном конусе, принадлежащую
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сечению плоскостью T+Z=1 и протяженность первого типа не будет конечной. Опреде-
лим протяженность вектора К как конечную протяженность первого типа, а если такой
не существует, то как протяженность второго типа. Отметим, что вектор L˜ не является
координатно-независимым в пространстве R6(2,4), хотя и является инвариантом касатель-
ного пространства к гиперболоиду, полученному сечением конуса K6 плоскостью V+W=1.
Теперь появилась возможность наглядно изобразить твистор в пространстве R6(2,4). Рас-
смотрим пару векторов из R6(2,4) равной протяженности
Kα = ηαab iT
[aXb ], Nα = ηαab T
[aZb ] ⇒ KαKα = 0, NαKα = 0, NαNα = 0. (14.69)
Выберем вектор Y a таким образом, чтобы были выполнены условия
Y aYa = 0, Y
aXa = 0, Y
aZa = 0,
εabcdXaYbZcTd = X
cZcY
dTd = 1, ε
abcd = 24X [aY bZcT d ].
(14.70)
Таким образом получится базис из векторов Xa, Y a, Za, T a (напомним, что Ya = saa′Y a
′)
Y aYa = 0, Y
aXa = 0, Y
aZa = 0, X
aXa = 0,
XaTa = 0, Z
aZa = 0, Z
aTa = 0, T
aTa = 0.
(14.71)
Откуда
εabcdT
[ cY d ] = −2X[aZb ]. (14.72)
Поэтому векторы
Lα = ηαab(−T [aY b ] +X [aZb ]), Mα = ηαab(−i)(T [aY b ] +X [aZb ]) (14.73)
удовлетворяют соотношениям
Lα = L¯α, Mα = M¯α, LαKα = 0, L
αMα = 0, M
αKα = 0,
LαNα = 0, M
αNα = 0, L
αLα = −2, MαMα = −2.
(14.74)
Вот теперь мы можем построить тривектор
Pαβγ = 6K [αNβLγ ]. (14.75)
Зная Kα, мы знаем T a и Xa с точностью до
Xa 7−→ λ1Xa + µ1T a, T a 7−→ ν1Xa + ξ1T a, det
 λ1 µ1
ν1 ξ1
 = 1. (14.76)
А если нам известен Nα, то произвол в выборе T a и Za таков
Za 7−→ λ2Za + µ2T a, T a 7−→ ν2Za + ξ2T a, det
 λ2 µ2
ν2 ξ2
 = 1. (14.77)
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Поэтому ν1 = ν2 = 0 и ξ2 = ξ1. Для Y a получим
Y a 7−→ αXa + βY a + γZa + δT a. (14.78)
Если теперь потребовать, чтобы два таких базиса связаны преобразованием из группы
LU(2,2), то получим
Xa 7−→ τ−1Xa + µT a, T a 7−→ τT a,
Za 7−→ τ−1Za + χT a, Y a 7−→ −χ¯Xa + τY a − µ¯Za + δT a,
(14.79)
χ¯µ+ µ¯χ+ τ δ¯ + τ¯ δ = 0, τ τ¯ = 1. (14.80)
Откуда
X [aT b ] 7−→ X [aT b ] ⇔ Kα 7−→ Kα
Z [aT b ] 7−→ Z [aT b ] ⇔ Nα 7−→ Nα,
(14.81)
T [aY b ] 7−→ −τ χ¯T [aXb ] + τ 2T [aY b ] − µ¯τT [aZb ]
X [aZb ] 7−→ τ−2X [aZb ] + τ−1χX [aT b ] + τ−1µT [aZb ].
(14.82)
Положим τ =: eiΘ, тогда
Lα 7−→ Lα cos(2Θ) +Mα sin(2Θ)− i(χ¯τ − τ¯χ)Kα + (µτ¯ + τ µ¯)Nα,
Mα 7−→Mα cos(2Θ)− Lα sin(2Θ) + (χ¯τ + τ¯χ)Kα − i(µτ¯ − τ µ¯)Nα.
(14.83)
Таким образом 3-полуплоскость натянутая, на векторы Kα, Nα, Lα, будет координатно-
независима в пространстве R6(2,4). Итак, нашу конструкцию можно представить в следую-
щем виде. Протяженность первого типа векторов Kα и Nα должна быть одинакова. Kα
и Nα определяют 2-плоскость, множество векторов которой с протяженностью первого
типа, равной протяженности вектора Kα и началом, совпадающим с началом вектора Kα,
назовем флагштоком. Kα,Nα,Lα определят 3-полуплоскость, которую назовем полотни-
щем флага. Таким образом, зная Kα и Nα, мы знаем твистор T a с точностью до фазы
Θ. В свою очередь, 2Θ - это угол поворота полотнища флага - 3-полуплоскости Pαβγ - в
2-плоскости (Lα,Mα) вокруг флагштока - 2-плоскости (Nα, Kα). Поэтому, поворот флага
на 2pi приведет к твистору −T a, и только поворот на 4pi вернет нашу конструкцию к ис-
ходному состоянию. Кроме того, коллинеарные твисторы определяются протяженностью
вектора Kα так, что при преобразовании T a 7−→ rT a, Y a 7−→ r−1Y a (r ∈ R\{0}) флаг-
шток умножается на r, а полотнище остается неизменным. Следует, наконец, отметить тот
факт, что указанная геометрическая структура однозначно восстанавливается по твисто-
ру T a. В случае бесконечной протяженности первого типа вектора Kα рассматривается
конус K4 ⊂ K6, на котором лежит вектор Nα. Но ненулевые векторы Kα и Nα имеют
конечную протяженность второго типа, давая геометрическую интерпретацию спинора на
изотропном конусе K4 для Kα и Nα.
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14.4 О структурных константах алгебры октонионов. Спинорный
формализм для n = 8
В этом параграфе рассказывается о том, как по связующим операторам,
удовлетворяющим уравнению Клиффорда, построить структурные констан-
ты алгебры октонионов. Такие алгебры являются частным случаем нормиру-
емой алгебры с делением (n=8). Рассматривается аксиоматика таких алгебр.
Вывод всех результатов этого параграфа сделан на основе [4].
Пусть операторы ηαab, (α , β , ... = 1, 6; a , b , ... = 1, 4) - это кососимметричные
операторы, построенные выше для спинорного формализма при n=6. Тогда операторы
ηΛ
AB (Λ ,Ψ , ... = 1, 8;A ,B , ... = 1, 8) для спинорного формализма при n=8 строятся
согласно схеме (8.20). Поэтому тензор (8.17) будет обладать симметриями
εAB(CD) =
1
2
εABεCD, εA(B|C|D) =
1
2
εACεBD, (14.84)
где согласно (8.19) εAC = ε˜AC является метрическим на спинорном пространстве C8.
ηΛAB =
1
4
ηΛ
CDεABCD = ηΛ
CDεADεBC , ηΛ :=
1
4
ηΛ
CDεCD. (14.85)
Второе тождество (14.84) очень важно. Оно обеспечивает невырожденность оператора
εXA
Y BXXXY и, как следствие, нормируемость алгебры октав. При этом тождество (9.11)
распадается на три: два тождества альтернативности (левое и правое) и центральное тож-
дество эластичности. Как это происходит.
Теорема 14.2. Для любого rΛ ∈ C8 имеет место разложение
rΛ = ηΛABX
AY B (14.86)
для некоторых XA, Y B ∈ C8.
Доказательство. Из уравнения Клиффорда (8.1) будет следовать, что
RABRCB =
1
2
rΛrΛδC
A, RKLδA
B = RARεKL
BR +RBRεKLAR. (14.87)
Свернем это уравнение с PKPA, выбирая PK так, что p := 1
2
εAKP
KPA 6= 0, и полагая, что
QL := RKLP
K ,
QLP
B = QRP
KεKL
BR + pRBL. (14.88)
Тогда из (14.84) будет следовать
RBL =
1
p
QRPK(δR
LδK
B − εKLBR) = 1
p
QRPKεBLKR. (14.89)
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Остается положить
XA :=
1√
p
PA, Y B :=
1√
p
QB, (14.90)
что и докажет теорему.
Определим
PΛA := η
Λ
ABX
A, XAXA := 2, (14.91)
тогда
PΛAP
Ψ
Bε
AB = gΛΨ, PΛAP
Ψ
BgΛΨ = εAB. (14.92)
Таким образом оператор PΛA определяет изоморфизм между пространствами Cn ∼= CN (n =
N = 8)
rΛ = PΛBY
B. (14.93)
Положим
ηΛ
ΨΘ :=
√
2ηΛ
ABPΨAP
Θ
B, (14.94)
тогда для таких структурных констант выполнены тождества альтернативности алгебры
октав
ηΛΘ
Φη(ΨΥ)
Θ = ηΛ( Ψ
Θη|Θ|Υ )Φ, η(ΛΨ)ΘηΘΦΥ = η( Λ|Θ|ΥηΨ )ΦΘ (14.95)
и центральное тождество Муфанг
rΦηΦΘ
ΩηΛΨ
ΘηΩΥ
ΓrΥ = rΦηΦΛ
ΘηΘΩ
ΓηΨΥ
ΩrΥ. (14.96)
Доказательство в приложении. Теперь, для того, чтобы перейти к структурным констан-
там алгебры октав, необходимо воспользоваться оператором вложения HiΛ : R6 ⊂ C6.
Нормируемость алгебры октав будет следовать из уравнения Клиффорда (8.1), выписан-
ного для структурных констант
(ηΦΘ
ΩηΨΞ
∆ + ηΨΘ
ΩηΦΞ
∆)gΩ∆ = 2gΦΨgΘΞ. (14.97)
Операторы же вида (12.5)
AΘΦL
X := 1
2
η[ Θ
MXηΦ ]ML, A˜ΘΦL
X := 1
4
(η[ Θ
MXηΦ ]ML + η[ Θ
XMηΦ ]LM) (14.98)
будут удовлетворять тождествам
AΛΨ
ABAΛΨCD = δ[C
AδD ]
B, A˜ΛΨ
ABA˜ΛΨCD =
1
2
δ[C
AδD ]
B + 1
4
ε[C
A
D ]
B,
AΛΨ
ABAΥΩAB = δ[ Λ
ΥδΨ ]
Ω, A˜ΛΨ
ABA˜ΥΩAB = δ[ Λ
ΥδΨ ]
Ω + η[ Υδ[ Λ
Ω ]ηΨ ].
(14.99)
Доказательство в приложении.
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14.5 Геометрия индуктивного перехода от n=6 к n=8
В этом параграфе рассказывается о том, как построить две квадрики,
связанные принципом тройственности Картана. Построение проводится в
явном виде, обосновывая стандартную схему индуктивного перехода от n=6
к n=8. Вывод всех результатов этого параграфа сделан на основе [6].
14.5.1 Нуль-пары Розенфельда
В этом параграфе рассказывается о том, как построить явное решение
твисторного уравнения при n=6. Вывод всех результатов этого параграфа
сделан на основе [6], [19].
Обозначим через AC∗ пространство, двойственное к спинорному 4-мерному комплекс-
ному векторному пространству AC, и образуем 8-мерное комплексное пространство T2 как
прямую сумму AC ⊕ AC∗. То есть, если Xa (a, b, ... = 1, 4) - координаты вектора в AC, а Yb
- координаты ковектора в AC∗, то XA := (Xa, Yb), (A,B, ... = 1, 8) будут координатами
вектора из T2. Будем рассматривать координаты бивектора rab из (13.18)
Xa = irabYb (14.100)
как координаты точки комплексного аффинного пространства CA6. Это есть система из
4 линейных уравнений с 6 неизвестными. Для выяснения ее ранга рассмотрим однород-
ное уравнение rabYb = 0, которое имеет ненулевые решения тогда и только тогда, когда
бивектор простой: rkcrac = 14r
abrabδk
d = 0 - и, следовательно, представим в виде
rabоднородное = P
aQb − P bQa, (14.101)
причем P a и Qa определены с точностью до их линейных комбинаций. Из этого следует,
что P aYa = 0, QaYa = 0. Обозначим через Xa,Sa,Za все решения уравнения XaYa = 0,
которые образуют базис. Тогда наше решение примет вид
rabоднородное = λ1S
[aXb ] + λ2X
[aZb ] + λ3S
[aZb ] (14.102)
и, следовательно, определит в пространстве бивекторов 3-мерное подпространство. Отсю-
да получается общее решение
rab = rabчастное + λ1S
[aXb ] + λ2X
[aZb ] + λ3S
[aZb ], (14.103)
где rabчастное-произвольный бивектор, являющийся частным решением.
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14.5.2 Построение квадрик CQ6 и CQ˜6
В этом параграфе рассказывается о том, как построить квадрики, удо-
влетворяющие принципу тройственности Картана. Вывод всех результатов
этого параграфа сделан на основе [6].
Покажем, что определенное ранее пространство T2 будет комплексным пространством,
в котором скалярный квадрат вектора определится квадратичной формой
εABX
AXB = 2XaYa (14.104)
так, что матрица тензора εAB имеет вид
‖ εAB ‖=
 0 δac
δbd 0
 . (14.105)
При фиксированном rab уравнение (14.100) определит в T2 4-мерное пространство, кото-
рое будет являться 4-мерной плоской образующей конуса εABXAXB = 0. Таким образом,
мы можем рассматривать квадрику CQ6, задаваемую уравнением (14.104), в проектив-
ном пространстве CP7. Ее 4 базисные точки будут удовлетворять условию εABXAI XBJ =
0, (I, J, ... = 1, 4). Положим
XA1 := (X
a, Yb), X
A
2 := (Z
a, Tb), X
A
3 := (L
a, Nb), X
A
4 := (K
a,Mb). (14.106)
Исходя из общего решения уравнения (14.100), каждой точке квадрики CQ6 можно поста-
вить в соответствие 3-мерную изотропную плоскость пространства CA6. Точку (t,v,w,x,y,z)
пространства CA6 можно представить прямой (λT, λV, λU, λS, λW, λX, λY, λZ) простран-
ства C8, обладающего метрикой
dL2 = dT 2 + dV 2 + dU2 + dS2 + dW 2 + dX2 + dY 2 + dZ2. (14.107)
Эти прямые будут образующими изотропного конуса CK8: T 2 +V 2 +U2 +S2 +W 2 +X2 +
Y 2 + Z2 = 0. Пересечение 7-плоскости U − iS = 1 с указанным конусом CK8 обладает
индуцированной метрикой
dL˜2 = dT 2 + dV 2 + dW 2 + dX2 + dY 2 + dZ2. (14.108)
Это пространство имеет вид параболоида на CK8 и тождественно пространству CR6:
U = 1 + iS = 1
2
(1 − T 2 − V 2 − W 2 − X2 − Y 2 − Z2) Всякая образующая этого конуса
(множество точек, принадлежащих CK8 с постоянным отношением T:V:U:S:W:X:Y:Z), не
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лежащая на гиперплоскости U = iS, пересекает параболоид в единственной точке. Образу-
ющим конуса, лежащим на гиперплоскости U = iS, соответствуют точки, принадлежащие
бесконечности пространства C6. Таким образом, прямым C8, проходящим через начало
C8, соответствуют точки проективного пространства CP7. Стереографическая проекция
указанного сечения на плоскость (U=1, S=0) с полюсом N(0, 0, 1
2
, i
2
, 0, 0, 0, 0) отображает
точку P(T,V,U,S,W,X,Y,Z) гиперболоида на точку p(t,v,1,0,w,x,y,z) плоскости (U=1, S=0)
λT = t, λV = v, λW = w, λX = x, λY = y, λZ = z, λ = 1
U+iS
,
rαrα = −U−iSU+iS , λU = 12(1− t2 − v2 − w2 − x2 − y2 − z2) = −λiS + 1.
(14.109)
Образующим же конуса CK8 соответствует квадрика CQ˜6 в проективном пространстве
CP7
gΛΨr
ΛrΨ = 0. (14.110)
14.5.3 Соответствие CQ6 7−→ CQ˜6
В этом параграфе рассказывается о том, как построить соответствие
между образующими квадрики различного ранга согласно принципу тройствен-
ности Картана. Вывод всех результатов этого параграфа сделана основе [6].
1. Общее решение уравнения (14.100)
rab = rabчастное + r
ab
однородное = r
ab
частное + λ1S
[aXb ] + λ2X
[aZb ] + λ3S
[aZb ] (14.111)
определит 4-мерную плоскую образующую конуса CK8. Тогда для такой образующей
определится система 
irabYb = X
a,
irabTb = Z
a,
irabNb = L
a,
irabMb = K
a
(14.112)
с условиями
XaYa = 0, Z
aTa = 0, L
aNa = 0, K
aMa = 0,
XaTa = −ZaYa, XaNa = −LaYa, XaMa = −KaYa,
ZaNa = −LaTa, ZaMa = −KaTa, KaNa = −LaMa.
(14.113)
Таким образом из 16 уравнений с 6 неизвестными rab существенными будут только 6
уравнений (10 условий связи), что определит точку CA6, а значит и точку квадрики
CQ˜6.
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2. Если же нам известно только одно уравнение
irabYb = X
a (14.114)
с условием
XaYa = 0, (14.115)
то из 4 уравнений существенными будут лишь 3 (одно условие связи). Это означает,
что точке квадрики CQ6 будет соответствовать плоская 3-мерная образующая CP3,
принадлежащая квадрике CQ˜6.
3. Если нам известны два уравнения irabYb = Xa,irabTb = Za (14.116)
с условиями
XaYa = 0, Z
aTa = 0, X
aTa = −ZaYa, (14.117)
то из 8 уравнений существенными будут лишь 5 (неизвестных же 6 и 3 условия свя-
зи). Это означает, что прямолинейной образующей CP1 квадрики CQ6 будет соответ-
ствовать прямолинейная образующая CP1, принадлежащая квадрике CQ˜6. При этом
многообразие образующих CP1(CQ6), принадлежащих одной и той же образующей
CP3(CQ6), определит пучок образующих CP1(CQ˜6), принадлежащий квадрике CQ˜6
(этот пучок является на самом деле конусом). Центр пучка определится системой
(14.112).
4. Если нам известны три уравнения
irabYb = X
a,
irabTb = Z
a,
irabNb = L
a,
(14.118)
с условиями
XaYa = 0, Z
aTa = 0, L
aNa = 0,
XaTa = −ZaYa, XaNa = −LaYa, ZaNa = −LaTa,
(14.119)
то из 12 уравнений существенными будут лишь 6 (и неизвестных 6 с 6 условиями
связи). Это означает, что 2-мерной образующей CP2 квадрики CQ6 будет соответ-
ствовать точка квадрики CQ˜6. При этом многообразие образующих CP2(CQ6), при-
надлежащих одной и той же образующей CP3(CQ6), определит единственную точку
квадрики CQ˜6. Эта точка определится системой (14.112).
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Рис. 1: Соответствие ∀CP2 ⊂ CP3 ↔ R
Рис. 2: Соответствие CP3 ⊃ CP1 ↔ CP1 ⊂ K6
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14.5.4 Геометрия перехода к связующим операторам ηΛKL для n=8
В этом параграфе рассказывается о том, как построить связующие опе-
раторы для спинорного формализма при n=8. Вывод всех результатов этого
параграфа сделана основе [6].
Рассмотрим далее бивектор RˆAB такой, что его составляющие векторы X1A, X2A опре-
делены как
XA1 := (X
a, Yb), X
A
2 := (Z
a, Tb),
 irabYb = Xa,irabTb = Za. (14.120)
Этим определится цепочка тождеств
irabYb = X
a, irabZ
b = pf(r)Ta,
1
2
ircdε
abcdYbεaklm = X
aεaklm,
3ir[klYm ] = X
aεaklm,
irklYm + 2irm[kYl ] = X
aεaklm.
(14.121)
Свернем последнее тождество с Zm, что даст
irklYmZ
m = XmZnεklmn + pf(r) · 2T[kYl ],
XmZn −XnZm = −irmnTkXk + εklmnpf(r)Y[kTl ].
(14.122)
Исходя из вышесказанного, рассмотрим прямолинейную образующую квадрики CQ6, опре-
деленную бивектором (TkXk 6= 0)
RˆAB = 2X
[A
1 X
B ]
2 =
 XaZb −XbZa XaTd − YdZa
YcZ
b − TcXb YcTd − YdTc
 =
=
 −irabTkXk + εklabpf(r)YkTl 2irarY[ rTb ]
iεkbmnrckY[mTn ] − δcbXkTk 2Y[ cTd ]
 =
= TlX
l
 −12iδakrγrγ rar
rck −iδcr

︸ ︷︷ ︸
:=RAK
· 1
TlX l
 εkbmniYmTn 0
−iδrbXnTn 2iY[ rTd ]

︸ ︷︷ ︸
:=PKB
:= RAKP
KB,
(14.123)
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RAB := εBCRAC = TlX
l
 ran −12iδakrγrγ
−iδcn rck
 ,
RAB := εACR
C
B = TlX
l
 rck −iδcn
−1
2
iδakr
γrγ r
an
 , (14.124)
где εAC все тот же метрический симметрический спин-тензор. При этом будет верно урав-
нение
RA
CRˆAB = 0, (14.125)
которое означает, что любой тензор RˆAB, представляющий образующую CP1(CQ6), будет
содержать один и тот же тензор RAK в своем разложении, при этом второй тензор раз-
ложения PKB будет отвечать за положение CP1 в CP3. Поэтому есть резон поставить в
соответствие точке квадрики CQ˜6 биспинор RAB, которым она определится однозначно.
При переходе к пространству CR8, исходя из
r12 = 1√
2
(v + iw), r13 = 1√
2
(x+ iy), r14 = i√
2
(t+ iz),
r23 = i√
2
(iz − t), r24 = 1√
2
(−x+ iy), r34 = 1√
2
(v − iw),
(14.126)
определим однородные координаты CR8 следующим образом
λ =

R12 : R13 : R14 : R23 : R24 : R34 : R15 : R51,
r12 : r13 : r14 : r23 : r24 : r34 : −1
2
irγrγ : −i,
(14.127)
R12 = 1√
2
(V + iW ), R13 = 1√
2
(iY +X), R14 = 1√
2
(−Z + iT ),
R23 = 1√
2
(−Z − iT ), R24 = 1√
2
(−X + iY ), R34 = 1√
2
(V − iW ),
R15 = 1
2
(iU + S), R51 = −iU + S,
(14.128)
R12 = −R21 = R78 = −R87,
R13 = −R31 = R86 = −R68,
R14 = −R41 = R67 = −R76,
R23 = −R32 = R58 = −R85,
R24 = −R42 = R75 = −R57,
R34 = −R43 = R56 = −R65,
R15 = R26 = R37 = R48,
R51 = R62 = R73 = R84.
(14.129)
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RABRAB = 8(R
12R34 −R13R24 +R14R23 +R15R51) =
= 4(T 2 + V 2 + U2 + S2 +W 2 +X2 + Y 2 + Z2) := 4nf(R),
RABRCB =
1
2
nf(R)δC
A ⇒ RABRAB = 4nf(R).
(14.130)
Для того, чтобы (rI)Λ определяли образующую квадрики CQ˜6 необходимо и достаточно
выполнение условия
gΛΨ(rI)
Λ(rJ)
Ψ = 0. (14.131)
Определим некоторые связующие операторы ηΛBC так, чтобы выполнялись условия
rΛ =
1
4
ηΛ
BCRBC , r
Λ =
1
4
ηΛBCR
BC . (14.132)
Тогда эти операторы удовлетворяют уравнению Клиффорда
gΛΨδK
L = ηΛK
RηΨ
L
R + ηΛK
RηΨ
L
R. (14.133)
Определим
εPQRT := η
Λ
PQη
Ψ
RTgΛΨ, εPQRT = εRTPQ, (14.134)
что даст еще один метрический спинор εPQRT , с помощью которого можно поднимать и
опускать парные индексы
gΛΨ =
1
4
ηΛ
PQηΨPQ, ηΛRT =
1
4
ηΛ
PQεPQRT , εPQ =
1
4
εPQRT ε
RT ,
εSTPQδK
L = εSTK
RεPQ
L
R + εPQK
RεST
L
R, εSTPQ =
1
4
εST
KRεPQKR,
εPQ(KL) =
1
2
εPQεKL, ε[PQ](KL) = 0, ηA
(MN) = 1
8
ηA
KLεKLε
MN ,
(14.135)
при этом результат применения двух метрических тензоров должен быть одинаков. Если
же матрицы тензоров gΛΨ и εKL имеют вид
‖ gΛΨ ‖=

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

, ‖ εKL ‖=

0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0

,
(14.136)
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то существенные координаты операторов ηΛKL в некотором базисе будут такими
η212 =
1√
2
, η234 =
1√
2
, η512 = − i√2 , η534 = i√2 ,
η278 =
1√
2
, η256 =
1√
2
, η578 = − i√2 , η556 = i√2 ,
η114 = − i√2 , η123 = i√2 , η814 = − 1√2 , η823 = − 1√2 ,
η167 = − i√2 , η158 = i√2 , η867 = − 1√2 , η858 = − 1√2 ,
η713 = − i√2 , η724 = − i√2 , η613 = 1√2 , η624 = − 1√2 ,
η768 =
i√
2
, η757 =
i√
2
, η668 = − 1√2 , η657 = 1√2 ,
η415 =
1√
2
, η451 =
1√
2
, η315 = − i√2 , η351 = i√2 ,
η426 =
1√
2
, η462 =
1√
2
, η326 = − i√2 , η362 = i√2 ,
η437 =
1√
2
, η473 =
1√
2
, η337 = − i√2 , η373 = i√2 ,
η448 =
1√
2
, η484 =
1√
2
, η348 = − i√2 , η384 = i√2 ,
(14.137)
а существенные координаты операторов ηΛKL такими
η2
12 = 1√
2
, η2
34 = 1√
2
, η5
12 = i√
2
, η5
34 = − i√
2
,
η2
78 = 1√
2
, η2
56 = 1√
2
, η5
78 = i√
2
, η5
56 = − i√
2
,
η1
14 = i√
2
, η1
23 = − i√
2
, η8
14 = − 1√
2
, η8
23 = − 1√
2
,
η1
67 = i√
2
, η1
58 = − i√
2
, η8
67 = − 1√
2
, η8
58 = − 1√
2
,
η7
13 = i√
2
, η7
24 = i√
2
, η6
13 = 1√
2
, η6
24 = − 1√
2
,
η7
68 = − i√
2
, η7
57 = − i√
2
, η6
68 = − 1√
2
, η6
57 = 1√
2
,
η4
15 = 1√
2
, η4
51 = 1√
2
, η3
15 = i√
2
, η3
51 = − i√
2
,
η4
26 = 1√
2
, η4
62 = 1√
2
, η3
26 = i√
2
, η3
62 = − i√
2
,
η4
37 = 1√
2
, η4
73 = 1√
2
, η3
37 = i√
2
, η3
73 = − i√
2
,
η4
48 = 1√
2
, η4
84 = 1√
2
, η3
48 = i√
2
, η3
84 = − i√
2
,
(14.138)
что несколько отличается от базиса, в котором выше были определены однородные ко-
ординаты CR8. Таким образом, биспинор RˆAB определит прямолинейную образующую
CP1(CQ6), принадлежащую некоторой плоской образующей CP3(CQ6), которая опреде-
лит некоторую точку с координатами RAB квадрики CQ˜6. Определим некоторый тензор
ˆˆ
RAB
ˆˆ
RAB := RˆAKPˆK
B, PˆK
B :=
 iδmk 0
0 −pf(r)iδnr
 . (14.139)
Тензор ˆˆRAB по-прежнему будет представлять прямолинейную образующую CP1(CQ6),
принадлежащую некоторой плоской образующей CP3(CQ6). Применим операторы ηΛKL
к тензору ˆˆRAB и получим
ηΛKL
ˆˆ
RKL = ηΛKLTmX
m
 ran −12iδakrγrγ
−iδcn rck
 = ηΛKLRKL. (14.140)
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Таким образом, операторы ηΛKL осуществляют факторизацию прямолинейных образую-
щих CP1(CQ6) по принадлежности к одной плоской образующей CP3(CQ6), и это опреде-
ляет точку квадрики CQ˜6. В однородных же координатах тензор RKL определит коорди-
наты точки R пространства CR8.
Выясним какому семейству принадлежат рассматриваемые выше образующие CP3(CQ6).
Для этого рассмотрим условия
εAB(XI)
A(XJ)
B = 0,
XABCD := εIJKL(XI)
A(XJ)
B(XK)
C(XL)
D,
(14.141)
где εIJKL - квадривектор, кососимметричный по всем индексам. Кроме того рассмотрим
8-вектор eABCDKLMN , тоже кососимметричный по всем индексам. Тогда, если в условии
1
24
eABCDKLMNX
ABCD = ρεKRεLT εMUεNVX
RTUV , ρ2 = 1 (14.142)
ρ = 1, то будем говорить, что плоские образующие CP3(CQ6) принадлежат I семейству, а
если ρ = −1, то - II семейству. В нашем случае
(XI)
A = ((XI)
a, (YI)b), (14.143)
и тогда
εIJKL(XI)
1(XJ)
2(XK)
3(XL)
4 = ρεIJKL(XI)
1(XJ)
2(XK)
3(XL)
4. (14.144)
Откуда ρ = 1. Это означает, что наши образующие необходимо принадлежат I семейству.
Кроме того, существует тензор PΛB := ηΛABXA для XA = (1, 0, 0, 0, 1, 0, 0, 0)
‖ PΛB ‖= 1√2

0 0 0 i 0 0 0 −i
0 1 0 0 0 1 0 0
−i 0 0 0 i 0 0 0
1 0 0 0 1 0 0 0
0 i 0 0 0 −i 0 0
0 0 1 0 0 0 1 0
0 0 i 0 0 0 −i 0
0 0 0 −1 0 0 0 −1

, det ‖ PΛB ‖= −1,
εABPΛ
APΨ
B = gΛΨ, (XI)
A = PΛ
A(rI)
Λ.
(14.145)
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Тогда из
gΛΨ(rI)
Λ(rJ)
Ψ = 0,
XABCD = PΛ
APΨ
BPΦ
CPΘ
DrΛΨΦΘ,
(14.146)
следует, что ρ = 1, и
1
24
eABCDKLMNX
ABCD = εKRεLT εMUεNVX
RTUV ,
1
24
eABCDKLMNPΛ
APΨ
BPΦ
CPΘ
DrΛΨΦΘ =
= εKAεLBεMCεNDPΛ1
APΨ1
BPΦ1
CPΘ1
DrΛ1Ψ1Φ1Θ1 ,
1
24
eABCDKLMNPΛ
APΨ
BPΦ
CPΘ
DPΛ1
KPΨ1
LPΦ1
MPΘ1
NrΛΨΦΘ =
= gΛΛ1gΨΨ1gΦΦ1gΘΘ1r
Λ1Ψ1Φ1Θ1 ,
1
24
det ‖ PΩA ‖ eΛΨΦΘΛ1Ψ1Φ1Θ1rΛ1Ψ1Φ1Θ1 = gΛΛ1gΨΨ1gΦΦ1gΘΘ1rΛ1Ψ1Φ1Θ1 ,
1
24
eΛΨΦΘΛ1Ψ1Φ1Θ1r
Λ1Ψ1Φ1Θ1 = gΛΛ1gΨΨ1gΦΦ1gΘΘ1r
Λ1Ψ1Φ1Θ1 ,
(14.147)
Отсюда видно, что и образующие CP3(CQ˜6) необходимо принадлежат I семейству. Для
того, чтобы получить образующие II семейства, необходимо подействовать элементарным
ортогональным отражением (с определителем, равным -1) на оператор PΛK .
14.5.5 Соответствие CQ˜6 7−→ CQ6
В этом параграфе рассказывается о том, как построить обратное соот-
ветствие для квадрик, удовлетворяющие принципу тройственности Карта-
на. Вывод всех результатов этого параграфа сделан на основе [6].
Применяя операторы ηΛKL к gΛΨ(rI)Λ(rJ)Ψ = 0, получим
(RI)
AB(RJ)AB = 0⇔ ((RI)AB − (RJ)AB)((RK)AB − (RL)AB) = 0⇔
((RI)
ab − (RJ)ab)((RK)ab − (RL)ab) = 0.
(14.148)
Здесь I,J, как обычно, номера базисных точек. Этим определится система
i(R1)
abYb = X
a,
i(R2)
abYb = X
a,
i(R3)
abYb = X
a,
i(R4)
abYb = X
a,
⇔

i((R1)
ab − (R2)ab)Yb = 0,
i((R1)
ab − (R3)ab)Yb = 0,
i((R3)
ab − (R4)ab)Yb = 0,
i(R1)
abYb = X
a.
(14.149)
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Далее будем рассматривать только правую систему. Она строится следующим образом.
Всегда существует такой ковектор Ya, который обнуляет 3 различных простых бивекто-
ра. Это утверждение сводится к существованию ковектора, ортогонального данным трем
векторам, поскольку каждый из простых бивекторов раскладывается по формуле Rab =
2P [aQb ]. По четвертому же уравнению определится некоторый вектор Xa. С другой сто-
роны, на основании того, что все (RI)ab имеют вид Rabчастное+λ1S[aXb ] +λ2X [aZb ] +λ3S[aZb ]
при фиксированных λ1, λ2, λ3, верно равенство
((RI)
ab − (RJ)ab)((RK)ab − (RL)ab) = 0. (14.150)
1. Итак, пусть нам известно последнее уравнение системы (14.149)
iR1
abYb = X
a, (14.151)
то мы имеем 4 уравнения, которые все будут существенными. Поскольку у нас 8
неизвестных (Xa, Yb) при фиксированных (RI)ab, то точка квадрики CQ˜6 определит
3-мерную плоскую образующую CP3(CQ6).
2. Если нам известны все уравнения системы (14.149) с условиями
((R1)
ab − (R2)ab)((R1)ab − (R2)ab) = 0, ((R1)ab − (R3)ab)((R1)ab − (R3)ab) = 0,
((R3)
ab − (R4)ab)((R3)ab − (R4)ab) = 0,
(R1)
ab(R2)ab = 0, (R1)
ab(R3)ab = 0, (R1)
ab(R4)ab = 0,
(R2)
ab(R3)ab = 0, (R2)
ab(R4)ab = 0, (R3)
ab(R4)ab = 0,
(14.152)
то из 16 уравнений, существенными будут 7 (8 неизвестных и 9 условий связи). По-
этому образующей CP3(CQ˜6) будет соответствовать точка квадрики CQ6.
3. Если нам известны 3 уравнения системы (14.149)
i((R1)
ab − (R2)ab)Yb = 0,
i((R1)
ab − (R3)ab)Yb = 0,
i(R1)
abYb = X
a
(14.153)
с условиями
((R1)
ab − (R2)ab)((R1)ab − (R2)ab) = 0, ((R1)ab − (R3)ab)((R1)ab − (R3)ab) = 0,
(R1)
ab(R2)ab = 0, (R1)
ab(R3)ab = 0, (R2)
ab(R3)ab = 0,
(14.154)
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то из 12 уравнений, существенными будут тоже 7 уравнений (8 неизвестных и 5
условий связи). Это означает, что образующей CP2(CQ˜6) будет соответствовать точ-
ка квадрики CQ6. При этом многообразие образующих CP2(CQ˜6), принадлежащих
одной образующей CP3(CQ˜6), определит единственную точку квадрики CQ6.
4. Если нам известны только 2 уравнения системы (14.149) i((R1)ab − (R2)ab)Yb = 0,i(R1)abYb = Xa (14.155)
с условиями
((R1)
ab − (Rab2 )((R1)ab − (R2)ab) = 0, (R1)ab(R2)ab = 0, (14.156)
то из 8 уравнений, существенными будет только 6 уравнений (8 неизвестных и 2
условия связи). Поэтому образующей CP1(CQ˜6) будет соответствовать прямолиней-
ная образующая CP1(CQ6). При этом многообразие образующих CP1(CQ˜6), принад-
лежащих одной образующей CP3(CQ˜6), определит пучок прямых CP1(CQ6), принад-
лежащий квадрике CQ6. Центр пучка определится системой (14.149).
14.5.6 О майорановских спинорах.
В этом параграфе рассказывается о том, что такое условие майорант-
ности спинора с точки зрения инволюции в спинорном пространстве. Вывод
всех результатов этого параграфа сделан на основе [22], [21].
В качестве иллюстрации рассмотрим символы Инфельда - Ван дер Вардена [22, т. 1,
с. 161]. Пусть уравнение Клиффорда задано на векторном пространстве C4 и в некотором
специальном базисе имеет вид
ηΛσΨ + ηΨσΛ = δΛΨ, (Λ,Ψ, ... = 0, 3). (14.157)
Если задано действительное вложение HiΛ : R4(1,3) ⊂ C4, то этим определена инволюция
SA
A′ := εA
′B′SAB′ согласно следствию 8.4, случай II).
SΛ
Ψ′ η¯Ψ′
A′B′ = ηΛ
BASA
A′SB
B′ , (A,A′, ... = 1, 2). (14.158)
Это позволит определить символы Инфельда - Ван дер Вардена следующим образом
gi
AA′ := Hi
ΛηΛ
ABSB
A′ ,
giAD
′ = g¯i
A′D := H¯i
Λ′ η¯Λ′
A′B′S¯B′
D = H¯i
Λ′S¯Λ′
ΛηΛ
DCSC
A′ = Hi
ΛηΛ
DCSC
A′ = gi
DA′ ,
g¯i
A′D = gi
DA′ , (i, j, ... = 0, 3).
(14.159)
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Этим уравнением инволюция SBA
′ вводится в определение символов giAA
′ . Такую опера-
цию позволяет осуществить наличие метрического кососимметрического тензора εAB, с
помощью которого можно поднимать и опускать одиночные индексы. Построим теперь
операторы Дирака
γi =
 0 (gT )iAA′
gi
BB′ 0
 . (14.160)
В некотором специальном базисе они будут иметь вид
γ0 =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 , γ1 =

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
 ,
γ2 =

0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0
 , γ3 =

0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0
 ,
(14.161)
Соответственно, инволюция SAA
′ будет генерировать инволюцию S комплексных операто-
ров Дирака γ¯i = SγiS, и в указанном специальном базисе выполнено ||S|| = ||γ2||. Таким
образом, можно определить майорановский спинор как
ψi = γ2ψ¯i, (14.162)
что соответствует изложению [21, c. 115, Приложение Е]. При переходе к пространству
R6(2,4) условие майорантности будет таким (A,A′, ... = 1, 4, a, a′, ... = 1, 2)
X¯A
′
= (X¯a
′
, Y¯b′) = (S¯
a′
aX
a, S¯b′
bYb) =
 0 S¯a′a
S¯b′
b 0
 Yb
Xa
 = S¯A′AXA. (14.163)
Однако, на таком спинорном пространстве согласно (8.19) и (8.19′) не существует метриче-
ских тензоров, кроме SAA′ , способных поднимать и опускать одиночные индексы. Таким
же будет условие майорантности и для пространства R6. В этом случае воспользуемся
системой (a, a′, ... = 1, 4)  iRabYb = Xa,−iRabZb = Ta. (14.164)
Если наше пространство было бы комплексным C6, тогда бы эта система устанавливала
взаимно-однозначное соответствие между прямолинейными образующими соответствую-
щих квадрик. Свобода представления диктовалась бы однородным решением системы,
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которое было бы изотропным. Но, из-за действительного вложения R6 ⊂ C6 изотропные
векторы представлены только нулевым вектором. Поэтому возможно взаимно однозначное
соответствие между точками соответствующих квадрик
Rab =
−i
Y kYk
(YcXdε
abcd + 2X [aY b ]), Zb := Y b = Sbb
′
Y¯b′ , Ta := Xa = Saa′X¯
a′ , XaYa = 0.
(14.165)
XaXa + Y
aYa(−1
4
RabRab) = 0. (14.166)
(Очевидно, что RabRab > 0, XaXa = Saa′XaX¯a
′
> 0, Y aYa = Saa′Y
aY¯ a
′
> 0 для ненулевых
векторов.) Последнее условие можно переписать следующим образом
(Xa, Yb)(Xa,
−XdXd
Y cYc
Y b) = 0. (14.167)
Таким образом 1-мерной прямолинейной образующей, проходящей через точки (Xa, Yb)
и (Y a−X
dXd
Y cYc
, Xb) ставится в соответствие ортогональная плоскость (Xa, −X
dXd
Y cYc
Yb), которая
высекает на квадрике (XaYa = 0) 2-мерную плоскую образующую. Совокупность 1-мерной
и 2-мерной ортогональных образующих определит 3-мерную плоскую образующую, ко-
торая однозначно определит точку на квадрике с координатами Rab. В этом и состоит
геометрический смысл майорантности при n=6 для вложения R6 ⊂ CR6. Кстати гово-
ря, Rab представляет собой изотропный вектор изотропного конуса пространства R8(1,7).
Соответствующая квадрика высекается сечением этого конуса.
Example 14.1. Итак, пусть Y kYk = 2, XaYa = 0, тогда в специальном базисе возможно
представление
iR12 = −i R34 = X [ 1Y 2 ] +X [ 3Y 4 ], iR13 = i R24 = X [ 1Y 3 ] −X [ 2Y 4 ],
iR14 = −i R23 = X [ 1Y 4 ] +X [ 2Y 3 ].
(14.168)
14.5.7 Теорема о двух квадриках.
В этом параграфе рассказывается о том, как можно интерпретировать
принцип тройственности Картана на основании предыдущих результатов и
свести их воедино. Вывод всех результатов этого параграфа сделан на основе
[6].
Таким образом доказана теорема
Теорема 14.3. (принцип тройственности для двух B- цилиндров).
В проективном пространстве CP7 существуют две квадрики (два B - цилиндра), обла-
дающие следующими общими свойствами
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1. Плоская образующая CP3 одной квадрики взаимно однозначно определит точку R
другой.
2. Плоская образующая CP2 одной квадрики однозначно определит точку R другой. Но
точке R можно сопоставить многообразие плоских образующих CP2, принадлежа-
щих одной плоской образующей CP3 второй квадрики.
3. Прямолинейная образующая CP1 одной квадрики взаимооднозначно определит пря-
молинейную образующую CP1 из другой. Причем все прямолинейные образующие,
принадлежащие одной плоской образующей CP3 первой квадрики, определят пучок
с центром в точке R, принадлежащий второй квадрике.
Эта теорема на самом деле является обобщением соответствия Кляйна. Докажем это.
Доказательство. Рассмотрим на квадрике CQ6 только те образующие, которые имеют
вид XA = (0, Yb). Многообразие таких образующих диффеоморфно CP3. При этом каж-
дой такой образующей можно поставить в соответствие точку квадрики CQ4 ⊂ CQ˜6. Тогда
RabYb = 0. До конца доказательства положим A,B,A′,B′, ...= 1, 2. Кроме того, рассмот-
рим спинорное представление твисторов согласно [22, формулы (6.1.24) и (6.2.18)]
Yb = (piB, ω¯
B′),
Rab = const
 −12εABrcrc iRAB’
−iR¯A′B ε¯A′B′
 .
(14.169)
Поэтому уравнение RabYb = 0 перепишется в виде системы двух уравнений
−1
2
εABrcr
cpiB + iR
A
B′ω¯
B′ = 0,
−iR¯A′BpiB + ε¯A′B′ω¯B′ = 0,
(14.170)
из которых будет существенным только одно
irAA
′
p¯iA′ = ω
A. (14.171)
Здесь мы воспользовались операцией сопряжения и метрическими спинорами εA’B’, εAB,
с помощью которых подымаются и опускаются спинорные индексы и которые при сопря-
жении переходят друг в друга. Этим определится система
irAA
′
p¯iA′ = ω¯
A′ ,
irAA
′
η¯A′ = ξ
A,
Yb = (piB, ω¯
B′), Tb = (ηB, ξ¯
B′). (14.172)
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Эта система совпадает с системой [22, формула (6.2.14)], которая, в свою очередь, приводит
к соответствию Кляйна.
Следует в заключении отметить, что из этой теоремы следует принцип тройственности
Картана: существует 3 диффеоморфных многообразия - многообразие точек квадрики и
2 многообразия плоских образующих I и II семейств. Это действительно так, поскольку
две построенные квадрики можно отождествить, например, с помощью тензора PΛL. При
этом многообразие точек квадрики будет диффеоморфно многообразию плоских образу-
ющих одного из двух семейства. Кроме того, поскольку принцип тройственности Картана
выполнен, то операторы ηiKL для вложения R8 ⊂ C8 определят алгебру октав, поскольку
удовлетворяют уравнению Клиффорда. Это утверждение основано на результатах, при-
веденных в монографии [22, т. 2, c. 543-544], где рассматриваются структурные константы
этой алгебры.
14.6 Явное построение аналогов операторов Ли при n=4.
В этом параграфе рассказывается о том, как можно в некотором базисе
получить представление операторов P , с помощью которых можно постро-
ить спинорный аналог операторов Ли. Вывод всех результатов этого пара-
графа сделан на основе [9].
Пусть на пространстве R8(4,4) задана метрика
dS2 = −dU2 + dS2 + dV 2 − dW 2 + dX2 − dY 2 − dT 2 + dZ2, (14.173)
тогда в некотором базисе связующие операторы ηΛKL будут иметь вид
η3
12 = 1√
2
, η3
34 = 1√
2
, η4
12 = 1√
2
, η4
34 = − 1√
2
,
η3
78 = 1√
2
, η3
56 = 1√
2
, η4
78 = 1√
2
, η4
56 = − 1√
2
,
η7
14 = 1√
2
, η7
23 = − 1√
2
, η8
14 = 1√
2
, η8
23 = 1√
2
,
η7
67 = 1√
2
, η7
58 = − 1√
2
, η8
67 = 1√
2
, η8
58 = 1√
2
,
η6
13 = 1√
2
, η6
24 = 1√
2
, η5
13 = 1√
2
, η5
24 = − 1√
2
,
η6
68 = − 1√
2
, η6
57 = − 1√
2
, η5
68 = − 1√
2
, η5
57 = 1√
2
,
η2
15 = 1√
2
, η2
51 = 1√
2
, η1
15 = − 1√
2
, η1
51 = 1√
2
,
η2
26 = 1√
2
, η2
62 = 1√
2
, η1
26 = − 1√
2
, η1
62 = 1√
2
,
η2
37 = 1√
2
, η2
73 = 1√
2
, η1
37 = − 1√
2
, η1
73 = 1√
2
,
η2
48 = 1√
2
, η2
84 = 1√
2
, η1
48 = − 1√
2
, η1
84 = 1√
2
,
(14.174)
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а существенные координаты операторов ηΛKL будут такими
η312 =
1√
2
, η334 =
1√
2
, η412 =
1√
2
, η434 = − 1√2 ,
η378 =
1√
2
, η356 =
1√
2
, η478 =
1√
2
, η456 = − 1√2 ,
η714 =
1√
2
, η723 = − 1√2 , η814 = 1√2 , η823 = 1√2 ,
η767 =
1√
2
, η758 = − 1√2 , η867 = 1√2 , η858 = 1√2 ,
η613 =
1√
2
, η624 =
1√
2
, η513 =
1√
2
, η524 = − 1√2 ,
η668 = − 1√2 , η657 = − 1√2 , η568 = − 1√2 , η557 = 1√2 ,
η215 =
1√
2
, η251 =
1√
2
, η115 = − 1√2 , η151 = 1√2 ,
η226 =
1√
2
, η262 =
1√
2
, η126 = − 1√2 , η162 = 1√2 ,
η237 =
1√
2
, η273 =
1√
2
, η137 = − 1√2 , η173 = 1√2 ,
η248 =
1√
2
, η284 =
1√
2
, η148 = − 1√2 , η184 = 1√2 .
(14.175)
Поэтому в том же базисе
√
2 ‖ PΛ˜
˜˜B ‖= √2 ‖ P Λ˜˜˜B ‖=
1 0 0 0 −1 0 0 0
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 1 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 −1
0 0 0 1 0 0 0 1

,

1 0 0 0 −1 0 0 0
1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 1 0 0 0 −1 0 0
0 0 1 0 0 0 1 0
0 0 1 0 0 0 −1 0
0 0 0 1 0 0 0 −1
0 0 0 1 0 0 0 1

,
(14.176)
Следовательно, алгоритм 8.1 примет вид
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Алгоритм 14.1.
1. На первом шаге используем в качестве операторов (6.24) и (6.30) операторы
1√
2
 eipi8 δa˜˜a 0 ±ieipi8 εa˜˜p 0
0 e−i
pi
8 δc
˜˜c 0 ∓e−ipi8 εc˜˜q

︸ ︷︷ ︸
:=( ˜˜m1± )A ˜˜A
·
·

α1ε
˜˜a
˜˜
b ηα
˜˜a
˜˜
d
γ1δ
˜˜a
˜˜
k
0
−(ηT )α˜˜c
˜˜
b β1ε˜˜c˜˜d 0 γ1δ˜˜c
˜˜
l
δ1δ˜˜p
˜˜
b 0 β1ε˜˜p˜˜k ηα˜˜p
˜˜
l
0 δ1δ
˜˜q
˜˜
d
−(ηT )α˜˜q˜˜k α1ε
˜˜q
˜˜
l

︸ ︷︷ ︸
ηΛ˜
˜˜A˜˜B
1√
2

0 ei
pi
8 ε˜˜
bd
−e−ipi8 ε˜˜db 0
0 ±eipi8 δ˜˜k d
∓e−ipi8 iδ˜˜
l
b 0

︸ ︷︷ ︸
:=(m˜T1± )˜˜B
B
=
=

ηα
ab e
ipi
4
2
((−α1 − iβ1)± (γ1 − iδ1))︸ ︷︷ ︸
:=(φ1± )
δad
ie−i
pi
4
2
((−α1 − iβ1)∓ (γ1 − iδ1))︸ ︷︷ ︸
:=(ψ1± )
δc
b −(ηT )αcd

︸ ︷︷ ︸
:=η1± Λ˜AB
,
α1 =
1
2
(η3 + η4), β1 =
1
2
(η3 − η4), γ1 = 12(η2 − η1), δ1 = 12(η2 + η1).
(14.177)
Здесь ε˜˜a
˜˜
b - кососимметрический метрический спинор для связующих операторов ηα˜˜p
˜˜
l
(a, b, ...,˜˜a,˜˜b, ... = 1, 2, Λ˜, ..., ˜˜A, ˜˜B , ... = 1, 8, A,B, ... = 1, 4).
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2. На втором шаге используем в качестве операторов (6.24) и (6.30) операторы
1√
2
 eipi8 ±ieipi8 0 0
0 0 e−i
pi
8 ±e−ipi8

︸ ︷︷ ︸
:=( ˜˜m2± )A ˜˜A
·
·

α2 γ2 φ1± 0
δ2 β2 0 φ1±
ψ1± 0 −β2 γ2
0 ψ1± δ2 −α2

︸ ︷︷ ︸
(η1± )Λ˜
˜˜A˜˜B
1√
2

ei
pi
8 0
±eipi8 0
0 e−i
pi
8
0 ∓ie−ipi8

︸ ︷︷ ︸
:=(m˜T2± )˜˜B
B
=
=

ei
pi
4
2
((α2 + iβ2)± (γ2 + iδ2))︸ ︷︷ ︸
:=φ2±
ei
pi
4
2
((−α1 − iβ1)± (γ1 − iδ1))︸ ︷︷ ︸
:=φ1±
ie−i
pi
4
2
((−α1 − iβ1)∓ (γ1 − iδ1))︸ ︷︷ ︸
:=ψ1±
ie−i
pi
4
2
((α2 + iβ2)∓ (γ2 + iδ2))︸ ︷︷ ︸
:=ψ2±

︸ ︷︷ ︸
:=(η1,2,3,4)Λ˜
AB
,
α2 =
1
2
(η7 + η8), β2 =
1
2
(η7 − η8), γ2 = 12(−η6 − η5), δ2 = 12(η6 − η5).
(14.178)
(Λ˜, ... = 1, 8, ˜˜A, ˜˜B , ... = 1, 4, A,B, ... = 1, 2).
3. Для касательного пространства операторы mΛΛ˜ будут иметь вид
mΛ
Λ˜ := 1√
2

−i 1 0 0 0 0 0 0
0 0 −i −1 0 0 0 0
0 0 0 0 i 1 0 0
0 0 0 0 0 0 i 1
 ,
mΛΛ˜ :=
1√
2

i 1 0 0 0 0 0 0
0 0 i −1 0 0 0 0
0 0 0 0 −i 1 0 0
0 0 0 0 0 0 −i 1
 .
(14.179)
Тогда операторы
1
2
(
1√
2
(η8 + iη7)︸ ︷︷ ︸
:=(ηC)4
∓ 1√
2
(η6 + iη5)︸ ︷︷ ︸
:=(ηC)3
) 1
2
(
1√
2
(−η4 − iη3)︸ ︷︷ ︸
:=(ηC)2
± 1√
2
(η2 − iη1)︸ ︷︷ ︸
:=(ηC)1
)
1
2
(
1√
2
(−η4 − iη3)︸ ︷︷ ︸
:=(ηC)2
∓ 1√
2
(η2 − iη1)︸ ︷︷ ︸
:=(ηC)1
) 1
2
(
1√
2
(η8 + iη7)︸ ︷︷ ︸
:=(ηC)4
± 1√
2
(η6 + iη5)︸ ︷︷ ︸
:=(ηC)3
)

︸ ︷︷ ︸
:=(η1,2,3,4)ΛAB
(14.180)
будут связующими операторами для комплексной реализации при n=4. Таким образом
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построен переход от вещественной реализации связующих операторов при n=8 к их ком-
плексным аналогам при n=4.
Таким образом, операторы 2((M˜∗K)T )˜˜A
A согласно (6.33) и алгоритму 8.1 будут иметь
вид
0 0 0 ei
pi
8
0 0 −eipi8 0
0 −e−ipi8 0 0
e−i
pi
8 0 0 0
0 0 p1e
ipi
8 0
0 0 0 p1e
ipi
8
−p1ie−ipi8 0 0 0
0 −p1ie−ipi8 0 0


ei
pi
8 0
p2e
ipi
8 0
0 e−i
pi
8
0 −p2ie−ipi8
 =

0 −p2i
0 −1
−p2 0
1 0
0 p1
0 −p1p2i
−p1i 0
−p1p2i 0

.
(14.181)
При этом p1, p2 принимают два значения ±1, обеспечивая 4 различных варианта операто-
ров M˜∗K . Осталось применить эти операторы и операторы mΛΛ˜, m¯Λ′ Λ˜ к операторам PΛ˜
˜˜A
(P ∗K)Λ
A :=
1 + i
4

0 p1 − p2
0 1− p1p2
p1 − p2 0
1− p1p2 0
 , (P¯
∗
K)Λ′
A :=
1− i
4

0 p1 + p2
0 1 + p1p2
−p1 − p2 0
1 + p1p2 0
 ,
(14.182)
(PK)
Λ
A :=
1− i
4

0 p1 − p2
0 1− p1p2
p1 − p2 0
1− p1p2 0
 , (P¯K)
Λ′
A :=
1 + i
4

0 p1 + p2
0 1 + p1p2
−p1 − p2 0
1 + p1p2 0
 .
(14.183)
Очевидно, что из 4 вариантов для K = 1, 4, существенными будут только два (P ∗2 )ΛA,
(P ∗3 )Λ
A и (P¯ ∗1 )Λ′A, (P¯ ∗4 )Λ′A (Λ, ... = 1, 4). При условии постоянства таких операторов при
обычном и ковариантном дифференцировании коэффициенты связности ΓΛ˜Ψ
Φ распада-
ются на 8 существенных компонент
ΓΛ˜Ψ
Φ →

(ΓK)ΛA
B := ΓΛΨ
Φ(PK)
Ψ
A(P
∗
K)Φ
B,
(ΓK)ΛA′
B′ := ΓΛΨ
Φ(PK)
Ψ
A′(P
∗
K)Φ
B′ ,
(Γ¯K)Λ′A′
B′ := Γ¯Λ′Ψ′
Φ′(P¯K)
Ψ′
A′(P¯
∗
K)Φ′
B′ ,
(Γ¯K)Λ′A
B := Γ¯Λ′Ψ′
Φ′(P¯K)
Ψ′
A(P¯
∗
K)Φ′
B.
(14.184)
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В свою очередь, коэффициенты ΓΛ˜Ψ
Φ определяются из уравнения ∇Λ˜mΨΨ˜ = 0. Таким
образом теоремы 11.2, 11.3 остаются верными и в этом случае. В случае вещественного
вложения с помощью операторов HiΛ при условии ковариантного и обычного постоянства
операторов (P ∗2 )iA, (P ∗3 )iA и (P ∗1 )iA, (P ∗4 )iA коэффициенты связности ΓΛ˜i
j распадаются на
4 существенные компоненты
ΓΛ˜i
j →
 (ΓK)kAB := Γkij(PK)iA(P ∗K)jB,(Γ¯K)kA′B′ := Γkij(P¯K)iA′(P¯ ∗K)jB′ . (14.185)
Однако, условие действительности ограничивает выбор спинорa X
˜˜A при определении опе-
раторов PΛ˜
˜˜A
X
˜˜A = S˜˜˜B
˜˜AX
˜˜B , X
˜˜A = ˜˜S
˜˜B ˜˜AX˜˜B , (14.186)
где S˜˜˜B
˜˜A (S
˜˜B ˜˜A) есть действительная реализация комплексной инволюции S˜BA
′ (S˜BA′), ко-
торая является образом инволюции SΛΨ
′ в касательном пространстве согласно следствию
8.4. Необходимо добавить, что существует несобственное ортогональное преобразование
(−ηΛηΨ + δΛΨ)ηΨAB = ηΛBA, (14.187)
осуществляющее транспонирование связующих операторов (14.84).
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16 Приложение
16.1 Доказательство формул о метрических тензорах и инволю-
ции
Необходимо доказать тождества (8.19).
Случай I)., метрический тензор εAB = −εBA.
ηΛ
A1B1εA1A(n/2+q+1)εB1B(n/2+q+1) =
= ηΛ
A1B1(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε1)A1A2(ε2)
A3A2
(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...(ε1)B1B2(ε2)
B3B2 =
= (−ηΛB2A2 + (η1)Λε1A2B2)(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε2)A3A2
(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...(ε2)
B3B2 =
= −(−ηΛA3B3 + (η2)Λε2A3B3)(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...
(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...+ (η1)Λ(ε1)A(n/2+q+1)B(n/2+q+1) =
= ηΛ
A3B3(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...+
+
2∑
Q=1
(ηQ)Λ(εQ)A(n/2+q+1)B(n/2+q+1) =
= −ηΛB(n/2+q+1)A(n/2+q+1) +
n/2+q∑
Q=1
(ηQ)Λ(εQ)A(n/2+q+1)B(n/2+q+1) =
= ηΛA(n/2+q+1)B(n/2+q+1) .
(16.1)
Случай I)., метрический тензор ε˜AB = ε˜BA.
ηΛ
A1B1 ε˜A1A(n/2+q˜+1) ε˜B1B(n/2+q˜+1) =
= ηΛ
A1B1(ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1) ...(ε1˜)A1A2(ε2˜)
A3A2
(ε ˜(n/2+q˜))B(n/2+q˜)B(n/2+q˜+1) ...(ε1˜)B1B2(ε2˜)
B3B2 =
= (ηΛB2A2 + (η1˜)Λε1˜A2B2)(ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1) ...(ε2˜)
A3A2
(ε ˜(n/2+q˜))B(n/2+q˜)B(n/2+q˜+1) ...(ε2˜)
B3B2 =
= (ηΛ
A3B3 + (η2˜)Λε2˜
B3A3)(ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1) ...(ε ˜(n/2+q˜))B(n/2+q˜)B(n/2+q˜+1) ...+
+(η1˜)Λ(ε1˜)A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛ
A3B3(ε ˜(n/2+q˜))A(n/2+q˜)A(n/2+q˜+1) ...(ε ˜(n/2+q˜))B(n/2+q˜)B(n/2+q˜+1) ...+
+
2∑˜
Q=1
(ηQ˜)Λ(εQ˜)A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛB(n/2+q˜+1)A(n/2+q˜+1) +
n/2+q˜∑˜
Q=1
(ηQ˜)Λ(εQ˜)A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛA(n/2+q˜+1)B(n/2+q˜+1) .
(16.2)
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Случай II)., инволюция EABEBC = −δAC .
ηΛ
A1B1EA1
A(n/2+q)EB1
B(n/2+q+1) =
= ηΛ
A1B1(ε(n/2+q))
A(n/2+q)A(n/2+q+1) ...(ε1)A1A2(ε2)
A3A2
(ε(n/2+q))
B(n/2+q)B(n/2+q+1) ...(ε1)B1B2(ε2)
B3B2 =
= (−ηΛB2A2 + (η1)Λε1A2B2)(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε2)A3A2
(ε(n/2+q))
B(n/2+q)B(n/2+q+1) ...(ε2)
B3B2 =
= −(−ηΛA3B3 + (η2)Λε2A3B3)(ε(n/2+q))A(n/2+q)A(n/2+q+1) ...(ε(n/2+q))B(n/2+q)B(n/2+q+1) ...−
−(η1)Λ(ε1)A(n/2+q+1)B(n/2+q+1) =
= ηΛ
A3B3(ε(n/2+q))
A(n/2+q)A(n/2+q+1) ...(ε(n/2+q))
B(n/2+q)B(n/2+q+1) ...−
−
2∑
Q=1
(ηQ)Λ(εQ)
A(n/2+q+1)B(n/2+q+1) =
= ηΛ
A(n/2+q+1)B(n/2+q+1) −
n/2+q∑
Q=1
(ηQ)Λ(εQ)
A(n/2+q+1)B(n/2+q+1) =
= −ηΛB(n/2+q+1)A(n/2+q+1) .
(16.3)
Случай II)., инволюция E˜ABE˜BC = −δAC .
ηΛ
A1B1E˜A1
A(n/2+q˜+1)E˜B1
B(n/2+q˜+1) =
= ηΛ
A1B1(ε ˜(n/2+q˜))
A(n/2+q˜+1)A(n/2+q˜) ...(ε1˜)A1A2(ε2˜)
A3A2
(ε ˜(n/2+q˜))
B(n/2+q˜+1)B(n/2+q˜) ...(ε1˜)B1B2(ε2˜)
B3B2 =
= (ηΛB2A2 + (η1˜)Λε1˜A2B2)(ε ˜(n/2+q˜))
A(n/2+q˜+1)A(n/2+q˜) ...(ε2˜)
A3A2
(ε ˜(n/2+q˜))
B(n/2+q˜+1)B(n/2+q˜) ...(ε2˜)
B3B2 =
= (ηΛ
A3B3 + (η2˜)Λε2˜
B3A3)(ε ˜(n/2+q˜))
A(n/2+q˜+1)A(n/2+q˜) ...(ε ˜(n/2+q˜))
B(n/2+q˜+1)B(n/2+q˜) ...+
+(η1˜)Λ(ε1˜)A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛ
A3B3(ε ˜(n/2+q˜))
A(n/2+q˜+1)A(n/2+q˜) ...(ε ˜(n/2+q˜))
B(n/2+q˜+1)B(n/2+q˜) ...+
+
2∑˜
Q=1
(ηQ˜)Λ(εQ˜)
A(n/2+q˜+1)B(n/2+q˜+1) =
= ηΛ
A(n/2+q˜+1)B(n/2+q˜+1) +
n/2+q˜∑˜
Q=1
(ηQ˜)Λ(εQ˜)
B(n/2+q˜+1)A(n/2+q˜+1) =
= ηΛ
B(n/2+q˜+1)A(n/2+q˜+1) .
(16.4)
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16.2 Доказательство формул о связующих операторах
Необходимо доказать тождество (8.27)
ηΛ
ABηΨADη
ΩCDηΘCB =
N
4
(gΛΨg
ΩΘ + δΛ
ΘδΨ
Ω − δΨΘδΛΩ). (16.5)
1. Первый шаг.
ηΛ
ABηΨ
CD(εP )AD(εQ)BC =
N
4
((ηQ)Ψ(ηP )Λ + (ηQ)Λ(ηP )Ψ), P 6= Q.
ηΛAD(εP )
AB(εQ)BCηΨ
CD = N
4
((ηQ)Ψ(ηP )Λ − (ηQ)Λ(ηP )Ψ), P 6= Q.
(16.6)
Доказательство.
ηΛ
ABηΨ
CD(εP )AD(εQ)BC = (ηΛ
BA +
∑˜
P
(εP˜ )
AB(ηP˜ )Λ)ηΨ
CD(εP )AD(εQ)BC =
= ηΛ
BA(ηΨ
DC +
∑˜
P
(εP˜ )
CD(ηP˜ )Ψ)(εP )AD(εQ)BC+
+
∑˜
P
(εP˜ )
AB(ηP˜ )ΛηΨ
CD(εP )AD(εQ)BC = ηΛ
BAηΨ
DC(εP )AD(εQ)BC+
+
∑˜
P
((εP˜ )
AB(ηP˜ )ΛηΨ
CD(εP )AD(εQ)BC + (εP˜ )
CD(ηP˜ )ΨηΛ
BA(εP )AD(εQ)BC).
(16.7)
(a) Первый шаг.
ηΛ
BAηΨ
DC(εP )AD(εQ)BC =
N
2
(ηP )Λ(ηQ)Ψ − (εP )BAηΨDCηΛAD(εQ)BC =
= N
2
(ηP )Λ(ηQ)Ψ + (εQ)
BAηΨ
DCηΛAD(εP )BC =
= N
2
((ηP )Λ(ηQ)Ψ + (ηQ)Λ(ηP )Ψ)− ηΛBAηΨDC(εQ)AD(εP )BC .
(16.8)
ηΛ
BAηΨ
DC(εP )AD(εQ)BC =
N
2
((ηP )Λ(ηQ)Ψ + (ηQ)Λ(ηP )Ψ)− ηΛBAηΨDC(εQ)AD(εP )BC .
(16.9)
(b) Второй шаг.
(εP˜ )
AD(εP )AB(εQ˜)
CB(εQ)CD
P˜ 6=Q˜
= −(εQ˜)AD(εP )AB(εP˜ )CB(εQ)CD =
−(εQ˜)BC(εP )BA(εP˜ )DA(εQ)DC .
(16.10)
(εP˜ )
AD(εP )AB(εQ˜)
CB(εQ)CD
P˜ 6=Q˜
= 0. (16.11)
(c) Третий шаг.
ηΛ
AD(εP )AB(εP˜ )
CB(εQ)CD = −ηΛKL(εQ˜)KD(εQ˜)AL(εP )AB(εP˜ )CB(εQ)CD =
= ηΛKL(εQ˜)
KD(εP )
AL(εP˜ )AB(εQ)
CB(εQ˜)CD = ηΛKL(εP )
AL(εP˜ )AB(εQ)
KB =
= −ηΛAD(εP )KD(εP˜ )AB(εQ)KB = −ηΛAD(εQ)CD(εP )AB(εP˜ )CB.
(16.12)
ηΛ
AD(εP )AB(εP˜ )
CB(εQ)CD = 0. (16.13)
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2. Второй шаг.
ηΛ
ABηΨADη
ΩCD(εQ)BC =
N
4
(gΛΨ(ηQ)
Ω + (ηQ)
ΛδΨ
Ω − (ηQ)ΨδΛΩ). (16.14)
Доказательство.
ηΛ
ABηΨADη
ΩCD(εQ)BC =
= ηΛ
ABηΨAD(−ηΩKL(εP )KD(εP )CL + (ηP )Ω(εP )CD)(εQ)BC =
= ηΛ
AB(−ηΨKM(εP )MA + (ηP )ΨδAK)(εQ)BC(εP )CLηΩKL+
+(ηP )
ΩN
4
((ηP )Ψ(ηQ)Λ − (ηP )Λ(ηQ)Ψ) =
= (−ηΛNM(εP )NB + (ηP )ΛδMB)ηΨKM(εQ)BC(εP )CLηΩKL−
−N
4
(ηP )Ψ((ηQ)Λ(ηP )
Ω − (ηQ)Ω(ηP )Λ) + N4 (ηP )Ω((ηP )Ψ(ηQ)Λ + (ηP )Λ(ηQ)Ψ) =
= ηΛNMηΨ
KMηΩKL(εQ)
LN + N
4
(ηP )Λ((ηQ)Ψ(ηP )
Ω︸ ︷︷ ︸
1
− (ηP )Ψ(ηQ)Ω︸ ︷︷ ︸
2
)−
−N
4
(ηP )Ψ((ηQ)Λ(ηP )
Ω︸ ︷︷ ︸
3
− (ηQ)Ω(ηP )Λ︸ ︷︷ ︸
2
) + N
4
(ηP )
Ω((ηP )Ψ(ηQ)Λ︸ ︷︷ ︸
3
− (ηP )Λ(ηQ)Ψ︸ ︷︷ ︸
1
) =
= (−ηΛAL(εQ)AM + (ηQ)ΛδML)ηΨKMηΩKL =
= −ηΛAL(−ηΨAD(εQ)DK + (ηQ)ΨδAK)ηΩKL + N2 (ηQ)ΛδΨΩ =
= ηΛ
ALηΨAD(−ηΩCD(εQ)CL + (ηQ)ΩδLD) + N2 ((ηQ)ΛδΨΩ − (ηQ)ΨδΛΩ) =
= −ηΛABηΨADηΩCD(εQ)CB + N2 (gΛΨ(ηQ)Ω + (ηQ)ΛδΨΩ − (ηQ)ΨδΛΩ).
(16.15)
ηΛ
ABηΩCBηΨ
CD(εQ)AD =
N
4
(−gΛΨ(ηQ)Ω + (ηQ)ΛδΨΩ + (ηQ)ΨδΛΩ). (16.16)
3. Третий шаг.
ηΛ
ABηΨADη
ΩCDηΘCB =
N
4
(gΛΨg
ΩΘ + δΛ
ΘδΨ
Ω − δΨΘδΛΩ). (16.17)
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Доказательство.
ηΛ
ABηΨADη
ΩCDηΘCB =
= ηΛ
ABηΨADη
ΩCD(−ηΘKL(εQ)KB(εQ)LC + (ηQ)Θ(εQ)BC) =
= −ηΛABηΨAD(−ηΩML(εQ)MD + (ηQ)ΩδLD)(εQ)KBηΘKL+
+(ηQ)
ΘN
4
(gΛΨ(ηQ)
Ω + (ηQ)ΛδΨ
Ω − (ηQ)ΨδΛΩ) =
= ηΛ
AB(−ηΨMN(εQ)NA + (ηQ)ΨδAM)ηΩMLηΘKL(εQ)KB+
+N
4
(ηQ)
Θ(gΛΨ(ηQ)
Ω + (ηQ)ΛδΨ
Ω − (ηQ)ΨδΛΩ)−
−N
4
(ηQ)
Ω(gΛΨ(ηQ)
Θ + (ηQ)ΛδΨ
Θ − (ηQ)ΨδΛΘ) =
= −(−ηΛSN(εQ)SB + (ηQ)ΛδNB)ηΨMNηΩMLηΘKL(εQ)KB + N4 (ηQ)Θ(gΛΨ(ηQ)Ω+
+(ηQ)ΛδΨ
Ω − (ηQ)ΨδΛΩ)− N4 (ηQ)Ω(gΛΨ(ηQ)Θ + (ηQ)ΛδΨΘ − (ηQ)ΨδΛΘ)+
+N
4
(ηQ)Ψ(δΛ
Ω(ηQ)
Θ + (ηQ)Λg
ΩΘ − (ηQ)ΩδΛΘ) = ηΛSNηΨMNηΩMLηΘSL+
+N
4
(ηQ)
Θ(gΛΨ(ηQ)
Ω︸ ︷︷ ︸
1
+ (ηQ)ΛδΨ
Ω︸ ︷︷ ︸
2
− (ηQ)ΨδΛΩ)︸ ︷︷ ︸
3
−N
4
(ηQ)
Ω(gΛΨ(ηQ)
Θ︸ ︷︷ ︸
1
+ (ηQ)ΛδΨ
Θ︸ ︷︷ ︸
4
−
− (ηQ)ΨδΛΘ)︸ ︷︷ ︸
5
+N
4
(ηQ)Ψ(δΛ
Ω(ηQ)
Θ︸ ︷︷ ︸
3
+ (ηQ)Λg
ΩΘ︸ ︷︷ ︸
6
− (ηQ)ΩδΛΘ)︸ ︷︷ ︸
5
−N
4
(ηQ)Λ(δΨ
Ω(ηQ)
Θ︸ ︷︷ ︸
2
+
+ (ηQ)Ψg
ΩΘ︸ ︷︷ ︸
6
− (ηQ)ΩδΨΘ)︸ ︷︷ ︸
4
=
= −ηΨADηΩCDηΘCBηΛAB + N2 (gΛΨgΩΘ + δΛΘδΨΩ − δΨΘδΛΩ).
(16.18)
16.3 Доказательство формул об инфинитезимальных преобразо-
ваниях
Необходимо доказать тождество (10.5).
1. Случай 1).
SΛ
ΨηΨ
AB = −ηΛCDSCAEDKSKMEMB,
TΛ
ΨηΨ
AB = ηΛ
CBTC
A − ηΛADEDKTKMEMB,
(ηI)
ΛTΛ
ΨηΨ
AB = (εI)
CBTC
A − (εI)ADEDKTKMEMB,
ED
KTK
MEM
B = (εI)
CBTC
A(εI)AD − (ηI)ΛTΛΨηΨAB(εI)AD,
TΛ
ΨηΨ
AB = ηΛ
CBTC
A − ηΛAD(εI)KBTKM(εI)MD + ηΛAD(εI)MD(ηI)ΩTΩΦηΦMB,
TC
A = −ECBTBDEDA.
(16.19)
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2. Случай 2).
SΛ
ΨηΨ
AB = ηΛ
CDSC
A(ηI)
ΩSΩ
ΦηΦ
KBεKLSX
LεMX(εI)MD,
TΛ
ΨηΨ
AB = ηΛ
CBTC
A + ηΛ
AD(ηI)
ΩTΩ
ΦηΨ
KB(εI)KD + ηΛ
AD(εI)
KBεKLTX
LεMX(εI)MD,
TΛ
ΨηΨ
AB = ηΛ
CBTC
A − ηΛAD(εI)KBTKM(εI)MD + ηΛAD(εI)MD(ηI)ΩTΩΦηΦMB,
TA
K = −TCDεADεKC .
(16.20)
Подставим в это уравнение TCA = 12T
ΘΦηΦ
ABηΘCB и получим (16.21)
TΛ
ΨηΨ
AB = 1
2
(ηΛ
CBTΘΦηΦ
ADηΘCD − ηΛAD(εI)KBTΘΦηΦMNηΘKN(εI)MD)+
+ηΛ
AD(εI)MD(ηI)
ΩTΩ
ΦηΦ
MB = 1
2
(TΛ
ΦηΦ
AB − ηΛCDTΘΦηΦADηΘCB−
−ηΛAD(ηI)ΘTΘΦηΦKB(εI)MD + ηΛADTΘΦηΘLB(εI)LNηΦMN(εI)MD)+
+ηΛ
AD(εI)MD(ηI)
ΩTΩ
ΦηΦ
MB = 1
2
(TΛ
ΦηΦ
AB − TΘΛηΘAB + TΘΦηΦCDηΛADηΘCB−
−ηΛAB(ηI)ΘTΘΦηΦMB(εI)MD − ηΛADTΘΦηΦLDηΘLB+
+ηΛ
ADTΘΦηΘ
LB(ηI)Φ(εI)LD) + ηΛ
AB(εI)MD(ηI)
ΩTΩ
ΦηΦ
MB = TΛ
ΨηΨ
AB.
(16.22)
16.4 Доказательство тождества о скобке Ли
Необходимо доказать тождество (11.70).
(L±)[x,y](YK)A = (xΘ∂ΘyΩ − yΘ∂ΘxΩ)∂Ω(YK)A −
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λ(x
Ξ∂Ξy
Θ − yΞ∂ΞxΘ) =
= (xΘ∂Θy
Ω − yΘ∂ΘxΩ)∂Ω(YK)A −
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A(∂Λx
Ξ∂Ξy
Θ − ∂ΛyΞ∂ΞxΘ)−
−
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A(xΞ∂Λ∂Ξy
Θ − yΞ∂Λ∂ΞxΘ),
((L±)x(L±)y − (L±)y(L±)x)(Y )A = xΦ∂Φ(yΩ∂Ω(YK)A −
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λy
Θ)−
−(yΩ∂Ω(YK)C −
2N∑
I,J
(YJ)
B(PJ)
Λ
B(P
∗
I )Θ
C∂Λy
Θ)(PI)
Φ
C(P
∗
K)Ξ
A∂Φx
Ξ − yΦ∂Φ(xΩ∂Ω(YK)A−
−
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λx
Θ) + (xΩ∂Ω(YK)
C −
2N∑
I,J
(YJ)
B(PJ)
Λ
B(P
∗
I )Θ
C∂Λx
Θ)(PI)
Φ
C(P
∗
K)Ξ
A∂Φy
Ξ =
= xΦ∂Φy
Ω∂Ω(YK)
A + xΦyΩ∂Φ∂Ω(YK)
A − xΦ
2N∑
J
∂Φ(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λy
Θ−
−xΘ
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Φ∂Λy
Θ − yΩ
2N∑
J
∂Ω(YJ)
C(PJ)
Φ
C(P
∗
K)Ξ
A∂Φx
Ξ+
+
2N∑
I,J
(YJ)
B(PJ)
Λ
B(P
∗
I )Θ
C∂Λy
Θ(PI)
Φ
C(P
∗
K)Ξ
A∂Φx
Ξ−
−yΦ∂ΦxΩ∂Ω(YK)A − yΦxΩ∂Φ∂Ω(YK)A + yΦ
2N∑
J
∂Φ(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Λx
Θ+
+yΦ
2N∑
J
(YJ)
B(PJ)
Λ
B(P
∗
K)Θ
A∂Φ∂Λx
Θ + xΩ
2N∑
J
∂Ω(YJ)
C(PJ)
Φ
C(P
∗
K)Ξ
A∂Φy
Ξ−
−
2N∑
I,J
(YJ)
B(PJ)
Λ
B(P
∗
I )Θ
C∂Λx
Θ(PI)
Φ
C(P
∗
K)Ξ
A∂Φy
Ξ.
(16.23)
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16.5 Доказательство формул о тензоре кривизны
Необходимо доказать тождество (12.7).
Тензор кривизны в спинорном расслоении вычисляется по формуле
(RK)ΛΨCA = 2(∂[ Λ(ΓK)Ψ ]CA + Γ[ Λ|L|A(ΓK)Ψ ]CL). (16.24)
Тогда ∂Λ(εK)ABCD = 0 при выполнении условия (11.33) означает
∂[ Λ(ΓK)Ψ ]A
C = − 2
n− 4((εK)AB
CD − n− 2
N
δA
CδB
D)︸ ︷︷ ︸
:=(ε˜K)ABCD
∂[ Λ(ΓK)Ψ ]D
B. (16.25)
В свою очередь, ∇Λ(εK)ABCD = 0 при выполнении условия (11.33) означает
(ΓK)ΛA
L(ε˜K)LB
CD + (ΓK)ΛB
L(ε˜K)AL
CD = (ΓK)ΛL
C(ε˜K)AB
LD + (ΓK)ΛL
D(ε˜K)AB
CL,
(ΓK)ΛA
L(ΓK)ΨC
A(ε˜K)LB
CD + (ΓK)ΛB
L(ΓK)ΨC
A(ε˜K)AL
CD =
= (ΓK)ΛL
C(ΓK)ΨC
A(ε˜K)AB
LD + (ΓK)ΛL
D(ΓK)ΨC
A(ε˜K)AB
CL,
(ΓK)ΛA
L(ΓK)ΨC
A(ε˜K)LB
CD + (ΓK)ΛB
L(ΓK)ΨC
A(ε˜K)AL
CD =
= (ΓK)ΛC
A(ΓK)ΨA
L(ε˜K)LB
CD + (ΓK)ΛL
D(ΓK)ΨC
A(ε˜K)AB
CL,
(ΓK)[ Λ|A|L(ΓK)Ψ ]CA(ε˜K)LBCD = (ΓK)[ Λ|L|D(ΓK)Ψ ]BL.
(16.26)
Откуда
(RK)ΛΨCM = (RK)ΛΨLDε˜CDML. (16.27)
16.6 Доказательство вспомогательных тождеств для теоремы о
спинорных аналогах тензора кривизны
Необходимо доказать тождество (12.9).
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A2 =
N
2
gΛ1[ Λ4gΛ3 ]Λ2 . (16.28)
Доказательство.
ηΛ1
A1A2ηΛ2A1A3 = (−ηΛ1B1B2(εI)A1B2(εI)B1A2 + (ηI)Λ1(εI)A1A2)ηΛ2A1A3 =
= −ηΛ1B1B2(εI)B1A2(−ηΛ2A1B2(εI)A1A3 + (ηI)Λ2δA3B2) + (ηI)Λ1(εI)A1A2ηΛ2A1A3 =
= ηΛ1B1B2ηΛ2
A1B2(εI)
B1A2(εI)A1A3 − (ηI)Λ2(εI)B1A2ηΛ1B1A3 + (ηI)Λ1(εI)A1A2ηΛ2A1A3 .
(16.29)
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Альтернируем по Λ1,Λ2 и суммируем по I
η[ Λ1
A1A2ηΛ2 ]A1A3 =
2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A1A3 ,
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A2 =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2( 2
n−4ε
B1A2
A1A3η[ Λ3
A4A3ηΛ4 ]A4A2) =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1B3|ηΛ4 ]
B1B3 =
= −η[ Λ1A1B2ηΛ2 ]A1B3η[ Λ3B1B3ηΛ4 ]B1B2 + N2 (gΛ1[ Λ4gΛ3 ]Λ2 − gΛ1[ Λ3gΛ4 ]Λ2),
(16.30)
откуда и следует требуемое.
Необходимо доказать тождество (12.10).
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2 = Ng[ Λ3|[ Λ2gΛ1 ]|[ Λ6gΛ5 ]|Λ4] . (16.31)
Доказательство.
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2 =
= 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2 =
= − 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A4A3η[ Λ3 |A1A3|ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2+
+ 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A2 =
= 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A4A5η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5
A6A5ηΛ6 ]A6A2+
+ 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A2 =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4B3|ηΛ6 ]
B1B3−
− 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A5|ηΛ4 ]
A6A5η[ Λ5 |A6A2|ηΛ6 ]
B1A2−
− 8
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A5|gΛ4 ][ Λ6ηΛ5 ]
B1A5 =∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4B3|ηΛ6 ]
B1B3 =
= 2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4B3|gΛ6 ][ Λ1ηΛ2 ]
A1B3+
+η[ Λ1 |A4B3|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5
B1B3ηΛ6 ]B1B2 =
= 2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4B3|gΛ6 ][ Λ1ηΛ2 ]
A1B3+
+2η[ Λ2
A1B2gΛ1 ][ Λ4ηΛ3 ]A1A3η[ Λ5
B1A3ηΛ6 ]B1B2+
+η[ Λ1 |A1A3|ηΛ2 ]
A1B2η[ Λ3
A4A3ηΛ4 ]A4B3η[ Λ5
B1B3ηΛ6 ]B1B2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1 + 4
n−4)η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A2+
+( 8
n−4 − 4)N2 g[ Λ3|[ Λ2gΛ1 ]|[ Λ5gΛ6 ]|Λ4] .
(16.32)
откуда и следует требуемое.
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Необходимо доказать тождество (12.11).
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= N
4
(gΛ1[ Λ8gΛ7 ]Λ2gΛ3[ Λ6gΛ5 ]Λ4 − gΛ1[ Λ6gΛ5 ]Λ2gΛ4[ Λ8gΛ7 ]Λ3+
+gΛ1[ Λ4gΛ3 ]Λ2gΛ5[ Λ8gΛ7 ]Λ6) +N(g[ Λ3|[ Λ2gΛ1 ][ Λ8gΛ7 ][ Λ6gΛ5 ]|Λ4 ]+
+g[ Λ5|[ Λ4gΛ3 ][ Λ7gΛ8 ][ Λ2gΛ1 ]|Λ6 ] + g[ Λ3|[ Λ7gΛ8 ][ Λ5gΛ6 ][ Λ1gΛ2 ]|Λ4 ]).
(16.33)
Доказательство.
1. Первый шаг.
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= − 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A4A3η[ Λ3 |A1A3|ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2+
+ 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= 2
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2εB1A2A4A5η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2+
+ 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4A5|ηΛ6 ]
A6A5η[ Λ7 |A6A7|ηΛ8 ]
B1A7+
+ 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3
B1A2ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2+
+ 4
n−4η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5
B1A2ηΛ6 ]A4A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= (1− 4
n−4)η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4A5|ηΛ6 ]
A6A5η[ Λ7 |A6A7|ηΛ8 ]
B1A7+
+ 4
n−4η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2+
+ 8
n−4
N
2
(1
2
gΛ1[ Λ3gΛ4 ]Λ2gΛ5[ Λ8gΛ7 ]Λ6 + g[ Λ3|[ Λ1gΛ2 ][ Λ8gΛ7 ][ Λ6gΛ5 ]|Λ4 ]−
−g[ Λ3|[ Λ1gΛ2 ][ Λ5gΛ6 ][ Λ7gΛ8 ]|Λ4 ] + 12gΛ5[ Λ8gΛ7 ]Λ6gΛ1[ Λ4gΛ3 ]Λ2+
+g[ Λ5|[ Λ8gΛ7 ][ Λ1gΛ2 ][ Λ3gΛ4 ]|Λ6 ] − g[ Λ5|[ Λ8gΛ7 ][ Λ4gΛ3 ][ Λ2gΛ1 ]|Λ6 ]),
(16.34)
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A1A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= η[ Λ1 |B1B2|ηΛ2 ]
A1B2η[ Λ3 |A1A3|ηΛ4 ]
A4A3η[ Λ5 |A4A5|ηΛ6 ]
A6A5η[ Λ7 |A6A7|ηΛ8 ]
B1A7
(16.35)
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2. Второй шаг.
η[ Λ1
A1A2ηΛ2 ]A1A3η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ7
A8A7ηΛ8 ]A8A2 =
= η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ1
A8A7ηΛ2 ]A1A3η[ Λ7 |A8A2|ηΛ8 ]
A1A2+
+2η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ2 |A1A3|gΛ1 ][ Λ8ηΛ7 ]
A1A7 =
= η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ1
A6A5ηΛ2 ]A1A3η[ Λ5 |A6A7|ηΛ6 ]
A8A7η[ Λ7 |A8A2|ηΛ8 ]
A1A2+
+2(η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ2 |A1A3|gΛ1 ][ Λ8ηΛ7 ]
A1A7+
+η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ2 |A1A3|gΛ1 ][ Λ6ηΛ5 ]
A6A5η[ Λ7 |A6A2|ηΛ8 ]
A1A2) =
= −η[ Λ1 |A1A3|ηΛ2 ]A4A3η[ Λ3 |A4A5|ηΛ4 ]A6A5η[ Λ5 |A6A7|ηΛ6 ]A8A7η[ Λ7 |A8A2|ηΛ8 ]A1A2+
+2(η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ5
A6A5ηΛ6 ]A6A7η[ Λ2 |A1A3|gΛ1 ][ Λ8ηΛ7 ]
A1A7+
+η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ2 |A6A2|gΛ1 ][ Λ6ηΛ5 ]
A6A5η[ Λ8 |A1A3|ηΛ7 ]
A1A2+
+2η[ Λ3
A4A3ηΛ4 ]A4A5η[ Λ7 |A6A3|gΛ8 ][ Λ2gΛ1 ][ Λ6ηΛ5 ]
A6A5+
+η[ Λ3
A4A3gΛ4 ][ Λ1ηΛ2 ]A1A3η[ Λ5 |A4A7|ηΛ6 ]
A8A7η[ Λ7 |A8A2|ηΛ8 ]
A1A2) =
= 2(N
4
(gΛ1[ Λ8gΛ7 ]Λ2gΛ3[ Λ6gΛ5 ]Λ4 − gΛ1[ Λ6gΛ5 ]Λ2gΛ4[ Λ8gΛ7 ]Λ3+
+gΛ1[ Λ4gΛ3 ]Λ2gΛ5[ Λ8gΛ7 ]Λ6) +
N
2
(g[ Λ3|[ Λ2gΛ1 ][ Λ8gΛ7 ][ Λ6gΛ5 ]|Λ4 ]−
−g[ Λ3|[ Λ7gΛ8 ][ Λ1gΛ2 ][ Λ6gΛ5 ]|Λ4 ] + 2g[ Λ5|[ Λ4gΛ3 ][ Λ7gΛ8 ][ Λ2gΛ1 ]|Λ6 ]+
+g[ Λ2|[ Λ8gΛ7 ][ Λ6gΛ5 ][ Λ3gΛ4 ]|Λ1 ] − g[ Λ3|[ Λ8gΛ7 ][ Λ6gΛ5 ][ Λ2gΛ1 ]|Λ4 ]−
−g[ Λ3|[ Λ7gΛ8 ][ Λ2gΛ1 ][ Λ6gΛ5 ]|Λ4 ] + g[ Λ3|[ Λ7gΛ8 ][ Λ5gΛ6 ][ Λ1gΛ2 ]|Λ4 ]))−
−η[ Λ1 |A1A3|ηΛ2 ]A4A3η[ Λ3 |A4A5|ηΛ4 ]A6A5η[ Λ5 |A6A7|ηΛ6 ]A8A7η[ Λ7 |A8A2|ηΛ8 ]A1A2 ,
(16.36)
откуда и следует требуемое.
Замечание 16.1. Очевидно, что данные выкладки не применимы для n<8, поскольку
8
n−4 − 4 не будет иметь смысла в этом случае.
16.7 Доказательство формул о твисторном уравнении.
Необходимо доказать (13.4).
∇ΨXC = 2nηΨCD∇ADXA,
∇Φ∇ΨXC = 2nηΨCD∇Φ∇ADXA = 2n(ηΨCD∇AD∇ΦXA − ηΨCDηΩADRΩΦKAXK) =
= ( 2
n
)2ηΨ
CD∇ADηΦAK∇LKXL − 2nηΨCDηΩADRΩΦKAXK =
= ( 2
n
)2(−ηΨAD∇CDηΦAK∇LKXL +∇ΨηΦCK∇LKXL)− 2nηΨCDηΩADRΩΦKAXK =
= −( 2
n
)2ηΨADηΦ
AK∇CD∇LKXL + 2n∇Ψ∇ΦXC − 2nηΨCDηΩADRΩΦKAXK .
(16.37)
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(1− 2
n
)∇Φ∇ΨXC + 2nRΦΨKCXK + 2nηΨCDηΩADRΩΦKAXK =
= −( 2
n
)2ηΨADηΦ
AK∇CD∇LKXL,
(1− 2
n
)∇( Φ∇Ψ )XC + 2nη( ΨCDηΩ|ADRΩ|Φ )KAXK =
= −( 2
n
)2 1
2
gΨΦ∇CK∇LKXL = − 1ngΨΦ∇Ω∇ΩXC
(1− 2
n
)∇Θ∇ΘXC + 2nηΦCDηΩADRΩΦKAXK = −∇Θ∇ΘXC ,
∇Θ∇ΘXC = − 1n−1ηΦCDηΩADRΩΦKAXK .
(16.38)
(1− 2
n
)∇( Φ∇Ψ )XC + 2nη( ΨCDηΩ|ADRΩ|Φ )KAXK = 1ngΨΦ 1n−1ηΘCDηΩADRΩΘKAXK
∇( Φ∇Ψ )XC = 1(n−1)(n−2)gΨΦηΘCDηΩADRΩΘKAXK − 2n−2η( ΨCDηΩ|ADRΩ|Φ )KAXK ,
2∇Φ∇ΨXC = 2nηΨCDηΓAD(RΦΓKAXK + 2(n−1)(n−2)gΦΓηΘALηΩSLRΩΘKSXK−
− 2
n−2ηΦ
ALηΩSLRΩΓK
SXK − 2
n−2ηΓ
ALηΩSLRΩΦK
SXK) =
= 2
n
((−1− n
n−2)ηΨ
CDηΩSDRΩΦK
SXK + 2
(n−1)(n−2)ηΨ
CDηΦADη
ΘALηΩSLRΩΘK
SXK−
− 2
n−2ηΨ
CDηΦ
ALηΩSLη
Θ
ADRΩΘK
SXK) =
= − 4
n−2ηΨ
CDηΩSDRΩΦK
SXK + 4
(n−1)(n−2)ηΨ
CDηΦADη
ΘARηΩSRRΩΘK
SXK .
(16.39)
Таким образом условия интегрируемости примут вид
RΦΨK
CXK = − 4
n−2η[ Ψ
CDηΩ|SDRΩ|Φ ]KSXK + 4(n−1)(n−2)η[ Ψ
CDηΦ ]ADη
ΘALηΩSLRΩΘK
SXK .
(16.40)
Будем считать, что данное условие выполнено для любогоXK . Воспользуемся тождеством
Бианки 2R∆[ΦΨ]Λ = RΨΦ∆Λ
(RΦΨK
C = − 4
n−2η[ Ψ
CDηΩ|SDRΩ|Φ ]KS + 4(n−1)(n−2)η[ Ψ
CDηΦ ]ADη
ΘALηΩSLRΩΘK
S)×
× 4
N
η[ Λ|KM |η∆ ]CM ,
RΦΨΛ∆ = − 4
n−2
4
N
η[ Ψ|CDηΩSDη[ Σ|SL|ηΘ ]KLη[ Λ|KM |η∆ ]|CM 12RΩ
Φ ]
ΣΘ+
+ 4
(n−1)(n−2)
4
N
η[ Ψ|CD|ηΦ ]ADη[ Θ|AL|ηΩ ]SLη[ Σ|SN |ηΞ ]KNη[ Λ|KM |η∆ ]CM 12RΩΘΣΞ =
= − 8
n−2(
1
2
g[ Ψ|[ ∆gΛ ]ΘgΣΩ|RΩΦ ]ΣΘ − 12gΩ[ ∆gΛ ]ΘgΣ[ ΨRΩΦ ]ΣΘ + 14g[ Ψ|ΩgΣ[ ∆gΛ ]Θ|RΩΦ ]ΣΘ)+
+ 8
(n−1)(n−2)(
1
4
gΨ[ ∆gΛ ]ΦgΘΞgΣΩRΩΘΣΞ − 14gΨΞgΣΦgΩ∆gΛΘRΩΘΣΞ + 14gΨΩgΘΦgΣ∆gΛΞRΩΘΣΞ+
+gΘ[ ΦgΨ ][ ∆gΛ ]ΞgΣΩRΩΘΣΞ + g
Θ[ Λg∆ ][ ΦgΨ ]ΞgΣΩRΩΘΣΞ + g
Θ[ Λg∆ ]ΣgΞ[ ΨgΦ ]ΩRΩΘΣΞ) =
= − 4
n−2g
[ ∆|[ ΨRΦ ]|Λ ] + 4
n−2R
[∆|[ΦΨ]|Λ] − 2
n−2R
ΨΦ∆Λ+
+ 2
(n−1)(n−2)Rg
Ψ[ ∆gΛ ]Φ − 2
(n−1)(n−2)R
∆ΛΦΨ + 2
(n−1)(n−2)R
ΨΦ∆Λ+
+ 8
(n−1)(n−2)R
[ Φ|[ Λg∆ ]|Ψ ] + 8
(n−1)(n−2)g
[ Φ|[ ∆RΛ ]|Ψ ] + 8
(n−1)(n−2)R
[Φ|[Λ∆]|Ψ].
(16.41)
Окончательно
RΦΨΛ∆ − 4
n− 2R
[Λ |[Φ gΨ]|∆] +
2
(n− 1)(n− 2)Rg
[∆ |[Ψ gΦ]|Λ] = CΦΨΛ∆ = 0. (16.42)
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16.8 Доказательство тождеств для n=6
16.8.1 Доказательство основных тождеств для n=6
Необходимо доказать (14.8).
Aαβd
c = η[α
caηβ ]da, (16.43)
Aαβd
cAγ
β
r
s = 1
4
(ηα
caηβad − ηαadηβca)(ηγsa1ηβa1r − ηγa1rηβsa1) =
= 1
4
(ηα
caηγ
sa1εa1rad − ηαadηγsa1εa1rca − ηαcaηγa1rεadsa1 + ηαadηγa1rεcasa1) =
= 1
4
(1
2
ηα
caηγklε
klsa1εa1rad − ηαadηγsa1(δa1cδra − δa1aδrc)−
−ηαcaηγa1r(δasδda1 − δaa1δds) + 12ηαklηγa1rεkladεcasa1) =
= 1
4
(−3ηαcaηγ[ raδd ]s − ηαrdηγsc + ηαadηγsaδrc−
−ηαcsηγdr + ηαcaηγarδds − 3ηα[ csδda1 ]ηγa1r =
= 1
4
(−ηαckηγrkδds + ηαcsηγrd − ηαckηγkdδrs − ηαrdηγsc + ηαadηγsaδrc−
−ηαcsηγdr + ηαcaηγarδds − ηαcsηγdr + ηαckηγkrδds − ηαskηγkrδdc) =
= 1
4
(3ηα
csηγrd + 3ηα
ckηγkrδd
s + ηα
ckηγdkδr
s + ηαdrηγ
sc + ηαkdηγ
skδr
c + ηα
skηγrkδd
c) =
(16.44)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ηαdrηγ
sc + ηαkdηγ
skδr
c = 1
4
(ηα
mm1ηγll1εmm1drε
ll1sc + ηα
mm1ηγll1εmm1kdε
ll1skδr
c) =
= 6ηα
mm1ηγll1δ[m
lδm1
l1δd
sδr ]
c − 3
2
ηα
mm1ηγll1δ[m
lδm1
l1δd ]
sδr
c =
= −gαγδrsδdc + ηαkcηγkdδrs + ηαckηγkrδds + ηαksηγkrδdc + ηαscηγdr.
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(16.45)
= ηα
csηγrd + ηα
ckηγkrδd
s + 1
2
(ηα
ckηγdkδr
s + ηα
skηγrkδd
c)− 1
4
gαγδr
sδd
c. (16.46)
Свернем с gαγ
Aαβd
cAαβr
s = εrd
cs + εkr
ckδd
s + 1
2
(εckdkδr
s + εskrkδd
c)− 3
2
δr
sδd
c =
= δr
cδd
s − δrsδdc − 3δrcδds + 32δdcδrs + 32δdcδrs − 32δrsδdc = 12δrsδdc − 2δrcδds.
(16.47)
Aαβd
cAλµc
d = 1
2
η[α
caηβ ]
nn1εadnn1 · 12η[λll1ηµ ]a1cεda1ll1 =
= 1
4
η[α
caηβ ]
nn1η[λll1η
µ ]
a1c · (−6δ[aa1δnlδn1 ]l1) =
= −1
2
(η[α
caηβ ]
nn1η[λnn1η
µ ]
ac − 2η[αcaηβ ]a1k1η[λak1ηµ ]a1c) =
= −2δ[αλδβ ]µ + (ηαcaηβa1k1η[λak1ηµ ]a1c − ηβcaηαa1k1η[λak1ηµ ]a1c) =
= 2δ[α
µδβ ]
λ + (ηα
caηβ
a1k1η[λak1η
µ ]
a1c − ηβa1k1ηαcaη[λk1aηµ ]ca1) = 2δ[αµδβ ]λ.
(16.48)
Aαβm
nTαβ = A
αβ
m
nAαβk
lTl
k =
= (1
2
δm
nδk
l − 2δknδml)Tlk = −2Tmn, Tαβ = −Tβα.
(16.49)
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16.8.2 Доказательство тождеств о 4-векторе
Необходимо доказать (14.9).
eαβγδ = e[αβγδ] = Aαβb
aAγδd
cea
b
c
d, ek
k
c
d = ea
b
k
k = 0, ea
b
c
d = ec
d
a
b. (16.50)
Свертка с AαβmnAγδrs даст
Aαβm
nAγδr
sAαβb
aAγδd
cea
b
c
d =
= (1
2
δr
sδd
c − 2δrcδds)(12δbaδmn − 2δbnδma)eabcd = 4emnrs =
= −AβαmnAγδrsAγαbaAβδdceabcd =
= −(ηγanηβmb + ηγakηβkmδbn + 12ηγakηβbkδmn)·
·(ηβcsηγrd + ηβctηγtrδds + 12ηβctηγdtδrs)eabcd =
= −(εrdanεmbcs + εmbckεkranδds + 12εmbckεdkanδrs+
+εrd
akεkm
csδb
n + εaktrε
ct
kmδd
sδb
n + 1
2
εakdtε
ct
kmδr
sδb
n+
+1
2
εrd
akεbk
csδm
n + 1
2
εbk
ctεtr
akδm
nδd
s + 1
4
εbk
ctεdt
akδm
nδr
s)ea
b
c
d =
= −(δraδdnδmcδbs − δdaδrnδmcδbs + δdaδrnδbcδms − δraδdnδbcδms+
+δm
cδb
kδk
aδr
nδd
s − δmkδbcδkaδrnδds + δmkδbcδknδraδds − δmcδbkδknδraδds+
+1
2
δm
cδb
kδd
aδk
nδr
s − 1
2
δm
kδb
cδd
aδk
nδr
s + 1
2
δm
kδb
cδd
nδk
aδr
s − 1
2
δm
cδb
kδd
nδk
aδr
s+
+δr
aδd
kδk
cδm
sδb
n − δrkδdaδkcδmsδbn + δrkδdaδksδmcδbn − δraδdkδksδmcδbn+
+δm
aδr
cδd
sδb
n + 2δm
cδr
aδd
sδb
n − 1
2
δm
aδd
cδr
sδb
n − δmcδdaδrsδbn+
+1
2
δr
aδd
kδb
cδk
sδm
n − 1
2
δr
kδd
aδb
cδk
sδm
n + 1
2
δr
kδd
aδb
sδk
cδm
n − 1
2
δr
aδd
kδb
sδk
cδm
n−
−1
2
δb
aδr
cδm
nδd
s − δbcδraδmnδds + 14δbaδdcδmnδrs + 12δbcδdaδmnδrs)eabcd =
= −(ersmn − etsmtδrn + ekttkδrnδms − erttnδms − emttsδrn + erttsδmn−
−ernms + 12etnmtδrs − 12epttpδmnδrs + 12emttnδrs − etnrtδms + etnmtδrs−
−ernms + emnrs + 2ernms − etnmtδrs + 12erttsδmn−
−1
2
et
p
p
tδr
sδm
n + 1
2
et
s
r
tδm
n − erttsδmn + 12etpptδmnδrs).
(16.51)
em
s := 1
3
em
t
t
s ⇒ 2emnrs = 2(emsδrn + ernδms)− (ersδmn + emnδrs). (16.52)
16.8.3 Доказательство формул о 6-векторе
Необходимо доказать (14.10).
eαβγδρσ = e[αβγδρσ] = Aαβb
aAγδd
cAρσs
rea
b
c
d
r
s,
6em
n
p
q
r
s = 2(em
s
p
qδr
n + er
n
p
qδm
s)− (erspqδmn + emnpqδrs) =
= 2(em
q
r
sδp
n + ep
n
r
sδm
q)− (epqrsδmn + emnrsδpq), emspq := emkkspq = ekspqmk.
(16.53)
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1. Первая свертка.
Свертка с δqp даст
0 = 6em
n
r
s
p
p = 2(em
n
r
s + em
n
r
s)− (epprsδmn + 4emnrs) = −(epprs) · δmn = 0,
ep
p
r
s = er
s
p
p = 0.
(16.54)
2. Вторая свертка.
Свертка с δnr даст
8em
s
p
q + et
t
p
qδm
s − emspq − emspq = 2(emqps + epkksδmq)− (epqms + emkksδpq),
6em
s
p
q + ep
q
m
s − 2emqps = 2epttsδmq − emkksδpq.
(16.55)
1. Первая свертка.
Свернем с δqm и получим
6ek
s
p
k + ep
k
k
s = 8ep
t
t
s − epkks, epttq = etqpt. (16.56)
2. Вторая свертка.
Свернем с δsm и получим
10e˜ := et
k
k
t, −2ekqpk = 2epttq − etkktδpq, epttq = 5e˜2 δpq. (16.57)
3. Третья свертка.
Свернем с δsp и получим
2em
k
k
qδr
n + er
n
m
q − erkkqδmn − emnrq = 2emqrn + 2eknrkδmq − ekqrkδmn − emnrq,
er
n
m
q = em
q
r
n.
(16.58)
7em
s
p
q − 2emqps = 5e˜δmqδps − 5e˜2 δmsδpq, 9em[ spq ] = 15e˜2 δm[ qδps ],
5em
s
p
q + 4em
[ s
p
q ] = 5e˜δm
qδp
s − 5e˜
2
δm
sδp
q, 6em
s
p
q = e˜(4δm
qδp
s − δmsδpq),
em
n
r
s
p
q = e˜(2((4δp
nδr
q − δpqδrn)δms + (4δpsδmq − δpqδms)δrn)−
−((4δpnδmq − δpqδmn)δrs + (4δpsδrq − δpqδrs)δmn)).
(16.59)
Вычислим e˜
720 = eαβγδµνeαβγδµν = A
αβ
b1
a1Aαβb
aAγδd1
c1Aγδd
cAµνn1
m1Aµνn
m,
ea
b
c
d
m
nea1
b1
c1
d1
m1
n1 = 8(1
4
δb1
a1δb
a − δb1aδba1)(14δd1c1δdc − δd1cδdc1)·
·(1
4
δn1
m1δn
m − δn1mδnm1)eabcdmnea1b1c1d1m1n1 = −8eabcdmnebadcnm =
= −8e˜2(8δmbδcnδad − 4δmnδcbδad + 8δmdδanδcb − 4δmbδanδcd + 2δmnδabδcd − 4δmdδcnδab)
(8δn
aδd
mδb
c − 4δnmδdaδbc + 8δncδbmδda − 4δnaδbmδdc + 2δnmδbaδdc − 4δncδdmδba) =
= −720 · 64e˜2.
(16.60)
248 125
Откуда
e˜ =
1
8
i. (16.61)
16.8.4 Доказательство тождества Бианки
Тождество Бианки имеет вид
Rαβγδ +Rαγδβ +Rαδβγ = 0
(Aαβd
cAγδr
s + Aαγd
cAδβr
s + Aαδd
cAβγr
s)Rc
d
s
r = 0.
(16.62)
Свернем его с AαβtlAγδmn∣∣∣∣∣∣ Aαβd
cAγδr
sRc
d
s
rAαβt
lAγδm
nRc
d
s
r =
= (1
2
δd
cδt
l − 2δdlδtc)(12δrsδmn − 2δrnδms)Rcdsr = 4Rtlmn
∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(Aαγd
cAδβr
s + Aαδd
cAβγr
s)Rc
d
s
rAαβt
lAγδm
n = −2AδβrsAδγmnAαγdcAαβtlRcdsr =
= −2(ηβsnηγmr + ηβskηγkmδrn + 12ηβskηγrkδmn)·
·(ηγclηβtd + ηγck1ηβk1tδdl + 12ηγck1ηβdk1δtl)Rcdsr =
= −2(εtdsnεmrcl + εckmrεktsnδdl + 12εmrckεdksnδtl + εtdskεkmclδrn+
+εck1kmεk1t
skδd
lδr
n + 1
2
εck1kmεdk1
skδt
lδr
n + 1
2
(εclrkεtd
skδm
n + εskk1tε
ck1
rkδd
lδm
n)+
+1
4
εck1rkε
sk
dk1δt
lδm
n)Rc
d
s
r = −2(Rmntl +Rkrrkδtnδml −Rmkklδtn −Rtkknδml−
−Rmltn −Rklmkδtn +Rkltkδmn + 12(Rmkknδtl +Rknmkδtl −Rkrrkδtlδmn)+
+Rm
k
k
nδt
l −Rmltn −Rtkknδml + 2Rmltn +Rtlmn − 12 · 2Rmkknδtl + 12(Rtkklδmn+
+Rk
l
t
kδm
n −Rkrrkδmnδtl)−Rtkklδmn + 12Rkrrkδtlδmn = −2(2Rmntl−
−2Rklmkδtn − 2Rtkknδml +Rkltkδmn +Rmkknδtl +Rkrrkδtnδml − 12Rkrrkδmnδtl)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
4Rk
l
m
kδt
n + 4Rt
k
k
nδm
l − 2Rkltkδmn − 2Rmkknδtl − 2Rkrrkδtnδml +Rkrrkδmnδtl = 0.
(16.63)
Свертка с δnt даст
16Rk
l
m
k + 4Rt
k
k
tδm
l − 2Rklmk − 2Rmkkl − 8Rkrrkδml +Rkrrkδml = 0,
Rk
l
m
k = 1
4
Rk
r
r
kδm
l = −1
8
Rδm
l,
(16.64)
что и завершает доказательство.
16.8.5 Доказательство тождеств, касающихся тензора Вейля.
Поскольку
T[αβ] =
1
4
ηα
aa1ηβ
bb1 · 3
2
(Ta[a1bb1 ] − T[ bb1a ]a1) =
= 1
4
ηα
aa1ηβ
bb1 · 1
2
(Tak
kdεa1dbb1 − T kdka1εadbb1) = 12ηαcaηβbk1εadbk1·
·1
4
(T kdkc − Tkckd) = Aαβdc · 14(T kdkc − Tkckd),
(16.65)
249 126
то будет верным следующее соотношение
R[α
[γgβ ]
δ ] = Aαβd
cAγδr
s 1
16
(P kdnrεkcns − Pkcnrεkdns + Pkcnsεkdnr − P kdnsεkcnr) =
= Aαβd
cAγδr
s 1
16
(P kdmm1
1
2
εmm1nrεkcns + Pkc
mm1 1
2
εmm1nsε
kdnr−
−Pkcnr(δnkδsd − δndδsk)− P kdns(δknδcr − δkrδcn)) =
= Aαβd
cAγδr
s 1
16
(P kdkcδs
r − P kdksδcr + P rdcs+
+Pkc
kdδs
r − Pkckrδsd + Pscdr − Pkckrδsd + Pscdr − P kdksδcr + P rdcs) =
= Aαβd
cAγδr
s 1
4
(Psc
dr − 1
2
P kdksδc
r + 1
2
Pkc
kdδs
r − 1
2
Pkc
krδs
d) =
= Aαβd
cAγδr
s 1
4
(Psc
dr − 1
2
Rδs
dδc
r + 1
4
Rδs
rδc
d).
(16.66)
Аналогично
g[α
[γgβ ]
δ ] = Aαβd
cAγδr
s 1
4
(εsc
dr − 1
2
εkdksδc
r + 1
2
εkdkcδs
r − 1
2
εkc
krδs
d) =
= Aαβd
cAγδr
s 1
4
(1
2
δs
rδc
d − 2δsdδcr).
(16.67)
Таким образом, из
Cαβ
γδ := Rαβ
γδ −R[α [γ gβ] δ] + 1/10Rg[α [γ gβ] δ] (16.68)
следует
Cαβ
γδ = Aαβd
cAγδr
s(Rc
d
s
r − 1
4
Psc
dr + 1
8
Rδs
dδc
r − 1
16
Rδs
rδc
d + 1
40
R(1
2
δs
rδc
d−
−2δsdδcr)) = AαβdcAγδrs(R( cds )r +R[ ck |k|[ rδs ]d ] + 140R(3δsdδcr − 2δsrδcd)).
(16.69)
Тогда
Cαβ
γδ = Aαβd
cAγδr
s(R( c
d
s )
r + 1
80
Rδs
dδc
r). (16.70)
Свернем его с AαβklAγδtn
4Ck
l
t
n := Aαβk
lAγδt
nCαβ
γδ = Aαβk
lAαβd
cAγδr
sAγδt
n(R( c
d
s )
r + 1
80
Rδs
dδc
r) =
= (1
2
δk
lδd
c − 2δkcδdl)(12δrsδtn − 2δrnδts)(12Rcdsr + 12Rsdcr + 180Rδsdδcr) =
= (2Rk
l
t
n + 1
8
Rk1
r1
r1
k1δk
lδt
n − 1
2
Rk1
l
k
k1δt
n − 1
2
Rt
k1
k1
nδk
l+
+2Rt
l
k
n + 1
80
R(δt
nδk
l − δtnδkl − δtnδkl + 4δtlδkn) =
= (4R(k
l
t )
n − 1
16
Rδk
lδt
n + 1
16
Rδk
lδt
n + 1
16
Rδt
nδk
l + 1
80
R(4δt
lδk
n − δtnδkl)) =
= 4(R(k
l
t )
n + 1
40
Rδ(k
lδt )
n),
(16.71)
что завершает доказательство разложения.
16.8.6 Доказательство формул, связанных с метрикой, индуцированной в се-
чении конуса K6
Пусть задано сечение конуса K6
T 2 + V 2 −W 2 −X2 − Y 2 − Z2 = 0 (16.72)
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плоскостью V+W=1. Сделаем стереографическую проекцию полученного гиперболоида
на плоскость (V=0,W=1).
t
T
= x
X
= y
Y
= z
Z
= − 12
V− 1
2
, x2 + y2 + z2 − t2 = 1
2V−1 ,
T = −t(2V − 1), X = −x(2V − 1), Y = −y(2V − 1), Z = −z(2V − 1),
dT = −(dt (2V − 1) + 2tdV ), dX = −(dx (2V − 1) + 2xdV ),
dY = −(dy (2V − 1) + 2ydV ), dZ = −(dz (2V − 1) + 2zdV ),
dS2 = dT 2 + dV 2 − dW 2 − dX2 − dY 2 − dZ2 = |dV = −dW | =
= dT 2 − dX2 − dY 2 − dZ2 = (dt2 − dx2 − dy2 − dz2)(2V − 1)2+
+4(tdt− xdx− ydy − zdz)dV (2V − 1) + 4(t2 − x2 − y2 − z2)dV 2 =
= |tdt− xdx− ydy − zdz = −1
2
d( 1
2V−1)| = dt
2−dx2−dy2−dz2
(t2−x2−y2−z2)2 .
(16.73)
Сделаем замену
ς = −iX+Y
2V−1 = −y + ix, ω = − i(T+Z)2V−1 = i(t+ z), η = i(Z−T )2V−1 = i(t− z),
ς ς¯ + ηω = 1
2V−1 ,
dς = ( dY
2V−1 − 2Y dV(2V−1)2 )− i( dX2V−1 − 2XdV(2V−1)2 ), dς¯ = ( dY2V−1 − 2Y dV(2V−1)2 ) + i( dX2V−1 − 2XdV(2V−1)2 ),
dω = −i( dT
2V−1 − 2TdV(2V−1)2 + dZ2V−1 − 2ZdV(2V−1)2 ), dη = −i( dT2V−1 − 2TdV(2V−1)2 − dZ2V−1 + 2ZdV(2V−1)2 ),
dςdς¯ + dωdη = (dX
2+dY 2+dZ2−dT 2)
(2V−1)2 − 4 dV(2V−1)3 (XdX + Y dY + ZdZ − TdT )+
+4 dV
2
(2V−1)4 (X
2 + Y 2 + Z2 − T 2) = −dT 2−dX2−dY 2−dZ2
(T 2−X2−Y 2−Z2)2 ,
ds2 := dT 2 − dX2 − dY 2 − dZ2 = −dςdς¯+dηdω
(ςς¯+ηω)2
, x2 + y2 + z2 − t2 = 1
2V−1 .
(16.74)
Поэтому есть резон положить
X :=
 ω ς
−ς¯ η
 , dX :=
 dω dς
−dς¯ dη
 , ∂
∂X
:=
 ∂∂ω ∂∂ς
− ∂
∂ς¯
∂
∂η
 . (16.75)
Тогда
ds2 = − det(dX)
(det(X))2
, X¯T +X = 0. (16.76)
16.8.7 Доказательство формул о первом инварианте
Рассмотрим группу дробно-линейных преобразований L
X˜ = (AX +B)(CX +D)−1, S :=
 A B
C D
 , detS = 1. (16.77)
Пусть имеется два последовательных преобразования
X˜ = (AX +B)(CX +D)−1, ˜˜X = (A˜X˜ + B˜)(C˜X˜ + D˜)−1, (16.78)
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то
˜˜X = ( ˜˜AX + ˜˜B)( ˜˜CX + ˜˜D)−1 =
= (A˜(AX +B) + B˜(CX +D))(C˜(AX +B) + D˜(CX +D))−1 =
= ((A˜A+ B˜C)X + A˜B + B˜D)((C˜A+ D˜C)X + C˜B + D˜D)−1,
S :=
 A B
C D
 , S˜ :=
 A˜ B˜
C˜ D˜
 , ˜˜S :=
 ˜˜A ˜˜B
˜˜C ˜˜D
 , ˜˜S = S˜S.
(16.79)
Для унитарных дробно-линейных преобразований имеем
X∗ +X ≡ X˜∗ + X˜ = 0,
0 = (AX +B)(CX +D)−1 + (CX +D)∗−1(AX +B)∗,
0 = (CX +D)∗(AX +B) + (AX +B)∗(CX +D) =
= X∗(A∗C + C∗A)X +X∗(A∗D + C∗B) + (B∗C +D∗A)X +D∗B +B∗D ≡
≡ X∗ +X.
(16.80)
Откуда
A∗C + C∗A = 0, B∗D +D∗B = 0, A∗D + C∗B = E, S∗EˆS = Eˆ,
Eˆ :=
 0 E
E 0
 . (16.81)
Пусть
X = Y Z−1, Y˜ = AY +BZ, Z˜ = CY +DZ. (16.82)
Положим
X :=
 x1 x2
x3 x4
 , Xˆ :=
 xˆ1 xˆ2
xˆ3 xˆ4
 , dX :=
 dx1 dx2
dx3 dx4
 , dˆX :=
 dxˆ1 dxˆ2
dxˆ3 dxˆ4
 ,
∂
∂X
:=

∂
∂x1
∂
∂x2
∂
∂x3
∂
∂x4
 , ∂∂Xˆ :=

∂
∂xˆ1
∂
∂xˆ2
∂
∂xˆ3
∂
∂xˆ4
 .
(16.83)
Тогда
dX + dXˆ = d(X + Xˆ),
d(XXˆ) = d
 x1xˆ1 + x2xˆ3 x1xˆ2 + x2xˆ1
x3xˆ1 + x4xˆ3 x3xˆ2 + x4xˆ4
 =
=
 dx1xˆ1 + dx2xˆ3 dx1xˆ2 + dx2xˆ1
dx3xˆ1 + dx4xˆ3 dx3dˆx2 + x4xˆ4
+
 x1dxˆ1 + x2dxˆ3 x1dxˆ2 + x2dxˆ1
x3dxˆ1 + x4dxˆ3 x3dxˆ2 + x4dxˆ4
 =
= (dX) Xˆ +X (dXˆ).
(16.84)
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Поэтому верны тождества
ˆˆ
X = AX +B ⇒ d ˆˆX = AdX, ˆˆX = X−1 ⇒ d ˆˆX = −X−1 dX X−1. (16.85)
Доказательство второго таково
ˆˆ
XX = 1, (d
ˆˆ
X) X +
ˆˆ
X (dX) = 0,
(d
ˆˆ
X) X +X−1 (dX) = 0, d ˆˆX = −X−1 (dX) X−1.
(16.86)
Тогда получим цепочку тождеств
X˜∗ + X˜ = 0, −X˜∗ = X˜,
−(CX +D)∗−1(AX +B)∗ = (AX +B)(CX +D)−1,
−(AX +B)∗ = (CX +D)∗(AX +B)(CX +D)−1.
(16.87)
Домножим обе части на CdX
(−X∗A∗ −B∗)CdX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(−X∗A∗C −B∗C)dX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(X∗C∗A+D∗A− E)dX = (CX +D)∗(AX +B)(CX +D)−1CdX,
(CX +D)∗AdX − (CX +D)∗(AX +B)(CX +D)−1CdX = dX,
A(dX)(CX +D)−1 − (AX +B)(CX +D)−1C(dX)(CX +D)−1 =
= (CX +D)∗−1(dX)(CX +D)−1,
(d(AX +B)) (CX +D)−1 + (AX +B)d((CX +D)−1) =
= (CY +DZ)∗−1Z∗(dX)Z(CY +DZ)−1,
Z˜∗ dX˜Z˜ = Z∗ dXZ.
(16.88)
Таким образом получается первый инвариант.
16.8.8 Доказательство формул о втором инварианте
Пусть
Xˆ = AX +B, (16.89)
или в покомпонентной записи
xˆ1 = a1x1 + a2x3 + b1, xˆ2 = a1x2 + a2x4 + b2,
xˆ3 = a3x1 + a4x3 + b3, xˆ4 = a3x2 + a4x4 + b4.
(16.90)
Тогда
∂
∂x1
= a1
∂
∂xˆ1
+ a3
∂
∂xˆ3
, ∂
∂x2
= a1
∂
∂xˆ2
+ a3
∂
∂xˆ4
,
∂
∂x3
= a2
∂
∂xˆ1
+ a4
∂
∂xˆ3
, ∂
∂x4
= a2
∂
∂xˆ2
+ a4
∂
∂xˆ4
,
(16.91)
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или в сокращенной записи
∂
∂X
= AT ∂
∂Xˆ
⇒ ∂
∂XˆT
= ∂
∂XT
A−1 (det(A) 6= 0). (16.92)
Пусть теперь
Xˆ = X−1, (16.93)
или в покомпонентной записи
xˆ1 =
x4
x1x4−x2x3 xˆ2 = − x2x1x4−x2x3 , xˆ3 = − x3x1x4−x2x3 xˆ4 = x1x1x4−x2x3 . (16.94)
Тогда
∂
∂x1
= − x4x4
(x1x4−x2x3)2
∂
∂xˆ1
+ x2x4
(x1x4−x2x3)2
∂
∂xˆ2
+ x3x4
(x1x4−x2x3)2
∂
∂xˆ3
− x2x3
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x2
= x4x3
(x1x4−x2x3)2
∂
∂xˆ1
− x1x4
(x1x4−x2x3)2
∂
∂xˆ2
− x3x3
(x1x4−x2x3)2
∂
∂xˆ3
+ x1x3
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x3
= x4x2
(x1x4−x2x3)2
∂
∂xˆ1
− x2x2
(x1x4−x2x3)2
∂
∂xˆ2
− x1x4
(x1x4−x2x3)2
∂
∂xˆ3
+ x1x2
(x1x4−x2x3)2
∂
∂xˆ4
,
∂
∂x4
= − x2x3
(x1x4−x2x3)2
∂
∂xˆ1
+ x1x2
(x1x4−x2x3)2
∂
∂xˆ2
+ x1x3
(x1x4−x2x3)2
∂
∂xˆ3
− x1x1
(x1x4−x2x3)2
∂
∂xˆ4
,
(16.95)
или в сокращенной записи
∂
∂X
= −X−1T ∂
∂Xˆ
X−1T ⇔ ∂
∂XˆT
= −X ∂
∂XT
X. (16.96)
Предположим, что det(C) 6= 0, то
X˜ = (AX +B)(CX +D)−1 = AC−1 + (B − AC−1D)(CX +D)−1,
∂
∂X˜T
= ∂
∂(CX+D)T−1 (B − AC−1D)−1 =
= −(CX +D) ∂
∂(CX+D)T
(CX +D)(B − AC−1D)−1 =
= −(CX +D) ∂
∂XT
C−1(CX +D)(B − AC−1D)−1 =
= −(CX +D) ∂
∂XT
(XC∗ + C−1DC∗)(BC∗ − AC−1DC∗)−1 =
= (CX +D) ∂
∂XT
(CX +D)∗(BC∗ + AD∗)−1 = (CX +D) ∂
∂XT
(CX +D)∗.
(16.97)
Откуда
Z˜−1
∂
∂X˜T
Z˜∗−1 = Z−1
∂
∂XT
Z∗−1. (16.98)
Если det(C) = 0, то
˜˜X = X˜−1 = (CX +D)(AX +B)−1, ˜˜Z = AY +BZ, ˜˜C = A, det( ˜˜C) 6= 0. (16.99)
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Если det(A) 6= 0, то
Z−1 ∂
∂X˜T
Z∗−1 = ˜˜Z−1 ∂
∂ ˜˜XT
˜˜Z∗−1 =
= −(AY +BZ)−1X˜ ∂
∂X˜T
X˜(AY +BZ)∗−1 = |X˜∗ = −X˜| =
= (AY +BZ)−1(AY +BZ)(CY +DZ)−1 ∂
∂X˜T
×
×(CY +DZ)∗−1(AY +BZ)∗(AY +BZ)∗−1 = Z˜−1 ∂
∂X˜T
Z˜∗−1.
(16.100)
Если все-таки det(A) = 0, то можно положить
˜˜X = X˜ + D˜,
˜˜˜
X = ˜˜X−1,
˜˜˜
X = (
˜˜˜
AX +
˜˜˜
B)(
˜˜˜
CX +
˜˜˜
D)−1,
˜˜˜
C = A+ D˜C, det(
˜˜˜
C) 6= 0.
(16.101)
Очевидно, что D˜ всегда можно выбрать так, что det(
˜˜˜
C) 6= 0. Поэтому
Z−1 ∂
∂XT
Z∗−1 =
˜˜˜
Z−1 ∂
∂
˜˜˜
XT
˜˜˜
Z∗−1 = ˜˜Z−1 ∂
∂ ˜˜XT
˜˜Z∗−1 = Z˜−1 ∂
∂X˜T
Z˜∗−1, (16.102)
что и даст второй инвариант.
16.8.9 Доказательство тождества альтернативности для алгебры октав
Докажем тождество (14.95). В случае PΨA = ηΨXAXX
1
2
η(ΛΨ)
ΘηΘΦ
Υ = η( Λ
ABPΨ )AP
Θ
BηΘCDPΦ
CPΥD =
= (−η( ΛABηΨ )AX + 2η( ΛABηΨ )(AX))XXPΘBηΘCDPΦCPΥD =
= −1
2
gΛΨX
BXY εY BCDPΦ
CPΥD + 1
4
√
2
η( Ψ
K |KηΘΦΥPΘB|PΛ )B =
= −1
2
gΛΨδΦ
Υ + 1
4
√
2
η( Ψ
K |K|ηΛ )ΦΥ,
1
2
η( Λ|Θ|ΥηΨ )ΦΘ = η( ΛABηΨ )CDPΘAPΥBPΦCPΘD =
= (−η( ΛABηΨ )AC + 2η( ΛABηΨ )KK · 18δAC)PΥBPΦC =
= −1
2
gΛΨδΦ
Υ + 1
4
η( Λ
CBηΨ )K
KPΥBPΦC = −12gΛΨδΦΥ + 14√2η( ΨK |K|ηΛ )ΦΥ,
1
2
ηΛΘ
Φη(ΥΨ)
Θ = ηΛ
ABPΘAP
Φ
Bη( Ψ
CDPΥ )CP
Θ
D = ηΛD
Bη( Ψ
CDPΥ )CP
Φ
B =
= ηΛD
B(−η( ΨCDηΥ )CXXX + 14P( ΨDηΥ )KK)PΦB = −12gΥΨδΛΦ + 14√2ηΛ( ΨΦηΥ )KK ,
1
2
ηΛ( Ψ
Θη|Θ|Υ )Φ = ηΛABP( Ψ|APΘBηΘ|CDPΥ )CPΦD = ηΛABP( Ψ|A|PΥ )CεXBCDXXPΦD =
= (ηΛ
CDXA − ηΛXBXXεABCD)P( Ψ|A|PΥ )CPΦD = −12gΥΨδΛΦ + 14√2ηΛ( ΨΦηΥ )KK .
(16.103)
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16.8.10 Доказательство центрального тождества Муфанг
Докажем тождество (14.96). Отметим, что rΦηΦΘΩ и ηΩΥΓrΥ являются ортогональными
преобразованиями.
rΦηΦΘ
ΩηΛΨ
ΘηΩΥ
ΓrΥ = rΦηΦΛ
ΘηΘΩ
ΓηΨΥ
ΩrΥ,
rΦηΦΛ
ΘηΘ∆
Γ = rΦηΦΘ
ΩηΛΨ
ΘηΩΥ
ΓrΥηΨΞ∆r
Ξ.
(16.104)
Поскольку rΛ = ηΛABXAY B = PΛBY B, то
RS
QPΘQηΘ
CD = RB
K︸︷︷︸
[=εBKMNXMYN ]
PΛSηΛ
AB︸ ︷︷ ︸
[=XP εPSAB ]
PΩKηΩ
V DYV︸ ︷︷ ︸
[=εKLDVXLYV ]
PΨAηΨ
Y CYY︸ ︷︷ ︸
[εAXCYXXYY ]
,
XXYY εS
QXY εRQ
CDXR = εB
KMNXMYNX
P εPS
ABεK
LDVXLYV εA
XCYXXYY .
(16.105)
1. Правая часть.
εB
KMNXMYNX
P εPS
ABεK
LDVXLYV εA
XCYXXYY =
= XP εPS
ABεA
XCYXXYY εB
KMNXMYNεK
LDVXLYV =
= XP εPS
ABεA
XCYXXYY (−εKMNB + δBMεKN)XMYNεKLDVXLYV =
= XP εPS
ABεA
XCYXXYY (−εDVNBYV YN + εNLDVXBYNYVXL) =
= XP (εPSε
AB + δP
AδS
B − δPBδSA − εBSAP )εAXCYXXYY
(−Y DYB + δBD +XLY LY DXB −XDXB) =
= (XSεBXCYXXYY + δS
BY C −XBεSXCYXXYY − εBSCY YY )
(−Y DYB + δBD +XLY LY DXB −XDXB) =
= −XSY DXXYBYY εBXCY +XSεDXCY YYXX +XSY LXLY DXBεBXCYXXYY−
−XSXDXBεBXCYXXYY − Y CY DYS + Y CδSD + Y CY DXSXLY L − Y CXDXS+
+XBεS
XCYXXYY Y
DYB −XDεSXCYXXYY − Y LXLY DXBXBεSXCYXXYY +
+XBXBX
DεS
XCYXXYY + Y
DYBε
B
S
CY YY − εDSCY YY−
−Y LXLY DXBεBSCY YY +XDXBεBSCY YY =
= −XSY DXX(Y XY C︸ ︷︷ ︸
1
−εCX) +XSεDXCY YYXX +XSY CY DY LXL︸ ︷︷ ︸
2
−
−XSXDY C︸ ︷︷ ︸
3
−Y CY DYS︸ ︷︷ ︸
4
+YCδS
D + Y CY DXSXLY
L︸ ︷︷ ︸
1
−Y CXDXS+
+XBYBY
DεS
XCYXXYY︸ ︷︷ ︸
2
−XDεSXCYXXYY︸ ︷︷ ︸
3
− 2XLYLY DεSXCYXXYY︸ ︷︷ ︸
2
+
+2XDεS
XCYXXYY︸ ︷︷ ︸
3
+Y D(YSY
C︸ ︷︷ ︸
4
−δSC)− εDSCY YY−
−Y LXLY DXBεBSCY YY︸ ︷︷ ︸
1
+XDXBε
B
S
CY YY︸ ︷︷ ︸
3
=
= XSε
DXCY YYXX +XSY
DXC −XSXDY C − εDSCY YY + Y CδSD − Y DδSC =
= XSε
CDXY YYXX − εCDSY YY .
(16.106)
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2. Левая часть.
XXYY εS
QXY εRQ
CDXR = (δS
XεQY − εXQSY )εRQCDXRXXYY =
= XSY
QXRεRQ
CD − εSY CDYY .
(16.107)
Это прямое доказательство. Более простое доказательство основано на формуле (10.1,
случай 2).
16.8.11 Доказательство тождеств для оператора A для n=8
Докажем тождество (14.99).
1. Во-первых.
ηΛ
KAηΨK
BηΛLCη
ΨL
D = εLC
KAεK
BL
D =
= (εLCε
KA − δLAδCK + εKLCA)(δKBδDL − εKDεBL + εKLDB) =
= εCDε
AB − δDAδCB + εBDCA − δDAδCB + εCDεAB − εDBCA+
+εACD
B − εCADB + 4εCADB = 2(εCDεAB + δCAδDB − δDAδCB).
(16.108)
2. Во-вторых.
ηΛ
KAηΨK
BηΛCLη
Ψ
D
L = εCL
KAεK
B
D
L = (δC
KδL
A − εKLCA)(εKDεBL − εKLDB) =
= εCDε
AB − εDBCA − εCADB + 4εCADB = εCDεAB + 2εCADB.
(16.109)
3. В-третьих.
На основании тождества (8.27)
ηΛ
ABηΨADη
ΩCDηΘCB = 2(gΛΨg
ΩΘ + δΛ
ΘδΨ
Ω − δΨΘδΛΩ), (16.110)
тогда получим
η[ Λ
C |A|ηΨ ]CBηΥKAηΩKB = 4gΥ[ ΛgΨ ]Ω,
η[ Λ
C |A|ηΨ ]CBηΥAKηΩBK = 4gΥ[ ΛgΨ ]Ω + 8η[ ΥgΩ ][ ΛηΨ ],
η[ Λ|A|CηΨ ]BCηΥAKηΩBK = 4gΥ[ ΛgΨ ]Ω,
η[ Λ|A|CηΨ ]BCηΥKAηΩKB = 4gΥ[ ΛgΨ ]Ω + 8η[ ΥgΩ ][ ΛηΨ ].
(16.111)
При этом
η[ Λ
C |A|ηΨ ]CBηΥKAηΩKB = 8gΥ[ ΛgΨ ]Ω + ηΥCAη[ Ψ|CB|ηΛ ]KBηΩKA =
= 8gΥ[ ΛgΨ ]Ω + (η[ Λ
BKηΨ ]BC + 2η[ Λ
K |C|ηΨ ])(η[ Υ|A|CηΩ ]AK + 2η[ Ω|K|CηΥ ]) =
= 8gΥ[ ΛgΨ ]Ω − η[ ΛC |A|ηΨ ]CBηΥKAηΩKB − 2η[ ΨK |C|ηΛ ]η[ Υ|A|CηΩ ]AK+
+2η[ Ω|K|CηΥ ]η[ ΛBKηΨ ]BC − 16η[ ΛgΨ ][ ΩηΥ ].
(16.112)
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17 Добавление
Рассмотрим вложение R4(1,3) ⊂ C4 с операторами 5
H¯i
Λ′ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −i
 , H
i
Λ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −i
 , SΛ
Λ′ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 . (17.1)
Для значений комплексных операторов из алгоритма 14.1 метрика имеет вид
gΛΨ =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 , gij =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
 . (17.2)
Тогда определение (14.182) станет таким
(P ∗K)i
A := 1+i
4

0 p1 − p2
0 1− p1p2
p1 − p2 0
i(1− p1p2) 0
 , (PK)
i
A :=
1−i
4

0 p1 − p2
0 1− p1p2
p1 − p2 0
−i(1− p1p2) 0
 .
(17.3)
Посколькуxi := (P2)iA(X2)A + (P3)iA(X3)A то из (6.33), (14.84) и следствия (8.3) сле-
дует, что (XK)A := xi(P ∗K)iA, (X∗K)A := xi(PK)iA, а из (6.33), (14.84), следствия (8.3)
и соотношения (MK)iA(MK)iA = 0, (M∗K)iA(M∗K)iA = 0 (смотри (14.181)) следует, что
(X∗2 )C = (P2)
i
C(P3)iB(X3)
B. Поэтому мы можем построить взаимно однозначное соответ-
ствие (a, b, ... = 1, 4)
xi · ((P ∗2 )iA, (P ∗3 )iB)︸ ︷︷ ︸
:=Pia
= ((X2)
A, (X3)
B)︸ ︷︷ ︸
:=Xa
, xi · ((P2)iA, (P3)iB)︸ ︷︷ ︸
:=Pia
= ((X∗2 )A, (X
∗
3 )B)︸ ︷︷ ︸
:=Xa
. (17.4)
5Этот пример не вошел в опубликованную статью.
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Тогда на спин-парах Xa = ((X2)A, (X3)B) индуцируется метрика и инволюция вида
εab =
 0 (P2)iA(P3)iB
(P3)
i
C(P2)iD 0
 =

0 0 −i 0
0 0 0 i
−i 0 0 0
0 i 0 0
 ,
Sa
b′ =
 (P2)iA(P¯ ∗2 )iC′ (P2)iA(P¯ ∗3 )iD′
(P3)
i
B(P¯
∗
2 )i
C′ (P3)
i
A(P¯
∗
3 )i
D′
 =

0 0 i 0
0 −i 0 0
i 0 0 0
0 0 0 −i
 .
(17.5)
Поэтому возможно построить на спин-парах лиевские аналоги
Lx(Y )
a = xi∇iY a − P jbY bPia∇jxi, LX(Y )a = Xc∇cY a − Y c∇cXa. (17.6)
Заметим, что разложение xi := (P2)iA(X2)A + (P3)iA(X3)A является разложением по двум
изотропным векторам. А для таких векторов лиевские аналоги были построены в [22, т.
2, с. 127].
Ограниченное преобразование Лоренца переводит вектор xi в вектор x˜i. Это инду-
цирует спинорные преобразования (XK)A 7−→ (X˜K)A. Они воздействуют на оператор
(P ∗K)i
A, (PK)
i
A, или более точно, на управляющий спинор X
˜˜A из определения (11.59). В
свою очередь, это индуцирует преобразования на спин-парах Xa = ((X2)A, (X3)B) 7−→ X˜a.
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