ABSTRACT
different classification techniques have been proposed such as hierarchical classifier based on K Nearest Neighbors (KNN) and SVM for feature extracted from orientation field and complex filter [5] and convolutional Neural Network was used for classification [6] as well as Fuzzy C-Means (FCM) and Naive Bayes classifier demonstrated for classification fingerprint into 4 classes [7] .
In this paper, an efficient method for classification with low time consuming and high accuracy is investigated, uncomplicated but robust against noise based on extracting feature that consists of a directional block percentage of an image and location and number of accurate singular points. We use SVM as a classifier for classification and comparing it with KNN classifier.
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The paper is regulated as follows. Section 2 introduces the proposed method. Section 3, 4, 5 features will be extracted, then section 5 presents classifier that was applied, Section 6 displays the experimental result for two databases, finally conclusions is carried out based on result. 
THE PROPOSED METHOD
The basic idea of the proposed method is to extract a sufficient feature to improve time performance and to provide high accuracy for fingerprint image classification in different quality, and that makes recognition of fingerprint to become more easier in large database. 
DIRECTIONAL FIELD ESTIMATION BY LEAST MEAN SQUARE ALGORITHM.
A generic step in the singular point determination is the orientation field that presents the direction and location of the ridge in the fingerprint image. The gradient-based method was used for calculating orientation θ, through different steps [8] , these are as follows, 1-Compute the gradient ( , ) and ( , ) of each pixel in fingerprint image along the horizontal and vertical direction image based on Sobel Operator that consist of 3×3 gradient filter as follows: -
2-Calculate the orientation ( , ) of × nonoverlapping blocks centering at pixel ( , ) and can be computed as: -
( , ) = ∑ ∑ 2 ( , )
Accordingly,
3-In order to remove broken ridge on the orientation field when gradually varies in the local neighborhood where not genuine singular point appears due to noise, the orientation field is converted to continues vector field to improve accuracy then apply a low pass filter. The continues vector field in the x and y components is given by: -
( , ) = sin(2 ( , ))
4-Smooth the orientation by low pass filter as follows: -
5-Estimate the smoothed orientation field centered at pixel ( , ) to obtain a reliable directional field and can be expressed as: -
Where ′ ∈ {0, 4 ⁄ , 2 ⁄ , } 6-Depending on Eq (10) , calculate the directional block percentage (DBP) for approximation value of ′ for range 0 , 4 ⁄ , 2 ⁄ , and by division to where indicates the number of blocks within the ′ over that represents the total number of the fingerprint blocks in the orientation field and can be expressed as [9] :-
After that combine all percentages for all ′ to generate feature vector that will be used later in classification. 
MODIFIED SINGULAR POINT DETECTION
A Poincare index algorithm is a well-Known method for localizing singular point that includes core and delta point. The Poincare Index (PI) was computed around the closed curved that travels across the counterclockwise route. The value of PI was calculated as the collect of the difference between each two orientation within the curve and can be found at [10] :-
The PI for core point is 0.5 but for delta is -0.5, furthermore postprocessing has been used to avoid spurious singular point in the region of scares, crease, blurred prints and other area that affected by noise and to obtain perfect and stable core and delta point, therefore this method should be modified as follows [11] :
1-If the distance between two singular points less than 8 pixels, then all of them should be eliminated. 2-In that case, N cores or deltas point occurs in the small circular region, then resolve this by averaging cores and deltas. 
CLASSIFICATION VECTOR
The classification vector consists of a directional block percentage for 4 directions, the position, number of core and delta in fingerprint images as given in table 1. 
SVM CLASSIFIER
SVM is a supervised training technique that originated from statistical learning theory. SVM performs a good classification via optimal hyperplane determination in infinite dimensional feature space with a maximal margin to the training point that minimizing generalization error. For nonlinearly separable data point a nonlinear function (. ) which map input features into high dimensional feature space ℋ where the hyperplane classifier applied [12] . For given training data: -
SVM was trained with learning algorithm from optimization theory Lagrange and gives a sensible load through depending on the inner product in terms of the feature vector in the ℋ by shaping them in kernel function K, i.e. K(x, y) = ( ) . ( ).The discriminate function of SVM is given as [13] ,
The SVM determines a saddle point of Lagrange to specify the largest possible margin to the nearest training points. The dual form of the Lagrange is as [13] : -
Where = ±1, = 1, … Is a Lagrange multiplier that satisfy, subject to the approval of,
Where C is a regularization parameter that controls fluctuation and training error. Kernel function that is used in a nonlinear SVM must be symmetric function and should satisfy the Mercer's Theorem, thus, one of the important permissible kernel function is a Gaussian kernel as expressed in following equation [14] ,
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Where is the Gaussian variance, the decision function of SVM described as follows [13] ,
In criteria of fingerprint classification, we use feature vector that contains 14 dimensions which classify fingerprint using a nonlinear binary classification. To distinguish image first discrimination whorl from dataset that contain (Left loop, Arch, Right Loop, Tented arch) then continuously apply SVM in hierarchal manner to separate the remaining fingerprint images as illustrated in figure (7), 
EXPERIMENTAL RESULTS: -
In our work, the nonlinear SVMs classifier was applied according to figure (7) in addition, parameters were chosen as C=1000, = 0.04. The performance of the proposed method is presented by conducting on two databases. All program simulated in MATLAB 2017b
FIRST DATABASE NIST SPECIAL DATABASE 4 (NIST SD4)
NIST Special Database 4 (NIST SD4) be composed of 4000 gray scale images with size 512×512 classified for 5 classes, with 400 images for each class and two images per the same finger, so 500 fingerprints for training and 500 fingerprints for testing were randomly selected, table (2) describes the confusion matrix on NIST SD4. Moreover, the performance evalulatition by using matrices named as precision, sensitivity, specificity, and F-measure which are caluclated from the confucion matrix as follows and it mensioned in figure (8 The result in the table (2) show that SVM allows us to achieve is 94 % accuracy for Whorl, 96% for Arch, 100 % for Tented Arch and 100%, 95% for Left and Right respectively thus total mean accuracy is 97% and average error percentage is 2.2% with average processing time 0.45 second, also figure (8) provides the high ability of a classifier to identify positive and negative label.
SECOND DATABASE FOR 100 PERSONS
we are testing on Second database that contains 1000 fingerprint images for 100 people with size 640×480, each person has 10 images for the same fingerprint image with different orientation, illumination, and quality half of them were used for test and other half for training. This database was classified into 4 classes as Whorl, Left loop, Right loop, Arch. Table ( 3), figure (9) shows the confusion matrix for this database and performance measure for database respectively. (3) we observe that classifier confusion matrix of a database for 1000 images has given an accuracy of 95.67% for Whorl and 100 %, 98%, 98.7 % for Arch, Left, and right respectively i.e. the total average accuracy is 97.6 % with average processing time 0.46 second. Also, when we apply KNN hierarchically as SVM classifier, the result of accuracy as described in table (4) and the overall accuracy of both classifiers as shown in figure (10) . Thus, KNN do not perform good classification by comparing it with SVM for the same databases because of learning and training phase is very fast which cannot be powerful to noise. In can be seen from table (5) that classification efficiency was improved in four and five classes with less processing time due the hierarchal procedure of classification that gives better result.
CONCLUSIONS
In order to facilitate fingerprint recognition for large databases and reduce required processing time, as well as, increase the efficiency , it is necessary to classify fingerprint first, so that our method gives classification that depends on a robust classification vector which contains the percentage of the directional image and accurate singular point, a nonlinear SVM classifier with RBF kernel and KNN classifier was tested on two Database (NIST-SD4) and another database of 100 people , each one has 10 impressions for the same finger. The experimental result shows that classification accuracy for SVM is 97.6% for 5 classes in NIST database and 97.6% for another database for 4 classes while KNN classifier achieve 82% for NIST 80% for 2 nd database. In summary, the algorithm with SVM classifier that used for fingerprint image classification is more suitable and attractive as well as low computation time through classification for four and five classes due to the hierarchal procedure.
