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Properties of the American price function in the
Heston-type models
Damien Lamberton∗
Giulia Terenzi†
Abstract
We study some properties of the American option price in the stochastic volatility Heston model.
We first prove that, if the payoff function is convex and satisfies some regularity assumptions, then
the option value function is increasing with respect to the volatility variable. Then, we focus on
the standard put option and we extend to the Heston model some well known results in the Black
and Scholes world, most by using probabilistic techniques. In particular, we study the exercise
boundary, we prove the strict convexity of the value function in the continuation region, we extend
to this model the early exercise premium formula and we prove a weak form of the smooth fit
property.
Keywords: American options; optimal stopping problem; stochastic volatility.
1 Introduction
The Black and Scholes model (1973) was the starting point of equity dynamics modelling and it is
still widely used as a useful approximation. Nevertheless, it is a well known fact that it disagrees with
reality in a number of significant ways and even one of the authors, F. Black, in 1988 wrote about the
flaws of the model. Indeed, empirical studies show that in the real market the log-return process is not
normally distributed and its distribution is often affected by heavy tail and high peaks. Moreover, the
assumption of a constant volatility turns out to be too rigid to model the real world financial market.
These limitations have called for more sophisticated models which can better reflect the reality
and the fact that volatility should vary randomly is now completely recognized. A large body of
literature was devoted to the so called stochastic volatility models, where the volatility is modelled
by an autonomous stochastic process driven by some additional random noise. In this context, the
celebrated model introduced by S. Heston in 1993 [6] is one of the most widely used stochastic volatility
models in the financial world and it was the starting point for several generalizations.
One of the strengths of the Black and Scholes type models relies in their analytical tractability. A
large number of papers have been devoted to the pricing of European and American options and to
the study of the regularity properties of the price in this framework.
Things become more complicated in the case of stochastic volatility models. Some properties of
European options were studied, for example, in [14] but if we consider American options, as far as we
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know, the existing literature is rather poor. One of the main reference is a paper by Touzi [18], in
which the author studies some properties of a standard American put option in a class of stochastic
volatility models under classical assumptions, such as the uniform ellipticity of the model.
However, the assumptions in [18] are not satisfied by the Heston model because of its degenerate
nature. In fact, the infinitesimal generator associated with the two dimensional diffusion given by the
log-price process and the volatility process is not uniformly elliptic: it degenerates on the boundary
of the domain, that is when the volatility variable vanishes. Therefore, the analytical characterization
of an American option value does not follow from the classical theory of parabolic obstacle problems
(we study this topic in details in [13]) and some of the analytical techniques used in [18] cannot be
directly applied.
This paper is devoted to the study of some properties of the American option price in the Heston
model. Our main aim is to extend some well known results in the Black and Scholes world to the
Heston type stochastic volatility models. We do it mostly by using probabilistic techniques.
In more details, the paper is organized as follows. In Section 2 we recall the model and we set up
our notation. In Section 3, we prove that, if the payoff function is convex and satisfies some regularity
assumptions, the American option value function is increasing with respect to the volatility variable.
This topic was already addressed in [2] with an elegant probabilistic approach, under the assumption
that the coefficients of the model satisfy the well known Feller condition. Here, we prove it without
imposing conditions on the coefficients.
Then, in Section 4 we focus on the standard American put option. We first generalise to the Heston
model the well known notion of critical price or exercise boundary and we study some properties of
this boundary. Then we prove that the American option price is strictly convex in the continuation
region. This result was already proved in [18] for uniformly elliptic stochastic volatility by using
PDE techniques. Here, we extend the result to the degenerate Heston model by using a probabilistic
approach. We also give an explicit formulation of the early exercise premium, that is the difference in
price between an American option and an otherwise identical European option, and we do it by using
results first introduced in [8]. Finally, we provide a weak form of the so called smooth fit property.
The paper ends with an appendix, which is devoted to the proofs of some technical results.
2 The American option price in the Heston model
We recall that in the stochastic volatility Heston model the asset price S and the volatility process Y
evolve under the pricing measure according to the stochastic differential equation system{
dSt
St
= (r − δ)dt +√YtdBt, S0 = s > 0,
dYt = κ(θ − Yt)dt+ σ
√
YtdWt, Y0 = y ≥ 0,
(1)
where B and W denote two correlated Brownian motions with
d〈B,W 〉t = ρdt, ρ ∈ (−1, 1).
Here r > 0 and δ ≥ 0 are respectively the risk free rate of interest and the continuous dividend rate.
The dynamics of Y follows a CIR process with mean reversion rate κ > 0 and long run state θ > 0.
The parameter σ > 0 is called the volatility of the volatility. It is well known that under the so
called Feller condition on the coefficients, that is if 2κθ ≥ σ2, the process Y with starting condition
Y0 = y > 0 remains always positive. On the other hand, if the Feller condition is not satisfied, Y
reaches zero with probability one for any Y0 = y ≥ 0 (see, for example, [1]. Otherwise stated, in this
paper we do not assume that the Feller condition holds: in general, the process Y can vanish.
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We denote by L the infinitesimal generator of the pair (S, Y ), that is the differential operator given
by
L = y
2
(
s2
∂2
∂s2
+ 2sρσ
∂2
∂s∂y
+ σ2
∂2
∂y2
)
+ (r − δ) s ∂
∂s
+ κ(θ − y) ∂
∂y
. (2)
Let (St,s,yu , Y
t,y
u )u∈[t,T ] be the solution of (1) which starts at time t from the position (s, y). When
the initial time is t = 0 and there is no ambiguity, we will often write (Ss,yu , Y
y
u ) or directly (Su, Yu)
instead of (S0,s,yu , Y
0,y
u ). In this framework, the price of an American option with a nice enough payoff
(ϕ(St))t∈[0,T ] and maturity T is given by Pt = P (t, St, Yt), where
P (t, s, y) = sup
τ∈Tt,T
E[e−r(τ−t)ϕ(St,s,yτ )],
Tt,T being the set of the stopping times with values in [t, T ].
It will be useful to consider the log-price process Xt = logSt. In this case, recall that the pair
(X,Y ) evolves according to
dXt =
(
r − δ − Yt2
)
dt+
√
YtdBt, X0 = x = log s ∈ R,
dYt = κ(θ − Yt)dt + σ
√
YtdWt, Y0 = y ≥ 0,
(3)
and has infinitesimal generator given by
L˜ = y
2
(
∂2
∂x2
+ 2ρσ
∂2
∂x∂y
+ σ2
∂2
∂y2
)
+
(
r − δ − y
2
)
∂
∂x
+ κ(θ − y) ∂
∂y
. (4)
Note that L˜ has unbounded coefficients and it is not uniformly elliptic: it degenerates on the boundary
of the definition set O = R× (0,∞), that is when y = 0.
With this change of variables, the American option price function is given by u(t, x, y) = P (t, ex, y),
which can be rewritten as
u(t, x, y) = sup
τ∈Tt,T
E[e−r(τ−t)ψ(Xt,x,yτ )],
where ψ(x) = ϕ(ex).
3 Monotonicity with respect to the volatility
In this section we prove the increasing feature of the option price with respect to the volatility variable
under the assumption that the payoff function ϕ is convex and satisfies some regularity properties.
The same topic was addressed by Touzi in [18] for uniformly elliptic stochastic volatility models and
by Assing et al. [2] for a class of models which includes the Heston model when the Feller condition
is satisfied.
For convenience we pass to the logarithm in the s−variable and we study the monotonicity of the
function u. Note that the convexity assumption on the payoff function ϕ ∈ C2(R) corresponds to the
condition ψ′′ − ψ′ ≥ 0 for the function ψ(x) = ϕ(ex).
Let us recall some standard notation. For γ > 0 we introduce the following weighted Sobolev
spaces
L2(R, e−γ|x|) =
{
u : R→ R : ‖u‖22 =
∫
u2(x)e−γ|x|dx <∞
}
,
W 1,2(R, e−γ|x|) =
{
u ∈ L2(R, e−γ|x|) : ∂u
∂x
∈ L2(R, e−γ|x|)
}
,
3
W 2,2(R, e−γ|x|) =
{
u ∈ L2(R, e−γ|x|) : ∂u
∂x
,
∂2u
∂x2
∈ L2(R, e−γ|x|)
}
.
Theorem 3.1. Let ψ be a bounded function such that ψ ∈ W 2,2(R, e−γ|x|) ∩ C2(R) and ψ′′ − ψ′ ≥ 0.
Then the value function u is nondecreasing with respect to the volatility variable.
In order to prove Theorem 3.1, let us consider a smooth approximation fn ∈ C∞(R) of the
function f(y) =
√
y+, such that fn has bounded derivatives, 1/n ≤ fn ≤ n, fn(y) is increasing in y,
f2n is Lipschitz continuous uniformly in n and fn → f locally uniformly as n→∞.
Then, we consider the sequence of SDEs
dX
n
t =
(
r − δ − f2n(Y nt )2
)
dt + fn(Y
n
t )dBt, X
n
0 = x,
dY nt = κ
(
θ − f2n(Y nt )
)
dt+ σfn(Y
n
t )dWt, Y
n
0 = y.
(5)
Note that, for every n ∈ N, the diffusion matrix an(y) = 12Σn(y)Σn(y)t, where
Σn(y) =
( √
1− ρ2fn(y) ρfn(y)
0 σfn(y)
)
,
is uniformly elliptic. For any fixed n ∈ N the infinitesimal generator of the diffusion (Xn, Y n) is given
by
L˜n = f
2
n(y)
2
(
∂2
∂x2
+ 2ρσ
∂2
∂x∂y
+ σ2
∂2
∂y2
)
+
(
r − δ − f
2
n(y)
2
)
∂
∂x
+ κ
(
θ − f2n(y)
) ∂
∂y
and it is uniformly elliptic with bounded coefficients.
We will need the following result.
Lemma 3.2. For any λ > 0, we have
lim
n→∞P
(
sup
t∈[0,T ]
|Xnt −Xt| ≥ λ
)
= 0 (6)
and
lim
n→∞P
(
sup
t∈[0,T ]
|Y nt − Yt| ≥ λ
)
= 0. (7)
The proof is inspired by the proof of uniqueness of the solution for the CIR process (see [7, Section
IV.3]). We postpone it to the Appendix.
From now on, let us set Ex,y[·] = E[·|(X0, Y0) = (x, y)]. For every n ∈ N, we consider the American
value function with payoff ψ and underlying diffusion (Xn, Y n), that is
un(t, x, y) = sup
τ∈T0,T−t
Ex,y
[
e−rτψ(Xnτ )
]
, (t, x, y) ∈ [0, T ] × R× [0,∞).
We prove that un is actually an approximation of the function u, at least for bounded continuous
payoff functions.
Proposition 3.3. Let ψ be a bounded continuous function. Then,
lim
n→∞ |u
n(t, x, y)− u(t, x, y)| = 0, (t, x, y) ∈ [0, T ]× R× [0,∞).
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Proof. For any λ > 0,
∣∣∣∣ sup
τ∈T0,T−t
Ex,y
[
e−rτψ(Xnτ )
]− sup
τ∈T0,T−t
Ex,y
[
e−rτψ(Xτ )
] ∣∣∣∣
≤ sup
τ∈T0,T−t
∣∣∣∣Ex,y [e−rτ (ψ(Xnτ )− ψ(Xτ ))]
∣∣∣∣
≤ Ex,y
[
sup
t∈[0,T ]
|ψ(Xnt )− ψ(Xt)|
]
≤ Ex,y
[
sup
t∈[0,T ]
|ψ(Xnt )− ψ(Xt)|1{|Xnt −Xt|≤λ}
]
+ 2‖ψ‖∞P
(
sup
t∈[0,T ]
|Xnt −Xt| > λ
)
.
Then the assertion easily follows using (6) and the arbitrariness of λ.
We can now prove that, for every n ∈ N, the approximated price function un is nondecreasing with
respect to the volatility variable.
Proposition 3.4. Assume that ψ ∈ W 2,2(R, e−γ|x|dx) ∩ C2(R) and ψ′′ − ψ′ ≥ 0. Then ∂un∂y ≥ 0 for
every n ∈ N.
Proof. Fix n ∈ N. We know from the classical theory of variational inequalities that un is the unique
solution of the associated variational inequality (see, for example, [9]). Moreover, un is the limit of
the solutions of a sequence of penalized problems. In particular, consider a family of penalty functions
ζε : R → R such that, for each ε > 0, ζε is a C2, nondecreasing and concave function with bounded
derivatives, satisfying ζε(u) = 0, for u ≥ ε and ζε(0) = b, where b is such that A˜nψ ≥ b with the
notation A˜n = L˜n− r (see the proof of Theorem 3 in [12]). Then, there exists a sequence (unε )ε>0 such
that limε→0 unε = un in the sense of distributions and, for every ε > 0,{
−∂unε∂t −Anunε + ζε(unε − ψ) = 0,
unε (T ) = ψ(T ).
In order to simplify the notation, hereafter in this proof we denote by u the function unε .
Recall that, from the classical theory of parabolic semilinear equations, since ψ ∈ C2(R) we have
that u ∈ C2,4([0, T ),R × (0,∞)) (here we refer, for example, to [11, Chapter VI]). Set now u¯ = ∂u∂y .
Differentiating the equation satisfied by un, since ψ does not depend on y, we get that u¯ satisfies
−
∂u¯
∂t − A¯nu¯ = fn(y)f ′n(y)
(
∂2u
∂x2
− ∂u∂x
)
,
u¯(T ) = 0,
where
A¯n = f
2
n(y)
2
(
∂2
∂x2
+ 2ρσ
∂2
∂x∂y
+ σ2
∂2
∂y2
)
+
(
r − δ − f
2
n(y)
2
+ 2ρσfn(y)f
′
n(y)
)
∂
∂x
+
(
κ
(
θ − f2n(y)
)
+ σ2fn(y)f
′
n(y)
) ∂
∂y
− 2κfn(y)f ′n(y) + ζ ′ε(unε − ψ)− (r − δ).
By using the Comparison principle, we deduce that, if fn(y)f
′
n(y)
(
∂2u
∂x2 − ∂u∂x
)
≥ 0, then u¯ ≥ 0 and
the assertion follows letting ε tend to 0.
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Since fn is positive and nondecreasing, it is enough to prove that
∂2u
∂x2
− ∂u∂x ≥ 0. We write the
equations satisfied by u′ = ∂u∂x and u
′′ = ∂
2u
∂x2
. We have
{
−∂u′∂t − A˜nu′ + ζ ′ε(u− ψ)(u′ − ψ′) = 0,
u(T ) = ψ,
(8)
and {
−∂u′′∂t − A˜nu′′ + ζ ′′ε (u− ψ)(u′ − ψ′)2 + ζ ′ε(u− ψ)(u′′ − ψ′′) = 0,
u′′(T ) = ψ′′.
(9)
Using (8) and (9), we get that u′′ − u′ satisfies{
−∂(u′′−u′)∂t −An(u′′ − u′) + ζ ′ε(u− ψ)(u′′ − u′) = ζ ′ε(u− ψ)(ψ′′ − ψ′)− ζ ′′ε (u− ψ)(u′ − ψ′)2,
u′′(T )− u′(T ) = ψ′′ − ψ′. (10)
Recall that ψ′′ − ψ′ ≥ 0 by assumption and that ζε is increasing and concave. Then,
ζ ′ε(u− ψ)(ψ′′ − ψ′)− ζ ′′ε (u− ψ)(u′ − ψ′)2 ≥ 0, u′′(T )− u′(T ) = ψ′′ − ψ′ ≥ 0,
hence, by using again the Comparison principle, we deduce that u′′ − u′ ≥ 0 which concludes the
proof.
The proof of Theorem 3.1 is now almost immediate.
Proof of Theorem 3.1. Thanks to Proposition 3.4, the function un is increasing in the y variable for
all n ∈ N. Then, the assertion follows by using Proposition 3.3.
4 The American put price
From now on we focus our attention on the standard put option with strike price K and maturity T ,
that is we fix ϕ(s) = (K − s)+ and we study the properties of the function
P (t, s, y) = sup
τ∈Tt,T
E[e−r(τ−t)(K − St,s,yτ )+]. (11)
The following result easily follows from (11).
Proposition 4.1. The price function P satisfies:
1. (t, s, y) 7→ P (t, s, y) is continuous and positive;
2. t 7→ P (t, s, y) is nonincreasing;
3. y 7→ P (t, s, y) is nondecreasing;
4. s 7→ P (t, s, y) is nonincreasing and convex.
Proof. The proofs of 1. and 2. are classical and straightforward. As regards 3., we note that ϕ is convex
and the function ψ(x) = (K−ex)+ belongs to the spaceW 1,2(R, e−γ|x|) for a γ > 1 but it is not regular
enough to apply Proposition 3.1. However, we can use an approximation procedure. Indeed, thanks
to density results and [9, Lemma 3.3], we can approximate the function ψ with a sequence of functions
ψn ∈ W 2,2(R, e−γ|x|) ∩ C2(R) such that ψ′′n − ψ′n ≥ 0, so the assertion easily follows passing to the
limit. 4. follows from the fact that ϕ(s) = (K − s)+ is nonincreasing and convex.
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Moreover, thanks to the Lipschitz continuity of the payoff function, we have the following result.
Proposition 4.2. The function x 7→ u(t, x, y) is Lipschitz continuous while the function y 7→ u(t, x, y)
is Holder continuous. If 2κθ ≥ σ2 the function y 7→ u(t, x, y) is locally Lipschitz continuous on (0,∞).
Proof. It is easy to prove that, for every fixed t ≥ 0 and y, y′ ≥ 0 with y ≥ y′,
E
[
Y yt − Y y
′
t
]
≤ y − y′. (12)
Moreover, recall that Y˙ yt ≥ 0, so that Y yt ≥ Y y
′
t (see [16, Chapter 9,Theorem 3.7]). Therefore, (12)
can be rewritten as
E
[
|Y yt − Y y
′
t |
]
≤ |y − y′|. (13)
Then, for (x, y), (x′, y′) ∈ R× [0,∞) we have
|u(t, x, y) − u(t, x′, y′)| =
∣∣∣∣∣ supτ∈Tt,T E[e
−r(τ−t)(K − eXt,x,yτ )+]− sup
τ∈Tt,T
E[e−r(τ−t)(K − eXt,x
′,y′
τ )+]
∣∣∣∣∣
≤ sup
τ∈Tt,T
∣∣∣∣E[e−r(τ−t)(K − eXt,x,yτ )+ − e−r(τ−t)(K − eXt,x′,y′τ )+]
∣∣∣∣
≤ CE
[
sup
u∈[t,T ]
|Xt,x,yu −Xt,x
′,y′
u |
]
≤ C
(
|x− x′|+
∫ T
t
E[|Y t,yu − Y t,y
′
y |]du+ E
[
sup
s∈[t,T ]
∣∣∣∣
∫ s
t
(
√
Y t,yu −
√
Y t,y
′
u )dWu
∣∣∣∣
])
≤ C

|x− x′|+ ∫ T
t
E[|Y t,yu − Y t,y
′
y |]du+

E
[
sup
s∈[t,T ]
∣∣∣∣
∫ s
t
(
√
Y t,yu −
√
Y t,y
′
u )dWu
∣∣∣∣
]2
1
2


≤ C

|x− x′|+ ∫ T
t
E[|Y t,yu − Y t,y
′
u |]du+
(
E
[∫ T
t
|Y t,yu − Y t,y
′
u |du
]) 1
2


≤ CT (|x− x′|+
√
|y − y′|).
Now, recall that, if 2κθ ≥ σ2, the volatility process Y is strictly positive so we can apply Itoˆ’s Lemma
to the square root function and the process Yt in the open set (0,∞). We get
√
Y yt =
√
y +
∫ t
0
1
2
√
Y yu
dY yu −
1
2
∫ t
0
1
4(Y yu )
3
2
σ2Y yu du
=
√
y +
(
κθ
2
− σ
2
8
)∫ t
0
1√
Y yu
du− κ
2
∫ t
0
√
Y yu du+
σ
2
Wt.
As already proved in [14], differentiating with respect to y, one has
Y˙ yt
2
√
Y yt
=
1
2
√
y
+
(
κθ
2
− σ
2
8
)∫ t
0
−
˙Y yu
2(Y yu )
3
2
du− κ
2
∫ t
0
˙Y yu
2
√
Y yu
du ≤ 1
2
√
y
, a.s. (14)
since κθ ≥ σ2/2 ≥ σ2/4 and Y yt > 0, Y˙ yt ≥ 0.
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Therefore, let us consider y, y′ ≥ a. Repeating the same calculations as before
|u(t, x, y) − u(t, x, y′)|
≤ C

∫ T
t
E[|Y t,yu − Y t,y
′
u |]du+

E
[
sup
s∈[t,T ]
∣∣∣∣
∫ s
t
(
√
Y t,yu −
√
Y t,y
′
u )dWu
∣∣∣∣
]2
1
2


≤ C

∫ T
t
E[|Y t,yu − Y t,y
′
u |]du+
(
E
[∫ T
t
(
√
Y t,yu −
√
Y t,y
′
u )
2du
]) 1
2


= C


∫ T
t
E[|Y t,ys − Y t,y
′
s |]du+

E

∫ T
t
du

∫ y′
y
Y˙ t,wu
2
√
Y t,wu
dw


2




1
2


≤ CT

|y − y′|+
(
E
[∫ T
t
(
1
2
√
a
|y − y′|
)2
du
]) 1
2


≤ CT |y − y′|,
which completes the proof.
Remark 4.3. Studying the properties of the put price also clarifies the behaviour of the call price since
it is straightforward to extend to the Heston model the symmetry relation between call and put prices.
In fact, let us highlight the dependence of the prices with respect to the parameters K, r, δ, ρ, that is let
us write
P (t, x, y;K, r, δ, ρ) = sup
τ∈Tt,T
E[e−r(τ−t)(K − St,s,yτ )+],
for the put option price and
C(t, s, y;K, r, δ, ρ) = sup
τ∈Tt,T
E[e−r(τ−t)(St,s,yτ −K)+],
for the call option. Then, we have C(t, s, y;K, r, δ, ρ) = P (t,K, y;x, δ, r,−ρ).
In fact, for every τ ∈ Tt,T , we have
Ee−r(τ−t)
(
se
∫ τ
t
(
r−δ−Y
t,y
s
2
)
ds+
∫ τ
t
√
Y t,ys dBs −K
)
+
= Ee−δ(τ−t)e
∫ τ
t
√
Y t,ys dBs−
∫ τ
t
Y
t,y
s
2
ds
(
x−Ke
∫ τ
t
(
δ−r+Y
t,y
s
2
)
ds−
∫ τ
t
dBs
)
+
= Ee−δ(τ−t)e
∫ T
t
√
Y t,ys dBs−
∫ T
t
Y
t,y
s
2
ds
(
x−Ke
∫ τ
t
(
δ−r+Y
t,y
s
2
)
ds−
∫ τ
t
√
Y t,ys dBs
)
+
,
where the last equality follows from the fact that (e
∫ s
t
√
Y t,ys dBs−
∫ s
t
Y
t,y
s
2
ds)s∈[t,T ] is a martingale. Then,
note that the process Bˆt = Bt −
√
Y t,yt t is a Brownian motion under the probability measure Pˆ which
has density dPˆ/dP = e
∫ T
t
√
Y t,ys dBs−
∫ T
t
Y
t,y
s
2
ds. Therefore
Ee−r(τ−t)
(
se
∫ τ
t
(
r−δ−Y
t,y
s
2
)
ds+
∫ τ
t
√
Y t,ys dBs −K
)
+
= Eˆe−δ(τ−t)
(
x−Ke
∫ τ
t
(
δ−r−Y
t,y
s
2
)
ds−
∫ τ
t
√
Y t,ys dBs
)
+
.
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Under the probability Pˆ, the process (−Bˆ,W ) is a Brownian motion with correlation coefficient −ρ so
that the assertion follows.
4.1 The exercise boundary
Let us introduce the so called continuation region
C = {(t, s, y) ∈ [0, T )× (0,∞) × [0,∞) : P (t, s, y) > ϕ(s)}
and its complement, the exercise region
E = Cc = {(t, s, y) ∈ [0, T ) × (0,∞)× [0,∞) : P (t, s, y) = ϕ(s)}.
Note that, since P and ϕ are both continuous, C is an (relative) open set while E is a closed set.
Generalizing the standard definition given in the Black and Scholes type models, we consider the
critical exercise price or free exercise boundary, defined as
b(t, y) = inf{s > 0|P (t, s, y) > (K − s)+}, (t, y) ∈ [0, T )× [0,∞).
We have P (t, s, y) = ϕ(s) for s ∈ [0, b(t, y)) and also for s = b(t, y), due to the continuity of P and ϕ.
Note also that, since P > 0, we have b(t, y) ∈ [0,K). Moreover, since P is convex, we can write
C = {(t, s, y) ∈ [0, T ) × (0,∞) × [0,∞) : s > b(t, y)}
and
E = {(t, s, y) ∈ [0, T ) × (0,∞)× [0,∞) : s ≤ b(t, y)}.
We now study some properties of the free boundary b : [0, T ) × [0,∞) → [0,K). First of all, we
have the following simple result.
Proposition 4.4. We have:
1. for every fixed y ∈ [0,∞), the function t 7→ b(t, y) is nondecreasing and right continuous;
2. for every fixed t ∈ [0, T ), the function y 7→ b(t, y) is nonincreasing and left continuous.
Proof. 1. Recalling that the map t 7→ P (t, s, y) is nonincreasing, we directly deduce that t 7→ b(t, y) is
nondecreasing. Then, fix t ∈ [0, T ) and let (tn)n≥1 be a decreasing sequence such that limn→∞ tn = t.
The sequence (b(tn, y))n is nondecreasing so that limn→∞ b(tn, y) exists and we have limn→∞ b(tn, y) ≥
b(t, y). On the other hand, we have
P (tn, b(tn, y), y) = ϕ(b(tn, y)) n ≥ 1,
and, by the continuity of P and ϕ,
P (t, lim
n→∞ b(tn, y), y) = ϕ( limn→∞ b(tn, y)).
We deduce by the definition of b that limn→∞ b(tn, y) ≤ b(t, y) which concludes the proof.
2. The second assertion can be proved with the same arguments, this time recalling that y 7→
P (t, s, y) is a nondecreasing function.
Recall that b(t, y) ∈ [0,K). Indeed, we can prove the positivity of the function.
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Proposition 4.5. We have b(t, y) > 0 for every (t, y) ∈ [0, T ) × [0,∞).
Proof. Without loss of generality we can assume that 0 < t < T , since T is arbitrary and the put
price is a function of T − t. Suppose that b(t∗, y∗) = 0 for some (t∗, y∗) ∈ (0, T ) × [0,∞). Since
b(t, y) ≥ 0, t 7→ b(t, y) is nondecreasing and y 7→ b(t, y) is nonincreasing, we have b(t, y) = 0 for
(t, y) ∈ (0, t∗)× (y∗,∞), so that
P (t, s, y) > ϕ(s), (t, s, y) ∈ (0, t∗)× (0,∞)× (y∗,∞).
To simplify the calculations, we pass to the logarithm in the space variable and we consider the
functions u(t, x, y) = P (t, ex, y) and ψ(x) = ϕ(ex). We have u(t, x, y) > ψ(x) and
(∂t + L˜ − r)u = 0 on (0, t∗)× R× (y∗,∞),
where L˜ was defined in (4). Since t 7→ u(t, x, y) is nondecreasing, we deduce that, for t ∈ (0, t∗),
(L˜ − r)u = −∂tu ≥ 0 in the sense of distributions. Therefore, for any nonnegative and C∞ test
functions θ, φ and ζ which have support respectively in (0, t∗), (−∞,∞) and (y∗,∞), we have
∫ t∗
0
θ(t)dt
∫ ∞
−∞
dx
∫ ∞
y∗
L˜u(t, x, y)φ(x)ζ(y)dy ≥ r
∫ t∗
0
θ(t)dt
∫ ∞
−∞
dx
∫ ∞
y∗
(K − ex)φ(x)ζ(y)dy,
or equivalently, by the continuity of the integrands in t,∫ ∞
−∞
dx
∫ ∞
y∗
L˜u(t, x, y)φ(x)ζ(y)dy ≥ r
∫ ∞
−∞
dx
∫ ∞
y∗
(K − ex)φ(x)ζ(y)dy. (15)
Let χ1 and χ2 be two nonnegative C
∞ functions such that suppχ1 ⊆ [−1, 0], suppχ2 ⊆ [0, 1] and∫
χ1(x)dx =
∫
χ2(x)dx = 1. Let us apply (15) with φ(x) = λχ1(λx) and ζ(y) =
√
λχ2(
√
λ(y − y∗)),
with λ > 0. We will prove in a moment that
lim sup
λ↓0
∫ ∞
−∞
dx
∫ ∞
y∗
L˜u(t, x, y)λχ1(λx)
√
λχ2(
√
λ(y − y∗))dy ≤ 0 (16)
and
lim
λ↓0
r
∫ ∞
−∞
dx
∫ ∞
y∗
(K − ex)λχ1(λx)
√
λχ2(
√
λ(y − y∗))dy = rK > 0, (17)
which contradicts (15), concluding the proof.
As regards (17), we have
r
∫ ∞
−∞
dx
∫ ∞
y∗
(K − ex)λχ1(λx)
√
λχ2(
√
λ(y − y∗))dy = rK − r
∫ ∞
−∞
e
x
λχ1(x)dx.
Since suppχ1 ⊂ [−1, 0], limλ→0
∫
e
x
λχ1(x)dx = 0, so that
lim
λ→0
r
∫
R
dx
∫ y∗
−∞
(K − ex)φ(x)ζ(y)dy = rK > 0. (18)
Concerning (16), we can write∫ +∞
−∞
dx
∫ ∞
y∗
L˜u(t, x, y)φ(x)ζ(y)dy
=
∫ +∞
−∞
dx
∫ ∞
y∗
L˜0u(t, x, y)φ(x)ζ(y)dy −
∫ +∞
−∞
dx
∫ ∞
y∗
Ky
∂
∂y
u(t, x, y)φ(x)ζ(y)dy,
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where
L˜0 = y
2
(
∂2
∂x2
+ 2ρσ
∂2
∂x∂y
+ σ2
∂2
∂y2
)
+
(
r − δ − y
2
)
∂
∂x
+ κθ
∂
∂y
.
We can easily prove that limλ↓0
∫+∞
−∞ dx
∫∞
y∗ L˜0u(t, x, y)φ(x)ζ(y)dy = 0. For example, integrating by
parts two times, we have
∫ +∞
−∞
dx
∫ ∞
y∗
y
2
σ2
∂2
∂y2
u(t, x, y)λχ1(λx)
√
λχ2(
√
λ(y − y∗))dy
= −
∫ +∞
−∞
dx
∫ ∞
y∗
σ2
2
∂
∂y
u(t, x, y)λχ1(λx)
(√
λχ2(
√
λ(y − y∗)) + yλχ′2(
√
λ(y − y∗))
)
dy
=
∫ +∞
−∞
dx
∫ ∞
y∗
σ2
2
u(t, x, y)
(
2λχ1(λx)λχ
′
2(
√
λ(y − y∗))
)
dy
=
√
λσ2
∫ +∞
−∞
dx
∫ ∞
0
u
(
t,
x
λ
,
y√
λ
+ y∗
)
χ1(x)
(
λχ′2(y) +
1
2
λ
3
2
(
y +
√
λy∗
)
χ′′2(y)
)
dy
which tends to 0 as λ goes to 0 since u is bounded. The other terms in L˜0 can be treated with similar
arguments. On the other hand, we have
−
∫ +∞
−∞
dx
∫ ∞
y∗
κy
∂
∂y
u(t, x, y)λχ1(λx)
√
λχ2(
√
λ(y − y∗))dy ≤ 0
for any λ > 0, since u is nondecreasing in y. Therefore (16) is proved.
As regards the regularity of the free boundary, we can prove the following result.
Proposition 4.6. For any t ∈ [0, T ) there exists a countable set N ⊆ (0,∞) such that
b(t−, y) = b(t, y), y ∈ (0,∞) \ N .
Proof. Without loss of generality we pass to the logarithm in the s−variable and we prove the assertion
for the function b˜(t, y) = ln b(t, y). Fix t ∈ [0, T ) and recall that y 7→ b˜(t, y) is a nonincreasing function,
so it has at most a countable set of discontinuity points. Let y∗ ∈ (0,∞) be a continuity point for the
maps y 7→ b˜(t, y) and y 7→ b˜(t−, y) and assume that
b˜(t−, y∗) < b˜(t, y∗). (19)
Set ǫ = b˜(t,y
∗)−b˜(t−,y∗)
2 . By continuity, there exist y0, y1 > 0 such that for any y ∈ (y0, y1) we have
b˜(t, y) > b˜(t, y∗)− ǫ
4
, and b˜(t−, y) < b˜(t−, y∗) +
ǫ
4
.
Therefore, by using (19), we get, for any y ∈ (y0, y1),
b˜(t, y) > b˜(t, y∗)− ǫ
4
> b˜(t−, y∗) +
3
4
ǫ > b˜(t−, y∗) +
ǫ
4
> b˜(t−, y).
Now, set b− = b˜(t−, y∗) + ǫ4 and b
+ = b˜(t−, y∗) + 34 and let (s, x, y) ∈ (0, t)× (b−, b+)× (y0, y1). Since
t 7→ b˜(t, ·) is nondecreasing, we have x > b˜(t−, y) ≥ b˜(s, y), so that u(s, x, y) > ψ(x). Therefore, on
the set (0, t)× (b−, b+)× (y0, y1) we have
(L˜ − r)u(s, x, y) = −∂u
∂t
(s, x, y) ≥ 0.
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This means that, for any nonnegative and C∞ test functions θ, ψ and ζ which have support respectively
in (0, t), (b−, b+) and (y0, y1) we can write∫ t
0
θ(τ)dτ
∫ ∞
−∞
dx
∫ ∞
y∗
dy(L˜ − r)u(t, x, y)φ(x)ζ(y) ≥ 0.
By the continuity of the integrands in t, we deduce that (L˜−r)u(t, ·, ·) ≥ 0 in the sense of distributions
on the set (b−, b+)× (y0, y1).
On the other hand, for any (s, x, y) ∈ (t, T ) × (b−, b+) × (y0, y1), we have x ≤ b˜(t, y) ≤ b˜(s, y), so
that u(s, x, y) = ψ(x). Therefore, it follows from ∂u∂t +(L˜−r)u ≤ 0 and the continuity of the integrands
that (L˜ − r)u(t·, ·) = (L˜ − r)ψ(·) ≤ 0 in the sense of distributions on the set (b−, b+)× (y0, y1).
We deduce that (L˜− r)ψ = 0 on the set (b−, b+)× (y0, y1), but it is easy to see that (L˜− r)ψ(x) =
(L˜ − r)(K − ex) = δex − rK and thus cannot be identically zero in a nonempty open set.
Remark 4.7. It is worth observing that the arguments used in [19] in order to prove the continuity
of the exercise price of American options in a multidimensional Black and Scholes model can be easily
adapted to our framework. In particular, if we consider the t-sections of the exercise region, that is
Et = {(s, y) ∈ (0,∞)× [0,∞) : P (t, s, y) = ϕ(s)},
= {(s, y) ∈ (0,∞)× [0,∞) : s ≤ b(t, y)}, t ∈ [0, T ), (20)
we can easily prove that
Et =
⋂
u>t
Eu, Et =
⋃
u<t
Eu. (21)
However, unlike the case of an American option on several assets, in our case (21) is not sufficient to
deduce the continuity of the function t 7→ b(t, y).
4.2 Strict convexity in the continuation region
We know that P is convex in the space variable (see Proposition 4.1). In [18] it is also proved that, in
the case of non-degenerate stochastic volatility models, P is strictly convex in the continuation region
but the proof follows an analytical approach which cannot be applied in our degenerate model. In this
section we extend this result to the Heston model by using purely probabilistic techniques.
We will need the following Lemma, whose proof can be found in the Appendix.
Lemma 4.8. For every continuous function s : [0, T ] → (0,∞) such that s(0) = S0 and for every
ǫ > 0 we have
P
(
sup
t∈[0,T ]
|St − s(t)| < ǫ, sup
t∈[0,T ]
|Yt − Y0| < ǫ
)
> 0.
Theorem 4.9. The function s 7→ P (t, s, y) is strictly convex in the continuation region.
Proof. Without loss of generality we can assume t = 0. We have to prove that, if (s1, y), (s2, y) ∈
(0,∞) × [0,∞) are such that (0, s1, y), (0, s2, y) ∈ C, then
P (0, θs1 + (1− θ)s2, y) < θP (0, s1, y) + (1− θ)P (0, s2, y). (22)
Let us rewrite the price process as Ss,yt = se
∫ t
0
(r−δ−Yu
2
)du+
∫ t
0
σ
√
YudBu := sMyt , where M
y
t = S
1,y
t and
assume that, for example, s1 > s2. We claim that it is enough to prove that, for ε > 0 small enough,
P
(
(θs1 + (1− θ)s2)Myt > b(t, Yt)∀t ∈ [0, T )& (θs1 + (1− θ)s2)MyT ∈ (K − ε,K + ε)
)
> 0. (23)
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In fact, let τ∗ be the optimal stopping time for P (0, θs1+(1−θ)s2, y). If (θs1+(1−θ)s2)Myt > b(t, Yt)
for every t ∈ [0, T ), then we are in the continuation region for all t ∈ [0, T ), hence τ∗ = T . Then,
the condition (θs1 + (1− θ)s2)MyT ∈ (K − ε,K + ε) for ε > 0 small enough ensures on one hand that
s1M
y
τ∗ > K, since
s1M
y
τ∗ = (θs1 + (1− θ)s2)Myτ∗ + (1− θ)(s1 − s2)Myτ∗
> K − ε+ (1− θ)(s1 − s2)(K − ε)
θs1 + (1− θ)s2 > K,
for ε small enough. On the other hand, it also ensures that s2M
y
τ∗ < K, which can be proved with
similar arguments. Therefore, we get
P ((K − s1Myτ∗)+ = 0& (K − s2Myτ∗)+ > 0) > 0,
which, from a closer look at the graph of the function x 7→ (K − x)+, implies that
E[e−rτ
∗
(K − (θs1 + (1− θ)s2)Myτ∗)+] < θE[e−rτ
∗
(K − s1Myτ∗)+] + (1− θ)E[e−rτ
∗
(K − s2Myτ∗)+],
and, as a consequence, (22).
So, the rest of the proof is devoted to prove that (23) is actually satisfied.
With this aim, we first consider a suitable continuous function m : [0, T ] → R constructed as
follows. In order to simplify the notation, we set s = θs1 + (1 − θ)s2. Note that, for ε > 0 small
enough, we have s = θs1 + (1− θ)s2 > b(0, y) + ε since (0, s1, y) and (0, s2, y) are in the continuation
region C, that is s1, s2 ∈ (b(0, y),∞). By the right continuity of the map t 7→ b(t, y), we know that
there exists t¯ ∈ (0, T ) such that s > b(t, y) + ε2 for any t ∈ [0, t¯]. Moreover the function y 7→ b(t¯, y) is
left continuous and nonincreasing, so there exists ηε > 0 such that s > b(t¯, z) +
ε
4 for any z ≥ y − ηε.
Assume now that s ≤ K + ε2 and set
m(t) =

1 +
t
t¯
(
K+ ε
2
s − 1
)
, 0 ≤ t ≤ t¯,
K+ ε
2
s , t¯ ≤ t ≤ T.
Note that m is continuous, m(0) = 1 and, recalling that t 7→ b(t, y) is nondecreasing and b(t, y) < K,
sm(t) =
{
s+ t
t¯
(
K + ε2 − s
) ≥ s > b(t¯, y − ηε) + ε4 ≥ b(t, y − ηε) + ε4 , 0 ≤ t ≤ t¯,
K + ε2 ≥ b(t, y − ηε), t¯ ≤ t ≤ T.
Moreover, by Lemma 4.8, we know that, for any ǫ > 0,
P
(
sup
t∈[0,T ]
|sMyt − sm(t)| < ǫ, sup
t∈[0,T ]
|Yt − y| < ǫ
)
> 0.
Therefore, by applying Lemma 4.8 with ǫ = min
{
ε
8 , ηε
}
, we have that, with positive probability,
sMyt > sm(t)−
ε
8
≥ b(t, y − ηε) + ε
8
≥ b(t, Yt).
and
sMyT ≤ sm(T ) +
ε
8
≤ K + ε, sMyT ≥ sm(T )−
ε
8
≥ K − ε,
which proves (23) concluding the proof. If s > K+ ε2 , then it is enough to take m(t) as a nonincreasing
continuous function such that m(0) = 1 and sm(T ) = K + ε2 . Then, the assertion follows with the
same reasoning.
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4.3 Early exercise premium
We now extend to the stochastic volatility Heston model a well known result in the Black and Scholes
world, the so called early exercise premium formula. It is an explicit formulation of the quantity
P − Pe, where Pe = Pe(t, s, y) is the European put price with the same strike price K and maturity
T of the American option with price function P = P (t, s, y). Therefore, it represents the additional
price you have to pay for the possibility of exercising before maturity.
Proposition 4.10. Let Pe(0, S0, Y0) be the European put price at time 0 with maturity T and strike
price K. Then, one has
P (0, S0, Y0) = Pe(0, S0, Y0)−
∫ T
0
e−rsE[(δSs − rK)1{Ss≤b(s,Ys)}]ds.
The proof of Proposition 4.10 relies on purely probabilistic techniques and is based on the results
first introduced in [8]. Let Ut = e
−rtP (t, St, Yt) and Zt = e−rtϕ(St). Since Ut is a supermartingale,
we have the Snell decomposition
Ut = Mt −At, (24)
where M is a martingale and A is a nondecreasing predictable process with A0 = 0, continuous with
probability 1 thanks to the continuity of ϕ. On the other hand,
Zt = e
−rt(K − St)+ = Z0 − r
∫ t
0
e−rs(K − Ss)+ds−
∫ t
0
e−rs1{Ss≤K}dSs +
∫ t
0
e−rsdLKs (S)
= mt + at,
where LKt (S) is the local time of S in K,
mt = Z0 −
∫ t
0
e−rs1{Ss≤K}Ss
√
YsdBs
is a local martingale, and
at = −r
∫ t
0
e−rs(K − Ss)+ds−
∫ t
0
e−rs1(−∞,K]Ss(r − δ)ds +
∫ t
0
e−rsdLKs (S)
is a predictable process with finite variation and a0 = 0. Recall that at can be written as the sum of
an increasing and a decreasing component, that is at = a
+
t + a
−
t . Since (L
K
t )t is increasing, we deduce
that the decreasing process (a−t )t is absolutely continuous with respect to the Lebesgue measure, that
is
da−t ≪ dt.
We now define
ζt = Ut − Zt ≥ 0.
Thanks to Tanaka’s formula,
ζt = ζ
+
t = ζ0 +
∫ t
0
1{ζs>0}dζs +
1
2
L0t (ζ),
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where L0t (ζ) is the local time of ζ in 0. Therefore,
ζt = ζ0 +
∫ t
0
1{ζs>0}d(Us − Zs) +
1
2
L0t (ζ)
= ζ0 +
∫ t
0
1{ζs>0}dMs −
∫ t
0
1{ζs>0}dms −
∫ t
0
1{ζs>0}das +
1
2
L0t (ζ),
where the last equality follows from the fact that the process At only increases on the set {ζt = 0}.
Then, we can write
Ut = U0 + M¯t −
∫ t
0
1{ζs>0}das +
1
2
L0t (ζ) + at = U0 + M¯t +
∫ t
0
1{ζs=0}das +
1
2
L0t (ζ),
where M¯t =
∫ t
0 1{ζs>0}d(Ms −ms) +mt is a local martingale. Thanks to the continuity of Ut we have
the uniqueness of the decompositions, so
−At =
∫ t
0
1{ζs=0}das +
1
2
L0t (ζ). (25)
This means in particular that
∫ t
0 1{ζs=0}das+
1
2L
0
t (ζ) is decreasing, but L
0
t (ζ) is increasing so−
∫ t
0 1{ζs=0}das
must be an increasing process and
1
2
dL0t (ζ)≪ 1{ζt=0}da−t ≪ dt.
We define µt the density of L
0
t (ζ) w.r.t. dt. Note that, by Motoo Theorem (see [5]), we can write
µt = µ(t, St, Yt).
Now, let us prove the following preliminary result.
Lemma 4.11. The local time L0t (ζ) is indistinguishable from 0.
Proof. First of all, note that L0t (ζ) only increases on the set {(t, St, Yt) ∈ ∂E}. In fact, recall that
Lat =
∫ t
0 1{Us−Zs=a}dL
a
s for every a > 0 and t > 0, so that
∫ t
0
1{(s,Ss,Ys)∈E˚}dL
a
s = 0.
Moreover it is well known that, for any t > 0, L0t = lima→0 Lat , which implies that the measures Lat
weakly converge to L0t as a→ 0. Then, we can deduce that∫ T
0
1{(s,Ss,Ys)∈E˚}dL
0
s ≤ lim inf
∫ T
0
1{(s,Ss,Ys)∈E˚}dL
a
s = 0
Therefore, we have
E[L0t (ζ)] = E
[∫ t
0
1{Us−Zs=0}dL
0
s]
]
= E
[∫ t
0
1{Ss≤b(s,Ys)}µ(s, Ss, Ys)k(s, Ss, Ys)ds
]
Recall that t 7→ b(t, y) is nondecreasing and right continuous, while y 7→ b(t, y) is nonincreasing and
left continuous. Let us consider the function
bˆ(t, y) = sup
s<t,y>y
b(s, z)
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and the open set {(t, x, y) | x < bˆ(t, y)} ⊆ [0, T ] × R × [0,∞). Thanks to the continuity of the
trajectories, we have that the set {t ∈ [0, T ] | St < bˆ(t, Yt)} is an open set, so that
∫ T
0
1{St<bˆ(t,Yt)}dL
0
t = 0.
Therefore, in order to prove that E[L0t (ζ)] = 0, it suffices to prove that
E
[∫ T
0
1{bˆ(t,Yt)≤St≤b(t,Yt)}dL
0
t
]
= 0.
Since the pair (St, Yt) has density, it is enough to prove that
∫ T
0
dt
∫
1{bˆ(t,y)≤x≤b(t,y)}dxdy =
∫ T
0
∫
(b(t, y) − bˆ(t, y))dy = 0 (26)
In order to prove (26), note that bˆ(t, y) = limn→ b(t − 1n , y + 1n). Then, recalling that bˆ ≤ b, for any
A > 0, with a simple change of variables we get
∫ T
0
dt
∫ A
0
b(t, y)dy = lim
n→∞
∫ T− 1
n
0
dt
∫ A+ 1
n
0
b(t, y)dy,
from which we deduce (26).
We can now prove Proposition 4.10.
Proof of Proposition 4.10. Thanks to (25) and Lemma 4.11 we can rewrite (24) as
Ut = Mt +
∫ t
0
1{Us=Zs}das = Mt +
∫ t
0
e−rs(L − r)ϕ(Ss)1{Ss≤b(s,Ys)}ds,
where the last equality derives from the application of the Itoˆ formula to the discounted payoff Z. In
particular, we have
U0 = M0 = E[MT ] = E[UT ]− E
[∫ T
0
e−rs(L − r)ϕ(Ss)1{Ss≤b(s,Ys)}ds
]
= E[UT ]−
∫ T
0
e−rsE[(δSs − rK)1{Ss≤b(s,Ys)}]ds.
The assertion follows recalling that U0 = P (0, S0, Y0) and E[UT ] = E[ZT ] = E[e
−rT (K − ST )+],
which corresponds to the price Pe(0, S0, Y0) of an European put with maturity T and strike price
K.
4.4 Smooth fit
In this section we analyse the behaviour of the derivatives of the value function with respect to the
s and y variables on the boundary of the continuation region. In other words, we prove a weak
formulation of the so called smooth fit principle.
In order to do this, we need two technical lemmas whose proofs can be found in the appendix. The
first one is a general result about the behaviour of the trajectories of the CIR process.
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Lemma 4.12. For all y ≥ 0 we have, with probability one,
lim sup
t↓0
Y yt − y√
2t ln ln(1/t)
= − lim inf
t↓0
Y yt − y√
2t ln ln(1/t)
= σ
√
y.
The second one is a result about the behaviour of the trajectories of a standard Brownian motion.
Lemma 4.13. Let (Bt)t≥0 be a standard Brownian motion and let (tn)n∈N be a deterministic sequence
of positive numbers with limn→∞ tn = 0. We have, with probability one,
lim inf
n→∞
Btn√
tn
= −∞ (27)
We are now in a position to prove the following smooth fit result.
Proposition 4.14. For any (t, y) ∈ [0, T ) × [0,∞) we have ∂∂sP (t, b(t, y), y) = ϕ′(b(t, y)).
Proof. The general idea of the proof goes back to [3] for the Brownian motion (see also [15, Chapter
4]). Without loss of generality we can fix t = 0. Note that, for h > 0, since b(0, y) − h ≤ b(0, y), we
have
P (0, b(0, y) − h, y) − P (0, b(0, y), y)
h
=
ϕ(b(0, y) − h)− ϕ(b(0, y))
h
,
so that, since ϕ is continuously differentiable near b(0, y), ∂
−
∂s P (0, b(0, y), y) = ϕ
′(b(0, y)).
On the other hand, for h > 0 small enough, since P ≥ ϕ and P (0, b(0, y), y) = ϕ(b(0, y)), we get
P (0, b(0, y) + h, y) − P (0, b(0, y), y)
h
≥ ϕ(b(0, y) + h)− ϕ(b(0, y))
h
,
so that
lim inf
h↓0
P (0, b(0, y) + h, y)− P (0, b(0, y), y)
h
≥ ϕ′(b(0, y)).
Now, for the other inequality, we consider the optimal stopping time related to P (0, b(0, y)+h, y), i.e.
τh = inf{t ∈ [0, T ) | S0,b(0,y)+h,yt < b(t, Y yt )} ∧ T = inf
{
t ∈ [0, T ) |Myt ≤
b(t, Y yt )
b(0, y) + h
}
∧ T,
where Myt = S
1,y
t . Recall that P (0, b(0, y), y) ≥ E
(
e−rτhϕ(b(0, y)Myτh )
)
, so we can write
P (0, b(0, y) + h, y)− P (0, b(0, y), y)
h
=
E
(
e−rτhϕ((b(0, y) + h)Myτh
)
− P (0, b(0, y), y)
h
≤ E

e−rτh ϕ
(
(b(0, y) + h)Myτh
)
− ϕ
(
b(0, y)Myτh
)
h

 .
Assume for the moment that
lim
h→0
τh = 0, a.s. (28)
so we have
lim
h↓0
ϕ((b(0, y) + h)Myτh)
)− ϕ(b(0, y)Myτh )
h
= ϕ′(b(0, y)).
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Moreover, recall that Myτh ≤
b(t,Y yt )
b(0,y)+h ≤ Kb(0,y) if τh < T and Myτh = MyT if τh = T . Therefore, by using
the fact that ϕ is Lipschitz continuous and the dominated convergence, we obtain
lim sup
h↓0
P (0, b(0, y) + h, y)− P (0, b(0, y), y)
h
≤ ϕ′(b(0, y))
and the assertion is proved.
It remains to prove (28). Since t 7→ b(t, y) is nondecreasing, if Myt < b(0,y)b(0,y)+h and Y yt = y, we have
Myt <
b(0, y)
b(0, y) + h
≤ b(t, Y
y
t )
b(0, y) + h
,
so that
τh ≤ inf
{
t ≥ 0 |Myt <
b(0, y)
b(0, y) + h
& Y yt = y
}
. (29)
We now show that we can find a sequence tn ↓ 0 such that Y ytn = 0 and Mytn < 1. First, recall that
with a standard transformation we can write{
dSt
St
= (r − δ)dt +√Yt(
√
1− ρ2dW¯t + ρdWt), S0 = s > 0,
dYt = κ(θ − Yt)dt + σ
√
YtdWt, Y0 = y ≥ 0,
(30)
where W¯ is a standard Brownian motion independent of W . Set Λyt = lnM
y
t . We deduce from Lemma
4.12 that there exists a sequence tn ↓ 0 such that Y ytn = y Py-a.s. . Therefore, from (30) we can write∫ tn
0
√
Y ys dWs = −κσ
∫ tn
0 (θ − Y ys )ds for all n ∈ N. So, we have
Λytn = (r − δ)tn −
∫ tn
0
Y ys
2
ds+
√
1− ρ2
∫ tn
0
√
Y ys dW¯s − ρκ
σ
∫ tn
0
(θ − Y ys )ds.
Conditioning with respect to W we have
lim inf
n→∞ Λ
y
tn = lim infn→∞
(r − δ)tn√∫ tn
0 Y
y
s ds
−
∫ tn
0
Y ys
2 ds√∫ tn
0 Y
y
s ds
+
√
1− ρ2 ∫ tn0 √Y ys dW¯s√∫ tn
0 Y
y
s ds
−
ρκ
σ
∫ tn
0 (θ − Y ys )ds√∫ tn
0 Y
y
s ds
= lim inf
n→∞
(r − δ)tn√∫ tn
0 Y
y
s ds
−
∫ tn
0
Y ys
2 ds√∫ tn
0 Y
y
s ds
+
√
1− ρ2W˜∫ tn
0
Y ys ds√∫ tn
0 Y
y
s ds
−
ρκ
σ
∫ tn
0 (θ − Y ys )ds√∫ tn
0 Y
y
s ds
= −∞,
where we have used the Dubins-Schwartz Theorem and we have applied Lemma 4.13 to the standard
Brownian motion W˜ and the sequence
√∫ tn
0 Y
y
s ds which can be considered deterministic.
We deduce that, up to extract a subsequence of tn, we have Λ
y
tn < 0 and, as a consequence,
Mytn < 1. Therefore, for any any fixed n, there exists h small enough such that M
y
tn <
b(0,y)
b(0,y)+h so that,
by definition, τh ≤ tn. We conclude the proof passing to the limit as n goes to infinity.
As regards the derivative with respect to the y variable, we have the following result.
Proposition 4.15. If 2κθ ≥ σ2, for any (t, y) ∈ [0, T ) × (0,∞) we have ∂∂yP (t, b(t, y), y) = 0.
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Proof. Again we fix t = 0 with no loss of generality. Since y → P (t, s, y) in nondecreasing, for any
h > 0 we have P (0, b(0, y), y−h) ≤ P (0, b(0, y), y) = ϕ(b(0, y)) so that P (0, b(0, y), y−h) = ϕ(b(0, y)).
Therefore,
P (0, b(0, y), y − h)− P (0, b(0, y), y)
h
= 0,
hence ∂
−
∂y P (0, b(0, y), y) = 0. On the other hand, since y 7→ P (t, x, y) is nondecreasing, for any h > 0
we have
lim inf
h↓0
P (0, b(0, y), y + h)− P (0, b(0, y), y)
h
≥ 0,
To prove the other inequality, we consider the stopping time related to P (0, b(0, y), y + h), that is
τh = inf
{
t ∈ [0, T ) | S0,b(0,y),y+ht < b(t, Y y+ht )
}
∧ T = inf
{
t ∈ [0, T ) |My+ht <
b(t, Y y+ht )
b(0, y)
}
∧ T
and we assume for the moment that
lim
h→0
τh = 0. (31)
We have
P (0, b(0, y), y + h)− P (0, b(0, y), y)
h
=
E
(
e−rτhϕ
(
b(0, y)My+hτh
))
− P (0, b(0, y), y)
h
≤ E

e−rτh ϕ
(
b(0, y)My+hτh
)
− ϕ(b(0, y)Myτh )
h


≤ K
E
[∣∣∣My+hτh −Myτh
∣∣∣]
h
,
(32)
where the last inequality follows from the fact that ϕ is Lipschitz continuous and b(0, y) ≤ K.
Now, if the Feller condition 2κθ ≥ σ2 is satisfied, we can write
My+ht −Myt =
∫ y+h
y

∫ t
0
Y˙ ζs
2
√
Y ζs
dBs − 1
2
∫ t
0
Y˙ ζs ds

 e(r−δ)t−∫ t0 Y ζs2 ds+∫ t0 √Y ζs dBsdζ.
Fix ζ and observe that the exponential process e−
∫ t
0
Y
ζ
s
2
ds+
∫ t
0
√
Y ζs dBs satisfies the assumptions od the
Girsanov Theorem, namely it is a martingale. Therefore, we can introduce a new probability measure
Pˆ under which the process Wˆt = Wt −
∫ t
0
√
Ysds is a standard Brownian motion. If we denote by Eˆ
the expectation under the probability Pˆ, substituting in (32) and using (14) we get
P (0, b(0, y), y + h)− P (0, b(0, y), y)
h
≤ e
rTK
h
∫ y+h
y
dζEˆ


∣∣∣∣∣∣
∫ τh
0
Y˙ ζs
2
√
Y ζs
dWˆs
∣∣∣∣∣∣


≤ e
rTK
h
∫ y+h
y
dζ

Eˆ

∫ τh
0

 ˙Y ζs
2
√
Y ζs


2
ds




1/2
≤ e
rTK
h
∫ y+h
y
1
2
√
ζ
Eˆ[
√
τh]dζ
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which tends to 0 as h tends to 0.
Therefore, as in the proof of Proposition 4.14, it remains to prove that limh↓0 τh = 0. In order to
do this, we can proceed as follows. Again, set
Λyt = ln(M
y
t ) = (r − δ)t −
1
2
∫ t
0
Y ys ds+
∫ t
0
√
Y ys dWs,
so that
τh = inf
{
t ∈ [0, T ) | Λy+ht ≤ ln
(
b(t, Y y+ht )
b(0, y)
)}
∧ T.
We deduce from Lemma (4.12) that, almost surely, there exist two sequences (tn)n and (tˆn)n which
converge to 0 with 0 < tn < tˆn and such that
Y ytn = y, and, for t ∈ (tn, tˆn), Yt < y.
In fact, it is enough to consider a sequence (tˆn)n such that limn→∞ tˆn = 0 and Ytˆn < y and define
tn = sup{t ∈ [0, tˆn) | Y yt = y}.
Proceeding as in the proof of Proposition 4.14, up to extract a subsequence we can assume
Λytn < 0.
On the other hand, up to extracting a subsequence of h converging to 0, we can assume that,
almost surely,
lim
h↓0
sup
t∈[0,T ]
∣∣∣Y y+ht − Y yt ∣∣∣ = lim
h↓0
sup
t∈[0,T ]
∣∣∣Λy+ht − Λyt ∣∣∣ = 0.
Now, let us fix n ∈ N. For h small enough, there exists δ > 0 such that
Λy+ht < 0, t ∈ (tn − δ, tn + δ).
Then, for any t˜n ∈ (tn − δ, tn + δ) ∩ (tn, tˆn), we have at the same time Λy+ht˜n < 0 and, since Y
y
t˜n
<
y, Y y+h
t˜n
< y for h small enough. Recalling that t 7→ b(t, y) is nondecreasing and y 7→ b(t, y) is
nonincreasing, we deduce that
b(t˜n, Y
y+h
t˜n
) ≥ b(0, Y y+h
t˜n
) ≥ b(0, y).
Therefore
Λy+h
t˜n
≤ ln

b(t˜n, Y y+ht˜n )
b(0, y)


and, as a consequence, τh ≤ t˜n ≤ tˆn so (31) follows.
5 Appendix: some proofs
We devote the appendix to the proof of some technical results used in this paper.
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5.1 Proofs of Section 3
Proof of Lemma 3.2. As in [7, Section IV.3], we introduce a sequence 1 > a1 > a2 > · · · > am > · · · >
0 defined by ∫ 1
a1
1
u
du = 1, . . . ,
∫ am−1
am
1
u
du = m, . . . .
We have that am tends to 0 as m tends to infinity. Let (ηm)m≥1, be a family of continuous functions
such that
suppηm ⊆ (am, am−1), 0 ≤ ηm(u) ≤ 2
um
,
∫ am−1
am
ηm(u)du = 1.
Moreover, we set
φm(x) :=
∫ |x|
0
dy
∫ y
0
ηm(u)du, x ∈ R.
It is easy to see that φm ∈ C2(R), |φ′m| ≤ 1 and φm(x) ↑ |x| as m→∞. Fix t ∈ [0, T ]. Applying Itoˆ’s
formula and passing to the expectation we have, for any m ∈ N,
E[φm(Y
n
t −Yt)] = κ
∫ t
0
E
[
φ
′
m(Y
n
s − Ys)(Ys − f2n(Y ns ))
]
ds+
σ2
2
∫ t
0
E
[
φ
′′
m(Y
n
s − Ys)(fn(Y ns )−
√
Ys)
2
]
ds
(33)
Let us analyse the right hand term in (33). Since |φ′m| ≤ 1, we have∣∣∣∣κ
∫ t
0
E
[
φ
′
m(Y
n
s − Ys)(Ys − f2n(Y ns ))
]
ds
∣∣∣∣ ≤ κ
∫ t
0
E
[
|f2n(Y ns )− Y ns |
]
ds+ κ
∫ t
0
E [|Y ns − Ys|] ds
On the other hand,∣∣∣∣∣σ
2
2
∫ t
0
E
[
φ
′′
m(Y
n
s − Ys)(fn(Y ns )−
√
Ys)
2
]
ds
∣∣∣∣∣
≤ σ2
∫ t
0
E
[
|φ′′m(Y ns − Ys)|(fn(Y ns )− f(Y ns )2]ds
]
+ σ2
∫ t
0
E
[
|φ′′m(f(Y ns )− Ys)|(
√
Y ns −
√
Ys)
2
]
ds
≤ σ2
∫ t
0
E
[
2
m|Y ns − Ys|
(fn(Y
n
s )− f(Y ns ))21{am≤|Y ns −Ys!≤am−1}]ds
]
+ σ2
∫ t
0
E
[
2
m|Y ns − Ys|
|Y ns − Ys|
]
ds
≤ 2σ
2
mam
∫ t
0
E
[
(fn(Y
n
s )− f(Y ns ))2]ds
]
+
2σ2t
m
.
Observe that, if |x| ≥ am−1,
φm(x) ≥
∫ |x|
am−1
dy = |x| − am−1.
Therefore, for any m large enough,
E[|Y nt − Yt|] ≤ κ
∫ t
0
E[|Y ns − Ys|]ds+ κ
∫ t
0
E
[
|f2n(Y ns )− f2(Y ns )|
]
ds+
2σ2
mam
∫ t
0
E
[
(fn(Y
n
s )− f(Y ns ))2]ds
]
+
2σ2t
m
+ am−1.
Recall that fn(y)→ f(y) =
√
y+ locally uniformly and that Y n has continuous paths. Moreover, since
f2n is ı` Lipschitz continuous uniformly in n, we have that f
2
n(x) ≤ A(|x|+1) with A independent of n.
Therefore, it is easily to see that for any p > 1 there exists C > 0 independent of n such that
E
[
sup
t∈[0,T ]
|Y nt |p
]
≤ C. (34)
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Fix now m ∈ N. By using Lebesgue’s Theorem, we deduce that there exist n¯ and C > 0 such that,
for every n ≥ n¯,
E[|Y nt − Yt|] < κ
∫ t
0
E[|Y ns − Ys|] + κCam +
2σ2
mam
am +
2σ2t
m
+ am−1..
We can now apply Gronwall’s inequality. Passing to the limit asm→∞ and recalling that limm→∞ am =
0, we can deduce that
lim
n→∞E[|Y
n
t − Yt|] = 0. (35)
Now, note that
sup
t∈[0,T ]
|Y nt − Yt| ≤ κ
∫ T
0
|Ys − Y ns |ds + sup
t∈[0,T ]
∣∣∣∣
∫ t
0
(
√
Ys − fn(Y ns ))dWs
∣∣∣∣ (36)
The first term in the right hand side of (36) converges to 0 in probability thanks to (35), so it is
enough to prove that the second term converges to 0. We have
E
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
(
√
Ys − fn(Y ns ))dWs
∣∣∣∣
]
≤
(∫ T
0
E[|
√
Ys − fn(Y ns )|2]ds
) 1
2
(37)
and
E
[
|
√
Ys − fn(Y ns )|2
]
≤ 2E
[
|
√
Ys −
√
Y ns |2
]
+ 2E
[
|
√
Y ns − fn(Y ns )|2
]
≤ 2E [|Ys − Y ns |] + 2E
[
|
√
Y ns − fn(Y ns )|2
]
.
Therefore, we can conclude that (37) tends to 0 as n goes to infinity by using (35) and the Lebesgue
Theorem so that (40) is proved.
As regards (6), for every n ∈ N we have
Xnt = x+
∫ t
0
(
r − δ − f
2
n(Y
n
s )
2
)
ds+
∫ t
0
fn(Y
n
s )dBs,
so that
sup
t∈[0,T ]
|Xnt −Xt| ≤
1
2
∫ T
0
|f2n(Y ns )− Ys|ds + sup
t∈[0,T ]
∣∣∣∣
∫ t
0
(fn(Y
n
s )−
√
Ys)dBs
∣∣∣∣ . (38)
It is enough to show that the two terms in the right hand side of (38) converge to 0 in probability.
Concerning the first term, note that, since Y has continuous paths, for every ω ∈ Ω, Y[0,T ](ω) is a
compact set and K := {x|d(x, Y[0,T ]) ≤ 1} is compact as well. For n large enough, Y n lies in K, so∫ T
0
|f2n(Y ns )− f2(Ys)|ds ≤
∫ T
0
|f2n(Y ns )− f2(Y ns )|ds+
∫ T
0
|f2(Y ns )− f2(Ys)|ds,
which goes to 0 as n tends to infinity, since f2n → f2 locally uniformly and f2 is a continuous function.
On the other hand, for the second term in the right hand side of (38), we have
E
[
sup
t∈[0,T ]
∣∣∣∣
∫ t
0
f(Y ns )−
√
YsdWs
∣∣∣∣
]
≤
(∫ T
0
E[(f(Y ns )−
√
Ys)
2]ds
) 1
2
and we can prove with the usual arguments that the last term goes to 0.
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5.2 Proofs of Section 4
Proofs of Lemma 4.8. To simplify the notation we pass to the logarithm and we prove the assertion
for the pair (X,Y ). We can get rid of the correlation between the Brownian motions with a standard
transformation, getting
{
dXt = (r − δ − 12Yt)dt+
√
Yt(
√
1− ρ2dW¯t + ρdWt), X0 ∈ R,
dYt = κ(θ − Yt)dt + σ
√
YtdWt, Y0 ≥ 0,
where W¯ is a standard Brownian motion independent of W . Moreover, from the SDE satisfied by Y
we deduce
∫ t
0
√
YsdWs =
1
σ
(
Yt − Y0 −
∫ t
0 κ(θ − Ys)ds
)
. Conditioning with respect to Y , it suffices to
prove that, for every continuous function m : [0, T ] → R such that m(0) = X0 and for every ǫ > 0 we
have
P
(
sup
t∈[0,T ]
|Xt −m(t)| < ǫ | Y
)
> 0, (39)
and
P
(
sup
t∈[0,T ]
|Yt − Y0| < ǫ
)
> 0. (40)
As regards (39), by using the Dubins-Schwartz Theorem, there exists a Brownian motion W˜ such that
P
(
sup
t∈[0,T ]
∣∣∣∣x+
∫ t
0
(
r − δ − Ys
2
− ρκ
σ
(θ − Ys)
)
ds+
ρ
σ
(Yt − y) +
√
1− ρ2
∫ t
0
√
YsdW¯s −m(t)
∣∣∣∣ < ǫ | Y
)
= P
(
sup
t∈[0,T ]
∣∣∣∣
√
1− ρ2
∫ t
0
√
YsdW¯s − m˜(t)
∣∣∣∣ < ǫ | Y
)
= P
(
sup
t∈[0,T ]
∣∣∣∣
√
1− ρ2W˜∫ t
0
Ysds
− m˜(t)
∣∣∣∣ < ǫ | Y
)
,
where m˜(t) = m(t)− x− ∫ t0 (r − δ − Ys2 − ρκσ (θ − Ys)
)
ds− ρσ (Yt − y) is a continuous function which,
conditioning w.r.t. Y , can be considered deterministic. Then, (39) follows by the support theorem for
Brownian motions.
In order to prove (40), we distinguish two cases. Assume first that Y0 = y0 > 0 and, for a ≥ 0,
define the stopping time
Ta = inf {t > 0 | Yt = a} .
Moreover, let us consider the function
η(y) =
{√
y, if y > y02 ,√
y0
2 if y ≤ y02 ,
and the process (Y˜t)t∈[0,T ], solution to the uniformly elliptic SDE
dY˜t = κ(θ − Y˜t)dt + ση(Y˜t)dWt, Y˜0 = Y0.
It is clear that Yt = Y˜t on the set
{
t ≤ T y0
2
}
so we have, if ǫ < y02 ,
P
(
sup
t∈[0,T ]
|Yt − Y0| < ǫ
)
= P
(
sup
t∈[0,T ]
|Y˜t − Y0| < ǫ
)
,
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where the last inequality follows from the classical Support Theorem for uniformly elliptic diffusions
(see, for example, [17]).
On the other hand, if we assume Y0 = 0, then we can write
P
(
sup
t∈[0,T ]
Yt < ǫ
)
= P
(
T ǫ
2
≥ T
)
+ P
(
T ǫ
2
< T,∀t ∈
[
T ǫ
2
, T
]
Yt < ǫ
)
.
Now, if P
(
T ǫ
2
< T
)
> 0, we can deduce that the second term in the right hand side is positive using
the strong Markov property and the same argument we have used before in the case with Y0 6= 0.
Otherwise, P
(
T ǫ
2
≥ T
)
= 1 which concludes the proof.
Proof of Lemma 4.12. We have
Y yt − y = κ
∫ t
0
(θ − Y ys )ds + σ
∫ t
0
√
Y ys dWs
= σ
√
yWt + κ
∫ t
0
(θ − Y ys )ds+ σ
∫ t
0
(√
Y ys −√y
)
dWs,
so it is enough to prove that, if (Ht)t≥0 is a predictable process such that limt↓0Ht = 0 a.s., we have
lim
t↓0
∫ t
0 HsdWs√
2t ln ln(1/t)
= 0 p.s.
This follows by using standard arguments, we include a proof for the sake of completeness. By using
Dubins-Schwartz inequality we deduce that, if f(t) =
√
2t ln ln(1/t), for t near to 0 we have∣∣∣∣
∫ t
0
HsdWs
∣∣∣∣ ≤ Cf
(∫ t
0
H2sds
)
.
Let us consider ε > 0. For t small enough, we have
∫ t
0 H
2
sds ≤ εt and, since f increases near 0,∣∣∣∣
∫ t
0
HsdWs
∣∣∣∣ ≤ Cf (εt) .
We have
f2(εt)
f2(t)
=
εt ln ln(1/εt)
t ln ln(1/t)
= ε
ln (ln(1/t) + ln(1/ε))
ln ln(1/t)
≤ ε
ln (ln(1/t)) + ln(1/ε)ln(1/t)
ln ln(1/t)
= ε
(
1 +
ln(1/ε)
ln(1/t) ln ln(1/t)
)
,
where we have used the inequality ln(x+h) ≤ ln(x)+ hx (for x, h > 0). Therefore lim supt↓0 f(εt)f(t) ≤
√
ε
and the assertion follows.
Proof of Lemma 4.13. With standard inversion arguments, it suffices to prove that, for a sequence tn
such that limn→∞ tn =∞, we have, with probability one,
lim sup
n→∞
Btn√
tn
= +∞. (41)
The assertion is equivalent to
P
(
lim sup
n→∞
Btn√
tn
≤ c
)
= 0, c > 0,
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that is
P

 ⋃
m≥1
⋂
n≥m
{
Btn√
tn
≤ c
} = 0, c > 0.
Therefore, it is sufficient to prove that P
(⋂
n≥m
{
Btn√
tn
≤ c
})
= 0 for every m ∈ N and c > 0. Take,
for example, m = 1 and consider the random variables
Bt1√
t1
and Btn√
tn
, for some n > 1. Then,
Bt1√
t1
,
Btn√
tn
∼ N (0, 1),
where N (0, 1) is the standard Gaussian law and
Cov
(
Bt1√
t1
,
Btn√
tn
)
=
t1 ∧ tn√
t1tn
<
√
t1
tn
,
which tends to 0 as n tends to infinity. We deduce that
P
(
Bt1√
t1
≤ c, Btn√
tn
≤ c
)
→ P(Z1 ≤ c, Z2 ≤ c) = P(Z1 ≤ c)2,
where Z1 and Z2 are independent with Z1, Z2 ∼ N (0, 1).
Take now mn ∈ N such that tmn > ntn. Then, we have
Bt1√
t1
,
Btn√
tn
,
Btmn√
tmn
∼ N (0, 1)
and
Cov
(
Bt1√
t1
,
Btmn√
tmn
)
, Cov
(
Btn√
tn
,
Btmn√
tmn
)
≤
√
tn
tmn
.
which again tends to 0 ad n tends to infinity. Therefore, we have
P
(
Bt1√
t1
≤ c, Btn√
tn
≤ c, Btmn√
tmn
≤ c
)
→ P(Z1 ≤ c)3
with Z1 ∼ N (0, 1). Iterating this procedure, we can find a subsequence (tnk)k∈N such that tnk → ∞
and
P

⋂
k≥1
{
Btnk√
tnk
≤ c
}
 = 0
which proves that lim supn→∞
Btn√
tn
= +∞.
References
[1] A. Alfonsi (2015): Affine diffusions and related processes: simulation, theory and applications,
volume 6 of Bocconi & Springer Series. Springer, Cham; Bocconi University Press, Milan.
[2] S. Assing, S. D. Jacka, A. Ocejo: Monotonicity of the value function for a two-dimensional
optimal stopping problem. Ann. Appl. Probab. 24, no. 4, 1554–1584, 2014.
25
[3] J. Bather: Optimal stopping problems for Brownian motion. Advances in Appl. Probability,
2:259–286, 1970.
[4] F. Black, M. Scholes: The Pricing of Options and Corporate Lia- bilities. Journal of Political
Economy, 81, 635-645, 1973.
[5] C. Dellacherie, P.A. Meyer: Probabilite´s et potentiel, vol. IV. Hermann, Paris, 1975.
[6] S.L. Heston: A Closed-Form Solution for Options with Stochastic Volatility with Applications
to Bond and Currency Options, Review of Financial Studies, 6, 327-343, 1993.
[7] N. Ikeda, S. Watanabe: Stochastic differential equations and diffusion processes. North-Holland
Publishing Co., Amsterdam; Kodansha, Ltd., Tokyo, second edition, 1989.
[8] S. D. Jacka: Local times, optimal stopping and semimartingales. The annals of probability, 21(1),
329-339, 1993.
[9] P. Jailet, D. Lamberton, B. Lapeyre: Variational inequalities and the pricing of American
options.Acta Applicandae Mathematicae, 21, 239-253, 1990.
[10] D. Kinderlehrer, G. Stampacchia: An introduction to variational inequalities and their
applications. Volume 31 of Classic in Applied Mathematics. Society for Industrial and Applied
Mathematics (SIAM), Philadelphia, 1980.
[11] O. A. Ladyzˇenskaja, V.A. Solonnikov, N.N. Ural’ceva: Linear and quasilinear equa-
tions of parabolic type. Translated from the Russian by S. Smith. Translations of Mathematical
Monographs, Vo. 23,. American Mathematical Society, Providence, R.I., 1968.
[12] D. Lamberton: Error estimates for the binomial approximation of American put options. The
annals of applied probability, 8(1), 206-233, 1998.
[13] D. Lamberton, G. Terenzi: Variational formulation of American option prices in the Heston
model. Submitted. arXiv:1711.11311.,2017.
[14] S. M. Ould Aly: Monotonicity of prices in Heston model. Int. J. Theor. Appl. Finance 16(3),
1350016, 23 pp., 2013.
[15] G. Peskir, A. Shiryaev: Optimal Stopping and Free-Boundary Problem. Lectures in Mathe-
matics, ETH Zurich. Birkhauser, 2006.
[16] D. Revuz, M. Yor: Continuous martingales and Brownian motion. volume 293 of Grundlehren
der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences.] Springer-
Verlag, Berlin, second edition, 1994.
[17] D. W.Stroock, S.R.S. Varadhan: On the support of diffusion processes with applications
to the strong maximal principle. Proc. of Sixth Berkeley Symp. Math. Statist. Prob., 333-359, Univ.
California Press, Berkeley, 1972.
[18] N. Touzi: American options exercise boundary when the volatility changes randomly. Applied
Mathematics and Optimization, 39(3), 411-422, 1999.
[19] S. Villeneuve: Exercise Regions of American Options on Several Assets. Finance and Stochas-
tics, 3(3):295-322, 1999.
26
