In this paper a new high-speed vision device and its application to a grasp system is proposed, and we discuss a processing architecture for grasping based on visual and tactile feedback designed with real-time control in mind. First, we describe a high-speed vision chip that serves as a robotic eye that includes a general-purpose parallel processing array along with a photo-detector all on a single silicon chip. Next, we present a grasping algorithm based on real-time visual and tactile feedback, and a high-speed sensory-motor fusion system for robotic grasping. We then describe a grasping experiment using high-speed vision, and finally, based on these results, the effectiveness of high-speed sensory-motor fusion for robotic grasping is discussed.
Introduction
The human being has an excellent ability to grasp. For example he or she can grasp various types of object by changing the shape of the hand, and can grasp a rapidly moving object such as a flying ball with a quick grasping motion. To achieve such a high level of ability in grasping, one requires the technology of real-time sensor fusion and real-time sensory-motor fusion, in which adaptable action is achieved using disparate sensor information such as vision, information from tactile sensors and force [1, 2] .
Several applications of real-time sensor fusion to a grasping system have been studied, such as visual and tactile data fusion, or visual and force data fusion. But in this research visual information is processed at a rate lower than the video frame rate 30 Hz. This is much lower than 1 kHz which is necessary to control a hand mechanism. As a result, the motion of the robotic hand becomes slow, and it is difficult to achieve 1 http://www.k2.t.u-tokyo.ac.jp/ a quick and flexible motion corresponding to changes of the environment. In some research a delay of visual processing is compensated for, by estimation, but in the case when there is some uncertainty in the changes of the environment it is difficult to make a good estimation.
To solve this problem, high-speed visual processing at a rate higher than 1 kHz is required. With recent progress in the integration of electronic circuits it becomes possible to make such a high-speed vision system. At present, the problem is to design such a high-speed vision system [3] and to use the resultant high-speed visual information for grasp tasks [4] . Moreover, it is also a problem to build a quick and flexible sensory-motor fusion based on high-speed sensory feedback [5, 6] .
In this paper a new high-speed vision device and its application to a grasp system is proposed. In section 2 previous related works on grasping using real-time sensor fusion are presented. In section 3 we discuss the processing architecture for grasping based on visual and tactile feedback chosen to solve the problem. In section 4 we present a high-speed vision chip to achieve high-speed visual feedback at a rate of 1 kHz. In section 5 we present a high-speed sensory-motor fusion system for robotic grasping. In section 6 we present a grasping algorithm based on real-time visual and tactile feedback. In section 7 we describe an experiment of grasping using a high-speed vision chip system, and in section 8 we present our conclusions and the direction of future sensor-based grasping development.
Background
Initial research in which fusion technique was applied to a manipulation task concerned object recognition using fusion of active tactile sense and passive vision. Allen developed a sensor fusion system to recognize an object shape using vision and touch sensing [7] . This system has a model database of objects and fusion of visual and tactile information is used in searching for a matching model from the database. Robust recognition is achieved using two disparate sensors. Stansfield developed a similar rule-based fusion system. In this system a passive vision is used to guide an end-effector to active sensing using a touch sensor [8] . Durrant-White [9] applied a Bayesian inference with minimum variance estimation to fuse multisensor information. This method was used to achieve robust recognition on a system consisting of a stereo camera and a robotic arm with a tactile sensor. Ishikawa et al [10] proposed a sensor fusion method for visual and force information to estimate the contact position between a grasped object and another one. Joshi et al [11] proposed a sensor fusion method based on the minimal representation approach, and applied it to robot manipulation using tactile and visual sense. In the research described above sensor fusion was used for robust or precise recognition under the assumption of a static object. But these algorithms are not suitable for real-time dynamic manipulation tasks.
In another series of works, some researchers applied a sensor fusion technique or a sensory-motor fusion technique to real-time manipulation tasks. Nelson et al [12] proposed an algorithm to fuse visual servoing and force servoing based on the resolvability of sensor information. Son et al [13] proposed fusion of visual and force feedback using an orthogonal matrix. Allen et al [14] applied visual and force servo to multi-fingered hand control. Seitz [15] achieved manipulation of unknown objects using an integrated hand-arm-eye system. Coelho et al [16] proposed an online planning algorithm computed from the position of the contact points.
In the works mentioned previously, one of the most important problems was that visual information processing is much slower than the rate of actuator control and tactile and force information processing. It is well known that, in general, the actuator control rate should be above 1 kHz for stable control [17] . Therefore, in most systems tactile and force processing is executed at a rate of 1 kHz. This is in contrast with visual feedback, that is executed at a rate of less than 30 Hz because of constraints imposed by the video frame rate which is very slow. In most studies the influence of a delay in visual processing is avoided by executing in slow motion, or by interpolating in the interval between each frame of visual information with an estimation algorithm. As a result dynamic high-speed motion cannot be achieved.
The simplest solution to this problem is to speed up visual information processing above 1 kHz. By speeding up visual information processing, sensor fusion can be executed without considering the difference in the time response of the sensors, and then an actuator can be directly controlled with visual feedback. In the next section we will discuss a processing architecture of grasping based on high-speed sensor fusion.
Processing architecture for grasping
Generally, the human grasping motion consists of the noncontact phase in which fingers are not touching the object surface and the contact phase in which fingers are touching the surface [18, 19] .
In the non-contact phase, while the fingers are approaching the object surface, the shape of the hand is simultaneously changing according to the object shape. The latter is called 'preshaping', which is important to achieve robustness against disturbance or errors [20] . To achieve this, the position and the shape of the target should be observed. For this reason, this phase depends mainly on visual information. Figure 1(a) shows the non-contact phase.
On the other hand, in the contact phase the grasp configuration is changed by moving the fingers along the target surface. To achieve this the contact point should be observed in addition to the target position and the shape. For this reason, this phase depends on visual and tactile information. This analysis shows that grasping motion requires two different processing architectures: one for the contact phase and another one for the non-contact phase. One solution is to make two different processes, and to replace the processing architecture according to the change of phase. But it is difficult to detect the change of phase clearly, and there can be situations that belong to neither. One example is the situation where only one finger is touching the target surface. Moreover if dynamic changes of the phase occurs often, the grasping motion becomes discontinuous, which is not good to achieve smooth and reactive grasping.
In this paper we adopt a model shown in figure 1(c) to solve this problem. It consists of the integrated grasp model and of the parallel sensory feedback model. The integrated grasp model describes all sensory feedback in uniform style by introducing some virtual parameters. The parallel sensory feedback model describes sensory feedback by decomposing a task into several sensory-motor units. With this model, we have a processing architecture which is not influenced by changes of the environment. Because the model is described in uniform style, optimization is easily applied to the grasp planning.
In such a model visual and tactile information are fused, and when part of the environment changes, such as the coordinate system or the sensing method, the way to fuse information is changed. If visual processing is executed at a much lower rate than tactile processing, the time response of the total fusion system changes drastically, which is not good for a real-time control system. Thus, high-speed vision is strongly needed. 
High-speed vision chip
The sampling rate of traditional vision systems is limited to the video rate (NTSC 30 Hz/PAL 25 Hz). This comes from the I/O bottleneck problem due to scanning and transmitting a large number of image data. To solve this problem a concept of vision chip is effective, in which detectors and processing circuits are integrated on one chip, and the image data is processed in parallel without scanning.
Most previous works on vision chips [21] [22] [23] [24] have a weakness in that the functions are almost fixed once designed because they use analogue circuits in the processing element (PE). To make a general-purpose vision chip which can process various algorithms on one chip, it is necessary to develop a programmable PE designed with digital circuits. We call such a vision chip a digital vision chip [25] .
In this context, we have developed a new digital vision chip architecture called S 3 PE (simple and smart sensory processing element) [26] . In the vision chip architecture, photo-detectors (PDs) and parallel PEs are integrated in a single chip without the I/O bottleneck, and the parallel PEs have general-purpose processing capability and are controlled by programs using digital circuits for real-time machine vision in robot control. Figure 2 shows the architecture of an S 3 PE. Each PE has an ALU and a 24-bit local memory in which each bit can be randomly accessed. It communicates with the PD and the neighbouring PEs via an eight-channel I/O mapped to memory address space. The ALU has a simple structure consisting of a full adder, a carry register and some multiplexers. It can process one of ten kinds of logical and eight kinds of arithmetic operation in each cycle. Bit-serial operation is a method that performs each bit of multi-bit operations in order. It is slower than bit-parallel operation but has merits of compact circuits and capability of variable bit length data operation. The I/O ports are connected to up, down, left and right PEs, input from the sensor and zero signal. Introducing the memory mapped I/O, total processing including not only operations but also I/O operation is performed by accessing the local memory. As a result, the instruction code has a simple form: all instructions consist of read addresses A, B (five bits each), operation code (five bits) and write address (five bits). This 20-bit instruction is divided into four steps, and is transmitted and processed in order. The A/D conversion of the analogue signal from the PD is performed by measuring the time at which the voltage of the capacitor discharged by the photo-current crosses the threshold voltage. Using the PE as a counter, the A/D conversion is performed without increasing the circuit area.
These design policies give priority to integrity over other performance such as processing speed. They depend on the idea that the power of massive parallelism is enormous and even if the performance of each PE is a little low, the total performance is still high. We implemented some early vision algorithms for evaluating the performance of this vision chip. Table 1 shows the steps and processing time. This table shows that processing time for most of the early vision programs is of the order of µs, which is much faster than conventional image processing systems. Based on the architecture, we have designed a schematic and a custom layout using a 0.35 µm CMOS process [27] . The number of transistors per PE is about 400 and the PE area is as small as 105 µm × 105 µm. Using this design, we have developed a prototype chip of 64 × 64 pixels. Figure 3 shows a photo of the chip.
Simultaneously we have developed several support systems for the vision chip. We have designed a global feature extraction circuit, which calculates image moments at high speed, which translates the output of the vision chip to a global image feature at high speed [3] . Using a vision chip with the extraction circuit, a global image feature is output without the I/O bottleneck. We have also developed a controller which transmits instructions to the vision chip at a rate of 40 MHz and also manages program control such as conditional jump and loop. The vision chip, the controller and the memory are the components of the system. We have also developed a Clike programming language for the system and its compiler. Using the development tools, users can simulate and check their programs on a PC or a workstation. Moreover we have developed several types of specialpurpose vision chip system. A high-speed target tracking vision chip which aims to improve the resolution and the speed by focusing the purpose of the chip to a target tracking has been developed [28] . A column-parallel high-speed vision system which aims to improve sensitivity of a PD, bit depth of A/D conversion and pixel resolution by separating PD and PE array has been developed [29] .
1 ms sensory-motor fusion system
Using a vision chip system we have developed a sensory-motor fusion system to realize visual and force feedback in a cycle time of 1 ms [5] . Figure 4 shows the system configuration, and Figure 5 shows its photograph.
In this system, the vision part is the prototype of a vision chip system called the SPE-256. The SPE-256 consists of a 16 × 16 array of PEs and photodiodes (PDs). Because the visual processing is executed in parallel in this system, highspeed visual feedback is achieved within 1 ms. A force sensor is in each joint of the dexterous hand and a six-dimensional force-torque sensor is in the wrist. As a result, 18-DOF multiple force information can be acquired in a cycle time of 1 ms.
The motor part is a manipulator with a dexterous hand (Mitsubishi Heavy Industries, Ltd) capable of grasping. The multi-fingered hand has four fingers and 14 joints. Its structure is similar to that of a human hand, in which a thumb is opposite the other three fingers. Each joint is controlled by a remote DC servomotor connected to it by a control cable consisting of an Since the present configuration does not include a tactile sensor, we use the fingertip position computed from the joint angle sensor instead of tactile information. Thus, for instance, to determine the contact point we use the position of the fingertip, approximated as a point, when it touches the target.
Optimal grasp planning using visual and tactile feedback

Virtual contact model
To describe a grasp processing architecture in uniform style we introduce a model called the 'virtual contact model'. It regards the non-contact condition as a virtual contact condition supposing that fingers are touching a virtual surface. Using the model, the parameters related to contact can be computed in the non-contact phase. The virtual contact points cannot be described by a unique definition, and several types of definition can exist. In this paper we define it as the point at which the distance between the finger and the target surface is minimized.
The basic coordinate frame C p is set at the centre of gravity of the hand, the target coordinate frame C o is set at the centre of gravity of the target and C i j is set at the j th joint of the i th link shown in figure 6 . We suppose that the fingers are in the neighbourhood of the target, and that the surfaces of both the finger and the target are convex and smooth. If we let k denote the index of a set of two neighbouring points, one on the target and one on the link, the positions of the point on the target and the link are defined by p obj k ∈ R 3 and p link k ∈ R 3 , and the outside direction normal vectors are defined by n obj k ∈ R 3 and n link k ∈ R 3 . These vectors are related by the following equations:
where p obj k and p link k are the virtual contact points on the target surface and the finger link, respectively, and d k ∈ R is the minimum distance between the finger and the target. If d k = 0, the virtual contact points are identical to the normal contact points. This means that our definition is an extension of the conventional point contact model [30] . 
Constraints on virtual contact point
Equation (1) is rewritten as 
where ω o ∈ R 3 and ω i j ∈ R 3 represent the angular velocity in terms of C o and C i j . This is rewritten as
where θ ∈ R mθ represents joint angles,
is a Jacobian matrix, m θ is the total number of all joints and
where R o r o k × and R i j r i j k × are skew-symmetric matrices corresponding to the outer product, and I n ∈ R n×n is the unit matrix. Figure 6 shows a change of a virtual finger point in one finger motion. On the assumption that the surface is smooth, n
As a result, the inner product of equation (5) and n k becomes
Juxtaposing all expressions in equation (6), the constraint of the virtual contact points is given by
where 
where m c is the total number of the virtual contact points, m a = m θ + 6 is the total number of degrees of freedom of the hand and i k and j k are the indices of the finger and of the joint corresponding to k. Generally m c < m a because a multifingered hand has many degrees of freedom.
Grasping algorithm based on visual and tactile feedback
Suppose that the optimal shape of the hand is achieved by minimization of a given non-negative function ε ∈ R, and that the differential of ε is given by
where ξ ∈ R ma is the gradient of ε. Using the method of steepest descent on the constraint of equation (7), the command velocity v all d ∈ R ma is computed as
where d d ∈ R mc is the desired distance between the fingers and the target surface, and τ ∈ R ma represents the joint torque. The matrices positive diagonal matrices, and the operator '+' represents the generalized matrix. The first term of equation (9) is a function of d = d d −d, the second term is independent of d and they are orthogonal to each other. In this paper we define the first term G + d as 'grasping' to grasp and hold the target and we define the second term (I ma − G + G)ξ as 'preshaping' to change the hand shape according to the target shape. These motions are shown in figure 7 . Using this control algorithm the control of preshaping can be independent of the control of grasping. This means that the same method can be used for controlling the grasp shape in both the contact phase and the non-contact phase. The third term of equation (9) is a force feedback for compliance control. In equation (9) we use the steepest descent method, but other nonlinear optimization methods can be used.
In the context of this work on grasping, we define the cost function ε by
corresponding to 'form closure' which is the condition that the target is completely constrained without friction. If ε = 0, the firmest grasping is achieved.
Grasping using visual and tactile feedback
The grasping algorithm using visual and tactile information is described as follows.
Step (1) and (2).
Step 1.2. Tactile information processing. In the contact phase the contact points p k ∈ R 3 are computed from tactile information.
Step 1. Step 3. Control. The command velocity v all d is computed from equation (9) .
The flow of the process is shown in figure 8 . In step 1.3 to compensate for the observed error of visual information the target model is updated using tactile information p k and to update this model we use the least squares method.
In this algorithm, grasp control is executed with the help of sensory feedback. As a result, if the environment changes and there is a degree of uncertainty in the parameters, grasp control is still achieved. Because it is executed with a model which includes a non-contact phase and a contact phase, grasp control is continuously achieved.
Experiment
Preliminary experiment
We carried out a preliminary experiment to test the proposed algorithm using a normal CCD camera. The CCD is used to observe six points marked on the object. The shape of the target is estimated from the position of these marked points and from a prepared model. A polyhedron is chosen as a target, and the position and the orientation are computed using the least squares method.
During grasping three fingers are put on the upper surface and a thumb is put on the lower surface as shown in figure 9 . To simplify the experiment the hand is fixed, and only the fingers are permitted to move. The hand is controlled at a rate of 1 ms, and the estimation using tactile information is executed in the cycle time 300 ms. On the other hand the estimation using visual information is executed in the cycle time of 600 ms, because the visual processing using a CCD camera is slow.
The trajectories of the fingers are shown in figure 10 . In this figure, three situations of the hand, (1) non-contact phase (0 ms), (2) contact phase (before object motion: 400 ms) and (3) contact phase (after object motion: 1100 ms), and two situations of the object, (a) before object motion, 300 ms, and (b) after object motion, 900 ms, are shown. It is shown that the grasp shape is changed according to the shape of the object as a result of preshaping. After object motion the grasp shape is also changed accordingly.
The response of the cost function is shown in figure 11 . In this figure the cost function ε and the square norm of the minimum distance ε d = d 2 are shown. It shows that ε and ε d converge simultaneously to zero, and that after convergence ε = 0 remains equal to zero in both non-contact and contact phases. This means that the proposed algorithm is effective in both non-contact and contact phases.
During grasping and preshaping, the shape of the object is estimated using visual and tactile information at and in figure 11, respectively. Immediately after estimation the cost function ε takes a large value. We believe that the estimation error causes this confusion. With new estimated parameters it converges to zero again. This means that the proposed algorithm is effective in dealing with the uncertainty of parameters.
If the target moves during preshaping and grasping as shown at in figure 11 , the cost function becomes large because the present grasp configuration becomes unsuitable. But after estimation it converges to zero again. This means that the proposed algorithm can adapt to changes of the environment.
In this experiment, because visual processing is too slow, hand motion is not reactive and a confusion of hand motion happens. However, we expect to solve this problem using the high-speed vision system. 
Experiment using high-speed vision chip system
We carried out an experiment using the high-speed vision chip system SPE-256. Because the resolution of SPE-256 is low, it is difficult to measure the three-dimensional position of the target. For this reason we decided to restrict the motion of the object to a constraint plane fixed beforehand, as shown in figure 12 .
First early image processing is achieved in order: segmentation of the image, extraction of the target area and computation of image moments [31] . Using both these image features and parameters of the plane, three-dimensional parameters are calculated. From the major and minor axes of the image, the object shape is estimated.
The desired trajectory for grasping is computed as the function of the distance between the hand and the object, to hold the object synchronously with the movement of the arm. On the other hand, the desired trajectory for preshaping is calculated from the cost function in equation (10) on the assumption that the object is restricted to only two kinds of model, a rectangular parallelepiped and a sphere.
The cycle time of the whole system control is 1.5 ms, and the cycle time of active vision control is 1 ms to speed up visual processing. This is because the cycle time of either 1 or 1.5 ms is enough fast to control a robotic system. In each cycle early visual processing is finished in the order of µs, and the residual time is allocated to the object recognition, the I/O processing, the kinematics computation and the control operation.
The experimental result is shown in figure 13 as a continuous sequence of pictures [4, 32, 33] . Grasping and preshaping are executed in parallel according to the object motion at high speed. In this figure, tracking and preshaping are executed from 0.0 to 0.5 s, both reaching and grasping motion start at 0.5 s and all motions are completed at 0.8 s. This illustrates that all motions are executed in parallel according to both the position and the orientation of the object. Finally, in figure 14 a close-up view of the grasping motion of a spherical object is shown. This illustrates that the shape of the hand can be changed to a suitable shape for grasping of a sphere by preshaping.
In this experiment, only simple objects were used because of low resolution of the vision chip. Now we are developing a new grasping system with high-resolution vision chip systems and high-speed hand systems. It is a future work to achieve fast and dextrous handling of an object which has a complicated form.
Conclusion
In this paper a new high-speed vision device and its application to a grasp system is proposed, and we discuss the processing architecture for grasping based on visual and tactile feedback designed with real-time control in mind. The result of this work is summarized as follows.
• We describe a new type of high-speed vision chip for a robotic eye. It has a general-purpose parallel processing array with PDs on a single silicon chip.
• A high-speed sensory-motor fusion system has been developed. It consists of a hierarchical parallel processing system, a vision chip system and a multifingered handarm. All sensory feedback including vision can be achieved in 1 ms.
• A grasp algorithm based on real-time visual and tactile feedback is proposed.
• Vision and tactile based grasping of a polyhedron and a sphere has been achieved.
The need for a robotic manipulator that works in the real world is growing, and such a system should be able to adapt to changes of environment. The concept of high-speed sensory-motor fusion and sensor based grasping will become an important issue in robotic research.
