A central task of computer vision is to automatically recognize objects in realworld scenes. The parameters de ning image and object spaces can vary due to lighting conditions, camera calibration and viewing position. It is therefore desirable to look for geometric properties of the object which remain invariant under such changes. In this paper we present geometric algebra as a complete framework for the theory and computation of projective invariants formed from points and lines in computer vision. We will look at the formation of 3D projective invariants from multiple images, show how they can be formed from image coordinates and estimated tensors (F , fundamental matrix and T , trilinear tensor) and give results on simulated and real data.
Introduction
The scope of geometric invariance was captured in the volume 16] and over the past decade or so invariance has been widely used for object recognition, matching and reconstruction 17]. Indeed, the currently fashionable topic of camera self-calibration can be cast in terms of looking for entities which are invariant under the class of similitudes. Thus, the study of invariants remains one of fundamental interest in computer vision. In this paper we will outline the use of geometric algebra (GA) in establishing a framework in which invariants can be derived and calculated. An important point to note here is that the same framework and approach can be used for extensions such as di erential invariants and Lie algebra approaches.
Geometric algebra is a coordinate-free approach to geometry based on the algebras of Grassmann 5] and Cli ord 3]. The algebra is de ned on a space whose elements are called multivectors; a multivector is a linear combination of objects of di erent type, e.g. scalars and vectors. It has an associative and fully invertible product called the geometric or Cli ord product. The existence of such a product and the calculus associated with the geometric algebra give the system tremendous power. Some preliminary applications of GA in the eld of computer vision have already been given 13, 15] , and here we will extend the discussion of geometric invariance given in 1, 12] . GA provides a very natural language for projective geometry as does the currently popular Grassmann-Cayley (GC) algebra, 2] (a system for computations with subspaces of nite-dimensional vector spaces). While the GC algebra expresses some ideas of projective geometry, such as the meet and join, very elegantly, it lacks an inner (regressive) product { the consequences of this are discussed more fully in 14]. The next section will give a brief introduction to GA. For a more complete introduction see 10] and for other brief summaries see 6, 15] . In this paper vectors will be bold quantities (except for basis vectors) and multivectors will not be bold. Lower case is used to denote vectors in 3D Euclidean space and upper case to denote vectors in 4D projective space.
Geometric Algebra: an outline
The algebras of Cli ord and Grassmann are well known to pure mathematicians, but were long ago abandoned by physicists in favour of the vector algebra of Gibbs { which is still most commonly used today. The approach to Cli ord algebra we adopt here was pioneered in the 1960's by David Hestenes who has, since then, worked on developing his version of Cli ord algebra { which will be referred to as geometric algebra (GA) { into a unifying language for mathematics and physics 10].
The Geometric product and multivectors
Let G n denote the geometric algebra of n-dimensions { this is a graded linear space. As well as vector addition and scalar multiplication we have a non-commutative product which is associative and distributive over addition { this is the geometric or Cli ord product.
A further distinguishing feature of the algebra is that any vector squares to give a scalar. The geometric product of two vectors a and b is written ab and can be expressed as a sum of its symmetric and antisymmetric parts ab = a b + a^b;
(1) where the inner product a b and the outer product a^b are de ned by 
The inner product of two vectors is the standard scalar or dot product and produces a scalar. The outer or wedge product of two vectors is a new quantity we call a bivector. We think of a bivector as a directed area in the plane containing a and b, formed by sweeping a along b { see gure 1. Thus, b^a will have the opposite orientation making the wedge product anticommutative as given in equation (2) . The outer product is immediately generalizable to higher dimensions { for example, (a^b)^c, a trivector, is interpreted as take the scalar part of X. In a space of 3 dimensions we can construct a trivector a^b^c, but no 4-vectors exist since there is no possibility of sweeping the volume element a^b^c over a 4th dimension. The highest grade element in a space is called the pseudoscalar.
The unit pseudoscalar is denoted by I and is crucial when discussing duality.
We now end this introductory section by giving a very brief review of the geometric algebra approach to linear algebra. A more detailed review is found in 9].
Consider a linear function f which maps vectors to vectors in the same space. We can extend f to act linearly on multivectors via the outermorphism, f, de ning the action of f on blades by f(a 1^a2^: : :^a r ) = f(a 1 )^f(a 2 )^: : :^f(a r ):
We use the term outermorphism because f preserves the grade of any r-vector it acts on.
We therefore know that the pseudoscalar of the space must be mapped onto some multiple of itself. The scale factor in this mapping is the determinant of f;
This is much simpler than many de nitions of the determinant enabling one to establish most properties of determinants with little e ort.
Projective Geometry and the Projective Split
Since about the mid 1980's most of the computer vision literature discussing geometry and invariants has used the language of projective geometry (see appendix of 16]). As any point on a ray from the optical centre of a camera will map to the same point in the camera image plane it is easy to see why a 2D view of a 3D world might well be best expressed in projective space. In classical projective geometry one de nes a 3D space, P , has no metric, the basis and metric are introduced in the associated 4D space. In this 4D space a coordinate description of a projective point is conventionally brought about by using homogeneous coordinates. Here we will brie y outline how projective geometry looks in the GA framework.
The basic projective geometry operations of meet and join are easily expressible in terms of standard operations within the geometric algebra. Firstly, to introduce the concepts of duality which are so important in projective geometry, we de ne the dual A of an r-vector A as A = AI ?1 :
In an n-dimensional geometric algebra one can de ne the join J = A (7) That is, the dual of the meet is given by the join of the duals (a familiar result from classical projective geometry). The dual of (A_B) is understood to be taken with respect to the join of A and B. In most cases of practical interest this join will be the whole space and the meet is therefore easily computed. A more useful expression for the meet ( 
Note that x contains terms of the form 1 4 ; 2 4 ; 3 4 or, via equation (9) 
) x i = X i X 4 , for i = 1; 2; 3. This process can therefore be seen to be equivalent to using homogeneous coordinates, X, for x. Thus, in this GA formulation we postulate distinct spaces in which we represent ordinary 3D quantities and their 4D projective counterparts, together with a well-de ned way of moving between these spaces.
Projective transformations
Two of the main advantages of working in homogeneous coordinates arise from the facts that general displacements can be expressed in terms of a single matrix and some non-linear
. If a general point (x; y; z) in 3-D space is projected onto an image plane, the coordinates (x 0 ; y 0 ) in the image plane will be related to (x; y; z) via a transformation of the form:
Although clearly non-linear, this is expressible as the ratio of two linear transformations. , where x = X=W; y = Y=W; z = Z=W. We can then see that f p maps X onto X 0 where
The 
Similarly we have y 0 = 2 x + 2 y + 2 z + 2 x +~ y +~ z +~ ; z 0 = 3 x + 3 y + 3 z + 3 x +~ y +~ z +~ : (16) Note that in general we would take 3 = f~ ; 3 = f~ etc. so that z 0 = f (focal length), independent of the point chosen. Via this means the non-linear transformation in E 3 becomes a linear transformation, f p , in R 4 .
We will see later that use of the linear function f p makes the invariant nature of various quantities very easy to establish.
1-D and 2-D Projective Invariants from a Single View
In this section we will use the framework established so far to look at standard projective geometric invariants. We begin by looking at algebraic quantities which are invariant under projective transformations, arriving at these invariants in a way which can be naturally generalized from 1D to 2D to 3D. where t 1 = jPAj; t 2 = jPBj, t 3 = jPCj; t 4 = jPDj { see Figure 2 .
Figure 2: Formation of the 1D cross-ratio. 
This expansion uses the fact that 1^ 1 = 2^ 2 = 0 and 1 2 = 0. In order to form a projective invariant which is independent of the choice of the arbitrary scalars S i , we must then take ratios of the bivectors X i^Xj (so that detf 1 cancels) and multiples of such ratios so that the S i 's cancel. More precisely, consider the following expression 
which is independent of the S i 's and is indeed the 1D classical projective invariant, the cross-ratio. Deriving the cross-ratio in this way enables us to easily generalize it to form invariants in higher dimensions.
4 A ijk is the area of the triangle de ned by the 3 vertices x i ; x j ; x k . This invariant is regarded as the 2D generalization of the 1D cross-ratio.
3-D Projective Invariants from Multiple Views
In this section we begin by looking at the generalization of the cross{ratio in 3D and then consider how we actually compute projective invariants from image coordinates in two and three cameras views. Conventionally all of these invariants are well known but above we have outlined a general, straightforward process for generating projective invariants in any dimension.
The 3-D generalization of the Cross{Ratio

3D point projective invariants from image coordinates in two views
Suppose we have six general 3D points P i , i = 1; ::; 6, represented by vectors fx i ; X i g in E 3 and R 4 respectively. We have seen above that 3D projective invariants can be formed from these points, and an example of such an invariant is Inv 3 = X 1 X 2 X 3 X 4 ] X 4 X 5 X 2 X 6 ] X 1 X 2 X 4 X 5 ] X 3 X 4 X 2 X 6 ] :
This is simply equation (30) rewritten in terms of brackets, where the bracket is de ned by X 1 X 2 X 3 X 4 ] = (X 1^X2^X3^X4 )I ?1 4 . If it is possible to express the bracket X i X j X k X l ] in terms of the image coordinates of points P i ; P j ; P k ; P l ; then this invariant will be readily computable in practice. Some of the most recent work which has addressed this problem has utilized the Grassmann-Cayley (GC) algebra 2, 4] . It has been shown that it is not possible to compute general 3D invariants from a single image and in 2] Carlsson discussed the computation of such invariants from a pair of images in terms of the image coordinates and the fundamental matrix, F , using the GC algebra. Here we will show how the approach of Carlsson looks in the geometric algebra framework and in the following section, extend the technique to deal with three views. 
where the s and the s are the observed intersection points in the two image planes and F is the estimated fundamental matrix (using sets of matching image points for example). The s and s are de ned by expanding the image points as follows. Since a r , a s and a pqrs are collinear we can write a pqrs = pqrs a s + (1 ? pqrs )a r and b pqrs = pqrs b s + (1 ? pqrs )b r : (37) To summarize; given the coordinates of a set of 6 corresponding points in the two image planes (from non-coplanar world points) we can form 3D projective invariants provided we have some estimate of F .
3D point projective invariants from image coordinates in three views
The technique used to form the 3D projective invariants for two views can be straightforwardly extended to give expressions for invariants of three views. Consider the scenario shown in gure 4, which shows four world points, fX 1 ; X 2 ; X 3 ; X 4 g (or two lines X 1^X2 and X 3^X4 ) projected into three camera planes, where we use the same notation as in previous sections. As before, we can write these world lines as the intersection of planes.
Using GA it is also possible to write the components of the trilinear tensor, T , 
where the s and s are from image A and take the same meaning as previously. In equation (38) the quantities are all observed quantities or entities we form from observed quantities.
Experimental Results
In this section we present results for the formation of 3D invariants from two and three views on both simulated and real data. Throughout this section feature points (corners) were extracted automatically but matched by hand. The authors note that automatic matching is, itself, often a hard problem, but the work presented here addresses only the subsequent analysis, assuming such matching has been successfully performed. Although these simple linear methods do not enforce the necessary constraints on F and T, the resulting estimates were adequate for the purposes of the experiments shown here.
In the experiments with real data below, F and T were also formed in this way. points. The boxes to the right of this show the same thing for increasing . The bottom row shows the equivalent for invariants formed from three views using the expression given in the previous section; here the (i; j)th entry in the left-hand box shows the distance, d(v i ; v j ), between invariants for set S i formed from views 1,2 & 3, and invariants for set S j formed from views 2, 3 & 4. Clearly, we would like the diagonal elements to be as close as possible to zero since the invariants should be the same in all views in the zero noise case. The o -diagonal elements give some indication of the usefulness of the invariants in distinguishing between sets of points (we would like these to be as close to 1 as possible { although there is, of course, no guarantee that this will be the case). We can see that, in terms of the diagonal elements being close to zero, the performance of the invariants based on trilinearities is better than those based on bilinearities. However, it appears that, for greater noise values, T has slightly poorer distinguishing ability (i.e. o -diagonal elements are, on average, higher for F).
In the case of real images we use a sequence of images taken by a moving robot equipped with a binocular head. Figure 6 shows an example of images taken with the left and right eyes { the experimental setup roughly matched the simulations in terms of ratios of object distance to object size. Image pairs, one from the left sequence and one from the right sequence were taken to form invariants using F. For the formation of invariants using T, two from the left and one from the right sequence were used. 38 points were semiautomatically taken and 6 sets of 6 general points were selected. The vector of invariants for each set was formed using both F and T and the set of distances found are shown in gure 7. Again, the diagonal elements are smaller for the invariants calculated using T, and now, di ering from the simulations, we also see that the o -diagonal components are, on average, larger for T. We therefore see that computing the invariants from 3 views appears to be more robust and useful than computing them from 2 views { one would expect this from a theoretical viewpoint. Another reason for preferring the invariants formed from three views is that degenerate or almost degenerate con gurations of points will be less likely. 
Conclusions
We have presented a brief introduction to the techniques of geometric algebra and shown how they can be used for projective geometry and in the formation and computation . We nd that we do not need to invoke the standard concepts or machinery of classical projective geometry, all that is needed is the idea of the projective split relating the quantities in R 4 to quantities in our 3D world. For real computations in the space R 4 we have a 4D geometric algebra with a Lorentzian metric. We can therefore use the extensive symbolic algebra packages (for use with MAPLE) which have been developed for work in relativity, quantum mechanics and cosmology using the spacetime algebra, also a 4D geometric algebra with a Lorentzian metric. Analysing problems using geometric algebra provides the enormous advantage of working in a system which can be used for most areas of computer vision and which has very powerful associated linear algebra and calculus frameworks. In addition, we have shown how the geometric insight provided by GA can be used to extend existing work on 3D projective invariants from two views to three views and have given explicit expressions for forming such invariants in terms of measurable quantities. Initial results indicate that such invariants are more robust than their 2-view counterparts.
