We derive a cross-sectional asset pricing measure from a noisy multi-asset rational expectations equilibrium model. The measure is based on the time-series covariance of an asset's returns and security prices. Empirically, stocks with a measure one standard deviation above and below the average have returns that differ by 0.36% the following month (4.44% per annum) which is statistically significant at the 1%-level. Results remain significant after including variables such as stock market capitalization, book-to-market ratio, and the probability of information-based trading. Our measure can be understood as a proxy for information risk and/or supply uncertainty. We show the two explanations are theoretically intertwined.
Introduction
Why do some stocks have high average returns while others have low average returns? Answering this question fuels much debate and research in the field of financial economics. Many argue that high (low) returns are compensation for bearing high (low) levels of risk. Empirically, however, there is a failure to link theoretical risk measures such as the Capital Asset Pricing Model (CAPM) beta to average returns. Does the failure stem from incorrectly specifying risks (i.e., is the CAPM not the correct model)? Or, as others argue, do stocks experience temporary short-horizon and medium-horizon mispricing that render risk models useless? Part of the debate about average returns stems from each side claiming the same variable supports its case (for example, a stock's book-to-market ratio is referred to as both a risk proxy and as a measure of mispricing.) This paper offers an integrated approach to understanding why some stocks have high average returns. Our goal is to model and estimate risks faced in a market with a large number of investors who possess diverse and asymmetric pieces of private information. We start with a multi-asset equilibrium model. 1 We next derive a measure that can be estimated with recently observed data. Theoretically, our measure is positively related to stocks' expected returns. The model and derivation explicitly state the economic quantities and assumptions behind the risk/return relations documented in this paper. Our methodology transforms the model's unobservable parameters into a measure that can be used by financial econometricians. We end by showing that our measure is an economically and statistically significant predictor of stock return dispersion. The empirical results are based on standard return data from the Center for Research in Security Prices (or "CRSP").
Information, uncertainty, and portfolio concerns determine an investor's demand for a given asset. Investors with precise information about an asset's future dividends tend to have high demands for the asset. The investors may, however, refrain from investing too heavily in the asset due to portfolio and diversification considerations. Conversely, investors with imprecise information about the asset's dividends tend to have low demands. These investors may be willing to invest more heavily in the asset if they are able to glean dividend information from observable prices.
In a noisy market (e.g., one with supply shocks and/or noise trading), equilibrium prices partially reveal private information. Stock prices are below expected future values and these price discounts represent premia investors earn for holding risky assets. The premia are complicated functions of quantities such as the dividends' covariance structure, precision of investors' information, and supply uncertainty. On average, stocks with little private information (low precisions) and/or high levels of supply uncertainty have low prices and high premiums. In other words, such stocks are viewed as risky by investors who must be compensated for holding them.
Testing the insights of a noisy rational expectations equilibrium model can be challenging. The precisions of investors' information and the levels of supply uncertainty are difficult, if not impossible, to observe. Equally important, equilibrium prices are complicated functions of information and noise variables. The two effects cannot easily be disentangled.
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Studying non-informational events such as S&P 500 additions is one approach to separating the effects that information and noise have on stock prices. Unfortunately, the event study methodology is better suited to measuring temporary price movements than giving insights into expected returns. As a second approach, some financial economists claim there exist certain variables (such as the number of analysts following a stock) that are correlated with information precisions but uncorrelated with supply shocks. The fact that information precisions and supply uncertainty are unobservable makes testing the veracity of such claims impossible.
The first contribution of this paper is to derive a measure that can be quickly estimated with recently observed data and is positively related to stocks' expected returns (in the cross-section). Our measure is negatively correlated with the precision of investors' information. We show such a correlation implies our measure is positively correlated with expected returns. Simultaneously, our measure is positively correlated with the degree of supply uncertainty (and thus positively correlated with expected returns). We are therefore able to use our measure to explain the observed dispersion in monthly stock returns without needing (or claiming) to disentangle information from supply effects.
Our measure is defined as the logistic transformation of the fit (R 2 i ) from a multi-variate, time-series regression of stock i's return on its own price and the prices of other stocks. We call it the "Info/Noise" measure because it is positively correlated with information risk and/or supply uncertainty. 3 The empirical measure is straightforward to calculate 2 Expressions showing the interdependence of information and noise variables, as well as derivations are in Section 2 of this paper. In the absence of noise in the market, Grossman (1976) and Radner (1979) propose fully revealing REE models. The Grossman and Stiglitz (1980) paradox points out that such an equilibrium is not possible if information is costly. These authors show, however, that private information is not completely revealed in prices if there is noise trading. 3 In noisy rational expectations equilibrium models the terms "supply shocks" and "noise trading" can be used interchangeably as they refer to the same quantities. We use the term "supply uncertainty" to denote the variance of the supply shocks.
and requires only return data and industry classification codes. Although our empirical analysis focuses on U.S. data from the Center for Research in Security Prices (CRSP), similar studies can be carried out using stock market data from around the world.
To understand the economics behind our measure, it is helpful to first consider the standard Sharpe-Lintner-Mossin capital asset pricing model (CAPM). In this two-period framework, a stock's future dividend is random, while its price (today) is a deterministic function of model parameters. These parameters include the stock's expected dividend and the variance-covariance matrix of all dividends, neither of which is a random quantity.
In the standard CAPM framework, the covariance between a stock's price and its return is zero due to the fact that prices are deterministic-i.e., the R 2 = 0 from a time-series regression of a stock's return on its price.
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In a noisy rational expectations equilibrium (REE) framework, future dividends are random as in the standard CAPM. Importantly, a stock's price is a random variable because it is function of aggregate information and noise-both of which are random variables. Information variables are, by definition, linked to future dividends. The link induces a non-zero covariance between a stock's price and its return. Thus, R 2 = 0 for a time-series regression of a stock's return on its price.
Consider a single-asset, single-period REE model. When there is a lot of uncertainty about the stock's future dividend, today's price is low, and the risk premium is high. The amount of information gleaned from the observable price relative to the amount of private information is high. In other words, today's price conveys a lot of information to investors. In terms of a time-series regression, increased uncertainty leads to a stronger (negative) relation between the stock's price and its return. The stronger relation leads to a higher fit (R 2 ). Conversely, when investors receive precise information, today's price is high, the risk premium is low, and the price conveys little information to investors. There is a weaker (negative) relation between the stock's price and its return. As investors' private information becomes increasingly precise, information about future dividends becomes perfectly incorporated into the stock's price, the expected return converges to the riskfree rate, the information risk premium goes to zero, and there is no role for the price to convey additional information. There is zero covariance between the stock's return and its price (R 2 → 0).
The reasoning in the above paragraph represents the key economic insight of this paper. When private information is imprecise, expected returns tend to be high, and observed 4 The zero covariance (in the CAPM time-series) should not be confused with the cross-sectional relations (where there is a negative relation between stocks' expected returns and prices.) This negative cross-sectional relation exists regardless of whether prices are deterministic (as in the CAPM) or random (as in noisy REE models). Berk (1995) discusses that financial economists should expect to find such cross-sectional relations.
prices convey relatively large amounts of information to investors. The result is a strong (negative) relation between a stock's return and its price-which financial econometricians can estimate using the fit from a time-series regression (R 2 ). The same relation does not exist when prices are deterministic as in a traditional CAPM model. In effect, our paper is asking how much information is conveyed by a stock's price? We show that prices convey relatively more information when private information is imprecise and/or when supply uncertainty is high. During such times, expected returns are also high.
The second contribution of this paper comes from studying a multi-asset equilibrium model. The price of a given stock i reflects investors' information about the dividends of all stocks in the market place. In other words, due to various correlation structures, investors may learn about stock i's dividend by receiving information about other stocks' dividends. As an example, investors with precise information about stock i's dividends may have relatively low demands for stock i because: 1) The same investors may have more precise information about another stock that is a close substitute of i; 2) Investors may prefer other stocks for portfolio diversification reasons; 3) There may be high levels of supply uncertainty in stock i; or 4) There may be high levels of supply uncertainty in stocks that serve as hedges. The multivariate approach sets our work apart from papers that study information asymmetries for a single stock at a time.
In a multi-asset REE framework, the economic intuition discussed above is augmented by the ability of investors to glean information about stock i's dividends from the prices of other stocks. Equilibrium prices are functions of all stocks' dividends, uncertainty about these dividends, information about the dividends, and noise. The correlation structures within and between these variables is, of course, important. Imprecise information about stock i can be overcome if investors have precise information about the dividends of a close substitute (stock j). In such a case, stock i's expected return is low and this is reflected in the relatively weak (negative) covariance between j's price and i's return.
We use a multi-variate regression of stock i's returns on the prices of all stocks in order to assess the strength of multiple return-price relations (i.e., we regress stock i's returns on the prices of stocks i, j, k, etc.) Measuring the fit from the regression allows us to represent the strength of the relations in a single number. Both the derivation of our measure and an analysis of computer generated data confirm that the regression fit is positively correlated with stock i's expected returns.
The third contribution of this paper is to show our Info/Noise measure is an economically and statistically predictor of cross-sectional return dispersion. Empirically, stocks with a measure one standard deviation above and below the average have returns that differ by 0.36% the following month. The difference equals 4.44% per annum and is statistically significant at the 1%-level.
The fourth contribution of our paper is to show that the Info/Noise measure remains an economically and statistically significant predictor of future returns after including additional predictor variables such as an estimate of a stock's beta, market capitalization, and book-to-market ratio. Results also remain significant after including the firm-specific risk variation (FSRV ) measure of Durnev, Morck, and Yeung (2004) , the delay measure of Hou and Moskowitz (2005) , and the probability of information-based trading (PIN ) measure of Easley, Hvidkjaer, and O'Hara (2002). The finding that both the Info/Noise and PIN measures are significant predictors of cross-sectional return differences is of particular interest. The two measures appear to pick up different effects. Our measure is motivated by a multi-asset model and the prices of many stocks are used in its construction. The PIN measure relies on analyzing trades only of one stock at a time.
We end the paper by showing our empirical results are robust to including lagged stock returns, the standard deviation of returns, turnover measures, the Amihud (2002) illiquidity measure, and the reciprocal of price (1/P ). We also estimate predictive regressions using portfolios of stocks. The portfolios are formed by sorting stocks into industry groups, Info/Noise deciles, stock beta deciles, and stock market capitalization deciles. As with the individual stock results, the Info/Noise measure continues to predict significant crosssectional differences in returns. We find the ability of the Info/Noise measure to predict cross-sectional return differences is concentrated in the bottom three size deciles of stocks using NYSE breakpoints.
Related Literature
Our paper is related to both recent empirical and theoretical work. On the empirical side, Easley, Hvidkjaer, and O'Hara (2002) study the probability of information-based trading. The authors create a variable to measure this probability called "PIN." Microstructure data is used to estimate the arrival rates of informed trades, uninformed buy orders, and uninformed sell orders. The estimation is done on a stock-by-stock basis. Stocks with high PIN measures have high proportions of informed trades. These stocks have higher returns than stocks with low PIN measures.
Our model is also motivated by the relation between informed investors, asset prices, and returns. A difference is that Info/Noise is constructed using only return data and industry codes. Therefore, it is possible to construct Info/Noise for stocks in many markets around the world. In addition, our Info/Noise measure for stock i uses data from stock i and data from other stocks in the same industry as i. We believe our multi-variate approach explains why both Info/Noise and PIN predict future returns when included in the same regression. Roll (1988) shows asset returns are explained by "systematic economic influences" and by "public firm specific news events. Grossman and Stiglitz (1980) . Like the Admati (1985) model, cross-sectional differences in expected returns are complicated functions of unobservable parameters such as the precision of investors' signals. As mentioned in Footnote 1, our paper could obtain similar results using a Grossman and Stiglitz (1980) framework.
The paper proceeds as follows. Section 2 derives our measure from a multi-asset rational expectations equilibrium model. Section 3 describes our empirical measure (Info/Noise) and the data used in this paper. Section 4 presents the empirical results. We also provide a number of robustness checks. Section 5 concludes.
Theory
We derive a cross-sectional asset pricing measure from the Admati (1985) noisy rational expectations model. A key feature of many noisy REE models is that investors receive private signals about assets' future dividends. Investors can also observe prices and are thus able to (imperfectly) infer other investors' information. We measure the relative importance of price signals versus private signals in determining an asset's equilibrium price. The price signals play a relatively larger role in determining an asset's equilibrium price when the asset's expected return is high. Appendix A outlines the set-up of the model.
Prices, Returns, and Expected Returns
Theorem 3.1 of Admati (1985) provides a closed-form solution for the n × 1 vector of equilibrium pricesP at date 0. The price vector is a function of the two n × 1 vectors of random variables. The first vector is the sum of investors' information signals and equals the vector of dividends/payoffs at date 1 (denotedF ). The equality arises from assuming the market has a continuum of investors and implies investors' signals are unbiased on average. The second vector is the per-capita supply of risky assets (denotedZ).
The three constant expressions {A 0 , A 1 , A 2 } are themselves complicated functions of the model's parameters-expressions for the constants are shown in Appendix A of this paper. The model's parameters are as follows: r f is the riskfree rate;ρ is investors' average risk tolerance;F and V are the mean and covariance matrix of future dividends (payoffs); Q is the precision matrix of investors' information signals about future dividends;Z and U are the mean and covariance matrix of per capita supply (noise); and I n is an n × n identity matrix. We follow convention and define the n × 1 vector of excess dollar returns as:
The return vector is a function of the same two random variables (F andZ) found in the price vector. The two random variables provide a link between stock i's return and its price-i.e., the covariance of stocks' returns and prices are non-zero in all but rarest cases.
Corollary 3.5 of Admati (1985) provides an expression for the n × 1 vector of expected excess returns (risk premia) as a function of investors' precisions and supply uncertainty.
In Equation (3), the term in parentheses is positive definite. On average, low levels of investor precisions (Q) are associated with high expected returns (providedZ > 0 which is true for stocks.) High levels of supply uncertainty (U ) are associated with high expected returns. There may exist some individual stocks for which these relations do not hold. However, such situations are anomalous and studied in Admati (1985).
Our Measure
Our goal is to transform unobservable model parameters (information precision and supply uncertainty) into a measure that can be estimated with observed data. The measure is then linked with expected returns. To accomplish our goal we project stock i's returns on the prices of all stocks. The fit from this projection is given by the expression below. Put differently, we measure the R 2 from a multi-variate time-series regression of stock i's returns on prices of all stocks. Throughout this section, we simplify notation by setting the riskfree rate to zero (r f = 0).
To understand the link between R 2 i , information precision (Q i ), and supply uncertainty (U i ) we consider two cases: i) a simpler case with n uncorrelated assets; ii) a difficult case with correlated dividends, signals, and/or supply uncertainty. In the first case, the matrices V , Q, and U are diagonal. Equation (4) can be simplified to the expression below (please see Appendix B for details):
The above expression shows that as investors' precision (Q i ) increases, the denominator increases and the R The expression for R 2 i when the matrices V , Q, and U are not diagonal is not easy to simplify. We start by defining K ≡ (ρV
The variable K is part of expected returns shown in Equation (3). Below, i i is a n × 1 vector of zeros with a "1" in the i th position. Please see Appendix B for details.
In broad terms, an increase in Q leads to a decrease in the fit (R 2 ). An increase in U leads to an increase in the fit. The relation between the Q and R 2 i can be complicated by off-diagonal elements of the V , Q, or U matrices. Appendix C analyzes computer generated data and shows that an increase in investors' precision about stock i's dividend leads to a decrease in R 2 i . The appendix also shows that an increase in supply uncertainty for stock i leads to an increase in R 2 i .
Empirical Predictions
We combine results from Sections 2.1 and 2.2 and show there is a positive relation between a stock's expected excess return and the fit from a time series relation of returns on prices (R 2 i ). The relation when the matrices V , Q, or U are diagonal is:
Higher fits predict higher expected returns and lower fits predict lower expected returns. As the R 2 i goes to zero, stock i's expected excess return goes to zero. As the R 2 i goes to one, stock i's expected return goes to infinity. Note that R 2 i is a function of V i , Q i , and U i as shown in Equation (5).
In the case when model parameters (matrices) are not diagonal, there is no closed-form solution for the relation between a stock's expected return and R Appendix C numerically analyzes a market with 25 stocks. Figure 1 shows that expected returns decrease as the precisions of investors' information (Q) increases. The figure also shows that expected returns increase with supply uncertainty (U ) increases. Figure 2 shows that fit (R 2 i ) decreases as Q increases and fit increases as U increases-as result that parallels the discussion in Section 2.2.
Most importantly, Figures 3 and 4 show that expected returns increase (roughly) linearly with our fit measure. We end by noting that it is not possible to identify whether information precisions, supply uncertainty, or both are responsible for the relation between expected returns and R 2 . For example, lower precisions imply higher R 2 i and higher expected returns. At the same time, higher supply uncertainty imply higher R 2 i and higher expected returns. The variables are inexorably linked. We discuss avenues for possible research in the conclusion-Section (5).
The Info/Noise Measure and Data Description
We create an empirical measure that is correlated with stock i's expected returns. We use the measure to predict returns in month t+1. The measure is calculated using lagged data and it is based on the strength of the time-series relationship between stock i's return on day k and stock prices on day k-1. The measure for stock i as of month t is denoted Info/Noise i,t . The five steps used to calculate the measure are:
Step 1: We calculate the cumulative return of the market portfolio over our sample period. The cumulative return is set to one in July 1965 and then increased or decreased by daily market returns. The cumulative market return on day k is thus:
Step 2: For each stock i, we calculate the cumulative daily return over our sample period. The cumulative return of stock i is set to one the first day a stock appears in our dataset and then increased or decreased by daily stock returns. The cumulative return of stock i on day k is thus:
We define the normalized price of stock i on day k as the cumulative return of stock i divided by the market's cumulative return on the same day: Figure 3 is based on a diagonal V matrix. Figure 4 allows the V matrix to contain off-diagonal elements based on empirically observed returns. Please see Appendix C for further details about generating the numerical data.
Step 3: Equation (4) calls for projecting stock i's return on the prices of all stocks in the market. Using all stocks is not feasible. Therefore, for each stock i, we calculate normalized daily prices of four industry portfolios using value-weighted industry returns in a manner similar to Steps 1 and 2. The first industry portfolio is most related to stock i while the fourth industry portfolio is least related.
The normalized price of the first portfolio, P N SIC4\i,k , is calculated using stocks with the same four-digit SIC code as stock i but excludes stock i. The second portfolio, P N SIC3\4,k , consists of stocks with the same three-digit SIC code as stock i but excludes stocks used in the first portfolio and excludes stock i. The third portfolio, P N SIC2\3,k , consists of stocks with the same two-digit SIC code as stock i but excludes stocks used in the first two portfolios and excludes stock i. Finally, the fourth portfolio, P N SIC1\2,k , consists of stocks with the same one-digit SIC code as stock i but excludes stocks used in the first three portfolios and excludes stock i.
Step 4: We project the returns of stock i from day k on normalized prices from day k-1. For stock i in month t, the multi-variate time-series regression uses daily data from the past year (months t-12 to t-1). We require a minimum of 60 daily returns. We estimate coefficients using ordinary least squares on a stock-by-stock basis.
The above regression initially looks like a momentum or relative strength regression. However, lagged returns and market returns as control variables in our cross-sectional, predictive regressions.
Step 5: Our Info/Noise measure for stock i in month t is defined as the logistic transformation of the fit (R 2 i,t ) shown in the regression from Step 4, Equation (7) . As stated in Step 4, the Info/Noise i,t measure is calculated using lagged (available) data from months t-12 to t-1. Using the R 2 i,t measure allows us to quantify the strength of r i,k 's covariance with the five right-hand size variables shown in Equation (7).
Data and Overview Statistics
Our empirical analysis focuses on monthly stock returns from the Center for Research in Security Prices (CRSP [ Insert Table 1 About Here ]
The We calculate three other variables that have been shown to explain the cross-section of returns. The firm-specific risk variation (FSRV ) measure of Durnev, Morck, and Yeung (2004) is calculated by first projecting stock i's daily returns over the past twelve months on the returns of the market portfolio and the returns of stock i's three-digit industry portfolio (excluding stock i). We require a stock to have a minimum of 60 days in order to estimate FSRV. Notice that FSRV is estimated with contemporaneous returns as right-hand side variables while our Info/Noise measure is estimated with lagged normalized prices (cumulative returns) as right-hand side variables.
To calculate the delay measure of Hou and Moskowitz (2005), we first estimate two regressions using weekly data. The measure, denoted Delay (1), is defined using the ratio of the R 2 measures from the following two regressions. Note these regressions use contemporaneous and lagged market returns, while our measure is based on lagged normalized prices as right-hand side variables.
The third predictor variable is the PIN measure of Easley, Hvidkjaer, and O'Hara (2002).
We download monthly values of PIN from Soeren Hvidkjaer's website. Finally, our analysis considers trading and liquidity measures including the natural log of turnover, the Amihud (2002) measure of illiquidity, and the reciprocal of price (1/P). 
Empirical Results
We test whether our Info/Noise measure helps explain the cross-section of stock returns using monthly Fama-MacBeth regressions. The left hand side variable is the excess return of stock i in month t+1. Right hand side variables use measures from month t including Info/Noise i,t , an estimate of stock i's beta, the natural log of the stock's market capitalization, etc. The main regression equation is thus: [ Insert Table 2 About Here ] Table 2 , Regression 1 shows that Info/Noise is a statistically significant predictor of future returns. The regression coefficient is 0.21 with a 3.90 t-statistic. We discuss the economic significance of these results in Section 4.1. A stock's estimated beta is not positively correlated with next period's returns. The coefficient on estimated beta is -0.14 with a -1.91 t-statistic.
In Table 2 , Regression 2 we include the natural log of a stock's market capitalization and book-to-market ratio as predictor variables. Only book-to-market is a significant predictor of cross-sectional differences in returns. The coefficient on ln(Book-to-Mkt) is 0.27 with a 5.35 t-statistic.
Regressions 3, 4, and 5 test whether FSRV, Delay(1), and PIN predict future returns in addition to the variables already tested. Regression 5 represents the main results of the paper and we see both Info/Noise and PIN are statistically significant predictors of crosssectional differences in returns. The coefficient on Info/Noise is 0.25 with a 4.26 t-statistic and the coefficient on PIN is 3.53 with a 4.49 t-statistic. Interestingly, including PIN in the predictive regression drives out the significance of ln(Book-to-Market) as a predictor variable. Notice PIN is available for the 1983 to 2001 time period or 228 months and the fit of Regression 5 is 3.06%. We believe the two measures are capturing complementary aspects of information. Our Info/Noise measure is based on multi-stock regressions while PIN is based only on the trades in stock i. We now turn to evaluating the economic significance of the results shown in Table 2 , Regression 5.
Economic Significance
We calculate the economic significance of our regression results. To do this, we calculate the average return of stocks when a predictor variable is one standard deviation above and below its average. Multiplying two times the standard deviation by the regression coefficient gives an estimate of the monthly return dispersion predicted by the variable. 6 Errors in variables issues are addressed in two ways. First, we apply the Shanken (1992) corrections to our regression results in this section and find similar results (available from authors upon request). Second, in Section (4.3), we estimate regressions similar to Equation (9) using portfolios of stocks rather than individual securities. Table 3 , Column 1 reports the coefficients from Table 2 , Regression 5. Column 2 reports the unweighted average coefficients which are simply the time series averages over the 228 months used in the regression. Column 3 shows each variable's cross-sectional standard deviation (again, averaged over the 228 months). Multiplying two times Column 3 by Column 2 gives a rough estimate of the monthly differences in returns-see Column 4.
[ Insert Table 3 About Here ]
Column 5 provides a more accurate estimate of economic significance. Each month we multiply two times the specific month's standard deviation by the specific month's regression coefficient. We then take the time series average of the 228 monthly values. Column 6 annualizes the monthly values.
Stocks with a Info/Noise measure one standard deviation above the mean have returns that are 4.44% higher than stocks with a measure one standard deviation below the mean. We see similar levels of economic significance from market capitalization (4.32%), book-to-market ratios (4.11%), and the PIN measure (3.63%).
Sort Results
We use a double sort procedure to again test whether our Info/Noise measure and PIN can explain economically and statistically differences in returns. For each month t, we first sort stocks into quintiles based on their PIN measures. We next sort stocks into quintiles based on their Info/Noise measure. For each of the resulting 25 bins, we report the average return of the portfolio of stocks over month t + 1.
Results from the double sort procedure are shown in Table 4 . We see that our Info/Noise measure is a significant predictor of returns when stocks are in the 4 th or 5 th (Hi) PIN quintile. To see this effect, consider stocks in the 4 th PIN quintile. When our Info/Noise measure is "Lo", stocks have an average return of 0.0045 the following month. When our Info/Noise measure is "Hi ", stocks have an average return of 0.0119 the following month. The difference between the "Hi " and "Lo" is 0.0074 per month. This value is statistically significant with a 3.11 t-statistic.
[ Insert Table 4 About Here ]
If we form a portfolio that is long stocks when PIN and Info/Noise are both "Hi " and short stocks when both are "Lo", the difference in returns is 0.0088 per month on average.
The relevant portfolios are highlighted in the table. The four factor alpha of this portfolio is 0.0110 with 3.80 t-statistic (on a monthly basis and not reported in the table). We conclude that PIN and Info/Noise help explain cross-sectional differences in returns. Using both variables together identifies stocks with return differences on the order of 11% per annum.
Robustness Checks
We test whether our results are robust to different specifications. Table 5 includes a number of additional predictor variables in regressions similar to Equation (9). Table 5 , Regressions 1, 2, and 3 include past returns. Returns from months t-3 to t-2, from months t-6 to t-4, and from months t-12 to t-7 all predict future returns. Including these variables does not affect the predictive power of our Info/Noise measure. In fact, the coefficient on Info/Noise increases from 0.15 to 0.16 to 0.18 across the first three regressions. Tstatistics increase as well and Regression 3 has a fit of 6.02%.
[ Insert Table 5 About Here ] Table 5 , Regressions 4, 5, 6, and 7 include four additional predictor variables. We separately try the standard deviation of a stock's excess returns, turnover, the Amihud (2002) illiquidity measure, and the natural log of one over a stock's price. The Info/Noise measure remains a significant predictor of cross-sectional return differences.
Although not reported, we calculate φ 1 , the AR(1) coefficient of returns for each stock i in month t using lagged data. We then include φ 1 as a right-hand side variable is a predictive regression of similar form as Table 5 , Regression 7. The cross-sectional coefficient on φ 1 is -0.0061 with a -2.74 t-statistic. The negative coefficient implies stocks with highly negative autocorrelations have higher expected returns. In the regression, our Info/Noise measure remains a significant predictor of cross-sectional return differences with a 0.0009 coefficient and 2.20 t-statistic. Also not reported, we test our Info/Noise measure in conjunction with the Hou and Moskowitz (2005) Delay(1) measure. Our measure continues to be a statistical and economic predictor of return dispersion. Adding the Delay(1) measure has no apparent effect on our reported results.
Tests Using Portfolios of Stocks:
We test whether our Info/Noise measure helps predict future returns for portfolios of stocks. Using portfolios of stocks addresses errors in variables issues that might arise from using estimated quantities as predictor variables. Table 6 , Regressions 1a and 1b use industry portfolios created at the 3-digit SIC level. We form 450 such portfolios each of which exists for 486 months. We see that our Info/Noise measure is statistically significant when a stock's beta, market capitalization, and bookto-market are included.
[ Insert Table 6 About Here ] Regressions 2a and 2b use 100 portfolios formed by sorting stocks into Info/Noise deciles and Beta deciles. Again, our Info/Noise measure continues to be statistically significant. However, in Regression 2b, neither market capitalization nor book-to-market predict future returns. Finally, Regressions 3a and 3b use 100 portfolios formed by sorting stocks into Info/Noise deciles and size deciles. The size portfolios use the same NYSE break points as used in Fama and French (1993) .
Additional Robustness Checks: We carry out a final series of tests to ensure our results are robust to different sample definitions. [ Insert Table 7 About Here ]
We check whether the Info/Noise measure is more effective at predicting return dispersion of large or small stocks. Each month we sort our sample into three market-capitalization groups based on NYSE breakpoints. The first group consists of stocks in deciles 1, 2, and 3. The second group consists of stocks in deciles 4 to 7. The third group consists of stocks in deciles 8, 9 , and 10. Table 7 , Regressions 6, 7, and 8 report coefficients from the three groups. The Info/Noise is an economic and statistically significant predictor of return dispersion for stocks in the bottom three deciles. The Info/Noise coefficient is 0.27 with a 4.46 t-statistic. We exclude the natural log of market capitalization from these last three regressions as stocks have already been sorted by this variable.
We conclude that the Info/Noise measure is an economically and statistically significant predictor of cross-sectional return differences for stocks in the bottom three NYSE size deciles.
Conclusion
This paper proposes a new measure that helps explain the cross-section of stock returns. Our measure is derived from a well-known multi-asset rational expectations equilibrium model and is straightforward to calculate. Theory predicts higher values of our measure (denoted Info/Noise) are associated with higher expected returns.
In multi-asset markets, expected returns (price discounts) depend on complicated correlations of information, dividends, and noise. Our proposed measure for a given stock i is derived from the prices of many stocks. This multivariate approach sets our work apart from most papers which focus primarily on estimating information asymmetries for a single stock at a time.
We show our Info/Noise measure economically and statistically predicts cross-sectional dispersion in stock returns. Empirically, stocks with a measure one standard deviation above and below the average have returns that differ by 0.36% the following month. The difference equals 4.44% per annum and is statistically significant at the 1%-level. Our results hold after controlling for many predictor variables.
Interesting, we find both the Info/Noise and PIN measures are significant predictors of cross-sectional return differences. The two measures appear to pick up different effects. Our measure is motivated by a multi-asset model and the prices of many stocks go into its construction. The PIN measure relies on analyzing trades only of one stock at a time.
There are a number of directions for future research. First, one could test how well the Info/Noise measure works in other markets. Second, one could work to theoretically disentangle the effects of information risk from the effects of supply uncertainty. Third, and finally, it may be possible to derive observable measures that separate the precision of information (Q) from supply risk (U).
Appendix A: Theory Set-Up
Following Admati (1985) , there is a continuum of economic agents each of whom invests his initial wealth in a riskless asset and n risky assets. Assets are traded at date 0 and agents consume at date 1. Risky asset i paysF i units of the single consumption good at date 1. The n × 1 vector of dividends is:F = (F 1 , . . . ,F n ) . The mean and variance of dividends are given byF = E[F ] and V = V ar [F ] . The riskfree rate is denoted r f .
Each agent a maximizes his utility of final consumption. The utility function exhibits constant absolute risk aversion with risk tolerance ρ a . The average risk tolerance in the economy is:ρ = ρ a da.
Each agent also receives an independent signal about future asset dividends in the form Y a =F +ε a . The final term (ε a ) is a mean-zero random variable with variance-covariance matrix S a . The weighted average of the signal precision matrices is:
Finally, and as is common in rational expectations models, the supply per capita is given by the random variableZ. The mean and variance of the supply are given byZ = E[Z]
The closed-form solution for prices at date 0 is given by Theorem 3.1 on page 637 of Admati (1985) .P
The three constants are:
Following convention, excess returns are defined to be the change in prices between date 0 and date 1 and given by the n × 1 vector: r ≡F − (1 + r f )P . The return of stock i is the i th element of this vector.
The ex-ante relation between expected returns and model parameters (i.e., before realizations of random variables), is given by Corollary 3.5 on page 640 withP = E[P ].
i
We start with the fit from a multi-variate, time-series regression of stock i's return on the prices of all stocks. Note, we have set the riskfree rate to zero (r f =0) to reduce notation.
We re-write the above expression in matrix-vector form and use i i to denote a n × 1 vector of zeros with a one (1) in the i th position.
The conditional variance matrix in the numerator can be re-written as below. There are three unique terms, each of which can be simplified. The first of these terms appears in the denominator.
Before simplifying the three unique terms above, note that from Theorem 3.1, page 637 of Admati (1985) , we have:
The expression contains three constant expressions {A 0 , A 1 , A 2 } defined in the original paper and shown in Appendix A of our paper. We also we make the following substitution:
Step 1: Simplify the expression V ar[
Step 2: Simplify the expression Cov[F −P ,P ]
Note that the matrices K, U , and Q are all positive definite. Therefore, the covariance matrix is negative definite. Economically, lower prices today imply higher returns (on average).
Step 3: Simplify the expression V ar
We combine the simplified expressions show in Step 1, 2, and 3 to get the final equation for R 2 i :
Diagonal Matrices
When the V , Q, and U matrices are diagonal, the n regression fits (R 2 i ) can be found on the main diagonal of the matrix R 2 (shown below). To solve for the R 2 matrix, we start with the definition of R 2 i , again expand the conditional variance to four terms, and simplify.
For a single stock in the above expression, the R 2 i shown in Equation (5) is:
To more easily see the relation between Q i and R 2 i , Equation (5) can be factored as shown below. From the expression below, we can easily show that when Q i increases, the denominator increases, and the R 2 i decreases. For large values of Q i , the R 2 i goes to zero. As Q i goes to zero, the expression below converges to (U
) which is less than one.
To more easily see the relation between U i and R 2 i , Equation (5) can be factored as shown below. For small values of U i , an increase in U i leads to an increase in R 2 i . For very large values of U i , the R 2 i goes to one. As U i goes to zero, the R 2 i goes to zero.
Appendix C: Numerical Analysis [ Insert Table 8 About Here ] Figure 1 graphs the relation between two model parameters and expected returns. Expected returns are lower when the precision of investors' information (Q) is higher. Expected returns are higher when the supply uncertainty (U ) is higher.
[ Insert Figures 1 and 2 About Here ] Figure 2 graphs the relation between two model parameters and the fit from a regression of returns on prices (R 2 ). The fit is lower when the precision of investors' information (Q) is higher. The fit is higher when the supply uncertainty (U ) is higher. Figure 3 graphs the relation between expected returns and our Info/Noise measure. A "best fit" or regression line is included in the scatter plot and shows the relation is approximately linear. Thus our regressions in Section 4 are well specified in this regard.
[ Insert Figure 3 About Here ]
In Figure 4 we repeat the numerical analysis but use a V matrix based on empirical data. We first calculate the correlation of returns for 25 industry portfolios constructed at the 2-digit SIC level. We plot the relation between expected returns and our Info/Noise measure and again include a "best fit" line. There is an approximately linear relation between expected returns and our Info/Noise measure [ Insert Figure 4 About Here ]
Table 1 Overview Statistics
This table provides overview statistics of the data used in this paper. Data start July 1965, end December 2005, and cover 486 months. There are 13,993 ordinary common stocks, an average of 3,167 stocks per month, and a total of 1,539,436 stock-month observations. "Info/Noise" is the logistic transformation of the fit (R 2 ) from a regression of returns on prices and defined in the text. We include the natural log of stocks' market value of equity and the natural log of stocks' book to market ratio. FSRV is a measure of firm-specific risk variation. Delay (1) is a measure of a stock's delayed price reaction. PIN is a stock's probability of information-based trading.
Panel A: Cross-Sectional Distributions
This panel presents time-series averages of cross-sectional statistics. Each month, we calculate the cross-sectional mean, standard deviation, and percentiles for each of twelve variables. We then present time series means of each cross-sectional statistic. 
Table 2 Return Regressions Using Individual Stocks
This table presents time-series average coefficients from Fama-MacBeth regressions of monthly excess stock returns on lagged stock characteristics. All coefficients have been multiplied by 100 and are calculated as weighted averages (through time) based on the reciprocal of regression standard errors. Data start July 1965 and end December 2005 for a total 486 months. There are 13,993 ordinary common stocks. "Info/Noise" is the logistic transformation of the fit (R 2 ) from a regression of returns on prices and defined in the text. FSRV is a measure of firm-specific risk variation. Delay(1) is a measure of a stock's delayed price reaction. PIN is a stock's probability of information-based trading. T-statistics, shown in parentheses, are based on the time-series standard deviations of coefficient estimates. months. There are 13,993 ordinary common stocks, an average of 3,167 stocks per month, and 1,539,436 stock-month observations. "Info/Noise" is the logistic transformation of the fit (R 2 ) from a regression of returns on prices and defined in the text. As control variables we add lagged stock returns from t-3:t-2, from t-6:t-4, and from t-12:t-7. Also included are standard deviation of returns, turnover, Amihud's illiquidity measure, and the reciprocal of price (1/P). T-statistics, shown in parentheses, are based on the time-series standard deviations of coefficient estimates. 
Table 8 Numerical Analysis
The table reports the results from a numerical analysis of our model. We consider a market with 25 stocks. Column 2 reports the precision of investors' information about stock i's future dividends. Column 3 the level of supply uncertainty for stock i. Column 4 reports the R 2 from a regression of stock i's returns on its own price and the price of other stocks in the market. Column 5 calculates our Info/Noise measure as the logistic transformation of the R 2 value immediately to the left. Column 6 shows stock i's expected return (in excess of the riskfree rate).
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