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ABSTRACT 
The neocortex is the most distinctive feature of the mammalian brain and it is considered to be the 
substrate of high-order cognitive functions. The nature and the arrangement of the diverse neuronal 
elements constituting its multiple areas have received longstanding attention. Progressively such 
anatomical and functional investigations are undertaken in the context of an intact living being. It 
offers the possibility of examining the role of particular areas, networks or even individual neurons 
during various behavioral states. Synaptic connectivity and synaptic transmission have been 
traditionally investigated in reduced preparations. Typically, electrophysiological and optical 
techniques have been used to control and record the propagation of electrical activity between two or 
more neurons in acute brain slices in vitro. The purpose of this thesis is the investigation of synaptic 
connectivity and synaptic transmission within the intact neocortex of the living mouse. Here I took 
advantage of the recent development of optogenetics, in combination with electrophysiology and two-
photon microscopy to systematically and directly record synaptic transmission between a single 
excitatory neuron and two main types of GABAergic neurons in layer 2/3 of the mouse barrel cortex 
in vivo. Overall, I discovered stronger excitatory connections onto GABAergic neurons than onto 
excitatory neurons, irrespective of the absolute or relative locations of the pre- and postsynaptic 
neurons somas. I further revealed that parvalbumin-expressing (PV) and somatostatin-expressing (Sst) 
GABAergic neurons received excitatory inputs that were similar in magnitude, but were more reliable 
and faster in PV neurons than in Sst neurons. Exploring postsynaptic responses to multiple presynaptic 
action potentials elicited at high frequency, I found a strong short-term facilitation accompanied by 
significant input summation in Sst neurons, but little short-term dynamics with no summation in PV 
neurons. Lastly, I compared the amplitude of single action potential-evoked postsynaptic responses as 
a function of neocortical activity level and found that it was unchanged in both neuron types. Overall, 
the results of this thesis provide new insights into the functioning of microcircuits in vivo while 
confirming many findings from reduced preparations. In the future, it will be interesting to extend 
these initial in vivo measurements to other neuron and synapse types, particularly in awake animals 
engaged in different behavioral states. 
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RÉSUMÉ 
Au niveau évolutionnaire, le néocortex est la partie la plus récente du cerveau des mammifères. C’est 
aussi une de ses caractéristiques propres, car il est généralement considéré comme la partie du cerveau 
servant de substrat aux fonctions cognitives. La compréhension de la nature et de l’arrangement des 
divers éléments neuronaux qui constituent ses différentes zones a depuis longtemps été le sujet d’une 
attention particulière. Progressivement, de telles investigations anatomiques et fonctionnelles sont 
entreprises dans le contexte de l’être vivant intact ouvrant la possibilité d’examiner le rôle de certaines 
zones, de certains réseaux neuronaux et même de neurones individuels lors de divers états 
comportementaux. Cette thèse est une première étape dans cette direction, car elle s’intéresse à la 
connectivité synaptique et à la transmission synaptique, telles que présentes dans le néocortex de la 
souris vivante. Traditionnellement, ces dernières ont été plutôt étudiées dans des préparations réduites. 
Des méthodes électrophysiologiques et optiques ont typiquement été utilisées pour contrôler et 
enregistrer la propagation de l’activité électrique entre deux neurones ou plus dans des coupes de 
cerveau in vitro. Ici, j’ai tiré parti de l’émergence de l’optogénétique, en combinaison avec 
l’électrophysiologie et la microscopie à deux photons afin d’enregistrer directement et 
systématiquement la transmission synaptique entre un neurone excitateur et en majorité deux types de 
neurones GABAergiques dans la couche 2/3 du barrel cortex de la souris in vivo. J’ai remarqué une 
connectivité excitatrice plus grande entre neurones excitateurs et neurones GABAergiques qu’entre 
neurones excitateurs uniquement, et ceci indépendamment des positions des corps cellulaires des 
neurones pré- et postsynaptiques. En comparant les neurones GABAergiques exprimant la 
parvalbumine (PV) avec ceux exprimant la somatostatine (Sst), j’ai constaté que la taille de l’input 
excitateur qu’ils reçoivent est similaire, mais que celui-ci est plus fiable et plus rapide dans les 
neurones PV que dans les neurones Sst. En explorant la réponse postsynaptique à de multiples 
potentiels d’action présynaptiques, j’ai observé une facilitation à court-terme des inputs accompagnée 
d’une sommation significative dans les neurones Sst et peu de dynamique à court-terme, ainsi qu’une 
absence de sommation dans les neurones PV. Finalement, j’ai comparé l’amplitude de réponses 
postsynaptiques lors de différents niveaux d’activité néocorticale et n’ai trouvé aucune modulation 
claire de la taille de l’input par le niveau d’activité. Globalement, les résultats de cette thèse apportent 
de nouveaux éléments quant au fonctionnement des circuits neuronaux in vivo tout en confirmant les 
observations précédemment faites in vitro. Il sera intéressant d’étendre ces premières mesures in vivo 
à d’autres types de neurones et d’autres types de synapses, ainsi qu’à un animal éveillé, 
potentiellement engagé dans des comportements distincts. 
Mots-clés: Néocortex, Barrel cortex, Transmission synaptique excitatrice, Neurones GABAergiques, 
Parvalbumin, Somatostatin, Oscillations lentes, Optogénétique, Whole-cell patch-clamp in vivo 
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CHAPTER 1: INTRODUCTION 
 
The neocortex is one of the distinctive and most recent features of the mammalian brain (Herculano-
Houzel, 2009; Rakic, 2009). It is commonly considered as the substrate of “high-order” cognitive 
processes, such as learning, memory, reasoning, decision making, but also sensory perception and 
motor control. Currently, one of the major challenges of neurosciences is to understand the role of the 
anatomical and functional structures of the neocortex in the various combinations of these processes, 
namely behaviors. Though the neocortex can be partitioned into cytoarchitectonically distinct areas 
with attributed functions, horizontal anatomical layers, and functional vertical columns, its most 
elementary structure consists of individual neurons of various identities structurally and functionally 
connected to each other by synapses. In contrary to the relative stability of its cellular composition 
throughout life, as neurogenesis and age-related cell death are rare in the mature neocortex (Morrison 
and Hof, 1997; Gould, 2007), structural and functional neocortical synaptic organization is highly 
variable. Modulation of synaptic strength occurs on a range of time scales spanning milliseconds to 
hours, while synapses turnover happens over days. Both are mediated by genetic, molecular and 
cellular mechanisms ultimately governed by the level of ongoing activity of the pre- and postsynaptic 
neuronal partners, which is directly influenced by the level of activity of the neocortical circuit they 
belong to and whose macroscopic correlate can be found in the various levels of behavioral and 
arousal states. 
Chemical synapses provide the principal way of rapid communication amongst neurons, 
through the transformation of an incoming electrical signal into a chemical one via a sequence of 
precisely ordered events. It starts with the conduction of the action potential down the axon, and its 
conversion into a chemical signal via the release of neurotransmitters at the synapse. This chemical 
signal is subsequently transformed back to an electrical signal in the form of a postsynaptic potential, 
and is integrated with thousands of other synaptic inputs during its propagation towards the site of 
action potential initiation in the postsynaptic neuron. Full understanding of this process necessitates a 
level of resolution that is difficult to achieve within the intact neocortex. For this reason, most of the 
work on synaptic connectivity and synaptic transmission has been conducted in reduced preparations, 
such as acute brain slices and neuronal cultures. 
 This thesis provides a study of synaptic transmission and synaptic connectivity within the 
intact brain in vivo. By taking advantage of stimulation and recording techniques with single cell 
resolution, I directly and systematically measured synaptic transmission during various regimes of pre- 
and postsynaptic neuronal activity typical of the anesthetized neocortical state. In the future 
perspective of linking anatomical and functional connectivity of a given neocortical area with its 
implication in macroscopic behaviors, we chose the barrel cortex of the mouse as a model system, 
where functional and anatomical somatotopy overlap at the level of the barrel column. Moreover, we 
2 
 
decided to investigate excitatory synaptic transmission within supragranular layer 2/3 (L2/3), due to its 
role in the dynamic integration of the sensory information from multiple vibrissae as well as in its 
propagation to other neocortical areas.  
The first section of this introduction will address the basic principles of neocortical synaptic 
organization, with a focus on glutamatergic synapses and receptors. The molecular events underlying 
chemical synaptic transmission will be reviewed, as well as the mechanisms involved in the variation 
of its reliability on a short time scale (short-term plasticity). Finally the role of dendrites in shaping 
synaptic inputs will be briefly discussed. The second section of this introduction will cover the 
synaptic organization of the rodent vibrissal somatosensory pathway, starting from the vibrissae 
located on the snout of the animal to the neocortical barrel columns. The intra- and intercolumnar 
excitatory and inhibitory connectivity underlying the neocortical flow of tactile sensory information 
will be summarized with an emphasis on L2/3. Finally, L2/3 excitatory and inhibitory neuron types 
will be reviewed, together with the properties of the synapses linking them. The third section of this 
introduction will cover the rhythmic patterns of activity observed in the intact brain, with a focus on 
the cortical slow (< 1 Hz) oscillations, which are the dominant pattern of spontaneous activity during 
anesthesia in the rodent neocortex. Finally, the last section of this introduction will present the current 
state of in vivo synaptic transmission research, leading to the main rationale and aims of the thesis. 
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Figure 1.1 Intracellular recording from a single muscular junction. (A) Spontaneous miniature end-plate potentials 
(mini-EPPs). (B) Example responses to paired nerve impulses (N1, N2). (C) Histograms showing the amplitude distribution 
of mini-EPPs (above) and of evoked end-plate responses (below). (Modified from Del Castillo and Katz, 1954) 
1.1 CHEMICAL SYNAPTIC TRANSMISSION  
The initial observations by Ramón y Cajal that neurons were distinct and independent entities, 
physically discontinuous from each other, set the ground for attempts at understanding their way of 
interacting. It was in 1897 that Charles Scott Sherrington used the word “synapse” for the first time. 
From the Greek “syn” meaning together and “haptein” meaning to clasp, he defined a synapse as the 
zone of close contact between two neurons (Eccles, 1987). Then, in the midst of the measurements of 
electrical signal propagation, Otto Loewi and Henry Hallett Dale postulated that its propagation was of 
chemical nature at the synapse (Fishman, 1972; Zimmer, 2006), which was later confirmed by John 
Carew Eccles (Brock et al., 1952). In the coming years, Bernard Katz, taking advantage of the 
development of microelectrodes for performing intracellular recordings, discovered key mechanisms 
of functioning of the presynaptic part of the synapse. While recording electrical signals in the frog 
sartorius muscle, he noticed spontaneously occurring depolarizations of small amplitude (Figure 
1.1A), but of similar waveform, as those evoked by presynaptic stimulation of the afferent motor 
neuron (Figure 1.1B). These miniature end-plate potentials (mini-EPPs) had a Gaussian amplitude 
distribution (Fatt and Katz, 1952). In comparing their amplitude distribution with the amplitude 
distribution of evoked end-plate potentials (EPP) he noted that the latter was constituted of multiple 
step-like peaks of decreasing amplitude, with each peak being roughly located at an integer multiple of 
the peak of the mini-EPPs amplitude distribution (Figure 1.1C). He concluded that EPPs were 
occurring in response to the presynaptic release of multiple fixed amounts of neurotransmitter, or 
quanta, which upon presynaptic stimulation could be released simultaneously (Del Castillo and Katz, 
1954).  
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He also attributed the physical correlates of such quanta to circular nanostructures present in the 
presynaptic terminals, the vesicles, to which neurotransmitters were thought to be associated (Del 
Castillo and Katz, 1956). Finally, he and others detailed the previously known role of calcium in 
chemical synaptic transmission, by establishing that EPP amplitude was proportional to the fourth 
power of the extracellular calcium concentration, suggesting that possibly four calcium ions at a time 
were involved in the vesicular release inside the nerve terminal (Dodge and Rahamimoff, 1967; Katz 
and Miledi, 1967, 1970). In parallel with these discoveries concerning the presynaptic part of the 
synapse, John Langley and Paul Ehrlich, through numerous studies across many years came to the 
conclusion of the existence of chemoreceptors, possibly sensing transmitter action at defined locations 
on the postsynaptic muscle cell or neuron (see Bennett, 2001). Finally, the excitatory and inhibitory 
effects of amino acids on neurons were demonstrated in the spinal cord (Curtis and Watkins, 1960) 
and eventually identified in the brain as well (Hayashi, 1952; Purpura et al., 1957; Hayashi, 1959; 
Curtis and Watkins, 1961), where glutamic acid and γ-aminobutyric acid were found to be the major 
excitatory and inhibitory neurotransmitters respectively.  
1.1.1 SYNAPTIC ORGANIZATION OF THE NEOCORTEX 
Together with electrical coupling, either indirect via local ionic interactions between closely located 
cellular membranes (ephaptic interactions) (Jefferys, 1995) or direct through gap junctions (Fukuda, 
2007), chemical synapses are the main way of fast communication between neurons. Within the 
central nervous system, a chemical synapse is defined as a discrete point of contact between the 
plasma membrane of two neurons of 0.5-2 µm diameter, spaced by about 20 nm (Ribrault et al., 2011). 
As plasma membranes can sometimes be in similarly close contact at extra-synaptic locations, the 
ultimate criterion to conclude to the existence of a chemical synapse is the ultrastructural confirmation 
of the presence of synaptic vesicles in the presynaptic compartment together with pre- and/or 
postsynaptic membrane densities. In this way, chemical synapses have been found to belong to two 
types, as a function of the shape of their presynaptic vesicles and the symmetry of their pre- and 
postsynaptic membrane density. Type I synapses have typically round-shaped vesicles with an 
asymmetric membrane density and are commonly thought to have an excitatory action. Type II 
synapses have rather flattened vesicles with symmetric membrane density and are thought to be 
inhibitory (Gray, 1959). The density of neocortical chemical synapses has been estimated from 
10.94*108 syn/mm3 (human temporal cortex) to 29.31*108 syn/mm3 (mouse barrel cortex) with a 
proportion of excitatory synapses of 80-90% versus 10-20% for inhibitory synapses, irrespective of 
the species considered (DeFelipe et al., 2002).  
In the neocortex, neurons are connected to each other by more than one synapse. As a general 
principle, excitatory neurons make less synaptic contacts with their postsynaptic partners than 
inhibitory neurons. In the rodent somatosensory cortex for instance, an individual excitatory neuron 
contacts other excitatory or inhibitory neurons with, on average, 2-8 synapses per partner (Deuchars et 
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al., 1994; Deuchars and Thomson, 1995; Markram et al., 1997; Feldmeyer et al., 1999; Wang et al., 
2002; Silver et al., 2003; Markram et al., 2004; Feldmeyer et al., 2006). Inhibitory neurons, on the 
other hand, innervate excitatory and inhibitory neurons with an average of 10-21 synaptic contacts per 
partners (Gupta et al., 2000; Wang et al., 2002; Markram et al., 2004). Another distinction between 
excitatory and inhibitory synapses is the postsynaptic compartment they target, i.e. soma, dendrites 
(spines or shaft) and axon (Douglas, 2004; Markram et al., 2004). Excitatory synapses are mainly 
located on the dendritic spines of excitatory neurons, as well as on their dendritic shaft, though in a 
lesser proportion (Beaulieu and Colonnier, 1985). The axon initial segment and the soma of excitatory 
neurons are usually void of excitatory synapses. In inhibitory neurons, which for most of them are 
aspinous, excitatory synapses are located mainly on the proximal portion of the dendritic tree, as well 
as directly on the soma and to a lesser extent on the distal dendrites. Inhibitory synapses are located on 
every cellular compartment of the excitatory neurons, including the axonal initial segment and a small 
fraction of dendritic spines, as a consequence of the high heterogeneity and specificity in axonal 
projection targets of neocortical inhibitory neurons. Inhibitory neurons receive inhibitory contacts 
mainly on their proximal dendrites and soma.  
1.1.1.1 Glutamate and its receptors 
Glutamate is the principal excitatory neurotransmitter of the brain. Its postsynaptic excitatory action is 
produced on a fast and a slow time scale, through the binding of the neurotransmitter molecules to two 
main families of receptors, ionotropic and metabotropic receptors respectively. 
Ionotropic glutamate receptors are ligand-gated ions channels, which can be further 
subdivided into three groups, namely AMPA, kainate and NMDA receptors. All three types of 
receptors are tetramers, whose four subunits, which form the wall of the ion channel, are encoded by a 
small group of evolutionary related genes. GluR1-4 genes encode the subunits constituting the AMPA 
receptor protein, while GluK1-5 genes encode the subunits of the kainate receptor proteins and NR1, 
NR2A-D and NR3A-B genes those of the NMDA receptors. Most AMPA and kainate receptors are 
heteromers, made of two subunits encoded by one type of GluR or GluK gene respectively and two 
other subunits encoded by another type. NMDA receptors are heteromers as well, made of two 
subunits encoded by the NR1 gene and two other subunits encoded by either NR2 genes or a 
combination of NR2 and NR3 genes (Traynelis et al., 2010). The different possible combinations of 
receptor subunits therefore give rise to a variety of electrophysiological postsynaptic properties, due to 
diverse ionic permeabilities and biophysical properties. However, most AMPA and kainate ion 
channels are permeable to Na+ and K+, and sometimes also to Ca2+ (see below). They thus have a 
depolarizing reversal potential, close to 0 mV. The rising and decaying phases of the AMPA channel 
conductance is fast (~ 1 ms), while kainate channel conductance has an equally fast rising phase with a 
slower decaying phase (~100 ms) (Hollmann and Heinemann, 1994; Traynelis et al., 2010). NMDA 
channels are different than AMPA and kainate at many levels. First, their conductance is dominated 
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mainly by Ca2+ ions, though the channel is also permeable to Na+ and K+ ions. Second, at the usual 
resting membrane potential of most neurons, NMDA channels are gated by extracellular Mg2+ ions 
and it is only upon local depolarization that the Mg2+ block they will be released, allowing the flux of 
others cations through the channel. Compared to the rising and decaying phases of the AMPA 
conductance, the NMDA conductance is also slower (Ascher and Nowak, 1986; Traynelis et al., 
2010).  
Metabotropic glutamate receptors are G-protein coupled, seven-transmembrane domains 
dimer receptors. They can be subdivided in three groups, based on their gene sequence homology and 
the type of G-protein they are coupled to. Group I includes mGluRs 1 and 5, group II includes 
mGluRs 2 and 3 and group III includes mGluRs 4, 6, 7, and 8. Only group I receptors are located 
postsynaptically, where they are mainly coupled to Gq/G11 protein (Meldrum, 2000). Their activation 
leads to the eventual mobilization of intracellular calcium stores and to the activation of protein kinase 
C, through the production of IP3 and diacylglycerol resulting in an overall slow excitatory effect, 
mediated by a decrease in K+ conductance (for details, see Niswender and Conn, 2010). 
In the neocortex, the exact location at the synapse (or extrasynaptically) of the different types 
of receptors as well as their subunit composition and their level of expression are relatively unknown, 
though they are likely to be area and cell-type specific (Blatow et al., 2005). Of interesting note, it has 
been shown that in contrast to glutamatergic synapses located on excitatory neurons, glutamatergic 
synapses located on inhibitory neurons express a type of AMPA receptor that does not contain the 
GluR2 subunit, therefore rendering it permeable to Ca2+ in addition to Na+ and K+ (Hestrin, 1993; 
Jonas et al., 1994). Furthermore, these excitatory synapses show little contribution of the NMDA 
current to the postsynaptic membrane potential depolarization (Thomson et al., 1996), though NMDA 
receptor mRNA is found in the cytoplasm of inhibitory neurons (Blatow et al., 2005). 
1.1.2 PRESYNAPTIC MECHANISMS OF NEUROTRANSMITTER RELEASE 
Within the presynaptic terminal fast neurotransmitter release occurs at a distinct location facing the 
synaptic cleft, called the active zone (Landis et al., 1988). In images obtained by electron microscopy, 
the active zone appears as a dark (electron-dense) area, which is made of cytoskeletal elements and 
numerous proteins (amongst which, those from the Munc13, RIM and ERC families) forming a 
macromolecular complex (for review, see Ashery et al., 2014) that interacts with the proteins located 
on the vesicles (Dresbach et al., 2001). Synaptic vesicles are tiny organelles (~ 30 nm diameter, see 
Ribrault et al., 2011 ) made of phospholipids with associated proteins that can be found at different 
stages of a cycle supporting the repeated release of neurotransmitters via a sequence of trafficking, 
exocytosis, recycling and filling events (Sudhof, 2004). One can identify vesicles that are docked to 
the plasma membrane at the active zone and that have been primed for fusion, which form the so-
called readily releasable pool (RRP). In addition, vesicles can be found in a reserve pool, which 
together with the RRP form the recycling pool, encompassing all potential releasable vesicles upon 
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various types of presynaptic membrane depolarization. Finally a third group exists, the “resting” pool, 
which contains most of the presynaptic vesicles, but that is only rarely recruited for exocytosis 
(Sudhof, 2000; Rizzoli and Betz, 2005). The exact molecular mechanisms underlying the transitions 
between the different stages of the cycle as well as their regulation are quite complex and involve a 
large number of proteins (see Ashery et al., 2014). One can however distinguish the synapsins, which 
are involved in the organization and mobilization of the vesicles, the SNAREs, complexins and SM 
proteins (Sec1 and Munc18), which are involved in the docking, priming and fusion of the vesicles at 
the plasma membrane (Figure 1.2) and the clathrins and dynamins, which are implicated in the 
endocytosis of the vesicles following neurotransmitter release. Upon depolarization of the presynaptic 
terminal plasma membrane by an incoming action potential, the opening of voltage-gated Ca2+ 
channels, mainly of the P/Q- and N-types, leads to an influx of Ca2+ ions that results in a transient 
increase in local intracellular Ca2+ concentration. This brief change in local Ca2+ concentration will be 
detected by various Ca2+-sensor proteins, amongst which, the synaptotagmin-1 protein that will then 
bind to the SNARE-complexin-SM protein complex and initiate fusion of the primed vesicles of the 
RRP with the plasma membrane (Figure 1.2). Recycling and re-filling of the fused vesicles will then 
take place according to various endocytic mechanisms (kiss-and-run, clathrin-mediated, bulk 
endocytosis, amongst others), in order to keep the number of vesicles in the pools as well as the 
amount of plasma membrane at the synaptic terminal constant (Sudhof, 2004). In addition to this fast, 
synchronous Ca2+-dependent release of neurotransmitters, another type of neurotransmitter release 
happens on a slower time scale (asynchronous release), which is likely mediated by other members of 
the synaptotagmin protein family and whose function is still to be clarified (Goda and Stevens, 1994; 
Atluri and Regehr, 1998; Lu and Trussell, 2000; Bacaj et al., 2013).  
 
 
 
 
 
Figure 1.2 Molecular mechanism of vesicle docking, priming and fusion. (From Ashery et al., 2014) 
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In the neocortex, where multiple synaptic contacts exist between neurons (see Section 1.1.1), 
only one vesicle is released at a given synapse in response to a single presynaptic action potential 
(Silver et al., 2003). However, in the hippocampus, where the excitatory connection between two 
neurons is often mediated by a single synapse, multi-vesicular release seems to occur (Oertner et al., 
2002; Biro et al., 2006; Christie and Jahr, 2006) in addition to single-vesicle release (Gulyas et al., 
1993; Lawrence et al., 2004; Biro et al., 2005). 
Having detailed the sequence of molecular events controlling the release of neurotransmitters 
in the synaptic cleft, it is important to keep in mind that not every action potential will successfully 
trigger neurotransmitter exocytosis; thus neurotransmitter release occurs with a certain probability. 
The fact that chemical synaptic transmission is probabilistic comes from the fact that some of its 
underlying molecular events involve a small (and varying) number of molecules (voltage-gated Ca2+ 
channels, Ca2+ ions, vesicular proteins), whose behavior upon action potential-mediated plasma 
membrane depolarization (channel opening, ions diffusion, conformational change) is stochastic 
(Ribrault et al., 2011). In the neocortex, different release probabilities (Pr) have been estimated for 
different type of synapses (see Branco and Staras, 2009), with in addition, synapses stemming from 
the same axon having a possibly different Pr (Markram et al., 1998; Reyes et al. 1998, Pr estimated by 
paired-pulse ratio). This seems to indicate a possible influence of the postsynaptic cell type on the Pr 
of the presynaptic terminal. 
Finally, in order to have a more complete understanding of the variable nature of chemical 
synaptic transmission, one should also take into account processes happening after the exocytosis of 
neurotransmitters, such as their random diffusion in the synaptic cleft, which might generate 
fluctuations in neurotransmitter concentration at the postsynaptic site or the stochasticity of 
postsynaptic ion-channel opening upon binding of ligand as well as their desensitization (Jones and 
Westbrook, 1996), which can both modulate the kinetics and amplitude of the postsynaptic potential.   
1.1.3 SHORT-TERM SYNAPTIC PLASTICITY 
As a function of the level of activity in the pre- or postsynaptic neuron, or of the interplay of both, 
synaptic transmission can be modulated on various time-scales, resulting in a change in its strength 
that is reflected in the amplitude of the postsynaptic potentials. Here we will focus on changes 
happening in the range of tens of milliseconds to seconds (Fioravante and Regehr, 2011), and that are 
linked to the level of activity of the presynaptic neuron. Upon arrival at the presynaptic terminal of 
multiple action potentials with a short time interval, the elicited postsynaptic potential amplitude will 
be dictated by an interaction between different forms of synaptic plasticity, including facilitation and 
depression (Dittman et al., 2000).  
Facilitation, which relates to an increase of the amplitude of successive postsynaptic potentials 
upon multiple presynaptic action potentials, is supported by different molecular mechanisms having a 
solely presynaptic origin and resulting in an overall increase of the Pr (Fisher et al., 1997). One 
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possible mechanism leading to an increased Pr is the “residual calcium hypothesis”(Katz and Miledi, 
1968). It implies the persistence of Ca2+ ions in the presynaptic terminal upon activation of the 
synapse, which will affect subsequent neurotransmitter releases. Evidence favoring its validity comes 
from several investigations (reviewed in Zucker and Regehr, 2002). Intracellular Ca2+ concentration 
was found to be correlated with the magnitude of the facilitation, and reducing or increasing it through 
various ways (exogenous Ca2+ buffers, blockage of voltage-gated Ca2+ channels, change in the 
extracellular Ca2+ concentration, photolysis of caged Ca2+ chelators) lead to a reduction, respectively 
an augmentation of the observed facilitation. In addition, the effect of the residual Ca2+ is likely to be 
mediated via a different calcium sensor than synaptotagmin, which is the one involved in the 
synchronous release of neurotransmitters (see Section 1.1.2) (Atluri and Regehr, 1996; Tang et al., 
2000). Other mechanisms by which facilitation can take place and that are mediated by an increase in 
the presynaptic Ca2+ concentration, include the saturation of endogenous calcium buffers upon 
repetitive action potential-triggered Ca2+ influx (Blatow et al., 2003; Matveev et al., 2004), the 
upregulation of voltage-gated Ca2+ channels (Catterall and Few, 2008) or the increase in Ca2+ influx 
due to action potential broadening (Geiger and Jonas, 2000). 
As opposed to facilitation, depression relates to a decrease of the amplitude of successive 
postsynaptic potentials upon multiple closely timed presynaptic action potentials. Depression is 
mediated by a combination of pre- and postsynaptic mechanisms. At the presynaptic level, the most 
widespread mechanism is the depletion of the RRP (Zucker and Regehr, 2002). If an action potential 
releases a large fraction of the RRP, subsequent stimuli occurring before the replenishment of the RRP 
will trigger the release of fewer vesicles. Independently of the state of the RPP, vesicle fusion itself 
can prevent further exocytosis at the same location, due to the time taken to clear the vesicular proteins 
from the plasma membrane (Neher and Sakaba, 2008). Regulation of Ca2+ channels by Ca2+-sensing 
proteins leading to a decreased intracellular Ca2+ concentration has also been shown to contribute to 
depression (Catterall and Few, 2008). In addition, molecules such as GABA (Ramoa and Sur, 1996; 
Gil et al., 1997), acetylcholine (Gil et al., 1997) and dopamine (Rowlands and Roberts, 1980) released 
in the extracellular space can activate metabotropic (Wu and Saggau, 1997) or ionotropic receptors 
(MacDermott et al., 1999) located on the presynaptic terminal, eventually decreasing neurotransmitter 
release. The neuromodulatory substances can be released from the presynaptic neuron itself 
(homosynaptic modulation) (Lambert and Wilson, 1994) or from a neighboring synapse 
(heterosynaptic modulation) (Dittman and Regehr, 1997), as well as from the postsynaptic neuron 
(retrograde modulation) (Wilson and Nicoll, 2001). At the postsynaptic level, the main phenomenon 
involved in depression is the desensitization of the postsynaptic receptors (Jones and Westbrook, 
1996). 
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1.1.4 PSP MODULATION IN DENDRITES 
Dendrites are the cellular compartment that receives most of the excitatory synaptic inputs. From the 
postsynaptic terminals located on dendritic spines or on dendritic shafts, synaptic potentials must 
travel down different dendritic branches to reach the soma and axon initial segment. Moreover, a 
given neuron receives thousands of excitatory (and inhibitory) inputs (DeFelipe et al., 2002), whose 
interactions within the dendritic tree will ultimately dictates action potential generation. Apart from 
the architecture of the dendritic tree, passive and active properties of dendrites are crucial for 
determining the propagation and interactions of synaptic inputs. 
Initially, dendrites were considered to be passive, meaning that the electrical parameters 
governing the propagation of voltage are invariant. Such an assumption allowed to apply the cable 
theory used to describe the passive flow of current in cable structures to neurons (Rall, 1959, 1967). In 
its simplest form, cable theory for dendrites implies that the whole dendritic tree is considered as a 
single cable. The spatial and temporal attenuation of voltage along the dendrites upon transient and 
localized current increase can be described by a partial differential equation, whose constants 
ultimately relate to the specific membrane resistivity (Rm), the specific membrane capacitance (Cm), 
and the intracellular resistivity (Ri) of the neuron. In addition, a fourth constant, λ, is used to describe 
the electrotonic properties of dendrites. λ is the space constant of the dendrite and it is proportional to 
the square root of the Rm/Ri ratio as well as to the dendrite diameter (d). It represents the distance 
from the site of current injection at which the voltage amplitude has decreased to 37% (1/e) of its 
initial value (Spruston et al., 1994). The cable theory therefore predicts that postsynaptic potentials 
(PSPs) traveling from dendritic sites to the soma are attenuated as a function of Rm, Ri and d, which 
was confirmed by simultaneous dendritic and somatic recordings performed in L5 pyramidal neurons 
(Stuart and Spruston, 1998) and Purkinje neurons (Roth and Hausser, 2001). Simultaneously, PSPs are 
broadened due to their filtering through Cm. Cable theory also predicts the interactions between 
multiple PSPs as a function of their electrotonic proximity within the dendritic tree. PSPs being 
electrotonically isolated tend to sum linearly, whereas closely located PSPs produce an attenuated 
response, possibly due to a decrease in local dendritic resistance (Segev and Rinzel, 1995). Such a 
phenomenon was confirmed in the neocortex (Tamas et al., 2002). 
Dendrites, however, are not passive entities, as a variety of voltage-gated conductances are 
distributed throughout their branches (reviewed in Reyes, 2001; Migliore and Shepherd, 2002). Their 
activation can enhance PSP amplitude, but can also attenuate it. Transient and persistent Na+ currents 
are found in neocortical pyramidal neuron dendrites (Stuart and Sakmann, 1994), as well as delayed-
rectifying and transient K+ currents (Korngreen and Sakmann, 2000) and Ca2+-dependent K+ currents 
(Kang et al., 1996). In addition, data from recordings performed in hippocampal pyramidal neurons 
suggest the existence of dendritic high-voltage activated and low-voltage activated Ca2+ currents 
(Magee and Johnston, 1995). Finally, Ih current is also present in neocortical dendrites (Williams and 
Stuart, 2000). Enhancement of PSP amplitude, as a mechanism to counteract their attenuation due to 
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the passive dendritic properties, occurs mainly via local dendritic spikes upon activation of Na+ or 
Ca2+ or even NMDA receptor mediated currents as well as through larger and more widespread Ca2+ 
spikes, which are particularly prominent in L5 pyramidal neurons (Larkum et al., 1999; reviewed in 
London and Hausser, 2005).  
1.2 SOMATOSENSORY CORTEX 
 The earliest description of the cytoarchitecture of the rodent somatosensory cortex noted the 
‘peculiar’ organization of one of its sub-regions (see Woolsey and Van der Loos, 1970). Nissl-stained 
neocortical layer 4 tangential sections of this sub-region revealed many individual circular regions 
with high cellular density at its side (wall) and low cellular density at its center (hollow) separated by 
regions of even lower cell density (septa). When viewed in the coronal plane, these particular motifs 
looked like wooden barrels, hence the choice of nomenclature by Thomas Woolsey and Hendrik Van 
der Loos in the 1970s (Woolsey and Van der Loos, 1970; Welker and Woolsey, 1974). In the more 
posterior and medial part of the so-called barrel field, namely the Posteromedial Barrel Subfield 
(PMBSF), were found barrels of clear size and shape, whose organization was consistent across 
hemispheres and animals. An initial evoked-potential study attributed the location of the barrel field to 
the head-face area of the rodent (Woolsey, 1967) and a subsequent microelectrodes study with finer 
spatial resolution refined the location of the PMBSF to the mysticial vibrissae, with a one-to-one 
correspondence between individual vibrissae and barrels (Welker, 1971). Further functional mapping 
of the PMBSF - or barrel cortex - based on electrophysiological and optical measurements (reviewed 
in Petersen, 2007) together with additional anatomical identification methods, such as cytochrome  
(Land and Simons, 1985) or succinic dehydrogenase staining (Killackey and Belford, 1979), have 
allowed the establishment of a clear anatomical and functional somatotopy between individual barrels 
and vibrissae . Interestingly functional arrangement was found to be existent not only in layer 4, but 
also in the more superficial (Masino et al., 1993; Brecht et al., 2003; Ferezou et al., 2006) and deep 
layers of the barrel cortex (Manns et al., 2004; de Kock et al., 2007), giving rise to the notion of a 
barrel column, as an equivalent to the functional cortical column initially described in cat 
somatosensory and visual cortices (Mountcastle, 1957; Hubel and Wiesel, 1962, 1963). However, the 
barrel column is unique (although perhaps analogous to ocular dominance columns in cat and 
monkey) in the sense that its functional specificity emerges from its topographical arrangement of 
peripheral inputs as well as from its intracolumnar circuitry.  
1.2.1 PERIPHERAL INPUTS: FROM WHISKERS TO NEOCORTEX  
Rodents are nocturnal animals relying mostly on their sense of olfaction and touch to actively gather 
information about their close environment. By protracting and retracting their vibrissae at a frequency 
of about 8-10 Hz (Berg and Kleinfeld, 2003), in what is defined as “whisking”, rodents can collect 
tactile information about location, shape and texture of objects (Hutson and Masterton, 1986; Carvell 
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and Simons, 1990; Krupa et al., 2001; O'Connor et al., 2010) as well as about conspecifics (Bobrov et 
al., 2014). Upon passive or active vibrissae deflection, tactile information is transferred to the 
trigeminal nuclei of the brain stem by trigeminal ganglion neurons innervating the vibrissa follicles, 
with a given trigeminal ganglion neuron targeting a single follicle (Zucker and Welker, 1969). Three 
of the four trigeminal nuclei (principalis (Vp), interpolaris (SpVi) and caudalis (SpVc)) possess a 
complete representation of the vibrissal array, as revealed by the presence of structures equivalent to 
the cortical barrels: the barrelettes. The axons of individual trigeminal ganglion neurons that target a 
given follicle project to the four trigeminal nuclei (including oralis (spVo)), though they converge in a 
one-to-one (follicle-to-barrelette) fashion in principalis and the caudal division of interpolaris only 
(SpVic). In a simplified view (see Fox, 2008; Feldmeyer, 2012; Deschênes and Urbain, 2009), 
principalis and the rostral part of interpolaris are the two main trigeminal nuclei that project to the 
contralateral dorsomedial part of the ventroposterior medial (VPm) and posterior medial (POm) nuclei 
of the somatosensory thalamus respectively, defining the so-called lemniscal and paralemniscal 
pathways of tactile information. At the level of the VPm, barreloids are the somatotopic representation 
of the vibrissae and contain single-vibrissa receptive field relay neurons. Although no particular 
anatomical arrangement is present in POm, there seems to be nonetheless a rough functional map of 
the vibrissae, made of neurons having multi-vibrissae receptive fields (Diamond et al., 1992).  Cortical 
projections from the relay neurons in VPm terminate principally in layer 4, in their corresponding 
barrels’ hollows, as well as at the interface of layer 5B and 6 and in deep layer 3, though with a lesser 
density (Killackey and Leshin, 1975; Lu and Lin, 1993; Pierret et al., 2000; Meyer et al., 2010a). POm 
axons end mainly in the septal region of layer 4, with some terminals also innervating layer 1 and 5A 
in an area located above both the barrels and septa (Lu and Lin, 1993; Pierret et al., 2000; Meyer et al., 
2010a). Functional mapping (Bureau et al., 2006) has further confirmed the segregation of these two 
anatomical streams, with as possible implication a separate encoding of spatiotemporal touch-related 
information and vibrissa motion kinetics by the lemniscal and paralemniscal pathways respectively 
(Alloway, 2008).  
1.2.2 INTRACOLUMNAR MICROCIRCUITS  
Single- and multi-vibrissae tactile information enters the barrel column at multiple locations, giving 
rise to multiple potentially converging streams of propagation of excitation within the column. Here 
we will focus on anatomical and functional evidences describing the flow of excitation within a given 
barrel column, starting at its stronger entrance point in layer 4 (L4), in line with the proposed 
canonical organization of sensory cortical columns (Douglas and Martin, 2004). In L4, VPm 
thalamocortical axons project mainly onto glutamatergic spiny stellate neurons and star pyramids 
(Brecht and Sakmann, 2002; Staiger et al., 2004; Bruno and Sakmann, 2006). Spiny stellate neurons 
target principally pyramidal neurons in L2/3 (Petersen and Sakmann, 2001; Feldmeyer et al., 2002; 
Shepherd et al., 2005), but also have dense axon collaterals within L4 (Feldmeyer et al., 1999; 
13 
 
Petersen and Sakmann, 2000; Lefort et al., 2009). They directly innervate infragranular layer 5A, 5B 
and the more superficial portion of L6 as well (Feldmeyer et al., 2005; Schubert et al., 2006; Lefort et 
al., 2009). Excitatory information is processed locally within L2/3 (Feldmeyer et al., 2006; Lefort et 
al., 2009; Avermann et al., 2012) and further spreads to infragranular layer 5A, where it reaches 
slender-tufted pyramidal neurons, and to layer 5B, where it reaches thick-tufted pyramidal neurons 
(Reyes and Sakmann, 1999; Lefort et al., 2009). Layer 5A and short L5 pyramidal neurons send 
projections back to L2/3 (Larsen and Callaway, 2006; Oberlaender et al., 2011). L5A also 
unidirectionally connect to layer 5B (Lefort et al., 2009) and both layer 5A and 5B neurons have 
substantial projections within their home layers.  
Transmission of sensory information horizontally across barrel columns occurs to a small 
extent at the level of L4, where spiny neurons send axonal branches into neighboring barrels (Egger et 
al., 2008) while star pyramids exhibit long-range projections over several barrels (Lubke et al., 2000; 
Brecht and Sakmann, 2002; Egger et al., 2008). However, integration of sensory information from 
multiple whiskers is most preponderant in L2/3, L5 and L6. Pyramidal neurons in L2/3 send long axon 
collaterals within layer 2/3 and also within layer 5 (Larsen and Callaway, 2006; Bruno et al., 2009) 
which can depolarize several surrounding barrel columns (Petersen et al., 2003a; Adesnik and 
Scanziani, 2010). Slender-tufted pyramidal neurons in L5A send ascending axon collaterals to L2/3 of 
neighboring columns in addition to targeting their home column (Larsen and Callaway, 2006; 
Oberlaender et al., 2011) and layer 6A pyramidal neurons send infragranular projections across 
multiple columns within layer 5 and 6 (Zhang and Deschenes, 1997).  
Sensory excitatory information exits the barrel field at the level of layer L2/3, where 
pyramidal neurons send long-distance axonal projections to ipsilateral secondary somatosensory 
cortex (S2), primary motor cortex (M1) as well as to contralateral primary somatosensory cortex (S1) 
via the corpus callosum (Petreanu et al., 2007; Aronoff et al., 2010; Chen et al., 2013; Yamashita et 
al., 2013). L5 is nevertheless the principal output layer of the barrel cortex, while L6 mediates mainly 
cortico-thalamic interactions. Intracortically, slender-tufted pyramidal neurons of sublamina of L5A 
project to ipsilateral S2 and M1 (Mao et al., 2011) as well as to contralateral S1 (Larsen et al., 2007), 
in a similar fashion as short L5 pyramidal neurons do (Le Be et al., 2007). In addition they project 
subcortically to the striatum (Mercier et al., 1990; Wright et al., 1999). L5B neurons project 
subcortically to the superior colliculus (Larsen et al., 2007), the pons (Mercier et al., 1990), the 
striatum (Wright et al., 1999), the trigeminal nucleus (Welker et al., 1988; Bourassa et al., 1995) as 
well as to the POm nucleus of the thalamus (Veinante et al., 2000; Larsen et al., 2007; Groh et al., 
2008) and the zona incerta (Bartho et al., 2007). L6A neurons chiefly target the VPm and POm nuclei 
of the thalamus as well as the nucleus reticularis (Bourassa et al., 1995). L6B neurons are less well 
characterized but they have nonetheless been shown to target the POm nucleus of the thalamus 
(Killackey and Sherman, 2003). 
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In comparison to the breadth of understanding of the excitatory circuitry underlying the spread 
and processing of tactile information within a barrel column and across the barrel field, the existence 
and the fine organization of a comparable parallel network made of inhibitory neurons, as well as the 
interactions between the two circuits is still relatively unknown. However some basic organizational 
principles have started to emerge, including the specific laminar distribution of inhibitory inputs on 
excitatory neurons (Sun et al., 2006; Kapfer et al., 2007; Brill and Huguenard, 2009; Katzel et al., 
2011), that may have significant functional contributions (Thomson et al., 2002; Kapfer et al., 2007; 
Helmstaedter et al., 2009a, b, c; Katzel et al., 2011). 
1.2.3 L2/3 CIRCUITS AND CELL TYPES  
A typical barrel column in the mouse somatosensory cortex has a diameter of 300 µm and extends 
through the 1-1.2 mm depth of the neocortical sheet. It contains about 6500 neurons, of which 11% are 
inhibitory (Lefort et al., 2009). By comparison, a typical column in the rat barrel cortex has a diameter 
of 400 µm and contains about 19000 neurons, of which 11.5% are inhibitory (Meyer et al., 2010b; 
Meyer et al., 2011). Recently it was shown that the number of neurons per rat barrel column can vary 
up to two fold between different columns (Meyer et al., 2013), which might explain previous 
quantifications reporting a smaller number of neurons per column (Ren et al., 1992; Beaulieu, 1993). 
As L2 and L3 have no distinguishable cytoarchitectonic organization in the rodent somatosensory 
cortex, they are commonly considered as a combined entity that is referred to as L2/3. Within L2/3, 
excitatory synapses strongly outnumber inhibitory ones, with 89% of synapses being excitatory and 
11% being inhibitory (DeFelipe et al., 2002). Although much less numerous, the role of inhibitory 
synapses in shaping the temporal and spatial representations of the sensory signal from its arrival from 
the thalamus to its exit towards other neocortical areas is fundamental.  
L2/3 neurons receive synaptic inputs from diverse intra and extra-columnar origin as well as 
from distant cortical areas. Individual L2/3 excitatory neurons are locally interconnected (Reyes and 
Sakmann, 1999; Holmgren et al., 2003; Feldmeyer et al., 2006; Lefort et al., 2009; Hooks et al., 2011) 
and receive significant excitatory input from L4 (Feldmeyer et al., 2002; Shepherd and Svoboda, 
2005; Bureau et al., 2006; Lefort et al., 2009) and from layer 5A (Shepherd and Svoboda, 2005; 
Bureau et al., 2006; Lefort et al., 2009). Their sole source of transcolumnar excitation is from L2/3 
and L5A of neighbouring columns (Bureau et al., 2006; Adesnik and Scanziani, 2010). Similarly their 
main inhibitory input originates locally (Kapfer et al., 2007; Katzel et al., 2011), though significant 
contribution also comes from L4 and to a smaller extent from L1 (Chu et al., 2003; Katzel et al., 
2011). Individual L2/3 inhibitory neurons, which are highly diverse, display a cell-type specific 
pattern of excitatory inputs, with principal contributions from L2/3, L4 and L5 (Helmstaedter et al., 
2008; Xu and Callaway, 2009). In a similar fashion, their stronger source of inhibition originates from 
within layer 2/3, whereas inhibition from L4, L5 and L1 varied between cell types (Xu and Callaway, 
2009; Jiang et al., 2013). In addition to these inputs originating within the barrel cortex, L2/3 neurons 
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also receive long-range projections from M1(Petreanu et al., 2009), contralateral barrel cortex 
(Petreanu et al., 2007) and to a lesser extent from the thalamus (Petreanu et al., 2009). L2/3 neurons 
are therefore well suited to process sensory information arising from the lemniscal and paralemniscal 
pathways as well as to integrate it over multiple ipsilateral and contralateral columns. In addition, L2/3 
is also one of the entry points within S1 of the vibrissae motor-related information arising from M1. 
1.2.3.1 Excitatory neurons  
In contrast to L4, which contains a mixture of three types of morphologically distinct excitatory 
neurons – spiny stellate neurons, star pyramids and pyramidal neurons – L2/3 contains only pyramidal 
neurons. Deeper L2/3 excitatory neurons display the typical pyramidal neuron morphology, with a 
triangular-shaped soma and a vertically oriented principal dendrite, void of proximal branches, i.e. an 
apical dendrite (DeFelipe and Farinas, 1992). More superficial L2/3 excitatory neurons have a very 
short apical dendrite, often non-vertical and branching proximally, which gives them a more star-like 
shape (Lubke et al., 2003; Feldmeyer et al., 2006). L2/3 neurons send axon collaterals within L2/3 as 
well as to L5, which can course across several neighboring barrels. More superficial neurons also send 
axon within L1, which can as well propagate outside of the home barrel column (Gottlieb and Keller, 
1997; Feldmeyer et al., 2006). In addition to axonal projections restricted to S1, some L2/3 excitatory 
neurons send long-range axons to S2 or M1 (Yamashita et al., 2013). L2/3 excitatory neurons are 
mainly of the regular spiking (RS) subtype (Contreras, 2004). In response to long depolarizing current 
injections, they show obvious initial spike-frequency adaptation in vitro (Chagnac-Amitai and 
Connors, 1989; Connors and Gutnick, 1990; Agmon and Connors, 1992) and in vivo (Higley and 
Contreras, 2003). L2/3 excitatory neurons’ receptive fields (RF), as defined by all the vibrissae whose 
deflection triggers a change in the membrane potential of the neuron, exhibit narrow suprathreshold 
RFs but broad subthreshold RFs, and which are broader than those observed in L4 spiny neurons 
(Armstrong-James et al., 1992; Moore and Nelson, 1998; Brecht and Sakmann, 2002; Brecht et al., 
2003; de Kock et al., 2007). During wakefulness, L2/3 excitatory neurons show two general types of 
fluctuations of their subthreshold membrane potential, which are correlated with the presence or 
absence of whisking activity. In the absence of whisking activity, their membrane potential displays 
slow oscillations (see Section 1.3.1), which are converted into a more desynchronized activity together 
with a more depolarized and varying membrane potential upon whisking. Interestingly the low rate (< 
2 Hz) of spontaneous action potential firing is unaffected by the change in whisking behavior (Crochet 
and Petersen, 2006; Poulet and Petersen, 2008).  
1.2.3.2 Inhibitory neurons  
L2/3 contains a large diversity of inhibitory neurons types that have become an intense area of recent 
investigation (Petilla Interneuron Nomenclature et al., 2008; DeFelipe et al., 2013). Conventionally, 
neocortical inhibitory neurons are identified through their morphology (dendritic structure and 
postsynaptic compartment targeted by the axon), their gene expression pattern (for instance: ion 
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Figure 1.3 Classification of neocortical inhibitory neurons. (From Rudy et al., 2011) 
channels, receptors, calcium-buffer proteins, neuropeptides), as well as through their 
electrophysiological properties (for instance: passive membrane properties, action potential shape, 
firing pattern in response to current injection) (Cauli et al., 1997; Markram et al., 2004; Burkhalter, 
2008; Gentet, 2012). Based on their molecular marker expression, nearly 100% of L2/3 barrel cortex 
inhibitory neurons can be assigned to one of three non-overlapping classes (Figure 1.3) (Lee et al., 
2010; Rudy et al., 2011).  
 
 
 
The first class accounts for 30% of the total L2/3 GABAergic population and contains 
parvalbumin-expressing (PV) inhibitory neurons, which can further be subdivided into two main 
groups, according to their characteristic axonal morphologies: basket cells (Wang et al., 2002) and 
chandelier cells (Somogyi et al., 1982). Basket cells are named according to their particular basket-like 
innervation of the somas of their postsynaptic targets, while chandelier cells derive their name from 
their distinctive axonal terminations, which resemble the candlesticks of a chandelier and which target 
the axon initial segment of their postsynaptic targets. Basket cells and chandelier cells are thus the key 
mediators of perisomatic and axo-axonic inhibition, respectively. It is worth noting that depending 
upon the membrane potential of the postsynaptic neuron, chandelier cells may have an excitatory 
effect on excitatory neurons (Szabadics et al., 2006; Woodruff et al., 2011). Electrophysiologically, 
PV-expressing inhibitory neurons, irrespective of whether they are basket or chandelier cells, exhibit a 
typical fast-spiking (FS) behavior. Their action potential has a very short duration, due to fast 
repolarization and short afterhyperpolarization. In addition, upon current injection they can sustain 
very high frequency of firing without accommodation (McCormick et al., 1985). 
The second class of L2/3 barrel cortex inhibitory neurons, which amounts to 20% of the total 
L2/3 inhibitory neuron population, contains somatostatin-expressing (Sst) inhibitory neurons. Sst 
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neurons are a diverse population at many levels. Morphologically, certain Sst neurons send an 
ascending axon to L1 with extensive horizontal axonal branching within L1, where they can target 
distal dendrites of excitatory neurons (reminiscent of Martinotti cells found in L5), while others have a 
more localized axonal arbor restricted to L2/3 (Ma et al., 2006; McGarry et al., 2010). In addition, 
certain neurons have a multipolar dendritic arbor, while others display clear bipolar dendritic 
organization (Halabisky et al., 2006). Finally, some Sst neurons bear sparse spines on their dendrites 
(Oliva et al., 2000). Molecularly, Sst neurons can be subdivided according to their expression of the 
calretinin protein (Xu et al., 2006). Electrophysiologically, in response to positive current injection, 
Sst neurons display a regular spiking behavior with various levels of accommodation (Halabisky et al., 
2006). A subset of them also shows typical Ih current-mediated sag and low-threshold (LTS) spiking 
behavior, at the beginning and termination of negative current injection respectively (Xu et al., 2006). 
They consistently exhibit high input resistance and rather depolarized resting membrane potential in 
vitro (Fanselow et al., 2008) and in vivo (Gentet et al., 2012). 
The third and largest class of inhibitory neurons accounting for 50% of the GABAergic 
neurons of L2/3 encompasses an even larger variety of molecular, electrophysiological and 
morphological cell types. However, their grouping into a class distinct from PV and Sst neurons is due 
to the common expression of the ionotropic serotonin receptor 5HT3a (5HT3aR), which also 
correlates with their developmental origin (mainly from the caudal ganglionic eminence, by opposition 
to the medial ganglionic eminence for PV and Sst neurons (Butt et al., 2005; Miyoshi et al., 2010)). 
Amongst this heterogeneous population, one can distinguish bipolar/bitufted, irregular spiking or fast-
adapting, VIP-expressing neurons with an axon descending in deeper layers (Porter et al., 1998; 
Bayraktar et al., 2000), as well as late-spiking neurogliaform cells, targeting the somas and proximal 
dendrites of postsynaptic excitatory neurons (Tamas et al., 2003; Lee et al., 2010). 
The receptive field of L2/3 barrel cortex inhibitory neurons has not been extensively 
characterized, though chandelier cells are known to have a larger subthreshold receptive field than 
basket cells and excitatory neurons (Zhu et al., 2004). In addition, inhibitory neurons of L4 display a 
larger receptive field than excitatory neurons (Bruno and Simons, 2002), which could also be the case 
in L2/3. During wakefulness, similarly to excitatory neurons, L2/3 PV neurons exhibit slow 
oscillations of their membrane potential during quiet, non-whisking, periods, whose amplitude is 
greatly reduced during whisking periods. However, PV neurons do not show any change in the value 
of their membrane potential between whisking and non-whisking episodes, though the rate of 
spontaneous action potentials decreases upon whisking compared to quietness (Gentet et al., 2010). 
The activity of L2/3 Sst neurons under wakefulness is quite distinct from PV and excitatory neurons, 
as it does not display marked slow oscillations during periods of behavioral quiescence. In addition, 
upon whisking, Sst neurons display an hyperpolarization of their membrane potential, accompanied by 
a decrease in action potential firing rate (Gentet et al., 2012). 
18 
 
Figure 1.4 Short-term dynamics of L2/3 excitatory synapses targeting inhibitory neurons. (A) Infrared 
differential interference contrast video images of an excitatory neuron (left), inhibitory bitufted neuron (middle) 
and inhibitory multipolar neuron (right). (B and C) Presynaptic action potentials and associated uEPSPs evoked in 
bitufted and multipolar neurons during repetitive stimulation of the presynaptic excitatory neuron (bottom).  
(From Reyes et al., 1998)  
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1.2.3.3 Excitatory connectivity  
Within L2/3 barrel cortex, connectivity is usually lower amongst excitatory neurons than between 
excitatory neurons and inhibitory neurons (Reyes et al., 1998; Reyes and Sakmann, 1999; Atzori et al., 
2001; Thomson et al., 2002; Holmgren et al., 2003; Koester and Johnston, 2005; Feldmeyer et al., 
2006; Lefort et al., 2009; Avermann et al., 2012).  
The uEPSP amplitude distribution in L2/3 excitatory neurons is dominated by small inputs 
(0.5-1 mV) with the rare occurrence of larger inputs (~ 3 mV) (Reyes and Sakmann, 1999; Feldmeyer 
et al., 2006; Lefort et al., 2009). Synaptic connections between excitatory neurons are reliable and 
exhibit predominantly short-term depression in response to high-frequency inputs (Gil et al., 1997; 
Atzori et al., 2001; Holmgren et al., 2003; Feldmeyer et al., 2006). However, such short-term synaptic 
dynamics seems to be age-related, as recordings performed in mature brain slices have shown reduced 
depression, or even facilitation (Reyes and Sakmann, 1999). Synaptic contacts between pairs of 
excitatory neurons are rare (2-4 contacts) and mainly located on the basal dendrites (Feldmeyer et al., 
2006).  
Excitatory synapses targeting inhibitory neurons exhibit cell-type specificity. Notably, 
excitatory synapses targeting multipolar PV fast-spiking neurons are reliable and show strong short-
term depression in response to high-frequency inputs (Figure 1.4C) (Reyes et al., 1998; Holmgren et 
al., 2003; Kapfer et al., 2007; Avermann et al., 2012). Excitatory synapses targeting bitufted Sst 
neurons are less reliable and display short-term facilitation (Figure 1.4B) (Reyes et al., 1998; Rozov et 
al., 2001a; Kapfer et al., 2007; Fanselow et al., 2008). These observations are further supported by the 
fact that synapses targeting Sst neurons have a lower neurotransmitter release probability than 
synapses targeting PV neurons (Koester and Johnston, 2005). Finally, excitatory synapses located on 
VIP neurons show frequency-dependent short-term depression (Rozov et al., 2001b).  
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1.3 PATTERNS OF CEREBRAL ACTIVITY 
The first evidence that the brain was generating electrical activity came from galvanometric current 
measurements of rabbits and monkeys brains made by Richard Caton in 1875 (Caton, 1875). Later on, 
Hans Berger, applying the same recording technique to humans, realized that the cerebral activity he 
measured was oscillating, and that the frequency of the oscillations was correlated with the behavioral 
state of the subjects. When they kept their eyes closed, a slow-frequency (~10 Hz) oscillation of large 
amplitude was particularly prominent in the occipital region of the brain, which he named alpha-wave. 
In the contrary, when the subjects had their eyelids open, the cerebral activity was dominated by a 
more rapid fluctuation of smaller amplitude, which he defined as beta-wave (Berger, 1929). Since 
then, the oscillatory character of cerebral electrical activity has been documented in the brain of 
numerous mammalian species during wakefulness but also during sleep (Buzsaki et al., 2013). 
Typically, cerebral oscillations have been classified according to their frequency band, but also as a 
function of the behavioral or cognitive process they are correlated with or of the underlying excitatory 
and inhibitory cellular interactions generating them in specific part of the brain (Steriade et al., 1990; 
Penttonen, 2003; Buzsáki, 2006; Uhlhaas et al., 2009). Briefly and ordered from low to high 
frequency, one can distinguish “ultra-slow” oscillations (< 0.1 Hz), “slow” oscillations (< 1 Hz) 
predominant during sleep, theta oscillations (4-12 Hz), whose mechanisms are best known in the 
septum-hippocampus-enthorinal circuit, alpha oscillations (8-10 Hz, or 8-20 Hz in the somatosensory 
system, also known as µ rhythm), beta oscillations (12-30 Hz) related to aspects of the absence of 
movements, gamma oscillations (30-90 Hz) related to various cognitive processes and ripples ( > 150 
Hz). We will focus here on the slow oscillations. Not only are they a defining feature of the different 
sleep phases, but they are also the dominating pattern of spontaneous neocortical activity in the 
anesthetized state. In addition, they are particularly relevant to the rodent somatosensory cortex and 
related motor areas, where a similarly slow oscillation (though its frequency can extend up to ~ 4 Hz) 
occurs during wakefulness in periods of behavioral quiescence (Petersen et al., 2003b; Crochet and 
Petersen, 2006; Gentet et al., 2010; Gentet et al., 2012; Poulet et al., 2012).  
1.3.1 SLOW OSCILLATIONS 
Slow oscillations were first identified as a distinct rhythmic pattern in the cat neocortex (Steriade et 
al., 1993a; Steriade et al., 1993b, c). Under natural sleep conditions as well as under certain types of 
anesthesia, the electroencephalogram displayed slow (< 1 Hz) oscillations. At the single cell level, the 
subthreshold membrane potential of excitatory and inhibitory neurons varied between a 
hyperpolarized state with no action potentials and a depolarized state with significant action potential 
firing lasting 0.1-3s. Notably, the presence of these oscillations was independent of the presence of the 
thalamic afferents, though thalamic activation could transform them into faster oscillations. 
Comparable low-frequency oscillations of the membrane potential of individual corticostriatal neurons 
and striatal spiny neurons had been measured in the rat under anesthesia but also during wakefulness 
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(Cowan and Wilson, 1994; Wilson and Kawaguchi, 1996). From these latter studies stemmed the now 
widely used nomenclature of UP and DOWN states, to describe the depolarized and hyperpolarized 
state of the single cell membrane potential respectively.  
Though such slow oscillations have been detected in a large number of species (including 
humans), the exact mechanism at the basis of their generation, as well as their functional role is still 
the subject of ongoing investigations. However, their occurrence in preparations where thalamic and 
callosal axonal projections are cut (Steriade et al., 1993b) as well as in slabs (Timofeev et al., 2000) or 
even in slices and slice cultures of neocortex in vitro (Plenz and Aertsen, 1996; Sanchez-Vives and 
McCormick, 2000) seems to indicate that they originate from within the neocortex. More specifically, 
the precise location of the oscillation source is likely to be located in infragranular layers, probably in 
layer 5 (Sanchez-Vives and McCormick, 2000; Chauvette, 2007; Sakata and Harris, 2009; Beltramo et 
al., 2013). The exact mechanism by which they occur is assumed to be due to network effects, where 
recurrent excitatory and inhibitory connectivity underlie the fluctuations between the UP and the 
DOWN state. Excitatory and inhibitory neurons, especially the fast-spiking PV inhibitory neurons, 
were both shown to increase and decrease their firing rate during UP and DOWN state respectively 
(Contreras et al., 1996; Lampl et al., 1999; Steriade et al., 2001; Timofeev et al., 2001; Cunningham et 
al., 2006; Haider et al., 2006; Mateo et al., 2011; Tahvildari et al., 2012), which is translated at the 
single cell level by a simultaneous increase of excitatory and inhibitory synaptic conductances during 
UP state and a simultaneous decrease during DOWN state (Destexhe et al., 2003; Shu et al., 2003; 
Haider et al., 2006; Rudolph et al., 2007). However, in the rodent barrel cortex, the increase of firing 
rate during UP state compared to DOWN state is not always accompanied by a large conductance 
change (Zou et al., 2005; Waters and Helmchen, 2006; Mateo et al., 2011). As transitions to UP state 
are therefore likely to be correlated with recurrent excitation, whose amplitude is bounded by the 
amount of recurrent inhibition, transition to DOWN state are underlain by disfacilitation, a form of 
inhibition independent of the activity of inhibitory neurons, resulting from the lack of synaptic inputs 
(Contreras et al., 1996; Sanchez-Vives and McCormick, 2000; Timofeev et al., 2001; Shu et al., 2003). 
Several mechanisms could be at the origin of the transition to the UP state (reviewed in Bazhenov and 
Timofeev, 2007). Spontaneous neurotransmitter release in a large population of neurons during 
DOWN state leading to the summation of mini-EPSP, eventually bringing the membrane potential of 
excitatory neurons close to spike threshold (potentially involving the activation of persistent Na+ 
currents) is one of them. Homeostatic plasticity driven excitation to counterbalance the domination of 
the DOWN state by hyperpolarizing influences (likely mediated by K+ currents) is another one. 
Finally, intrinsically bursting layer 5 neurons could be lead to burst firing during DOWN state via the 
induction of a hyperpolarization-activated cation current, Ih. In comparison, the mechanisms at the 
origin of the termination of the UP state are less understood. Initially, synaptic depression as well as 
intrinsic cellular events such as activation of Na+ or Ca2+ - dependent K+ currents were thought to be at 
the origin of the cessation of action potential firing, leading to a decrease in synaptic inputs (Bazhenov 
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et al., 2002; Compte et al., 2003). However, these processes are highly cell or synapse-dependents, 
and are therefore likely to happen at different times in different neurons, which is in opposition to the 
very synchronous termination of UP states observed in vivo (Volgushev et al., 2006), therefore 
suggesting a possible network mechanism involved in the return to the DOWN state. Alternatively, 
GABAB receptors mediated slow inhibition has been found to be critical in the termination of the UP 
state (Mann et al., 2009). 
Functionally, the occurrence of such periods of high neuronal activity interspersed with 
moments of complete quiescence has been related to memory consolidation phenomena, known to 
occur during certain phases of sleep (Ji and Wilson, 2007). As the UP state of the slow oscillations 
resembles the active state of the neocortex during wakefulness (Steriade et al., 2001; Destexhe et al., 
2007; Constantinople and Bruno, 2011), it might be involved in the replay of information having been 
processed during wakefulness (Destexhe et al., 1999). In anesthetized animals, UP and DOWN states 
are known to modulate synaptic transmission (Crochet et al., 2005; Crochet et al., 2006; Reig and 
Sanchez-Vives, 2007), the active nature of dendritic integration (Waters and Helmchen, 2004), as well 
as sensory responses to external stimuli (Petersen et al., 2003b; Sachdev et al., 2004; Bruno and 
Sakmann, 2006; Haider et al., 2007; Hasenstaub et al., 2007; Reig and Sanchez-Vives, 2007).  
1.4 RATIONALE AND AIMS OF THE PHD THESIS 
Most of the knowledge about neocortical functional connectivity and the physiology of neocortical 
synaptic transmission has been obtained from measurements performed in vitro in acute brain slices 
(Yamamoto and McIlwain, 1966; Edwards et al., 1989) using diverse techniques including 
electrophysiological and optical means of presynaptic neuron stimulation and postsynaptic potential or 
postsynaptic action potential recording (reviewed in Thomson and Lamy, 2007).  
 
 
 
 
 
 
 
 
 
A B 
Figure 1.5 In vivo postsynaptic potentials. (A) Mean excitatory postsynaptic potentials (EPSP) (left) and mean 
inhibitory postsynaptic potentials (IPSP) (right). (Modified from Matsumura et al., 1996) (B) Simultaneous dual 
intracellular recording of presynaptic excitatory action potentials (blue) and membrane potential of postsynaptic 
neuron (red) (above). Mean excitatory postsynaptic potential (orange) (bottom). (Modified from Crochet et al., 2005) 
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Applying such techniques to the quantification of neocortical synaptic transmission in vivo has proven 
challenging, mainly due to the thickness of the intact neocortical tissue and to breathing and 
movement-related motion. Less than a handful of studies have therefore successfully been able to 
directly investigate synaptic transmission in the intact neocortex. The first one was performed in the 
motor cortex of the anesthetized or awake macaque monkey (Matsumura et al., 1996). Excitatory and 
inhibitory synaptic transmission was measured by using a combination of extracellular recordings to 
register action potential timing of individual presynaptic neurons with intracellular recordings of 
putative postsynaptic neurons (Figure 1.5A). The second one investigated excitatory synaptic 
transmission in L2/3 of the parietal cortex of the cat kept under anesthesia, by blindly targeting dual 
intracellular recordings to neurons identified through their electrophysiological properties (Figure 
1.5B) (Crochet et al., 2005). Finally a more recent study reported some data about neocortical 
excitatory synaptic transmission between L4 and L2/3 excitatory neurons of the visual cortex of the 
cat kept under anesthesia using dual whole-cell patch-clamp recordings (Yu and Ferster, 2013). 
Though these initial studies provided a first insight about the physiology of synaptic transmission in 
the intact neocortex, they often lacked a rigorous identification of the recorded pre- and postsynaptic 
neurons. In addition, due to blind targeting of the electrophysiological recordings and therefore to the 
heterogeneity of the type of synapses investigated, the number of sampled putative connections was 
not always optimal to estimate synaptic connectivity. Lastly, the lack of comparable measurements 
performed in vitro within the same neocortical area and between the same neuron types made it 
sometimes difficult to assess the relevance of the in vivo findings. 
The first aim of this thesis was thus to implement a method allowing reliable and repetitive 
measurement of synaptic transmission between identified neuron types in vivo. The second aim was to 
apply it to some defined synapses (excitatory synapses) in order to characterize synaptic connectivity 
and the physiology of synaptic transmission in a localized and anatomically definite neocortical area. 
The last aim was to investigate the influence of spontaneous network activity, to which individual pre- 
and postsynaptic neurons are exposed in vivo, on synaptic transmission.  
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Figure 2.1 Implantation for head-fixation. 
(A) Custom-made, light-weight aluminum 
head-holder. (B) Anesthetized head-fixed 
mouse with head-holder glued directly to the 
skull, embedded in dental cement to create a 
recording chamber (pink). 
 
CHAPTER 2: MATERIALS AND METHODS 
 
All experiments were carried out with 4-8 week old female and male PV-IRES-Cre (Hippenmeyer et 
al., 2005) or Sst-IRES-Cre (Taniguchi et al., 2011) mice crossed with CAG-Lox-STOP-Lox-tdTomato 
(Ai9) reporter mice (Madisen et al., 2010) (referred to as PV-tdTomato and Sst-tdTomato in the rest of 
the text) in accordance with protocols approved by the Swiss Federal Veterinary Office. 
2.1 ANIMAL IMPLANTATION 
To allow localized, reproducible and stable measurements, animals were routinely implanted with a 
small light-weight head-holder directly on their skull. During surgery, animals were kept under 
constant 1-2% isoflurane anesthesia while body temperature was monitored and maintained at 37°C 
using a heating system (FHC),  and eye ointment (Viscotears, Alcon) was applied to prevent 
dehydration and irritation. To diminish post-operative pain, animals were injected with Carprofen (0.3 
ml at 0.5 mg/ml, i.p.) (Rimadyl, Pfizer) at the beginning of the surgery and ibuprofen (2.5 ml at 20 
mg/ml) (Algifor, Vifor) was added to the drinking water (250 ml) of their home cage for two 
subsequent days. Skin was cut above the skull, uncovering both cerebral hemispheres as well as the 
cerebellum. Connective tissues were scraped off and adhesive (Loctite, Henkel) was applied over the 
bone. A custom-made aluminum head-holder (Figure 2.1A) covering the cerebellum and part of the 
right cerebral hemisphere was then glued to the skull. Finally, dental cement (Paladur, Heraeus 
Kulzer) was added to embed part of the holder and to create a recording chamber (Figure 2.1B). A 
silicone elastomer (Kwik-Cast, WPI) was used to temporarily fill the chamber and protect the exposed 
skull while animals were returned to their home cages.  
 
 
 
 
 
2.2 INTRINSIC SIGNAL OPTICAL IMAGING (ISI)  
Most of the electrophysiological measurements were targeted to the C2 column of the left barrel 
cortex. Its location was mapped by imaging the intrinsic signal elicited on the cortical surface 
following a repeated deflection of the corresponding right C2 whisker (Masino et al., 1993). The 
nature of the local intrinsic signal is thought to be multifaceted. At least three different sources have 
been identified, whose contributions can be isolated to some extent due to the wavelength of the light 
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chosen for imaging (Grinvald et al., 1986; Pouratian, 2002). The first component underlying the local 
intrinsic signal is a change in blood volume. An increase in neuronal electrical activity is thought to 
drive recruitment of the local capillaries and blood vessel dilation leading to a decrease in light 
reflectance, best measured at 550 -570 nm wavelengths. The second component is a change in 
hemoglobin oxygenation level. Increased local neuronal electrical activity, and thus local metabolism 
is thought to lead to a biphasic change in deoxyhemoglobin concentration (a fast initial increase 
followed by a slow decrease). Imaging at wavelengths at which deoxyhemoglobin light absorbance is 
significantly higher than oxyhemoglobin light absorbance, i.e. between 600 and 630 nm, is thought to 
resolve this process. The third component is a change in the brain tissue’s light scattering properties. 
Electrical neuronal activation is thought to correlate with cellular, extracellular and vascular 
morphological changes leading to an overall decrease in light reflectance. Though such light scattering 
occurs at every imaging wavelength, it can be best imaged at wavelengths above 630 nm, where 
deoxy- and oxyhemoglobin absorbances are negligible.  
ISI was performed either following implantation or immediately before performing 
craniotomy. Animals were maintained under light 0.5-1% isoflurane anesthesia, while body 
temperature was monitored and maintained at 37°C, both of which were critical factors for obtaining 
an intrinsic signal. ISI was carried out through the intact glue-covered skull, with the dental cement 
chamber filled with warmed Ringer’s solution (in mM: 135 NaCl, 5 KCl, 5 HEPES, 1 MgCl2, 1.8 
CaCl2, pH 7.3) and covered by a coverslip (#1 thickness, Menzel-Gläser). All whiskers but C2 
whisker were trimmed at their base. C2 whisker was inserted in a small glass capillary attached to a 
piezo bender actuator (PL127.11, PICMA, PI Ceramic), which was driven in the antero-posterior 
direction at a repetition frequency of 10 Hz. Intrinsic signal was acquired at 10 Hz by a CMOS camera 
(PhotonFocus) coupled to a binocular stereomicroscope (Leica MZ9.5) with a magnification of 3.2x 
corresponding to a field of view of 3.5 mm x 3.5 mm (1024 x 1024 pixels).  
 
 
 
 
 
 
Figure 2.2 Intrinsic signal optical imaging. (A) 525 nm illumination allows imaging of the cortical blood vasculature 
pattern, used as reference for further targeted surgery and recordings. (B) Mean intrinsic signal averaged over 6s of C2 
whisker stimulation imaged at 630 nm representing a relative decrease in light reflectance in the C2 area (darker pixels). (C) 
Time course of the relative intrinsic signal, during baseline (0-4s) and whisker stimulation (4-10s). 
Constant illumination for functional imaging was provided by 630 nm LEDs (KingBright), while 525 
nm LEDs (Kingbright) were used to obtain a reference image of the blood vasculature pattern (Figure 
2.2A). Image acquisition was controlled by a custom-made script running under LabView (National 
Instruments). Intrinsic signal was estimated by averaging responses from 7 trials of whisker 
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stimulation, delivered with an inter-trial interval of 30 s. Each trial lasted 10 s and consisted of 4 s of 
baseline with no whisker stimulation, 4 s of whisker stimulation and 2 s with no stimulation. Relative 
change in light reflectance was computed by subtracting the mean reflectance value averaged over the 
baseline period (Ro) from the reflectance value measured during whisker stimulation (R) and dividing 
the difference by the mean baseline reflectance (R-Ro/Ro) (Figure 2.2B and C).  
2.3 CRANIOTOMY AND DUROTOMY 
To gain physical access to the cortex, the skull and dura mater need to be removed above the location 
of the C2 barrel column. Craniotomy and durotomy were performed under similar anesthesia 
conditions as during implantation. To keep the skull constantly moist, the dental cement chamber was 
filled with warmed Ringer solution, which was removed just before drilling of the skull and was re-
applied afterwards. A dental drill (EXL-M40,Osada) was used to thin the bone over a 0.5-1 mm 
circular area. The thinned bone was perforated at the edge of the craniotomy with a small needle (30 
gauge, BD Biosciences) and the loose bone flap was removed. To remove the dura mater, a slit was 
made parallel to the direction of its main fibers by cutting it with a small needle. Both sides of the slit 
were pushed apart as much as necessary to uncover cortical tissue. 
2.4 IN VIVO SINGLE-CELL ELECTROPORATION 
In order to gain control of the action potential firing of a single L2/3 barrel cortex excitatory neuron in 
vivo, we applied the previously described method of DNA delivery to single neurons by 
electroporation (Haas et al., 2001; Bestman et al., 2006; Kitamura et al., 2008; Judkewitz et al., 2009) 
to deliver channelrhodopsin-2 (ChR2) encoding gene to a single excitatory tdTomato-negative cell per 
animal. Applying an electrical field to a lipid bilayer, such as the one constituting the cellular 
membrane of neurons, is known to make it permeable to a wide range of normally impermeable large, 
lipophilic or charged molecules, such as dyes, proteins, oligonucleotides, RNA and DNA. The 
microscopic mechanism underlying the lipid bilayer permeabilization process is usually assumed to be 
the creation of transient nanopores in a restricted portion of the cell membrane, through which 
molecules can passively diffuse or migrate via electrophoresis (Neumann et al., 1982; Ho and Mittal, 
1996; Escoffre et al., 2009). Though this mechanism seems to hold true for the transfection of small 
oligonucleotides of a few base pairs, larger DNA plasmids appear to penetrate the cell cytoplasm by a 
different and slower process likely involving endocytosis. During electrical field application, DNA 
plasmids are electrophoretically transported towards the cell membrane, where they possibly 
aggregate. Upon termination of the electrical stimulation, they seem to stay for several minutes at the 
surface of the cell membrane, before being internalized (Golzio et al., 2002; Rathenberg et al., 2003). 
Electroporation was performed through a craniotomy with an intact dura mater under 1-1.5% 
isoflurane anesthesia with body temperature control. A localized electrical field was delivered between 
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an Ag/AgCl wire enclosed in a glass micropipette placed in close contact with the cellular membrane 
of the neuron soma to be transfected. Micropipettes had a resistance of 10-17 MΩ and a tip diameter 
of ~1 µm and were made of borosilicate capillaries (OD = 2 mm, ID = 1.16 mm, Hilgenberg) using a 
P-97 puller (Sutter Instrument). A ground Ag/AgCl pellet electrode (WPI) was positioned in the 
Ringer filled dental cement chamber. A pulse generator (Axoporator 800A, Molecular Devices) was 
used to deliver a train of 50 square voltage pulses (-12 V, 0.5 ms) at 50 Hz. Micropipettes contained 
the same solution as used for whole-cell patch-clamp recordings (see Section 2.5.2), to which Alexa 
488 dye (50-100 µM) (Invitrogen), pCAG-eGFP (100 ng/µl) (Addgene plasmid #11150)(Matsuda and 
Cepko, 2004) and pCI-hSynapsin-ChR2(E123T/T159C) (200 ng/µl) (kindly provided by Thomas 
Oertner) (Berndt et al., 2011) DNA plasmids were added. Positive pressure was applied to the 
micropipettes while they were advanced through the dura mater and lowered to L2/3 under visual 
control with a two-photon microscope (Prairie Technologies) (see Section 2.5 for microscope details) 
(Figure 2.3A). Through the diffusion of the micropipette internal solution into the extracellular space, 
tdTomato-negative cells appeared as dark shadows over a brighter background, which allowed their 
targeting in a similar fashion as performed during “shadowpatching” (Figure 2.3B) (Kitamura et al., 
2008). Successful electroporation resulting in DNA plasmid expression occurred in 80-90% of the 
cases and was correlated with an immediate filling of the targeted neuron soma with Alexa 488 dye 
(Figure 2.3C), whose fluorescence stayed constant upon retraction of the micropipette. Depth as well 
as the antero-posterior and medio-lateral location of the neuron targeted for electroporation were 
measured before the craniotomy was covered with silicone elastomer (Kwik-Cast, WPI) and animals 
returned to their home cage for about 24 hours to permit sufficient levels of ChR2 protein and eGFP 
expression. 
 
 
 
 
 
 
Figure 2.3 In vivo single-cell electroporation. (A) Micropipette containing ChR2- and eGFP-encoding plasmid DNAs as 
well as Alexa 488 dye is advanced through the brain under visual control with 2-photon microscope. (B) Due to the diffusion 
of Alexa 488 in the extracellular space, non-tdTomato-expressing neurons appear as dark shadows over a brighter 
background, which allows their specific targeting. (C) Upon application of a train of voltage pulses locally rendering the 
neuron membrane permeable, Alexa 488 dye immediately penetrates into the neuron’s soma and processes, followed by 
plasmid DNAs.  
In a subset of initial experiments, DNA plasmids encoding different ChR2 variants, such as wild-type 
ChR2 (pCI-CMV-ChR2-EYFP (80-160 ng/µl), kindly provided by Michael Häusser), H134R mutant 
(pcDNA3.1-CMV-hChR2(H134R)-EYFP (200 ng/µl), Addgene plasmid #20940) (Zhang et al., 2007), 
T159C mutant (pCI-hSynapsin-ChR2(T159C) (200 ng/µl) or E123T/T159C mutant (pCI-hSynapsin-
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ChR2(E123T/T159C) (200 ng/µl)) both kindly provided by Thomas Oertner) (Berndt et al., 2011) 
were introduced into individual excitatory neurons by electroporation in order to test for their ability to 
control action potential firing upon light stimulation.  
2.5 IN VIVO ELECTROPHYSIOLOGICAL RECORDINGS 
Around 24 hours after electroporation, animals were placed under 1-1.5% isoflurane anesthesia and 
the craniotomy was uncovered in order to remove all or part of the dura mater according to the 
procedure detailed in Section 2.3. This step was critical in order to visually target and obtain patch-
clamp recordings in the whole-cell configuration. All recordings were performed under 0.8-1.5% 
isoflurane anesthesia under visual guidance with two-photon microscope (Prairie Technologies). 
Femtosecond pulsed infrared excitation light at the wavelength of 880 nm was generated by a MaiTai 
laser (SpectraPhysics) and focused into the brain via a 40x/0.8NA water immersion objective 
(Olympus). Backscattered infrared light was prevented from hitting the photomultiplier tubes (PMTs) 
by an E650SP filter (Chroma Technology). A dichroic mirror (575 nm) followed by band pass filters 
split emitted fluorescence into a red (607 ± 22.5 nm) PMT channel and a green (525 ± 35 nm) PMT 
channel. The location of the electroporated neuron was identified by the blood vasculature pattern and 
its excitatory nature was confirmed by its overall morphology and the presence of numerous dendritic 
spines. All recorded signals were amplified by a Multiclamp 700B amplifier (Axon Instruments), 
Bessel filtered at 10 kHz and digitized at 20 kHz by an ITC-18 (Instrutech Corporation) under the 
control of a custom program written on IgorPro (Wavemetrics).  
2.5.1 TARGETED JUXTACELLULAR RECORDINGS 
In order to measure action potential firing of the ChR2-expressing neurons in response to light 
stimulation, juxtacellular recordings (Pinault, 1996, 2011) were targeted to the ChR2-expressing 
neurons under visual control with two-photon microscope.  Glass micropipettes with a resistance of 4-
6 MΩ were made in the same way as for electroporation. They were filled with Ringer’s solution (in 
mM: 135 NaCl, 5 KCl, 5 HEPES, 1 MgCl2, 1.8 CaCl2, pH 7.3), to which 10-25 µM Alexa 594 dye 
(Invitrogen) was added.  
2.5.2 TARGETED WHOLE-CELL PATCH-CLAMP RECORDINGS 
To measure intracellular membrane potential of putative postsynaptic neurons, we performed targeted 
whole-cell recordings from tdTomato-expressing interneurons, non-tdTomato-expressing (putative 
excitatory) neurons (Margrie et al., 2003; Komai et al., 2006; Kitamura et al., 2008). A small number 
of ChR2-expressing excitatory presynaptic neurons were also recorded in the whole-cell configuration 
to control for any effect of ChR2 (or eGFP) expression on their basic electrophysiological properties. 
Glass micropipettes with a resistance of 5-7 MΩ were prepared in the same way as for electroporation. 
They contained an intracellular solution made of (in mM): 135 potassium gluconate, 4 KCl, 10 
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HEPES, 10 sodium phosphocreatine, 4 MgATP, 0.3 Na3GTP (adjusted to pH 7.3 with KOH), to which 
25-75 µM Alexa 488 dye and 3 mg/ml biocytin (Biotium) were added. All measurements were made 
in current-clamp mode and junction potentials were not corrected. When current was injected into the 
cell to measure input resistance or rheobase firing, series resistance subtraction was performed offline 
(see Section 2.9.2).  
2.5.3 LOCAL FIELD POTENTIAL RECORDINGS 
In most of the experiments, local field potential (LFP) was recorded with 2-4 MΩ glass micropipettes 
filled with Ringer’s solution containing 10-25 µM Alexa 594 dye. Micropipettes tip was located at a 
depth of 150-250 µm from the pia mater and at less than 250 µm away from the area where the ChR2-
expressing neuron was located.  
2.6 OPTOGENETIC STIMULATION  
Channelrhodopsin-2 is a cation permeable blue-light sensitive protein naturally expressed in the 
unicellular algae Chlamydomonas reinhardtii. It is part of the opsins family, which contains seven 
transmembrane domains proteins, whose functioning depends upon the covalent binding of the 
cofactor retinal, a vitamin-A derivative. Upon light exposure, photon absorption will induce retinal 
isomerization, which will lead to conformational changes in the opsin. Notwithstanding the opsin 
being an ion channel like ChR2, an ion pump (bacteriorhodopsins, halorhodopsins, sensory 
rhodopsins), or a G-protein-coupled receptor (eukaryotic opsins), retinal-induced changes in 
conformation will eventually trigger an ion flux across the cellular membrane it is embedded in, 
leading to a wide range of possible physiological processes (Fenno et al., 2011; Yizhar et al., 2011). 
ChR2 can be functionally expressed in mammalian neurons in vitro and in vivo, whereupon blue light 
stimulation leads to rapid and repeated action potential firing (Boyden et al., 2005; Li et al., 2005; 
Arenkiel et al., 2007). Several mutations have progressively been introduced into the wild type ChR2 
gene in order to change protein expression level, channel current amplitude and kinetics, ion 
selectivity as well as light absorption spectrum (reviewed in: Fenno et al. 2011; Yizhar et al. 2011; 
Mattis et al., 2012). The E123T/T159C double mutant ChR2 protein used here is characterized by a 
larger steady photocurrent amplitude, a voltage-independent deactivation time constant and a smaller 
recovery time constant compared to wild-type ChR2 (Berndt et al., 2011; Mattis et al., 2012).  
Since only one single excitatory neuron per animal was electroporated in L2/3 barrel cortex 
with the E123T/T159C double mutant encoding DNA plasmid, we used a 470 nm superbright LED 
(Luxeon, Philips) coupled to a 6° collimator (Polymer Optics) placed at the back of the two-photon 
40x/0.8NA objective to generate wide field optical stimulation. The optogenetic stimulus consisted of 
either a single square pulse of light of 1 ms duration (11- 66 mW/mm2, measured at the objective tip), 
delivered with an interval of 1 s, or of a 20 or 50 Hz train of five 1 ms light pulses of the same 
intensities, delivered with a minimum interval of 5 s under the control of a custom program in IgorPro 
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(Wavemetrics). In a subset of initial experiments testing the ability of different ChR2 variants to 
control action potential firing of excitatory neurons upon light stimulation, longer single square pulses 
of minimum 3 ms duration were delivered. A constant blue background illumination made of an array 
of 470 nm LEDs (Everlight Electronics) was placed in front of the animal during some of the 
recording sessions to prevent spread of direct visual cortical activation driven by the repeated light 
pulses.  
2.7 TISSUE FIXATION AND HISTOLOGY 
Following termination of the electrophysiological recordings, some animals were injected with 
pentobarbital (500 µl at 7.5 mg/ml) (Esconarkon, Streuli) before transcardiac perfusion with 10 ml 
0.9% saline solution followed by 70 ml 4% paraformaldehyde solution (32% solution (EMS) diluted 
in 0.1 M PBS). The brain was dissected out of the skull and post-fixed for 2 hours at room temperature 
in the same paraformaldehyde solution, which was then replaced by 0.1 M PBS. 50 µm thick coronal 
sections were cut using a semi-automated vibratome (VT1000S, Leica) and rinsed 3 times (5 min / 10 
min / 10 min) in 0.1 M PBS. Blocking in 10% normal donkey serum (NDS) in 0.1 M PBS for 1 hour 
preceded incubation with rabbit primary antibody against eGFP (1:5000, Abcam, Ab290) in a 5% 
NDS, 0.3% Triton-X in 0.1 M PBS solution for 24 hours at room temperature.  Sections were rinsed 4 
times (1 min / 5 min / 10 min / 10 min) and incubated with donkey anti-rabbit secondary antibody 
coupled to Alexa 488 (1:200, Invitrogen) and streptavidin coupled to Alexa 647 (1:2000, Invitrogen) 
in a 3% NDS, 0.3% Triton-X in 0.1M PBS solution for 4 hours at room temperature. Sections were 
rinsed in 0.1 M PBS 4 times again (1 min / 5 min / 10 min / 10 min) and incubated for 15 min in a 
1:500 DAPI (AppliChem) solution in 0.1 M PBS before a final rinse (5 min / 5 min / 5 min). Sections 
were subsequently mounted in DABCO-based mounting medium on SuperFrost slides (Menzel-
Gläser), covered with a coverslip (0.17 ± 0.01 mm thickness, Hecht) and sealed with nail polish. 
Immunostaining against eGFP enhanced fluorescence of the ChR2- and eGFP-expressing excitatory 
presynaptic neuron in order to visualize fine axonal branches. Streptavidin-Alexa 647, through binding 
of biocytin, revealed the morphology of the recorded postsynaptic neuron.  Sections were imaged with 
a laser scanning confocal microscope (LSM 700, Zeiss) equipped with an oil-immersion 40x/1.3NA 
objective. Images were visualized and adjusted for brightness and contrast with ImageJ.  
2.8 MORPHOLOGY RECONSTRUCTION   
A subset of the best-stained ChR2-biocytin neuron pairs were imaged at a high resolution with an oil-
immersion 63x/1.4NA objective (voxel size: 0.12 µm x 0.12 µm x 1 µm) using the same laser 
scanning confocal microscope as described in Section 2.7. Fluorescent image stacks from one to three 
50 µm sections were used as a basis for three-dimensional reconstruction of axon and dendrites in 
Neurolucida (MBF Bioscience). 
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2.9 DATA ANALYSIS    
Data analysis was carried out in IgorPro (Wavemetrics) and Matlab (Mathworks), and statistical 
analysis was performed in Matlab. 
2.9.1 OPTOGENETIC CONTROL OF CHR2-EXPRESSING NEURON ACTION POTENTIAL 
FIRING 
To assess state-specific optogenetic control of action potential firing in the ChR2-expressing 
excitatory neurons, UP and DOWN states were identified either directly from the juxtacellular 
recording (initial experiments) or using the simultaneously recorded LFP (later experiments) (Figure 
2.4B). 
 
 
 
 
 
 
 
 
 
 
Figure 2.4 UP and DOWN state identification. (A) Double-threshold method applied on the membrane potential (Vm) of 
individually recorded putative postsynaptic neurons. Periods of recording where Vm is more hyperpolarized than threshold 1 
(Thr 1) are classified as DOWN states, while periods of recording where Vm is more depolarized than threshold 2 (Thr 2) are 
classified as UP states. Different values of Thr 1 and Thr 2 are used for PV (red), Sst (brown) and excitatory neurons (black).  
(B) LFP (grey) frequency features-based method is used for a subset of Sst neurons displaying minimal Vm amplitude 
fluctuations (left) and for juxtacellular recordings of the ChR2-expressing presynaptic excitatory neuron (green) (right). 
LFP was band pass filtered between 0.1 and 200 Hz and a sliding Fast Fourier Transform (FFT) 
(window size: 150 ms, overlap: 125 ms) was computed. Principal component analysis of the real part 
of the FFT followed by a Gaussian mixture model were used to extract and classify the twenty-five 
most relevant LFP frequency features of each window into three clusters, corresponding to UP, 
DOWN and transitions between these two states. An optogenetic stimulus was considered as occurring 
during DOWN state if the window before it and the second one after it were classified as belonging to 
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the DOWN cluster. Similarly, a stimulus was considered as occurring during UP state if the window 
before it and the second one after it were classified as belonging to the UP cluster. Action potentials 
were regarded as light-evoked if their peak happened within 20 ms of the end of the 1 ms light 
stimulus. AP latency was defined as the time elapsed between light stimulus onset and action potential 
peak time. AP jitter was defined as the standard deviation of action potential latency. Each metric was 
computed separately for DOWN and UP states, apart for Figure 3.3 comparing different ChR2 protein 
variants, where data from optogenetic stimulations across all states (DOWN, UP, transitions) were 
pooled together. 
2.9.2 ELECTROPHYSIOLOGICAL PROPERTIES OF POSTSYNAPTIC NEURONS 
Input resistance and membrane time constant (Tau) were measured by repeated current injections (-
100 pA, 500 ms) immediately after establishing whole-cell configuration. Average traces of membrane 
potential (Vm) were fitted offline with a double exponential from 0.4 ms to 50 ms after the onset of the 
current injection to determine and subtract the early fast component due to series resistance. Input 
resistance was calculated as the difference in the corrected mean Vm averaged over two 100 ms 
periods (one immediately before current injection and the other at the end of current injection) divided 
by the amount of injected current. Tau was determined by fitting the Vm with a single exponential 
from 1 ms to 60 ms after the onset of current injection. Action potential (AP) threshold was defined as 
the Vm at which the slope of rise of the voltage crossed 50 V/s (Kole and Stuart, 2008). AP half-width 
was computed as the full width of the AP at half of its maximum amplitude measured from threshold 
to peak. AP peak-to-trough ratio was computed as the ratio of the peak of the voltage first derivative to 
the trough of the voltage first derivative. Mean Vm and Vm FFT amplitude were computed across 20 s 
sweeps of recording encompassing both UP and DOWN states. A median filter was applied to sweeps 
where APs were present before computing the FFT.  Spontaneous AP rate was computed across UP 
and DOWN states for the whole duration of the recording. To compute Vm vs LFP cross-correlation, 
Vm was offset by its average value and normalized by its standard deviation, and LFP was band pass 
filtered between 0.3 and 200 Hz. 
2.9.3 CONNECTION IDENTIFICATION 
To infer a connection between a presynaptic ChR2-expressing excitatory neuron and a given putative 
postsynaptic neuron, postsynaptic Vm was analyzed only when the optogenetic stimulus occurred in 
the DOWN states. For most neurons, DOWN and UP states were identified using a double-threshold 
method applied directly on the membrane potential of individually recorded putative postsynaptic 
neurons (Figure 2.4A). For parvalbumin (PV) neurons, the two thresholds were defined as the most 
hyperpolarized membrane potential (Vm) value of the given recording sweep plus 5 mV, and plus 10 
mV for threshold 1 and threshold 2 respectively. For somatostatin (Sst) neurons, 3.5 mV and 5.5 mV 
were added to the most hyperpolarized Vm value of the given recording sweep to define threshold 1 
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and threshold 2. PV or Sst neurons threshold values were used for non-tdTomato neurons, according 
to the amplitude of their UP-DOWN Vm fluctuations. An optogenetic stimulus was considered as 
occurring during DOWN state if both the mean Vm averaged during the 10 ms preceding light onset 
and the mean Vm averaged during a time window ranging from 30 to 40 ms after light onset were 
smaller than threshold 1. Similarly, an optogenetic stimulus was considered as occurring during UP 
state if both average Vm values were larger than threshold 2. A subset of Sst neurons displayed 
minimal spontaneous Vm fluctuations, precluding the use of the double-threshold method. In such 
cases, DOWN and UP state identification was performed using the simultaneously recorded LFP as 
described in Section 2.9.1 (Figure 2.4B).  
A stimulus-triggered Vm average was obtained for all optogenetic stimuli occurring during 
DOWN states (PV: 56 ± 45 trials, Sst: 41 ± 28 trials, Exc: 64 ± 33 trials, mean ± SD) and was 
compared with averaged spontaneous DOWN state Vm fluctuations, measured at four different time 
points spanning the 150 ms preceding the light stimulus. If a clear difference between the two 
averages was found in a given post stimulus peak-search window, then the presence of a synaptic 
connection was confirmed. Peak-search was set as the timing from “AP latency – AP jitter + 1 ms” to 
“AP latency + AP jitter + 3 ms” after light onset for PV neurons (peak-search window size: 3.2 ± 1.5 
ms, mean ± SD) and that from “AP latency – AP jitter + 1 ms” to “AP latency + AP jitter + 5 ms” for 
Sst and non-tdTomato neurons (peak-search window size: 4.8 ± 0.6 ms, mean ± SD).  
2.9.4 PROPERTIES OF SYNAPTIC TRANSMISSION 
A stimulus-triggered Vm average was used to quantify unitary excitatory postsynaptic potential 
(uEPSP) amplitude and rise-time. The amplitude of uEPSP was calculated as the difference between 
the mean Vm averaged over a 0.5 ms window centered at the peak of the uEPSP and the mean baseline 
Vm averaged over a 1 ms window taken after the end of the optogenetic stimulus. The uEPSP rise time 
corresponded to the time elapsed from 20% to 80% of the amplitude on the rising phase of the 
averaged uEPSP. The uEPSP half-width and decay time constant (Tau decay) were extracted from a 
stimulus-triggered Vm average made of a subset of trials elicited during DOWN states, which 
contained no major spontaneous Vm fluctuations from 10 to 20 ms after light stimulus onset. The 
uEPSP half-width was calculated as the full width duration of the uEPSP at half of its maximum 
amplitude. Tau decay was determined by fitting a single exponential on the decaying phase of the 
averaged uEPSP, starting 1 ms after the peak and 2 ms after the peak for PV neurons and Sst neurons 
respectively.  
To compute uEPSP amplitude coefficient of variation (CV) including failures, single trial 
uEPSP amplitude was measured as the difference between the mean Vm averaged over a 0.5 ms 
window centered at the peak of the uEPSP detected within the peak-search window (as described in 
Section 2.9.3) and the mean baseline Vm averaged over a 1 ms window taken after the end of the 
optogenetic stimulus. The standard deviation of a similarly computed amplitude distribution for four 
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DOWN state time points at which no light stimuli were applied was subtracted from the standard 
deviation of the obtained uEPSP amplitude distribution before dividing it by its mean in order to 
correct for spontaneous Vm fluctuations occurring during DOWN states (Feldmeyer et al., 1999; Lefort 
et al., 2009). The synaptic transmission failure rate was defined as 1- synaptic transmission success 
rate. Success rate was estimated by quantifying the fraction of trials occurring during DOWN state 
where a clear uEPSP could be visually detected within the same peak-search window as described in 
Section 2.9.3. An alternate value for the amplitude of the evoked uEPSP was computed as the 
amplitude of the mean light-evoked uEPSP response encompassing successes only. 
2.9.5 SHORT-TERM SYNAPTIC PLASTICITY 
To measure short-term synaptic dynamics, five photo-stimuli were applied at 20 or 50 Hz and 
postsynaptic Vm traces were analyzed only when all five stimuli occurred during the DOWN states. 
Amplitudes of uEPSPs during the stimulus train were analyzed as described in Section 2.9.4, except 
for the second to fifth uEPSPs in SSt neurons, where baseline Vm was extracted from the value taken 
by a single exponential fit of the decaying phase of the preceding uEPSP (fit start 2 ms after uEPSP 
peak) at the time of the current uEPSP peak.  
2.9.6 STATE MODULATION OF SYNAPTIC TRANSMISSION  
For UP – DOWN state comparison of uEPSP amplitude, a light stimulus-triggered average of the Vm 
was obtained for UP (PV: 57 ± 40 trials, Sst: 62 ± 49 trials) and DOWN (PV: 86 ± 48, Sst: 50 ± 31 
trials (mean ± SD)) states separately. UP state trials where postsynaptic APs were present during a 30 
ms (PV neurons) or a 50 ms (Sst neurons) time window starting 10 ms before light stimulus onset 
were omitted from the light triggered average. UP state uEPSP amplitude was computed as described 
for DOWN state uEPSP amplitude (Section 2.9.4). Peak-search window size was adjusted to match 
presynaptic ChR2-expressing neuron light-evoked action potential firing properties during UP states.  
The probability of eliciting an AP in the postsynaptic neuron in response to a single 
optogenetic stimulus across all cortical states was computed using the same peak-search window as 
used for uEPSP peak detection during UP states (PV: 250 ± 125 trials, Sst: 175 ± 122 trials (mean ± 
SD)).  
2.9.7 INTERSOMATIC DISTANCES AND NEURON DEPTH MEASUREMENT 
Euclidean distance as well as depth difference and 2D horizontal distance difference between the 
center of the soma of the ChR2-expressing excitatory presynaptic neuron and the center of the soma of 
the putative postsynaptic neuron were computed from two-photon image stacks acquired in vivo. The 
depth of the ChR2-expressing presynaptic excitatory neuron was recorded immediately after 
electroporation.   
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2.9.8 STATISTICAL ANALYSIS 
Population data are represented as mean ± SD, unless otherwise stated. The Wilcoxon rank-sum test 
was used to compare two or more groups of unpaired data. When more than two groups were 
compared, Bonferroni correction was applied. The Wilcoxon signed-rank test was used to compare 
two groups of paired data. The χ2 test was used to assess significant differences in connectivity rate. 
Spearman’s ρ was used to quantify monotonic correlations.  
2.10 PARVALBUMIN AND SOMATOSTATIN IMMUNOHISTOCHEMISTRY  
To verify the specificity of the tdTomato labeling of parvalbumin- (PV) and somatostatin-expressing 
(Sst) neurons in PV-tdTomato and Sst-tdTomato transgenic animals respectively, we performed 
immunohistochemistry against each protein individually (single immunohistochemistry) or 
simultaneously (double immunohistochemistry). Confocal microscope image stacks adjusted for 
brightness and contrast in ImageJ were used to manually quantify colocalization of tdTomato protein 
in L2/3 barrel cortex. Barrel cortex was identified by DAPI-stained L4 barrels or by anatomical 
landmarks and L2/3 was estimated as spanning 250 µm from its border with L1. A 250 µm x 380 µm 
area in one 50 µm coronal section out of every four was selected for counting, which ensured uniform 
sampling of L2/3 barrel cortex in the antero-posterior direction. This procedure resulted in 92 ± 11 
(mean ± SD) tdTomato neurons per brain being included in the analysis for PV-tdTomato mice and 58 
± 6 tdTomato neurons per brain for Sst-tdTomato mice.  
2.10.1 SINGLE IMMUNOHISTOCHEMISTRY 
50 µm thick coronal sections were obtained from three 8-week old PV-tdTomato mice and three 8-
week old Sst-tdTomato mice after similar perfusion, post-fixation and slicing procedures as described 
in Section 2.7. After initial washes in 0.1 M PBS (5 min / 10 min / 10 min), sections were blocked in 
10% normal goat serum (NGS) in 0.1 M PBS for 1hr, before incubation with either rabbit primary 
antibody against PV (1:1000, Swant, PV28) or rat primary monoclonal antibody against Sst (1:200, 
Millipore, Mab354) in a 5% NGS, 0.3% Triton-X in 0.1 M PBS solution for 24 hours at room 
temperature. Sections were rinsed 4 times (1 min / 5 min / 10 min / 10 min) and incubated with goat 
anti-rabbit secondary antibody coupled to Alexa 647 (1:500, Invitrogen) or goat anti-rat secondary 
antibody coupled to Alexa 647 (1:500, Invitrogen) in a 3% NDS, 0.3% Triton-X in 0.1M PBS solution 
for 4 hours at room temperature. Sections were rinsed in 0.1 M PBS 4 times again (1 min / 5 min / 10 
min / 10 min) and incubated for 15 min in a 1:500 DAPI (AppliChem) solution in 0.1 M PBS before a 
final rinse (5 min / 5 min / 5 min). Sections were mounted and imaged with the same laser-scanning 
confocal microscope and objective as described in Section 2.7.  
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2.10.2 DOUBLE IMMUNOHISTOCHEMISTRY 
50 µm thick coronal sections were obtained from three 7-week old Sst-tdTomato mice after similar 
perfusion, post-fixation and slicing procedures as described in Section 2.7. After initial washes in 0.1 
M PBS (5 min / 10 min / 10 min), sections were blocked in 10% normal goat serum (NGS) in 0.1 M 
PBS for 1 hour, before incubation with rat primary monoclonal antibody against Sst (1:200, Millipore, 
Mab354) in a 5% NGS, 0.3% Triton-X in 0.1 M PBS solution for 24 hours at room temperature. 
Sections were rinsed 4 times (1 min / 5 min / 10 min / 10 min) and incubated with goat anti-rat 
secondary antibody coupled to Alexa 647 (1:500, Invitrogen) in a 3% NDS, 0.3% Triton-X in 0.1M 
PBS solution for 4 hours at room temperature. Sections were rinsed in 0.1 M PBS four times again (1 
min / 5 min / 10 min / 10 min) and incubated with rabbit primary antibody against PV (1:1000, Swant, 
PV28) in a 5% NGS, 0.3% Triton-X in 0.1 M PBS solution for 24 hours at room temperature. After 
another round of rinses (1 min / 5 min / 10 min / 10 min), sections were incubated with goat anti-rabbit 
secondary antibody coupled to Alexa 405 (1:200, Invitrogen) in a 3% NDS, 0.3% Triton-X in 0.1M 
PBS solution for 4 hours at room temperature before three final rinses (5 min / 10 min / 10 min). 
Sections were mounted and imaged with the same laser-scanning confocal microscope as described in 
Section 2.7 using either a 40x/1.3NA (multiple cells imaging) or a 63x/1.4NA (single cell imaging) 
oil-immersion objective. Excitation wavelength for tdTomato, Alexa 647 (for Sst) and Alexa 405 (for 
PV) was 555 nm, 639 nm and 405 nm, respectively. A 450 nm dichroic mirror followed by a 490 nm 
short pass filter were used to collect Alexa 405 fluorescence. A 500 nm dichroic mirror followed by a 
505-600 nm band pass filter were used to collect tdTomato fluorescence. Alexa 647 fluorescence was 
collected using a 630 nm dichroic mirror followed by a 640 nm long pass filter.  
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Figure 3.1 eGFP expression in a non-
excitatory L2/3 neuron. In vivo two-photon 
image showing a putative inhibitory neuron 24 
hours after electroporation of eGFP- and ChR2-
encoding DNA plasmids. This particular neuron 
bears no obvious spines and displays a very 
dense local axonal arbor. 
 
CHAPTER 3: RESULTS 
 
To study unitary excitatory synaptic transmission in the intact and spontaneously active mammalian 
brain, we combined optogenetics with electrophysiology. Simultaneous ChR2 protein and eGFP 
expression in single presynaptic excitatory neurons enabled minimally invasive and long-lasting 
optical control of action potential firing while at the same time providing detailed anatomical 
information on dendritic and axonal morphology. Postsynaptic whole-cell patch-clamp recordings 
allowed direct and stable measurement of spontaneous and light-evoked supra- and subthreshold 
membrane potential fluctuations at single cell resolution. Taking advantage of two-photon microscopy 
(Denk et al., 1990; Zipfel et al., 2003) together with transgenic mouse lines expressing tdTomato 
fluorescent protein in distinct classes of inhibitory neurons, we further enhanced the specificity of our 
investigations by targeting them to visually, genetically and electrically identified putative pre- and 
postsynaptic neurons in the upper portion of  L2/3 barrel cortex of the anesthetized mouse.  
On day 1 of a typical experiment, ChR2 and eGFP encoding DNA plasmids were delivered to 
a single L2/3 barrel cortex non-tdTomato neuron by electroporation performed under visual guidance 
with a two-photon microscope (Figure 3.2A and B) (see Chapter 2: Materials and Methods, Section 
2.4 for details). After 24 hours (day 2), the successfully electroporated neuron was located via its 
strong eGFP expression, allowing confirmation of its excitatory nature by visualization of its overall 
dendritic morphology and the presence of numerous dendritic spines (Figure 3.2B). In a few rare cases 
that were not considered for subsequent analysis, the electroporated neuron proved to be non-
excitatory, as was obvious mostly from its lack of dendritic spines and sometimes from its very dense 
axonal arbor extending within L2/3 (Figure 3.1).  
 
 
 
 
 
 
In order to investigate unitary excitatory synaptic transmission, it was critical to be able to 
optically elicit reliable and time-locked single APs in the ChR2-expressing excitatory neuron. We 
therefore performed juxtacellular recording of the ChR2-expressing neuron at the beginning of each 
experiment while adjusting the power of the 470 nm LED used to deliver a single 1 ms square light 
stimulus (see Chapter 2: Materials and Methods, Section 2.6 for details) to induce mainly single light-
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Figure 3.2 In vivo measurement of 
unitary excitatory postsynaptic 
potentials. (A) On day 1, eGFP- and 
ChR2-encoding DNA plasmids 
together with Alexa 488 dye are 
electroporated into a single excitatory 
neuron in L2/3 of the mouse barrel 
cortex. On day 2, juxtacellular 
recording of the ChR2-expressing 
excitatory neuron is carried out first to 
assess AP firing under optogenetic 
control. Whole-cell (WC) recordings 
of nearby tdTomato and non-
tdTomato neurons are then performed 
sequentially to measure synaptic 
potentials. Local field potential (LFP) 
is recorded simultaneously. (B) 
Example in vivo two-photon images 
of a single L2/3 excitatory neuron 
filled with Alexa 488 dye in a Sst-
tdTomato mouse taken immediately 
after electroporation (above) and 24 
hours later showing eGFP expression 
in both soma and dendrites (below). 
(C) Juxtacellular recording of the AP 
firing response to a single 1 ms light 
pulse delivered at 1 Hz of the ChR2-
expressing neuron in (B). LFP 
recording allowed DOWN (grey) state 
identification (left). A single AP is 
elicited with precise timing by each 
light pulse during DOWN states 
(right). (D) Whole-cell recording of a 
synaptically connected neuron (Sst 1 
in (B)), with simultaneous LFP 
recording (left). Example single trial 
uEPSPs and synaptic failures (right, 
above) and average uEPSP recorded 
during DOWN states (right, below). 
Average spontaneous activity 
recorded during DOWN states is 
shown superimposed in yellow. (E) 
Same as (D), but for an unconnected 
Sst neuron (Sst 2 in (B)). 
evoked APs (Figure 3.2A and C). The range of light power necessary to reliably elicit single APs 
extended from 11 to 66 mW/mm2 (mean ± SD: 30.8 ± 23.0 mW/mm2) and likely reflected different 
amounts of DNA plasmids transfected into the target excitatory neuron at the time of electroporation. 
Subthreshold membrane potential fluctuations in response to such optogenetic stimulation of the 
excitatory ChR2-expressing neuron delivered at 1 Hz were then sequentially recorded in whole-cell 
configuration in individual tdTomato-expressing inhibitory neurons (Figure 3.2A, D and E) as well as 
in non-tdTomato-expressing putative excitatory neurons (1 to 7 neurons recorded per experiment in 
total, mean ± SD: 2.5 ± 1.5).  
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To maximize the likelihood of detecting light-evoked unitary excitatory postsynaptic potentials 
(uEPSPs) amongst spontaneously ongoing membrane potential fluctuations characteristic of the intact 
cortex, we initially restricted our connectivity analysis to periods of relative neural network quiescence 
(DOWN states). To infer the presence (Figure 3.2D) or absence (Figure 3.2E) of a connection between 
the presynaptic ChR2-expressing excitatory neuron and a given putative postsynaptic neuron we 
compared the mean membrane potential depolarization obtained in a defined time window after 
optogenetic stimulation with the average spontaneous membrane fluctuation occurring in the absence 
of any light stimulus (see Chapter 2: Materials and Methods, Section 2.9 for details on DOWN and UP 
state identification and connectivity analysis).  
3.1 OPTOGENETIC CONTROL OF SINGLE EXCITATORY NEURON AP 
FIRING IN VIVO 
3.1.1 CHR2 VARIANT SELECTION 
To trigger reliable single action potentials with minimal jitter over light stimulation repetitions, we 
initially electroporated DNA plasmids encoding different ChR2 protein mutants in single L2/3 
excitatory neurons together with an eGFP-encoding DNA plasmid. 24 hours later we performed 
juxtacellular recordings of the eGFP-expressing neurons while optically stimulating them with single 
3 ms square pulses of blue light at maximal intensity (66 mW/mm2), delivered at a frequency of 1 Hz. 
We compared four different ChR2 protein variants: wild-type ChR2 (wt), T159C single mutant (TC), 
E123T/T159C double mutant (ET/TC) and H134R single mutant (HR), whose gene expression was 
controlled by different promoters, enclosed in different DNA plasmid backbones (Figure 3.3A). 
 
 
 
 
 
 
 
Figure 3.3 ChR2 mutants for in vivo single neuron optogenetic AP firing control. (A) Schematic of the four tested DNA 
plasmids encoding different ChR2 protein variants. The promoter is depicted in yellow and the origin of transcription is 
indicated by an arrow. (B) Light-evoked AP probability, peak latency and jitter computed across both DOWN and UP states 
(U/D) for an optogenetic stimulus made of a single 3 ms light pulse. ET/TC-expressing excitatory neurons display a higher 
probability of light-evoked AP firing and a smaller peak latency and jitter compared to wt and TC-expressing excitatory 
neurons. AP could not be elicited in HR-expressing excitatory neurons. Population data are represented as mean ± SD, ***
 
p< 0.001, ** p<0.01, * p<0.05.  
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A previous study has shown that when expressed under the same Camk2a promoter in lentivirus-
transfected cultured hippocampal neurons, these four ChR2 protein variants displayed similar peak 
photocurrent amplitudes (1-1.5 nA) in response to single 1s square 470 nm light pulses. Moreover, 
upon stimulation with a shorter 3 ms square light pulse, wt protein and ET/TC mutants displayed a 
faster deactivation time constant (10-15 ms) after light stimulus offset than HR and TC mutants ( > 20 
ms) (Mattis et al., 2012). Under our experimental conditions, HR-expressing excitatory neurons (n=2) 
consistently failed in firing action potentials, independently of local network activity state, while TC-
expressing excitatory neurons (n=8) fired APs with a 21 ± 34% probability and wt-expressing 
excitatory neurons (n=18) fired APs with a 53 ± 42% probability. Only ET/TC-expressing excitatory 
neurons (n=24) showed a reliable AP probability of 94 ± 20% (Figure 3.3B). Similarly, ET/TC-
expressing excitatory neurons displayed the lowest AP jitter (0.6 ± 1.0 ms) and shortest AP peak 
latency (2.3 ± 1.3 ms) compared to excitatory neurons expressing wt or TC mutant protein (Jitter: wt: 
1.4 ± 1.4 ms, TC: 4.2 ± 2.4 ms / Peak latency: wt: 4.4 ± 1.5 ms, TC: 10.0 ± 4.5 ms) (Figure 3.3B). We 
therefore selected the ChR2 ET/TC double mutant protein to optically control AP firing of single 
excitatory L2/3 barrel cortex neurons in vivo.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4 Optogenetic control of single neuron AP firing at different frequencies. (A) Example single action potential 
elicited by a single 1 ms light pulse recorded juxtacellularly in a L2/3 ChR2-expressing excitatory neuron. (B) Population 
peristimulus time histogram of light-evoked AP peak time (left) and light-evoked AP probability, peak latency and jitter 
(right) for an optogenetic stimulus made of a single 1 ms light pulse. (C, D) Same as (A) and (B) but for an optogenetic 
stimulus made of a 20 Hz train of five 1 ms light pulses. (E, F) Same as (A) and (B) but for an optogenetic stimulus made of 
a 50 Hz train of five 1 ms light pulses. Single 1 ms light pulse as well as 20 and 50 Hz light train elicit reliable and time-
locked APs. 
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3.1.2 PROPERTIES OF IN VIVO LIGHT-EVOKED ACTION POTENTIAL FIRING 
In order to prevent masking of putative light-evoked uEPSP in postsynaptic neurons by an artifact 
consistently occurring at the onset and offset of the optogenetic stimulus, we reduced the duration of 
the light pulse to 1 ms. In response to such brief optogenetic stimulations delivered at a frequency of 1 
Hz with light intensity adjusted to elicit mainly single APs, ChR2-expressing excitatory neurons 
(n=51) produced APs during DOWN state with a probability of 98 ± 9%, a peak latency of 2.9 ± 1.0 
ms and a jitter of 0.4 ± 0.5 ms (Figure 3.4A and B). In addition, when stimulated with a 20 Hz train 
(Figure 3.4C and D) or a 50 Hz train (Figure 3.4E and F) of five 1 ms light pulses, ChR2-expressing 
excitatory neurons elicited APs with equally high probability and low jitter (20 Hz: AP probability: 
100 ± 0%, Jitter: 0.2 ± 0.1 ms, n=17 / 50 Hz: AP Probability: 100 ± 0%, Jitter: 0.3 ± 0.1 ms, n=23).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5 Temporal consistency of optogenetic single neuron AP firing control. (A) Example single action potentials 
elicited by a single 1 ms light pulse (above), a 20 Hz train (middle) and a 50 Hz train (below) recorded juxtacellularly in the 
same L2/3 ChR2-expressing excitatory neuron at the beginning (left) and end (right) of the experimental session. (B) Light-
evoked AP probability, peak latency and jitter for all three types of optogenetic stimuli at the beginning (black, t=0 hr) and 
end (red, t=4.5 hr) of the experimental session. Probability of light-evoked AP stays constant, while AP peak latency and 
jitter decrease over the course of the experiment. 
In a subset of experiments, we juxtacellularly recorded light-evoked APs elicited in the ChR2-
expressing neuron twice, while delivering the three same types of optogenetic stimuli in order to 
verify the stability of the optogenetic stimulation over time. The first recording took place at the 
beginning of the experiment and the second at the end, after the termination of whole-cell recordings 
from putative postsynaptic neurons (Figure 3.5A). 4.5 hours on average elapsed between the first and 
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second juxtacellular recording (from 3 to 5.5 hours). Over this time period, the probability of AP firing 
during DOWN state in response to a single 1 ms light pulse (n=8) as well as to a 20 Hz (n=6) and 50 
Hz train (n=7) was consistently of 100 ± 0%. However, both AP peak latency and AP jitter were 
smaller at the time of the second recording, independently of the nature of the optogenetic stimulus 
(Figure 3.5B). This could be explained by a constant increase of ChR2 protein concentration in the 
electroporated neuron due to continuous plasmid DNA expression over the course of the experiment. 
In the context of synaptic connection detection and characterization, reduced jitter in presynaptic 
action potentials is beneficial as it minimizes potential smoothing and widening of the putative uEPSP. 
Also, even though the width of the uEPSP peak search window was in part based on presynaptic AP 
peak latency and jitter measured at the beginning of the experiment (see Chapter 2: Materials and 
methods, Section 2.9.3), the extent of their decrease over time (single 1 ms light pulse: AP peak 
latency: -0.5 ± 0.4 ms, AP jitter: -0.3 ± 0.3 ms) was much smaller than the overall window size.  
 
 
 
 
 
 
 
 
 
 
Figure 3.6 Local network state impact on optogenetic single neuron AP firing control. (A) Example action potentials 
elicited by a single 1 ms light pulse delivered at 1 Hz recorded juxtacellularly during DOWN (grey) and UP (green) states in 
a L2/3 ChR2-expressing excitatory neuron. (B) Higher magnification of the light-evoked APs shown in (A) grouped 
according to their occurrence during either DOWN (above) or UP states (below) (C) Population peristimulus time histogram 
of light-evoked AP peak time (left) and light-evoked AP probability, peak latency and jitter (right) for a single pulse 
optogenetic stimulus occurring in DOWN (black) and UP state (grey). Optogenetic stimuli occurring during UP state elicit 
APs with similar reliability and jitter compared to DOWN state. Population data are represented as mean ± SD, ***
 
p< 0.001. 
After establishing the suitability of optogenetics for controlling AP generation during periods 
of little incoming synaptic inputs (DOWN state), we investigated the ability to elicit time-locked 
single APs during periods of already dense incoming synaptic inputs (UP state) (Figure 3.6A) (see 
Chapter 2: Materials and Methods, section 2.9 for details on DOWN and UP state identification). We 
found an equally high light-evoked AP probability in UP (99 ± 3%) compared to DOWN state (99 ± 
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Figure 3.7 Electrophysiological 
properties of ChR2-expressing 
excitatory neurons. (A) Example 
whole-cell recording of single APs 
elicited by an optogenetic stimulus 
made of a single 1 ms light pulse 
delivered at 1 Hz in a ChR2-
expressing excitatory neuron. Inset 
shows magnified AP shape. (B) 
Example whole-cell recording of 
membrane potential spontaneous 
activity in the same ChR2-expressing 
neuron as in (A) (above) and in a 
wild-type excitatory neuron recorded 
in a different animal (below). Insets 
show magnified AP shape. (C) Vm 
slow-wave oscillation amplitude, 
spontaneous AP rate and mean Vm at 
beginning of recording for ChR2-
expressing excitatory neurons (n=3) 
(green) and wild-type excitatory 
neurons (black). (D) AP threshold, 
AP half-width and AP first derivative 
peak-to-trough ratio for ChR2-
expressing excitatory neurons and 
wild-type excitatory neurons. ChR2-
expressing excitatory neurons show 
overall similar electrophysiological 
properties as wild-type excitatory 
neurons. Population data are 
represented as mean ± SD, * p<0.05. 
 
6%, p > 0.05) and equally low AP jitter (UP: 0.4 ± 0.2 ms, DOWN: 0.4 ± 0.2 ms, p > 0.05). The only 
change in the characteristics of the light-evoked APs concerns their latency, with APs occurring 
sooner after light stimulation in UP compared to DOWN states (UP: 2.2 ± 0.4 ms, DOWN: 2.9 ± 0.8 
ms, p < 0.001(n = 29)) (Figure 3.6B). Similar results were found in a previous study using wild-type 
ChR2 virally expressed in a population of excitatory neurons in L2/3 barrel cortex of mice kept under 
urethane anesthesia (Mateo et al., 2011).  
 
 
 
 
 
Finally, we performed whole-cell patch-clamp recordings of ChR2-expressing excitatory 
neurons in order to quantify their spontaneous activity pattern as well as their action potential 
properties (Figure 3.7A and B). No difference was found when comparing ChR2-expressing excitatory 
neurons (n=3) with other L2/3 non-transfected excitatory neurons in the amplitude of their low-
frequency oscillations or in their spontaneous AP rate, though their membrane potential just after the 
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establishment of the whole-cell configuration was slightly more depolarized (Figure 3.7C). Action 
potential threshold, half-width and first derivative peak-to-trough ratio were also similar between 
ChR2-expressing and wild-type excitatory neurons (Figure 3.7D). ChR2-expressing excitatory 
neurons are thus overall not affected by the expression of ChR2 (Boyden et al., 2005) and eGFP 
proteins, though more recordings could resolve the small difference (p=0.0485) in resting membrane 
potential compared to wild-type excitatory neurons 
In summary, delivering ChR2 through single-cell targeted electroporation proved to be an 
efficient, fast, and reliable way of controlling individual L2/3 barrel cortex excitatory neuron action 
potential firing in vivo. Moreover, reliability and temporal precision of light-evoked single APs could 
be achieved for different types of optogenetic stimulations delivered at various frequencies across 
different levels of local network activity typical of the intact cortex.  
3.2 POSTSYNAPTIC CELL TYPES 
L2/3 barrel cortex putative excitatory neurons as well as parvalbumin (PV) and somatostatin 
expressing (Sst) inhibitory neurons were chosen as putative postsynaptic targets. We took advantage 
of the existence of Sst-Cre driver (Taniguchi et al., 2011) and PV-Cre driver (Hippenmeyer et al., 
2005) transgenic mouse lines, which we crossed with a CAG-lox-STOP-lox-tdTomato reporter line 
(Madisen et al., 2010) to obtain tdTomato protein expression in Sst-expressing neurons (Sst-tdTomato 
mice) and PV-expressing neurons (PV-tdTomato mice) respectively. Putative excitatory neurons were 
non-tdTomato neurons sampled from both transgenic mice.  
3.2.1 MOLECULAR SPECIFICITY OF TDTOMATO-EXPRESSING GABAERGIC NEURONS 
We tested the accuracy of the tdTomato labeling of both mouse lines by performing single 
immunohistochemistry against either somatostatin or parvalbumin on fixed adult (7-8 weeks old) 
mouse brain sections (Figure 3.8A and B). In L2/3 barrel cortex of PV-tdTomato mice, colocalization 
of tdTomato with PV immunostain was almost complete (95.6 ± 7.6%, n = 334 neurons across 3 
mice), while colocalization with Sst immunostain was absent (0.8 ± 0.7%, n = 284 cells across 3 mice) 
(Figure 3.8D). Although PV-tdTomato mice proved to be highly specific in labeling PV-expressing 
L2/3 neurons exclusively, they did not represent the whole PV-expressing neuronal population since 
we detected a subset (20.0 ± 2.9%) of PV-immunopositive L2/3 neurons that did not express 
tdTomato. In L2/3 barrel cortex of Sst-tdTomato mice, colocalization of tdTomato with Sst 
immunostain was 80.0 ± 6.5% (n = 157 cells across 3 mice), while colocalization with PV 
immunostain was 23.0 ± 9.5% (n = 181 cells across 3 mice) (Figure 3.8D). To clarify further the 
molecular identity of tdTomato-expressing neurons in Sst-tdTomato transgenic mice, we performed 
simultaneous immunohistochemistry against PV and Sst (Figure 3.8C). 68.4 ± 1.8% of tdTomato 
protein expression colocalized with Sst immunostain only, while 10.7 ± 5.3% colocalized solely with 
PV immunostain. Lastly, 9.4 ± 3.1% of tdTomato expression colocalized with both Sst and PV 
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immunostains and 11.5 ± 8.2% did not colocalize with any of the two markers (n = 244 cells across 3 
mice) (Figure 3.8D).  
 
Figure 3.8 Immunostaining against PV and Sst in barrel cortex of PV-tdTomato and Sst-tdTomato adult mice. (A) 
Example of single immunostaining against PV or Sst (green) in barrel cortex upper layers of a PV-tdTomato mouse (red) (B) 
Same as in (A) but for a Sst-tdTomato mouse. Some L2/3 tdTomato-expressing neurons are not positive for Sst (above, 
arrows) while some L2/3 tdTomato-expressing neurons are positive for PV (below, arrows). (C) Example of double 
immunostaining against both PV (green) and Sst (blue) in a Sst-tdTomato mouse (red). Some L2/3 tdTomato-expressing 
neurons are positive only for Sst while some are positive only for PV (left), some are positive for both Sst and PV (middle) 
and some are negative for both PV and Sst (right). (D) Quantification of colocalization between tdTomato-protein and either 
or both PV and Sst immunostain in L2/3 barrel cortex of PV-tdTomato and Sst-tdTomato mice. The PV-tdTomato transgenic 
mouse is highly specific in labeling PV-expressing neurons. The Sst-tdTomato mouse is less specific as it labels not only Sst-
expressing neurons but also PV-expressing neurons. Population data are represented as mean ± SD. 
 
Thus, in L2/3 barrel cortex, in addition to mostly labeling Sst-expressing neurons, Sst-tdTomato mice 
also showed labeled PV-expressing neurons as well as a third type of unidentified neuron expressing 
neither of the two markers. Similar results suggesting a lower specificity of the Sst-tdTomato mouse 
than initially claimed (Taniguchi et al., 2011) have recently been shown in the somatosensory cortex 
as well as other cortical areas; varying by different extents in different cortical areas (Hu et al., 2013; 
but see Pfeffer et al., 2013; Polack et al., 2013). Based on immunohistochemistry quantification, PV-
expressing and Sst-expressing neuronal populations have so far been shown to be mutually exclusive 
in various cortical areas of the mouse brain (Kubota and Kawaguchi, 1994; Gonchar et al., 2007; Xu et 
al., 2010). However, in situ hybridization experiments have revealed that about 10% of neurons in 
primary somatosensory cortex are positive for both PV and Sst mRNA (Lee et al., 2010). The non-
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negligible fraction of neurons positively immunostained for both Sst and PV proteins could be due to 
the inclusion in our analysis of low-level PV- and Sst-expressing neurons. Overall, PV-tdTomato and 
Sst-tdTomato transgenic mice proved to be appropriate for identifying molecularly different 
GABAergic neuron subtypes, though additional electrophysiological characterization helped 
strengthen further the classification of PV-expressing and Sst-expressing neurons into two non-
overlapping groups.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.9 Distinct in vivo electrophysiological properties of PV, Sst and excitatory neurons in L2/3 mouse barrel 
cortex. (A) Example whole-cell recording of rheobase AP firing and spontaneous Vm dynamics together with LFP recording 
for a PV neuron. (B) Same as in (A) but for a Sst neuron. (C) Same as in (A) but for an excitatory neuron. (D) Input 
resistance and membrane time constant (Tau). (E) Spontaneous AP rate, AP threshold, AP half-width and peak-to-trough 
ratio of AP first derivative (F) Mean Vm just after establishing whole-cell configuration (left) and a few minutes into the 
recording (right). (G) Vm FFT integrated over the 1-5 Hz frequency band and cross-correlation between Vm and LFP at zero-
time-lag. The three neuron populations display different passive membrane properties, action potential shapes and distinct 
spontaneous activity patterns. Population data are represented as mean ± SD. ***
 
p< 0.0003, ** p<0.003, * p<0.017. See also 
Table 3.1.  
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3.2.2 ELECTROPHYSIOLOGICAL PROPERTIES  
We characterized in vivo passive membrane properties as well as action potential features and 
spontaneous membrane potential (Vm) activity of PV, Sst and putative excitatory L2/3 barrel cortex 
neurons by performing targeted patch-clamp recordings of tdTomato-expressing neurons and shadow 
patch-clamp recordings of unlabeled neurons under isoflurane anesthesia (Figure 3.9A, B and C). 
Under our recording conditions, Sst neurons had a larger input resistance and slower membrane time 
constant (Tau) than PV and excitatory neurons (measured during DOWN states, (see Chapter 2: 
Materials and Methods, Section 2.9.2) (Figure 3.9D, Table 3.1). Action potential threshold was similar 
between the three cell types, while spontaneous AP firing rate, AP half-width and peak-to-trough ratio 
of AP first derivative were different. PV neurons displayed the highest AP firing rate, followed by Sst 
and excitatory neurons. They also showed the thinnest and fastest repolarizing AP, followed by Sst 
and excitatory neurons (Figure 3.9E, Table 3.1). Mean membrane potential was more depolarized in 
Sst neurons compared to PV and excitatory neurons immediately after establishing the whole-cell 
configuration and remained so later during the recording, when PV neurons became similarly 
depolarized (Figure 3.9F, Table 3.1). Finally, Sst neurons showed smaller amplitude slow-frequency 
oscillations in the 1-5 Hz frequency band compared to both PV and excitatory neurons, while 
simultaneously being less correlated with the nearby LFP (Figure 3.9G, Table 3.1). We therefore 
confirmed previously established differences in the in vitro (Lefort et al., 2009; Avermann et al., 2012) 
and in vivo electrical membrane properties as well as in vivo spontaneous patterns of activity (Gentet 
et al., 2010; Mateo et al., 2011; Gentet et al., 2012) between PV, Sst, and excitatory neurons of L2/3 
barrel cortex. 
We recorded a small fraction (3/66) of L2/3 tdTomato-expressing neurons in the Sst-tdTomato 
mouse exhibiting numerous spontaneous brief APs riding on large amplitude slow subthreshold 
membrane potential fluctuations, reminiscent of the membrane potential recorded in PV-expressing 
neurons (Figure 3.10A, see Figure 3.9A for comparison). These neurons (Sst*) had low input 
resistance (Figure 3.10B), small AP half-width and small AP’s first derivative peak-to-trough ratio 
(Figure 3.10C). Their mean membrane potential was relatively hyperpolarized, with large amplitude 1-
5 Hz frequency oscillations and high correlation with the LFP (Figure 3.10D), as measured in PV 
neurons. Similarly, in somatosensory cortex L3 to L5 of the same Sst-Cre driver mouse as used here 
crossed with a comparable CAG-floxed-tdTomato reporter (Ai14) (Madisen et al., 2010), 18% of 
tdTomato-expressing neurons have been shown in vitro to exhibit electrophysiological characteristics 
typical of PV-expressing fast-spiking neurons (Hu et al., 2013). Considering the obvious 
electrophysiological differences quantified between these Sst* tdTomato neurons and other L2/3 Sst 
tdTomato neurons in addition to the fact that immunohistochemistry revealed a subset of tdTomato 
neurons in the Sst-tdTomato mouse expressing PV and not Sst, we decided to exclude these particular 
Sst* neurons from the overall Sst population analyses. We therefore targeted our in vivo investigations 
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Figure 3.10 A subset of L2/3 
tdTomato neurons (n=3) in the 
Sst-tdTomato transgenic mouse 
exhibits electrophysiological 
characteristics typical of PV 
neurons. (A) Example whole-cell 
recording of spontaneous Vm 
dynamics together with LFP 
recording for a tdTomato-
expressing neuron in the Sst-
tdTomato mouse (Sst*) showing 
unusual large Vm slow-wave 
oscillation amplitude and a 
relatively high firing rate with a 
narrow and fast AP waveform. (B) 
Input resistance of Sst* neurons 
(n=3) similar to the one displayed 
in (A) as well as of PV and Sst 
neurons for comparison. (C) AP 
half-width and AP first derivative 
peak-to-trough ratio. (D) Mean Vm 
just after establishing whole-cell 
configuration as well as Vm FFT 
integrated over the 1-5 Hz 
frequency band and cross-
correlation between Vm and LFP at 
zero-time-lag. Sst* neurons exhibit 
electrophysiological properties 
different from other Sst neurons, 
that are more similar to PV 
neurons’ properties. Population 
data are represented as mean ± SD. 
on synaptic transmission to three clearly distinct postsynaptic neuronal populations, excitatory 
neurons, PV neurons and Sst neurons, as identified by their chemical and electrical profiles.  
 
 
 
3.3 PROPERTIES OF UNITARY EXCITATORY SYNAPTIC TRANSMISSION IN 
VIVO 
3.3.1 CONNECTIVITY RATE, CONNECTION AMPLITUDE, RELIABILITY AND KINETICS 
The membrane potential of 52 PV neurons, 63 Sst neurons and 54 excitatory neurons (19 in PV-
tdTomato mice, 35 in Sst-tdTomato mice) was recorded in whole-cell configuration to establish the 
presence or absence of postsynaptic light-evoked responses. Average light-evoked postsynaptic 
responses were mainly computed from single 1 ms square light pulses stimulations of the ChR2-
expressing excitatory neuron, delivered at a repetition frequency of 1 Hz and selected offline for their 
occurrence solely during DOWN states (PV: n = 36, Sst: n = 35, Exc: n= 54 neurons). In a subset of 
putative postsynaptic neurons, average light-evoked postsynaptic responses were taken as the average 
response to the first pulse of a 20 or 50 Hz train of five 1 ms square pulses of light delivered at a 
maximal repetition frequency of 0.2 Hz and selected for their occurrence during DOWN states only 
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(PV: n = 13, Sst: n = 26, Exc: n = 0 neurons). Finally, in a few rare cases, average light-evoked 
postsynaptic responses were computed from responses to both types of optogenetic stimuli (PV: n = 3, 
Sst: n = 2, Exc: n = 0 neurons). The presence of a connection between neurons was inferred by 
comparing the average light-evoked postsynaptic response happening during DOWN state with the 
average spontaneous DOWN state Vm fluctuations (see Chapter 2: Materials and Methods, Section 
2.9.3 for details) (Figure 3.11). 
 
 
Figure 3.11 Representative light-
evoked uEPSPs in postsynaptic PV, 
Sst and excitatory neurons in vivo. 
(A) Example in vivo two-photon 
image of a whole-cell recording pipette 
(Alexa 488 dye, green) targeted to a 
L2/3 PV neuron (yellow) in a PV-
tdTomato mouse (red) with part of 
nearby eGFP and ChR2-expressing 
presynaptic excitatory neuron (above). 
Individual Vm responses evoked in the 
PV neuron during DOWN states by 
repeated stimulation of the ChR2-
expressing neuron with a 1 ms square 
pulse of light. uEPSPs are visible in 
response to each light stimulus 
(middle). Average light-evoked uEPSP 
and average DOWN state spontaneous 
Vm fluctuation (yellow) (below). (B) 
Same as in (A) but for a postsynaptic 
Sst neuron. (C) Same as in (A) but for 
a postsynaptic excitatory neuron. 
Individual uEPSPs are not always 
elicited in response to single 1 ms light 
pulse stimulation in the Sst neuron and 
the excitatory neuron.  
 
 
Light-evoked uEPSPs were detected in 25 PV neurons yielding a connectivity rate of 48% (25/52) and 
in 19 Sst neurons yielding a connectivity rate of 30% (19/63), both of which were larger than the 
connectivity rate of 7% (4/54) measured for excitatory neurons (Figure 3.12A and Figure 3.13). 
Overall, in vivo uEPSP size was rather small, with 74% of the light-evoked uEPSPs having amplitude 
smaller than 0.5 mV (PV: 64%, Sst: 82%, Exc: 100%) (Figure 3.12B and Figure 3.13). Mean uEPSP 
amplitude was similar in PV and Sst neurons and smaller in excitatory neurons (PV: 0.5 ± 0.4 mV (n = 
25), Sst: 0.5 ± 0.9 mV (n = 17), Exc: 0.09 ± 0.07 mV (n = 4), PV vs Sst: p > 0.017, PV vs Exc: p < 
0.003, Sst vs Exc: p > 0.017) (Figure 3.12C, Table 3.2). Due to the small size of uEPSPs elicited in 
postsynaptic excitatory neurons (max uEPSP amplitude: 0.18 mV), as well as to their small number 
they were not considered for further analysis.  
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Figure 3.12. Connection probability and amplitude. (A) Connectivity rate is larger for PV and Sst neurons compared to 
excitatory neurons. (B) PV and Sst neurons uEPSP amplitude distribution. Inset represents amplitude distribution for 
excitatory neurons (C) Grand average uEPSPs computed from uEPSPs recorded in all connected PV, Sst and excitatory 
neurons respectively as well as from all non-connected (NC) neurons (grey). ***
 
p< 0.0003, **
 
p< 0.003. See also Table 3.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.13 Diversity of light-evoked uEPSPs in postsynaptic PV, Sst and excitatory neurons. (A) Average DOWN state 
light-evoked uEPSPs recorded in 25 different PV neurons arranged in order of decreasing amplitude (B) Same for 17 Sst 
neurons. Average DOWN state uEPSPs from 2 connected Sst neurons are not shown here as DOWN state identification was 
not possible (C) Same for 4 excitatory neurons.  
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Individual light stimulations of the ChR2-expressing excitatory presynaptic neuron did not 
always elicit a uEPSP in postsynaptic connected neurons, particularly in Sst neurons (Figure 3.11B). 
To quantify the reliability of excitatory synaptic transmission in vivo we computed its coefficient of 
variation (CV) (Figure 3.14A, Table 3.2) as well as its failure rate (Figure 3.14B, Table 3.2) (see 
Chapter 2: Materials and Methods, Section 2.9.4 for details). Both CV and failure rate were larger for 
excitatory synaptic connections made on Sst neurons (n = 16) than for synaptic connections targeting 
PV neurons (n = 22) (failure rate: Sst: 68 ± 29%, PV: 27 ± 16%, p < 0.001) (CV: Sst: 0.9 ± 0.5, PV: 
0.4 ± 0.3, p < 0.01), likely indicating a smaller release probability and/or smaller number of synaptic 
release sites. For both synapse types, failure rate was inversely correlated with the size of the uEPSP 
measured in the postsynaptic neuron (PV: Spearman’s ρ = -0.79 (p < 0.001), Sst: Spearman’s ρ = -
0.83 (p < 0.001)), with large amplitude uEPSPs corresponding to low synaptic failure rates and small 
amplitude uEPSPs corresponding to high synaptic failure rates (Figure 3.14B). In addition, when 
computing an average uEPSP excluding synaptic failures, there was a non-significant trend towards 
smaller uEPSP amplitude for PV neurons compared to Sst neurons (PV: 0.7 ± 0.3 mV, Sst: 1.1 ± 0.8 
mV, p > 0.05) (Figure 3.14C). 
 
 
 
 
 
 
 
Figure 3.14 Reliability of synaptic transmission. (A) uEPSP amplitude coefficient of variation (CV) (B) Synaptic 
transmission failure rate. Both are larger for synaptic connections onto Sst neurons compared to synaptic connections onto 
PV neurons (left). Failure rate is anti-correlated with average uEPSP amplitude for both postsynaptic neuron types (right). 
(C) Average uEPSP amplitude excluding failures is not different between PV and Sst neurons. Population data are 
represented as mean ± SD. *** p<0.001, ** p<0.01. 
Finally we quantified uEPSP kinetics by computing uEPSP rise time (time elapsed between 20 
and 80% of the peak uEPSP Vm) (Figure 3.15A, Table 3.2), uEPSP half-width (full width at half - 
maximal amplitude) (Figure 3.15B, Table 3.2) and time constant of the uEPSP Vm decay (Tau decay) 
(Figure 3.15C, Table 3.2). uEPSPs elicited in Sst neurons had a slower rise time (Sst: 1.8 ± 1.4 ms 
(n=17), PV: 0.7 ± 0.3 ms (n=25), p < 0.001), a larger width (Sst: 11.6 ± 6.7 ms (n=13), PV: 4.0 ± 1.4 
ms (n=24), p < 0.001) and a slower decay (Sst: 16.0 ± 8.5 ms (n=9), PV: 5.2 ± 3.0 ms (n=21), p < 
0.001) than uEPSPs elicited in PV neurons. Moreover, we observed that membrane time constant 
(Tau) (Figure 3.9D) was positively correlated (Spearman’s ρ = 0.63, p < 0.01) with the time constant 
of the uEPSP Vm decay (Tau decay) across the PV and Sst neuron population (Figure 3.15D). 
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Figure 3.15 uEPSP kinetics. (A) uEPSP 20 to 80% rise time (B) uEPSP full-width at half-maximum amplitude (C) uEPSP 
decay time constant (Tau decay).The three metrics are larger in Sst neurons compared to PV neurons (D) Positive correlation 
between membrane time constant (Tau) and Tau decay. Population data are represented as mean ± SD. *** p<0.001 
 
In summary, within L2/3 mouse barrel cortex in vivo, single excitatory neurons connected to 
inhibitory neurons more frequently and more strongly than to other excitatory neurons. PV and Sst 
interneurons received local excitatory inputs of similar amplitude, but of differing reliability and 
kinetics. Excitatory synaptic connections made on PV neurons had a lower failure rate and showed 
less trial-to-trial variability than did excitatory synapses targeting Sst neurons. Light-evoked uEPSPs 
occurring in Sst neurons were slower in their rising and decaying phases and had larger widths 
compared to uEPSPs evoked in PV neurons.  
3.3.2 DISTANCE DEPENDENCE OF CONNECTIVITY 
Due to intrinsic signal imaging, the majority of the presynaptic ChR2-expressing excitatory neurons 
and putative postsynaptic recorded neurons were located within the perimeter of the C2 barrel column. 
However, no post-hoc anatomical staining of the barrels was performed to further confirm the position 
of the pre- and post-synaptic partners of a pair relative to barrel core, wall or septa. All distances and 
depth quantifications were performed on two-photon fluorescence image stacks acquired in vivo. 
Euclidean distance between the soma of the presynaptic excitatory neuron and the soma of the 
postsynaptic inhibitory neuron was similar for PV (68 ± 25 µm, range: 30-122 µm, n = 47) and Sst 
neurons (67 ± 27, range: 18-117 µm, n = 61) (p > 0.05). We found no differences between the 
intersomatic distances of connected (C) and unconnected pairs (NC), neither for PV (C: 65 ± 28 µm (n 
= 21), NC: 71 ± 23 µm (n = 26), p > 0.05), nor for Sst neurons (C: 57 ± 27 µm (n = 19), NC: 71 ± 27 
µm (n = 42), p > 0.05) (Figure 3.16A). When considering only connected pairs, no correlation existed 
between intersomatic distance and uEPSP amplitude for either PV (Spearman’s ρ = -0.05, p > 0.05), or 
for Sst neurons (Spearman’s ρ = -0.003, p > 0.05) (Figure 3.16B). Presynaptic ChR2-expressing 
excitatory neurons were located at depths ranging from 130 to 250 µm from the pia (mean ± SD: 186 
± 26 µm), while recorded putative postsynaptic Sst neurons were located more superficially compared 
to PV neurons (Sst: 165 ± 30 µm, PV: 192 ± 36 µm, p < 0.001), probably owing to their natural spatial 
distribution in the Sst-tdTomato and PV-tdTomato transgenic mice respectively. 
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Figure 3.16 Link between pre- and 
postsynaptic neuron location and 
synaptic connectivity. (A) Intersomatic 
distance between connected (C) and 
unconnected (NC) pairs of neurons is not 
different, neither for PV, nor for Sst 
neurons. (B) No correlation exists 
between uEPSP amplitude and the 
intersomatic distance between connected 
pairs. (C) Subpial depth for both the pre- 
and postsynaptic neurons of a pair. No 
difference in depth is observed between 
presynaptic neurons that are part of a 
connected pair and presynaptic neurons 
that are part of an unconnected pair. 
Depth of postsynaptic Sst neurons is not 
different in connected pairs compared to 
unconnected ones, but connected PV 
neurons are located more deeply within 
L2/3 than unconnected PV neurons. 
Population data are represented as mean 
± SD. * p<0.05. 
 
 
No difference was measured between the depth of presynaptic neurons when comparing connected 
versus unconnected pairs, independently of the postsynaptic neuron type. However, a depth difference 
was found for postsynaptic PV neurons that was absent for the Sst neurons, with connected PV 
neurons being deeper than unconnected ones (C: 203 ± 42 µm, NC: 184 ± 28, p < 0.05) (Figure 
3.16C). In conclusion no connectivity principle could be established based solely on the absolute and 
relative positions of the pre- and postsynaptic neuron somas, though such an organizational principle 
was showed to exist in layer 5 of the mouse visual cortex in vitro (Kozloski et al., 2001). 
3.3.3 OTHER INFLUENCES ON CONNECTIVITY AND CONNECTION AMPLITUDE 
Aside from examining the relationship between connectivity and neuron position within L2/3 or 
intersomatic distance between the two neurons of the pair, we aimed at investigating other properties 
of either the pre- or postsynaptic neurons that could be linked to the presence or absence of a light-
evoked uEPSP recorded at the interneuron soma. We first explored characteristics representative of 
spontaneous activity and network activity-related properties of the postsynaptic neuron, such as 
spontaneous AP firing rate, the amplitude of 1-5 Hz Vm oscillations and Vm vs LFP cross-correlation. 
Only the spontaneous AP rate in Sst neurons exhibited differing values between connected and 
unconnected pairs (Figure 3.17A, Table 3.3). Indeed, unconnected Sst neurons had a higher 
spontaneous AP firing rate than unconnected ones (NC: 1.3 ± 1.7 Hz, C: 0.2 ± 0.5 Hz, p < 0.05). 
Similarly, neither input resistance, nor mean membrane potential differed between connected and 
unconnected pairs (Figure 3.17B, Table 3.3). Finally, the spontaneous action potential firing rate of the 
presynaptic ChR2-expressing neuron in the absence of any light stimulation proved to be similar 
between neurons that were part of a connected or an unconnected pair (Figure 3.17C, Table 3.3).  
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Figure 3.18 Relationship 
between uEPSP amplitude and 
electrophysiological properties. 
(A) Vm FFT integrated over the 1-
5 Hz frequency band and 
spontaneous AP firing rate versus 
uEPSP amplitude. (B) Baseline Vm 
at uEPSP onset and input 
resistance versus uEPSP 
amplitude. None are correlated 
with PV or Sst uEPSP amplitude. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.17 Relationship between electrophysiological properties and connectivity. (A) Spontaneous AP firing rate, Vm 
FFT integrated over the 1-5 Hz frequency band and Vm vs LFP cross-correlation at zero time-lag. None are different in 
connected postsynaptic PV and Sst neurons compared to unconnected ones except for AP rate that is higher in unconnected 
compared to connected Sst neurons. (B) Input resistance and mean Vm just after establishing whole-cell configuration are 
similar in connected and unconnected pairs (C) Presynaptic spontaneous AP firing rate is not different for ChR2-expressing 
excitatory neurons being part of a connected versus an unconnected pair. Population data are represented as mean ± SD. * 
p<0.05.See also Table 3.3 
In an analogous manner, we checked for a possible monotonic correlation between uEPSP amplitude 
and the amplitude of 1-5 Hz Vm oscillations, spontaneous AP firing rate, membrane potential at uEPSP 
onset (baseline Vm) and input resistance (Figure 3.18A and B).  
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For both PV and Sst neurons, there were no significant correlations with uEPSP amplitude. The 
overall absence of a correlation between the different electrophysiological properties reported above 
and the presence or absence of a single uEPSP of small amplitude (~ 0.5 mV on average in both PV 
and Sst neurons) is likely due to the fact that a single cortical neuron receives thousands of such 
excitatory inputs (as well as inhibitory ones) (DeFelipe et al., 2002), which are likely to contribute 
only to a small part of the neuron’s spontaneous activity levels. 
3.4 SHORT-TERM SYNAPTIC DYNAMICS 
After having examined postsynaptic responses to single presynaptic action potentials we were 
interested in quantifying the responses to multiple presynaptic action potentials elicited at various 
frequencies. We stimulated the ChR2-expressing neuron with a train of five 1 ms light pulses 
delivered at 20 Hz (Figure 3.19A) or 50 Hz (Figure 3.19B) while recording uEPSPs evoked in 
connected PV and Sst neurons. Trials where all five optogenetic stimuli occurred during DOWN state 
were used to compute an average light-evoked membrane potential response, which was used for 
subsequent quantifications.  
 
Figure 3.19 Representative short-term dynamics in PV and Sst neurons. (A) Example whole-cell recordings of uEPSPs 
elicited in a PV and a Sst neuron during DOWN state by optogenetic stimulation of the ChR2-expressing presynaptic neuron 
with a 20 Hz train of five 1 ms light pulses. Single trial uEPSPs are shown above and average uEPSPs below. (B) Same as in 
(A) but for an optogenetic stimulation made of a 50 Hz train of five 1 ms light pulses. A different PV neuron and a different 
Sst neuron than in (A) are represented. The in vivo two-photon images show the whole-cell recording pipette (Alexa 488 dye, 
green), the recorded tdTomato-expressing neuron (yellow) and part of the presynaptic eGFP- and ChR2-expressing neuron 
(green). 
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We measured the amplitude of each light-evoked uEPSP in the train as well as the membrane potential 
at its onset (baseline Vm) and compared them with the amplitude, respectively baseline Vm, of the first 
uEPSP of the train. uEPSP amplitude in Sst neurons increased significantly over the course of the 50 
Hz train (uEPSP1: 0.8 ± 1.2 mV, uEPSP5: 1.5 ± 1.8 mV, one tail p < 0.05, n=9), while it did not 
change in PV neurons (uEPSP1: 0.7 ± 0.4 mV, uEPSP5: 0.7 ± 0.6 mV, p > 0.05, n=10) (Figure 3.20A 
and D) leading to a larger amplitude ratio between the fifth and the first uEPSP of the train for Sst 
neurons than for PV neurons (PV: 1.04 ± 0.51 (SEM: 0.16), Sst: 9.24 ± 15.09 (SEM: 5.03), p < 0.05) 
(Figure 3.20E).  
 
Figure 3.20 Cell type-specific short-term dynamics in vivo. (A) Grand average uEPSPs for PV and Sst neurons elicited 
during DOWN state in response to stimulation of the presynaptic ChR2-expressing neuron with a 20 Hz train of five 1 ms 
light pulses. (B) Population uEPSP amplitude ratios comparing the amplitude of each uEPSP in the train to the amplitude of 
the first uEPSP for PV and Sst neurons (left). Individual neurons uEPSP amplitude ratios for uEPSP2 and uEPSP5 (right). 
(C) Population difference in baseline Vm at onset of the uEPSP comparing baseline Vm of each uEPSP in the train to the 
baseline Vm of the first uEPSP for PV and Sst neurons (left). Individual neurons’ differences in baseline Vm at the onset of 
uEPSP2 and uEPSP5 (right). (D-F) Same as in (A-C) but for stimulation of the presynaptic ChR2-expressing neuron with a 
50 Hz train of five 1 ms light pulses. Excitatory synaptic connections onto Sst neurons exhibit larger uEPSP amplitude ratio 
indicative of short-term facilitation compared to connections made onto PV neurons, which show little short-term dynamics. 
Sst neurons display larger difference in baseline Vm underlying uEPSP summation compared to PV neurons. Data are 
represented as mean ± SEM.  ***
 
p< 0.001, **
 
p< 0.01, * p<0.05. 
 
A comparable tendency was observed at a presynaptic stimulation frequency of 20 Hz (Figure 3.20B). 
Similarly, the baseline Vm recorded at the uEPSP’s onset became more depolarized in Sst neurons over 
the course of the 50 Hz train (-57.4 ± 5.1 mV, -56.4 ± 5.5 mV, one tail p < 0.05), while it remained 
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hyperpolarized in PV neurons (uEPSP1: -68.0 ± 4.4 mV, uEPSP5: -68.0 ± 4.3 mV, p > 0.05). The 
baseline Vm difference between fifth and first uEPSP was thus larger in Sst neurons than in PV 
neurons at both stimulation frequencies (20 Hz: PV: -0.1 ± 0.1 mV (SEM: 0.05 mV), Sst: 0.3 ± 0.2 
mV (SEM: 0.06 mV), p < 0.001 / 50 Hz: PV: 0.08 ± 0.1 mV (SEM: 0.05 mV) Sst: 1.0 ± 0.8 mV 
(SEM: 0.3 mV), p < 0.001) (Figure 3.20C and F). In summary, in response to multiple closely timed 
presynaptic action potentials, excitatory synaptic connections targeting Sst neurons showed short-term 
facilitation while those targeting PV neurons showed no distinct short-term dynamics. In addition, Sst 
neurons displayed summation of incoming uEPSPs, leading to an even further enhanced 
depolarization of their membrane potential, which was absent in PV neurons. These two phenomena 
were more evident at a higher frequency of presynaptic excitatory neuron stimulation and are likely 
related to the high-failure rate and high coefficient of variation as well as to the slow uEPSP kinetics 
observed in Sst neurons compared to PV neurons (see Section 3.3.1). 
3.5 MODULATION OF SYNAPTIC TRANSMISSION BY NETWORK STATE 
The results about in vivo excitatory synaptic transmission presented so far were all obtained from pre- 
and postsynaptic events occurring during the quiescent phase (DOWN) of the cortical slow 
oscillations typical of anesthesia. We then focused on analyzing light-evoked uEPSPs elicited in PV 
and Sst neurons during the more active UP states. Considering single 1 ms pulse optogenetic stimuli 
occurring during UP states only, we measured the amplitude of the average light-evoked uEPSP in 13 
PV and 8 Sst neurons, which were previously classified as connected based on their responses to light 
stimulation during DOWN states (Figure 3.21A). On average, no difference was found between the 
mean amplitude of uEPSP evoked during UP states compared to uEPSP evoked during DOWN states 
for both PV (UP: 0.53 ± 0.49 mV, DOWN: 0.55 ± 0.39 mV, p > 0.05) and Sst neurons (UP: 0.31 ± 
0.34 mV, DOWN: 0.33 ± 0.36, p > 0.05), though some individual neurons seemed to display apparent 
decrease in uEPSP amplitude in UP compared to DOWN states, while others showed seemingly 
increased uEPSP amplitude in UP compared to DOWN states (Figure 3.21B). Due to the high 
spontaneous membrane potential fluctuations characterizing the more depolarized UP state (Figure 
3.21C) in both PV and Sst neurons, we did not attempt at any quantifications involving the detection 
of single trial uEPSPs, such as those estimating the reliability of synaptic transmission. We 
nonetheless tried to measure short-term plasticity during the UP state, but due to an insufficient 
number of trials we could not conclude to any potential modulation of short-term dynamic by network 
state. As trials where postsynaptic action potentials occurred around the time of the optogenetic 
stimulation were excluded from the calculation of the average UP state uEPSP, we performed a 
separate analysis estimating the likelihood of a postsynaptic action potential occurring in response to a 
single presynaptic action potential.  
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Figure 3.22 Light-evoked postsynaptic APs. 
Postsynaptic action potential probability in 
response to optogenetic stimulation of the 
presynaptic ChR2-expressing excitatory neuron 
compared to spontaneous postsynaptic action 
potential probability for PV and Sst neurons. No 
additional action potentials are elicited in the 
postsynaptic neuron in response to light. Data are 
represented as mean ± SD. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.21 Modulation of uEPSP amplitude by local network activity. (A) Individual Vm responses evoked in a PV and 
a Sst neuron during DOWN (left) and UP (right) state by repeated stimulation of the ChR2-expressing neuron with a 1 ms 
square pulse of light (above). DOWN and UP average light-evoked uEPSPs (below). uEPSP amplitude is larger in DOWN 
compared to UP state for the PV neuron, while the opposite is true for the Sst neuron, with a larger uEPSP amplitude in UP 
compared to DOWN state. (B) At the population level, uEPSP amplitude is similar when comparing UP and DOWN states 
for both PV and Sst neurons. (C) Membrane potential at uEPSP onset is more depolarized during UP compared to DOWN 
state for both PV and Sst neurons. Data are represented as mean ± SD. ***
 
p< 0.001, *
 
p< 0.05  
Considering all optogenetic stimuli delivered across both UP and DOWN states we did not find a 
different postsynaptic action potential probability in a given post-stimulus time window compared to 
the spontaneous action potential probability computed in the absence of any light stimulation neither 
in PV neurons (Light: 1.57 ± 1.2 %, Spontaneous: 1.44 ± 1.53%, n = 11, p > 0.05) nor in Sst neurons 
(Light: 0.16 ± 0.44%, Spontaneous: 0.05 ± 0.13%, n = 8, p > 0.05) (Figure 3.22).  
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Therefore, the likelihood that an individual light-evoked action potential elicited in a single excitatory 
presynaptic neuron could generate an action potential in a connected postsynaptic neuron is very low. 
Upon numerous repetitions of the optogenetic stimulus, it could however eventually lead to a 
postsynaptic AP (London et al., 2010). Though we only examined this phenomenon in PV and Sst 
neurons, it seems reasonable to assume that an analogous conclusion can be drawn for less connected 
postsynaptic excitatory neurons, thus making it rather unlikely that we recorded any polysynaptic 
uEPSPs at any point in our experiments. Finally, as there is a high intra-population variability in 
uEPSP amplitude modulation by network state that results in an overall absence of changes in uEPSP 
amplitude between DOWN and UP state, additional data points might help to further refine our 
understanding of the impact of a change in network state upon synaptic transmission. 
3.6 MORPHOLOGY OF RECORDED NEURON PAIRS 
As the number and location of excitatory synaptic contacts could be related to the size of the 
uEPSP elicited in the postsynaptic neurons in vivo, we attempted to recover the morphologies of both 
the presynaptic excitatory neuron and the postsynaptic neuron. Electroporation of eGFP-encoding 
plasmid DNA allowed an amount of protein to be expressed in 24 hours that was sufficient to clearly 
visualize excitatory neuron local dendritic and proximal axonal branches in vivo and in fixed tissue 
without further enhancement of the fluorescent signal. By performing immunohistochemistry on fixed 
sections and adjusting plasmid DNA expression time, the finer axonal branches could be identified 
regardless of whether they were restricted to the barrel cortex (Figure 3.23A) or extended millimeters 
away towards and within other cortical areas (Figure 3.23B) (Yamashita et al., 2013). Biocytin filling 
of the whole-cell recorded postsynaptic neurons allowed recovery of their soma and dendrites, which 
permitted reconstruction of the overall local morphology of the pre- and postsynaptic partners of a 
connected pairs (Figure 3.23C). However, due to the very small number of properly filled postsynaptic 
neurons, we were unable to conduct a quantitative analysis of the morphological parameters 
potentially correlated with subtypes of PV and Sst neurons as well as to identify the number and 
location of putative contacts between pre- and postsynaptic neurons.  
In conclusion, by using a combination of single-cell optogenetics with whole-cell patch-clamp 
recordings targeted to three different cell types in L2/3 mouse barrel cortex, we obtained novel 
evidence on synaptic connectivity and synaptic transmission within the intact and spontaneously 
active brain. We chose a ChR2 protein mutant that was able to reliably elicit time-locked single action 
potentials in individual excitatory neurons at various frequencies and across different cortical states 
over long period of time. It allowed us to estimate the probability of synaptic connection and to 
characterize synaptic transmission between excitatory neurons, as well as between excitatory neurons 
and two chemically and electrically distinct GABAergic neuron types, namely PV-expressing and Sst-
expressing neurons. In upper L2/3 barrel cortex, GABAergic neurons were found to receive more 
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frequent and larger excitatory inputs than excitatory neurons, with little dependency on intersomatic 
distances or other cell-type specific electrophysiological properties. Comparing excitatory synaptic 
transmission onto PV and Sst neurons, we found more reliable and faster inputs in PV neurons 
compared to Sst neurons. In a related fashion, synaptic connections onto PV neurons exhibited little 
short-term dynamics with no summation of the uEPSPs, while Sst neurons displayed strong short-term 
facilitation with clear uEPSP summation. Finally, in investigating the effect of different levels of 
spontaneous cortical activity on synaptic transmission, we did not find any significant modulation of 
uEPSP amplitude in neither PV nor Sst neurons. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.23 Morphological identification of pre- and postsynaptic neurons. (A) eGFP-expressing presynaptic excitatory 
neurons located in the upper part (left) and lower part (right) of L2/3 barrel cortex. (B) Single cell electroporation of eGFP in 
individual excitatory neurons allows recovery of local and long-range axonal arborisations (modified from Yamashita et al. 
2013). S2: secondary somatosensory cortex, M1: primary motor cortex (C) Reconstruction of the morphology of the pre- and 
postsynaptic neurons for a connected excitatory-PV pair (left) and a connected excitatory-Sst pair (right).  
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3.7 TABLES 
 
 
 
Table 3.1 Electrophysiological properties. Data are represented as mean ± SD. 
 
 
 
 
Table 3.2 uEPSP properties 
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Table 3.3 Electrophysiological properties of connected and not connected neurons. Data are represented as mean ± SD. 
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CHAPTER 4: DISCUSSION 
 
In this thesis, I showed that by using a combination of single-cell optogenetics and 
electrophysiological recordings I could directly assess unitary excitatory synaptic transmission in the 
neocortex of the mouse in vivo. I found cell-type specific properties of excitatory synaptic 
transmission within the neuronal population of L2/3 barrel cortex in vivo. GABAergic neurons 
received stronger excitation than excitatory neurons. The excitatory input on PV neurons was fast and 
reliable, with little short-term dynamics. In contrast, Sst neurons received slow and rather unreliable 
excitatory input that facilitated. Finally, spontaneous changes in local network activity, as found in the 
intact neocortex under anesthesia, did not affect synaptic transmission. 
4.1 SINGLE-CELL OPTOGENETICS FOR MEASURING SYNAPTIC 
TRANSMISSION IN VIVO 
Due to the probabilistic nature of chemical synaptic transmission, its measurement requires repeated 
generation of single time-locked action potentials (APs) in the presynaptic neuron, while measuring 
subthreshold membrane potential fluctuations in the postsynaptic neuron by intracellular recording or 
patch-clamp recording. In vivo, this has been achieved by juxtacellular or intracellular injection of 
positive current at the presynaptic neuron soma (Crochet et al., 2005; Bruno and Sakmann, 2006; Yu 
and Ferster, 2013) or by simply monitoring spontaneous or sensory stimulation-triggered presynaptic 
APs (Matsumura et al., 1996; Bruno and Sakmann, 2006; Constantinople and Bruno, 2013). Here, we 
used optogenetics as an alternate method to control presynaptic AP firing in vivo. Using single-cell 
electroporation of ChR2 with wide-field optical stimulation, we succeeded in controlling single AP 
firing in a single neuron per animal over long time periods, at various frequencies and across different 
levels of network activity. As electroporation enables multiple DNA plasmids to be simultaneously 
delivered, it allowed us to express a non-fused version of the ChR2 protein, which likely optimizes its 
insertion and functioning at the plasma membrane, together with a cytoplasmic fluorescent protein 
(eGFP), which rendered possible the recovery of the full morphology of the presynaptic neuron, 
including its axonal tree. In addition, being able to stimulate the same presynaptic neuron while 
sequentially recording its putative postsynaptic targets would ideally permit to estimate the connection 
probability of individual presynaptic neurons. In practice however, due to the limited number of 
possible recordings made during a typical experimental session this quantification lacks resolution. It 
would be interesting to examine uEPSPs elicited in neurons sharing the same presynaptic partner in 
vivo, as short-term dynamics and by extension the overall probability of neurotransmitter release 
across synaptic contacts arising from the same axon has been shown to be dependent of the 
postsynaptic cell type in vitro (Markram et al., 1998; Reyes et al., 1998; Scanziani et al., 1998). 
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Moreover, it would be interesting to investigate the spontaneous pattern of activity as well as the 
receptive field properties of neurons sharing the same presynaptic partner.  
We took advantage of the recent development of ChR2-mutants, exhibiting various kinetics 
and conductances, to select the ET/TC double mutant in light of its relatively fast deactivation time 
constant (Berndt et al., 2011; Mattis et al., 2012). Such a parameter is critical in minimizing the purely 
ChR2-mediated depolarization occurring during the repolarizing phase of a light-evoked AP. Indeed, 
as we did not restrict the optical stimulus to the soma of the ChR2 neuron, and as functional ChR2 
proteins are known to be present in the axonal compartment (Petreanu et al., 2007), this long-lasting 
depolarization might affect synaptic transmission, as it has been shown to mediate Ca2+ influx through 
activation of voltage-gated Ca2+ channels (Zhang and Oertner, 2007). Such a ChR2-mediated rise in 
intracellular Ca2+ concentration is linked to a higher basal probability of neurotransmitter release, 
which translates into a short-term synaptic dynamics skewed towards depression (Cruikshank et al., 
2010). However, recent evidences seem to indicate that the presence or absence of such a ChR2-
mediated change in release probability might be cell-type specific, as well as to depend on the 
transfection method used to express ChR2 (Jackman et al., 2014) . In any case, as we conducted most 
of our measurements during the DOWN states, which are relatively hyperpolarized, this effect might 
not have been so preponderant, as the N and P/Q voltage-gated Ca2+ channels involved in 
neurotransmitter release require the membrane potential to be brought to about -20 mV for activation 
(Hille, 2001).  
 In addition, one should keep in mind that ChR2 is by default permeable to Ca2+ (Nagel et al., 
2003). Future improvements in the use of ChR2 for investigating synaptic transmission in vivo could 
thus include reducing the Ca2+ permeability of the channel as well as using a different method of light 
stimulation. Indeed two-photon stimulation, due to its small volume of excitation and decreased 
scattering, could prove ideal to selectively activate individual neuron somas or even dendrites in vivo. 
ChR2 could thus be expressed in multiple neurons, via transfection by a viral vector or by using 
transgenic animals, and multiple presynaptic partners could be tested for each recorded postsynaptic 
neuron. In vitro, ChR2-expressing neurons were successfully triggered to fire APs by either scanning 
the two-photon light beam across the soma following a specific pattern (Rickgauer and Tank, 2009) or 
by performing conventional line-scanning on the soma of neurons expressing a slower-kinetic ChR2 
mutant (Packer et al., 2012; Prakash et al., 2012). In addition, scan-free methods based on 
spatiotemporal shaping of the two-photon beam such that it overlaps with a portion of the somatic 
plasma membrane have also proven successful in eliciting AP firing in vitro (Andrasfalvy et al., 2010; 
Papagiakoumou et al., 2010; Begue et al., 2013). 
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4.2 IN VIVO CONNECTIVITY ANALYSIS 
In order to assess connectivity between a single excitatory neuron and a putative postsynaptic neuron, 
we usually examined the mean postsynaptic depolarization elicited during DOWN states in response 
to a single light pulse of 1 ms duration, delivered every 1s. In addition, connectivity was also assessed 
by considering the postsynaptic response to a train of five such light stimuli, delivered at 20 Hz or 50 
Hz during DOWN states, with a minimal interval between two trains of 5s. We noted that in 2 out of 9 
connected Sst neurons whose excitatory input was assessed by stimulating the presynaptic ChR2-
expressing excitatory neuron with the trains of light, only a small depolarization was visible in 
response to the first light pulse of the train, and the existence of a connection became more obvious 
when subsequent light pulses were considered. The number of excitatory connections onto Sst neurons 
might thus have been underestimated when assessed by solely stimulating presynaptic ChR2-
expressing excitatory neuron with single 1 ms light pulses, as the evoked uEPSP might not have been 
distinguishable from spontaneous membrane potential fluctuations. This phenomenon may be 
especially relevant to the finding of high failure rate synaptic connections when only a small number 
of trials assessed the presence of a light-evoked response. In addition, it is worth noting that we did 
not apply a strict criterion in terms of minimal amplitude or rising slope of the evoked uEPSP in order 
to verify the presence of a connection; therefore, there might be a range of uEPSP amplitudes and 
shapes for which the certainty of the identification is likely to be less convincing. This is partially the 
reason why we did not pursue further the characterization of excitatory synaptic transmission targeting 
excitatory neurons. In addition, initial attempts at comparing single trial uEPSP amplitude distribution 
(as measured by subtracting baseline Vm just after light stimulus offset to Vm at uEPSP peak) with an 
amplitude distribution of a similarly calculated Vm difference for equally spaced time points during 
spontaneous periods of activity in DOWN states lead to the detection of connected PV neurons quite 
accurately, as confirmed by visual examination of the average evoked uEPSP. However, uEPSPs 
evoked in Sst neurons could not be reliably detected by this method, probably because of their higher 
failure rate, giving rise to an amplitude distribution that was similar to the amplitude distribution of 
spontaneous activity in some cases.  
As we recorded the change in membrane potential evoked at the soma of the postsynaptic 
neuron, it is also likely that our estimate of functional connectivity is affected by the passive and 
active properties of the dendrites, particularly in case of connections where the synaptic contacts were 
located in distal dendrites. This might be especially important for excitatory neurons, as GABAergic 
neurons are more likely to receive their excitatory inputs on proximal dendrites and on the soma 
(Wang et al., 2002; Douglas, 2004; Markram et al., 2004; Feldmeyer et al., 2006). In addition, even 
though we conducted most of our analysis during DOWN states where spontaneous AP firing of the 
pre- and postsynaptic neurons is low, we cannot rule out possible effects of the history of spiking 
activity of both neurons during previous UP states in shaping the strength of the synapse at the time 
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we are probing it, since synaptic plasticity happens on such a time scale of hundreds of milliseconds to 
seconds. One could also wonder about the physiological relevance of the AP firing patterns we chose 
to elicit in the presynaptic excitatory neuron to assess synaptic connectivity. Indeed, AP firing activity 
of L2/3 barrel cortex excitatory neurons is low and dominated by single APs, both under anesthesia 
(here: 0.3 ± 0.6 Hz, see also Mateo et al. 2011), and during quiet and active wakefulness (Crochet and 
Petersen, 2006). However, a small percentage of the spiking activity of L2/3 excitatory neurons 
consists of bursts of a few APs (de Kock and Sakmann, 2008; Poulet and Petersen, 2008).  
Finally, correlating the presence (or absence) of a somatic uEPSP with the presence (or 
absence) of physical synaptic contacts between the pre- and postsynaptic neurons could strengthen 
functional connectivity analysis. As we attempted here, one option is to reconstruct the cellular 
morphologies of the pre- and postsynaptic neurons post-recording. Another option would be to label 
synaptically connected neurons before targeting them for recording. In the preliminary phase of this 
work, we indeed tested three different trans-synaptic tracers, with little success. Protein-based tracers, 
including wheat germ agglutinin (WGA) fused to a Cre recombinase enzyme (Sugita and Shiba, 2005; 
Gradinaru et al., 2010) and the non-toxic C-fragment of tetanus toxin (TTC) fused to eGFP (Maskos et 
al., 2002) individually delivered to single neurons by single-cell electroporation lead to their 
expression in the initially transfected neurons only. Replication incompetent pseudotyped rabies virus 
expressing the mCherry protein (Wickersham et al., 2007) injected into L2/3 barrel cortex after 
electroporation into a single neuron of DNA plasmids encoding glycoprotein G (necessary for virus 
replication and presynaptic spread) and a plasma membrane surface receptor (necessary for virus entry 
inside the cell) exhibited some success in labeling a handful of neurons located in every cortical layer 
of S1. However, due to the scarcity and the spread of trans-synaptically labeled neurons, in addition to 
the potential toxicity and putative activity-dependent transfer of the virus at synapses, we did not 
further utilize it. 
4.3 IN VIVO VS IN VITRO MEASUREMENT OF SYNAPTIC TRANSMISSION  
Most of the available information about the functional synaptic organization of glutamatergic and 
GABAergic neurons of the neocortex comes from recordings made in brain slices in vitro (Yamamoto 
and McIlwain, 1966; Edwards et al., 1989). The advantages of brain slices include mechanical 
stability and direct visualization of the cells, allowing simultaneous recordings of multiple neurons. 
Moreover, the easy access and control of the extracellular medium renders pharmacological 
investigations possible. In studies interested mainly in connectivity, within or across layers or 
neocortical areas, minimal extracellular stimulation (Volgushev et al., 1995; Finnerty et al., 1999), 
glutamate (Callaway and Katz, 1993) or GABA uncaging (Zayat et al., 2007; Rial Verde et al., 2008) 
as well as optogenetics (Zhang et al., 2006; Petreanu et al., 2007) were amongst the chosen 
investigation methods. In addition, due to advances in microscopy techniques for optogenetic 
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stimulation (see Section 4.1) as well as for caged-compound stimulation (Zahid et al., 2010), single-
cell resolution can be achieved. However, a large part of the data on neocortical synaptic connectivity 
and on the physiology of unitary synaptic transmission come from simultaneous electrophysiological 
recordings between two (Thomson et al., 1988) or more neurons (Perin et al., 2011). In such 
experiments, one micropipette is typically used to stimulate an identified presynaptic neuron, either 
juxtacellularly or through whole-cell recording, while another is used to record elicited PSPs in a 
putative postsynaptic neuron.  
Though brain slice preparations have proven highly valuable, axonal and dendritic arbors are 
inevitably severed during slicing. In addition such procedure seems to induce rapid spines growth 
(Kirov et al., 1999), with new synapses potentially being formed. Together, these factors might thus 
affect synaptic connectivity and synaptic strength. Another drawback of the in vitro configuration is 
the lack of spontaneous network activity, which, as found in vivo, can affect the strength, reliability 
and dynamics of synapses (Boudreau and Ferster, 2005; Reig et al., 2006; Groh et al., 2008; Lorteije et 
al., 2009) as well as modulate the active properties of dendrites (Waters and Helmchen, 2004) and thus 
the propagation of the PSP to the soma. The ionic concentrations of the slice perfusion solution are 
also likely to be different than those estimated in vivo. For instance, of particular relevance to the 
molecular mechanisms involved in neurotransmitter release, extracellular Ca2+ concentration is usually 
higher in slices (2 mM - 2.5 mM) than in vivo, where it was estimated to be between 1.1 mM and 1.5 
mM (Heinemann et al., 1977; Hansen, 1985; Jones and Keep, 1988), therefore potentially contributing 
to larger release probabilities in vitro than in vivo (Borst, 2010). The concentration of 
neurotransmitters in the extracellular space is also likely to be smaller in vitro than that found in vivo 
(Kekesi et al., 1997; Nyitrai et al., 2006). As such, these ambient neurotransmitter molecules could be 
sufficient to activate or desensitize postsynaptic receptors (Featherstone and Shippy, 2008), and also to 
activate presynaptic metabotropic receptors or extrasynaptic receptors (Glykys and Mody, 2007; 
Rodriguez et al., 2013), which could all directly or indirectly participate to the regulation of synaptic 
transmission in vivo. Finally, as many in vitro recordings are conducted in brain slices from young 
animals, measurements are likely to reflect characteristics of immature connections.  
Knowledge about subthreshold synaptic transmission and synaptic connectivity in the intact 
brain is scarce, though estimates of synaptic connectivity based on correlated AP activity recorded 
extracellularly are common (Perkel et al., 1967; Fetz et al., 1991; Constantinidis et al., 2002; Fujisawa 
et al., 2008). However, this method requires the unambiguous identification of individual units in case 
of multi-unit recordings, as well as a certain level of spontaneous AP firing, and it does not account 
for correlations of suprathreshold activity occurring through shared presynaptic inputs. Using 
postsynaptic APs as the readout of synaptic connectivity, a recent study using Ca2+ imaging 
investigated synaptic transmission of presynaptic high-frequency presynaptic AP trains elicited in a 
single excitatory neuron in L2/3 mouse visual cortex. Postsynaptic AP firing in response to such 
presynaptic activity was detected in 30% of the recorded Sst neurons, absent in PV neurons, and very 
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infrequent in other excitatory neurons (Kwan and Dan, 2012). Direct measurements of EPSPs elicited 
in L4 barrel cortex neurons as a function of AP firing in single VPm neurons were shown to be smaller 
in vivo than when measured using minimal stimulation in vitro; this difference was putatively 
attributed to a higher spontaneous activity of thalamic neurons in vivo leading to a depression of the 
thalamocortical (TC) synapse (Bruno and Sakmann, 2006). Similar results were found at the mouse 
calyx of Held, where a lower probability of release was found in vivo compared to that measured in 
vitro (Lorteije et al., 2009). Finally, corticocortical synaptic transmission was directly measured in 
vivo in a handful of studies carried in monkey and cat neocortices (Matsumura et al., 1996; Crochet et 
al., 2005; Yu and Ferster, 2013).  
We investigated the occurrence of uEPSPs in 54 putative excitatory neurons, 52 PV neurons 
and 63 Sst neurons in response to optogenetically-elicited action potentials in a single presynaptic 
excitatory neuron in L2/3 of the mouse barrel cortex in vivo. The connection probabilities we found 
for excitatory neurons (7.4%) and PV neurons (48.1%) were similar to those obtained in brain slices of 
young animals in vitro (Exc: 9.3%, p > 0.05, χ2 test (Lefort et al., 2009); PV: 57.5%, p > 0.05, χ2 test 
(Avermann et al., 2012)), for the same cortical area, layer and range of intersomatic distances (in vivo: 
67 ± 26 µm (< 125 µm) ; 61 ± 39 µm (< 150 µm) in Avermann et al., 2012, mean ± SD). Excitatory 
connectivity onto Sst neurons was found to be 57.1% in vitro (Fanselow and Connors, 2010) which is 
larger than the 30.2% probability we obtained in vivo. However their estimation comes from the 
sampling of a smaller (8/14) number of neuron pairs. We could have expected a larger connectivity in 
vivo, as all the cellular processes are intact, however, it is possible that the smaller input resistance 
measured in vivo during DOWN state (PV neurons Rin, in vivo: 47 ± 5 MΩ, in vitro: 99 ± 3 MΩ, 
mean Avermann et al., 2012 / Exc neurons Rin, in vivo: 47 ± 3 MΩ, in vitro: 188 ± 3 MΩ, Lefort et 
al., 2012, mean ± SEM) might affect uEPSP size and thus renders the identification of small inputs 
impossible in vivo. Indeed, mean and median uEPSP amplitudes in PV neurons tended to be smaller in 
vivo than in vitro (PV: in vivo: 0.53 ± 0.08 mV (median: 0.39 mV), in vitro: 0.82 ± 0.10 mV (median: 
0.68 mV), mean ± SEM), while mean uEPSP amplitude in Sst neurons tended to be larger in vivo (0.5 
± 0.86 mV) than in vitro (0.25 ± 0.2 mV, mean ± SD) as measured in L2/3 rat somatosensory cortex 
(Reyes et al., 1998). Considering the kinetics of the uEPSPs elicited in PV neurons, their half-widths, 
rise-times and decay time constants were all faster in vivo than in vitro, which could be explained by a 
faster membrane time constant in vivo (5.2 ± 0.7 ms, mean ± SEM) compared to in vitro (9.3 ± 0.3 ms, 
mean ± SEM). Alternatively, the recording temperature (32°C) (Avermann et al., 2012) could also 
play a role in the slower kinetics observed in vitro. 
We found an increase in the amplitude of subsequent uEPSPs in the 20 Hz or 50 Hz train 
compared to the first uEPSP in Sst neurons, representative of synaptic facilitation (Figure 3.20). This 
is in agreement with many in vitro results obtained in different cortical areas and layers in response to 
diverse presynaptic AP firing frequencies (Reyes et al., 1998; Rozov et al., 2001a; Beierlein et al., 
2003; Koester and Johnston, 2005; Watanabe et al., 2005; Kapfer et al., 2007; Silberberg and 
69 
 
Markram, 2007; Fanselow et al., 2008; Fanselow and Connors, 2010). In contrast, uEPSPs elicited in 
PV neurons showed rather steady amplitude during the 20 Hz and 50 Hz trains; this result is quite 
different from the clear decreased amplitude of subsequent uEPSPs in response to high-frequency 
trains measured in vitro under various conditions, and resulting from synaptic depression (Reyes et al., 
1998; Galarreta and Hestrin, 1998; Rozov et al., 2001; Holmgren et al., 2003; Koester and Johnston, 
2005; Watanabe et al., 2005; Kapfer et al., 2007; but see also Hofer et al., 2011 reporting little 
depression in mouse primary visual cortex). One could wonder whether this difference is due to the 
expression of the ChR2 protein in the presynaptic neuron, leading to an increased intracellular Ca2+ 
concentration. However, such an augmentation would rather result in a larger release probability, 
which correlates with synaptic dynamics dominated by depression. The two most likely reasons for 
such a difference in short-term plasticity are the variations in extracellular Ca2+ concentration and the 
animal’s age difference, as we conducted our investigations in animals older than four weeks old, 
whereas most of the brain slices data come from animal younger than 3 weeks. As mentioned above, 
decreased Ca2+ concentration in vivo could lead to a smaller release probability, potentially reflecting 
a less strong contribution of depression to short-term synaptic plasticity. In addition, recordings 
performed in vitro in brain slices of more mature animals have shown a decreased depression of the 
excitatory synaptic connections onto PV neurons (Oswald and Reyes, 2011). Similar results were 
found for excitatory synapses targeting excitatory neurons, where a more mature circuit correlated 
with an attenuation of synaptic depression and sometimes even the appearance of a slight facilitation 
(Reyes and Sakmann, 1999; Zhang, 2004; Frick et al., 2007; Oswald and Reyes, 2008; Feldmeyer and 
Radnikow, 2009). In addition, as PV neurons display high spontaneous AP firing in vivo, one could 
hypothesize that they might regulate their excitatory inputs in an activity-dependent, retrograde 
manner. Such activity-dependent retrograde signaling is known to exist for GABAergic synaptic 
transmission onto cerebellar Purkinje cells (Llano et al., 1991) and hippocampal neurons (Pitler and 
Alger, 1992; Ohno-Shosaku et al., 2001). It could thus account for a lower probability of release in 
vivo than in vitro. 
4.4 PV AND SST INHIBITORY NEURONS IN VIVO 
PV and Sst neurons were previously shown to have different electrical properties in vitro and in vivo 
(See Chapter 1: Introduction). Under our recording conditions, PV and Sst neurons showed distinct 
passive membrane properties, action potential shapes and spontaneous activity patterns (Figure 3.9 
and Table 3.1). Measurements in PV neurons were rather homogeneous across the population of cells 
sampled, while Sst neurons showed a larger variability, potentially supporting their classification into 
further subclasses as a function of calretinin expression (Xu et al., 2006) or of diverse axonal and 
dendritic morphologies (Halabisky et al., 2006; Ma et al., 2006; McGarry et al., 2010). For instance, 
some Sst neurons displayed thin, fast-repolarizing APs similar to those observed in PV neurons. In 
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addition, some Sst neurons had a depolarized membrane potential with small amplitude slow 
oscillations, comparable to what was observed during quiet wakefulness (Gentet et al., 2012), while 
others displayed clear bimodal distribution of their Vm  (Figure 2.4). However, on average Sst neurons 
displayed smaller amplitude slow oscillations than PV neurons, although their input resistance was 
larger. This could in part be explained by their lower excitatory connectivity rate from local L2/3 
excitatory neurons compared to PV neurons and potentially also by the presence in some neurons of 
an Ih current that could oppose to the DOWN state hyperpolarization. Such a lower connectivity rate, 
together with a high-failure rate of excitatory synaptic transmission might also explain the low 
correlation to the LFP we recorded under anesthesia, as well as the anticorrelation between their Vm 
and that of excitatory neurons under wakefulness (Gentet et al., 2012).  
The mean amplitude of the uEPSP elicited in Sst and PV neurons was on average similar, 
though the median amplitude was different, suggesting a different distribution of uEPSP amplitudes 
across the two populations of neurons (Table 3.2), which could be better resolved with more data 
points. In any case, excitatory inputs onto PV and Sst neurons in vivo were predominantly small, with 
very few large connections detected (the largest being about 3.5 mV detected in a Sst neuron). uEPSPs 
elicited in Sst neurons were significantly slower than those elicited in PV neurons. As excitatory 
synaptic currents in GABAergic neurons bear little contribution from NMDA conductances (Thomson 
et al., 1996; Matta et al., 2013) and are therefore mostly dominated by fast (~1 ms) AMPA 
conductances, the difference in uEPSP kinetics between PV and Sst neurons could be explained by 
their different membrane time constant (Figure 3.15D), though their dendritic morphologies as well as 
the location of the synaptic inputs on their dendritic trees might also contribute. uEPSPs evoked in 
response to single light stimuli were reliably elicited in PV neurons and they displayed a small 
coefficient of variation of their amplitude, therefore suggesting a rather high initial probability of 
neurotransmitter release. Interestingly, uEPSP amplitude was anticorrelated with failure rate in both 
PV and Sst neurons, suggesting a relationship between uEPSP amplitude and the probability of release 
(Figure 3.14). Upon high-frequency stimulation, synaptic connections targeting PV neurons displayed 
little overall dynamics, suggesting a possible interaction of depression and facilitation mechanisms. 
PV neurons thus appear to rapidly and faithfully respond to any kind of presynaptic excitatory activity 
pattern. On the contrary, uEPSPs elicited in Sst neurons were unreliable when occurring at low 
frequency, as assessed by their high coefficient of variation and high failure rate, which seem to 
indicate a smaller initial probability of neurotransmitter release than for PV neurons (Koester and 
Johnston, 2005). However, upon higher frequency presynaptic stimulation, excitatory synapses 
targeting Sst neurons were dominated by facilitation. It seems therefore that Sst neurons are 
specifically recruited by high-frequency presynaptic excitatory activity, such as that occurring in AP 
bursts, while responding only sparsely to excitatory suprathreshold activity in the form of single APs 
with large interspike intervals. As L2/3 excitatory neurons mostly fire single APs at low frequency 
with some rare bursts of APs in vivo (see Section 4.2), layer 2/3 PV neurons are likely to be key in 
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tracking excitation and balancing it across several regimes of ongoing activity through dense 
projections targeted to local excitatory neuron somas (Packer and Yuste, 2011). On the other hand, Sst 
neurons seem to specifically be recruited in case of particular high excitatory activity, which will lead 
to their inhibitory action onto neighboring excitatory neurons (Fino and Yuste, 2011) at the level of 
their distal dendrites. In addition Sst neurons recruitment can lead to inhibition of other inhibitory 
neurons (Pfeffer et al., 2013), including PV neurons, therefore releasing their inhibitory effect on 
excitatory neurons somas.  
4.5 MODULATION OF UEPSP AMPLITUDE BY UP AND DOWN STATES 
We took advantage of the two different levels of network activity present under anesthesia, UP and 
DOWN states, to investigate their effect on synaptic transmission. Under isoflurane anesthesia, the Vm 
of PV neurons and most of the Sst neurons (as well as excitatory neurons) fluctuated between a 
depolarized state (UP) and a hyperpolarized state (DOWN), at a frequency between 0.1 Hz to 4 Hz. 
Some Sst neurons did not show such a clear fluctuation of their membrane potential, though the 
frequency content of the UP states was clearly dominated by high frequencies, while the DOWN states 
exhibited little spontaneous Vm fluctuations (Figure 2.4). The exact frequency of these slow UP-
DOWN oscillations was highly dependent of the concentration of isoflurane used. In order to ensure 
comparable levels of activity across experiments, we adjusted the concentration of isoflurane delivered 
during the recording session by monitoring the frequency of the slow oscillations in the LFP signal. 
Indeed, the amplitude of the LFP slow oscillations in the 1-5 Hz frequency band was not significantly 
different between recording carried out in the Sst-tdTomato mice and those performed in the PV-
tdTomato mice (Sst: 0.033 ± 0.011 mV (n = 34), PV: 0.033 ± 0.017 mV (n=19), p > 0.05). 
We showed that optogenetic stimulation was equally efficient in triggering single APs in UP 
states compared to DOWN states in ChR2-expressing excitatory neurons, with no difference in the AP 
jitter (Figure 3.6). However, it was sometimes the case that the optimal light intensity chosen to elicit 
single APs during DOWN states lead to two action potentials being triggered during UP states. Even 
in such configurations the peak of the uEPSP elicited in response to the first AP could be resolved. We 
therefore restricted our analysis to the comparison of the amplitude of the uEPSP, as any analysis 
involving detection of uEPSPs in single trials would have been further confounded by the high level of 
excitatory and inhibitory inputs received by PV and Sst neurons during UP states. At the population 
level, we did not find a significant difference in the uEPSP amplitude between UP and DOWN states 
for both PV and Sst neurons. Although certain PV and Sst neurons showed increased uEPSP 
amplitude in UP states, others exhibited decreased amplitude (Figure 3.21). Previous studies 
examining corticocortical (Crochet et al., 2005) and thalamocortical synaptic transmission (Bruno and 
Sakmann, 2006) found reduced uEPSP amplitude in UP compared to DOWN state. In addition, 
sensory-evoked EPSPs were found to be attenuated in barrel cortex during UP state (Petersen et al., 
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2003b; Sachdev et al., 2004; Hasenstaub et al., 2007), while visually-evoked PSPs had similar 
amplitude in either UP or DOWN states (Haider et al., 2007). Though an increased dataset would 
surely bring further insight about the role of elevated spontaneous activity on excitatory synaptic 
transmission in vivo, there are nonetheless several factors, which could account for a decrease or an 
increase in uEPSP amplitude between UP and DOWN states. UP states being more depolarized than 
DOWN states for both PV (UP: -50.6 ± 3.0 mV, DOWN: -66.6 ± 3.4 mV, p < 0.001) and Sst neurons 
(UP: -55.4 ± 5.7 mV, DOWN: -59.8 ± 8.5 mV, p < 0.05) implies a smaller electrical driving force in 
UP compared to DOWN state. Based solely on this parameter one would expect uEPSPs to be reduced 
in amplitude in UP compared to DOWN states.  A decrease in input resistance during UP state can 
also mediate smaller uEPSP amplitude in UP compared to DOWN states. Though input resistance has 
been found to be smaller in UP state compared to DOWN state in certain cases (Bernander et al., 
1991; Destexhe et al., 2003; Leger et al., 2005), in others it was unchanged (Waters and Helmchen, 
2006; Mateo et al., 2011). In addition, decreased neurotransmitter release probability can be another 
reason leading to smaller uEPSP in UP state (Crochet et al., 2005). On the other hand, UP state 
depolarized membrane potential can lead to activation of somatic (Bazhenov and Timofeev, 2007) and 
dendritic voltage-gated conductances (Waters and Helmchen, 2004), as well as to an enhanced 
neurotransmitter release (Shu et al., 2006), all increasing uEPSP amplitude.  
Applying high-frequency trains of optogenetic stimuli during UP states could be an alternate 
manner to gain insight about activity-dependent regulation of short-term synaptic plasticity, as it was 
shown to be modulated by network activity (Crochet et al., 2006; Reig et al., 2006; Reig and Sanchez-
Vives, 2007). Future investigations about synaptic transmission should also be undertaken during 
wakefulness, where different patterns of neocortical activity correlate with different behaviors. Finally, 
it will be interesting to investigate the impact of neuromodulators on synaptic transmission in the 
context of varying neocortical activities and behavioral states. 
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