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Abstract
As a generalization of Haglund’s statistic on Dyck paths [Conjectured statistics for the q,t-Catalan numbers, Adv. Math. 175 (2)
(2003) 319–334; A positivity result in the theory of Macdonald polynomials, Proc. Nat. Acad. Sci. 98 (2001) 4313–4316], Egge
et al. introduced the (q, t)-Schröder polynomial Sn,d (q, t), which evaluates to the Schröder number when q = t = 1 [A Schröder
generalization of Haglund’s statistic on Catalan paths, Electron. J. Combin. 10 (2003) 21pp (Research Paper 16, electronic)]. In their
paper, Sn,d (q, t) was conjectured to be equal to the coefﬁcient of a hook shape on the Schur function expansion of the symmetric
function ∇en, which Haiman [Vanishing theorems and character formulas for the Hilbert scheme of points in the plane, Invent.
Math. 149 (2002) 371–407] has shown to have a representation-theoretic interpretation. This conjecture was recently proved by
Haglund [A proof of the q, t-Schröder conjecture, Internat. Math. Res. Not. (11) (2004) 525–560]. However, because that proof
makes heavy use of symmetric function identities and plethystic machinery, the combinatorics behind it is not understood. Therefore,
it is worthwhile to study it combinatorially. This paper investigates the limiting case of the (q, t)-Schröder Theorem and obtains
interesting results by looking at some special cases.
© 2007 Elsevier B.V. All rights reserved.
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1. Background
Throughout this paper we use the standard notation
[n] := (1 − qn)/(1 − q), [n]! := [1][2] · · · [n],
[
n
k
]
:= [n]![k]![n − k]!
for the q-analogue of the integer n, the q-factorial, and the q-binomial coefﬁcient and (a)n := (1 − a)(1 − qa) · · ·
(1−qn−1a) for the q-rising factorial. Sometimes it is necessary to write the base q explicitly as in [n]q, [n]!q ,
[
n
k
]
q
, and
(a; q)n, but we omit q in this paper since it is clear from the context. When i + j + k =n,
[
n
i, j, k
]
:= [n]!/[i]![j ]![k]!
represents the q-trinomial coefﬁcient.
E-mail address: csong@math.pku.edu.cn.
0012-365X/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2007.09.043
C. Song / Discrete Mathematics 308 (2008) 5218–5229 5219
Fig. 1. A Dyck path ∈ D6.
Fig. 2. A Schröder path ∈ S8,4.
Deﬁnition 1.1. A Dyck path of order n is a lattice path from (0, 0) to (n, n) that never goes below the main diagonal
{(i, i), 0 in}, with steps (0, 1) (or NORTH, for brevity N) and (1, 0) (or EAST, for brevity E). Let Dn denote the
set of all Dyck paths of order n.
An example of a Dyck path of order 6 is illustrated in Fig. 1. The number of Dyck paths of order n is the nth Catalan
number, Cn = (1/(n + 1))
(
2n
n
)
. See [14, Ex. 6.19] for a list of 66 objects that are counted by Cn. This list is being
updated at Stanley’s webpage [15]: to the moment there have been 61 such objects!
Given a Dyck path , if we encode each N step by a 0, and each E step by a 1, then from (0, 0) to (n, n) we obtain
a word w(P i) of n 0s and n 1s. Thus, the subset of 01 words with n 0s and n 1s, which has at least as many 0s as 1s in
any initial segment, is in bijection with Dn. We call this special subset of 01 words the Catalan words of order n and
denote it by CWn.
Deﬁnition 1.2. A Schröder path of order n and with d diagonal steps is a lattice path from (0, 0) to (n, n) that never
goes below the main diagonal {(i, i), 0 in}, with (0, 1) (or NORTH), (1, 0) (or EAST) and exactly d (1,1) (or
Diagonal) steps. LetSn,d denote the set of all Schröder paths of order n and with d diagonal steps.
A Schröder path inS8,4 is illustrated in Fig. 2.
The number of Schröder paths of order n and with d diagonal steps is counted by
Sn,d =
(
2n − d
d
)
Cn−d = 1
n − d + 1
(
2n − d
d, n − d, n − d
)
.
The sum Sn =∑nd=0Sn,d is called the nth Schröder number. See [14, Ex. 6.39] for 19 combinatorial interpretations of
these numbers. More generalized versions of lattice path combinatorial theory may be found in [12,13].
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Egge et al. [2] studied the (q, t)-Schröder polynomial Sn,d(q, t) = ∑∈Sn,d qarea(P i)tbounce(P i), where area and
bounce are two simple statistics on Schröder paths. They generalized a result of Haglund [6] (see also [17]) to the
following:
q
( n2 )−
(
d
2
)
Sn,d(q, 1/q) = 1[n − d + 1]
[
2n − d
n − d, n − d, d
]
.
They also conjectured that the (q, t)-Schröder polynomial is symmetric and made a stronger conjectural interpretation
of Sn,d(q, t) involving a linear operator ∇ deﬁned on the modiﬁed Macdonald basis (see [2,7,8] for details and [18] for
backgrounds). That conjecture was later proved in [7] and thus became the (q, t)-Schröder Theorem. What interests us
here is a corollary of its limiting case:
Theorem 1.3 (Haglund [7]). For n ∈ N,
lim
d→∞ Sn+d,d(q, t) = [z
n]
∏
i,j0
(1 + qitj z),
where by the symbol [zn]f (z) we mean the coefﬁcients of zn in the series f (z).
On the other hand, a closed-form expression of Sn,d(q, t), which does not reference the bounce or area statistic, is
obtained in [2]:
Theorem 1.4 (Egge [2]). For all n, d ∈ N,
Sn+d,d(q, t) =
n∑
k=1
∑
a1+···+ak=n, ai>0
b0+···+bk=d, bi  0
q
∑k
i=1
( ai
2
)
t
∑k−1
i=0 (k−i)bi+
∑k−1
i=1 (k−i)ai
×
[
b0 + a1 − 1
b0
] [
bk + ak
bk
] k−1∏
i=1
[
bi + ai + ai+1 − 1
bi, ai, ai+1 − 1
]
.
Because Haglund’s proof in [7] makes heavy use of symmetric function identities and plethystic machinery, the
combinatorics behind it is not well understood. Accordingly, this paper is devoted to developing related combinatorial
theories via studying some special cases.
2. The limiting case identity
In Theorem 1.4, if we let d go to inﬁnity, then the upper bound restriction of b0, . . . , bk on the right-hand side will
be removed. Therefore,
lim
d→∞ Sn+d,d(q, t) = limd→∞
n∑
k=1
∑
a1+···+ak=n, ai>0
b0+···+bk=d, bi  0
q
∑k
i=1
( ai
2
)
t
∑k−1
i=0 (k−i)bi+
∑k−1
i=1 (k−i)ai
×
[
b0 + a1 − 1
b0
] [
bk + ak
bk
]
×
k−1∏
i=1
[
bi + ai + ai+1 − 1
bi, ai, ai+1 − 1
]
=
n∑
k=1
∑
a1+···+ak=n
ai>0
q
∑k
i=1
( ai
2
)
t
∑k−1
i=1 (k−i)ai
∞∑
b0=0
tkb0
[
b0 + a1 − 1
b0
]
× lim
bk→∞
[
bk + ak
bk
]
×
k−1∏
i=1
[
ai + ai+1 − 1
ai
] ∞∑
bi=0
t (k−i)bi
[
bi + ai + ai+1 − 1
ai + ai+1 − 1
]
.
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For ﬁxed a1, . . . , ak , using the q-binomial theorem, we have
∞∑
b0=0
tkb0
[
b0 + a1 − 1
b0
]
= 1
(tk; q)a1
×
∞∑
bi=0
t (k−i)bi
[
bi + ai + ai+1 − 1
ai + ai+1 − 1
]
= 1
(tk−i; q)ai+ai+1
.
Furthermore, for 0<q < 1,
lim
bk→∞
[
bk + ak
bk
]
= lim
bk→∞
(1 − qbk+1) · · · (1 − qbk+ak )
(1 − q) · · · (1 − qak )
= 1
(q; q)ak
.
Hence, we have derived an identity from the limiting case of the (q, t)-Schröder Theorem.
Theorem 2.1. For n ∈ N,
n∑
k=1
∑
a1+···+ak=n
ai>0
q
∑k
i=1
( ai
2
)
t
∑k−1
i=1 (k−i)ai 1
(tk; q)a1(q; q)ak
×
k−1∏
i=1
[
ai + ai+1 − 1
ai
]
1
(tk−i; q)ai+ai+1
= [zn]
∏
i,j0
(1 + qitj z).
The right-hand side of Theorem 2.1 has been studied in connection with bipartite partitions. Wright [16] conjectured
and Gordon [4] proved that the right-hand side times (q; q)n(t; t)n is a polynomial of degree 12n(n−1) in each variable.
In fact, it is convenient to multiply both sides of Theorem 2.1 by (q; q)n(t; t)n, so we will do that and thereby get the
following modiﬁed version of Theorem 2.1.
Theorem 2.2. For n ∈ N,
n∑
k=1
∑
a1+···+ak=n
ai>0
q
∑k
i=1
( ai
2
)
t
∑k−1
i=1 (k−i)ai 1
(tk; q)a1(q; q)ak
×
k−1∏
i=1
[
ai + ai+1 − 1
ai
]
1
(tk−i; q)ai+ai+1
× (q; q)n(t; t)n
= [zn]
∏
i,j0
(1 + qitj z) × (q; q)n(t; t)n.
Furthermore, it could be shown that the right-hand side of Theorem 2.2 is equal to
∑
∈Snq
maj()t(
n
2 )−maj(−1)
. Here
maj is the major index for permutations. In fact, a result in [14, p. 385] establishes∑
∈Sn
qmaj()tmaj(
−1) = [zn]
∏
i,j0
1
1 − qitj z × (q; q)n(t; t)n. (2.0.1)
Wright [16, p. 884] showed that
[zn]
∏
i,j0
1
1 − qit−j z = (−1)
ntn[zn]
∏
i,j0
(1 + qitj z). (2.0.2)
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Combining (2.0.1) and (2.0.2) together, we have
∑
∈Sn
qmaj()t(
n
2 )−maj(−1)
= t( n2 )(q; q)n(1/t; 1/t)n[zn]
∏
i,j0
1
1 − qi(1/t)j z
= (q; q)n(t; t)n (−1)
n
tn
[zn]
∏
i,j0
1
1 − qi(1/t)j z
= (q; q)n(t; t)n[zn]
∏
i,j0
(1 + qitj z).
Therefore we have another modiﬁed version of Theorem 2.1.
Theorem 2.3. For n ∈ N,
n∑
k=1
∑
a1+···+ak=n
ai>0
q
∑k
i=1
( ai
2
)
t
∑k−1
i=1 (k−i)ai 1
(tk; q)a1(q; q)ak
×
k−1∏
i=1
[
ai + ai+1 − 1
ai
]
1
(tk−i; q)ai+ai+1
× (q; q)n(t; t)n
=
∑
∈Sn
qmaj()t(
n
2 )−maj(−1)
.
The primary purpose of this paper is to study the combinatorial meaning of Theorems 2.2 and 2.3, both of which are
limiting cases of the (q, t)-Schröder Theorem. To that end, we do not assume the equality obtained in Theorem 2.2 or
Theorem 2.3, but rather analyze their left- and right-hand sides independently.
In the rest of this section we analyze some basic properties on the two sides of Theorem 2.2. Let Fn(q, t) denote the
left-hand side and Gn(q, t) denote the right-hand side. First let us review some facts. Carlitz [1] proved the following
properties of Gn:
Gn(q, t) = (qt)( n2 )Gn(1/q, 1/t), (2.0.3)
Gn(q, 0) = q( n2 ), (2.0.4)
Gn(q, 1) = 1 − q
n
1 − q Gn−1(q, 1), (2.0.5)
Gn(q, q) = qn(n−1)Gn(1/q, 1/q), (2.0.6)
Gn(1, 1) =n. (2.0.7)
It is proved in the author’s dissertation [11] that all of the above hold in exactly the same way for Fn(q, t). Namely,
Fn(q, t) = (qt)( n2 )Fn(1/q, 1/t), (2.0.8)
Fn(q, 0) = q( n2 ), (2.0.9)
Fn(q, 1) = 1 − q
n
1 − q Fn−1(q, 1), (2.0.10)
Fn(q, q) = qn(n−1)Fn(1/q, 1/q), (2.0.11)
Fn(1, 1) =n. (2.0.12)
From the above equations, Fn(q, 0) = Gn(q, 0) and Fn(q, 1) = Gn(q, 1) for any given q.
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3. When q = t
In this section we refer to the version of Theorem 2.3. That is, we use the same Fn(q, t) as previously and let
Hn(q, t) :=
∑
∈Sn
qmaj()t(
n
2 )−maj(−1)
.
Furthermore, for 1kn, deﬁne
fn,k(q, t) :=
∑
a1+···+ak=n
ai>0
q
∑k
i=1
( ai
2
)
t
∑k−1
i=1 (k−i)ai 1
(tk; q)a1(q; q)ak
×
k−1∏
i=1
[
ai + ai+1 − 1
ai
]
1
(tk−i; q)ai+ai+1
× (q; q)n(t; t)n,
and
hn,k(q, t) :=
∑
∈Sn,k
qmaj()t(
n
2 )−maj(−1),
where Sn,k = { ∈ Sn: isn() = k} and isn() denotes the length of the longest increasing subsequence of  ∈ Sn. By
deﬁnition, Fn(q, t) =∑ni=1fn,i(q, t) and Hn(q, t) =∑ni=1hn,i(q, t). For brevity, we also let
Fn,k(q, t) =
k∑
i=1
fn,i(q, t)
and
Hn,k(q, t) =
k∑
i=1
hn,i(q, t)
=
k∑
i=1
∑
∈Sn,i
qmaj()t(
n
2 )−maj(−1)
.
Here we investigate the interesting case where q = t . One property of the (q, q)-case comes from Eqs. (2.0.11) and
(2.0.6):
Fn(q, q) = qn(n−1)Fn(1/q, 1/q)
and
Gn(q, q) = qn(n−1)Gn(1/q, 1/q).
This property can be reﬁned to the following.
Lemma 3.1.
fn,k(q, q) = qn(n−1)fn,k(1/q, 1/q),
and
hn,k(q, q) = qn(n−1)hn,k(1/q, 1/q).
Proof. The ﬁrst equality is a corollary of the following more general lemma: for any given a1 + · · · + ak = n with
ai > 0 and 1kn, we have
fn,k(q, t)
fn,k(1/q, 1/t)
= (qt)n(n−1)/2. (3.0.13)
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Note that since
(q; q)n(t; t)n(
1
q
; 1
q
)
n
(
1
t
; 1
t
)
n
= qntn(qt)( n2 ),
Eq. (3.0.13) is true if only
q
∑k
i=1
( ai
2
)
t
∑k−1
i=1 (k−i)ai 1
(tk;q)a1 (q;q)ak
∏k−1
i=1
[
ai + ai+1 − 1
ai
]
1
(tk−i; q)ai+ai+1(
1
q
)∑k
i=1
( ai
2
)(
1
t
)∑k−1
i=1 (k−i)ai 1
(( 1
t
)k;( 1
q
))a1 ((
1
q
);( 1
q
))ak
∏k−1
i=1
[
ai + ai+1 − 1
ai
]
1
(( 1
t
)k−i; ( 1
q
))ai+ai+1
= qntn.
Deﬁne
b(q, t) = q
∑k
i=1
( ai
2
)
t
∑k−1
i=1 (k−i)ai ,
r0(q, t) = 1
(tk; q)a1(q; q)ak
,
ri(q, t) =
[
ai + ai+1 − 1
ai
]
1
(tk−i; q)ai+ai+1
for i = 1, . . . , k − 1.
Then it sufﬁces to prove
k−1∏
i=0
ri
(
1
q
,
1
t
)
ri(q, t)
= b(q, t)
b
(
1
q
,
1
t
)qntn.
In fact, for 1 ik − 1,[
ai + ai+1 − 1
ai
]
1/q[
ai + ai+1 − 1
ai
] = q
( ai
2
)+( ai+12
)
+ai
q
(
ai+ai+1−1
2
) ,
and
1((
1
t
)k−i
; 1
q
)
ai+ai+1
1
(tk−i; q)ai+ai+1
= t (k−i)(ai+ai+1)q
(
ai+ai+1−1
2
)
.
Hence,
ri
(
1
q
,
1
t
)
ri(q, t)
= q
( ai
2
)
q
(
ai+1
2
)
qai t (k−i)ai t (k−(i+1))ai+1 tai+1 .
In addition,
r0
(
1
q
,
1
t
)
r0(q, t)
= (t
k; q)a1(q; q)ak((
1
t
)k
; 1
q
)
a1
(
1
q
; 1
q
)
ak
= q
( a1
2
)
q
( ak
2
)
qak t(k−1)a1 ta1 .
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Therefore ﬁnally
k−1∏
i=0
ri
(
1
q
,
1
t
)
ri(q, t)
= q2
∑k
i=1
( ai
2
)
t2
∑k
i=1(k−i)ai qntn = b(q, t)
b
(
1
q
,
1
t
)qntn.
Observe that the second equality will be true as soon as we prove that Sn,k is closed under the inverse operation of
symmetric groups. In fact, it is easy to see that if isn() = k then isn(−1)k, and vice versa, so it is clear. 
The main conjecture regarding the (q, q) case is the following.
Conjecture 3.2. For 1kn,
fn,k(q, q) = hn,k(q, q).
Equivalently, for 1kn,
Fn,k(q, q) = Hn,k(q, q).
Conjecture 3.2 has been veriﬁed by using Maple for small values of n and k, but the proof appears to be quite hard
even for k = 2. It is not even clear that fn,k(q, q) or Fn,k(q, q) has to be polynomial for general n and k.
Example 3.3. When k = 1,
Fn,1(q, q) = fn,1(q, q) = q( n2 ) (q; q)n(q; q)n
(q; q)n(q; q)n = q
( n2 ),
and
Hn,1(q, q) = hn,1(q, q) = qmaj(n···21)+( n2 )−maj((n···21)−1) = q( n2 ).
In [3], cn(; q) is introduced as a kind of q-Catalan number with parameter  by means of the expansion formula
z =
∞∑
n=1
cn(; q)zn
q(
n
2 )(−q−nz)n(−qz)n
.
Fürlinger and Hofbauer showed that
cn(; q) = 1[n]
n∑
k=1
qk
2+k
[
n
k
] [
n
k − 1
]
,
and in particular
cn(1; q) = 1[n + 1]
[
2n
n
]
.
Lemma 3.4. When k = 2,
Fn,2(q, q) = q( n2 )cn(1 − n, q).
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Proof.
fn,2(q, q) =
n−1∑
a1=1
q
( a1
2
)+( n−a12
)
+a1 (q; q)2n
(q2; q)a1(q; q)n−a1
[
n − 1
a1
]
1
(q; q)n
=
n−1∑
a1=1
q
( a1
2
)+( n−a12
)
+a1 (q; q)n
(q; q)a1(q; q)n−a1
1
[a1 + 1]
[
n − 1
a1
]
=
n−1∑
a1=1
qa
2
1+a1(1−n)+( n2 )
[
n
a1
] [
n
a1 + 1
]
1
[n]
= q( n2 ) 1[n]
(
n∑
k=1
qk
2+(1−n)k
[
n
k
] [
n
k − 1
]
− [n] − 0
)
= q( n2 )(cn(1 − n; q) − 1).
So,
Fn,2(q, q) = fn,1(q, q) + fn,2(q, q) = q( n2 )cn(1 − n; q). 
Remark 3.5. In the summation above,
1
[n]
[
n
k
] [
n
k − 1
]
is the q-analog of the Runyon numbers rn,k = 1n
(
n
k
) (
n
k−1
)
[9, p. 17], which counts the number of Dyck paths  ∈
Dn with k − 1 “valleys” (consecutive EN pair steps) or equivalently k “peaks” (consecutive NE pair steps), i.e.
des(w(P i)) = k − 1. (For any word w, let des(w) be the number of descents in w.) Fürlinger and Hofbauer also
obtained the following combinatorial interpretation of cn(, q):
cn(, q) =
∑
w∈CWn
qmaj(w)+(−1) des(w).
Corollary 3.6. Fn,2(q, q) is a polynomial with non-negative coefﬁcients.
Proof. For brevity let des(w) = d . Then,(
n
2
)
+ maj(w) + ((1 − n) − 1) des(w)

(
n
2
)
+ (2 + 4 + · · · + 2d) − nd
=
(
n
2
)
+ d2 + d − nd
=
(
d − n − 1
2
)2
+ n
2 − 1
4

⎧⎪⎨
⎪⎩
n2 − 1
4
if n is odd,
n2
4
if n is even.
So Fn,2(q, q) is a polynomial of positive coefﬁcients, following Lemma 3.4 and Remark 3.5. 
Computationally, we found that
Fn,2(q, q) = Hn,2(q, q)
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Fig. 3. A Dyck path (on the left) and its inverse (on the right).
for n up to 8. Since Sn,1 ∪ Sn,2 = Sn(123), where Sn(123) stands for the set of 123-avoiding permutations in Sn, we
can rewrite the conjecture Fn,2(q, q) = Hn,2(q, q) in the following way.
Conjecture 3.7.∑
w∈CWn
qmaj(w)−n des(w) =
∑
∈Sn(123)
qmaj()−maj(−1).
Although the conjecture appears to be formidable, it is still interesting to consider some related situation. If restricted
to the set of “involutions” on both sides, then as a partial result, we prove a similar identity.
Deﬁnition 3.8. The inverse of a Catalan word w ∈ CWn is deﬁned to be
w−1 = r(w),
where r denotes the reverse operation and − denotes the complement operation that exchanges 0 and 1. We say w is an
involution if and only if w = w−1.
Example 3.9. When n = 3,
(000111)−1 = 000111,
(001011)−1 = 001011,
(001101)−1 = 010011,
(010011)−1 = 001101,
(010101)−1 = 010101.
So the involution subset of CW 3 consists of 000111, 001011, and 010101.
It is easy to see that w−1 ∈ CWn if and only if w ∈ CWn, so the inverse operation is closed on CWn. Geometrically,
given w, we may obtain w−1 by ﬁnding the Dyck path  that w corresponds to under the natural map, reﬂecting 
over the NW–SE main diagonal to obtain a new Dyck path P, and then taking the Catalan word that corresponds to
P. For this reason, we also deﬁne the inverse of a Dyck path  by −1 = P through this reﬂection, and say  is an
involution if and only if =−1. Fig. 3 illustrates a Dyck path together with its inverse. Note the reﬂection over the
dashed NW–SE diagonal.
Theorem 3.10.∑
w∈CWn:
w is an involution
qmaj(w)−n des(w) =
∑
∈Sn(123):
 is an involution
qmaj()−maj(−1).
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Proof. For w ∈ CWn, let des(w) be the collection of positions i where wi >wi+1.
maj(w−1) =
∑
i∈ des(w−1)
i
=
∑
2n−i∈ des(w)
i
=
∑
j∈ des(w)
2n − j
= 2n des(w) − maj(w).
Clearly des(w−1) = des(w). Thus
maj(w−1) − n des(w−1) = (2n des(w) − maj(w)) − n des(w)
= n des(w) − maj(w)
= − (maj(w) − n des(w)).
If w is an involution, this implies that maj(w) − n des(w) = 0. So it sufﬁces to prove that the number of involutions in
CWn, which is also the number of Dyck path involutions in Dn, is equal to the number of involutions in Sn(123).
On one hand, Simion and Schmidt [10] showed that the number of involutions in Sn(123) is equal to(
n⌈n
2
⌉)
.
On the other hand, we can decompose the set of Dyck path involutions according to the place where they reach the
NW–SE diagonal about which they are symmetric. For km, let S(k,m) be the set of all 01 words w=w1w2 . . . wk+m
consisting of k 0s and m 1s; let S+(k,m) denote the subset of S(k,m) consisting of those words, such that no initial
segment contains more 1s than 0s; and let S−(k,m) = S(k,m)\S+(k,m). Obviously |S(k,m)| =
(
k+m
k
)
. Fürlinger
and Hofbauer [3] constructed a bijection between S−(k,m) and S(k + 1,m − 1). Furthermore, since every Dyck path
involution is uniquely decided by its beginning half (the part from (0, 0) to where it reaches the NW–SE diagonal), there
is an apparent bijection between S+(k, n − k) and the subset of Dyck path involutions in Dn that reach the NW–SE
diagonal at (n − k, k). Therefore, the number of Dyck path involutions in Dn is equal to
n∑
k= n2 
|S+(k, n − k)| =
n∑
k= n2 
|S(k, n − k)| − |S−(k, n − k)|
=
n∑
k= n2 
(
n
k
)
− |S(k + 1, n − k − 1)|
=
n∑
k= n2 
(
n
k
)
−
(
n
k + 1
)
=
(
n⌈n
2
⌉)
.
So we are done. 
Remark 3.11. Recently, involutions in Sn(132) are investigated by Guibert and Mansour. See [5] for details.
Acknowledgment
Part of this research was carried out at the University of Pennsylvania, while the author was under the supervision
of Professor James Haglund. The author is grateful to Jim Haglund, Nicholas Loehr, and two anonymous referees for
their helpful suggestions.
C. Song / Discrete Mathematics 308 (2008) 5218–5229 5229
References
[1] L. Carlitz, The expansion of certain products, Proc. Amer. Math. Soc. 7 (1956) 558–564.
[2] E.S. Egge, J. Haglund, K. Killpatrick, D. Kremer, A Schröder generalization of Haglund’s statistic on Catalan paths, Electron. J. Combin. 10
(1) (2003) 21pp (Research Paper 16, electronic).
[3] J. Fürlinger, J. Hofbauer, q-Catalan numbers, J. Combin. Theory Ser. A 40 (2) (1985) 248–264.
[4] B. Gordon, Two theorems on multipartite partitions, J. London Math. Soc. 38 (1963) 459–464.
[5] O. Guibert, T. Mansour, Some statistics on restricted 132 involutions, Ann. Comb. 6 (3–4) (2002) 349–374.
[6] J. Haglund, Conjectured statistics for the q, t-Catalan numbers, Adv. Math. 175 (2) (2003) 319–334.
[7] J. Haglund, A proof of the q, t-Schröder conjecture, Internat. Math. Res. Not. (11) (2004) 525–560.
[8] J. Haglund, N. Loehr, A conjectured combinatorial formula for the Hilbert series for diagonal harmonics, Discrete Math. 298 (1–3) (2005)
189–204.
[9] J. Riordan, Combinatorial Identities, Wiley, New York, 1968.
[10] R. Simion, F.W. Schmidt, Restricted permutations, European J. Combin. 6 (4) (1985) 383–406.
[11] C. Song, Combinatorial theory of q, t-Schröder polynomials, parking functions and trees, Ph.D. Thesis, University of Pennsylvania, 2004.
[12] C. Song, The generalized Schröder theory, Electron. J. Combin. 12 (2005) 10pp. (Research Paper 53, electronic).
[13] C. Song, On permutation paths and signed permutation paths, Far East J. Math. Sci. FJMS 17 (3) (2005) 281–298.
[14] R.P. Stanley, Enumerative Combinatorics, Vol. 2, in: Cambridge Studies in Advanced Mathematics, vol. 62, Cambridge University Press,
Cambridge, 1999 (With a foreword by Gian-Carlo Rota and ce:cross-refappendix 1 by Sergey Fomin).
[15] R.P. Stanley, Catalan addendum. Available at 〈www-math.mit.edu/∼rstan/ec/catadd.pdf〉, 2007.
[16] E.M. Wright, Partition of multipartite numbers into a ﬁxed number of parts, Proc. London Math. Soc. (3) 11 (1961) 499–510.
[17] A.M. Garsia, J. Haglund, A positivity result in the theory of Macdonald polynomials, Proc. Natl. Acad. Sci. USA., 98 (8) (2001) 4313–4316.
[18] M.D. Haiman, Vanishing theorems and character formulas for the Hilbert scheme of points in the plane, Invent. Math. 149 (2) (2002) 371–407.
