Abstract: We consider numerical approximation of solutions of singular second order differential equations. In particular, we study the backward (or implicit) Euler method. We prove results concerning consistency, global error and stability. We show that the global error is linear with respect to the step size. Numerical results are also given, which demonstrate the linear convergence and compare the numerical results with known approximations. 
SECTION 1: INTRODUCTION
In [1] the authors proved local existence of solutions, and under additional assumptions, uniqueness of solutions for the initial value problem
in which p might be singular at t  0. In this paper, we continue our study of this problem by investigating numerical approximation of solutions. In section 2, we consider application of the backward Euler method (also known as the implicit Euler method). That method seems to be ideal for (IVP1), since evaluation of p at t  0 for that method is not needed. Based roughly on the approach in [2] , we prove consistency, stability and also a global error estimate. In section 3, we supply numerical results for these theorems. We conclude the article by further discussing the results. For further background, the reader can find that the backward Euler method has been applied in a number of recent papers, including, for example, [3] , [4] , [5] , [6] and [7] .
SECTION 2: BACKWARD EULER METHOD
We will apply the backward (or implicit) Euler method to (IVP1) to approximate solutions in the case in which p might be singular. In this section we make the following assumptions:
A1) p ≥ 0 on 0, 1 (see note below) A2) q is continuous on 0, 1  R and for each t ∈ 0, 1, qt,  is Lipschitz continuous with Lipschitz constant L A3) a unique solution u exists on 0, 1 (see note below)
Note that we could replace A1) by the weaker assumption that p is only bounded below and the following proof will still work. Note also that we may replace assumption A3) with the hypotheses of any existence and uniqueness theorem for such problems, for example, in the case   0 one could apply Theorem 4.3 of [8] . Also, the uniqueness in A3) need not be assumed explicitly -it follows from the results in this section.
Recall that the backward (or implicit) Euler method for the initial value problem x ′  ft, x, xt 0   x 0 is of the form
where h  t n1 − t n and x and f may be vector-valued. Note that it avoids evaluating f at the singularity t 0  0, but requires an approximation routine for solving implicit nonlinear algebraic equations. In this section, we prove consistency and derive global error and stability results. The notation and results of this section were originally motivated, in part, by [2] . Note that when applied to second order scalar differential equations, [2] requires that pt is of the form atbt t , where b is continuous. Hence, our assumptions cover cases such as pt  1 t , which [2] does not.
We first set up the necessary notation. Converting (IVP1) to a system as usual (letting x  y and w  y ′ ), we obtain
Let u, v represent the true solution to (IVP2) (where u  x, v  w).
We now construct the backward Euler numerical scheme for (IVP2). Divide the interval 0, 1 into N equal subintervals, where N ∈ N and let h  1/N. Let x 0   and
and we thus have
This leads to the following definition. Let X  X 0 , X 1 , . . . , X N  and 
Similarly, we can show
In order to prove a global error result, we will need to make use of the following two lemmas. Lemma 2.1:
, where L is the Lipschitz constant from A2). For
Substituting into (2a), we have
Similarly, we have
Let −l i1 be the sum of the last three terms in (5). The right-hand side of (5) becomes
Thus, (4) and (6) yield
, and substituting this expression into (7a) we obtain
Also, recalling the definition of l i1 , we have (using Theorem 2.1 and assumption A2)
We now have from (8), A1), Theorem 2.1 and (9)
Solving the above for | i1 |, we obtain
where we used the assumption that h  1/ 2L . Similarly, we can derive a corresponding inequality for | i1 |:
for all i  0, 1, . . . , N.
Solving this recursion relation, we obtain z i 
We now have, from Lemma 2.1 and the definition of  1
We also have using Lemma 2.1
. . , N, where G and F 2 are as specified in Lemma 2.2.
Proof: From Lemma 2.2, we have
and the same for | N |.  From Corollary 2.1, we easily obtain a global error result. 0, 1, . . . , N, where K 1 , K 2 are independent of h and i, for any h ∈ 0, H.
Corollary 2.2 (global error): Let
The next question we address is that of stability for this method. 
Theorem 2.2 (stability):
By repeating the procedure in Lemma 2.1, we obtain similar inequalities for a i1 and b i1 :
Now define H and G as in Lemma 2.2. Define
As in the proof of Lemma 2.2, we use induction to obtain
for all i  0, 1, . . . , N and hence
and similarly |b i | ≤ e G max| 1 |, | 2 |. 
SECTION 3: NUMERICAL RESULTS FOR THE BACKWARD EULER METHOD
We now provide some numerical results for the backward Euler method discussed in the previous section. The first of these verifies the linear order of convergence.
Example 3.1: We consider the nonlinear Lane-Emden equation with n  5 [9] :
The solution to this initial value problem is well known to be ut  1 1 1 3 t 2 . We compare our approximations with the true solution for several values of the step size h, rounding to five decimal places (see Table 3 .1). 
