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Abstract. We determine nontrivial intervals I ⊂ (0,+∞), numbers α ∈ R and continuous
bijections f : I → I such that f(x)f−1(x) = xα for every x ∈ I.
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1. Introduction
In [7] (see also [6, page 358], [1]) the authors, motivated by a freshman mistake
when for a student the inverse f−1 and the reciprocal 1/f of a given bijection
f : I → I have the same meaning, come to the equation
f−1(x) =
1
f(x)
for every x ∈ I, (1.1)
where I ⊂ R. In [7] it is demonstrated that in the case where I = (0,+∞)
bijections satisfying Eq. (1.1) do exist, but each such bijection must have
an infinite number of discontinuities. A complete description of real bijective
solutions of Eq. (1.1) was obtained in [5], along with examples illustrating the
possible behavior of such solutions. In contrast to the real case there exist
analytic bijections satisfying (1.1) defined on a region I of the complex plane
(see [5]). Equation (1.1) is a particular case of the equation fm(x) = [f(x)]n
discussed, among others, in [4] and in [13] for some integers m and n. It was
noticed in [11] (see also [9, page 293]) that solutions of equation (1.1) can be
used for the construction of iterative roots of the identity. More results on
iterative roots of the identity can be found, among others, in [9, Chapter XV],
[10, Chapter 11].
All continuous bijective solutions f : I → I of the equation
f(x)f−1(x) = x2 for every x ∈ I, (1.2)
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where I ⊂ R is an interval, were determined in [12], when solving a prob-
lem posed by Nicole Brilloue¨t–Belluot (see [3]). Equation (1.2) without the
continuity assumptions on its bijective solutions were studied in [8], where a
complete description of general bijective solutions of (1.2) can be found, as
well as examples of discontinuous bijections satisfying (1.2). Equation (1.2)
can be written in the form
f2(x)x = [f(x)]2 for every x ∈ I, (1.3)
however, now we do not need to assume that f is a bijection. It turns out that
in the case where I = (0,+∞) Eqs. (1.2) and (1.3) have the same continuous
solutions (see [2]).
In this paper we are interested in continuous bijections f : I → I such that
f(x)f−1(x) = xα for every x ∈ I, (E)
where α ∈ R and I ⊂ R is a nontrivial interval. Clearly, Eq. (E) generalizes
both Eqs. (1.1) and (1.2).
2. Preliminary
For the convenience of the reader, we begin with repeating results on contin-
uous bijective solutions of Eqs. (1.1) and (1.2) defined on a real interval.
Theorem 2.1 (see [5]). There is no continuous bijective solution of equation
(1.1) defined on a nontrivial interval of the real line.
Theorem 2.2 (see [12]). Assume that I ⊂ R is a nontrivial interval. If f : I → I
is a continuous bijective solutions of equation (1.2), then one of the following
assertions hold:
(i) I is bounded or 0 ∈ clI and f(x) = x on I;
(ii) I = R is unbounded with 0 ∈ clI and there exists c > 0 such that f(x) =
cx on the half-line J ⊂ Iending with 0 and f(x) = x on I \ J ;
(iii) I is bounded with clI = −clI and f(x) = −x on I;
(iv) I = R and either there exists a < 0 such that f(x) = ax on I or there
exist b, c > 0 such that f(x) = bx on (−∞, 0] and f(x) = cx on [0,+∞).
From now on we assume that α ∈ R\{0, 2} and I ⊂ R is a nontrivial
interval.
Following the idea from [12] we begin with finding useful formulas for iter-
ates of bijective solutions f : I → I of equation (E). For this purpose, we define
a sequence (an)n∈Z putting
a0 = 1, a1 = α and an+1 = αan − an−1 for every n ∈ N. (2.1)
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Lemma 2.3. Assume that f : I → I is a bijection satisfying (E). Then for every
n ∈ N we have:
fn+1(x) =
[f(x)]an
xan−1
for every x ∈ I \ {0}; (2.2)
f−n(x) =
xan
[f(x)]an−1
for everyx ∈ I \ {0}. (2.3)
Proof. Putting f(x) instead of x in (E) we get f2(x) = [f(x)]
α
x =
[f(x)]a1
xa0 for
every x ∈ I \{0}. Hence (2.2) holds for n = 1. Fix n ∈ N and assume that (2.2)
holds. Then fn+2(x) = fn+1(f(x)) = [
f2(x)]an
[f(x)]an−1 =
[f(x)]αan
xan [f(x)]an−1 =
[f(x)]an+1
xan
for every x ∈ I \ {0}.
Since f satisfies (E), so does f−1. Therefore (2.2) and (E) yield f−(n+1)(x) =
[f−1(x)]an
xan−1 for all n ∈ N and x ∈ I\{0}. Replacing x by f(x) we obtain (2.3). 
We finish this section with a lemma which will be useful for determining
decreasing bijective solutions of equation (E).
Lemma 2.4. Assume that f : I → I is a decreasing bijection satisfying (E).
Then the function g : I → I given by g(x) = f2(x) is an increasing bijection
and
g(x)g−1(x) = xα
2−2 for every x ∈ I. (2.4)
Proof. It is clear that the function g is an increasing bijection. By Lemma 2.3
we have g(x)g−1(x) = f2(x)f−2(x) = [f(x)]
a1
xa0 · x
a2
[f(x)]a1 = x
a2−a0 = xα
2−2 for
every x ∈ I \ {0}. If 0 ∈ I, then g(0) = f2(0) = 0. 
3. Main results
From now on we assume that clI ⊂ [0,+∞). However, all presented results can
be extended to the general case I ⊂ R according to the following observation.
Remark 3.1. Assume that f : I → I is a bijection satisfying (E). Then the
function h : −I → −I given by h(x) = −f(−x) is a bijection and h(x)h−1(x) =
(−x)α for every x ∈ −I.
Necessary conditions on α and I for equation (E) to have a continuous
bijective solution f : I → I gives the following lemma.
Lemma 3.2. Assume that f : I → I is a bijection satisfying (E).
(i) If f is increasing, then α > 0 and either clI = [0, 1] or clI = [1,+∞) or
clI = [0,+∞).
(ii) If f is decreasing, then either α < 0 and I = (0,+∞) or α = −2 and
there exists a ∈ (0, 1) such that clI = [a, a−1].
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Proof. Put a = inf I, b = sup I.
(i) Clearly, a = limx→a+ f(x) = limx→a+ f−1(x) and b = limx→b− f(x) =
limx→b− f−1(x).
If a > 0, then (E) implies a2 = aα, and since α = 2, we have a = 1.
Similarly, if b < +∞, then b = 1.
Since f is increasing, so is the function
I  x −→ f(x)f−1(x) ∈ I ·I. (3.1)
Thus α > 0.
(ii) Clearly, a = limx→b− f(x) = limx→b− f−1(x) and b = limx→a+ f(x) =
limx→a+ f−1(x). If a > 0, then (E) implies a2 = bα. Hence b < +∞ and
b2 = aα, by (E). Consequently,
(a
b
)α+2
=
a2
bα
· a
α
b2
= 1.
Since a < b, we have α = −2, and hence b = a−1. Similarly, if b < +∞, then
α = −2 and a = b−1. 
Since f is decreasing, so is the function given by (3.1). Thus α < 0.
The next lemma gives useful information about the behavior of the sequence
(an)n∈Z defined by (2.1).
Lemma 3.3. Assume that α > 0. If
an−1 < an+1 for every n ∈ N, (3.2)
then α > 2, limn→∞ anan−1 = β > 1 and
β +
1
β
= α. (3.3)
In particular, limn→∞ an = +∞.
Proof. From (3.2) and (2.1) we obtain that 2an−1 < αan for every n ∈ N.
Now, by induction we see that an−1 > 0 for every n ∈ N.
Define a sequence (bn)n∈N putting bn = anan−1 . Obviously, bn > 0 for every
n ∈ N. Moreover, b2 = α2−1α < α = b1. Fix n ∈ N and assume that bn+1 <
bn. Then bn+2 =
α·an+1−an
an+1
= α − 1bn+1 < α − 1bn = bn+1. Consequently,
the sequence (bn)n∈N converges. Let β = limn→∞ bn. According to (2.1) we
obtain (3.3). Hence α > 2 since α = 2. By (3.2) we have 1 ≤ limn→∞ an+1an−1 =
limn→∞
an+1
an
limn→∞ anan−1 = β
2. Using (3.3) and the fact that α = 2 we get
β > 1. In consequence, limn→∞ an = +∞. 
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Now we are ready to determine continuous bijections satisfying (E). We
begin with increasing bijections. By assertion (i) of Lemma 3.2 we have three
cases to consider: clI = [0, 1], clI = [1,+∞), clI = [0,+∞).
Theorem 3.4. Assume that either clI = [0, 1] or clI = [1,+∞) and let f : I → I
be an increasing bijection satisfying (E). Then α > 2 and
f(x) = xβ for every x ∈ I (3.4)
with β satisfying (3.3).
Proof. By assertion (i) of Lemma 3.2 we have α > 0.
We first consider the case clI = [0, 1].
It is easy to see that every increasing bijective solution of equation (E) on
I can be uniquely extended to an increasing bijective solution of equation (E)
on clI. Thus we may (and do) assume that I = [0, 1]. Clearly, f(x) = x if and
only if x ∈ {0, 1}.
Since all the iterates of f are increasing, we have [f(x)]
an
xan−1 < 1 and
xan+1
[f(x)]an <
1 for all x ∈ (0, 1) and n ∈ N, by Lemma 2.3. Thus xan+1 < [f(x)]an < xan−1
for all x ∈ (0, 1) and n ∈ N. In particular, (3.2) holds. Therefore, Lemma 3.3
yields α > 2.
Without loss of generality we can assume that f(x) < x for every x ∈ (0, 1).
Hence, by induction, we have x < f−n(x) < 1 for all x ∈ (0, 1) and n ∈ N.
This jointly with (2.3) and Lemma 3.3 implies
1 = lim
n→∞ x
1
an−1 ≤ lim
n→∞[f
−n(x)]
1
an−1 = lim
n→∞
x
an
an−1
f(x)
=
xβ
f(x)
≤ 1
for every x ∈ (0, 1) with β satisfying (3.3).
Now we consider the case clI = [1,+∞).
Put J = {x ∈ R : x−1 ∈ I}. We have clJ = [0, 1]. Observe that the for-
mula g(x) = [f(x−1)]−1 defines an increasing bijection from J to J . Moreover,
g(x)g−1(x) = [f(x−1)f−1(x−1)]−1 = xα for every x ∈ J . According to the
previous case we conclude that g(x) = xβ for every x ∈ J with β satisfying
(3.3). Consequently, f(x) = [g(x−1)]−1 = xβ for every x ∈ I. 
As an immediate consequence of Theorem 3.4 we obtain the following corol-
lary.
Corollary 3.5. Assume that clI = [0,+∞) and let f : I → I be an increasing
bijection satisfying (E) such that f(1) = 1. Then α > 2 and
f(x) =
{
xβ , if x ≤ 1,
xγ , if x > 1, (3.5)
where β satisfies (3.3) and γ is such that
γ +
1
γ
= α. (3.6)
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Now we determine decreasing bijective solutions of (E). By assertion (ii) of
Lemma 3.2 we have two cases to consider: I = (0,+∞), clI = [a, a−1] with
a ∈ (0, 1).
Theorem 3.6. Let f : (0,+∞) → (0,+∞) be a decreasing bijection satisfying
(E). Then α ≤ −2 and f has form (3.5) with β satisfying (3.3) and γ satisfying
(3.6).
Proof. By Lemma 2.4 the function g = f2 is an increasing bijection satisfying
(2.4). Corollary 3.5 and Theorem 2.2 imply α2 − 2 ≥ 2. Thus assertion (ii) of
Lemma 3.2 yields α ≤ −2.
We first consider the case α < −2, that is α2 − 2 > 2.
Since f has exactly one fixed point which must be equal to 1 by (E), we
have g(1) = 1. Then applying Lemma 2.3 and Corollary 3.5 we obtain
[f(x)]α
x
= f2(x) = g(x) =
{
xμ, if x ≤ 1,
xν , if x > 1,
with μ and ν such that
μ +
1
μ
= ν +
1
ν
= α2 − 2. (3.7)
In consequence f has form (3.5) with β = μ+1α and γ =
ν+1
α . Moreover, (3.3)
and (3.6) hold according to (3.7).
Now we consider the case α = −2, that is α2 − 2 = 2
As a consequence of assertion (ii) of Theorem 2.2, there exists c > 0 such
that g(x) = cx for every x ∈ I. This jointly with Lemma 2.3 gives cx = g(x) =
f2(x) = [f(x)]
−2
x , and hence f(x) =
1√
c
x−1 for every x ∈ I. Since f solves (E),
we conclude that c = 1. Thus f has form (3.5) with β = γ = −1. 
Theorem 3.7. Assume that α = −2 and clI = [a, a−1] with some a ∈ (0, 1)
and let f : I → I be a decreasing bijection satisfying (E). Then f(x) = x−1 for
every x ∈ I.
Proof. By Lemma 2.4 the function g = f2 is an increasing bijection satisfying
(2.4). Then applying Lemma 2.3 and assertion (i) of Theorem 2.2 we obtain
[f(x)]−2
x = g(x) = x for every x ∈ I. Consequently, f(x) = x−1 for every
x ∈ I. 
We end this paper with a problem.
Problem 3.8. Is the assumption f(1) = 1 needed in Corollary 3.5?
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