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Abstract
Out(Fn) := Aut(Fn)/Inn(Fn) denotes the outer automorphism group of the
rank n free group Fn. An element φ of Out(Fn) is polynomially growing if the
word lengths of conjugacy classes in Fn grow at most polynomially under iter-
ation by φ. We restrict attention to the subset UPG(Fn) of Out(Fn) consisting
of polynomially growing elements whose action on H1(Fn,Z) is unipotent. In
particular, if φ is polynomially growing and acts trivially on H1(Fn,Z3) then φ
is in UPG(Fn) and also every polynomially growing element of Out(Fn) has a
positive power that is in UPG(Fn). In this paper we solve the conjugacy prob-
lem for UPG(Fn). Specifically we construct an algorithm that takes as input
φ, ψ ∈ UPG(Fn) and outputs YES or NO depending on whether or not there is
θ ∈ Out(Fn) such that ψ = θφθ−1. Further, if YES then such a θ is produced.
2
1 Introduction
In this paper, we consider the conjugacy problem for Out(Fn), the group of outer
automorphisms of the free group of rank n. Namely, given φ, ψ ∈ Out(Fn), find an
algorithm that decides if φ and ψ are conjugate in Out(Fn).
The case in which φ is fully irreducible, also know as iwip, was first solved by Sela
[Sel95] using his solution to the isomorphism problem for torsion-free word hyper-
bolic groups. This was recently generalized, using a similar approach, by Dahmani
[Dah16] to the case that φ is hyperbolic, or equivalently, that every element of Fn has
exponential growth under iteration by φ. See also [Dah17]. An alternate approach to
the fully irreducible case takes advantage of the fact that the finite set of (unmarked)
train track maps that represent a fully irreducible φ is a complete invariant for the
conjugacy class of φ. Los [Los96] and Lustig [Lus07] (see also [HM11]) solved the
conjugacy problem for fully irreducible φ by algorithmically constructing the set of
(unmarked) train track maps for φ.
On the other end of the growth spectrum, the conjugacy problem for Dehn twists
(equivalently rotationless, linearly growing φ) was solved by Cohen and Lustig [CL99]
using, among other things, Whitehead’s algorithm (see below). Kristic´, Lustig and
Vogtmann [KLV01] proved an equivariant Whitehead algorithm and used that to
solve the conjugacy problem for all elements with linear growth.
Lustig [Lus00, Lus01] posted papers in 2000 and 2001 addressing the general case
of the conjugacy problem but these have never been published.
Our main theorem addresses the case that φ is polynomially growing and rota-
tionless, equivalently φ is polynomially growing and induces a unipotent action on
on H1(Fn,Z); we write φ ∈ UPG(Fn). Being an element of UPG(Fn) is a conjugacy
invariant and can be checked algorithmically.
It is often the case, when studying Out(Fn), that the techniques required to treat
the UPG(Fn) case are very different from those needed for the cases in which there is
exponential growth. For example, the polynomially growing and exponentially grow-
ing cases of the Tits alternative for Out(Fn) are proved in separate papers,[BFH05],
[BFH00]. It is also true that the UPG(Fn) case is a base case for any inductive solution
to the conjugacy problem.
Theorem 1.1. There is an algorithm that takes as input φ, ψ ∈ UPG(Fn) and outputs
YES or NO depending on whether or not there exists θ ∈ Out(Fn) such that φ = ψθ :=
θψθ−1. Further, if YES then the algorithm also outputs such a θ.
A detailed description of the algorithm is given in Section 2 so we restrict ourselves
here to some general comments on our approach and the structure of the paper.
Given two finite ordered lists of conjugacy classes in Fn, Whitehead’s algorithm
decides if there exists θ ∈ Out(Fn) that maps the first to the second; if so, then one
such θ is produced. Gersten generalized this so as to apply to finite ordered lists of
conjugacy classes of finitely generated subgroups of Fn. It is not hard to extend this
further to lists of conjugacy classes that are unordered.
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Section 9 contains a list of all the dynamical invariants that we associate to φ, ψ ∈
UPG(Fn). Some are standard and are recalled in Section 3. Others are new and are
defined in Section 5. Each of these invariants, say J , is natural in the sense that
if ψ = φθ then J(ψ) = θ(J(φ)). For example, there is a free factor system F0(φ)
characterized by the fact that a conjugacy class in Fn is carried by F0(φ) if and only
if it grows linearly under iteration by φ. Since a free factor system is an unordered
list of conjugacy classes of free factors, we can check if there exists θ ∈ Out(Fn) such
that F0(ψ) = θ(Fo(φ)). If no such θ exists then φ and ψ are not conjugate. If there
is a such a θ then after replacing ψ by ψθ
−1
, we may assume, as far as the conjugacy
problem is concerned, that J(φ) = J(ψ). Moreover, any conjugator will preserve
J(φ) = J(ψ).
We pursue this strategy as far as we can in Sections 6–11. Along the way, we
extend the Whitehead/Gersten algorithm to apply to a larger category and we de-
fine new invariants tailored to this larger context. The end result is a reduction
(Lemma 11.6) of Theorem 1.1 to Proposition 11.3, which simplifies the conjugacy
problem in two ways. First, we may assume that φ and ψ are indistinguishable with
respect to a reasonably long list of invariants. Second, we need only consider conju-
gating maps θ in a certain subgroup of Out(Fn) that is contained in the stabilizer of
each of these invariants. This completes the first phase of the proof.
The second phase, carried out in Sections 12–13, is a further reduction on the
set of possible conjugating maps θ; see Lemma 13.4 and Proposition 13.3. This is
accomplished by a detailed study of the structure of eigenrays in the UPG case. It is
the most technical part of the paper.
In Section 14 we solve the conjugacy problem under the hypothesis of our second
reduction (Proposition 13.3) and so complete the proof of the general conjugacy prob-
lem for UPG(Fn). This is an induction up the common filtration of φ and ψ, making
use of an adaptation (Lemma 4.21) of the Recognition Theorem [FH11, Theorem 5.1].
Example 3.1 gives an illustrative element of UPG(Fn) and is further developed as
we progress through the text.
2 The algorithm
If U and A are, respectively, a subset and a subgroup of a group G, then the conjugacy
problem for U in G with conjugator in A is that of the existence of an algorithm that
takes as input φ, ψ ∈ U and outputs YES or NO depending on whether or not there
exists θ ∈ A such that φ = ψθ. Further, if YES then the algorithm also outputs such
a θ. When A = G, this is the conjugacy problem for U in G.
The ten items enumerated below are the steps in our algorithm solving the conju-
gacy problem for UPG(Fn) in Out(Fn). We fix φ once and for all. We take G = Out(Fn)
throughout our algorithm, but we allow U = U(φ) and A = A(φ) to decrease at vari-
ous stages of our algorithm, in ways that depend on φ. The U(φ) and A(φ) notation
is used in the rest of this section.
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Items (5), (6) and (9) below are reductions in which we choose a certain subgroup
A′(φ) of A(φ) and subset U′(φ) of U(φ) and show how a solution to the conjugacy
problem for U′(φ) with conjugator in A′(φ) can be used to solve the conjugacy problem
for U(φ) with conjugator in A(φ). This is typically done by constructing a finite set
{θ1, . . . , θm} ⊂ A(φ) such that φ is conjugate to ψ by an element of A(φ) if and only if
φ is conjugate to some ψθj by an element of A′(φ). Thus the solution to the conjugacy
problem for U(φ) with conjugators in A(φ) requires solving m conjugacy problems for
U′(φ) with conjugator in A′(φ).
Our overall approach is motivated by the recognition theorem [FH11, Theo-
rem 5.3], which provides invariants that distinguish any two elements of UPG(Fn).
See Lemma 4.21 for an adaptation of that theorem to our present context.
Here is a description of the algorithm with references to the relevant definitions
and results in this paper.
(1) Construct a CT f : G→ G for φ. (Section 3.5)
(2) Construct the eigengraph Γ(f). (Section 4.1)
(3) Use f : G→ G and Γ(f) to read off the following dynamical invariants of φ :
• the finite multi-set Fix(φ) of conjugacy classes of fixed subgroups of φ.
(Definition 3.10)
• the finite set ΩNP(φ) of all non-periodic limit lines for all eigenrays of φ.
(Section 5.1)
• the finite sets Aor(φ) and SA(φ) of axes and strong axes for φ. (Section 4.2)
• the linear free factor system F0(φ). (Definition 5.22)
• the finite set L(φ) of special φ-chains. (Notation 5.25) Once and for all fix
a special φ-chain c. If necessary reconstruct f : G→ G so that it realizes
c and reconstruct Γ(f) for this f that realizes c. (Sections 3.3 and 5.2)
• for each one-edge extension e in c, the set Le(φ) of added lines with respect
to e. (Definition 5.31)
(4) Some of the dynamical invariants listed above are algebraic in that they can be
expressed in terms of conjugacy classes of finitely generated subgroups of Fn
or more generally iterated sets (Section 8.1). For those that are not, we define
corresponding algebraic invariants that depend on our chosen special φ-chain
c. In this latter case, the algebraic invariant is weaker than the corresponding
dynamical invariant, but is easier to compute with. (Section 10)
• the finite set Hc(φ) of all algebraic limit lines for all eigenrays of φ.
• the set of algebraic strong axes. (Each strong axis is associated to a com-
ponent of Γ(f). If the core of that component has rank at least two then
there is an algebraic version of that strong axis.)
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• for each one-edge extension e in c, the set He(φ) of algebraic added lines
with respect to e.
(5) Let U′(φ) = {ψ ∈ UPG(Fn) : c ∈ L(ψ)} and let A′(φ) be the stabilizer Outc(Fn)
of our chosen c in Out(Fn). Apply the algorithm of Lemma 11.5 to reduce the
conjugacy problem for UPG(Fn) with conjugator in Out(Fn) to the conjugacy
problem for U′(φ) with conjugator in A′(φ).
(6) Combine the algebraic invariants in (3) and (4) into a single algebraic invariant
Ic(φ) (Definition 10.11) and let U
′′(φ) = {ψ ∈ UPG(Fn) : Ic(ψ) = Ic(φ)} ⊂ U′(φ).
Let X (φ) < A′(φ) be as in Definition 11.1. Elements of X (φ) not only stabilize
the algebraic invariants in (3) and (4), they also induce trivial permutations on
those invariants that are finite sets.
(7) Apply Lemma 11.6 to reduce the conjugacy problem for U′(φ) with conjugator
in A′(φ) to the conjugacy problem for U′′(φ) with conjugator in X (φ).
(8) For each of the finitely many staple pairs b (Section 12.3), define the twist ho-
momorphism mb : X (φ) → Z (Definition 12.34). Normalize so that mb(φ) = 1
and bundle all the mb’s into a single homomorphism Q defined on X (φ) (Defi-
nition 13.1). Use the equivalence relation on staple pairs to define a homomor-
phism Q¯ on X (φ) (Definition 13.2).
(9) Apply the algorithm of Proposition 13.5 to produce a finite set of elements of
X (φ) so that the union of the cosets of Ker(Q¯) that they represent contains all
θ ∈ X (φ) that conjugate φ to ψ. Use these coset representatives to reduce the
conjugacy problem for U′′(φ) with conjugator in X (φ) to the conjugacy problem
for U′′(φ) with conjugator in Ker(Q¯).
(10) Apply the algorithm of Theorem 13.3 to solve the conjugacy problem for U′′(φ)
with conjugator in Ker(Q¯). The algorithm is inductive, working up the chain c.
The base case is addressed in the algorithm of Lemma 14.1 and the inductive
step in Proposition 14.2.
3 Background
3.1 Standard Notation
The free group on n generators is denoted Fn. For a ∈ Fn, conjugation by a is denoted
ia, i.e. ia(x) = axa
−1 for x ∈ Fn. The group of automorphisms of Fn, the group of
inner automorphisms of Fn and the group of outer automorphisms of Fn are denoted
by Aut(Fn), Inn(Fn) := {ia | a ∈ Fn} and Out(Fn) = Aut(Fn)/Inn(Fn) respectively.
For subgroups H < Fn, [H] denotes the conjugacy class of H and, for elements
a ∈ Fn, [a] denoted the conjugacy class of a.
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An outer automorphism φ ∈ Out(Fn) has polynomial growth if for each a ∈ Fn
there is a polynomial P such that reduced word length of φk([a]) with respect to
a fixed set of generators of Fn is bounded above by P (k). Equivalently, the set
of attracting laminations for φ [BFH00, Section 3] is empty. The set UPG(Fn) of
unipotent outer automorphisms is the subset of Out(Fn) consisting of polynomially
growing φ whose induced action on H1(Fn,Z) is unipotent. We usually suppress the
subscript n. (Equivalently, UPG(Fn) is the set of polynomially growing elements of
Out(Fn) that are forward rotationless; see [BFH00, Definition 3.13, Proposition 5.7.5]
and [FH11, Definition 3.18, Proposition 3.29].) There is Kn > 0 such that if φ ∈
Out(Fn) is polynomially growing then φ
Kn ∈ UPG(Fn) [FH18, Corollary 3.14].
The graph with one vertex ∗ and with n edges is the rose Rn. Making use of the
standard identification of pi1(Rn, ∗) with Fn, there are bijections between Aut(Fn) and
the group of pointed homotopy classes of homotopy equivalences f : (Rn, ∗)→ (Rn, ∗)
and between Out(Fn) and the group of free homotopy classes of homotopy equivalences
f : Rn → Rn.
If G is a graph without valence one vertices then a homotopy equivalence µ :
Rn → G is called a marking and G, equipped with a marking, is called a marked
graph. A marking µ induces an identification, well-defined up to inner automorphism,
of the fundamental group of G with the fundamental group of Rn and hence with Fn.
This in turn induces an identification of the group of homotopy classes of homotopy
equivalences f : G → G with Out(Fn). If φ ∈ Out(Fn) corresponds to the homotopy
class of f : G→ G then we say that f : G→ G represents φ. In Section 3.5 we recall
the existence of very well behaved homotopy equivalences f : G→ G representing an
element of UPG(Fn).
Example 3.1. Here is an example of a homotopy equivalence f : G → G of a
marked graph that represents an element φ of UPG(F5). Let F5 be represented as the
fundamental group of the rose R5, let G be the subdivision of R5 pictured in Figure 1
and let f : G → G be given by a 7→ a, b 7→ ba, c 7→ cb, d 7→ db2, e 7→ eb3, p 7→ pa2,
q
e
p
a
b
c
d
Figure 1: G
q 7→ qc. To see that φ has polynomial growth, note that the edge q has cubic growth
in that
|fk(q)| = |q·c·f(c)·f 2(c)·f 3(c)·. . .·fk−1(c)| = |q·c·cb·cbba·. . .·cbba . . . bak−1| = k
3 + 5k + 6
6
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and that no edge grows at a higher rate. In particular conjugacy classes of Fn have
at most cubic growth. As we progress through this paper, we will expand upon this
example.
3.2 Paths, circuits and lines
A path in a marked graph G is a proper immersion of a closed interval into G. In
this paper, we will assume that the endpoints of a path, if any, are at vertices. If the
interval is degenerate then the path is trivial; if the interval is infinite or bi-infinite
then the path is a ray or a line respectively. We do not distinguish between paths that
differ only by a reparameterization of the domain interval. Thus, every non-trivial
path has a description as a concatenation of oriented edges and we will use this edge
path formulation without further mention. Reversing the orientation on a path σ
produces a path denoted either σ¯ or σ−1. A circuit is an immersion of S1 into G.
Unless otherwise stated, a circuit is assumed to have an orientation. Circuits have
cylic edge decompositions. Each conjugacy class in Fn is represented by a unique
circuit in G. The conjugacy class in Fn represented by the circuit σ is denoted [σ].
Each Φ ∈ Aut(Fn) induces an equivariant homeomorphism ∂Φ : ∂Fn → ∂Fn. The
action of Fn on ∂Fn is by conjugation, i.e. by a 7→ ∂ia. For each non-trivial a ∈ Fn,
∂ia fixes two points in ∂Fn: a repeller a
− and an attractor a+.
A marking µ induces an identification, well-defined up to inner automorphism, of
the set of ends of G˜ with ∂Fn and likewise the group of covering translations of G˜
with Inn(Fn) so that each lift f˜ : G˜→ G˜ induces an equivariant homeomorphism ∂f˜ :
∂Fn → ∂Fn; see, for example, Section 2.3 of [FH11]. We choose such an indentification
once and for all. Denote the covering translation corresponding to ia by Ta and the
homeomorphism induced by Ta on ∂Fn by ∂Ta = ∂ia : ∂Fn → ∂Fn. There is a
bijection between the set of lifts f˜ of f : G → G and the set of automorphisms Φ
representing φ defined by f˜ ↔ Φ if ∂f˜ = ∂Φ.
A line L˜ in the universal cover G˜ of a marked graph G is a bi-infinite edge path.
The ends of L˜ determine ends of G˜ and hence points in ∂Fn. In this way, the space
of oriented lines in the tree G˜ can be identified with the space B˜ of ordered pairs of
distinct elements of ∂Fn. The space of oriented lines in G is then identified with the
space B of Fn-orbits of elements of B˜. The topology on ∂Fn induces a topology on B˜
and hence a topology on B called the weak topology.
3.3 Free factor systems
The subgroup system F = {[A1], . . . , [Am]} is a free factor system if A1, . . . , Am are
non-trivial free factors of Fn and either Fn = A1∗ . . .∗Am or Fn = A1∗ . . .∗Am∗B for
some non-trivial free factor B. The [Ai]’s are the components of F . If G is a marked
graph and K is a subgraph whose non-contractible components are K1, . . . , Km then
F(K,G) := {[pi1(K1)], . . . , [pi1(Km)]} is a free factor system that is realized by K ⊂ G.
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Every free factor system A can be realized by K ⊂ G for some marked graph G and
some core subgraph K ⊂ G. Recall that a graph is core if through every edge there
is an immersed circuit and that the core of a graph is the union of the images of its
immersed circuits.
We write F1 @ F2 and say that F1 is contained in F2 if for each component [Ai]
of F1 there is a component [Bj] of F2 so that Ai is conjugate to a subgroup of Bj.
Equvialently, there is a marked graph G with core subgraphs K1 ⊂ K2 so that F1 =
F(K1, G) and F2 = F(K2, G). If one can choose K1 and K2 so that K2\K1 is a single
edge then we say that F1 @ F2 is a one-edge extension. For example, {[A]} @ {[B]}
is a one-edge extension if and only if rank(B) = rank(A) + 1 and {[A1], [A2]} @ {[B]}
is a one-edge extension if and only if rank(B) = rank(A1) + rank(A2).
Example 3.2. Suppose that H1 is a subgraph of a marked graph G, that H2 =
H1 ∪E2 ⊂ G where E2 is an edge that forms a loop that is disjoint from H1 and that
H3 = H2 ∪ E3 where E3 ⊂ G is an edge with one endpoint in H1 and the other at
the unique endpoint of E2. Then F(H1, G) @ F(H2, G) and F(H2, G) @ F(H3, G)
are proper inclusions and F(H1, G) @ F(H3, G) is a one-edge extension. This is
essentially the only way in which a one-edge extension can be ‘reducible’. We record
a specific consequence of this in the following lemma.
Lemma 3.3. Suppose that F(H1, G) @ F(H2, G) and F(H2, G) @ F(H3, G) are
proper inclusions and that F(H1, G) and F(H2, G) have the same number of compo-
nents. Then F(H1, G) @ F(H3, G) is a not one-edge extension.
Proof. This follows from [HM, Part 2, Definition 2.4 and Lemma 2.5].
If F = {[A1], . . . , [Am]} and a ∈ Fn is conjugate into some Ai then [a] is carried
by F . A line L ∈ B is carried by F if it is a limit of periodic lines corresponding to
conjugacy classes that are carried by F . Equivalently, [a] or L is carried by F if for
some, and hence every, K ⊂ G realizing F , the realization of [a] or L in G is contained
in K. For every collection of conjugacy classes and lines there is a unique minimal
(with respect to @) free factor system that carries each element of the collection
[BFH00, Corollary 2.6.5].
3.4 FixN(φ), principal lifts and R(φ)
For Φ ∈ Aut(Fn), the fixed point set of the homeomorphism ∂Φ : ∂Fn → ∂Fn is
denoted by Fix(∂Φ). If P ∈ Fix(∂Φ) and if there is a neighborhood U of P in ∂Fn
such that ∂Φ(U) ⊂ U and such that ∩∞i=1∂Φi(U) = P then P is attracting. If P
is an attracting fixed point for ∂Φ−1 then it is a repelling fixed point for ∂Φ. By
Fix+(Φ),Fix−(Φ) and FixN(Φ) we denote the set of attracting fixed points for ∂Φ, the
set of repelling fixed points for ∂Φ and the set of non-repelling fixed points for ∂Φ
respectively; thus FixN(Φ) = Fix(∂Φ) \ Fix−(Φ).
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If A < Fn is a finitely generated subgroup then the inclusion of A into Fn is a quasi-
isometric embedding and so extends to an inclusion of ∂A into ∂Fn with the property
that {a± : non-trivial a ∈ A} is dense in ∂A. In particular, since the subgroup
Fix(Φ) consisting of elements in Fn that are fixed by Φ is finitely generated [Ger87]
(see also [BH92] and the references therein), we have ∂ Fix(Φ) ⊂ ∂Fn. The following
lemma implies that ∂ Fix(Φ) ⊂ Fix(∂Φ) and that Fix+(Φ),Fix−(Φ) and FixN(Φ) are
Fix(Φ)-invariant.
Lemma 3.4. For any automorphism Φ and non-trivial a ∈ Fn we have a ∈ Fix(Φ)⇐⇒
either a− or a+ is contained in ∂ Fix(Φ) ⇐⇒ both a− and a+ are contained in
∂ Fix(Φ)⇐⇒ ia commutes with Φ⇐⇒ ∂ia commutes with ∂Φ.
Proof. This is well known; see, for example, Lemmas 2.3 and 2.4 of [BFH04] and
Proposition 1.1 of [GJLL98].
Lemma 3.5. If P ∈ ∂Fn is fixed by automorphisms Φ 6= Φ′ representing φ ∈ Out(Fn)
then P = a± for some non-trivial a ∈ Fn.
Proof. There exists non-trivial a ∈ Fn such that ia = Φ−1Φ′ fixes P .
Definition 3.6. An automorphism Φ representing φ ∈ UPG(Fn) is principal if FixN(Φ)
contains at least two points and if FixN(Φ) 6= {a−, a+} for any non-trivial a ∈ Fn.
The set of principal automorphisms representing φ is denoted P(φ). See Section 3.2
of [FH11] for complete details.
Lemma 3.7. If Φ is principal then FixN(∂Φ) is the disjoint union of ∂ Fix(Φ) and
Fix+(Φ). Moreover, Fix+(Φ) is a union of finitely many Fix(Φ) orbits.
Proof. The first assertion follows from Proposition I.1 of [GJLL98]. The second is
obvious if Fix+(Φ) is finite and follows from Lemma 2.5 of [BFH04] if Fix+(Φ) is
infinite.
Two automorphisms Φ1 and Φ2 are in the same isogredience class if there exists
a ∈ Fn such that Φ2 = iaΦ1i−1a , in which case FixN(Φ2) = ia FixN(Φ1) and similarly
for Fix−(Φ2),Fix+(Φ2) and Fix(Φ2). It follows that if Φ1 and Φ2 are isogredient then
[Fix(Φ1)] = [Fix(Φ2)] and [FixN(Φ1)] = [FixN(Φ2)]. It is easy to see that isogredience
defines an equivalence relation on P(φ). The set of isogredience classes of P(φ) is
denoted [P(φ)].
We recall the following result from Remark 3.9 of [FH11]; see also Lemma 3.17 of
this paper.
Lemma 3.8. P(φ) is a finite union of isogredience classes.
Our next lemma states that [FixN(Φ)] determines the isogredience class of Φ ∈
P(φ).
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Lemma 3.9. Suppose that Φ1,Φ2 ∈ P(φ). Then Φ1 and Φ2 are isogredient if and
only if [FixN(Φ1)] = [FixN(Φ2)]. More precisely, Φ2 = iaΦ1i
−1
a if and only if FixN(Φ2) =
∂ia FixN(Φ1).
Proof. It is obvious that if Φ2 = iaΦ1i
−1
a then FixN(Φ2) = ∂ia FixN(Φ1). For the
converse note that if FixN(Φ2) = ∂ia FixN(Φ1) = FixN(iaΦ1i
−1
a ) then Φ
−1
2 iaΦ1i
−1
a is
an inner automorphism whose induced action on ∂Fn fixes FixN(Φ2) and so is not
equal to {a−, a+} for any non-trivial a. This proves that Φ−12 iaΦ1i−1a is trivial and so
Φ2 = iaΦ1i
−1
a .
Definition 3.10. Define sets
FixN(φ) := {[FixN(Φ1)], . . . , [FixN(Φm)]}
and
R(φ) := ∪mi=1[Fix+(Φi)]
and a multi-set (repeated elements allowed)
Fix(φ) := {[Fix(Φ1)], . . . , [Fix(Φ)m]}
where the Φi’s are representatives of the isogredience classes in P(φ). Thus FixN(φ)
is a finite set of Fn-orbits of subsets of ∂Fn and R(φ) is a finite set of Fn-orbits of
points in ∂Fn.
Definition 3.11. For us a natural invariant of a group G is a map I : G→ X where
X is an G-set and, for all φ, θ ∈ G, we have I(φθ) = θ(I(φ)).
The following lemma says that [P(φ)], Fix(φ), FixN(φ), and R(φ) are natural
invariants of Out(Fn).
Lemma 3.12. Suppose that Θ ∈ Aut(Fn) represents θ ∈ Out(Fn) and that ψ = θφθ−1.
Then
(1) Φ 7→ Ψ := ΘΦΘ−1 defines a bijection between P(φ) and P(ψ) and induces a
bijection [P(φ)]↔ [P(ψ)].
(2) Fix(Ψ) = Θ(Fix(Ψ)), FixN(Ψ) = ∂Θ(FixN(Φ)) and Fix+(Ψ) = ∂Θ(Fix+(Φ)).
(3) Fix(ψ) = θ(Fix(φ)), FixN(ψ) = θ(FixN(φ)) and R(ψ) = θ(R(φ)).
Proof. The automorphism Ψ represents θφθ−1 = ψ ∈ Out(Fn). If Φ′ = icΦi−1c then
Ψ′ := ΘΦ′Θ−1 = iΘ(c)(ΘΦΘ−1)i−1Θ(c) = iΘ(c)Ψi
−1
Θ(c) so conjugation by Θ maps isogre-
dience classes of φ to isogredience classes of ψ. The items in (2) are easy standard
facts about conjugation. Since ∂Θ(a±) = (Θ(a))±, it follows that Ψ is principal if Φ
is principal. The induced map P(φ) → P(ψ) is obviously invertible and is hence a
bijection. This completes the proof of (1). If Θ is replaced by iaΘ then Ψ is replaced
by iaΨi
−1
a and Fix(Ψ),FixN(Φ) and Fix+(Φ) are replaced by ia(Fix(Ψ)), ∂ia(FixN(Ψ))
and ∂ia(Fix+(Ψ)) respectively. Thus θ([Fix(Φ)]) = [Fix(Ψ)], θ([FixN(Φ)]) = [FixN(Ψ)]
and θ([Fix+(Φ)]) = [Fix+(Ψ)]. This verifies (3).
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3.5 CTs
A CT is a particularly nice kind of homotopy equivalence f : G → G of a marked
directed graph. Every φ ∈ UPG(Fn) is represented by a CT. Moreover, CTs are
considerably simpler in the UPG(Fn)-case. For the remainder of the section we assume
that f : G→ G is a CT representing an element of UPG(Fn) and review its properties.
Complete details can be found in [FH11]; see in particular Section 4.1.
The marked graph G comes equipped with an f -invariant filtration ∅ = G0 ⊂
G1 ⊂ . . . ⊂ GN = G by subgraphs Gi in which each Gi is obtained from Gi−1 by
adding a single oriented edge Ei. For each Ei there is a (possibly trivial) closed path
ui ⊂ Gi−1 such that f(Ei) = Eiui; if ui is non-trivial then it forms a circuit. A path
or circuit has height i if it crosses Ei, meaning that either Ei or E¯i occurs in its edge
decomposition, but does not cross Ej for any j > i.
Example 3.1 (continued). f : G→ G is a CT with f -invariant filtration given by
adding one edge at a time according to the alphabetical order given by the labels.
Every map α into G with domain a closed interval or S1 and with endpoints, if
any, at vertices is properly homotopic rel endpoints to a path or circuit [α]; we say
that [α] is obtained from α by tightening. If σ is a path or circuit then we usually
denote [f(σ)] by f#(σ). A decomposition into subpaths σ = σ1 · σ2 · . . . is a splitting
if fk#(σ) = f
k
#(σ1) · fk#(σ2) · . . . for all k ≥ 1. In other words, fk(σ) can be tightened
by tightening each fk(σi).
A finite path σ is a Nielsen path if f#(σ) = σ; it is an indivisible Nielsen path if it
is not a fixed edge and does not split into a non-trivial concatenation of Nielsen paths.
Every Nielsen path has a splitting into fixed edges and indivisible Nielsen paths. If
fk#(σ) = σ for some k ≥ 1 then σ is a periodic Nielsen path. In a CT, every periodic
Nielsen path is a Nielsen path.
An edge Ei is linear if ui is a non-trivial Nielsen path. The set of oriented linear
edges is denoted Lin(f) and the set obtained from Lin(f) by reversing orientation is
denoted Lin−1(f). In our example, Lin(f) = {b, p}.
Associated to a f : G → G is a finite set of root-free1 non-trivial closed Nielsen
paths called twist paths. This set is well-defined up to a change of orientation on
each path. In the remainder of this paragraph we recall some useful properties of
twist paths. Each twist path w determines a circuit [w] in G and distinct twist paths
determine distinct unoriented circuits; i.e. circuits whose cyclic edge decompositions
differ by more than a change of orientation. For each twist path w, the set Linw(f) of
(necessarily linear) edges Ei such that f(Ei) = Eiw
di for some di 6= 0 is non-empty and
is called the linear family associated to w; note that fk#(Ei) = Eiw
kdi grows linearly
in k. Every linear edge belongs to one of these linear families. If Ei ∈ Linw(f) and
p 6= 0 then EiwpE¯i is an indivisible Nielsen path. All indivisible Nielsen paths have
this form. If Ei and Ej are distinct edges in Linw(f) then di 6= dj; if di and dj have
1Non-trivial a ∈ Fn is root-free if x ∈ Fn and xk = a implies k = ±1.
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the same sign, then paths of the form Eiw
pE¯j are exceptional paths associated to
w. Note that fk#(Eiw
pE¯j) = Eiw
p+k(di−dj)E¯j so these paths also grow linearly under
iteration. Exceptional paths have no non-trivial splittings (which would not be true
if we allowed di and dj to have the same sign).
Example 3.1 (continued). In our example, we choose our set of twist paths to be
{a}, as opposed to {a−1}.
A splitting σ = σ1 · σ2 · . . . is a complete splitting if each σi is either a single edge
or an indivisible Nielsen path or an exceptional path. If σi is not a Nielsen path
then it is a growing term; if at least one σi is growing then σ is growing. We say
that σi is a linear term if it is exceptional or equal to E or E¯ for some E ∈ Lin(f).
Complete splittings are unique when they exist (Lemma 4.11 of [FH11]). A path
with a complete splitting is said to be completely split. For each edge Ei there is a
complete splitting of f(Ei) whose first term is Ei and whose remaining terms define
a complete splitting of ui. The image under f# of a completely split path or circuit
is completely split. For each path or circuit σ, the image fk#(σ) is completly split for
all sufficiently large k [FH11, Lemma 4.25].
The set of oriented non-fixed non-linear edges is denoted Ef and the set obtained
from Ef by reversing orientation is denoted E−1f . We say that an edge in Ef or E−1f has
higher order. An easy induction argument shows that, for each Ei ∈ Ef and k ≥ 1,
fk#(Ei) is completely split and
fk#(Ei) = Ei · ui · f#(ui) · . . . · fk−1# (ui)
Thus fk−1# (Ei) is an initial segment of f
k
#(Ei) and the union
REi = E · ui · f#(ui) · f 2#(ui) · . . .
of this nested sequence is an f#-invariant ray called the eigenray associated to Ei.
The complete splittings of the individual fk#(ui)’s define a complete splitting of REi .
Example 3.1 (continued). In our example, the edge a is fixed, the edges b and p
are linear, and the other edges have higher order, i.e. Ef = {c, d, e, q}. As an example
of an eigenray,
Rq = q · c · cb · cbba · . . . · cbba . . . bak−1 · . . .
Lemma 3.13. If E ∈ Ef∪E−1f then E is not crossed by any Nielsen path or exceptional
path. In particular, each crossing of E by a completely split path is a term in the
complete splitting of that path.
Proof. Suppose that some Nielsen path σ crosses E. Since σ is a concatenation of
fixed edges and indivisible Nielsen paths and since every indivisible Nielsen path has
the form Eiw
pE¯i for some linear edge and twist path w, E must be crossed by some
Nielsen path w with height lower than σ. The obvious induction argument completes
the proof.
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Remark 3.14. One can define RE for a linear edge E in the same way that one does
for a higher order edge. If f(E) = Ewd for some twist path w then RE = Ew
∞ if
d > 0 and RE = Ew
−∞ if d < 0. These rays play a different role in the theory than
eigenrays.
3.6 Principal lifts from the CT point of view
Suppose that f : G→ G is a CT representing φ. If Φ is a principal lift for φ then we
say that the corresponding f˜ is a principal lift of f : G→ G.
Lemma 3.15. A lift f˜ : G˜ → G˜ is principal if and only if Fix(f˜) 6= ∅ in which case
Fix(f˜) contains a vertex.
Proof. This follows from Corollary 3.17, Corollary 3.27 and Remark 4.9 of [FH11]
and the fact that Fix(f) is a union of vertices and fixed edges..
Lemma 3.16. Suppose that f˜ : G˜ → G˜ is the lift of f : G → G corresponding
to Φ ∈ P(φ) and that a ∈ Fn. Then a ∈ Fix(Φ) ⇐⇒ ∂ia = ∂Ta commutes with
∂Φ = ∂f˜ ⇐⇒ Ta commutes with f˜ ⇐⇒ Ta(Fix(f˜)) = Fix(f˜).
Proof. This is well known. All but the last equivalence can be found in Lemma 2.4 of
[BFH04]. If Ta commutes with f˜ then it preserves the fixed point set of f˜ . Conversely,
if x˜, Ta(x˜) ∈ Fix(f˜) then f˜ and Taf˜T−1a both fix Ta(x˜) and so must be equal. This
proves the last equivalence.
We say that lifts f˜1 and f˜2 are isogredient if they correspond to isogredient auto-
morphisms Φ1 and Φ2. Equivalently, f˜2 = Taf˜1T
−1
a for some covering translation Ta.
Recall that x, y ∈ Fix(f) are Nielsen equivalent if they are the endpoints of a Nielsen
path or equivalently, if for each lift x˜, the unique lift f˜ that fixes x˜ also fixes some
lift y˜ of y.
Lemma 3.17. The map which assigns to each principal lift f˜ : G˜→ G˜ the projection
into G of Fix(f˜) induces a bijection between the set of isogredience classes of principal
lifts and the set of Nielsen classes for f . In particular, there are only finitely many
isogredience classes of principal lifts.
Proof. This follows from [FH11, Lemma 3.8] and Lemma 3.15.
Recall from Section 3.5 that for each E ∈ Ef there is a closed completely split
path u such that f(E) = E · u is a splitting and such that the eigenray RE =
E · u · f#(u) · f 2#(u) · . . . is f#-invariant.
The following lemma is similar to [FH18, Lemma 3.10], which applies more gen-
erally but has a weaker conclusion.
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Lemma 3.18. Suppose that f˜ corresponds to Φ ∈ P(φ). If E˜ is a lift of E ∈ Ef and
if the initial endpoint of E˜ is contained in Fix(f˜) then the lift R˜E˜ of RE that begins
with E˜ converges to a point in Fix+(Φ). This defines a bijection between Fix+(Φ) and
the set of all such E˜ and also a bijection between R(φ) and Ef .
Proof. R˜E˜ converges to some P ∈ FixN(Φ) by Lemma 4.36-(1) in [FH11]. Since E is
not linear, u is not a Nielsen path and hence not a periodic Nielsen path. The length
of fk#(u) therefore goes to infinity with k. Proposition I.1 of [GJLL98] implies that
P ∈ Fix+(Φ).
Suppose that E˜1 and E˜2 are distinct edges that project into Ef , that the initial
endpoint x˜i of E˜i is fixed by f˜ and that, for i = 1, 2, R˜i is the lift of REi with initial
edge E˜i. The path that connects x˜1 to x˜2 projects to a Nielsen path σ ⊂ G. If R˜1 and
R˜2 converge to the same point in Fix+(Φ) then σ crosses E1 or E2 in contradiction
to Lemma 3.13. This proves that the map {E˜} 7→ Fix+(Φ) is injective; surjectivity
follows from Lemma 4.36-(2) in [FH11]. The second bijection is obtained from the
first by projecting to the sets of Fn-orbits.
Example 3.1 (continued). Since Ef = {c, d, e, q}, R(φ) has four elements, denoted
{rc, rd, re, rq}; cf Figure 2.
4 Recognizing a Conjugator
Associated to each CT f : G → G representing a rotationless element φ ∈ Out(Fn)
is a finite type labeled graph Γ(f) that realizes FixN(φ). We refer to Γ(f) as the
eigengraph for f : G → G. In Section 4.1 we recall the construction and relevant
properties of Γ(f) in the case that φ ∈ UPG(Fn). Every φ-invariant conjugacy class
[a] is represented by an oriented circuit in Γ(f). There is a finite set Aor(φ) of such
[a] that are root-free and that are represented by more than one oriented circuit in
Γ(f). The ‘extra’ circuits correspond to the linear edges in f : G→ G. In Section 4.2,
we describe how the extra circuits can be incorporated into an invariant SA(φ) of φ
that is independent of the choice of f : G → G. Moreover, certain pairs of elements
of SA(φ) have twist coordinates that can be read off from the twist coordinates on
linear edges in f : G→ G. Section 4.3 is an application of the Recognition Theorem
of [FH11]. Assuming that φ, ψ ∈ UPG(Fn), we use eigengraphs, SA(φ) and twist
coordinates to give necessary and sufficient conditions for a given θ ∈ Out(Fn) to
conjugate φ to ψ.
4.1 The Eigengraph Γ(f)
In this section, we recall a finite type labeled graph that captures many of the invari-
ants of φ that are essential to our algorithm. For further details and more examples,
see [FH18, Sections 9, 10 and 12].
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A graph Γ without valence one vertices and equipped with a simplicial immersion
p : Γ→ G to a marked graph G will be called a Stallings graph. We label the vertices
and edges of G by their p-images in G. Two Stallings graphs p1 : Γ1 → G and
p2 : Γ2 → G are equivalent if there is a label preserving simplicial homeomorphism
h : Γ1 → Γ2. We will not distinguish between equivalent Stallings graphs. Since all
vertices have valence at least two, every edge in Γ is crossed by a line. We say that Γ
has finite type if its core is finite and if the complement of the core is a finite union
of rays.
Given a CT f : G→ G representing φ, we construct a finite type Stallings graph
Γ(f), called the eigengraph for f : G → G, as follows. Let Γ0(f) be G with the
interiors of all non-fixed edges removed. In particular, Γ0(f) may contain isolated
vertices. The labeling on Γ0(f) is the obvious one. For each E ∈ Lin(f), first attach
an edge, say E ′, to Γ0(f) by identifying the initial endpoint of E ′ with the initial
endpoint of E, thought of as a vertex in Γ0(f). The label on E ′ is E. Then add a
path ω by attaching both of its endpoints to the terminal endpoint of E ′, which now
has valence three. If w denotes the twist path associated to E then we label ω by
w, thought of as an edge path, and subdivide ω so that each edge in ω is labeled
by a single edge in G. The net effect is to add a lollipop to Γ0(f) for each edge in
Lin(f). This labeling defines an immersion because w determines a circuit that does
not cross the edge E. Finally, for each E ∈ Ef , attach a ray labeled RE (as defined in
Section 3.5) by identifying the initial endpoint of this ray with the initial endpoint of
E, thought of as a vertex in Γ0(f). We will also use the term eigenray for this added
ray. The resulting graph is denoted Γ(f). This labeling maintains the immersion
property because RE is an immersed ray in G and because no other edge labeled E
has initial vertex in Γ0(f).
Example 3.1 (continued). The eigengraph for our running example is pictured in
Figure 2.
The vertices of Γ(f) that are not in Γ0(f) have valence either two or three by
construction. The valence of v ∈ Γ0(f) in Γ(f) is equal to the number of fixed
directions based at v in G. If v, thought of as an vertex in G, is not the terminal
endpoint of an edge in Ef ∪ Lin(f), then v has the same valence in Γ(f) that it does
in G. If v is the terminal endpoint of an edge in Ef ∪Lin(f), let Ei be the lowest such
edge. Then f(Ei) = Ei ·ui where ui is a closed path based at v whose ends determine
distinct fixed directions at v by [FH11, Lemma 4.21]. This proves that v has valence
at least two in Γ(f) and hence that Γ(f) is a Stallings graph. It has finite type by
construction.
As noted in Section 3.5, each Nielsen path in G decomposes as a concatenation of
fixed edges and indivisible Nielsen paths and each indivisible Nielsen path is a closed
path. It follows that two vertices in Fix(f) are in the same Nielsen class if and only
if they are connected by a sequence of fixed edges. In particular, the vertices in each
16
a α α
aa
b
cqd
e p
re
rd rq rc
α
Figure 2: The eigengraph Γ(f) of our example. Only the first edge of the eigenrays is
labelled here. For example, the eigenray Rc = cbbaba
2ba3 . . . starts at the red vertex
and only its first edge is labelled (by c). Other aspects of this figure are explained
later.
component of Γ0(f) form exactly one Nielsen class in Fix(f). Since the inclusion of
Γ0(f) into Γ(f) induces a bijection of components, there is a bijection between the set
of components of Γ(f) and the set of Nielsen classes in Fix(f) and hence (Lemma 3.17)
a bijection between the set of components of Γ(f) and the set of isogredience classes
in P(φ). We denote the component of Γ(f) corresponding to the isogredience class
[Φ] by Γ[Φ](f) or by Γ(f˜) where f˜ is the lift of f that corresponds to Φ.
We say that a line is carried by Γ[Φ](f) if its realization L ⊂ G lifts into Γ[Φ](f)
and is carried by Γ(f) if it is carried by some component Γ[Φ](f). The following lemma
shows that the set of lines carried by Γ(f) is independent of the choice of f : G→ G.
Lemma 4.1. The following are equivalent for any CT f : G → G representing φ,
any Φ ∈ P(φ) and any line L ⊂ G.
(1) L is carried by Γ[Φ](f) [resp. the core of Γ[Φ](f)].
(2) There is a lift L˜ ⊂ G˜ such that {∂±L˜ ⊂ FixN(Φ)} [resp. {∂±L˜} ⊂ ∂ Fix(Φ)].
Proof. This follows from [FH18, Lemma 12.4] and [FH11, Lemma 2.3].
An end of an immersed line in Γ(f) can either be an end of Γ(f) or can wrap
infinitely around one of the lollipop circuits or can cross a vertex in Γ0(f) infinitely
often. This gives the following description of lines that lift into Γ(f).
Lemma 4.2. A line σ ⊂ G lifts into Γ(f) if and only if contains a (possibly trivial)
subpath β that is a concatenation of fixed edges and indivisible Nielsen paths and such
that the complement of β is 0, 1 or 2 rays, each of which is either Re for some higher
order edge e or Ew±∞ for some twist path w and some linear edge E ∈ Linw(f).
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The following lemma, in conjunction with Lemma 4.1, implies that the set of
conjugacy classes determined by twist paths and their inverses is an invariant of φ.
This set is explored further in Section 4.2.
Lemma 4.3. Suppose that f : G → G is a CT representing φ and that [a] is a
root-free conjugacy class that is fixed by φ and that σa is the circuit in G representing
[a].
(1) If [a] = [w] (resp. [a] = [w¯]) for some twist path w, then for each edge E ∈
Linw(f) there is a lift of σa to the loop ω (resp. ω¯) in the lollipop associated to
E. Additionally there is one other lift of σa to a circuit in Γ(f).
(2) Otherwise, there is a unique lift of σa to a circuit in Γ(f).
Proof. We claim that if τ ′ is a path in the core of Γ(f) that projects to a Nielsen
path τ in G and if the initial vertex v′′ of τ ′ is not in Γ0(f) then τ ′ is contained in
the loop ω of some lollipop. We may assume without loss that the claim holds for
paths with height less than that of τ and that τ is either a single fixed edge or an
indivisible Nielsen path. Since the core of Γ(f) is contained in the union of Γ0(f)
with the lollipops associated to the linear edges of G, there is a lollipop composed
of an edge E ′1 projecting to a linear edge E1 ⊂ G and a loop ω projecting to its
twist path w1 such that v
′′ ∈ ω. If τ is a fixed edge then τ ′ is disjoint from the
interior of E ′1 and so is contained in ω. If τ is an indivisible Nielsen path then it
has the form E2w2
pE¯2 for some linear edge E2 with twist path w2. There is an
induced decomposition τ ′ = X ′w′2Y
′ where X ′, w′2 and Y
′ project to E2, w
p
2 and E¯2
respectively. Since E2 6= E¯1, we have X ′ ⊂ ω and the initial vertex of w′2p is contained
in ω. Since w2 has height less than E2 and so height less than τ , w
′
2
p ⊂ ω. Finally,
since X ′ is contained in ω, E2 has height less than E1 and in particular, E¯2 6= E¯1.
Thus Y ′ ⊂ ω. This completes the proof of the claim.
Each σ = σa as in the statement of the lemma has a cyclic splitting σ = σ1 · . . . ·σm
into fixed edges and indivisible Nielsen paths σi. The above claim shows that if
σ′ = σ′1 · . . . · σ′m is a lift to Γ(f) in which an endpoint of some σ′i is not contained in
Γ(f)0 then σ′ is entirely contained in the loop ω associated to one of the lollipops.
To complete the proof we need only show each σ has a unique lift in which the
endpoints of each σi lift into Γ
0(f). Since the vertices of G have unique lifts into
Γ0(f), it suffices to show that each σi has a unique lift with endpoints in Γ
0(f) and
this is immediate from the construction of Γ(f).
4.2 Strong axes and twist coordinates
The following lemma describes the extent to which fixed subgroups fail to be malnor-
mal.
Lemma 4.4. For distinct automorphisms Φ1 and Φ2 representing the same outer
automorphism and for any c ∈ Fn:
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(1) Fix(Φ1) ∩ Fix(Φ2) is either trivial or a maximal cyclic subgroup.
(2) If c 6∈ Fix(Φ1) then Fix(Φ1)∩ (Fix(Φ1))c = Fix(Φ1)∩ Fix(icΦ1i−1c ) is either trivial
or a maximal cyclic subgroup.
(3) Fix(Φ1) is its own normalizer.
Proof. If Φ1 and Φ2 are distinct automorphisms representing the same outer auto-
morphism then Φ−11 Φ2 is a non-trivial inner automorphism and Fix(Φ1) ∩ Fix(Φ2) is
a subgroup of the cyclic group Fix(Φ−11 Φ2). Maximality of Fix(Φ1) ∩ Fix(Φ2) follows
from Lemma 3.4 and the fact that (ak)± = a± for all non-trivial a ∈ Fn and all k ≥ 1.
This proves (1).
For (2) note that if c 6∈ Fix(Φ1) then icΦ1i−1c = icΦ1(c−1)Φ1 6= Φ1. Note also
that Fix(icΦ1i
−1
c ) = (Fix(Φ1))
c. Item (2) therefore follows from (1) applied with
Φ2 = icΦ1i
−1
c . In proving (3) we may assume by (2) that Fix(Φ1) = 〈a〉 for some
root-free a ∈ Fn and in this case (3) is obvious.
The conjugacy class of a cyclic subgroup is determined by the conjugacy class of
either of its generators. As we have no way to canonically choose a generator, we
work, for now, with unoriented conjugacy classes. The following definition appeared
as Definition 4.6 of [BFH04] under slightly different hypotheses and in the paragraph
before Remark 4.39 of [FH11] in the CT context.
Definition 4.5. Elements a, b ∈ Fn are in the same unoriented conjugacy class if
a = ic(b) or a = ic(b
−1) for some c ∈ Fn. An unoriented conjugacy class [a]u of a
non-trivial root-free a ∈ Fn is an axis for φ if 〈a〉 = Fix(Φ1) ∩ Fix(Φ2) for distinct
Φ1,Φ2 ∈ P(φ). The multiplicity of an axis [a]u is the number of distinct Φi ∈ P(φ)
that fix a. The set of axes for φ is denoted A(φ). The set {[a] : [a]u ∈ A(φ)} is
denoted Aor(φ).
There is a very useful description of A(φ) in terms of a CT f : G→ G.
Lemma 4.6. If f : G→ G is a CT representing φ and {wi} is the set of twist paths
for f then A(φ) = {[wi]u}. In particular, A(φ) is finite.
Proof. This follows from Lemma 4.40 of [FH11].
Notation 4.7. If [a]u = [w]u for some twist path w then, up to a reversal of orien-
tation, the axis of the covering translation Ta : G˜ → G˜ can be viewed as an infinite
concatenation . . . w˜−1w˜0w˜1 . . . of paths that project to w. There is a principal lift
f˜a,0 : G˜ → G˜, called the base principal lift for a, that fixes the endpoints of each w˜l.
The principal automorphism Φa,0 corresponding to f˜a,0 is called the base principal
automorphism for a. If a is an element of some basis for Fn then the base principal
lift for a depends on the choice of f : G→ G, and not just on φ.
For each edge Ej ∈ Linw(f), there is a principal lift f˜a,j : G˜ → G˜ that fixes the
initial endpoint of each lift E˜j with terminal endpoint equal to the initial endpoint
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of some w˜l. (We write E
j rather than Ej to emphasize that j is not an indicator of
height in G.) The principal automorphism corresponding to f˜a,j is denoted Φa,j. Note
that Φa,0 = Φa−1,0 and Φa,j = Φa−1,j. Further details can be found in Lemma 4.40 of
[FH11] and the paragraph that precedes it.
Lemma 4.8. Suppose that f : G→ G is a CT representing φ, that w is a twist path
for f and that a ∈ Fn satisfies [a]u = [w]u. Suppose also that E1, . . . , Em−1 are the
edges in Linw(f).
(1) {Φa,0,Φa,1, . . . ,Φa,m−1} is the set of principal automorphisms that fix a. In
particular, the multiplicity of each element of A(φ) is finite.
(2) If f(Ej) = Ejwdj then Φa,j = i
dj
a Φa,0 if [a] = [w] and Φa,j = i
−dj
a Φa,0 if [a] = [w¯].
Proof. This follows from Lemma 4.40 of [FH11].
Definition 4.9. Suppose that the group G acts on the sets Xi, i = 1, . . . , k, and
that xi ∈ Xi. The orbit of (x1, . . . , xk) under the diagonal action of G on
∏k
i=1Xi,
denoted [x1, . . . , xk]G, is a conjugacy k-tuple. We sometimes suppress the subscript,
in which case G = Fn.
Examples 4.10. • We will often take Xi to be the set of finitely generated sub-
groups of Fn or Fn itself with the action of Fn given by conjugation. Conjugacy
pairs, i.e. conjugacy 2-tuples, formed with these Xi’s will play an important role
in this paper, especially in Section 8.3.
• If H < Fn (resp. x ∈ Fn) then [H]Fn (resp. [x]Fn) is the conjugacy class of H in
Fn (resp. x in Fn).
• Let G be a marked graph. If X = ∂Fn and if x 6= y ∈ X then (x, y) ∈ X ×X is
represented by an oriented line in G˜ and [x, y]Fn is represented by an oriented
line in G.
• If X = ∂Fn and X1 and X2 are disjoint subsets of X, then [X1, X2] is identified
with the set of lines L with ∂−L ∈ X1 and ∂+L ∈ X2.
We now define strong axes, the first of our invariants that is expressed as a con-
jugacy pair.
Definition 4.11. Let Aor(φ) be the set of conjugacy classes representing elements of
A(φ), i.e. [a] ∈ Aor(φ) if {[a], [a−1]} ∈ A(φ). Fn acts on pairs (Φ, a) where Φ ∈ P(φ),
a ∈ Fix(Φ), and [a] ∈ Aor(φ) via (Φ, a)g = (Φig , ag). The Fn-orbit, equivalently
conjugacy pair, [Φ, a] is a strong axis for φ. If αs = [Φ, a] then we let α
−1
s := [Φ, a
−1].
The set of all strong axes for φ is denoted SA(φ). Aut(Fn) acts on pairs (Φ, a) by
Θ · (Φ, a) = (ΘΦΘ−1,Θ(a)). This descends to an action of Out(Fn) on SA(φ).
We can partition SA(φ) according to the second coordinate: for each µ ∈ Aor(φ)
let SA(φ, µ) be the subset of SA(φ) consisting of elements in which some, and hence
every, representative (Φ, a) satisfies [a] = µ.
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Lemma 4.12. Suppose that a ∈ Fn, that [a] ∈ Aor(φ) and that Φa,0, . . . ,Φa,m−1
are as in Notation 4.7. For each αs ∈ SA(φ, [a]), there is a unique Φa,j such that
αs = [Φa,j, a]. Thus SA(φ, [a]) = {[Φa,0, a], [Φa,1, a], . . . , [Φa,m−1, a]}.
Proof. Each αs ∈ SA(φ, [a]) is represented by (Φ, ac) and hence by (icΦi−1c , a), for
some c ∈ Fn and some Φ ∈ P(φ). Since a ∈ Fix(icΦi−1c ), there exists j such that
icΦi
−1
c = Φj.
For uniqueness, note that if (Φj, a) = c · (Φi, a) for some c ∈ Fn then c = ap for
some p so ic commutes with Φj and c · (Φi, a)) = (Φi, a).
Remark 4.13. There is another useful description of [Φa,j, a] ∈ SA(φ, [a]) in terms
of a CT f : G → G. Let w be the twist path satisfying [a]u = [w]u and let v be the
initial vertex of w. There is an automorphism fv# : pi1(G, v) → pi1(G, v) that sends
the homotopy class of the closed path σ with basepoint v to the homotopy class of
the closed path f(σ) with basepoint v. Let τ be the element of pi1(G, v) determined
by w if [a] = [w] and by w¯ if [a] = [w¯]. In both cases, τ is fixed by fv#. There is
an isomorphism from pi1(G, v) to Fn that is well defined up to post-composition with
an inner automorphism of Fn. The pair (fv#, τ) determines a well defined element
(namely [Φa,0, a]) of SA(φ, [a]). Similarly if vj is the initial endpoint of E
j ∈ Linw(f),
let τj be the element of pi1(G, vj) determined by E
jwE¯j if [a] = [w] and by Ejw¯E¯j if
[a] = [w¯]. Then (fvj#, τj) determines [Φa,j, a].
Continuing with this notation, we can relate SA(φ, [a]) to circuits in the eigengraph
Γ(f) that are lifts of [w]u. For j 6= 0, [Φa,j, a] corresponds to the loop at the end of
the lollipop in Γ(f) determined by Ej. By Lemma 4.3 there is one more lift of [w]u
into Γ(f) and this corresponds to [Φa,0, a].
Definition 4.14. Suppose that µ ∈ Aor(φ) and that αs, α′s ∈ SA(φ, µ). Choose
a ∈ Fn such that [a] = µ and let Φ,Φ′ ∈ P(φ) be the unique elements such that
αs = [Φ, a] and α
′
s = [Φ
′, a]. Since Φ and Φ′ both fix a there exists τ ∈ Z such that
Φ′ = iτaΦ; equivalently, Φ
′Φ−1 = iτa. We say that τ = τ(α
′
s, αs) is the twist coordinate
associated to α′s and αs.
Example 3.1 (continued). In our example, SA(φ, [a]) is represented in Figure 2
by the three circles α, α′, and α′′ labelled a and drawn with thicker lines. SA(φ) =
SA(φ, [a]) ∪ SA(φ, [a−1]). We have for example τ(α′, α) = 1.
Lemma 4.15. Twist coordinates are well-defined.
Proof. We have to show that τ(α′s, αs) is independent of the choice of a representing
µ. If a is replaced by ac then Φ and Φ′ are replaced by icΦi−1c and icΦ
′i−1c respectively
and so iτa = Φ
′Φ−1 is replaced by icΦ′Φ−1i−1c = ici
τ
ai
−1
c = iac
τ .
The following lemma allows us to compute twist coordinates for strong axes from
a CT f : G→ G. It is an immediate consequence of Lemma 4.8 and the definitions.
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Lemma 4.16. (1) If [a] = [w] and Ej ∈ Linw(f) satisfies f(Ej) = Ejwdj then
τ([Φa,j, a], [Φa,0, a]) = dj.
(2) Suppose that µ ∈ Aor(φ) and that αs, βs, γs ∈ SA(φ, µ). Then
(a) τ(αs, βs) = −τ(βs, αs)
(b) τ(αs, γs) = τ(αs, βs) + τ(βs, γs)
(c) τ(αs, βs) = −τ(α−1s , β−1s )
The next lemma shows that A(φ), SA(φ, [a]), and SA(φ) are natural invariants.
Lemma 4.17. Assume that ψ = θφθ−1 and that Θ represents θ.
(1) [a]u ↔ (θ[a])u defines a bijection A(φ)↔ A(ψ).
(2) (Φ, a)↔ (ΘΦΘ−1,Θ(a)) induces a bijection SAφ, [a])↔ SA(ψ, θ([a])) that pre-
serves twist coordinates.
Proof. If Φ1,Φ2 ∈ P(φ) fix a ∈ Fn then Ψ1 := ΘΦ1Θ−1,Ψ2 := ΘΦ2Θ−1 ∈ P(ψ) fix
Θ(a). This proves (1).
For (2), let Ψ = ΘΦΘ−1 and note that if Φ ∈ P(φ) and a ∈ Fix(Φ) then Ψ ∈ P(ψ)
and Θ(a) ∈ Fix(Ψ). Moreover
c · (Φ, a) = (icΦi−1c , ac) 7→ (iΘ(c)Ψi−1Θ(c),Θ(a)Θ(c))) = Θ(c) · (Ψ,Θ(a))
This proves that (Φ, a) 7→ (ΘΦΘ−1,Θ(a)) induces a well defined map SA(φ, [a]) →
SA(ψ, θ([a])) that is obviously invertible and is hence a bijection. If Φi and Ψi are
as in the proof of (1) and if Φ2 = i
τ
aΦ1 then Ψ2 = i
τ
Θ(a)Ψ1. This proves that twist
coordinates are preserved.
We conclude this section with a conjugacy class of pairs construction that is better
suited to the techniques in Section 8 than the one in Definition 4.11 but is only
applicable when the fixed subgroups in question have rank at least two.
Definition 4.18. Given φ ∈ Out(Fn), consider pairs (Fix(Φ), a) where Φ ∈ P(φ),
a ∈ Fix(Φ) and [a] ∈ Aor(φ). Using Fix(icΦ−1c ) = ic(Fix(Φ)), the action of Fn on such
pairs is given by c · (Fix(Φ), a) = (ic(Fix(Φ), ic(a)), giving a conjugacy pair [Fix(Φ), a].
Similarly, Aut(Fn) acts on pairs (Fix(Φ), a) by Θ · (Fix(Φ), a) = (Θ(Fix(Φ)),Θ(a)).
This descends to an action of Out(Fn) on the set of such conjugacy pairs.
Remark 4.19. Since Fix(Φ) is its own normalizer (Lemma 4.4(3)), [Fix(Φ), a] =
[Fix(Φ), a′] if and only if a′ = ic(a) for some c ∈ Fix(Φ); equivalently a and a′ are
conjugate as elements of Fix(Φ).
Lemma 4.20. Suppose that Fix(Φ) and Fix(Φ′) have rank at least two. Then
[Φ, a] = [Φ′, a′]⇐⇒ [Fix(Φ), a] = [Fix(Φ′), a′]
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Proof. By definition, [Φ, a] = [Φ′, a′] if and only if there exists c ∈ Fn such that
Φ′ = icΦi−1c and a
′ = ic. Similarly, [Fix(Φ), a] = [Fix(Φ′), a′] if and only if there exists
c ∈ Fn such that Fix(Φ′) = ic Fix(Φ) and a′ = ic. As we are assuming that Fix(Φ) and
Fix(Φ′) have rank at least two, Φ′ = icΦi−1c if and only if Fix(Φ
′) = ic Fix(Φ).
4.3 Applying the Recognition Theorem
The Recognition Theorem [FH11, Theorem 5.1] gives invariants that completely de-
termine rotationless elements of Out(Fn). In this paper, via the following lemma, we
use it to give a sufficient condition for two elements of UPG(Fn) to be conjugate in
Out(Fn).
Lemma 4.21. Suppose that f : G→ G and g : G′ → G′ are CTs representing φ and
ψ respectively, that θ ∈ Out(Fn) and that a line L lifts into Γ(f) (meaning that the
realization of L in G is the image of a line in Γ(f)) if and only if θ(L) lifts into Γ(g).
Then for each Θ ∈ Aut(Fn) representing θ:
(1) there is a bijection BP : P(φ)→ P(ψ) such that FixN(BP(Φ)) = ∂Θ(FixN(Φ)) =
FixN(Φ
Θ). In particular, Fix(BP(Φ)) = Θ Fix(Φ) = Fix(ΦΘ).
(2) [Φ, a] 7→ [BP(Φ),Θ(a)] defines a bijection BSA : SA(φ)→ SA(ψ), independent of
the choice of Θ, such that φθ = ψ if and only if BSA preserves twist coordinates.
Proof. Given Φ ∈ P(φ), choose a line L˜1 ⊂ G˜ with both ends non-periodic and both
ends in FixN(Φ). By Lemma 4.1, the projection L ⊂ G lifts to the component Γ[Φ](φ)
of Γ(f) that corresponds to [Φ]. By hypothesis, the line L′1 ⊂ G′ corresponding to
θ(L) lifts to a component of Γ(g) and so by a second application of Lemma 4.1 there is
a unique Ψ ∈ P(ψ) such that FixN(Ψ) contains the endpoints {∂Θ(∂±L˜1)} of Θ(L˜1);
moreover, L1 lifts into Γ[Ψ](g). To see that Ψ is independent of the choice of L˜1,
suppose that we are given some other L˜2 with both ends non-periodic and both ends
in FixN(Φ). Let L˜3 be the line connecting the terminal endpoint of L˜1 to the initial
endpoint of L˜2. Since L˜1 and L˜3 have a common endpoint, replacing L˜1 with L˜3 does
not change Ψ. For the same reason, replacing L˜3 with L˜2 does not change Ψ. We
conclude that BP(Φ) = Ψ is well-defined. This argument also shows that ∂Θ maps
each non-periodic element of FixN(Φ) to a non-periodic element of FixN(Ψ). Since non-
periodic points in FixN(Φ) are dense in FixN(Φ), ∂Θ(FixN(Φ)) ⊂ FixN(Ψ). Reversing
the roles of φ and ψ and replacing θ with θ−1, we see that ∂Θ−1(FixN(Ψ)) ⊂ FixN(Φ),
which completes the proof of (1). Note that if Ψ = BP(Φ) then for all c ∈ Fn,
BP(icΦi−1c ) = iΘ(c)Ψi
−1
Θ(c)
because ∂Θ(FixN(icΦi
−1
c )) = ∂Θ(ic FixN(Φ)) = iΘ(c)∂Θ(FixN(Φ)) = iΘ(c) FixN(Ψ) =
FixN(iΘ(c)Ψi
−1
Θ(c)).
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For (2), suppose that [a] ∈ Aor(φ), that Φ ∈ P(φ) fixes a and that Ψ = BP(Φ).
Define
BSA([Φ, a]) = [BP(Φ),Θ(a)] = [Ψ,Θ(a)]
Then for all c ∈ Fn,
BSA([Φ, a]
c) = BSA([icΦi
−1
c , ic(a)]) = [iθ(c)Ψi
−1
θ(c), iθ(c)(Θ(a))] = [Ψ, a]
θ(c)
so BSA is well defined. By symmetry, BSA is a bijection. If Θ is replaced by ibΘ for
some b ∈ Fn then (Ψ,Θ(a)) is replaced by (ibΨi−1b , ibΘ(a)) = b ·(Ψ,Θ(a)). This shows
that BSA is independent of the choice of Θ. It remains to show that φ
θ = ψ if and
only if BSA preserves twist coordinates.
Let υ = φθ. By Lemma 3.12 and Lemma 4.17, conjugation by Θ induces:
• a bijectionB′P : P(φ)→ P(υ) defined by Φ 7→ ΘΦΘ−1 and satisfying FixN(B′P(Φ)) =
∂Θ FixN(Φ).
• a bijection B′SA : SA(φ) → SA(υ) defined by [Φ, a] 7→ [ΘΦΘ−1,Θ(a)] that
preserves twist coordinates.
The bijections B′′P = BPB
′−1
P : P(υ) → P(ψ) and B′′SA = BSAB′−1SA : SA(υ) →
SA(ψ) satisfy:
(a) FixN(B
′′
P(Υ)) = FixN(Υ) for all Υ ∈ P(υ).
(b) B′′SA preserves twist coordinates if and only if BSA does.
Applying (b), it suffices to show that φθ = ψ if and only if B′′SA preserves twist
coordinates.
Suppose that [b] ∈ Aor(υ), that b ∈ Fix(Υ) and that Υ, ibdΥ ∈ P(υ). Let a =
Θ−1(b) and Φ = Θ−1ΥΘ. Then
B′′SA[Υ, b] = BSA[Φ, a] = [BP(Φ), b]
and likewise
B′′SA[i
d
bΥ, b] = BSA[i
d
aΦ, a] = [BP(i
d
aΦ), b]
By definition, the twist coordinate for [Υ, b] and [ibdΥ, b] is d. It follows that B
′′
SA
preserves twist coordinates if and only if
BP(idaΦ) = ibdBP(Φ)
Since
BP(idaΦ) = B
′′
P(i
d
bΥ) and BP(Φ) = B
′′
P(Υ)
we conclude that B′′SA preserves twist coordinates if and only if
(c) B′′P(i
d
bΥ) = i
d
bB
′′
P(Υ)
By the Recognition Theorem [FH11, Theorem 5.3], (a) and (c) are equivalent to
η = ψ.
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5 Dynamical invariants
.
5.1 Limit lines Ω(r) ⊂ B
Definition 5.1. (See for example [FH11, Section 2.4]) For each r ∈ ∂Fn/Fn, we
define the set Ω(r) ⊂ B of limit lines of r as follows. Choose a lift r˜ ∈ ∂Fn, a marked
graph K and a ray R˜ ⊂ K˜ with terminal end r˜. Let R ⊂ K be the projected image of
R˜. Then L ∈ Ω(r) (thought of as a line in K) if and only if the following equivalent
conditions are satisfied.
(1) Each finite subpath of L occurs as a subpath of R.
(2) For each lift L˜ ⊂ K˜ of L ⊂ K there are translates R˜j of R˜ such that the initial
endpoints of R˜j converge to the initial endpoint of L˜ and the terminal endpoints
of R˜j converge to the terminal endpoint of L˜.
Let ΩNP(r) be the set of non-periodic elements of Ω(r).
Lemma 5.2. Ω(r) and ΩNP(r) are well-defined. Moreover, for each θ ∈ Out(Fn),
θ(Ω(r)) = Ω(θ(r)) and θ(ΩNP(r)) = ΩNP(θ(r)).
Proof. If R′ is another ray with terminal end r then R and R′ have a common terminal
subway R′′. Let R = αR′′ and R′ = α′R′′. Given a finite subpath τ2 ⊂ K of a line `,
extend it to a finite subpath τ1τ2 ⊂ K of ` where τ1 is longer than both α and α′. If
τ1τ2 occurs in R then τ2 occurs in R
′′. Since τ2 was arbitrary, every finite subpath of
` occur in R if and only if every finite subpath of ` occurs in R′′. The same holds for
R′ and R′′. This proves that Ω(r) is independent of the choice of R. Independence of
the choice of R˜ is obvious as is the equivalence of (1) and (2).
Suppose that K ′ is another marked graph and that g : K → K ′ is a homotopy
equivalence that preserves markings and so represents the identity outer automor-
phism. Let g˜ : K˜ → K˜ be a lift of g. If L˜ ⊂ K˜ is a lift of L and R˜j ⊂ K˜ is a sequence
of translates of ray R˜ such that the initial and terminal endpoints of R˜j converge to
those of L˜, then the same is true of L˜′ = g˜#(L˜) ⊂ K˜ ′ and R˜′j = g˜#(R˜j) ⊂ K˜ ′. This
proves that Ω(r) is independent of the choice of K.
For the moreover statement, choose a homotopy equivalence h : K → K that
represents θ and lifts L˜ ⊂ K˜ and h˜ : K˜ → K˜. If R˜j ⊂ K˜ is a sequence of translates
of R˜ whose initial and terminal endpoints converge to those of L˜, then the initial
and terminal endpoints of h˜#(R˜j) converge to those of h˜#(L˜) ⊂ K˜. This proves that
θ(ΩNP(r)) ⊂ ΩNP(θ(r)). The reverse inclusion follows by symmetry.
We now specialize to r ∈ R(φ).
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Notation 5.3. For φ ∈ UPG(Fn), let
Ω(φ) = ∪r∈R(φ)Ω(r) and ΩNP(φ) = ∪r∈R(φ)ΩNP(r)
As an immediate consequence of Lemma 3.12 and the moreover statement of
Lemma 5.2 we have
Corollary 5.4. Suppose that θ ∈ Out(Fn) and that ψ = θφθ−1 ∈ UPG(Fn). Then
θ(Ω(φ)) = Ω(ψ) and θ(ΩNP(φ)) = ΩNP(ψ).
For the remainder of the section we assume that f : G→ G is a CT representing
φ ∈ UPG(Fn). Our goal is to describe Ω(φ) and ΩNP(φ) in terms of f : G → G. See
in particular Corollary 5.17.
One advantage of working in a CT is that we can work with finite paths and not
just with lines and rays.
Definition 5.5. Given a path σ ⊂ G, we say that a line L ⊂ G is contained in the
accumulation set Acc(σ) of σ with respect to f if every finite subpath of L occurs as
a subpath of fk#(σ) for arbitrarily large k.
Notation 5.6. For each twist path w, we write w∞ for both the ray that is an infinite
concatenation of copies of w and the line that is a bi-infinite concatenation of copies
of w, using context to distinguish between the two. We use either w¯∞ or w−∞ for the
ray or line obtained from w∞ by reversing orientation on w.
Examples 5.7. (1) If σ is a Nielsen path then Acc(σ) = ∅.
(2) Suppose that E ∈ Lin(f) and f(E) = Ewd.
(a) If d > 0 then Acc(E) = {w∞} and Acc(E¯) = {w¯∞}.
(b) If d < 0 then Acc(E) = {w¯∞} and Acc(E¯) = {w∞}.
(3) If Ei, Ej ∈ Lin(f) satisfy f(Ei) = Eiwdi and f(Ej) = Eiwdj for di 6= dj then for
all p ∈ Z, Acc(EiwpE¯j) = {w∞} if di > dj and Acc(EiwpE¯j) = {w¯∞} if di < dj.
Recall from Lemma 3.18 that there is a bijection between R(φ) and the set Ef
of non-fixed non-linear edges of G and that if r ∈ R(φ) corresponds to E ∈ Ef then
the eigenray RE = E · uE · [f(uE)] · [f 2(uE)] · . . . ⊂ G has terminal end r. Thus, a
line L ⊂ G is an element of Ω(r) if and only if each finite subpath of L occurs as a
subpath of RE.
Limit lines of eigenrays are connected to accumulation sets as follows.
Lemma 5.8. If r ∈ R(φ) corresponds to E ∈ Ef and f(E) = E · uE then Ω(r) =
Acc(E) = Acc(uE · f#(uE)) = Acc(uE · f#(uE) · . . . · fk#(uE)) for any k ≥ 1.
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Proof. The first equality is an immediate consequence of the definitions and the fact
that E ⊂ f(E) ⊂ f 2#(E) ⊂ . . . is an increasing sequnce whose union is RE. Likewise,
Acc(uE · f#(uE)) ⊂ Acc(uE · f#(uE) · . . . · fk#(uE)) ⊂ Acc(fk+1# (E)) = Acc(E)
is immediate. It therefore suffices to show that Ω(r) ⊂ Acc(uE · f#(uE)).
If L ∈ Ω(r) then every finite subpath σ of L occurs as a subpath of every subray
of RE. Since the length of f
k
#(uE) tends to infinity with k, each occurence of σ
that is sufficiently far away from the initial endpoint of RE is contained in some
fk#(uE) · fk+1# (uE) = fk#(uE · f#(uE)). As the occurence of σ moves farther down the
ray, k →∞.
Notation 5.9. Define a partial order on the set Ef ∪ E−1f by E1  E2 if E1 6= E2
and if, for some k ≥ 0, E2 is crossed by fk#(E1) and so by Lemma 3.13 is a term in
the complete splitting of fk#(E1). (In Notation 5.18 we define a partial order > on Ef
that does not distinguish between E and E¯.)
As an immediate consequence of the definition, we have
Lemma 5.10. If E,E ′ ∈ Ef ∪ E−1f and E  E ′ then the height of E ′ is less than the
height of E and Acc(E ′) ⊂ Acc(E).
The terms µi in the complete splitting of uE ·f#(uE) are Nielsen paths, exceptional
paths and single edges with height strictly less than that of E. Each Acc(µi) is a subset
of Acc(E) = Ω(r). If µi ∈ Ef ∪ E−1f then Acc(µi) can be understood inductively. The
remaining Acc(µi)’s are given in Examples 5.7. The work in identifying Ω(r) =
Acc(uE · f#(uE)) is to determine what additional lines must be added to
⋃
Acc(µi).
Notation 5.11. For a path α ⊂ G, we say that fk#(α) converges to a ray R ⊂ G
if for all m there exists K such that the initial m-length segments of fk#(α) and of
R are equal for all k ≥ K. Note that R is necessarily unique and f#-invariant. We
sometimes write R = f∞# (α).
Examples 5.12. (1) Suppose that E ∈ Lin(f) and that f(E) = Ewd.
(a) If d > 0 then fk#(E) converges to Ew
∞ and fk#(E¯) converges to w¯
∞.
(b) If d < 0 then fk#(E) converges to Ew¯
∞ and fk#(E¯) converges to w
∞.
(2) If E ∈ Ef then fk#(E) converges to RE.
(3) If Ei, Ej ∈ Lin(f) satisfy f(Ei) = Eiwdi and f(Ej) = Eiwdj for di 6= dj then for
all p ∈ Z, fk#(EiwpE¯j) converges to Eiw∞ if di > dj and to Eiw¯∞ if di < dj.
Notation 5.13. If E ∈ Ef , then the first growing term of f(E¯) has height less than
that of E. It follows that there exists M > 1 so that if σi is a growing term in
the complete splitting of a path σ and if m ≥ M , then the first growing term in
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the complete splitting of fm# (σi) is not an element of E−1f and the last growing term
in the complete splitting of fm# (σi) is not an element of Ef . We refer to M as the
stabilization constant for f .
Lemma 5.14. Let M be the stabilization constant for f . If σ is a completely split
growing path then fk#(σ) converges to a ray f
∞
# (σ) = ρR where
(1) ρ is a (possibly trivial) Nielsen path and one of the following holds:
(a) R = RE for some E ∈ Ef .
(b) R = Ew±∞ for some E ∈ Linw(f).
(c) R = w±∞ for some twist path w.
(2) If σ = µ1 · ν1 · µ2 · . . . is the coarsening of the complete splitting of σ into
maximal (possibly trivial) Nielsen paths µi and single growing terms νi, then
f∞# (σ) = µ1f
∞
# (ν1).
(3) In case 1(c) there exists E ∈ Linw(f) and a smallest kσ ≤M such that the first
growing term in the coarsened complete splitting of fk#(σ) is E¯ for all k ≥ kσ.
Moreover, if the first growing term in the coarsened complete splitting of σ is
not an edge in E−1f then kσ = 1.
Proof. There is no loss in replacing σ with its first growing term. The only case that
does not follow from Example 5.12 is that σ = E¯ ∈ E−1f . This case follows from the
definition of M and the obvious induction argument.
Remark 5.15. The rays in 5.14 are finitely determined: in case (1a) R is determined
by the edge E, in case (1b) R is determined by E and w and in case (1c) R is
determined by w and a choice of ±. From this data one can write down any finite
initial subpath of R.
Lemma 5.16. Suppose that σ ⊂ G is a completely split path and that σ = α · β is
a coarsening of the complete splitting in which both α and β are growing. Let R− =
f∞# (α¯), let R
+ = f∞# (β) and let ` = (R
−)−1R+. Then Acc(σ) = Acc(α)∪Acc(β)∪{`}.
Proof. The inclusion Acc(α) ∪ Acc(β) ⊂ Acc(σ) follows from the fact that α and β
occur as concatenation of terms in a splitting of σ. It is an immediate consequence
of the definitions that ` ∈ Acc(γ). It therefore suffices to assume that L ∈ Acc(σ) is
not contained in Acc(α) ∪ Acc(β) and prove that L = `.
Choose a finite subpath L1 of L and K > 0 so that L1 does not occur as a subpath
of fk#(α) or of f
k
#(β) for k ≥ K. Extend L1 to an increasing sequence L1 ⊂ L2 ⊂ . . . of
finite subpaths of L whose union is L. For each j ≥ 1, let Cj be the length of Lj. There
exist arbitrarily large k so that Lj includes as a subpath of f
k
#(σ) = f
k
#(α) · fk#(β).
The induced inclusion of L1 in f
k
#(σ) must intersect both f
k
#(α) and f
k
#(β) and so
Lj is included as a subpath of the concatenation of the terminal segment of f
k
#(α)
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of length Cj with the initial segment of f
k
#(β) of length Cj. If k is sufficiently large
then the length Cj initial segments of R
− and of fk#(α¯) agree and the length Cj initial
segments of R+ and of fk#(β) agree. Thus each Lj can be included as a subpath of `.
Since the induced inclusion of L1 contains the juncture point between R
− and R+, we
may pass to a subsequence of Lj’s and choose inclusions of Lj into ` so that induced
inclusion of L1 in ` is indpendent of j. It follows that if i < j then the inclusion
of Li into ` is the restriction of the inclusion of Lj into ` and hence that there is a
well-defined inclusion of L into `. This inclusion is necessarily onto and so L = `.
Corollary 5.17. For each r ∈ R(φ),
(1) Each L ∈ Ω(r) decomposes as L = (R−)−1ρR+ where ρ is a (possibly trivial)
Nielsen path and R = R+ and R = R− satisfy 1(a), 1(b) or 1(c) of Lemma 5.14.
In particular, each L is φ-invariant and is finitely determined in the sense of
Remark 5.15 and each periodic L equals w±∞ for some twist path w.
(2) Ω(r) is a finite set and the finite data that determines each of its elements can
be read off from f : G→ G.
(3) ΩNP(r) 6= ∅.
(4) For each L ∈ Ω(r) and each lift L˜ there exists Φ ∈ P(φ) such that ∂−L˜, ∂+L˜ ∈
FixN(Φ). Equivalently L lifts into Γ(f).
Proof. By Lemma 5.8 we can replace Ω(r) with Acc(E) where E ∈ Ef corresponds to
r. Lemma 5.8 also implies that Acc(E) = Acc(u · f#(u)) where f(E) = E · u. Let
u · f#(u) = ρ0 · σ1 · ρ1 · σ2 . . . σq · ρq
be a coarsening of the complete splitting of u ·f#(u) so that each σi is a single growing
term and so that the ρi’s are (possibly trivial) Nielsen paths. For 1 ≤ i ≤ q − 1, let
R−i = f
∞
# (σ¯i) and for 2 ≤ i ≤ q, let R+i = f∞# (σi). For 1 ≤ i ≤ q − 1, define
`i = (R
−
i )
−1ρiR+i+1. Lemma 5.16 and the obvious induction argument imply that
Ω(r) = Acc(u · f#(u)) = Acc(σ1) ∪ `1 ∪ Acc(σ2) ∪ . . . ∪ `q−1 ∪ Acc(σq)
Lemma 5.14(1) implies that each `i satisfies (1). If σi is linear then Acc(σi) = w
±∞
for some twist path w by Examples 5.7. The remaining σi have the form E
′ or E¯ ′ for
some E ′ ∈ Ef with height less than that of E. Downward induction on the height of
E completes the proof of (1) and (2).
We now turn to (3), assuming at first that q > 2. If σ2 is exceptional or an
element of Ef ∪ Lin(f) then `1 is non-periodic. Otherwise, σ¯2 ∈ Ef ∪ Lin(f) and `2
is non-periodic. Both of these statements follow from Lemma 5.14. If q = 2 then
σ1 is linear. One easily checks that ˜`1 is non-periodic in the various cases that can
occur. For example if σ1 = E1 ∈ Lin(f) then σ2 = E1 and `1 = w¯±∞ρ1E1w±∞. The
remaining cases are left to the reader.
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The equivalence of the two conditions in (4) follows from Lemma 4.1. To prove
that L lifts into Γ(f), we make use of the fact that each vertex in G lifts uniquely to
Γ0(f) and the fact that each Nielsen path in G lifts uniquely into Γ(f) with one, and
hence both, endpoints in Γ0(f). These facts follow immediately from the construction
of Γ(f) and the fact that every Nielsen path is a concatenation of fixed edges and
(necessarily closed) indivisible Nielsen paths. Given these facts, we may assume that
L = (R−)−1ρR+ is not a concatenation of Nielsen paths and hence that the initial
edge Ej of either R
− or R+ is an element of Lin(f)∪Ef . The two cases are symmetric
so we may assume that Ej is the initial edge of R
−. Let E ′j ⊂ Γ(f) be the unique lift
of Ej with initial vertex v
′ ∈ Γ0(f) and then extend this to a lift of R− into Γ(f). The
Nielsen path ρ lifts to a path ρ′ ∈ Γ0(f) with initial vertex v′ and terminal vertex,
say w′. If R+ is a concatenation of Nielsen paths then it lifts into Γ0(f) with initial
vertex w′. Otherwise we lift R+ in the same way that we lifted R−.
Example 3.1 (continued). Recall Rq = q · c · cb · cbba · . . . · cbba . . . bak−1 · . . . and
so Ω(rq) = {a∞Rc, a∞ba∞, a∞} and ΩNP(rq) = {a∞Rc, a∞ba∞}.
5.2 A Canonical Collection of Free Factor Systems
In this section, we define a canonical partial order < on R(φ) and then associate a
nested sequence ~F(φ,<T ) = F0 @ F1 @ . . . @ Ft of φ-invariant free factor systems to
each total order <T on R(φ) that extends <. The bottom free factor system F0 is the
smallest free factor system that carries all conjugacy classes that grow at most linearly
and is independent of <T . The inclusions Fi−1 @ Fi are all one-edge extensions. The
CTs that represent φ with filtrations that realize ~F(φ,<T ) are easier to work with
than generic CTs - see Lemma 5.26.
Notation 5.18. Suppose that f : G→ G is a CT representing φ and that E1 and E2
are distinct elements of Ef . If E1 or E¯1 is a term of the complete splitting of fk#(E2)
for some k ≥ 1 then we write E1 < E2. Lemma 3.13 implies that < is a partial
order on Ef . If E1 < E2 are consecutive elements in the partial order then we write
E1 <c E2.
If r1, r2 ∈ R(φ) and r1 is an end of some element of ΩNP(r2) then we write r1 < r2.
Lemma 5.19 below implies that < defines a partial order on R(φ). If r1 < r2 are
consecutive elements in the partial order then we write r1 <c r2.
Example 3.1 (continued). In our example, the only relation is rc < rq.
Recall from Lemma 3.18 that the map that sends E to the end of RE defines a
bijection between Ef and R(φ).
Lemma 5.19. For any CT f : G→ G, the bijection between Ef and R(φ) preserves
<.
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Proof. Suppose that E1, E2 ∈ Ef correspond to r1, r2 ∈ R(φ) respectively.
If E1 < E2 and f(E2) = E2 · u2 then E1 or E¯1 is a term in the complete splitting
of fk#(u2) for some, and hence all sufficiently large, k. By Lemma 5.8, there exists a
completely split path γ such that Ω(r2) = Acc(γ) and such that the complete splitting
of γ has a coarsening γ = γ1 · γ2 · γ3 into three growing terms with γ2 equal to either
E¯1 or E1. Lemma 5.16 therefore implies that RE1 is a terminal ray of L or L
−1 for
some L ∈ Ω(r2). Thus r1 < r2.
If r1 < r2 then RE1 is a terminal ray of L or L
−1 for some L ∈ Ω(r2) by Corol-
lary 5.17(1). It follows that fk#(E2) crosses E1 or E¯1 for all sufficiently large k.
Lemma 3.13 implies that E1 < E2.
Lemma 5.20. If ψ = θφθ−1 then the bijection R(φ) → R(ψ) induced by θ (see
Lemma 3.12) preserves partial orders.
Proof. By Lemmas 3.12 and 5.4, we have θ(R(φ)) = R(ψ) and θ(ΩNP(r)) = ΩNP(θ(r))
for each r ∈ R(φ). The fact that θ preserves the partial order now follows from the
definition of the partial order.
Notation 5.21. Extend the partial order < on R(φ) to a total order <T and write
R(φ) = {r1, . . . , rs} where the elements are listed in increasing order. Given a CT
f : G→ G representing φ, transfer the total order <T on R(φ) to a total order (also
called) <T on Ef = {E1, . . . , Es} using the bijection between Ef and R(φ) given in
Lemma 3.18.
Recall from Section 4.1 that each component C of the eigengraph Γ(f) is con-
structed from a component C0 of Fix(f) by first adding ‘lollipops’, one for each
E ∈ Lin(f) with initial vertex in C0, to form C1, and then adding rays labelled
RE, one for each E ∈ Ef with initial vertex in C0. Each E ∈ Ef contributes exactly
one ray to Γ(f) and we identify that ray with the eigenray RE; it is the unique lift
of RE to Γ(f). Each E ∈ Lin(f) contributes exactly one lollipop to Γ(f). Note that
C is contractible if and only if C1 is contractible if and only if C0 is contractible and
there are no E ∈ Lin(f) with initial vertex in C0. In this contractible case, C is
obtained from a (possibly trivial) tree in Fix(f) by adding eigenrays and we single
out the ray RE ⊂ C whose associated edge E is lowest with respect to <T . These
edges define subsets R∗(φ) ⊂ R(φ) and E∗f ⊂ Ef that correspond under the bijection
between R(φ) and Ef .
Definition 5.22. A conjugacy class [a] grows at most linearly under iteration by φ if
for some, and hence every, set of generators there is a linear function P such that word
length of φk([a]) with respect to those generators is bounded by P (k). If f : G→ G
represents φ, then word length of φk([a]) can be replaced by edge length of fk#(σ) in
G where σ ⊂ G is the circuit representing [a]. The linear growth free factor system
F0(φ) is the minimal free factor system that carries all conjugacy classes that grow
at most linearly under iteration by φ.
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Lemma 5.23. Suppose that f : G → G is a CT representing φ and that <T and
Ef = {E1, . . . , Es} are is in Notation 5.21. Let K0 ⊂ G be the subgraph consisting
of all fixed and linear edges for f : G → G. For 1 ≤ j ≤ s, inductively define
Kj = Kj−1 ∪ Ej. Then:
(1) F0(φ) = F(K0, G) (as defined at the beginning of Section 3.3).
(2) Each Kj is f -invariant.
(3) If Ej ∈ E∗f then F(Kj, G) = F(Kj−1, G); otherwise F(Kj−1, G) @ F(Kj, G) is
a proper one-edge extension.
Proof. In proving (1), we work with circuits σ ⊂ G and edge length in G rather than
conjugacy classes [a] and word length with respect to a set of generators of Fn. If E
is an edge of K0, then f(E) = E · u for some (possibly trivial) closed Nielsen path u.
Lemma 3.13 implies that u ⊂ K0 and hence that K0 is f -invariant. Each circuit in
K0 grows at most linearly under iteration by f# since every edge in K0 does. Thus
F(K0, G) @ F0(φ).
After replacing σ with fm# (σ) for some m ≥ 0, we may assume by [FH11, Lemma
4.25] that σ is completely split. Lemma 3.13 implies that if σ is not contained in K0
then, up to reversal of orientation, some term in the complete splitting of σ is an edge
E ∈ Ef . In this case, σ grows at least as fast as E does. If f(E) = E · u then the
length of fk#(u) goes to infinity with k and so the length of f
k
#(E) grows faster than
any linear function. This proves that K0 contains every circuit that grows at most
linearly so F0(φ) @ F(K0, G). This completes the proof of (1).
For the remainder of the proof we may assume that j ≥ 1. For Ej ∈ Ef , the
terms in the complete splitting of f(Ej), other than Ej itself, are exceptional paths,
Nielsen paths and single edges Ei or E¯i with Ei < Ej. Lemma 3.13 implies that
the exceptional paths and Nielsen paths are contained in K0. The single edge terms
other than Ej are contained in Kj−1 by construction. Thus f(Ej) ⊂ Kj and Kj is
f -invariant. This proves (2).
The terminal endpoint of each Ej ∈ Ef is contained in a non-contractible com-
ponent of Kj−1 because f(Ej) = Ejuj for a non-trivial closed path uj ⊂ Kj−1. If
Ej ∈ E∗f with initial vertex vj then the component of Kj−1 that contains vj is a con-
tractible component of Fix(f). In this case every line in Kj is contained in Kj−1 so
F(Kj, G) = F(Kj−1, G). Otherwise, vj is contained in a non-contractible component
of Kj−1 so F(Kj−1, G) @ F(Kj, G) is a proper inclusion. Obviously Kj is obtained
from Kj−1 by adding a single edge.
The next lemma shows that the F(Kj, G)’s defined in Lemma 5.23 depend only
on φ and <T and not on the choice of CT f : G→ G.
Lemma 5.24. Continue with the notation of Lemma 5.23. For each rj /∈ R∗(φ),
there exists at least one line L(rj) that lifts to Γ(f), whose terminal end is rj and
whose initial end is not rl for any l ≥ j. Moreover, for any such choice of lines,
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F(Kj, G) is the smallest free factor system that contains F0(φ) and carries {L(rl) :
l ≤ j and rl /∈ R∗(φ)}.
Proof. Let C = C(j) be the component of Γ(f) that contains REj , let C0 ⊂ C1 ⊂ C
be as in Notation 5.21 and, for each 1 ≤ q ≤ s, let Aq ⊂ C be the union of C1 with the
rays REl in C with El ≤ Eq. By construction, and by Lemma 5.23, REl is included in
Aq if and only if REl ⊂ Kq. Since rj /∈ R∗(φ), either C1 is non-contractible or Aj−1
contains at least one ray REl . In both cases, the ray REj ⊂ C extends by a ray in
Aj−1 to a line in Aj. The projection L(rj) of this line into Kj satisfies the conclusions
of the main statement of the lemma.
The moreover part of the lemma is proved by induction on j with the base case
j = 0 following from Lemma 5.23(1). For the inductive case, let F ′j be the smallest
free factor system that carries Kj−1 and L(rj). Then F(Kj−1, G) @ F ′j @ F(Kj, G)
with the first inclusion being proper and F ′j does not have more components than
F(Kj−1, G). Lemma 3.3 implies that F ′j = F(Kj, G).
Notation 5.25. Let K0 ⊂ K1 ⊂ . . . ⊂ Ks = G be as in Lemma 5.23 and let
~F(φ,<T ) = F0 @ F1 @ . . . @ Ft be the increasing sequence of distinct free factor
systems determined by the Kj’s. (Equivalently, ~F(φ,<T ) is the sequence determined
by those Kj’s with rj 6∈ R∗(φ).) We say that ~F(φ,<T ) is the sequence of free factor
systems determined by φ and <T . Lemma 5.24 justifies this description by showing
that ~F(φ,<T ) depends only on φ and <T . To simplify notation a bit, we write Lk for
L(r(j)) where r(j) is the kth lowest element of R(φ) \R∗(φ). Thus Fk is filled by F0
and L1, . . . , Lk.
We sometimes refer to a nested sequence of free factor systems as a chain. A chain
c = (F0 @ · · · @ Ft) is special for φ if c = ~F(φ,<T ) for some extension <T of < to a
total order on R(φ). A free factor system F is special for φ if F is an element of some
special chain for φ. The set of special free factor systems for φ is denoted L(φ). A
free factor F or its conjugacy class is special for φ if [F ] is an element of some special
free factor system for φ. A pair e = (F− @ F+) of free factor systems is a special
one-edge extension for φ if its appears as consecutive elements of some special chain
for φ.
By applying the existence theorem for CTs given in [FH18, Theorem 1.1], we
can choose a CT whose filtration realizes ~F(φ,<T ) for any given <T . The following
lemma shows that the case analysis for a CT with this property is simpler than that
of a random CT.
Lemma 5.26. Suppose that ~F(φ,<T ) = F0 @ F1 @ . . . @ Ft and that f : G→ G and
∅ = G0 ⊂ G1 ⊂ . . . ⊂ GN = G are a CT and filtration representing φ and realizing
~F(φ,<T ); i.e. for all 0 ≤ k ≤ t there is an f -invariant core subgraph Gik such that
Fk = F(Gik , G). Then Gik \ Gik−1 is a single topological arc Ak with both endpoints
in Gik−1. Moreover, letting Dk be the element of Ef corresponding to ∂+Lk ∈ R(φ)
(as in Lemma 5.24), Ak can be oriented so that one of the following is satisfied.
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[HH] : Ak = C¯kDk where Ck ∈ Ef .
[LH] : Ak = C¯kDk where Ck ∈ Lin(f).
[H] : Ak = Dk.
Proof. By Lemma 5.23, each Fj−1 @ Fj is a one-edge extension. [HM, Part II, Lemma
2.5] therefore implies that Gik is constructed from Gik−1 in one of three ways: add
a single topological edge with both endpoints in Gik−1 ; add a single topological edge
that forms a circuit that is disjoint from Gik−1 ; add an edge forming a disjoint circuit
and then add an edge connecting that circuit to Gik−1 . In the second and third cases
the circuit is f -invariant in contradiction to the fact that K0 contains all φ-invariant
conjugacy classes. Thus Gik is obtained from Gik−1 by adding a single topological arc
Ak with both endpoints in Gik−1 .
The arc Ak consists of either one or two edges of G. Indeed, a ‘middle’ edge can
not be fixed by the (Periodic Edge) property ([FH11, Definition 4.7(5)] of a CT and
cannot be non-fixed because in that case its terminal end would be contained in a
core subgraph of Gik−1 by [FH11, Lemma 4.21]. The (Periodic Edge) property also
implies that if Ak consists of two edges, then neither is fixed. To complete the proof,
it suffices to show that Ak crosses Dk. We will do so by showing that Dk is not
contained in Gik−1 and is contained in Gik .
A line L ⊂ G that lifts to Γ(f) but is not contained in K0 either decomposes as the
concatenation of a ray in K0 and an eigenray RE′ or decomposes as the concatenation
of a finite path in K0 and a pair of eigenrays RE′ and RE′′ . In the former case, each
E ∈ Ef crossed by L satisfies E ≤ E ′ and in the latter case each E ∈ Ef satisfies
E ≤ E ′ or E ≤ E ′′. It follows that every edge E ∈ Ef crossed by
⋃k−1
q=1 Lq satisfies
E <T Dk. Since K0 and L1, . . . , Lk−1 fill Fk−1, we conclude that Dk is not contained
in Gik−1 . Since Lk lifts to Γ(f) and ∂+Lk = ∂RDk , it follows that RDk is a terminal
ray of Lk. In particular, Lk crosses Dk. Lemma 5.24 implies that Lk ⊂ Gik and we
are done.
Lemma 5.27. Let e = (F− @ F+) be special for φ.
(1) The types HH, LH, or H of e as in Lemma 5.26 are mutually exclusive and
independent of the special chain ~F(φ,<T ) containing e and the choice of CT
f : G→ G realizing ~F(φ,<T ).
(2) Suppose that e appears as consecutive elements Fk−1 @ Fk in ~F(φ,<T ), which
is realized by the CT f : G → G. Using terminology as in Lemma 5.26, say
that e is respectively contractible, infinite cyclic, or large depending on whether
the component of the eigengraph Γf |Fk containing the eigenvector RDk is con-
tractible, has infinite cyclic fundamental group, or has large fundamental group.
The types contractible, infinite cyclic, or large of e are mutually exclusive and
independent of the choices of ~F(φ,<T ) and f .
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Proof. (1): Suppose e = (Fk−1 @ Fk) in ~F(φ,<T ). The difference between the
cardinality of R(φ|Fk) and the cardinality of R(φ|Fk−1) is 2 in the [HH] case and 1
in the [LH] and [H] cases. In case [LH], either the number of axes for φ|Fk is strictly
larger than the number of axes for φ|Fk−1 or there is a common axis of φ|Fk and
φ|Fk−1 whose multiplicity in the former is strictly larger than in the latter. Neither
of these happens in case [H].
(2): Here is an invariant description. Let r ∈ ∆ := R(φ|Fk) \ R(φ|Fk−1), for
example we could take r to be determined by RD. Either ∆ = {r} or ∆ = {r, s} and
there is a φ|Fk-fixed line L whose ends represent r and s. Let r˜ be a lift of r of ∂Fn
and let L˜ = [r˜, s˜] be a lift of L if ∆ = {r, s}. By definition, e is contractible, infinite
cyclic, or large iff Fix(Φr˜) is trivial, infinite cyclic, or large where Φr˜ is the unique
representative of φ fixing r˜. We are done by noting that Φr˜ = Φs˜ if ∆ = {r, s}.
Example 3.1 (continued). If we extend the partial order rc < rq on R(φ) to the
total order rc < rd < re < rq we get the special chain c represented by the sequence
of graphs in Figure 3.
1 G2 G3 G4G
Figure 3: c = {[G0]} @ {[G1]} @ {[G2]} @ {[G3]}
Example 5.28. Consider the CT f : G→ G given as follows: start with a rose with
edges a and b. Define f(a) = a and f(b) = ba. Add a new vertex v with adjacent
edges c, d and define f(c) = cb and f(d) = db2. Add another new vertex v′ with
adjacent edges c′ and d′ with f(c′) = c′b3 and f(d′) = d′b4 finally add an f -fixed
edge e with endpoints v and v′. The φ-fixed free factor system F represented by the
complement of e in G is not in L(φ). Indeed, F @ {Fn} is 1-edge, but not of type H,
HH, or LH, contradicting Lemma 5.26.
Example 5.29. Suppose f : G → G is a CT containing a circle C with only one
vertex x and such that x is the initial endpoint of an H-edge, the terminal endpoint of
a linear edge in an LH extension (so that C is an axis), and there are no other edges
containing x. Then Γ(f) has no large components containing an axis corresponding
to C.
Lemma 5.30. Referring to Notation 5.25, suppose F , [F ], c, and e are special for φ.
If θ ∈ Out(Fn) then:
• θ(F), θ([F ]), θ(c), and θ(e) are special for φθ; and
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• the types H, HH, or LH and the types contractible, infinite cyclic, or large of e
and θ(e) are the same.
Proof. This is an immediate consequence of the fact (Lemma 3.12) that conjugation
preserves partial orders and the invariant description of types given in the proof of
Lemma 5.27.
Definition 5.31 (added lines). Suppose that c is a special chain for φ that is realized
by f : G→ G and that e = (F− @ F+) ∈ c. Then R(φ|F+) \ R(φ|F−) contains two
elements if e has type HH and one element otherwise. These elements are said to be
new with respect to e. Similarly Γ(f |F+) carries more lines than Γ(f |F−). The set
of added lines with respect to e, denoted Le(φ), is a φ-invariant subset of these lines.
In case e is contractible, Le(φ) consists of all lines L in Γ(f |F+) with ∂+L new. If e is
not contractible then we also require that ∂−L is not in R(φ). Le(φ) has an equivalent
invariant description as follows. Set Φ := Φr˜+ |F+ where r+ is new, r˜+ ∈ ∂F+ ⊂ ∂Fn,
and [F+] is the component of F+ carrying r+. Le(φ): = [∂ Fix(Φ), r˜+] if Fix(Φ) is
non-trivial; else = [(FixN(Φ) \ {r+}), r˜+] if there is only one new eigenray; else = the
set consisting of the two lines with lifts with endpoints in FixN(Φ). This invariant
description shows that Le(φ) is independent of the special chain e ∈ c, which is why
~F does not appear in the notation.
Example 3.1 (continued). Referring to Figure 3, if e = ({[G2]} @ {[G3]}) then
Le(φ) consists of two lines; they are represented by a
∞p−1Rq and a−∞p−1Rq. If
e = ({[G1]} @ {[G2]}) then Le(φ) consists of two lines; they are represented by
(Rd)
−1Re and its inverse.
Lemma 5.32. For θ ∈ Out(Fn), θ
(
Le(φ)
)
= Lθ(e)(φ
θ).
Proof. By Lemma 5.30, θ(e) ∈ θ( ~F) are special for φθ. The set of new elements
of R(φ) with respect to e = (F+ @ F−) has the invariant description R(φ|F+) \
R(φ|F−). In particular, θ takes the new elements with respect to φ to those with
respect to φθ; see Lemma 3.12. The equation in the lemma then follows from the
invariant definition of added lines in Definition 5.31 and the naturality results of
Lemma 3.12.
In the next lemma, we record some consequences of Lemmas 5.20, 5.23, and 5.24.
Lemma 5.33. (1) A conjugacy class grows at most linearly under iteration by φ if
and only if it is carried by F0(φ).
(2) F0(φ) = F(Fix(φ)), i.e. F0(φ) is the smallest free factor system carrying Fix(φ).
Proof. (1): By definition F0(φ) carries all conjugacy classes that grow at most linearly.
Conversely, by Lemma 5.23, F0(φ) is represented a graph K0 consisting of linear and
fixed edges. Hence every conjugacy class carried by F0(φ) grows at most linearly.
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(2): By (2), F(Fix(φ)) @ F0(φ). Suppose @ is proper. By [FH18, Theorem 1.1],
there is a CT f : G → G realizing φ with f -invariant core subgraphs Gk ( Gl
representing these two free factor systems and such that f |Gl is a CT. By Lemma 5.23,
every edge ofGl is fixed or linear. Let E be an edge ofGl\Gk. There is a Nielsen circuit
ρ in Gl containing E. (Indeed, by the construction of eigengraphs in Section 4.1:
• every edge of a CT is the label of some edge in its eigengraph;
• the eigengraph of a linear growth CT is a compact core graph; and
• every circuit in an eigengraph is Nielsen.
The existence of ρ now follows from the defining property of a core graph that there
is a circuit through every edge.) The fixed fixed conjugacy class represented by ρ is
not in F(Fix(φ)), contradiction.
5.3 The lattice of special free factor systems
This section is not needed for the rest of the paper and so could be skipped by the
reader. The main results, Lemmas 5.35 and 5.37, are that (L(φ),@) is a lattice that
is natural with respect to Out(Fn) in the sense that, for θ ∈ Out(Fn),
θ(L(φ),@) = (L(φθ),@)
In this section, f : G→ G will always denote a CT for φ. We will conflate an element
of R(φ) and its image in Ef under the bijection R(φ) ↔ Ef ; see Lemma 3.18. A
subset S of R(φ) is admissible if it satisfies
(q ∈ S) ∧ (r < q) =⇒ r ∈ S
If S ⊂ R(φ) then mimicking Notation 5.23 we let K(S) denote the union of K0 and
the edges in S. Recall K0 is the union of the fixed and linear edges of G.
Lemma 5.34. The following are equivalent.
(1) F is special for φ.
(2) F = F(K(S), G) for some admissible S ⊂ R(φ).
(3) F = F(H,G) for some f -invariant H ⊂ G containing K0.
Proof. (1) =⇒ (2): By definition, a free factor system F is special iff there is a
total order <T extending < and an initial interval [r1, . . . , rk] of (R, <T ) such that
F = F(K({r1, . . . , rk}), G). Since an initial interval is admissible, we may take
S = {r1, . . . , rk}.
(2) =⇒ (3): We may take H = K(S).
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(3) =⇒ (2): Let S be the set of edges in H that are not in K0. It is enough to
show that S is admissible. Let q ∈ S and let r ∈ R(φ) satisfy r < q. By definition of
<, there is k > 1 so that the edge r or its inverse is a term in the complete splitting
of fk#(q). Since the edge q is in H and H is f -invariant, the edge r is also in H.
(2) =⇒ (1): We claim that if S is admissible then there is an extension <T of <
so that S is an initial segment of (R(φ), <T ). Indeed, start with any total order <T
extending < and iteratively interchange r and s if r <T s are consecutive, s ∈ S, and
r /∈ S. For such a <T , S represents an element of ~F(φ,<T ).
Lemma 5.35. Let F be a special free factor system for φ.
(1) The set of admissible subsets of R(φ) is a sublattice of 2R(φ).
(2) There is a minimal admissible S ⊂ R(φ) such that F = F(K(S), G). We say
that such an admissible S is efficient for F . In fact, if S ′ is admissible then the
set of edges of core
(
K(S ′)
)
not in K0 is efficient for F
(
K(S ′), G
)
.
(3) S =
⋂{S ′ | F = F(K(S ′), G)} is efficient for F .
(4) S is efficient for F iff F = F(K(S), G) and through every edge representing
an element of S there is a circuit in K(S).
(5) If S1 and S2 are efficient admissible and F(K(S1), G) @ F(K(S2), G) then
S1 ⊂ S2.
(6) (L(φ),@) is a lattice.
(7) Every maximal chain in L(φ) is special.
(8) Every minimal pair e = (F− @ F+) in L(φ) (i.e. if F special and F− @ F @ F+
then F− = F or F = F+) is special.
Proof. (1) follows directly from the definition of admissible.
(2): Suppose S1, S2 are admissible and K(S1) and K(S2) each represent F . Hence
C := core
(
K(S1)
)
= core
(
K(S2)
)
and, since G is a CT, C is f -invariant. (Indeed,
by [FH11, Lemma 4.21], the removal of an edge with a valence one vertex from an
f -invariant subgraph results in an f -invariant subgraph.) It follows that K0 ∪ C
is the minimal f -invariant subgraph of G representing F and containing K0; see
Lemma 5.34. Hence S is the set of edges of K0 ∪ C not in K0.
(3), (4), and (5) follow easily from (2).
(6): Suppose S1 and S2 are efficient. Then using (4), S1∪S2 is efficient. It follows
that F(K(S1∪S2), G) is the smallest (with respect to @) special free factor system for
φ containing F1 := F
(
K(S1), G
)
and F2 := F
(
K(S2), G
)
. Suppose S is efficient and
F(K(S), G) @ Fi, i = 1, 2. By (5), S ⊂ S1 ∩ S2. Since K(S1 ∩ S2) = K(S1)∩K(S2),
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the largest special free factor system F for φ in each of F1 and F2 is represented by
K(S1 ∩ S2), i.e. by K(S) where S is efficient for F
(
K(S1 ∩ S2), G
)
.
(7): Let c be represented by K(S1) ⊂ · · · ⊂ K(SN) with each Si efficient. By (5),
Si ⊂ Si+1. An argument similar to that in the proof of Lemma 5.34
(
(2)⇒(1)) shows
that there is <T extending < so that each Si is an initial interval in
(R(φ), <T ).
Hence c is special.
(8) follows from (7) by enlarging e to a maximal chain.
Remark 5.36. L(Fn) is not a sublattice of the lattice of all φ-invariant free factor
systems. For example, reconsider Example 5.28. S = {c, d} and S ′ = {c′, d′} are
efficient. If F = F(K(S), G) and F ′ = F(K(S ′), G) then the smallest φ-invariant
free factor system containing F and F ′ is represented by the complement of the fixed
edge e whereas the smallest element of L(φ) containing F and F ′ is Fn.
In the proof of Lemma 5.35 we noted that the union of efficient sets is efficient.
The intersection need not be efficient. For example, suppose highest order edges a,
b, and c share an initial vertex of valence three. Consider the complement S of a and
the complement S ′ of b. The edge c is in S ∩ S ′ and has initial vertex of valence one
in K(S ∩ S ′).
Lemma 5.37. • If e = (F− @ F+) is minimal in L(φ) then e has a well-defined
type H, HH, or LH and a well-defined type contractible, infinite cyclic, or large.
• For θ ∈ Out(Fn), the map F 7→ θ(F) induces a lattice isomorphism
(L(φ),@)→ (L(φψ),@)
that preserves the above types.
Proof. This follows Lemmas 5.35 and 5.30.
6 Finite presentations and finite index subgroups
The following lemma is useful for finding presentations of finite index subgroups of a
finitely presented group. It is well-known but for completeness we provide a proof.
Lemma 6.1. There is an algorithm that takes as input:
• a finite presentation for a group G;
• the multiplication table for a finite group Q; and
• a surjective homomorphism P : G → Q together with the P -images of the
generators;
• a subgroup Q′ of Q (given say as a list of elements of Q)
39
and outputs:
(1) a finite presentation for the subgroup G′ := P−1(Q′) of G; and
(2) finite sets of left and right coset representatives for G′ < G.
Remark 6.2. In some applications, G will act explicitly on a finite set S and so we
have a homomorphism G → Perm(S) to the permutation group of S. Q will be the
image of this map and P : G → Q the induced map. In particular, we can compute
the multiplication table for Q.
Proof of Lemma 6.1. (1): Let G = 〈g1, . . . , gi | r1, . . . , rj〉 be the given finite presen-
tation for G and let XG denote its presentation 2-complex. We assume the reader
is familiar with obtaining a finite presentation for a group H from a finite based 2-
complex with fundamental group H. Hence (1) is reduced to finding a finite based
cover of XG whose fundamental group has image in the fundamental group of XG
equal to G′.
If XG′ is the finite cover corresponding to G
′ and if k = [G′;G] = [Q′;Q] ≤ |Q|,
then XG′ has k · i 1-cells and at most k · j 2-cells. Further, if |rq| denotes the length of
rq as a word in {g1, . . . , gi}, then each 2-cell of XG′ has boundary of length at most
k · max{|rq| | 1 ≤ q ≤ j} ≤ k · |Q|. Hence we can construct all based covers of XG
of index k. Examine each in turn to check whether the image K of its fundamental
group in XG is G
′. This can be done by checking whether the image in XG of a
generating set for the fundamental group of the cover has P -image generating Q′.
(Indeed, if so then K < G′ but both K and G′ have the same index in G.) Since G′
has index k in G, we are guaranteed that one of these covers satisfies K = G′. This
completes the proof of (1).
(2): We find left coset representatives, the other case is symmetric. If SQ is a set
of left cosets representatives for Q′ < Q then SG is a set of left coset representatives
for G′ < G where SG ⊂ G and the restriction P : SG → SQ is injective. To find
gi ∈ G with P -image qi, the P -image of a set of generators for G generates Q and in
Q we may write qi in terms of these generators for Q.
The following lemma is a special case of [BW11, Lemma 2.1].
Lemma 6.3 ([BW11, Lemma 2.1]). There is an algorithm that takes as input:
• a short exact sequence N ↪→ G→ Q→ 1 where Q is finite;
• a finite presentation for N ;
• the multiplication table for Q;
• a finite presentation for Q with generating set {gQ,k | k ∈ K} and set of relators
{rQ,l | l ∈ L} and for each gQ,k an element gˆQ,k ∈ G with image gQ,k in Q;
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and outputs a finite presentation for G.
Proof. Suppose that the finite presentation for N has generating set {gN,i | i ∈ I}
and set of relators {rN,j | j ∈ J}. Set rˆQ,l = rQ,l(gˆQ,k | k ∈ K), i.e. rQ,l is a word in
{gQ,k | k ∈ K} and rˆQ,l denotes the same word in {gˆQ,k | k ∈ K}. The image of rˆQ,l
in Q represents 1Q and so there is a word nQ,l in {gN,i|i∈I} such that rˆQ,l = nQ,l in G.
Since N is normal, gˆQ,k(gN,i)gˆ
−1
Q,k = nN,i,Q,k for some word nN,i,Q,k in {gN,i | i ∈ I}.
Since the word problem in G is solvable, rˆQ,l and nN,i,Q,k can be found algorthmically.
By [BW11, Lemma 2.1], there is a finite presentation for G with:
• generating set {gN,i, gˆQ,k | i ∈ I, k ∈ K}; and
• set of relators that is the union of:
– {rN,j | j ∈ J};
– {rˆQ,l = nQ,l | l ∈ L}; and
– {gˆQ,k(gN,i)gˆ−1Q,k = nN,i,Q,k | i ∈ I, k ∈ K}.
7 More conjugacy pairs
Recall that conjugacy pairs were introduced in Definition 4.9. In this section we define
some conjugacy pairs that will be used in our algorithm and describe their properties.
We will want to compare conjugacy pairs of subgroups [H,K] with the set of
lines [∂H, ∂K]. For this we will use the next lemma which is a corollary of [KS96,
Lemma 3.9].
Lemma 7.1. Suppose that H < Fn is finitely generated. Then the stabilizer G in Fn
of ∂H ⊂ ∂Fn is the largest finite index super group of H.
Corollary 7.2. Suppose that finitely generated H < Fn is root-closed, i.e. a
k ∈ H,
k 6= 0 implies a ∈ H. Then H is the stabilizer in Fn of ∂H.
Proof. If H < G finite index and H 6= G, then H is not root-closed.
Corollary 7.3. (1) If H < Fn is a free factor, then H is the stabilizer of ∂H.
(2) If H = Fix(Φ) where φ = [Φ] is rotationless then H is the stabilizer of ∂H.
(3) If a ∈ Fn is root-free then A = 〈a〉 is the stabilizer of the two-point set ∂A.
Proof. Free factors and the group generated by a root-free element are clearly root-
closed. For (2), suppose that φ is rotationless and that Φ(ak) = ak for some a 6= 1.
Lemma 3.30 of [FH11] implies that the conjugacy class of [a] is φ-invariant and hence
that Φ(a) = cac−1 for c ∈ Fn. It follows that ak = Φ(ak) = cakc−1. Thus c and a
commute and Φ(a) = a.
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Remark 7.4. In fact, we will only be interested in the special cases that H is as in
Corollary 7.3. In these cases the corollary follows from:
• For H,K < Fn finitely generated, ∂H ∩ ∂K = ∂(H ∩ K) ([KB02, Theo-
rem 12.2(9)] or, for the case at hand, [HM, Fact 1.2]).
• If H is a non-trivial free factor then H ∩Hg = {1} unless g ∈ H.
• Fix(Φ) ∩ Fix(Φ)g is cyclic unless g ∈ Fix(Φ) (Lemma 4.4(1)).
Corollary 7.5. Suppose that H,K < Fn are finitely generated and root-free. Then
[H,K] determines [∂H, ∂K] and vice versa.
Proof. Clearly [H,K] determines [∂H, ∂K]. Conversely given [∂H, ∂K], we can con-
sider [Stab(∂H), Stab(∂K)], which is [H,K] by Corollary 7.2.
Remark 7.6. If we are in the setting of Corollary 7.5 and ∂H ∩ ∂K = ∅ we will
sometimes abuse notation and think of [H,K] as the set of lines [∂H, ∂K] and vice
versa.
In addition to conjugacy classes of finitely generated subgroups of Fn, our adapta-
tion of Gersten’s algorithm will also take conjugacy pairs as input; see Notation 8.26.
If K1 and K2 are subgroups of H and the natural map K1 ∗K2 → H is an isomor-
phism then we say that H is the internal free product of K1 and K2. If A < B < Fn
then [A]B denotes the conjugacy class of A in B. If B = Fn then we usually suppress
the subscript.
Definition 7.7 (good conjugacy pairs). ForH1, H2 < Fn, the conjugacy pair [H1, H2]Fn
is good if 〈H1, H2〉 is the internal free product of H1 and H2.
Lemma 7.8. Suppose that K1, K2, L1, L2 < Fn are finitely generated and that [K1, K2]Fn
and [L1, L2]Fn are good conjugacy pairs. Set K := 〈K1, K2〉 and L := 〈L1, L2〉. Then
the following are equivalent:
• [K1, K2]Fn = [L1, L2]Fn
• There is g ∈ Fn such that Kg = L, [Kg1 ]L = [L1]L, and [Kg2 ]L = [L2]L
Proof. (⇒): If [K1, K2]Fn = [L1, L2]Fn then by definition there is g ∈ Fn such that
(Kg1 , K
g
2 ) = (L1, L2).
For the other direction we need: Claim. If K = L = Fn and [Ki]Fn = [Li]Fn then
[K1, K2]Fn = [L1, L2]Fn . Proof of Claim. By hypothesis there are gi ∈ Fn such that
Kgii = Li. Hence 〈Kg11 , Kg22 〉 = 〈L1, L2〉 and so Fn is the internal free product of Kg11
and Kg22 . In particular, (ig1|K1)∗ (ig2|K2) ∈ Aut(Fn) and preserves [K1]Fn and [K2]Fn .
It follows from [BFH00, Corollary 3.2.2] that g−11 g2 = (k1)
−1k2 for some ki ∈ Li. Thus
[L1, L2]Fn = [K
g1
1 , K
g2
2 ]Fn = [K
k1
1 , K
k2
2 ]Fn = [K1, K2]Fn proving the claim.
(⇐): By the claim applied to Kgi and Li with L playing the role of Fn we have
[Kg1 , K
g
2 ]L = [L1, L2]L. In particular, [K1, K2]Fn = [L1, L2]Fn .
42
Remark 7.9. In the setting of Lemma 7.8, if K = L then any g as in the second bullet
is in the normalizer N(L) of L in Fn. Hence in this case [K1, K2]Fn = [L1, L2]Fn iff
([K1]L, [K2]L) is in the same orbit as ([L1]L, [L2]L) under the diagonal action of N(L)
by conjugation. Since the diagonal action of L is trivial, [K1, K2]Fn = [L1, L2]Fn iff
([K1]L, [K2]L) is in the same orbit as ([L1]L, [L2]L) under the action of N(L)/L.
Corollary 7.10. Let A1, A2 < Fn be finitely generated. There is an algorithm to
decide if there is C1, C2 < Fn such that [C1, C2] is a good conjugacy pair [C1, C2],
〈C1, C2〉 = Fn, [C1] = [A1], and [C2] = [A2]. Further, such C1, C2 can be found if it
exists.
Proof. If [C1, C2] is good and 〈C1, C2〉 = Fn then there is Θ ∈ Aut(Fn) so that
Θ(C1, C2) = (F
1, F 2) where F1 is the free factor of Fn generated by the first rank(C1)
basis elements of Fn and F
2 is generated by the last rank(C2) elements. Hence, using
Lemma 7.8 with K = L = Fn, a desired C1, C2 exists iff there is θ ∈ Out(Fn) such
that θ([A1]) = [F
1] and θ([A2]) = [F
2]. The existence of θ can be determined, using
for example Gersten’s algorithm; see Theorem 8.2 for the statement.
The same algorithm produces such a θ if it exists. If Θ ∈ θ then C1 = Θ−1(F 1), C2 =
Θ−1(F 2) is such a pair.
Lemma 7.11. Suppose K < H < Fn are finitely generated. Then [K]Fn splits into
only finitely many conjugacy classes in H, i.e. there are only finitely many conjugacy
classes [L]H in H such that [L]Fn = [K]Fn. Further, from finite generating sets
for K and H we may produce the list of such conjugacy classes [L]H . That is, we
can find a finite list {Li | i ∈ I} and a finite generating set for each Li so that
{[Li]H | i ∈ I} = {[L]H | [L]Fn = [K]Fn}.
Proof. This is well-known but we provide a sketch of the proof a` la Stallings [Sta83].
Represent Fn as the fundamental group of a rose R. Conjugacy classes of finitely gen-
erated subgroups are uniquely represented by isomorphism classes of label-preserving
immersions of finite graphs into the rose. Further, such an immersion can be found
from a finite generating set. If ΓK → R and ΓH → R represent K and H respec-
tively, then conjugacy classes of subgroups of H that are conjugate in Fn to K are
represented by isomorphism classes of immersions ΓK → ΓH factoring ΓK → R and
clearly there are only finitely many such and they can be enumerated.
Corollary 7.12. The Out(Fn)-map from the set of good conjugacy pairs of finitely
generated subgroups of Fn to ordered triples of conjugacy classes of finitely generated
subgroups of Fn given by [K1, K2]Fn 7→ ([K1]Fn , [K2]Fn , [〈K1, K2〉]Fn) is finite-to-one.
Proof. Fix [K1, K2]Fn and let F be the fiber of the map containing [K1, K2]Fn . Set
K = 〈K1, K2〉 and
X = {([M1]K , [M2]K) |Mi < K, [Mi]Fn = [Ki]Fn , i = 1, 2}/N(K)
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where N(K) acts diagonally by conjugation. There is a map F → X defined by
[L1, L2] 7→ ([Lg1]K , [Lg2]K) where g ∈ Fn is chosen so that 〈L1, L2〉g = K. Note that if
also 〈L1, L2〉g′ = K then g · (g′)−1 ∈ N(K) and F → X is well-defined. We claim that
this map is injective. Assuming the claim we may finish the proof of the corollary.
Indeed, X is finite by Lemma 7.11 and so F is also finite.
It remains to prove the claim. Suppose that [L1, L2]Fn , [L
′
1, L
′
2]Fn ∈ F and have
the same image in X. Since these conjugacy pairs are in F , there are g, g′ ∈ Fn
so that 〈L1, L2〉g = K = 〈L′1, L′2〉g′ . Since [L1, L2]Fn = [Lg1, Lg2]Fn and [L′1, L′2]Fn =
[(L′1)
g′ , (L′2)
g′ ]Fn , we may replace L1, L2, L
′
1, and L
′
2 by resp. L
g
1, L
g
2, (L
′
1)
g′ , and (L′2)
g′ .
In particular 〈L1, L2〉 = K = 〈L′1, L′2〉. The image of [L1, L2]Fn in X is the N(K)-
orbit of ([L1]K , [L2]K) and the image of [L
′
1, L
′
2]Fn is the N(K)-orbit of ([L
′
1]K , [L
′
2]K).
Since these images are assumed equal, [L1, L2]Fn = [L
′
1, L
′
2]Fn by Remark 7.9.
The next lemma shows that we can compute with normalizers.
Lemma 7.13. Suppose we are given a finite generating set for H < Fn. Then we
may compute the multiplication table for the finite group N(H)/H.
Proof. We proceed as in the proof of Lemma 7.11. H is represented by a based
labelled graph ΓH with an immersion to the rose R. We may assume (by replacing H
by a conjugate) that its base point is in the core of ΓH . ΓH → ΓN(H) is then a normal
cover. ΓN(H) can then be computed by constructing all based labelled subcovers of
ΓH and taking a minimal normal one. The elements of N(H)/H are represented by
choices of paths in ΓH from the base point in ΓH to the lifts of the base point in
ΓN(H).
Corollary 7.14. Suppose that we are given finite generating sets for K1, K2, L1, L2 <
Fn and that [K1, K2] and [L1, L2] are good conjugacy pairs. There is an algorithm to
decide whether or not [K1, K2] = [L1, L2].
Proof. Necessary and sufficient conditions for equality are given in Lemma 7.8. We
first check whether or not there is g ∈ G such that Kg = L where K = 〈K1, K2〉 and
L = 〈L1, L2〉 and find such a g if it exists. According to Stallings [Sta83], [K] = [L]
iff the covers of the rose corresponding to K and L have cores that are isomorphic
labeled graphs. Further these cores can be algorithmically found using his folding
process. If [K] = [L] then g can be found by a similar process using based cores.
Specifically K and L are uniquely represented by labelled based core graphs Γ∗(K)
and Γ∗(L). Using a simplicial isomorphism to identify the cores of Γ∗(K) and Γ∗(L),
we get a new graph Γ with two base points. The desired element g is represented by
a path in Γ from the base point of Γ∗(L) to that of Γ∗(K).
If the algorithm in the preceding paragraph does not find g then [K1, K2] 6=
[L1, L2]. So assume we have found g. We then replace K1, K2 by K
g
1 , K
g
2 and we
are in the setting of Remark 7.9. Hence [K1, K2] = [L1, L2] iff ([K1]L, [K2]L) is in
the same orbit as ([L1]L, [L2]L) under the action of N(L)/L. This can be checked
algorithmically by Lemma 7.13.
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Corollary 7.15. Given finite generating sets for K1, K2 < Fn we may list elements
of the fiber F over ([K1]Fn , [K2]Fn , [〈K1, K2〉]Fn) of the map in Corollary 7.12. More
specifically, we can find a finite list {(Kˆ1,i, Kˆ2,i)i | i ∈ I} and finite generating sets
for each Kˆj,i such that F = {[Kˆ1,i, Kˆ2,i]Fn | i ∈ I}. Further, given θ in the stabilizer
in Out(Fn) of ([K1]Fn , [K2]Fn , [〈K1, K2〉]Fn), we may compute the action of θ on F .
Proof. Using the notation of the proof of Corollary 7.12, by Lemma 7.11 we may
explicitly compute Xˆ := {([M1]K , [M2]K) | Mi < K, [Mi]Fn = [Ki]Fn , i = 1, 2}. The
action of K on this set is trivial. By Lemma 7.13 we can explicitly compute the action
of N(K)/K on Xˆ, i.e. we can explicitly compute X.
Thus to enumerate F it is enough to decide which elements ofX represent elements
of F . That is, it is enough to, given ([M1]K , [M2]K) ∈ Xˆ:
• decide whether or not there is L1, L2 < K such that [L1, L2]K is good, [L1]K =
[M1]K , [L2]K = [M2]K , and 〈L1, L2〉 = K; and
• produce such L1, L2 if it exists.
This is done in Corollary 7.10.
For the “further” statement, given θ in the stabilizer and [L1, L2] ∈ F we can use
Corollary 7.14 to compute where θ([L1, L2]) appears on our list of elements of F .
Lemma 7.16. Consider the set of conjugacy pairs of the form [H,A] with A < H <
Fn both finitely generated and non-trivial. (In particular this pair is not good.). The
fiber F of the map [H,A] 7→ ([H], [A]) can be explicitly computed in terms of finite
generating sets for A and H. Further, given θ stabilizing ([H], [A]), the action of θ
on F may be computed.
Proof. The proof is modeled on that of Corollary 7.15 but is easier and so is only
sketched. The map F → {[B]H | [B] = [A]}/N(H) is bijective and so F can be
enumerated. The action of θ can be computed using this bijection to check equality.
8 MW-algorithms
Our solution of the conjugacy problem for UPG(Fn) in Out(Fn) will use a generaliza-
tion of an algorithm of Gersten that in turn generalizes algorithms of Whitehead and
McCool. This section is devoted to describing these generalizations.
A set equipped with an action by a group G is a G-set. In all of our applications
G = Out(Fn) but the constructions are general so, for now, we will only assume that
G is finitely generated and has solvable word problem. In particular, given a subgroup
H of G, generators h1, . . . , hk for H and h ∈ H, we can algorithmically express h as
a word in the hi’s.
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Definition 8.1 (Property MW). A G-set X satisfies property MW (for McCool and
Whitehead) if there is an algorithm that takes as input x, y ∈ X and outputs:
M: Finite presentations for {θ ∈ G | θ(x) = x} and for {θ ∈ G | θ(y) = y};
W: YES or NO depending on whether or not there θ ∈ G such that θ(x) = y together
with such a θ if YES.
We call such an algorithm an MW-algorithm. Sometimes we refer to an algorithm
that satisfies item M [resp. item W] as an M-algorithm [resp. W-algorithm].
Of course our interest here is in the case G = Out(Fn) where the second bullet
is associated with J.H.C. Whitehead [Whi36a, Whi36b] whose algorithm decides if
there is θ taking one finite ordered set of conjugacy classes in Fn to another and
produces such a θ if one exists. The first bullet is associated with McCool [McC75]
whose algorithm produces a finite presentation for the stabilizer of a finite ordered
set of conjugacy classes of elements of Fn. S. Gersten generalized the algorithms of
Whitehead and McCool to finite sequences in the set C(Fn) of conjugacy classes of
finitely generated subgroups of Fn. We state Gersten’s result in a slightly weakened
form.
Theorem 8.2 ([Ger84, Theorems W&M], see also [Kal92]). The action of Out(Fn)
on the set of finite ordered sets in C(Fn) satisfies property MW.
We will define algebraic invariants for elements of UPG(Fn); see Section 10. An
obstruction to φ, ψ ∈ UPG(Fn) being conjugate is the existence of a θ ∈ Out(Fn)
taking the algebraic invariants of φ to those of ψ. More specifically, if such a θ does
not exist then φ and ψ are not conjugate. If such a θ does exist, then we replace φ by
φθ (or ψ by ψ(θ
−1)) and reduce to the case where the algebraic invariants of φ and ψ
agree. One step in our algorithm for the conjugacy problem for UPG(Fn) in Out(Fn)
will be to check whether such a θ exists and to produce one if so.
Some of our invariants are elements of C(Fn) and so fit nicely into Gersten’s
theorem. We will extend Gertsen’s theorem so that it applies to all our invariants.
These invariants are best described in terms of iterated sets of elements of C(Fn), or
more generally in terms of sets with finite-to-one maps to iterated sets. Roughly,
an iterated set in a set A is a finite set consisting of elements of A and previously
produced iterated sets. The sets may be ordered or not.
We will describe in Section 8.1 a rather formal setting for starting with a G-set
A and producing the G-set CAT(A) of iterated sets. There are two main results.
The first, Proposition 8.18, promotes MW-algorithms for ordered sets in A to MW-
algorithms for CAT(A). More specifically, it states that if the G-action on finite
ordered sets in A satisfies MW then so does the G-action on CAT(A). The second,
Lemma 8.27, is a method for enlarging the set A.
After reviewing our invariants in Section 9 and defining the algebraic invariants
in Section 10, we apply our generalized Gersten’s algorithm to obtain a reduction of
the conjugacy problem for UPG(Fn) in Out(Fn) in Proposition 11.4.
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8.1 Iterated sets
Definition 8.3. A rooted tree (T, ∗) is a finite directed tree T with a base point ∗
called the root. A valence one vertex that is not the root is a leaf. The set of leaves
in T is denoted L(T ). All edges are oriented away from the root. The set of edges
exiting a vertex x ∈ T is denoted ET (x). Paths are directed. We also may give some
vertices an extra structure: a vertex x that is not a leaf is ordered if an order has
been imposed on ET (x).
Example 8.4. We will draw rooted trees with the root at the top. Ordered vertices
are indicated by using dashed lines for its exiting edges. The imposed ordering is
displayed from left to right. In the rooted tree below only the root is ordered. There
are 4 leaves.
•
• • •
• •
.................................
.............................
.................................
................................................
.....................................................
Definition 8.5 (Iterated set). Let A be a set, called the set of atoms. An iterated set
in A is a rooted tree such that each leaf is labeled by an element of A. Specifically an
iterated set in A is a pair
(
(T, ∗), χ) where (T, ∗) is a rooted tree and χ : L(T )→ A
is a function. We do not assume that χ is one-to-one. We will often use sans serif
capital letters for iterated sets and write, for example, X =
(
(T, ∗), χ).
Example 8.6. Let A = C(Fn). A nested sequence ~F = . . . @ Fi−1 @ Fi @ . . . of free
factor systems can be identified with an iterated set as follows. First we identify each
free factor system Fi = {[Fi,1], . . . , [Fi,mi ]} with an iterated set.
•Fi
•
[Fi,1]
•
[Fi,2]
•
[Fi,mi ]
..................................................................... . . .
............................................................................
.....................................................................
47
Then we view ~F as the ordered set {F1, . . . ,FN}.
•F1
•
[F1,1]
•
[F1,2]
•
[F1,m1 ]
................................................
....................................................
................................................
•FN
•
[FN,1]
•
[FN,2]
•
[FN,mN ]
................................................
....................................................
................................................
•
~F
. . . . . .
. . .
............................................................
............................................................
See Lemma 8.20 for a generalization of this construction.
Before defining morphisms of iterated sets, we place restrictions on A. Namely,
we assume that
(A1) A is the set of objects Ob(A) of a category A.
(A2) |Hom(a, b)| ≤ 1 for all a, b ∈ A and every morphism between objects in A is
invertible.
In particular, the identity morphism ida is the unique element of Hom(a, a). If
|Hom(a, b)| = 1 then we say that a and b have the same type. It is clear that having
the same type defines an equivalence relation on A.
Notation 8.7. Define a category AC(Fn) with Ob(AC(Fn)) = C(Fn) by declaring there
to be a unique morphism between any two objects. Going forward, this will be an
important category of atoms for us.
Definition 8.8. • (morphism) Let X = ((T, ∗), χ) and X′ = ((T ′, ∗′), χ′) be iter-
ated sets. A morphism f from X to X′ is a simplicial isomorphism f : (T, ∗)→
(T ′, ∗′) satisfying the following properties.
(1) (preserves type) For each l ∈ L(T ), χ′(f(l)) and χ(l) have the same type.
In particular, there is a unique morphism from χ(l) to χ′(f(l)).
(2) (consistency on labels) If l1, l2 ∈ L(T ) and χ(l1) = χ(l2) then χ′(f(l1)) =
χ′(f(l2)).
(3) (preserves order) If the vertex x of T is ordered then f(x) is ordered and
the induced map ET (x)→ ET ′
(
f(x)
)
is order-preserving.
The identity morphism X→ X, denoted idX, is given by the identity idT : T → T
• (composition) If f1 : X → X1 and f2 : X1 → X2 are defined by simplicial iso-
morphisms f1 : (T, ∗) → (T1, ∗1) and f2 : (T1, ∗1) → (T2, ∗2) then we have a
composition morphism f2 ◦ f1 defined by f2 ◦ f1 : (T, ∗)→ (T2, ∗2).
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• (equivalence) If f : X→ X′ preserves labels (i.e. χ′(f(l)) = χ(l) for all l ∈ L(T ))
then f is an equivalence. We say that objects X and X′ are equivalent if there is
an equivalence X → X′. We also say that morphisms X → Y and X′ → Y′ are
equivalent if there is a commuting diagram of morphisms
Y′
Y
X′
X
......................................................
.
......................................................
.
..............
...
..............
...
where the horizontal morphisms are the given ones and vertical morphisms are
equivalences. The set of self-equivalences of X forms a group Aut(X).
Example 8.9. Here are two iterated sets X1 (on the left) and X2 with the same
underlying tree T .
•
•
a
........................................•
a
........................................
•
•
b
........................................•
a
........................................
Assuming that a and b have the same type but are distinct, the self-map of T that
switches edges induces morphisms X1 → X1 and X2 → X2. The first is an equivalence;
the second is not. The first morphism is equivalent to idX1 and the second is not;
Aut(X2) has two elements. There is no morphism X1 → X2 because of condition (2)
in Definition 8.8.
The following definition/proposition follows quickly from definitions.
Definition/Proposition 8.10. The sets of equivalence classes of iterated sets and
morphisms forms a category CAT(A) that we call the category of iterated sets in A.
All morphisms of CAT(A) are invertible. For any given Q ∈ Ob(CAT(A)), Aut(Q) is
a finite group that we understand explicitly, that is we can compute its multiplication
table.
Remark 8.11. Suppose that Q,Q′ ∈ Ob(CAT(A)) and H ∈ Hom(Q,Q′). Then for any
iterated sets X and X′ representing the equivalence classes Q and Q′1 respectively, there
is an induced morphism f ∈ Hom(X,X′) that is well-defined up to pre-composition
with an element of Aut(X) and post-composition with an element of Aut(X′).
8.2 Promoting property MW
For easy reference we record our assumptions on atoms in the form of a definition.
Definition 8.12. A is a category of atoms if it satisfies (A1) and (A2) and is a
G-category of atoms if it also satisfies:
(A3) A is a G-category, i.e. G acts on A as a group of functors. The image of
a ∈ A = Ob(A) under the action of θ ∈ G is denoted θ(a). The stabilizer of a
is denoted Ga.
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(A4) The action of G on A preserves type.
The elements of A are atoms.
We assume going forward that A is a G-category of atoms.
Notation 8.13. For each iterated set X =
(
(T, ∗), χ) and θ ∈ G, let
θ(X) :=
(
(T, ∗), θ ◦ χ)
be the iterated set obtained by twisting the labels on L(T ) according to θ.
Lemma 8.14. Suppose that X = ((T, ∗), χ) and X′ = ((T ′, ∗′), χ′) are iterated sets,
that f ∈ Hom(X,X′) is realized by f : (T, ∗)→ (T ′, ∗′), and that θ ∈ G. Then
(1) f : (T, ∗)→ (T ′, ∗′) realizes an element θ(f) ∈ Hom(θ(X), θ(X′)).
(2) f is an equivalence if and only if θ(f) is an equivalence.
(3) If f1 ∈ Hom(X1,X2) and f2 ∈ Hom(X2,X3) then θ(f2 ◦ f1) = θ(f2) ◦ θ(f1).
(4) If g ∈ Hom(Y,Y′) is equivalent to f then θ(g) and θ(f) are equivalent.
Proof. For (1), we must show that if f satisfies the three items of Definition 8.8 then
it also satisfies these items if χ and χ′ are replaced by θ◦χ and θ◦χ′ respectively. This
follows from the fact that θ respects type and is consistent on labels. Item (2) follows
from the fact that χ′(f(l)) = χ(l) for each l ∈ L(T ) if and only if θχ′(f(l)) = θχ(l)
for each l ∈ L(T ). Item (3) is immediate from the definitions. If f and g are as in (4)
then there is a commutative diagram
Y′
X′
Y
X
......................................................
.
......................................................
.
..............
...
..............
...
where the horizontal arrows are f and g and the vertical arrows are equivalences, say
h and h′. Applying θ to this diagram yields
θ(Y′)
θ(X′)
θ(Y)
θ(X)
.........................................
.
.........................................
.
..............
...
..............
...
where the horizontal arrows are θ(f1) and θ(f2) and the vertical arrows are equivalences
θ(h) and θ(h′). This completes the proof of (4).
The following is an immediate corollary of Lemma 8.14.
Definition/Corollary 8.15. X 7→ θ(X) and f 7→ θ(f) induces an action of G on
CAT(A) with respect to which CAT(A) is a G-category. For each Q ∈ Ob(CAT(A)),
Aut(Q) is finite.
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For the next lemma, recall that GQ denotes the stabilizer in G of Q.
Definition 8.16. Suppose that θ ∈ G and that Q ∈ Ob(CAT(A)) is represented
by X = ((T, ∗), χ). Since θ preserves type, idT : T → T determines an element of
Hom(X, θ(X)) and we define HQ(θ) ∈ Hom(Q, θ(Q) to be its equivalence class.
Lemma 8.17. With notation as above,
(1) HQ(θ) ∈ Hom(Q, θ(Q)) is well-defined;
(2) HQ|GQ : GQ → Aut(Q) is a homomorphism.
Proof. For (1), we must show that HQ(θ) is independent of the choice of X = ((T, ∗), χ).
If X′ = ((T ′, ∗′), χ′) also represents Q then there exists a simplicial isomorphism
f : (T, ∗) → (T ′, ∗′) realizing an equivalence f : X → X′. Thus, f is a morphism and
χ′f(l) = χ(l) for each l ∈ L(T ). It follows that θ ◦ χ′f(l) = θ ◦ χ(l) for each l ∈ L(T )
which means that f : (T, ∗)→ (T ′, ∗′) also realizes an equivalence θ(f) : θ(X)→ θ(X′).
We therefore have the following commutative diagram
θ(X′)
θ(X)
X′
X
..............................................
.
................................................
.
..............
...
..............
...
where the vertical arrows are f and θ(f) and the horizontal arrows are morphisms
defined by idT and idT ′ . This proves that the two horizontal morphisms are equivalent
and so determine the same element of Hom(Q, θ(Q)). This completes the proof of (1).
(2) is an immediate consequence of the definitions.
For any G-set Y , the set Sor(Y ) of finite ordered sets in Y and the set Sun(Y )
of finite sets in Y are also G-sets. For any category Z, we denote Sor(Ob(Z)) and
Sun(Ob(Z)) by Sor(Z) and Sun(Z) respectively.
We say that a G-category satisfies property MW if its set of objects does.
Proposition 8.18 (Promoting MW). Let A be a category of atoms. If Sor(A) satisfies
property MW then CAT(A) satisfies property MW.
Proof. For any θ ∈ G and for any Q,Q′ ∈ Ob(CAT(A)) represented by iterated sets
X = ((T, ∗), χ) and X′ = ((T ′, ∗′), χ′), the following two items are equivalent.
(1) θ(Q) = Q′
(2) There is a simplicial homeomorphism f : (T, ∗) → (T ′, ∗′) that determines a
morphism f ∈ Hom(X,X′) and that satisfies one (hence all) of the following
equivalent conditions.
(a) f : ((T, ∗), θ ◦ χ)→ ((T ′, ∗′), χ′) is an equivalence.
(b) θχ(l) = χ′(f(l)) for each l ∈ L(T ).
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(c) f : ((T, ∗), χ)→ ((T ′, ∗′), χ′) represents HQ(θ) ∈ Hom(Q,Q′).
The equivalence of (1) and (2a) and the equivalence of (2a) and (2b) follow im-
mediately from the definitions. The equivalence of (2a) and (2c) follows from the
definitions applied to the composition
((T, ∗), χ) idT−−→ ((T, ∗), θ ◦ χ) f−→ ((T ′, ∗′), χ′)
We can now define a W-algorithm for CAT(A); i.e. an algorithm that either finds
θ ∈ G satisfying θ(Q) = Q′ or concludes that there is no such θ. Choose an order
l1, l2, . . . on the elements of L(T ). Enumerate the set S of simplicial homeomorphisms
f : (T, ∗)→ (T ′, ∗′) that determine morphisms f ∈ Hom(X,X′). Starting with the first
element f ∈ S, transfer the order on L(T ) to an order l′1 = f(l1), l′2 = f(l2), . . . on
L(T ′). By hypothesis there is an algorithm that ether finds θ ∈ G satisfying (2b)
or concludes that no such θ exists. If θ is found then our W-algorithm returns YES
and θ. If no such θ exists, move on to the next element of S and try again. If after
considering each element of the finite set S we have not returned YES then return NO.
For the M-algorithm, we may assume that Q = Q′ and X = X′. Each θ ∈ GQ
satisfies (1) and hence also (2). Let H∗Q := HQ|GQ : GQ → Aut(Q). Arguing as above,
we can decide, given f ∈ S, if there exists θ ∈ GQ such that f : ((T, ∗), χ)→ ((T, ∗), χ)
represents HQ(θ) and if so, we can produce one such θ. Thus, we can compute
Image(H∗Q) ⊂ AutQ and also pull back each element in the image to an element of
GQ. By Definition/Proposition 8.10, we can compute the multiplication table for
GQ and hence generators and relations for Image(H
∗
Q). By (2c) and the definitions,
θ ∈ Ker(H∗Q) if and only if f : ((T, ∗), χ) → ((T, ∗), χ) is an equivalence if and only
if f preserves labels; i.e. χ(f(l) = χ(l) for all l ∈ L(T ). Combining this with (2b)
we have that θ ∈ Ker(HQ) if and only if θ fixes each χ(l). By hypothesis, there is an
algorithm that computes a finite presentation for Ker(H∗Q). A finite presentation for
GQ can therefore be computed by applying Lemma 6.3 to the sequence Ker(H
∗
Q) ↪→
GX → Image(H∗Q)→ 1.
8.3 More atoms
In this section, we give a general procedure for enlarging a set of atoms; see Corol-
lary 8.25. We then apply this to enlarge C(Fn) to the set of atoms that we need for
the conjugacy problem. See Lemma 8.27 and Section 11.
Notation 8.19. Given G-categories of atoms A1, . . . ,Ak, we define a G-category of
atoms A1 unionsq A2 unionsq . . . unionsq Ak as follows. The set of objects of A1 unionsq A2 unionsq . . . unionsq Ak is the
disjoint union of the set of objects of A1, . . . ,Ak. The action of G is the diagonal one.
The inclusions of Ai into A1unionsqA2unionsq . . .unionsqAk are G-equivariant functors and there are no
morphisms between elements of Ai and elements of Aj if i 6= j. It is straightforward
to check that A1unionsqA2unionsq . . .unionsqAk satisfies (A1)− (A4) and so is a G-category of atoms.
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The following lemma is a generalization of Example 8.6.
Lemma 8.20. Suppose that A is a G-category of atoms. Then there are G-equivariant
injections Sor(A unionsq CAT(A)) ↪→ Ob(CAT(A)) and Sun(A unionsq CAT(A))) ↪→ Ob(CAT(A)).
Proof. As usual, we denote Ob(A) by A. We consider Sor(A) first. Given y =
(y1, . . . , yk) ∈ Sor(A unionsq CAT(A)), we define Qy ∈ Ob(CAT(A)) to be the equivalence
class of an iterated set ((T, ∗), χ) constructed as follows. The set ET (∗) = {E1, . . . , Ek}
of outgoing edges in T based at ∗ is ordered. If yi ∈ A then the terminal endpoint vi
of Ei is a leaf labelled yi. If yi ∈ Ob(CAT(A)) then choose an iterated set ((Ti, ∗i), χi)
that represents yi and identify ∗i with vi. See Example 8.6. In the figure below
y = (y1, y2) where y1 = a ∈ A, y2 ∈ Ob(CAT(A)) is the figure on the left, and Qy is
the figure on the right.
•
•
a
........................................•
a
•
b
........................................
...................................
•
•
•
a
•
a
•
b
........................................•
a
........................................
...................................
........................
........................
This completes the construction of ((T, ∗), χ).
If yi ∈ Ob(CAT(A)), then the choice of ((Ti, ∗i), χi) is not unique. Suppose that
((T ′i , ∗′i), χ′i) also represents yi and that ((T ′, ∗′), χ′) is defined using ((T ′i , ∗′i), χ′i)
in place of ((Ti, ∗i), χi) but making no other changes. Then any equivalence fi :
((Ti, ∗i), χi) → ((T ′i , ∗′i), χ′i) extends by the ‘identity’ to an equivalence ((T, ∗), χ) →
((T ′, ∗′), χ′). This proves that Qy is independent of the choice of ((Ti, ∗i), χi) and so
is well-defined.
Suppose now that yˆ = (yˆ1, . . . , yˆk) ∈ Sor(AunionsqCAT(A)). Apply the above construc-
tion to yˆ using ‘hat’ notation throughout. Thus ((Tˆ , ∗ˆ), χˆ) is the iterated set and
Qyˆ is its equivalence class. If Qy = Qyˆ then there is an equivalence h : ((T, ∗), χ) →
((Tˆ , ∗ˆ), χˆ). Since ET (∗) is ordered, h(Ei) = Eˆi and h(vi) = vˆi for all i. If yi ∈ A then
yˆi = yi because equivalences preserve labels. If yi ∈ Ob(CAT(A)) then h restricts to
an equivalence ((Ti, ∗i), χi)→ ((Tˆi, ∗ˆi), χˆi). We conclude that yi = yˆi for all i and so
y = yˆ. This proves that y 7→ Qy is an injection and so completes the proof of the first
item.
The proof for Sun(A) is similar. The main change is that ET (∗) is unordered. The
details are left to the reader.
Corollary 8.21. Suppose that A is a G-category of atoms, that A = Ob(A) and that
s1, . . . , sk ∈ {Sor,Sun}. Let S1 = s1(A unionsq CAT(A)) and for 2 ≤ i ≤ k, inductively
define Si = si(A unionsq Si−1). Then for each 1 ≤ i ≤ k there is a G-equivariant injection
Si ↪→ Ob(CAT(A)). In particular, Si satisfies property MW.
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Proof. The base case i = 1 is Lemma 8.20. Assuming by induction that there is
a G-equivariant injection ti : Si−1 ↪→ Ob(CAT(A)), let S ′i−1 ⊂ Ob(CAT(A)) be the
image of this injection. Then
Si = si(A unionsq Si−1) ↪→ si(A unionsq S ′i−1) ↪→ Ob(CAT(A))
where the middle arrow is idA unionsq ti and the right arrow comes from Lemma 8.20.
Example 8.22. A free factor system is a finite unordered set of free factors and
so an element of Sun(AC(Fn)); see Example 8.6. A special chain is an ordered set of
free factor systems and so an element of SorSun(AC(Fn)). The set of special chains
associated to φ is an element of SunSorSun(AC(Fn)).
Notation 8.23. Suppose that Yˇ and Y are G-sets, that Y satisfies property MW
and that p : Yˇ → Y is a G-equivariant map with finite fibers. For yˇ ∈ Yˇ , let y = p(yˇ)
and Fy = p
−1(y). Let Gy [resp. Gyˇ] be the stabilizer of y [resp. yˇ] with respect
to the action of G on Y [resp. Yˇ ]. Since p is G-equivariant, Gyˇ < Gy and Gy acts
on Fy inducing a homomorphism ρ : Gy → Perm(Fy). Since Y satisfies MW, we can
compute a finite presentation for Gy. We say that the fibers can be computed explicitly
if we can enumerate the elements of F and compute the ρ-images of the generating
set for Gy.
Lemma 8.24. Suppose that Yˇ and Y are G-sets, that Y satisfies property MW and
that p : Yˇ → Y is a G-equivariant map with finite fibers that can be computed explic-
itly. Then Yˇ satisfies MW.
Proof. We use Notation 8.23. For the M-algorithm, we must compute a finite pre-
sentation for Gyˇ. The stabilizer Gyˇ,Fy of yˇ with respect to the action of Gy on Fy is
equal to Gyˇ. By hypothesis, we can compute Q = Image(ρ) and the intersection Q
′
of Q with the subgroup of Perm(Fy) that fixes yˇ. Applying Lemma 6.1 to Gy → Q
and Q′ gives us a finite presentation for ρ−1(Q′) = Gyˇ,Fy = Gyˇ.
For the W-algorithm, suppose that zˇ ∈ Yˇ and that z = p(zˇ). Since Y satisfies
property MW we can check whether or not there is θ0 ∈ Gy,z and produce such a θ0 if
it exists. If not, then return NO. If yes, then yˇ, θ−10 (zˇ) ∈ Fy and our goal is to to check
whether there is θ ∈ Gy such that ρ(θ0) ∈ Perm(Fy) takes yˇ to θ−10 (zˇ) and to produce
such a θ if so. This can be done using our finite generating set for Gy and its action
on Fy. If there is no such θ then return NO. Otherwise return YES and θ0 · θ.
Corollary 8.25. Let A and Aˆ be G-categories of atoms satisfying the following two
properties.
(1) Sor(A) satisfies property MW.
(2) pi : Aˆ → A unionsq CAT(A) is a G-equivariant functor with finite fibers that can be
computed explicitly. (This makes sense because A unionsq CAT(A) satisfies property
MW by Proposition 8.18 and Lemma 8.20.)
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Then CAT(A unionsq Aˆ) satisfies property MW.
Proof. Extend pi to a map
pi′ : A unionsq Aˆ→ A unionsq CAT(A)
with the restriction of pi′ to A being the identity. Applying (2) and the fact that the
actions of G on A unionsq Aˆ and A unionsq CAT(A) are diagonal, the fibers of pi′ are finite and
can be computed explicitly. Let
p : Sor(A unionsq Aˆ)→ Sor(A unionsq CAT(A))
be the G-equivariant map induced by pi′. The fibers of p are evidently finite. We
claim that they can be computed explicitly.
By (1), given s = (s1, . . . sk) ∈ Sor(AunionsqCAT(A)), we can produce a finite presenta-
tion for the stabilizer Gs of the action of G on Sor(A unionsq CAT(A)). For each si, we can
construct: Fi := pi
′−1(si); a finite presentation for the stabilizer Gsi for the action of
G on A unionsq CAT(A); and a homomorphism ρi : Gsi → Perm(Fi) given explicitly on the
generators of Gsi . Note that Gs < Gsi . The fiber F := p
−1(s) is naturally identified
with F1 × . . . × Fk with the diagonal action of Gs. The action ρ : Gs → Perm(F ) is
given by the product (ρ1|Gs, . . . , ρk|Gs). This completes the proof of the claim.
Proposition 8.18 and (1) imply that CAT(A) satisfies property MW. Applying first
Lemma 8.20 and then Lemma 8.24, we have that Sor(A unionsq CAT(A) and Sor(A unionsq Aˆ)
satisfy property MW. Lemma 8.20 completes the proof that A unionsq Aˆ satisfies property
MW.
We now choose the set of atoms that we use for the remainder of the paper.
Notation 8.26. Let G = Out(Fn). We define G-categories A0, . . . ,A7 by describing
their sets of objects. In all cases, there is a unique morphism between any two objects
and the action of G is the usual one.
• A0 = AC(Fn) is the category whose set of objects is the set C(Fn) of conjugacy
classes of finitely generated subgroups of Fn. See Notation 8.7.
• A1 is the category of good conjugacy pairs. See Corollary 7.12.
• A2 [resp. A3] is the category of conjugacy pairs [H, a] [resp. [a,H]] where H is
a finitely generated subgroup of Fn, a ∈ Fn, and [H, 〈a〉] is good.
• A4 is the category of conjugacy pairs [a, b] where 〈a, b〉 has rank 2.
• A5 is the category of conjugacy classes of elements of Fn.
• A6 [resp. A7] is the category of conjugacy pairs [H, a] [resp. [a,H]] where H is
a finitely generated subgroup of Fn and a 6= 1 is in H.
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Lemma 8.27. With notation as above,
A := A0 unionsq A1 unionsq A3 unionsq A4 unionsq A5 unionsq A6 unionsq A7
is an Out(Fn)-category of atoms and CAT(A) satisfies property MW.
Proof. It is easy to check that each Ai satisfies (A1) - (A4) and so is an Out(Fn)-
category of atoms. It follows that A is an Out(Fn)-category of atoms so we are reduced
to showing that CAT(A) satisfies property MW.
Theorem 8.2 and Proposition 8.18 imply that CAT(A0) satisfies property MW.
Recall from Corollary 7.12 and Lemma 8.20, that ([K1, K2]) 7→ ([K1], [K2], [〈K1, K2〉])
induces a G-equivariant functor
pi1 : A1 → Sor(A0) ↪→ CAT(A0)
with finite fiber F . To see that F can be computed explicitly we must show that
we can explicitly describe the elements of F and that if g ∈ Out(Fn) stabilizes the
conjugacy class of the triple ([K1], [K2], [〈K1, K2〉]) then we can explicitly compute its
action on F . This is carried out in Corollary 7.15. Corollary 8.25 therefore implies
that CAT(A0 unionsq A1) satisfies property MW.
There is a two-to-one Out(Fn)-equivariant functor
pi2 : A2 7→ A1 ↪→ A1 unionsq A2
defined by [H, a] 7→ [H, 〈a〉]. It is obvious that the fiber of pi2 can be computed
explicitly. Thus CAT(A0 unionsqA1 unionsqA2) satisfies property MW. Similarly, CAT(A0 unionsqA1 unionsq
A2 unionsq A3) satisfies property MW.
There is a four-to-one Out(Fn)-equivariant functor pi4 : A4 7→ A1 defined by
[a, b] 7→ [〈a〉, 〈b〉]. It is obvious that the fiber of pi4 can be computed explicitly.
As in the previous case it follows that CAT(A0 unionsq . . . unionsq A4) satisfies property MW.
There is an Out(Fn)-equivariant functor pi5 : A5 7→ A0 defined by [a] 7→ [〈a〉].
This map is two-to-one if a 6= 1 and one-to-one otherwise. As in the previous cases,
Corollary 8.25 implies that CAT(A0 unionsq . . . unionsq A5) satisfies property MW.
There is an Out(Fn)-equivariant functor pi6 : A6 7→ S0 ↪→ CAT(A0) induced by
the composition [H, a] 7→ [H, 〈a〉] 7→ ([H], [〈a〉]) The first map in this composition
is two-to-one and can be computed explicitly. The second is finite-to-one and can
be computed explicitly by Lemma 7.16. Another application of Corollary 8.25 shows
that CAT(A0unionsq· · ·unionsqA6) satisfies property MW. Finally, the case including A7 is similar,
completing the proof.
9 Review of dynamical invariants
In this section, we briefly review the dynamic invariants associated to φ ∈ UPG(Fn).
Also, for each invariant, we provide pointers to the relevant sections of the paper.
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Here f : G→ G always denotes a CT for φ and Γ(f) its eigengraph; see Section 4.1.
We also use the notation of conjugacy pairs; recall Definition 4.9 and Examples 4.10.
• P(φ) denotes the set of principal automorphisms for φ and [P(φ)] denotes the
set of isogredience classes in P(φ). [P(φ)] parametrizes the components of Γ(f).
See Definition 3.6.
• Fix(φ) := {[Fix(Φ)] | Φ ∈ P(φ)}. Since [P(φ)] is finite, Fix(φ) is a finite set of
conjugacy classes of finitely generated subgroups of Fn. Geometrically it is the
core of Γ(f). Fix≥2(φ) := {[Fix(Φ)] | Φ ∈ P(φ),Fix(Φ) large}. See Sections 3.4,
3.6, and 4.2.
• L(φ) denotes the set of special free factor systems of φ; see Notation 5.25. Each
element of L(φ) is a free factor system and so is a set of conjugacy classes of free
factors in Fn. If [F ] ∈ F ∈ L(φ) then F is also said to be special. The unique
minimal (with respect to @) element of L(φ), denoted F0(φ) is the linear free
factor system of φ. It is represented by the core of the subgraph of f that is the
union of fixed and linear edges. An invariant description of F0(φ) is F(Fix(φ)),
i.e. the smallest free factor system carrying Fix(φ); see Lemma 5.33.
• We use c = ~F(φ,<T ) to denote a special chain for φ as in Notation 5.25. It
is a set of free factor systems naturally ordered by @. We usually work with
a pre-chosen c. For example, the filtration of our CT f : G → G will usually
realize c. If F ∈ c (resp. [F ] ∈ F ∈ c) and if the filtration of f : G→ G realizes
c then f |F (resp. f |F ) denotes the restriction of f to the core filtration element
representing F (resp. the component of the core filtration element representing
[F ]). The corresponding eigengraph is denoted Γ(f |F) (resp. Γ(f |[F ])).
• R(φ) = ∪[Φ]∈[P(φ)][Fix+(Φi)]. See Section 3.4. In any CT f : G→ G represent-
ing φ there is a bijection r ←→ E between R(φ) and the set Ef of higher order
edges of G. The eigenray RE has terminal end r and we will sometimes refer to
r as an eigenray.
• e ∈ c denotes a special 1-edge extension in c, i.e. e = (F− @ F+) is a pair of
consecutive elements of c. Γ(F+) \ Γ(F−) has one or two ends; these represent
the new (with respect to e) elements of R(φ). The 1-edge extension e has type
H, HH, or LH. There are two new elements iff e has type HH. A new element
is often denoted r+. Further e can be contractible, infinite cyclic, or large. See
Section 5.2.
• Continuing the previous bullet, if the filtration of f : G → G realizes c then
Γ(f |F+) carries more lines than Γ(f |F−). The set of added lines with respect
to e, denoted Le(φ), is a φ-invariant subset of these lines. See Definition 5.31.
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• Ω(φ) = ∪r∈R(φ)Ω(r) denotes the finite set of limit lines for φ. See Section 5.1.
Here Ω(r) denotes the accumulation set of r or equivalently of the eigenray in
Γ(f) representing r. The elements of Ω(φ) are all represented as lines in Γ(f).
ΩNP(φ) ⊂ Ω(φ) is the subset of non-periodic lines.
• Aor(φ) denotes the set of oriented axes of φ where a root-free conjugacy class
[a] of an element of Fn is an axis if it has more than one representation in Γ(f).
An axis has an invariant description: [a] is an axis if there are Φ1,Φ2 ∈ P(φ)
such that a ∈ Fix(Φ1) ∩ Fix(Φ2) and [Φ1, a] 6= [Φ2, a] as conjugacy pairs. Each
such [Φ, a] is a strong axis and is represented geometrically as a lift to Γ(f) of
an axis. Associated to each pair of strong axes α1 = [Φ1, a], α2 = [Φ2, a] is a
twist coordinate τ(α1, α2) in Z. See Definition 4.14.
10 Algebraic data associated to invariants
In this section we define algebraic versions of some of our dynamic invariants. These
are typically weaker than the original invariant, but have the advantage that they are
iterated sets and so fit into the framework of Section 8. Some of our invariants, for
example chains, are already algebraic in nature and so need no modification.
Throughout this section c denotes a special chain for φ and f : G→ G denotes a
CT for φ that realizes c.
Remark 10.1. If F is a free factor and r˜ ∈ ∂F then we say that [F ] carries r.
Equivalently, if G is a marked graph and H ⊂ G is a core subgraph representing
[F ], then there is a ray in G˜ that converges to r˜ and projects into H. In the case
that concerns us, r ∈ R(φ) corresponds to some E ∈ Ef and [F ] is a component of
a free factor system in c. If Gi is the core subgraph of G corresponding to [F ] then
[F ] carries r if and only if some subray of RE is contained in Gi. By construction,
RE = E ·u·f#(u)· . . . for some closed path u. Since the height of fk#(u) is independent
of k, r is carried by [F ] if and only if u ⊂ Gi.
• (Algebraic rays): For r ∈ R(φ), Fc(r) denotes the minimal special free factor
[F ] ∈ F ∈ c carrying r. If r˜ ∈ ∂F is a lift of r then we also write Fc(r˜) := F
where F is the unique representative of Fc(r) that contains r˜.
Remark 10.2. Continuing Remark 10.1, Fc(r˜) is represented by the Gi that is min-
imal with respect to the property that it contains ui.
Remark 10.3. We could work with all chains and define F (r) to be the minimal
special free factor [F ] ∈ F ∈ L(φ). This would cause some extra work later in
Lemma 14.16.
Recall that [·, ·] denotes a conjugacy pair (see Definition 4.9 and Examples 4.10)
and, for root-free a ∈ Fn, a+ ∈ ∂Fn (resp. a−) denotes the attractor (resp. repeller)
of ∂ia; see the beginning of Section 3.4.
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• (Algebraic lines): Below we define a type (P-P, P-NP, NP-P, or NP-NP) for
certain lines L that lift to Γ(f) as well as an algebraic version Hc(L) of L. We
also associate to Hc(L) a set of lines containing L that in turn determines Hc(L).
[P-P]: L has type P-P if some (hence every) lift L˜ has the form (a−, b+) for
some root-free a 6= b in Fn. Hc(L) := [a, b]. To [a, b] we associate {L}.
We also define Hc(L˜) := (a, b) and associate to it {(a−, b+)}. In this case
Hc(L) determines L.
[P-NP]: L has type P-NP if some (hence every) lift L˜ has the form (a−, r˜) for
some root-free a ∈ Fn and a lift r˜ of some r ∈ R(φ). Hc(L) := [a, Fc(r˜)].
To Hc(L) we associate the set of lines [a
−, ∂Fc(r˜)]. Hc(L˜) :=
(
a−, Fc(r˜)
)
and has the associated set of lines
(
a−, ∂Fc(r˜)
)
.
[NP-P]: L has type NP-P if some (hence every) lift L˜ has the form (r˜, b+) for
some root-free b ∈ Fn and a lift r˜ of some r ∈ R(φ). Hc(L) := [Fc(r˜), b].
To Hc(L) we associate the set of lines [∂Fc(r˜), b
+]. Hc(L˜) := (Fc(r˜), b) with
associated set of lines (∂Fc(r˜), b
+).
[NP-NP]: L has type NP-NP if some (hence every) lift L˜ has the form (r˜, s˜) for
lifts r˜ of r ∈ R(φ) and s˜ of s ∈ R(φ). Hc(L˜) := [Fc(r˜), Fc(s˜)]. To Hc(L˜)
we associate the set of lines [∂Fc(r˜), ∂Fc(s˜)]. Hc(L˜) := (Fc(r˜), Fc(s˜)) with
associated the set of lines
(
∂Fc(r˜), ∂Fc(s˜)
)
.
Lemma 10.4. Suppose that L has one of the types P-P,, P-NP, NP-P, or NP-NP.
Then with notation as above:
[P-P]: if a 6= b±1 then ∂〈a〉 and ∂〈b〉 are disjoint; moroever [〈a〉, 〈b〉] is a good conju-
gacy pair.
[P-NP]: ∂〈a〉 and ∂Fc(r˜) are disjoint; moroever [〈a〉, Fc(r˜)] is a good conjugacy pair.
[NP-P]: ∂Fc(r˜) and ∂〈b〉 are disjoint; moroever [Fc(r˜), [〈b〉] is a good conjugacy pair.
[NP-NP]: ∂Fc(r˜) and ∂Fc(s˜) are disjoint; moroever [Fc(r˜), Fc(r˜)] is a good conjugacy
pair.
Proof. [P-P]: If a 6= b±1 then, since a and b are root-free, 〈a, b〉 is a free group of
rank 2. In particular, 〈a, b〉 = 〈a〉 ∗ 〈b〉.
[P-NP]: Suppose L has the lift L˜ = (a−, r˜). Set A = 〈a〉. Since L lifts to Γ(f),
L = α∞σRE for some E ∈ Ef where α is a circuit in the core of Γ(f) representing
[a]. We choose σ to have minimal length. Let ? be the terminal vertex of E and let
?˜ be the terminal vertex of the unique lift of E in L˜.
The based labelled graph (Gi, ?) as in Remark 10.2 immerses to (G, ?) and sim-
ilarly the based labelled graph (GA, ?) that is a lollipop formed by the union of a
circle labelled α and a segment labelled σE immerses to (G, ?). If we define (H, ?)
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to be the one point union of (GA, ?) and (Gi, ?) then by construction H does not
admit any Stallings folds and so, by [Sta83], H → G induces an injection on the level
of fundamental groups. We now have an identification of
(
A,Fc(r˜), 〈A,Fc(r˜)〉
)
and(
pi1(GA, ?), pi1(Gi, ?), pi1(H, ?)
)
that is well-defined up to the action of Fn by conjuga-
tion on triples of finitely generated subgroups of Fn on the first triple and the action
of pi1(G, ?) by conjugation on second. We are done by VanKampen.
The cases [NP-P] and [NP-NP] are similar.
Remark 10.5. Not all lines that lift to Γ(f) are assigned a type.For each L that has
a type, Hc(L) can be recovered from its associated set of lines. In the NP-NP case,
this is a direct application of Corollary 7.5 and Remark 7.6. The obvious modification
needed for the other cases where 〈a〉 is replaced by a is left to the reader. We often
conflate Hc(L) with its associated set of lines.
Example 3.1 (continued). If L is the downward line represented by the contractible
component of Γ(f) in Figure 2 then L has type NP-NP and Hc(L) = [〈a, b〉, 〈a, b〉d−1e]
consists of the set of lines in the graph in Figure 4 that cross d−1e once and e−1d not
at all.
e
b
a
d
b
a
Figure 4:
Lemma 10.6. Suppose L as one of the types P-P, P-NP, NP-P, or NP-NP. For
θ ∈ Out(Fn), θ
(
Hc(L)
)
= Hθ(c)
(
θ(L)
)
.
Proof. We will do the case P-NP; the others are similar. If Θ ∈ θ then Θ(a−, Fc(r˜)) =
(Θ(a)−, Fθ(c)(Θ(r˜)
)
by Lemmas 3.12 and 5.30. Hence θ
(
Hc(L)
)
= Hθ(c)
(
θ(L)
)
.
• (Algebraic strong axes): If [Φ, a] is a strong axis and Fix(Φ) is not cyclic (equiv-
alently rank(Fix(Φ) > 1), then Hc([Φ, a]) := [Fix(Φ), a].
Remark 10.7. In (Algebraic strong axes) above we are focusing only on strong
axes for the restriction of φ to its linear free factor system F0(φ); see the proof of
Lemma 14.1.
• (Algebraic added lines): We use notation as in Definition 5.31. He∈c(φ) is defined
to be {Hc(L) | L ∈ Le(φ)} if Le(φ) is finite and is defined to be the singleton
{[Fix(Φ), Fc(r˜+)]} otherwise.
• (Algebraic limit lines): Hc(φ) denotes the set {Hc(L) : L ∈ ΩNP(φ)}.
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We will need the following naturality statements.
Lemma 10.8. Suppose that e ∈ c and that θ ∈ Out(Fn) preserves c. Then:
(1) θ(Hc(φ)) = Hc(φ
θ).
(2) θ(He∈c(φ)) = He∈c(φθ).
(3) θ
(
Hc([Φ, a])
)
= Hc
(
θ([Φ, a])
)
.
Proof. (1) is an immediate consequence of Lemmas 3.12, 5.2, and 10.6
(2): We use notation as in the definition of He∈c(φ) immediately above. In the
case that Le(φ) is finite, this is a direct consequence of Lemmas 5.32 and 10.6. The
remaining case that He∈c(φ) = [Fix(Φ), Fc(r˜+)] follows using the naturality of r˜+ as in
Lemma 5.32, the naturality of Fc(r˜
+) as in Lemma 10.6, and the naturality of Fix(Φ)
as in Lemma 3.12.
(3) follows from Lemma 3.12.
In the next lemma we abuse notation and identify Hc(L) with its associated set of
lines; see Remark 10.5.
Lemma 10.9. Suppose f : G → G is a CT for φ that realizes c. If L is either an
element of ΩNP(φ) or an element of Le(φ) such that e is not large, then L is the only
line in Hc(L) that lifts to Γ(f).
Proof. We assume at first that L ∈ ΩNP(φ). By Corollary 5.17(4), all elements of
ΩNP(φ) lift to Γ(f) and further have one of the types P-P, P-NP, NP-P, or NP-NP. In
particular, He(L) is defined. We will do the case that L = [a
−, r˜] is P-NP, the others
being similar. By Corollary 5.17(1), L has the form (R1)
−1RE where R1 consists of
only linear and fixed edges and where E ∈ Ef . In particular, E is the highest edge of
L.
Every line L′ ∈ Hc(L) has a lift of the form L˜′ = (a−, s˜) where s˜ ∈ Fc(r˜). Since
f : G → G realizes c, Fc(r) is represented by a subgraph of G whose edges are all
lower than E. If r˜ = s˜ then L′ = L and we are done. We may therefore assume
L′′ := (r˜, s˜) is a line in Fc(r˜) and so only crosses lifts of edges that are lower than E.
It follows that L′ = (R1)−1ER2 where the ray R2 only crosses edges that are lower
than E. If L′ lifts to Γ(f) then E is the first higher order edge it crosses and so
ER2 = RE and L
′ = L. This completes the proof when L ∈ ΩNP(φ).
We now assume that L ∈ Le(φ) and that e is not large. If e is contractible then,
because L lifts to Γ(f), L has the form [r˜, s˜] = R−1E1ρRE2 where ρ is a Nielsen path.
By definition L′ ∈ Hc(L) has a representative L˜′ = (r˜1, r˜2) such that either r˜1 = r˜ or
(r˜1, r˜) ∈ Fc(r˜) and such that either r˜2 = s˜ or (s˜, r˜2) ∈ Fc(s˜). We argue as above to
conclude that L′ = L if L′ lifts to Γ(f). The case where e is infinite cyclic is similar.
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Lemma 10.10. Suppose that L has one of the types P-P, P-NP, NP-P, or NP-NP
and that θ
(
Hc(L)
)
= Hc(L). If L˜ is a lift of L then there is a unique Θ ∈ θ such that
Θ
(
Hc(L˜)
)
= Hc(L˜).
Proof. The existence of at least one such Θ follows from the definitions.
P-P: Suppose L˜ = (a−, b+). If Θ1 6= Θ2 represent θ and leave (a−, b+) invariant
then the difference Θ1Θ
−1
2 has the form ix for some x 6= 1 in Fn and leaves (a−, b+)
invariant. It follows that a, b, and x share a power. This is impossible since L is not
periodic.
NP-P: Suppose L˜ = (r˜, b+). If Θ1 6= Θ2 in θ leave (r˜, b+) invariant then Θ1Θ−12 = ix
for some x 6= 1 in Fn. It follows that ix
(
F (r˜)
)
= F (r˜) and ix(b) = b. Hence
x ∈ F (r˜) ∩ 〈b〉 which is impossible since ∂F (r˜) ∩ ∂〈b〉 = ∅ by Lemma 10.4.
The cases P-NP and NP-NP are similar.
We conclude this section by relating our algebraic invariants to the sets of atoms
A,A0 = CATC(Fn),A1, . . . ,A5 defined in Notation 8.26 and then combining them into
a master algebraic invariant. The first two of these was already done in Example 8.22.
• (free factor systems): A free factor system F is an element of Sun(A0).
• (maximal chain): A special chain c for φ is a element of Sor(Sun(A0)).
• (Fixed subgroups): Fix(φ) is an element of Sun(A0).
• (Algebraic added lines): He∈c(φ) is an element of Sun(Aˆ1 unionsq Aˆ2).
• (Algebraic limit lines): Hc(φ) is an element of Sun(Aˆ1 unionsq Aˆ2 unionsq Aˆ3).
• (Axes): Aor(φ) is the set of oriented axes for φ. It is an element of Sun(Aˆ4).
• (Algebraic strong axes): If α = [Φ, a] ∈ SA(φ) is a strong axis for φ and Fix(Φ)
is large then H(α) := [Fix(Φ), a], which is an element of Aˆ5. The set of algebraic
strong axes for φ is then an element of Sun(Aˆ5)
Applying Corollary 8.21 we identify each of the above invariants with an element
of CAT(A).
Finally, we collect our algebraic invariants into a single master algebraic invariant.
Definition 10.11. Fix a special chain c for φ. The algebraic invariant of φ rel c is
the element of CAT(A) that is the ordered set Ic(φ) consisting of:
• c
• Fix(φ);
• (He∈c(φ) : e ∈ c), ordered by c;
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• {Hc(L) : L ∈ ΩNP(φ)};
• A(φ); and
• the set of algebraic strong axes for φ.
The six elements in the ordered list Ic(φ) are the components of Ic(φ). From Corol-
lary 8.21, Example 8.22, and the descriptions in the list immediately preceding Defi-
nition 10.11 we have that Ic(·) and each of its components takes values in Out(Fn)-sets
satisfying the MW property.
11 Xc(φ)
At this point, it is reasonably straightforward to reduce the conjugacy problem for
UPG(Fn) in Out(Fn) to the problem of deciding whether φ, ψ ∈ UPG(Fn) with Ic(φ) =
Ic(ψ) are conjugate by some θ in the stabilizer of Ic(φ). We want a little more. Namely,
we want to restrict the set of potential conjugators to those elements that stabilize
Ic(φ) and induce trivial permutations on the components of Ic(φ). Continuing with
the notation of the previous section, we make this precise as follows.
Definition 11.1 (Xc(φ)). Let φ ∈ UPG(Fn) and let c be a special chain for φ. Xc(φ)
denotes the subgroup of Out(Fn) whose elements θ satisfy:
(1) θ(c) = c;
(2) θ([F ]) = [F ], for all [F ] ∈ F ∈ c;
(3) θ([H]) = [H] for all [H] ∈ Fix(φ);
(4) θ([·, ·]) = [·, ·] for all conjugacy pairs [·, ·] ∈ He∈c(φ) and all e ∈ c;
(5) θ(Hc(L)) = Hc(L) for all L ∈ Ω(φ);
(6) θ([a]) = [a] for all [a] ∈ Aor(φ); and
(7) θ([Fix(Φ), a]) = [Fix(Φ), a] for all [Φ, a] ∈ SA(φ) with Fix(Φ) large.
In passing, and for future use, we have the expected:
Lemma 11.2. φ ∈ Xc(φ)
Proof. We have to check (1–7) are satisfied for θ = φ. In cases (1, 2, 3, 6, 7)
this is immediate from definitions. (5) holds because φ(L) = L for all L ∈ Ω(φ)(
Corollary 5.17(4)
)
and Lemma 10.6. (4) follows from definitions, Lemma 5.32, and
Lemma 10.6.
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The following proposition is proved in Sections 13 and 14. In Lemma 11.6 be-
low, we prove that it implies, and is hence equivalent to, the conjugacy problem for
UPG(Fn) in Out(Fn).
Proposition 11.3. There is an algorithm that takes as input φ, ψ ∈ UPG(Fn) and a
chain c such that
• c is special for both φ and ψ and
• Ic(φ) = Ic(ψ)
and that outputs YES or NO depending whether or not there is θ ∈ Xc(φ) conjugating
φ to ψ. Further, if YES then such a θ is produced.
The first step in proving that Theorem 1.1 reduces to Proposition 11.3 is to estab-
lish an intermediate reduction that focuses on the set L(φ) of special chains associated
to φ; see Notation 5.25 and Lemma 5.23, which computes L(φ) from a CT for φ.
Proposition 11.4. There is an algorithm that takes as input φ, ψ ∈ UPG(Fn) and
a chain c that is special for both φ and ψ, and that outputs YES or NO depending on
whether or not there exists θ ∈ Out(Fn) such that ψ = φθ and θ(c) = c; if YES then
one such θ is also returned.
Lemma 11.5. Proposition 11.4 implies Theorem 1.1. Moreover, there is an algorithm
that produces a finite presentation for Outc(Fn).
Proof. Assuming that Proposition 11.4 holds, we define an algorithm that takes φ, ψ ∈
UPG(Fn) as input and returns YES or NO depending on whether there exists θ ∈
Out(Fn) such that ψ = φ
θ; if YES then the algorithm also finds one such θ. To
distinguish this algorithm from others that we use in the proof, we refer to it as the
main algorithm.
By Corollary 8.21 and Example 8.22, L(φ) and L(ψ) are elements of an Out(Fn)-
set that satisfies property MW, namely SunSorSun(AC(F)). We can therefore produce
a finite presentation for OutL(φ)(Fn) and decide if there exists θ′ ∈ Out(Fn) such that
θ′(L(φ)) = L(ψ). If NO then φ and ψ are not conjugate and the main algorithm
returns NO. If YES then the algorithm also returns one such θ′. Define ψ′ := ψθ
′−1
.
Then L(φ) = L(ψ′) and φ and ψ are conjugate by an element of Out(Fn) if and only
if φ and ψ′ are conjugate by an element of OutL(φ)(Fn).
Choose a special chain c ∈ L(φ) = L(ψ′). The action of OutL(φ)(Fn) on L(φ) de-
fines a homomorphism ρ : OutL(φ)(Fn)→ Perm(L(φ)). An application of Lemma 6.1
(with Q = Image(ρ) and Q′ = Q ∩ Outc(Fn)) gives a finite set {θ′i : i ∈ I} ⊂
OutL(φ)(Fn) such that OutL(φ)(Fn) = unionsqi
(
θ′i ·Outc(Fn)
)
. Hence φ and ψ′ are conjugate
in OutL(φ)(Fn) iff φ and some (ψ′)θ
′
i
−1
are conjugate in Outc(Fn). This can be checked
using the assumed algorithm of Proposition 11.4.
We can now finish proving the reduction.
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Lemma 11.6. Proposition 11.3 implies Proposition 11.4 and hence implies The-
orem 1.1. Moreover, there is an algorithm that produces a finite presentation for
Xc(φ).
Proof. Suppose that we are given φ, ψ ∈ UPG(Fn) and a chain c that is special for
both φ and ψ. Apply the algorithm of Lemma 11.5 to produce a finite presentation for
Outc(φ). As noted at the end of Definition 10.11, Ic(φ) and Ic(ψ) are contained in an
Out(Fn)-set satisfying the MW property. We may therefore compute a finite presenta-
tion for OutIc(φ)(Fn) and decide if there exists θ
′ ∈ Out(Fn) satisfying θ′(Ic(φ)) = Ic(ψ).
If NO then φ and ψ are not conjugate in Out(Fn). If YES then one such θ
′ is returned.
Define ψ′ := ψθ
′−1
. Since c is a component of Ic(φ)), it follows that θ
′(c) = c; thus c
that is special for ψ and Ic(φ) = Ic(ψ
′). Moreover, φ and ψ are conjugate by an element
of Out(Fn) if and only if φ and ψ
′ are conjugate by an element of OutIc(φ)(Fn).
OutIc(φ)(Fn) acts by permutation on each of the components of Ic(φ)). The elements
of c(φ) are distinct free factor systems that are linearly order by@. It follows that each
element F of c(φ) is OutIc(φ)(Fn)-invariant and so OutIc(φ)(Fn) acts by permutation
on each element of each F ∈ c(φ). Combine all of these permutations into a single
homomorphism ρ from OutIc(φ)(Fn) into a permutation group P . By definition, Xc(φ)
is the kernel of ρ. An application of Lemma 6.1 gives a set of coset representatives
{θ′i} for Xc(φ), together with a finite presentation for Xc(φ). Hence φ and ψ are
conjugate in OutIc(φ)(Fn) iff φ and some ψ
(θ′−1i ) are conjugate in Xc(φ) and this can
be checked using the assumed algorithm of Proposition 11.3.
As usual naturality will be important.
Lemma 11.7. For ξ ∈ Xc(φ), Xc(φξ) = Xc(φ).
Proof. By Lemma 5.30, c = ξ(c) is special for φξ and so the statement makes sense.
The lemma follows easily from the naturality of the quantities appearing in Defini-
tion 11.1. For example, we verify that if θ ∈ Xc(φξ) then θ(Hc(L)
)
= Hc(L) for all
L ∈ Ω(φ). Indeed,
θ
(
Hc(L)
)
= θ(
(
ξ(Hc(L))
)
= θ
(
Hc(ξ(L))
)
= Hc(
(
ξ(L)
)
= Hc(L)
where the second equality uses Lemma 10.6 and the third uses Corollary 5.4. The
remainder of the proof consists of similar checks and is left to the reader.
12 Staple Pairs
12.1 Limit lines Ω(r˜) ⊂ B˜
In Section 5.1, we associated a finite set ΩNP(φ, r) ⊂ B of φ-invariant lines to each
r ∈ R(φ). In this section we associate, to each lift r˜ of r, a subset ΩNP(φ, r˜) ⊂ B˜ of
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the full pre-image of ΩNP(φ, r) and then establish properties of ΩNP(φ, r˜) that will be
needed later in the paper.
Definition 12.1. Choose a marked graph K. For each lift r˜ ∈ ∂Fn of r ∈ R(φ), let
Φr˜ be the unique lift of φ that fixes r˜ and let R˜ ⊂ K˜ be a ray with terminal end r˜. If
L˜ is a lift of L ∈ ΩNP(φ) then each Φjr˜(L˜) is a translate of L˜, say Φjr˜(L˜) = Tj(L˜), for
some unique Tj. Define L˜ to be in ΩNP(φ, r˜) if for every finite subpath β˜ of L˜ there
exists J(β˜) such that Tj(β˜) ⊂ R˜ (equivalently β˜ ⊂ T−1j (R˜)), for all j ≥ J(β).
Remark 12.2. As defined, ΩNP(φ, r˜) depends on Φr˜ and hence on φ, in contrast to
ΩNP(r) which is independent of φ.
Lemma 12.3. ΩNP(φ, r˜) is well defined and Φr˜-invariant. Moreover, if ψ = θφθ
−1
for some θ ∈ Out(Fn) and if Θ is a lift of θ then Θ(ΩNP(φ, r˜)) = ΩNP(ψ, ∂Θ(r˜)).
Proof. Replacing R˜ by a subray does not change ΩNP(φ, r˜). Since any two rays with
terminal end r˜ share a common subray, ΩNP(φ, r˜) is independent of the choice of R˜.
As defined above, ΩNP(φ, r˜) depends on the marked graphK so we write ΩNP(φ, r˜,K)
to make this explicit. We will prove
(∗) Θ(ΩNP(φ, r˜,K)) = ΩNP(θφθ−1, ∂Θ(r), K ′) for any marked graphs K and K ′ and
any Θ ∈ Aut(Fn) representing any θ ∈ Out(Fn).
Applied with Θ = identity, (∗) proves that ΩNP(φ, r˜,K) is independent of K and
hence that ΩNP(φ, r˜) is well defined. The moreover statement is equivalent to (∗) and
Φr˜-invariance of ΩNP(r˜) is an immediate consequence of the definitions. Thus the
proof of the lemma will be complete once we prove (∗).
Assume the notation of Definition 12.1. Let r′ = ∂Θ(r) and ψ = θφθ−1; note that
Ψr˜′ = ΘΦr˜Θ
−1. Choose a homotopy equivalence g : K → K ′ of marked graphs that
represents θ when pi1(K) and pi1(K
′) are identified with Fn via their markings. Let
g˜ : K˜ → K˜ ′ be the lift satisfying ∂g˜ = ∂Θ, let R˜′ = g˜#(R˜) ⊂ K˜ ′, let L˜′ = Θ#(L˜) =
g˜#(L˜) and let T
′
j : K
′ → K ′ be the covering translation satisfying ∂T ′j = ∂(ΘTjΘ−1).
Then
Ψr˜′#(L˜
′) ∩ R˜′ = Ψr˜′#(g#(L˜)) ∩ g˜#(R˜) = g˜#(Φjr˜#(L˜)) ∩ g˜#(R˜)
By [Coo87] (see also [BFH97, Lemma 3.1]), there is a constant C, depending only on
g, such that g˜#(Φ
j
r˜#(L)) ∩ g˜#(R˜) contains the subpath of g˜#(Φjr˜#(L) ∩ R˜) obtained
by C-trimming (i.e. removing the first and last C edges) and so contains the subpath
of g˜#(Tj(β˜)) = T
′
j g˜#(β˜) obtained by C-trimming for any chosen β˜ and all j ≥ J(β).
Given a finite subpath β˜′ of L˜′ choose a finite subpath β˜ of L˜ such that the C-trimmed
subpath of g˜#(β˜) contains β˜
′. Then Ψr˜′#(L˜′) ∩ R˜′ ⊃ T ′j(β˜′) for all j ≥ J(β). Letting
J(β′) = J(β), we conclude that L˜′ ∈ ΩNP(r˜). By symmetry, we have proved (∗).
Our goal in the remainder of this subsection is to understand ΩNP(r˜) from the CT
point of view.
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Notation 12.4. Choose r ∈ R(φ) and a CT f : G → G representing φ; let E ∈ Ef
correspond to r. Following the proof of Corollary 5.17, let
RE = E · ρ0 · σ1 · ρ1 · σ2 · . . .
be the coarsened complete splitting of RE where each σi is a single growing term in
the complete splitting of RE and each ρi is a (possibly trivial) Nielsen path. For
future reference, note that if f(E) = E · u then Eu is an initial subpath of RE whose
terminal endpoint is contained in some ρp.
For all i ≥ 1, define
R−i = f
∞
# (σ¯i) R
+
i = f
∞
# (σi) `i = (R
−
i )
−1ρi(R+i+1)
Choose a lift r˜ of r, let Φr˜ be the automorphism representing φ that fixes r˜ and let
f˜ : G˜→ G˜ be the lift corresponding to Φr˜. Let R˜E˜ be the lift of RE whose terminal
end converges to r˜ and whose initial edge is E˜, let
R˜E˜ = E˜ · ρ˜0 · σ˜1 · ρ˜1 · σ˜2 · . . .
be the induced decomposition and let ˜`i be the lift of `i in which ρi lifts to ρ˜i. Thus
˜`
i = (R˜i
−
)−1ρ˜iR˜+i+1
where σ˜i+1 and R˜
+
i+1 have the same initial endpoint and likewise for σ˜
−1
i and (R˜
−
i ).
We say that lines ˜`1, ˜`2, . . . are visible in R˜E˜.
Lemma 12.5. Assume Notation 12.4.
(1) Each `i ∈ Ω(r).
(2) If `i ∈ ΩNP(r) then ˜`i ∈ ΩNP(φ, r˜).
Proof. Item (1) follows from Lemmas 5.8 and 5.16 applied with α = σi and β = ρiσi+1.
When verifying that ˜`i satisfies Definition 12.1, it suffices to consider finite sub-
paths β˜ = µ˜−1ρ˜iν˜ of ˜`i with projections β = µ−1ρiν where µ is an initial segment of
R−i = f
∞
# (σ¯i) that is a concatenation of terms in the coarsened complete splitting of
R−i and ν is an initial segment of R
+
i+1 = f
∞
# (σi+1) that is a concatenation of terms
in the coarsened complete splitting of R+i+1. It follows from the definition of f
∞
# that
for all sufficiently large j, the lift of ρi to f˜
j
#(ρ˜i) extends to a lift of β to a path
β˜j ⊂ f˜ j#(σ˜i) · f˜ j#(ρ˜i) · f˜ j#(σ˜i+1) = f˜ j#(σ˜i · ρ˜i · σ˜i+1) ⊂ R˜E˜
Since f j# preserves ρi, R
−
i and R
+
i+1 there is a covering translation Tj such that
Tj(ρ˜i) = f˜
j
#(ρ˜i) Tj(R˜
−
i ) = f˜
j
#(R˜
−
i ) Tj(R˜
+
i+1) = f˜
j
#(R˜
+
i+1)
and so
Tj(˜`i) = f˜
j
#(
˜`
i)
From Tj(ρ˜i) = f˜
j
#(ρ˜i) we conclude that Tj(β˜) = β˜j and so Tj(β˜) ⊂ R˜E˜. This completes
the proof of (2).
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Our next result is a weak converse of Lemma 12.5(2), namely that if L˜ ∈ ΩNP(φ, r˜)
then L˜ is in the Φ-orbit of some ˜`i.
Proposition 12.6. Assume Notation 12.4.
(1) For each L˜ ∈ ΩNP(φ, r˜) there exists K such that f˜k#(L˜) ∈ {˜`i} for all k ≥ K.
Moreover, ΩNP(φ, r˜) =
⋃
Φmr˜ (l˜i) where the union varies over all
˜`
i ∈ ΩNP(φ, r˜)
and all m ∈ Z.
(2) For each L ∈ ΩNP(r) there is a lift L˜ ∈ ΩNP(φ, r˜).
We delay the proof of Proposition 12.6 for two needed lemmas.
Lemma 12.7. Given a CT f : G → G, there exists M ≥ 1 so that the following
holds for each twist path w, each non-fixed edge E and each k ≥ 0 : If |m| ≥ M and
α0 = w
m is a subpath of fk#(E) then α0 extends to a subpath α1 of f
k
#(E) satisfying
the following two properties.
(1) α1 = E
′wq or α1 = wqE¯ ′ for some E ′ ∈ Linw(f).
(2) α1 is not contained in any Nielsen subpath of f
k
#(E).
Proof. Let us first note that if the conclusions of the lemma hold for a subpath of
α0 = w
m of the form wt then they also hold for α0. We may therefore shorten α0
whenever it is convenient. After replacing E by E¯ if necessary, we may assume that
E ∈ Ef ∪ Lin(f).
Choose M ′′ > 0 so that if w1 6= w2 are twist paths then wM ′′1 is not a subpath of
wm2 for any m ∈ Z. Items (1) and (2) hold for M = M ′′ and E ∈ Lin(f). We may
therefore assume that E ∈ Ef and that there exists M ′ ≥M ′′ so that (1) and (2) hold
for M = M ′ and for all edges E ′ ∈ Ef with height less than that of E.
There is a path u with height less than that of E and a complete splitting
u = τ1 · . . . · τs
such that
fk(E) = E · u · f#(u) · . . . · fk−1# (u)
for all k ≥ 1. Assuming without loss that M ′ is greater than the length of any τj,
choose M1 ≥ sM ′.
As a special case, we prove the lemma when |m| ≥ M1 and when α0 = wm is
contained in some f l#(u). In this case there exists 1 ≤ j ≤ s and |m′| ≥ M ′ and a
subpath σ′0 = w
m′ of α0 such that α
′
0 ⊂ f l#(τj) for some 1 ≤ l ≤ k − 1. As observed
above, we can replace α0 with α
′
0. Since the length of τj is less than M
′ and the length
of f l#(τj) is at least M
′, τj is not a Nielsen path and so is either exceptional or an edge
E ′ with height less than that of E. If τj is exceptional then its linear edges must be
in the family determined by w and we take α1 to be all of τj except for the terminal
68
edge. If τj = E
′, then the inductive hypothesis implies that α0 extends to a subpath
α1 of f
l
#(E
′) that is not contained in a Nielsen subpath of f l#(E
′) and that satisfies
(1). The hard splitting property of a complete splitting (Lemma 4.11(2) of [FH11])
implies that an indivisible Nielsen path in a completely split path is contained in a
single term of that splitting. Thus α1 is not contained in a Nielsen subpath of f
k(E)
and so (2) is satisfied and we have completed the proof of the special case.
Now choose M so large that if |m| ≥M and α0 = wm is a subpath of fk#(E) then
there is a subpath α′0 = w
m′ of α0 with m
′ ≥M1 so that α′0 ⊂ f l#(u) for some l. The
existence of M follows from the fact that the length of f l#(u) goes to infinity with l.
Replacing α0 with α
′
0, we are reduced to the special case.
We choose a ‘central’ subpath τL of L ∈ ΩNP(r) as follows. By Corollary 5.17,
L = (R−)−1 · ρ · R+ where R± satisfy 1(a), 1(b) or 1(c) of Lemma 5.14. In all three
cases we will choose τ = τL = τ
−1
− ρτ+ where τ± is an initial segment of R
±. Let M
be the constant from Lemma 12.7.
• In case 1(a), R+ = RE′ for some E ′ ∈ Ef and we take τ+ = E ′.
• In case 1(b), R+ = E ′w±∞ for some E ′ ∈ Linw(f) and we take τ+ = E ′w±M .
• In case 1(c), R+ = w±∞ and we take τ+ = w±M .
The subpath τ− is defined symmetrically.
Lemma 12.8. Assume the notation of Notation 12.4 and of the previous paragraph.
Suppose that τ˜L ⊂ L˜ is a lift of τL ⊂ L and that τ˜L ⊂ R˜E˜. Then L˜ = ˜`i for some i.
Proof. As a first case, suppose that τ+ = E
′ ∈ Ef and so R+ = RE′ . Then τ˜+ is a term
σ˜i+1 in the coarsened complete splitting of R˜E by Lemma 3.13 and R
+ = f∞# (σi+1) by
Example 5.12. There are three subcases to consider, the first being that τ− = E ′′ ∈ Ef .
In this subcase, τ˜−1− is also a term σ˜j in coarsened complete splitting. Since τ˜− is
separated from σ˜i+1 = τ˜+ by the Nielsen subpath ρ˜, we have τ˜
−1
− = σ˜i and ρ˜ = ρ˜i.
Thus f∞(σ¯i) = R− and L˜ = ˜`i.
The second subcase is that τ− = E ′′w±M where E ′′ ∈ Linw(f) . By Lemma 12.7(2),
τ−1− is not contained in a Nielsen subpath of RE. It follows that the the terminal edge
E˜ ′′
−1
of τ˜−1− is contained in a σ˜j that is either a single edge or an exceptional path. As
in the previous subcase, j = i. Also as in the previous subcase, ρ˜ = ρ˜i, f
∞(σ¯i) = R−
and ˜`i = L˜.
The third and final subcase is that τ− = w±M . Since τ˜−1− is followed in R˜E by ρ˜E˜
′,
it is not contained in a subpath of R˜E of the form w˜
mE˜−11 where E1 ∈ Linw(f). Items
(1) and (2) of Lemma 12.7 imply that σ˜i = E˜1 where E1 ∈ Linw(f) and that ρ˜i = w˜tρ˜
for some t. Example 5.12 implies that f∞(σ¯i) = w±∞ = R− and so ˜`i = L˜. We have
now completed the proof in the case that τ+ = E
′ ∈ Ef . Symmetric arguments apply
in the case that τ− = E ′ ∈ Ef .
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Our next case is that τ+ = E
′w±M where E ′ ∈ Linw(f) and R+ = E ′w±∞.
Lemma 12.7(2) implies that the initial edge E˜ ′ of τ˜+ is not contained in a Nielsen
subpath of R˜E and so is either equal to some σ˜i+1 or is the first edge in some σ˜i+1
that projects to an exceptional path. In either case f∞(σi+1) = E ′w±∞ = R+. The
remainder of the proof in this second case is exactly the same as in the first case.
Symmetric arguments apply in the case that τ− = E ′w±M ∈ Lin(f).
We are now reduced to the case that τ+ = w
±M
2 , R+ = w
±∞
2 , τ− = w
±M
1 and
R− = w±∞1 . Thus τ˜ = w˜
∓M
1 ρ˜w˜
±M
2 . If w1 = w2 then ρ is not an iterate of w1 = w2
because L in not periodic. Lemma 12.7(2) implies that τ˜ extends to a subpath
E˜1w˜
p
1ρ˜w˜
q
2E˜
−1
2 where Ei ∈ Linwi(f) and p, q ∈ Z. It follows that E˜1 = σ˜i, ρ˜i = w˜pρ˜w˜q
and E˜−12 = σ˜i+1 for some choice of i. As in the previous cases, ˜`i = L˜.
Proof of Proposition 12.6: The first statement of (1) follows from Lemma 12.8
and the definition of ΩNP(φ, r˜). The moreover statement of (1) follows from the first
statement, Φr˜-invariance of ΩNP(φ, r˜) and Lemma 12.5.
For (2), let E ∈ Ef correspond to r. Let τL ⊂ L be as in Lemma 12.8. Since
L ∈ ΩNP(r), τL lifts to a subpath τ˜l ⊂ R˜E˜. Lemma 12.8 implies that the lift of τL to
τ˜l extends to a lift of L to an element of ΩNP(φ, r˜).
Lemma 12.9. Suppose that F is a free factor, that r˜ ∈ ∂F is a lift of r ∈ R(φ) and
that [F ] is φ-invariant. Then each endpoint of each ˜`∈ ΩNP(r˜) is contained in ∂F .
Proof. Choose a CT f : G→ G representing φ in which ∂F is realized by a component
C of a core filtration element H. By assumption, there is a ray R in C with terminal
end r. For each ` ∈ ΩNP(r), each finite subpath of ` is contained in C and hence ` is
contained in C. Let C˜ be the unique lift of C whose boundary contains r˜ and note
that ∂C˜ = ∂F . Let R˜ ⊂ C˜ be the lift of R with terminal endpoint r˜ and let Φr˜ be the
automorphism representing φ that fixes r˜. From uniqueness of C˜, it follows that ∂F˜n
is Φr˜-invariant. For all sufficiently large j, Φ
j
r˜(
˜`) ∩ R˜ 6= ∅. Since ` ⊂ C and distinct
lifts of C are disjoint, Φjr˜(
˜`) ⊂ C˜. It follows that the endpoints of Φjr˜(˜`), and hence
the endpoints of ˜`, are contained in ∂F .
Lemma 12.10. Continue with Notation 12.4.
(1) For all i ≥ 1, there exists j = j(i) > i such that f˜#(˜`i) = ˜`j. The assignment
i 7→ j(i) is order preserving.
(2) More precisely, there exists j > i such that f˜#(ρ˜i) ⊂ ρ˜j and f˜#(˜`i) = ˜`j and
there is a covering translation T such that T (ρ˜i) = f˜#(ρ˜i) ⊂ ρ˜j and T (˜`i) = ˜`j.
Proof. Item (2) implies item (1) so it suffices to prove (2). Since f˜#(ρ˜i) is a Nielsen
path that is a concatenation of terms in the complete splitting of R˜E˜, there exists j
such that f˜#(ρ˜i) ⊂ ρ˜j. Let T be the unique covering translation satisfying T (ρ˜i) =
f˜#(ρ˜i). It suffices to prove that f˜#(˜`i) = ˜`j and T (˜`i) = ˜`j.
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From f˜#(ρ˜i) ⊂ ρ˜j it follows that
ρ˜j = α˜ · f˜#(ρ˜i) · β˜
where α˜ and β˜ are, possibly trivial, Nielsen paths. Since σ˜i and σ˜i+1 are growing,
σ˜j · ρ˜j · σ˜j+1 = σ˜j · α˜ · f˜#(ρ˜i) · β˜ · σ˜j+1 ⊂ f˜#(σ˜i) · f˜#(ρ˜i) · f˜#(σ˜i+1)
By Lemma 5.14(2)
R+i+1 = f
∞
# (σi+1) = βf
∞
# (σj+1) = β ·R+j+1
and
R−i = f
∞
# (σ¯i) = α¯f
∞
# (σ¯j) = α¯ ·R−j
which implies that
f˜#(˜`i) = f˜#((R˜
−
i )
−1 · ρ˜i · R˜+i+1) = (R˜−j )−1 · α˜ · f˜#(ρ˜i) · β˜ · R˜+j+1 = (R˜−j )−1 · ρ˜j · R˜+j+1 = ˜`j
This completes the proof that f˜#(˜`i) = ˜`j.
The covering translation T that carries ρ˜i to f˜#(ρ˜i) ⊂ ρ˜j also carries R˜+i+1 to
β˜ · R˜+j+1 and R−i to α˜−1 · R˜−j . Thus T (˜`i) = ˜`j.
We conclude this subsection by defining a total order on ΩNP(φ, r˜).
Definition 12.11. Continue with Notation 12.4. Given distinct L˜1, L˜2 ∈ ΩNP(r˜),
choose k ≥ 0 so that f˜k#(L˜1) = ˜`i and f˜k#(L˜2) = ˜`j for some i 6= j. (The existence of
k is guaranteed by Proposition 12.6.) Define L˜1 ≺ L˜2 if i < j.
Lemma 12.12. ≺ is a well defined, Φr˜-invariant total order on ΩNP(φ, r˜) that is
independent of the choice of f : G → G representing φ. Moreover, if ψ = θφθ−1 for
some θ ∈ Out(Fn) and if Θ is a lift of θ then Θ : ΩNP(φ, r˜)→ ΩNP(ψ,Θ(r˜)) preserves
≺.
We delay the proof of Lemma 12.12 to state and prove a technical lemma that
allows us to redefine ≺ with less dependence on the location of ρ˜i and ρ˜j in R˜E˜.
Lemma 12.13. Continue with Notation 12.4. Suppose that ˜`i and ˜`j are distinct
non-periodic visible lines. For all k ≥ 0, let ˜`ik = f˜k#(˜`i) and ˜`jk = f˜k#(˜`j) and let y˜i,k
and y˜j,k be the terminal endpoints of ˜`ik ∩ R˜E˜ and ˜`jk ∩ R˜E˜ respectively. Then i < j
if and only if the following two conditions are satisfied.
(1) ˜`i 6∈ ΩNP(φ, ∂+ ˜`j).
(2) One of the following is satisfied.
(a) ˜`j ∈ ΩNP(φ, ∂+ ˜`i)
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(b) yj,k−yi,k →∞ where yj,k−yi,k is the signed length of the subpath connecting
y˜j,k to y˜i,k
Proof. For the only if direction, assume that i < j. Lemma 12.10, and an obvious
induction argument imply that ik < jk and that there are unique covering translations
Tk satisfying
Tk(ρ˜i) ⊂ ρ˜ik and Tk(˜`i) = f˜k#(˜`i) = ˜`ik
and Sk satisfying
Sk(ρ˜j) ⊂ ρ˜jk and Sk(˜`j) = f˜k#(˜`j) = ˜`jk
Note that h˜k := S
−1
k f˜
k is the lift of fk that preserves ˜`j and so corresponds to
the automorphism Φk
∂+ ˜`j
. Note also that S−1k Tk(˜`i) = S
−1
k f˜
k
#(
˜`
i) = h˜k(˜`i) and that
Tk(ρ˜i) ⊂ ρ˜ik is disjoint from ρ˜jkR˜+jk . The latter implies that S−1k Tk(ρ˜i) is disjoint from
ρ˜jR˜
+
j+1. It now follows from the definition that
˜`
i 6∈ ΩNP(φ, ∂+ ˜`j). This completes the
proof of (1).
For (2), we assume that ˜`j 6∈ ΩNP(φ, ∂+ ˜`i) and prove that y˜j,k− y˜i,k →∞. Contin-
uing with the above notation, g˜k := T
−1
k f˜
k corresponds to Φk
∂+ ˜`i
and T−1k Sk(˜`j) =
g˜k(˜`j). We claim that there is a finite subpath β˜ ⊂ ˜`j so that for all k ≥ 0,
T−1k Sk(β˜) 6⊂ R˜+i+1 and hence Sk(β˜) 6⊂ Tk(R˜+i+1). If `j 6∈ Ω(∂+`i) then this follows
from Definition 5.1 and the fact that T−1k Sk(˜`j) is a lift of `j. If `j ∈ Ω(∂+`i) then
this follows from Lemma 12.8 and Lemma 12.5.
On the other hand, Sk(β˜) ⊂ R˜E˜ for all sufficiently large k. It follows that y˜i,k
precedes the terminal endpoint of Sk(β˜) in R˜E˜. Since the length of Sk(R˜
+
j+1) ∩ R˜E˜
goes to infinity with k, y˜j,k − y˜i,k →∞.
For the if direction, we assume that j < i and we prove that either (1) or (2) fails.
From the only if direction we know that (1) with i and j reversed is satisfied. Thus
(2a) fails. Similarly, either (2a) or (2b), with the roles of i and j reversed is satisfied.
If the former holds then (1) fails and we are done. Suppose then that (2b) with the
roles of i and j reversed is satisfied. Then y˜i,k − y˜j,k →∞ so (2b) fails.
Proof of Lemma 12.12: To make the dependence of ≺ on f : G→ G explicit we will
write ≺f . Lemma 12.10 implies that ≺f is a well defined, Φr˜-invariant total order on
ΩNP(φ, r˜).
Suppose that θ, ψ and Θ are as in the moreover statement, that f ′ : G′ → G′
is a CT representing ψ, that g : G → G′ is a homotopy equivalence representing θ
and that g˜ : G˜ → G˜′ is the lift corresponding to Θ. Letting r˜′ = Θ(r˜), we have
ΘΦr˜ = Ψr˜′Θ. By Lemma 12.3, Θ(ΩNP(φ, r˜) = ΩNP(ψ, r˜
′). Let f˜ ′ be the lift of f ′
corresponding to Ψr˜′ .
Given L˜1, L˜2 ∈ ΩNP(φ, r˜) such that L˜1 ≺f L˜2, we must show that L˜′1 ≺f ′ L˜′2 where
L˜′1 = Θ#(L˜1) = g˜#(L˜1) and L˜
′
2 = Θ#(L˜2) = g˜#(L˜2). We may replace L˜1 and L˜2
with Φkr˜ L˜1 and Φ
k
r˜ L˜2 for any k ≥ 1. This follows from the Φr˜-invariance of ≺f , the
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Ψr˜′-invariance of ≺f ′ and the fact that ΘΦr˜ = Ψr˜′Θ. In particular, we may assume
that there exists i < j and i′ 6= j′ such that L˜1 = ˜`i, L˜2 = ˜`j, L˜′1 = ˜`′i and L˜′2 = ˜`′j
where the ˜`′i and ˜`
′
j are visible lines determined for ΩNP(ψ, r˜
′) defined with respect to
f ′.
To prove that i′ < j′, and thereby complete the proof of the lemma, we will verify
items (1) and (2) of Lemma 12.13 in the prime system, which we will call (1)′ and
(2)′. Items (1)′ and (2a)′ follow from (1), (2a) and Lemma 12.3. Item (2b)′ follows
from (2b) and the bounded cancellation lemma applied to g.
12.2 Topmost lines, translation numbers and offset numbers
We continue with Notation 12.4 and with the partial orders < on R(φ) and Ef given
in Notation 5.18 and Lemma 5.19.
Definition 12.14. An element of L ∈ ΩNP(r) is φ-topmost if one of the following
mutually exclusive properties is satisfied for the partial order < on R(φ).
(1) r is minimal in the partial order <.
(2) L has an end r1 ∈ R(φ) such that r1 <c r.
If L˜ ∈ ΩNP(φ, r˜) projects to a φ-topmost element of ΩNP(r) then L˜ is a topmost
element of ΩNP(φ, r˜). Let Tφ,r˜ be the set of φ-topmost elements of ΩNP(φ, r˜).
Lemma 12.15. Tφ,r˜ is non-empty and Φr˜-invariant. The set of topmost elements of
ΩNP(φ, r) is non-empty.
Proof. The second statement follows from the first. Proposition 12.6 implies that
ΩNP(φ, r˜) is Φr˜-invariant. Since each element of R(φ) is φ-invariant, Φr˜-invariance of
Tφ,r˜ follows from the definitions. If r is minimal with respect to < then every element
of ΩNP(φ, r˜) is topmost and we are done. Otherwise, apply Lemma 5.19 to choose
E ′ ∈ Ef such that E ′ <c E. Either E ′ or E¯ ′ occurs as a term σj in the coarsened
complete splitting of RE. In the former case, ˜`j−1 is topmost in ΩNP(φ, r˜); in the
latter case ˜`j is topmost in ΩNP(φ, r˜).
Lemma 12.16. There is an algorithm that lists the topmost elements of ΩNP(φ, r).
Proof. If r is minimal then every element of ΩNP(φ, r) is topmost. Otherwise inspect
the elements of ΩNP(φ, r) to see which satisfy 12.14.(2).
Recall that p is chosen so that f˜(ρ0) ⊂ ρ˜p.
Lemma 12.17. Each L˜ ∈ Tφ,r˜ is in the Φr˜-orbit of ˜`j for some 1 ≤ j ≤ p.
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Proof. By Proposition 12.6 and Lemma 12.15, we may assume that L˜ = ˜`i for some
i > p. By Lemma 12.10, it suffices to show that there exist 1 ≤ j ≤ p and k ≥ 1
such that f˜k#(ρ˜j) ⊂ ρ˜i. If this fails then there exists 1 ≤ j′ ≤ p and k′ ≥ 1 such
that ρ˜i separates f
k′
# (ρ˜j′−1) from f
k
#(ρ˜j′). Assuming this we argue to a contradiction
by showing that neither (1) nor (2) in Definition 12.14 is satisfied. First note that
σ˜iρ˜iσ˜i+1 ⊂ f˜k′# (σ˜j′). It follows that σj′ is not a linear term and so σj′ = E ′ or E¯ ′ for
some E ′ ∈ Ef . Since E ′ < E, (1) is not satisfied. If an end r′′ of ˜`i corresponds to an
element E ′′ ∈ Ef then E ′′ < E ′ < E and so (2) is not satisfied.
Notation 12.18. The total order ≺ on ΩNP(φ, r˜) given in Definition 12.11 induces
a total order (also called) ≺ on Tφ,r˜. Let L˜1, . . . , L˜τ(φ,r) be, in order, the elements of
{˜`1, . . . , ˜`p} ∩ Tφ,r˜. (As the notation suggests, the translation number τ(φ, r) depends
on r but not on the choice of lift r˜ - see Lemma 12.20(1).) For k ∈ Z and 1 ≤ j ≤
τ(φ, r), define L˜j+kτ(φ,r) = Φ
k
r˜(L˜j).
Lemma 12.19. With notation as above:
(1) s 7→ L˜s defines an order preserving bijection between Z and Tφ,r˜.
(2) Φr˜(L˜s) = L˜s+τ(φ,r) for all s
(3) L˜s is visible if and only if s ≥ 1.
Proof. The map s 7→ L˜s is surjective by Lemma 12.17 and is order preserving (and
hence injective) because f˜# preserves ≺ and because L˜1 ≺ L˜2 ≺ . . . ,≺ L˜τ(φ,r) ≺
f˜#(L˜1) where the last inequality follows from the fact that f˜#(L˜1) = ˜`j for some
j > p. Item (2) follows from the definitions. Item (3) follows from Lemma 12.10.
For the next lemma, we must choose a CT f ′ : G′ → G′ representing ψ and then
define Tψ,r˜′ and τ(ψ, r′) with respect to g : G′ → G′.
Lemma 12.20. Suppose that θ ∈ Out(Fn) conjugates φ to ψ, that θ(r) = r′ ∈ R(ψ),
that r˜, r˜′ ∈ ∂Fn represent r and r′ respectively and that Θ is the lift of θ such that
Θ(r˜) = r˜′. Then:
(1) τ(φ, r) = τ(ψ, r′).
(2) There is an integer offset(θ, r) such that Θ(L˜s) = L˜
′
s+offset(θ,r) for all s.
Proof. Lemmas 12.3 and 12.12 imply that Θ induces a ≺-preserving bijection be-
tween ΩNP(φ, r˜) and ΩNP(ψ, r˜
′). Lemma 5.20 implies that this bijection restricts to a
bijection between Tφ,r˜ and Tψ,r˜′ . Since the only order preserving bijections of Z are
translations, (2) follows. Item (1) therefore follows from
L˜′s+τ(φ,r)+offset(θ,r) = ΘΦr˜L˜s = Ψr˜′ΘL˜s = L˜
′
s+offset(θ,r)+τ ′(ψ,r′)
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Remark 12.21. The bijection between Z and Tφ,r˜ depends on the notion of visible
lines and so depends on the choice of CT. On the other hand, Lemma 12.19(2) implies
that τ(φ, r) depends only on φ and r and not the choice of a CT. As such it can be
computed from any CT for φ. The integer offset(θ, r) depends on the choices of CTs.
12.3 Staple pairs
We continue with Notation 12.4. We set further notation as follows.
Notation 12.22. If Ei and Ej are distinct elements of Linw(f) then there exist non-
zero di 6= dj so that f(Ei) = Eiwdi and f(Ej) = Ejwdj . Recall that a path of the
form Eiw
pE¯j is called exceptional if di and dj have the same sign. If di and dj have
different signs then we say Eiw
pE¯j is quasi-exceptional.
Notation 12.23. We write L ∈ S(φ) and say that L is a staple if L ∈ ΩNP(φ) has
at least one periodic end; if both ends of L are periodic then L is a linear staple.
If L˜ ∈ ΩNP(φ, r˜) projects to an element of S(φ) for some r ∈ R(φ) and lift r˜, then
we write L˜ ∈ S(φ, r˜) and L ∈ S(φ, r) and we say that L and L˜ occur in r and r˜
respectively.
An ordered pair b = (L1, L2) of elements of S(φ) is a staple pair, written b ∈ S2(φ),
if there are lifts L˜1, L˜2 and a periodic line A˜ such that {∂+L˜1, ∂−L˜2} ⊂ {∂−A˜, ∂+A˜}.
If L˜1 and L˜2 can be chosen in S(φ, r˜) then we write b ∈ S2(φ, r) and b˜ = (L˜1, L˜2) ∈
S2(φ, r˜) and say that b and b˜ occur in r and r˜ respectively and that A˜ is the common
axis of b˜. By Corollary 5.17, A˜ corresponds to an element of A(φ).
Example 3.1 (continued). In our example, S(φ) = {a∞Rc, a∞ba∞} and S2(φ) =
{(a∞ba∞, a∞ba∞), (a∞ba∞, a∞Rc)}.
Throughout this section, M is the stabilization constant defined in Notation 5.13.
Our next lemma explains how staple pairs occur in an eigenray R˜E˜.
Lemma 12.24. Assume Notation 12.4.
(1) If σiρiσi+1 is quasi-exceptional then (˜`i−1, ˜`i+1) ∈ S˜2(φ, r˜) with common axis ˜`i.
(2) If one of the following hold
(a) σi is exceptional;
(b) σi ∈ Lin(f) and `i is not periodic;
(c) σ¯i ∈ Lin(f) and `i−1 is not periodic;
then (˜`i−1, ˜`i) ∈ S˜2(φ, r˜).
(3) If ˜`i is periodic and neither σi nor σ¯i+1 is in Ef then σiρiσi+1 is quasi-exceptional
and so (˜`i−1, ˜`i+1) ∈ S˜2(φ, r˜) with common axis ˜`i.
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(4) For each b˜ ∈ S2(φ, r˜) there exists K = K(b˜) such that Φkr˜(b˜) is as in (1) or (2)
for all k ≥ K.
Proof. If σiρiσi+1 is quasi-exceptional then there are a twist curve w and edges
E ′, E ′′ ∈ Linw(f) such that σi = E ′, ρi = wq for some q ∈ Z and σi+1 = E¯ ′′.
Moreover, f(E ′) = E ′wd
′
and f(E ′′) = E ′′wd
′′
where d′ and d′′ have opposite signs.
If σ˜i = E˜
′, let w˜ be the lift of w that begins with the terminal endpoint x˜ of E˜ ′.
Extend w˜ to a periodic line A˜ that projects bi-infinitely to the circuit determined by
w and is oriented consistenly with w˜ . Let y˜ ∈ A˜ be the terminal endpoint of the
lift of wq that begins at x˜ and let E˜ ′′ be the lift of E ′′ that ends at y˜ . Then R˜+i
is the concatenation of E˜ ′ and a ray in A˜ beginning at x˜ and terminating at ∂+A˜ if
d′ > 0 and at ∂−A˜ if d′ < 0. Similarly, R˜−i+1 is the concatenation of E˜
′′ and a ray in A˜
beginning at y˜ and terminating at ∂+A˜ if d
′′ > 0 and at ∂−A˜ if d′′ < 0. Neither ˜`i−1
nor ˜`i+1 is periodic. Up to a change of orientation, ˜`i = A˜. Thus (˜`i−1, ˜`i+1) ∈ S˜(r˜)
with common axis ˜`i and (1) is proved.
If σi is exceptional then σi = E
′wqE¯ ′′ where E ′, w and E ′′ are as above except
that d′ and d′′ have the same sign. Following the above notation, R˜+i begins with E˜
′,
R˜−i begins with E˜
′′ and both rays terminate at the same endpoint of A˜. Neither ˜`i−1
nor ˜`i is periodic. This completes the proof of (2a).
If σi = E
′ ∈ Lin(f), then following the above notation, ˜`i−1 is non-periodic (be-
cause it crosses E˜ ′) with terminal endpoint in {∂−A˜, ∂+A˜} and ∂R˜−i has terminal
endpoint in {∂−A˜, ∂+A˜}. If ˜`i is non-periodic then (˜`i−1, ˜`i) ∈ S˜2(φ, r˜). This com-
pletes the proof of (2b). The proof (2c) is similar.
Suppose that ˜`i is as in (3). If σ¯i ∈ Ef then R˜−i is not asymptotic to a periodic
line in contradiction to the assumption that ˜`i is periodic. If σ¯i ∈ Lin(f) or if σi
is exceptional then R−i = Eiw
±∞ where Ei ∈ Linw(f), again in contradiction to the
assumption that ˜`i is periodic. We conclude that σi = E
′ ∈ Lin(f). The symmet-
ric argument shows that σi+1 = E¯
′′ for some E ′′ ∈ Lin(f). Thus `i has the form
(w′)±∞ρi(w′′)±∞ where w′ is the twist path for E ′ and w′′ is the twist path for E ′′.
Since ˜`i is a periodic line, w
′ = w′′ and ρi = (w′)q for some q ∈ Z. This proves that
σiρiσi+1 is quasi-exceptional, which in conjunction with (1), completes the proof of
(3).
For (4), suppose that b˜ ∈ S2(φ, r˜). After replacing b˜ with some Φk(b˜), we may
assume by Proposition 12.6 that b˜ = (˜`i−1, ˜`j) for some i ≤ j. After replacing b˜ with
ΦM(b˜), we may assume that σ¯i 6∈ Ef . (To see this note that if f˜M(ρ˜i−1) ⊂ ρ˜s−1 then
f˜M# (
˜`
i−1) = ˜`s−1 and σs is the first growing term of fM# (σ˜i).) By assumption, ∂+R˜
+
i
is an endpoint of the common axis A˜ of b˜. Lemma 5.14 therefore implies that σi 6∈ Ef
and hence that σi is linear. In other words, σi = Ei or σi = E¯i or σi = Eiw
∗
i E¯l for
some twist path wi and for some Ei, El ∈ Linwi(f). In all three cases, the terminal
endpoint of E˜i is contained in A˜. For the same reasons, we may assume that σj = Ej
or σj = E¯j or σj = Emw
∗
j E¯j for some twist path wj and for some Ej, Em ∈ Linwi(f);
moreover, the terminal endpoint of E˜j is in A˜.
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As a first case, suppose that σi = Eiw
∗
i E¯l. In this case, the midpoint of E˜l
separates A˜ from σ˜q for all q > i so j = i and we are in case (2a). Similarly, if
σi = E¯i then the midpoint of E˜i separates A˜ from σ˜q for all q > i so j = i and (2c) is
satisfied. The remaining case is that σi = Ei. The symmetric argument reduces us to
the case that σj = E¯j. Thus wi = wj and the interval τ˜ of A˜ bounded by the terminal
endpoints of E˜i and E˜j equals w˜
q
i for some q ∈ Z; in particular, τ is a Nielsen path.
It must be that τ = ρi and j = i+ 1, which is (1).
Notation 12.25. We say that the staple pairs (˜`i−1, ˜`i+1) and (˜`i−1, ˜`i) that occur in
items (1) and (2) of Lemma 12.24 are visible with index i or just visible if the index
is not explicitly given. Note that if b˜ is visible then Φkr˜(b˜) is visible for all k ≥ 0.
Corollary 12.26. S2(φ, r˜) is Φr˜-invariant. The set of visible elements of S2(φ, r˜) is
infinite.
Proof. Φr˜-invariance of S2(φ, r˜) follows from the Φr˜-invariance of ΩNP(φ, r˜) and the
definition of S2(φ, r˜). From this and Lemma 12.10, we need only show that S2(φ, r˜)
contains a visible element. There are always linear edges crossed by RE. We are
therefore reduced, by Lemma 12.24, to the case that some ˜`i is periodic. If f˜
M
# (ρ˜i) ⊂ ρ˜j
then σ˜j is the last growing term in f˜
M
# (σ˜i) and so σj 6∈ Ef . Similarly, σ˜j+1 is the
first growing term in f˜m# (σ˜i+1) and so σ¯j+1 6∈ Ef . Lemma 12.24(3) implies that
(˜`j−1, ˜`j+1) ∈ S2(φ, r˜) and we are done.
Recall from Notation 12.4 that the ˜`i’s are said to be visible.
Lemma 12.27. Suppose that b˜ = (L˜1, L˜2) ∈ S2(φ, r˜) and that either L˜1, L˜2 or the
common axis of b˜ is visible. Then Φ2Mr˜ (b˜) is visible.
Proof. We begin by establishing the following properties for each ˜`j.
(1) Suppose that ∂+ ˜`j is periodic and that ˜`s = Φ
M
r˜ (
˜`
j). Then Φ
m
r˜ (
˜`
s) and Φ
m
r˜ (
˜`
s+1)
are consecutive (i.e. their indices differ by 1) for all m ≥ 0.
(2) Suppose that ∂− ˜`j is periodic and that ˜`s = ΦMr˜ (˜`j). Then Φ
m
r˜ (
˜`
s−1) and Φmr˜ (˜`s)
are consecutive for all m ≥ 0.
For (1), Lemma 12.10 implies that f˜M(ρ˜j) ⊂ ρ˜s and our choice of M implies that
σ˜s+1 6∈ E−1f . Since ∂+ ˜`j is periodic, the same is true for ∂+ ˜`s and so σ˜s+1 6∈ Ef . We
conclude that σs+1 is linear. In particular, f˜
m
# (σ˜s+1) has exactly one growing term.
If f˜m# (ρ˜s) ⊂ ρ˜a then f˜m# (ρ˜s+1) ⊂ ρ˜a+1. Lemma 12.10 implies that Φmr˜ (˜`s) = ˜`a and
Φmr˜ (
˜`
s+1) = ˜`a+1. This completes the proof of (1). Item (2) is proved by the symmetric
argument.
We now apply (1) and (2) to prove the lemma. By Lemma 12.24(4), there are
two cases to consider. One is that for some k ≥ M , Φkr˜(L˜1, L˜2) = (˜`i−1, ˜`i) for some
i. In this case the common axis of b˜ is not visible and we will show that ΦMr˜ (b˜) is
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visible. If L˜1 is visible let ˜`s−1 = ΦMr˜ (L˜1). Since Φ
k−M
r˜ (
˜`
s−1) = Φkr˜(L˜1) = ˜`i−1, (1),
applied with m = k −M , implies that Φk−Mr˜ (˜`s) = ˜`i. Since Φk−Mr˜ (ΦMr˜ (L˜2)) = ˜`i,
we have ΦMr˜ (L˜2) =
˜`
s. Thus Φ
M(b˜) = (ΦM(L˜1),Φ
M(L˜2)) = (˜`s−1, ˜`s) is visible. This
completes the proof when L˜1 is visible. When L˜2 is visible, a symmetric argument,
using (2) instead of (1) shows that ΦMr˜ (L˜1) and hence Φ
M(b˜) is visible.
The second case is that there exists i such that Φkr˜(L˜1, L˜2) = (
˜`
i−1, ˜`i+1) and ˜`i is
its common axis. In this case, ∂+L˜1, ∂−L˜2 and both ends of ˜`i are periodic. If L˜1 is
visible then the above argument shows that the common axis of ΦMr˜ (b˜) is visible and
a second application shows that Φ2Mr˜ (L˜2) is visible. The other cases are similar.
Notation 12.28. Suppose that b˜ = (L˜1, L˜2) ∈ S2(φ, r˜) projects to b ∈ S2(r). If
˜`
j ≺ L˜1 (see Definition 12.11) then we write ˜`j ≺ b˜. We say that b and b˜ are topmost
elements of S2(φ, r) and S2(φ, r˜) respectively if for all r1 < r (see Definition 5.18)
neither b nor b−1 is an element of S2(φ, r1).
Lemma 12.29. The set of topmost elements of S2(φ, r˜) is the union of a finite number
of Φr˜-orbits. Moreover, there exists a computable B(r) > 0 so that each of these orbits
has a visible representative with index at most B(r).
Proof. Define B(r) > 2M by Φ2Mr˜ (
˜`
p) = ˜`B(r).
Suppose that b˜ is a topmost element of S2(φ, r˜). By Lemma 12.24(4), we may as-
sume that b˜ satisfies either (1) or (2) of that lemma. We consider the b˜ = (˜`i−1, ˜`i) case
first, assuming without loss that i > 2M . The proof is similar to that of Lemma 12.17.
Suppose that there exists 1 ≤ j′ ≤ p and k′ > 0 so that σ˜i−1ρ˜i−1σ˜iρ˜iσ˜i+1 ⊂ f˜k′# (σj′).
Then σj′ = E
′ or E¯ ′ for some E ′ ∈ Ef so either σi−1ρi−1σiρiσi+1 or σ¯i+1ρ¯iσ¯iρ¯i−1σ¯i−1
occurs as a concatenation of terms in the coarsening of the complete splitting of RE′ .
Letting r′ ∈ R(φ) correspond to E ′, Lemma 12.24 implies that either b or b′ is an
element of S2(φ, r′) in contradiction to the assumption that b is topmost in S1(φ, r).
Thus no such j′ and k′ exist. It follows that there exists 1 ≤ j ≤ p and k > 0 such
that f˜k#(ρj) is contained in either ρ˜i−1 or ρ˜i. Equivalently, Φ
k
r˜(
˜`
j) is equal to either
˜`
i−1 or ˜`i. Since ˜`j is one of the lines comprising the pair Φ−kr˜ (b˜), Lemma 12.27 implies
that Φ2M−kr˜ (b˜)) = Φ
2M
r˜ (Φ
−k
r˜ (b˜)) is visible with index at most B(r).
In the remaining case, b˜ = (˜`i−1, ˜`i+1). Arguing as in the first case, we conclude
that there exists k ≥ 0 and 1 ≤ j ≤ p such that Φkr˜(˜`j) is equal to either ˜`i−1 or ˜`i or
˜`
i+1. The proof then concludes as in the first case.
Remark 12.30. The Φr˜-image of a visible topmost staple pair is a visible topmost
staple pair. It follows that if a topmost staple pair b˜ occurs in r˜ and if ˜`B(r) ≺ b˜ then
b˜ is visible.
Remark 12.31. The set of topmost elements of S2(φ, r) could be empty.
Lemma 12.32. If rˆ < r and b ∈ S2(φ, rˆ) then either b ∈ S2(φ, r) or b−1 ∈ S2(φ, r).
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Proof. The proof is similar to that of Lemma 12.29. Let Eˆ be the higher order edge
corresponding to rˆ, let REˆ = ρˆ0 · σˆ1 · ρˆ1 · . . . be the coarsening of the complete splitting
into single growing terms and Nielsen paths and let ˆ`1, ˆ`2, . . . be the associated visible
lines. By Lemma 12.24, there exists i ≥ 1 so that b = (ˆ`i−1, ˆ`i) or b = (ˆ`i−1, ˆ`i+1).
Since rˆ < r, there exists j > 1 so that either σj = Eˆ or σj = Eˆ
−1. The cases are
symmetric so we assume that σj = Eˆ
−1 and leave the σj = Eˆ case to the reader.
Since `j ∈ ΩNP(φ, r), the inverse of every finite subpath of REˆ occurs as subpath of
RE. In particular, the inverse of ρˆi−2 · σˆi−1 . . . · σˆi+2ρˆi+2 occurs as a concatenation of
terms in RE. Lemma 12.24 therefore implies that b
−1 ∈ S2(φ, r).
Lemma 12.33. Suppose that θ ∈ Out(Fn) conjugates φ to ψ, that θ(r) = r′ ∈ R(ψ),
that r˜, r˜′ ∈ ∂Fn represent r and r′ respectively and that Θ is the lift of θ such that
Θ(r˜) = r˜′. Then Θ induces a bijection S2(φ, r˜) 7→ S2(ψ, r˜′) that restricts to a bijection
on topmost elements.
Proof. This follows from Lemma 12.3, which provides a bijection between ΩNP(φ, r˜)
and ΩNP(ψ, r˜
′), and the definitions.
Definition 12.34. Given b = (L1, L2) ∈ S2(φ), choose lifts L˜1, L˜2 and a periodic
line A˜ such that {∂+L˜1, ∂−L˜2} ⊂ {∂−A˜, ∂+A˜}. Orient A˜ to be consistent with the
twist path w to which it projects and let a ∈ Fn be the root-free element of Fn
that stabilizes A˜ and satisfies a+ = A˜+. Each θ ∈ Xc(φ) (Definition 11.1) satisfies
θ(Hc(Li)) = Hc(Li) for i = 1, 2. Lemma 10.10 therefore implies that there are unique
Θi ∈ θ such that Θi(Hc(L˜i)) = Hc(L˜i). Since both Θ1 and Θ2 represent θ and fix a
there exists mb(θ) ∈ Z such that Θ2 = imb(θ)a Θ1.
Example 3.1 (continued). See Figure 5.
Lemma 12.35. For each b = (L1, L2) ∈ S2(φ), mb : Xc(φ) → Z is a well defined
homomorphism.
Proof. We first check that mb(θ) is independent of the choice of L˜1 and L˜2 and so is
well defined. Suppose that L˜′1 and L˜
′
2 are another choice with corresponding A˜
′, a′
and Θ′i. Choose c ∈ Fn so that ic(a) = a′. For i = 1, 2, L˜′i and ic(L˜i) are lifts of Li
with an endpoint in {a′−, a′+} and so there exists ni such that
L˜′i = i
ni
a′ ic(L˜i) = ici
ni
a (L˜i)
By uniqueness,
Θ′i = (ici
ni
a )Θi(ici
ni
a )
−1 = icinia Θii
−ni
a i
−1
c = icΘii
−1
c
so
Θ′2Θ
′−1
1 = icΘ2Θ
−1
1 i
−1
c = ici
mb(θ)
a i
−1
c = i
mb(θ)
a′
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ba
b
b
a
a
b
Φ1
∂+L˜1 ∂+L˜2
∂−L˜2∂−L˜1
Figure 5: The graphs here are parts of G˜ with each horizontal segment a lift of the
edge b and where vertical segments project into a∞. L˜1 and L˜2 are lifts of the staple
a∞ba∞ and (L1, L2) is a staple pair. Φ1 is the lift of φ that fixes L˜1. Intuitively L˜2
slides away from L˜1 under the action of Φ1 by 1 period and so m
(
φ, (L1, L2)
)
= 1.
as desired.
To prove that mb(θ) defines a homomorphism, suppose that ψ ∈ Xc(φ) and Ψi
satisfies Ψi(Hc(L˜i)) = Hc(L˜i). Then ΨiΘi(Hc(L˜i)) = Hc(L˜i) and
imb(ψθ)a = Ψ2Θ2Θ
−1
1 Ψ
−1
1 = Ψ2i
mb(θ)
a Ψ
−1
1 = Ψ2Ψ
−1
1 i
mb(θ)
a = i
mb(ψ)
a i
mb(θ)
a = i
mb(ψ)+mb(θ)
a
so mb(ψθ) = mb(ψ) +mb(θ).
Remark 12.36. The same proof shows that mb defines a homomorphism on {θ ∈
Out(Fn) : θ(Hc(Li)) = Hc(Li) for i = 1, 2} which one can think of as the ‘weak
stabilizer’ of b.
12.4 Spanning Staple Pairs
We continue with the notation of the preceding subsections. In addition, we let
µ˜0, µ˜1 . . . be the sequence of lines obtained from ˜`0, ˜`1, . . . by removing all periodic
lines. In other words, µ˜0, µ˜1 . . . is the set of visible lines in ΩNP(φ, r˜).
If E has quadratic growth (equivalently, each σi is linear) then every (µ˜t, µ˜t+1) is
an element of S˜2(r) by Lemma 12.24; see Figure 6. This is not the case when E has
higher order. We now define a related but weaker property that does hold for every
(µ˜t, µ˜t+1). Its utility is illustrated in the proof of Lemma 12.41 which is applied in
the proof of Lemma 14.7.
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cr
c
Figure 6: An end of Rc = cbbaba
2ba3 . . . is in a union of staples pairs, cf. Figure 5.
The relation between staple pairs and RE for E of higher than quadratic growth is
more complicated.
Definition 12.37. We say that an ordered pair (η˜1, η˜2) of elements of ΩNP(φ, r˜) is
spanned by a staple pair b˜ = (L˜1, L˜2) ∈ S2(r˜) if the following two conditions are
satisfied.
• either L˜1 = η˜1 or L˜1 ∈ ΩNP(φ, ∂+η˜1).
• either L˜2 = η˜2 or L˜−12 ∈ ΩNP(φ, ∂−η˜2).
Note that if (η˜1, η˜2) is spanned by a staple pair then (Φ
k
r˜ η˜1,Φ
k
r˜ η˜2) is spanned by a
staple pair for all k ∈ Z.
Our next result uses techniques from the proofs of Lemma 12.13 and Lemma 12.29.
Lemma 12.38. (1) Suppose that σi ∈ Ef and that r˜i = ∂+ ˜`i−1 = ∂R˜+i . If σ˜j ρ˜jσ˜j+1
is a subpath of f˜m# (σ˜i) for m > 0 then Φ
−m
r˜ #(
˜`
j) ∈ ΩNP(φ, r˜i).
(2) Suppose that σi ∈ E−1f and that r˜i = ∂− ˜`i = ∂R˜−i . If σ˜j ρ˜jσ˜j+1 is a subpath of
f˜m# (σ˜i) for m > 0 then Φ
−m
r˜ #(
˜`−1
j ) ∈ ΩNP(φ, r˜i).
Proof. The two cases are symmetric so we prove (1) and leave (2) to the reader.
Assuming that σi ∈ Ef , let T : G˜ → G˜ be the covering translation that carries the
initial edge of σ˜i to the initial edge of f˜
m
# (σ˜i) and hence satisfies T (R˜
+
i ) = f˜
m
# (R˜
+
i ) =
Φmr˜ #(R˜
+
i ). Then T
−1f˜m is the lift of fm that preserves the terminal endpoint r˜i
of R˜+i and so T
−1Φmr˜ = Φ
m
r˜i
. Since T−1f˜m# (σ˜i) is an initial segment of R˜
+
i , it follows
that T−1(σ˜j), T−1(ρ˜j) and T−1(σ˜j+1) are consecutive terms in the coarsened complete
splitting of R˜+i . Thus T
−1(˜`j) is a visible line in ΩNP(φ, r˜i). Proposition 12.6 implies
that Φ−mr˜ #(˜`j) = Φ
−m
r˜i #
(T−1(˜`j)) is an element of ΩNP(φ, r˜i).
Lemma 12.39. Each ordered pair (µ˜t, µ˜t+1) is spanned by an element of S˜2(φ, r˜).
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Proof. We first show that if ˜`i is periodic then ˜`i−1 and ˜`i+1 are non-periodic and
(˜`i−1, ˜`i+1) is spanned by an element of S˜2(φ, r˜). Let M be the stabilization constant
for f (Notation 5.13). If f˜M# (ρ˜i) ⊂ ρ˜j then σ˜j is the last growing term in fM# (σ˜i)
and σ˜j+1 is the first growing term in f
M
# (σ˜i+1). Moreover, Lemma 12.10 implies
that `j = f˜
M
# (
˜`
i) and so ˜`j is periodic. By our choice of M , σ˜j 6∈ Ef and σ˜j+1 6∈
E−1f . Lemma 12.24(3) implies that σ˜j ρ˜jσ˜j+1 is quasi-exceptional and (˜`j−1, ˜`j+1) ∈
S2(r˜). Since σ˜j ∈ Lin(f), it follows that either σi ∈ Lin(f) or σi ∈ Ef . In the
former case, f˜M# (ρ˜i−1) ⊂ ρ˜j−1 and f˜M# (˜`i−1) = ˜`j−1 so Φ−M(˜`j−1) = ˜`i−1. In the
latter case, σ˜j−1ρ˜j−1σ˜j is a terminal subpath of f˜M# (σ˜i) so Lemma 12.38 implies that
Φ−M# (˜`j−1) ∈ ΩNP(∂+ ˜`i−1). A symmetric argument shows that either Φ−M# (`j+1) =
˜`
i+1 or Φ
−M(˜`−1j+1) ∈ ΩNP(∂− ˜`i+1). Thus (˜`i−1, ˜`i+1) is spanned by Φ−M# (˜`j−1, ˜`j+1).
We now know that for each (µ˜t, µ˜t+1) there exists i so that (µ˜t, µ˜t+1) is equal
to either (˜`i−1, ˜`i) or (˜`i−1, ˜`i+1). Moreover, the conclusions of the lemma hold in the
latter case so we may assume that (µ˜t, µ˜t+1) = (˜`i−1, ˜`i). Lemma 12.24(1) implies that
σiρiσi+1 is not quasi-exceptional. If σi is linear (i.e. σi is exceptional or σi ∈ Lin(f)
or σ¯i ∈ Lin(f)) then (µ˜t, µ˜t+1) = (˜`i−1, ˜`i) ∈ S2(r˜) by Lemma 12.24(2).
It remains to consider the σi ∈ Ef and σi ∈ E−1f cases. These are symmetric so
we assume that σi ∈ Ef and leave the σi ∈ E−1f case to the reader. As above, there
exists j > i such that f˜M# (ρ˜i) ⊂ ρ˜j and ˜`j = f˜M# (˜`i); in particular, ˜`j is not periodic.
Since σ˜j is the last growing term in f
M
# (σ˜i) and since f
M
# (σ˜i) contains at least two
growing terms, Lemma 12.38 implies that Φ−M(˜`j−1) ∈ ΩNP(φ, ∂+ ˜`i−1). If σj is linear
then another application of Lemma 12.24 shows that (˜`j−1, ˜`j) ∈ S2(r˜). In this case,
(˜`i−1, ˜`i) is spanned by Φ−M(˜`j−1, ˜`j) = (Φ−M(˜`j−1), ˜`i) and we are done. We may
therefore assume that σj has higher order and so σj ∈ E−1f by our choice of M .
Choose k > 0 so that the coarsened complete splitting of f˜k#(σ˜j) has at least
one linear term σ˜s that is neither the first nor second term nor the last or next to
last growing term in that splitting. Thus σ˜s−2 · ρ˜s−2 · . . . · ρ˜s+1σ˜s+2 is a subpath of
f˜k#(σ˜j) and hence also a subpath of f˜
M+k
# (σ˜i). By Lemma 12.24, two of the three lines
˜`
s−1, ˜`s, ˜`s+1 form an element of S2(r˜) that we denote (L˜1, L˜2). Lemma 12.38 implies
that
Φ−M−k# (L˜1) ∈ ΩNP(φ, ∂+ ˜`i−1) and Φ−k# (L˜−12 ) ∈ ΩNP(φ, ∂− ˜`j)
It follows that
Φ−M−k# (L˜
−1
2 ) ∈ ΩNP(φ, ∂− ˜`i)
and hence that Φ−M−k# ((L˜1, L˜2)) spans (˜`i−1, ˜`i).
In Lemma 12.41 below we use Lemma 12.39 to give conditions on υ ∈ Out(Fn)
which imply that υ fixes r. The proof of Lemma 12.41 is inductive and it is useful in
the induction step to know that υ strongly fixes r in the following sense.
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Definition 12.40. We say that υ ∈ Out(Fn) strongly fixes r ∈ R(φ) if for some (and
hence every) lift r˜ there is a lift Υ ∈ υ that fixes each element of ΩNP(r˜).
Lemma 12.41. Suppose that [F ] is a φ-invariant free factor conjugacy class, that
r ∈ R(φ) is carried by [F ] and that υ ∈ Out(Fn) satisfies:
(1) [F ] is υ-invariant.
(2) υ fixes each element of ΩNP(r) and each r
′ < r (as defined in Notation 5.18).
(3) The restriction υ|F commutes with φ|F .
(4) mb(υ) = 0 for all b ∈ S2(φ, r). (see Definition 12.34.)
Then υ strongly fixes r.
Proof. Given a lift r˜, we continue with the σ˜i, ρ˜i, ˜`i, µ˜t and Φr˜ notation. We may
assume without loss that r˜ ∈ ∂F . By uniqueness, F is Φr˜-invariant. By Lemma 12.9
each µ˜t has endpoints in ∂F .
For each t ≥ 1, item (2) implies the existence of a (necessarily unique) lift Υt of
υ that fixes µ˜t. We show below that Υt is independent of t, say Υt = Υ for all t.
Assuming this for now, the proof concludes as follows. Since the endpoints of the µ˜t’s
limit on r˜, we have ∂Υ(r˜) = r˜. From this and (1) it follows that Υ(F ) = F . Item
(3) implies that the commutator [Φr˜|F,Υ|F ] is inner. Since [Φr˜|F,Υ|F ] fixes r˜, it
must be trivial. Thus, Φr˜|F and Υ|F commute and the same is true for ∂Φr˜|∂F and
∂Υ|∂F . Given L˜ ∈ ΩNP(r˜), there exist m ≥ 0 and t ≥ 1 such that Φmr˜ #(L˜) = µ˜t by
Proposition 12.6. Since µ˜t has endpoints in ∂F , the same is true for L˜. Thus
Υ#(L˜) = (Φ
−m
r˜ ΥΦ
m
r˜ )#(L˜) = Φ
−m
r˜ #Υ#(Φ
m
r˜ #(L˜)) = Φ
−m
r˜ #Υ#(µ˜t) = Φ
−m
r˜ #(µ˜t) = L˜
as desired.
It remains to prove that Υt = Υt+1 for all t ≥ 1.
The proof is by induction on the height of r in the partial order < on R(φ). In
the base case, r is a minimal element of R(φ) so each σi is linear by Lemma 5.19 and
Lemma 3.13. In this case, each µ˜t ∈ S(r˜) and each (µ˜t, µ˜t+1) ∈ S2(r˜) by Lemma 12.24.
Item (4) completes the proof.
For the inductive step, we use Lemma 12.39. Let µt = `i and µt+1 = `j. As a
first case, suppose that ∂+ ˜`i = r˜
′ for some r′ ∈ R(φ). Let E ′ ∈ Ef be the higher
order edge corresponding to r′. Then r > r′ and Lemma 5.19 and Lemma 3.13 imply
that either E ′ or E¯ ′ occurs as a term in the complete splitting of some fk#(E). Thus
either Acc(E ′) ⊂ Acc(E) or Acc(E¯ ′) ⊂ Acc(E). Lemma 5.8 therefore implies that
if L′ ∈ ΩNP(r′) then either L′ ∈ ΩNP(r) or L′−1 ∈ ΩNP(r). From (2) we see that υ
fixes each element of ΩNP(r
′). Lemma 12.32 and (4) imply that Qb(υ) = 0 for all
b ∈ S2(φ, r′) so r′ and [F ] satisfy the hypotheses of this lemma. By the inductive
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hypothesis, there is a (necessarily unique) lift Υ′ that fixes each element of ΩNP(r˜′).
As noted above, it follows that Υ′ fixes r˜′ and so Υ′ = Υt.
There are two subcases. The first is that ∂− ˜`′j = r˜
′′ for some r′′ ∈ Ef . Arguing as
in the previous paragraph we see that that Υt+1 fixes each element of ΩNP(r˜
′′). By
Lemma 12.39, there exist L˜′ ∈ ΩNP(r˜′) and L˜′′−1 ∈ ΩNP(r˜′′) such that (L˜′, L˜′′) ∈ S2(r˜).
Item (4) implies that Υt = Υt+1.
The second subcase is that ∂− ˜`j is the end of a periodic line and hence `j ∈ S2(φ, r).
By Lemma 12.39, there exists L˜′ ∈ ΩNP(r˜′) such that (L˜′, ˜`j) ∈ S2(r˜). Once again,
(4) implies that Υt = Υt+1. This completes the proof when ∂+ ˜`i projects into R(φ).
A symmetric argument handles the case that ∂− ˜`j projects into R(φ). The re-
maining case is that both ∂+ ˜`i and ∂− ˜`j are endpoints of periodic lines. Lemma 12.39
implies that (˜`i, ˜`j) ∈ S2(r˜) so (4) completes the proof as in previous cases.
13 Q¯
Since the main theorem has been reduced to Proposition 11.3 (see Lemma 11.6), for
the rest of paper we assume the hypotheses of that proposition, i.e. φ, ψ ∈ UPG(Fn),
c is a special chain for φ and ψ, and Ic(ψ) = Ic(ψ). We will be looking for a conjugator
θ ∈ Xc(φ). Because φ and c are fixed for the rest of the paper, we will write X for
Xc(φ). In fact, we will often suppress c when it appears as a decoration.
We claim that for each r ∈ R(φ) there exists r′ ∈ R(ψ) such that θ(r) = r′ for
each θ ∈ X that conjugates φ to ψ. Let e = F− @ F+ ∈ c be the one-edge extension
with respect to which r is new (Definition 5.31). In other words, r ∈ R+(e, φ) :=
R(φ|F+) \ R(φ|F−). Since θ fixes c and conjugates φ to ψ, it induces a bijection
between R+(e, φ) and R+(e, ψ). This completes the proof if r is the only element
of R+(e, φ). Otherwise R+(e, φ) = {r, s} and R+(e, ψ) = {r′, s′} and we are in case
HH. By definition, Le(φ) = {L,L−1} where ∂−L = r and ∂+L = s. By Lemma 5.32,
θ(L) ∈ Le(ψ). Since θ ∈ X , θ(H(L)) = H(L) = H
(
θ(L)
)
. By Lemma 10.9, there is a
unique L′ ∈ Le(ψ) that is in H
(
θ(L)
)
. Hence θ(L) = L′ and θ(r) = r′ := ∂−L′. This
completes the proof of the claim.
We continue with the notation of Section 12 and also assume that a CT f ′ :
G′ → G′ representing ψ has been chosen that realizes c. We use prime notation when
working with ψ and r′; for example, E ′ ∈ Ef ′ is the edge corresponding to r′ and
˜`′
1,
˜`′
2, . . . are the visible lines in R˜
′
E˜′ and Ψr˜′ is the lift Ψ ∈ ψ that fixes r˜′.
Definition 13.1. Recall from Definition 12.34 that for all b ∈ S2(φ), there is a
homomorphism mb : X → Z. Define a homomorphism Qφ : X → QS2(φ) by letting
the b-coordinate of Qφ(θ) be Qφb (θ) = mb(θ)/mb(φ).
Definition 13.2. Let ∼ be the equivalence relation on S2(φ) generated by b ∼ b′ if
b and b′ occur in the same r ∈ R(φ) (as defined in Notation 12.23) and let
S2(φ) = S12 (φ) unionsq S22 (φ) unionsq . . .
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be the decomposition of S2(φ) into ∼-equivalence classes. For each i, consider the
diagonal action of Z on QSi2(φ), i.e. k~s = ~s + k(1, 1, . . . ). Let Q¯φ denote the homo-
morphism
Xc(φ) Q
φ→ QS2(φ)→Q¯S2(φ) := (QS12 (φ)/Z)⊕ (QS22 (φ)/Z)⊕ . . .
For the rest of the paper, Q and Q¯ will always denote Qφ and Q¯φ.
We can now state the second reduction of the conjugacy problem for UPG(Fn) in
Out(Fn).
Proposition 13.3. There is an algorithm that given φ, ψ ∈ UPG(Fn) such that
• c is a special chain for φ and ψ and
• Ic(φ) = Ic(ψ)
decides if there exists θ ∈ Ker(Q¯φ) that conjugates φ to ψ. If YES then one such θ is
produced.
Lemma 13.4. Proposition 13.3 implies Proposition 11.4 and hence Theorem 1.1.
Proposition 13.3 is proved in Section 14.
Lemma 13.4 is proved by the applying the following technical proposition, whose
proof takes up the rest of this section.
Proposition 13.5. There is an algorithm that produces a finite set {ηi} ⊂ X so that
the union of the cosets of Ker(Q¯) determined by the ηi’s contains each θ ∈ X that
conjugates φ to ψ.
Proof of Lemma 13.4 (assuming Proposition 13.5). Let {ηi} be the finite set pro-
duced by Proposition 13.5 and let ψi = ψ
(η−1i ). Then φθ = ψ if and only if φθ
′
= ψi
where θ′ = η−1i θ and that θ is in the coset represented by ηi if and only if θ
′
i ∈ Ker(Q¯).
Thus, by applying Proposition 13.4 to φ and ψ′1, we can decide if there exists θ in the
coset represented by η1 that conjugates φ to ψ. If YES then return YES and one such
θ. Otherwise move on to η2 and repeat. If NO for each ηi, then return NO.
The following two lemmas are proved in Section 13.1 and Section 13.3 respectively.
In the remainder of this section we use them to prove Proposition 13.5. The definition
of topmost staple pair appears in Notation 12.28. The definition of offset(θ, r) is given
in Lemma 12.20(2). The partial order < on R(φ) is defined in Notation 5.18.
Lemma 13.6. Suppose that b ∈ S2(φ, r)) is topmost and that θ ∈ X conjugates φ to
ψ. Then given an upper bound for | offset(θ, r)| one can compute an upper bound for
|m(θ, b)|.
Lemma 13.7. Suppose that θ ∈ X conjugates φ to ψ and that r, r1 ∈ R(φ) satisfy
r1 < r. Then given an upper bound for | offset(θ, r)| one can compute an upper bound
for | offset(θ, r1)|.
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Proof of Proposition 13.5 (assuming Lemma 13.6 and Lemma 13.7). We begin by
proving the existence of a computable D = D(φ, ψ) so that |Qb1(θ)−Qb2(θ)| < D for
all θ ∈ X that conjugate φ to ψ and all b1, b2 ∈ S2(φ) satisfying b1 ∼ b2.
Given r ∈ R(φ) we will find Dr such that |Qb1(θ)−Qb2(θ)| < Dr for all θ ∈ X that
conjugate φ to ψ and all b1, b2 ∈ S2(φ, r). We then take D = |R(φ)|max{Dr} (where
the |R(φ)| factor allows us to consider equivalent staple pairs that do not occur in
the same ray).
For all s ∈ Z, θφs is an element of X and conjugates φ to ψ; see Lemma 11.2.
The translation number τ(φ, r) is defined in Notation 12.18. By definition and by
Lemma 12.20 we have
offset(θφs, r) = offset(θ, r) + τ(φs, r) = offset(θ, r) + sτ(φ, r)
Since
Qb1(θφ
s)−Qb2(θφs) = (Qb1(θ) + s)− (Qb2(θ) + s) = Qb1(θ)−Qb2(θ)
we may assume without loss that
0 ≤ offset(θ, r) ≤ τ(φ, r)
Using only this inequality we will produce an upper bound D0 for |m(θ, b)| when
b ∈ S2(r). This determines an upper bound for |Qb(θ)| when b ∈ S2(φ, r), which when
doubled gives the desired upper bound Dr for |Qb1(θ)−Qb2(θ)| when b1, b2 ∈ S2(φ, r).
If b is topmost in r then Lemma 13.6 gives us D0. Otherwise, choose r1 < r so
that b is topmost in r1. Apply Lemma 13.7 to find an upper bound for | offset(θ, r1)|
and then apply Lemma 13.6 to b and r1 to produce D0 and hence D.
To complete the proof of the proposition, define
X (D) := {θ ∈ X | |Qb1(θ)−Qb2(θ)| < D for all b1 ∼ b2 ∈ S2(φ)}
Our choice of D guarantees that X (D) contains all θ ∈ X that conjugate φ to ψ. For
each i, the image of X(D) by
Qi : X Q→ QS2(φ)→QSi2(φ)
is discrete, Z-invariant, and contained in a bounded neighborhood of the diagonal in
QSi2(φ). Hence the image of X (D) by
Q¯i : X Qi→ QSi2(φ) → QSi2(φ)/Z
is finite and X (D) is contained in finitely many cosets of Ker(Q¯i) and so also in finitely
many cosets of Ker(Q¯).
To get representatives of these cosets we must find, for each q¯ ∈ Q¯(X (D)), an
element of X ∩ Q¯−1(q¯). For this, it is enough to express q¯ as a word in the Q¯-image
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of the finite generating set GX for X supplied by Lemma 11.6. To accomplish this,
we find a finite subset S ⊂ QS2(φ) whose image in Q¯S2(φ) covers Q¯(X (D)) and then
express the elements of S in terms of the Q(GX ). To find S, we first find finite
Si ∈ QSi2(φ) whose image in QSi2(φ)/Z covers Q¯i(X ) and then take for S the direct sum
of the Si’s, i.e.
S := {q ∈ QS2(φ) | the projection of q to QSi2(φ) is in Si}
We now find Si. By definition of Q, the denominators of the coordinates of the
image of Q are bounded by max{m(φ, b) | b ∈ S2(φ)}. For convenience, we assume we
have cleared denominators and all coordinates in the image of Q are integers. Each
q¯i in the image of Q¯i is represented by qi ∈ QSi2(φ) with first coordinate equal to 0.
Hence we may then take Si to be the set of vectors in QSi2(φ) with integer coordinates
of absolute value at most D and S to be the set of vectors in QS2(φ) with integer
coordinates of absolute value at most D.
The desired set of coset representatives can then be taken to be {θs | s ∈ S ∩
Q(X (φ))} where by definition θs is a choice of element of X (φ) satisfying Q(θs) = s.
We compute S ∩ Q(X (φ)) and θs as follows. First compute Q(GX ). It remains to
check which elements of S can be expressed as Z-linear combinations of elements of
this Q(GX ) and to produce such a Z-linear combination if it exists. For this, recall
that given a finite set of vectors in ZN it is standard (see for example [VF21]) to find
compatible bases B0 for the free Z-submodule they generate and B for ZN . (B0 and B
are compatible if there is a subset {bm} of B and integers nm such that B0 = {nm·bm}.)
Without concern for efficiency, write each element of S in terms of B and check using
divisibility of coordinates if it can be written in terms of B0.
Question 13.8. Is Ker(Q¯) finitely generated?
13.1 Proof of Lemma 13.6
Lemma 13.9. Assume that:
(1) θ ∈ X conjugates φ to ψ.
(2) b ∈ S2(φ, r) and b′ = θ(b) ∈ S2(ψ, r′) where r′ = θ(r) ∈ R(ψ).
(3) we are given
(a) a lift r˜ of r and a lift b˜ of b that is visible in r˜ with index i
(b) a lift r˜′ of r′ and a lift b˜′ of b′ that is visible in r˜′ with index i′
such that Θ(b˜) = b˜′ where Θ is the unique automorphism representing θ and
satisfying Θ(r˜) = r˜′.
Then one can compute m(θ, b) up to an additive constant that is independent of θ.
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Proof. We give a formula for m(θ, b) up to an error of at most one in terms of quanti-
ties s and s′ (defined below) and then show how to compute s and s′, up to a uniform
additive constant, from i and i′.
Let b˜ = (L˜1, L˜2) where L˜1 = ˜`i−1 and L˜2 = ˜`i or ˜`i+1 and let A˜ be the common
axis for b˜. By Corollary 5.17, A˜ projects to a twist path w and we assume that the
orientation on A˜ agrees with that of w. Similarly, b˜′ = (L˜′1, L˜
′
2) where L˜
′
1 =
˜`′
i′−1
and L˜′2 = ˜`
′
i′ or
˜`′
i′+1 and A˜
′ is the common axis for b˜′. Let x˜1 be the nearest point
on A˜ to the initial end ∂−L˜1. (See Figure 7.) If L1 is not a linear staple then
H(L1) = [F (∂−L˜1), ∂+L˜1]. In this case, the ray from x˜1 to ∂−L˜1 contains an edge σ˜i−1
of height greater than that of F (∂−L˜1) and so x˜1 is the nearest point on A˜ to any
point in F (∂−L˜1).
σ˜i−1
h˜2#(∂+L˜
′
2)
∂+A˜
x˜1
y˜2
x˜2
∂−A˜
∂+L˜2
h˜1#(∂−L˜
′
1)
∂−L˜′1
Figure 7:
By hypothesis, θ(L1) = L
′
1. Since θ ∈ X , it follows that L′1 ∈ θ(H(L1)) = H(L1).
Choose a homotopy equivalence h : G′ → G that preserves markings. If L1 is linear
then H(L1) = {L1} so L′1 = L1. In this case, we let h˜1 : G˜′ → G˜ be the lift of h
satisfying h˜1(L˜′1) = L˜1. If L1 is not linear then H(L1) = [F (∂−L˜1), ∂+L˜1]. In this
case, we let h˜1 : G˜′ → G˜ be the lift of h satisfying h˜1(L˜1) ∈ (∂F (∂−L˜1), ∂+L˜1). Let
Θ1 be the unique lift of θ satisfying Θ1(L˜1) = h˜
1(L˜′1) ∈ H(L˜1).
Let x˜2 and y˜2 be the nearest points on A˜ to the terminal ends ∂+L˜2 and h˜
1
#(∂+L˜
′
2)
respectively. Arguing as above, there is a lift h˜2 : G˜′ → G˜ such that h˜2#(A˜′) = A˜ and
such that y˜2 is the nearest point to h˜
2
#(∂+L˜
′
2). Moreover, there is a lift Θ2 of θ such
that h˜2#(L˜
′
2) = Θ2(L˜2) ∈ (∂−L2, ∂F (∂+L˜2)). It follows from Definition 12.34 that the
oriented path α˜ ⊂ A˜ from y˜2 to x˜2 has the form w˜m(θ,b).
Let β˜ and β˜′ be the paths in A˜ connecting x˜1 to x˜2 and y˜2 to x˜1 respectively. Let
s and s′ be the number of complete copies of w˜ (counted with orientation) crossed by
the paths β˜ and β˜′ respectively. Then |m(θ, b)− (s′ + s)| ≤ 1.
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Determining s from the index i is straightforward. We consider the cases of
Lemma 12.24. In case (1), σiρiσi+1 is quasi-exceptional and ρi = w
s where w is the
twist path for σi and σ¯i+1. In case (2a), σi = E
′wsE¯ ′′ for some E ′, E ′′ ∈ Linw(f).
In case (2b), σi = E
′ is linear with twist path w and `i is not periodic. If ρi has an
initial segment of the form wj for some j > 0 then s is the maximal such j; otherwise
−s is the maximal j ≥ 0 such that ρi has an initial segment of the form w−j. In case
(2c), σ¯i+1 = E
′ is linear with twist path w and `i−1 is not periodic. In this case s is
determined by the maximal initial segment of ρ¯i of the form w
±j as in the case (2b).
Let x˜′1 and x˜
′
2 be the nearest points on A˜
′ to ∂−L˜′1 and ∂+L˜
′
1 respectively. Let w˜
′
be a fundamental domain for the natural action of Z on A˜′. Arguing as above, using
G′ in place of G, we can compute the number t′ of complete copies of w˜′ (counted
with orientation) crossed by the path connecting x˜′2 to x˜
′
1. We can also compute the
bounded cancellation constant C ′ for h [Coo87] (see also [BFH97, Lemma 3.2]). Since
|s′ − t′| < 2C ′, m(θ, b) = t′ − s up to the additive constant C = 2C ′ + 1 .
Proof of Lemma 13.6: By Lemma 12.29 and Remark 12.30, applied to ψ, b′ = θ(b)
and r′ = θ(r) we can find B′ so that each lift b˜′ ∈ S2(ψ, r˜′) of b′ that satisfies ˜`′B′ ≺ b˜′
is visible in r˜′. After increasing B′ if necessary, we may assume that ˜`′B′ is topmost
in r˜′. Now apply Lemma 12.29 to find a lift b˜0 ∈ S2(φ, r˜) of b. Using the given upper
bound C on | offset(θ, r)|, choose q ≥ 0 so that ˜`′B′ ≺ θ(Φq b˜0). Let b˜ = Φq b˜0. From
C and q we can compute an upper bound I ′ for the index of θ(b˜). By Lemma 12.29,
we can list all visible b˜′ with index at most I ′ and so have finitely many candidates
for θ(b˜). Applying Lemma 13.9 to b and each of these candidates gives us the desired
upper bound for m(θ, b).
13.2 Stabilizing a ray
Suppose that Ei is the unique edge of height i > 0 and that σ ⊂ G is a path with
height i whose endpoints, if any, are not contained in the interior of Ei. Recall from
Definition 4.1.3 and Lemma 4.1.4 of [BFH00] that σ has a unique splitting, called
the highest edge splitting of σ whose splitting vertices are the initial endpoints of
each occurence of Ei in σ and the terminal vertices of each occurence of E¯i in σ. In
particular, each term in the splitting has the form EiγE¯i, Eiγ, γE¯i or γ for some
γ ⊂ Gi−1.
The following lemma is used in the proof of Lemma 13.7. We make implicit use
of [FH11, Lemma 4.6] which states that if f : G→ G is completely split and a path
σ ⊂ G is completely split then fk#(σ) is completely split for all k ≥ 0.
Lemma 13.10. Suppose that f : G → G is a CT representing φ, that the edge E
corresponds to some r ∈ R, that ξ is a finite subpath with endpoints at vertices and
that R = [ξRE]. Equivalently, R = τR1 for some finite path τ with endpoints at
vertices and some subray R1 of RE. Then there exists a computable k ≥ 0 so that
fk#(R) is completely split.
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Proof. The proof is by induction on the height h of R with the base case being vacuous
because the lowest stratum in the filtration is a fixed loop.
We are free to replace R by an iterate f l#(R) whenever it is convenient. We also
have a less obvious replacement move.
(1) If there is a splitting R = ν ·R′ where ν has endpoints at vertices then we may
replace R by R′.
This follows from :
• [FH11, Lemma 4.25] For any finite path ν with endpoints at vertices, fk#(ν) is
completely split for all sufficiently large k.
• [FH11, Lemma 4.11] If a path σ has a decomposition σ = σ1σ2 with σ1 and
σ2 completely split and the turn (σ¯1, σ2) legal then σ = σ1σ2 is a complete
splitting.
• One can check if a given finite path with endpoints at vertices has a complete
splitting (because there are only finitely many candidate decompositions).
The highest edge splitting of R1 is a coarsening of the complete splitting of R1.
Let h1 be the height of R1. If h = h1 then the splitting vertices of the highest edge
splitting of R1 determine a splitting of R. Applying (1), we can replace R by a
concatenation of terms in the highest edge splitting of R1 in which case the lemma
is obvious. We may therefore assume that h1 < h and so the highest edge splitting
of R is finite. Applying (1), we may assume that the highest edge splitting of R has
just one term. Thus R = EhµR1 where Eh is the unique edge with height h and µ
has height less than h. Let h2 < h be the height of R2 = µR1. (At various stages
of the proof, we will let R2 be the ray obtained from R by removing its initial edge.
The exact edge description of R2 will vary with the context.)
Let uh be the path satisfying f(Eh) = Eh · uh. If the height of uh is > h2 then
f#(R) = Eh · [uhf#(R2)] is a splitting so we may replace R by [uhf#(R2)] which has
height less than h. In this case the induction hypothesis completes the proof. If the
height of uh is < h2 and R2 = σ1 · σ2 · . . . is the highest edge splitting of R2, then
R = [Ehuhσ1] · σ2 · . . . is a splitting and the same argument compl etes the proof. We
are now reduced to the case that the height of uh is h2 and we make this assumption
for the rest of the proof.
We claim that there exists k ≥ 0 so that Ehuhf#(uh) is an initial segment of
fk#(R). (Note that for any given k, one can check if Ehuhf#(uh) is an initial segment
of fk#(R) and so k with this property can be computed once one knows that it exists.)
Choose a lift E˜h ⊂ G˜ of Eh, let Γ be the component of the full pre-image of Gh2 that
contains the terminal y˜ endpoint of E˜h and let f˜ : G˜ → G˜ be the lift of f that fixes
the initial endpoint x˜ of E˜h. Then Γ is f˜ -invariant and the lift of R whose first edge
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P Q
x˜
E˜h
y˜ u˜h
r˜
p(r˜) R˜
R˜E˜h
Figure 8:
is E˜h decomposes as R˜ = E˜hR˜2 where R˜2 ⊂ Γ is a lift of R2. Let u˜h be the lift of uh
with initial endpoint y˜. Then f˜(E˜h) = E˜h · u˜h and R˜E˜h \ E˜h = u˜h · f#(u˜h) · f 2#(u˜h) · . . .
is a ray of height h2 that converges to an attracting fixed point Q ∈ ∂Γ for the action
of ∂f˜ on ∂Γ. By Lemma 2.8(ii) of [BFH04] there is another fixed point P 6= Q ∈ ∂Γ
for the action of ∂f˜ . The line
−→
PQ ⊂ Γ from P to Q is f˜#-invariant and has height
h2. Let V be the set of highest edge splitting vertices of −→PQ with the order induced
by the orientation on
−→
PQ. Then f˜# preserves the highest edge splitting of
−→
PQ and
so f˜ induces an order preserving bijection of V . Our choice of Q guarantees that f˜
moves points in V away from P and towards Q. Since f˜ induces an order preserving
injection of the set V ′ of highest edge splitting vertex of R˜E˜h \ E˜h into itself, it follows
that V ′ ⊂ V . To see this, note that for each v˜′ ∈ V ′ and all sufficiently large m, f˜m(v˜′)
is a highest edge splitting vertex for the common terminal ray of
−→
PQ and RE˜h \E˜h and
so f˜m(v˜′) ∈ V . Since the restriction of f˜m to the vertex set of Γ˜ and the restriction
of f˜m to V are bijections, v˜′ ∈ V .
Since r˜ is an attractor for Φr˜, r˜ 6= P . If r˜ = Q then the lemma is obvious so we
may assume that the nearest point projection p(r˜) of r˜ to
−→
PQ is well defined. The line−→˜
rQ intersects
−→
PQ in the ray
−−−→
p(r˜)Q. The set of highest edge splitting vertices of
−−−→
p(r˜)Q
equals the intersection of the set of highest edge spitting vertices of
−→
PQ and the set
of highest edge spitting vertices of
−→˜
rQ. It follows that the set of highest edge splitting
vertices of
−−−−−−−→
p(f˜#(r˜))Q is the f˜#-image of the set of highest edge splitting vertices of−−−→
p(r˜)Q. Thus p(fk#(r˜)) → Q and, after replacing R by some f˜k#(R), we may assume
that p(r˜) is contained in f 2#(u˜h) · f 3#(u˜h) · . . .. This completes the proof of the claim.
We now fix k satisfying the conclusions of the above claim and replace R by fk#(R).
Thus R = Ehuhf#(uh) . . . and we let R2 = uhf#(uh) . . . be the terminal ray of R
obtained by removing its initial edge. We will prove that the decomposition of R
determined by the highest edge splitting vertices of R2 is a splitting of R. The proof
then concludes as in previous cases.
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We continue with the notation established in the proof of the claim. Choose
v˜ ∈ V ∩ u˜h and decompose R˜ as R˜ = α˜β˜γ˜ where α = −→˜xv˜, β =
−−−→
v˜f˜(v˜) and γ =
−−−→
f˜(v˜)r˜.
Since αβ is a subpath of E˜h ·u˜h ·f#(u˜h)·f 2#(u˜h)·. . ., no edges of height h2 are cancelled
when f˜(α˜β˜) is tightened to f˜#(α˜β˜). Similarly, no edges of height h2 are cancelled
when f˜(β˜γ˜) is tightened to f˜#(β˜γ˜) because βγ is a concatenation of terms in the
highest edge splitting of R˜2. Since β˜ contains at least one edge of height h2, it follows
that no edges of height h2 are cancelled when f˜(R˜) = f˜(α˜β˜γ˜) is tightened to f˜#(R).
This proves that the highest edge splitting of R˜2 is a splitting of R˜ as desired.
13.3 Proof of Lemma 13.7
Recall from Notation 12.18 that Tφ,r˜ is the set of topmost elements of ΩNP(φ, r˜) and
that r′ = θ(r) and r′1 = θ(r1) are independent of θ ∈ X .
Suppose that r˜1 and r˜
′
1 are lifts of r1 and r
′
1 respectively and that Θ is the lift of
θ satisfying Θ(r˜1) = r˜
′
1. If Θ(L˜) = L˜
′ where L˜ ∈ Tφ,r˜1 has index s and L˜′ ∈ Tψ,r˜′1 has
index s′ then offset(θ, r1) = s′− s. We will not be able to find L˜ and L˜′ whose indices
we know exactly but we will be able to find L˜ and L˜′ whose indices we know up to a
uniform bound and this is sufficient.
Before beginning the formal proof, we introduce a way to find distinguished ele-
ments of L˜ ∈ Tφ,r˜1 .
Notation 13.11. Suppose that r1 <c r (Notation 5.18) and that r˜1 and r˜ are lifts
such that Tφ,r˜1 ∩ΩNP(r˜) 6= ∅. The (r˜, r˜1)-extreme line is the element of Tφ,r˜1 ∩ΩNP(r˜)
that is maximal in the order on Tφ,r˜1 .
The next lemma states that extremes lines behave well with respect to conjugation.
Lemma 13.12. Suppose that θ conjugates φ to ψ, that Θ ∈ θ, that r˜ and r˜1 are lifts
of r >c r1 and that L˜2 ∈ Tr˜1 is (r˜, r˜1)-extreme. Then Θ(L˜2) is (Θ(r˜),Θ(r˜1))-extreme.
Proof. This follows from Lemma 12.20 and Lemma 12.3 which imply that Θ maps
Tφ,r˜1 to Tψ,Θ(r˜1) preserving order and maps ΩNP(φ, r˜) to ΩNP(ψ, ∂Θ(r˜)).
Proof of Lemma 13.7. There is no loss in assuming r1 <c r. Let E and E1 be the
elements of Ef corresponding to r and r1 respectively. We will assume that E1 occurs
in RE; the remaining case, in which E¯1 but not E1 itself occurs in RE, is similar
and is left to the reader. Recall from Notation 12.18 that the visible elements of
Tφ,r˜ are enumerated L˜1, L˜2, . . .. For j ≥ 0, define qj ≥ 0 by L˜j = ˜`qj and so L˜j =
(R˜−qj)
−1ρ˜qj R˜
+
qj+1
.
The first step of the proof is to show that
(a) there is a computable J > 0 so that if j ≥ J and if ∂+L˜j = r˜1,j is a lift of
r1 (equivalently, σqj+1 = E1 and R
+
qj+1
= RE1), then the line Sj connecting
r˜ = ∂+R˜E˜ to r˜1,j is completely split. See Figure 9.
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Lemma 12.19 implies that f˜k#(L˜j) = L˜j+kτ(φ,r) and hence f˜
k
#(Sj) = Sj+kτ(φ,r). It
therefore suffices to show that for each 0 ≤ j ≤ τ(φ, r), there is a computable K ≥ 0
so that f˜K# (Sj) (and hence f˜
k
#(Sj) for all k ≥ K) is completely split.
The line Sj decomposes as a concatenation of (the inverse of) a ray in R˜E˜ \ E˜ and
a lift of RE1 . The height of the former is at least that of E1 and the height of the
latter is at most that of E1. Moreover, R˜E˜1 \ E˜1 has height less than that of E1. It
follows that R˜E˜ \ E˜ and S˜j have the same height and that each splitting vertex v˜ for
the highest edge splitting of S˜j is contained in R˜E˜ \ E˜ and is a splitting vertex for
R˜E˜. Splitting S˜j at one such v˜ we write S˜j = A˜
−1
j · B˜j where Aj is a concatenation
of terms in the complete splitting of RE and Bj has a subray in common with RE1 .
For all k ≥ 0, S˜j+kτ(φ,r) = f˜k#(S˜j) = f˜k#(A˜−1j ) · f˜k#(B˜j). By Lemma 13.10, we can find
K so that fK# (Bj) is completely split. It follows (see the second bullet in the proof of
Lemma 13.10) that f˜K# (S˜j) is completely split. This completes the first step.
E˜
σ˜qj+1 w˜0
w˜4
SjTj
R˜E˜
r˜
r˜1,j
Figure 9:
Let Tψ,r˜′ = {L˜′1, L˜′2, . . .} be the set of topmost elements of ΩNP(r˜′). By definition,
Θ(L˜j) = L˜
′
j+offset(θ,r). The following ψ and r
′ analog of (a) is verified by the same
arguments given for (a).
(b) there is a computable J ′ > 0 so that if j ≥ J ′ and if ∂+L˜′j = r˜′1,j projects to r′1
then the line S ′j connecting r˜
′ to r˜′1,j is completely split.
Note also that
(c) For all j ≥ 1, the line Tj connecting the initial vertex of R˜E˜ to r˜1,j is completely
split and similarly for the line T ′j connecting the initial vertex of R˜
′
E˜′ to ∂+L˜
′
j.
For j ≥ 0, let Vj be the set of highest edge splitting vertices of R˜+qj+1 \ σ˜qj+1
(which is a terminal ray of L˜j) and let V ′j be the set of highest edge splitting vertices
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of R˜′+q′j+1 \ σ˜
′
q′j+1
. The second step of the proof is to choose an index j so that the
following four properties are satisfied.
(i) Sj is completely split.
(ii) There exist w˜ ∈ Vj such that w˜, f˜(w˜), f˜ 2(w˜) ∈ R˜+qj+1 ∩ R˜E˜.
(iii) Letting j′ = j + offset(θ, r), the line S ′j′ is completely split.
(iv) There exist w˜′ ∈ V ′j′ such that w˜′, g˜(w˜′), g˜2(w˜′) ∈ R˜′
+
q′j+1
∩ R˜E˜′ .
Items (i) and (iii) hold for all j ≥ max{J, J ′ − offset(θ, r)}. For (ii), write j =
aj + cjτ(φ, r) where 0 ≤ aj < τ(φ, r). Then L˜j = f˜ cj# (L˜aj) and L˜j ∩ R˜E˜ contains an
initial segment of R˜+qj+1 whose length goes to infinity with j. If cj is sufficiently large
then (ii) is satisfied. Item (iv) is established in the same way, completing the second
step.
Let h2 be the height of RE1 \E1 (which is the same as the height of R˜+qj+1 \ σ˜qj+1)
and let E2 be the unique edge of height h2. We claim that
(d) each w˜ ∈ Vj ∩ R˜E˜ is a splitting vertex for the complete splittings of Tj and R˜E˜.
It suffices to show that w˜ is not contained in the interior of a term µ˜ in one of those
splittings. Such a µ˜ would be an indivisible Nielsen path or exceptional path with
height ≥ h2 and whose first edge is contained in R˜+qj+1 \ σ˜qj+1 (because σ˜qj+1 is a term
in both splittings) and so has height at most h2. Thus E2 would be a linear edge
with twist path w2 and µ would have one of the following forms: E2w
p
2E¯2, E2w
p
2E¯3
or E3w
p
2E¯2 where p 6= 0 and where E3 6= E2 is a linear edge of height < h2 with twist
path w2. In none of these cases does the interior of µ contain a vertex that is the
initial endpoint of E2 or the terminal endpoint of E¯2. This completes the proof of
(d).
A similar analysis shows that
(e) each w˜ ∈ Vj that is disjoint from R˜E˜ is a splitting vertex for the complete
splittings of Sj and Tj.
Let w˜0 be the last element of Vj such that w˜1 = f˜(w˜0) and w˜2 = f˜ 2(w˜0) are
contained in R˜E˜ (and hence contained in Vj ∩ R˜E˜). Item (d) implies that the path
α˜ connecting w˜0 to w˜2 inherits the same complete splitting from R˜E˜ and from R˜
+
qj+1
.
Thus the lift σ˜a of E2 or E¯2 with endpoint w˜1 determines an element L˜
1 of Tr˜1,j ∩
ΩNP(r˜). (If σ˜a is a lift of E2 then w˜1 is the initial endpoint of σ˜a and L˜
1 = ˜`a−1; If σ˜a
is a lift of E¯2 then w˜1 is the terminal endpoint of σ˜a and then L˜
1 = ˜`a1 .) In particular,
the index sj of the (r˜, r˜1,j)-extreme line (as an element of Tr˜1,j) is at least as big as
that of L˜1.
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Let w˜3 = f˜
3(w˜0) and w˜4 = f˜
4(w˜0), neither of which is contained in R˜E˜. The lift
of E2 or E¯2 with endpoint w˜4 determines an element L˜
4 in Tr˜1,j . Item (e) and the
hard splitting property of a complete splitting (Lemma 4.11 of [FH11]) implies that
no point in the terminal ray of R˜+qj+1 that begins with w˜4 is ever identified, under
iteration by f˜ , with a point in R˜E˜. It follows that L˜
4 is not an element of ΩNP(r˜) and
so sj is less than the index of L˜
5.
Combining the inequalities established in the preceding two paragraphs we are
able to compute sj with an error of at most 3τ(φ, r). The parallel argument allows
us to compute the index s′j of the (r˜
′, r˜′
j
)-extreme line (as an element of T
r˜′j) with an
error of at most 3τ(ψ, r′) = 3τ(φ, r). Since offset(θ, r1) = s′j − sj, we are done.
14 Proof of Proposition 13.3
We show below that Proposition 13.3 is a consequence of the following lemma and
proposition. The former addresses the restrictions to F0 and the latter provides the
inductive step for the higher order one-edge extensions.
Lemma 14.1. Suppose that φ, ψ ∈ UPG(Fn) share the special chain c and satisfy
Ic(φ) = Ic(ψ). Let F0 = F0(φ) = F0(ψ). Then
(1) θ(L) = L for each θ ∈ X and each L ∈ Ω(φ) that is carried by F0.
(2) If there exists θ0 ∈ X such that φθ0|F0 = ψ|F0 then φ|F0 = ψ|F0 and φθ|F0 =
ψ|F0 for all θ ∈ X .
Proposition 14.2. Suppose that φ, ψ ∈ UPG(Fn) share the special chain c and satisfy
Ic(φ) = Ic(ψ) and that the special one-edge extension e = (F− @ F+) in c satisfies
(1) φ|F− = ψ|F−
(2) {L ∈ Ω(φ) : L ⊂ F−} = {L′ ∈ Ω(ψ) : L′ ⊂ F−}
Then there is an algorithm to decide if there exists θ ∈ Ker(Q¯) < X such that the
following are satisfied.
(3) φθ|F+ = ψ|F+
(4) θ({L ∈ Ω(φ) : L ⊂ F+}) = {L′ ∈ Ω(ψ) : L′ ⊂ F+}.
Moreover, if such an element θ exists then one is produced.
Before proving Lemma 14.1 and Proposition 14.2, we use them to prove Proposi-
tion 13.3.
Proof of Proposition 13.3 (assuming Lemma 14.1 and Proposition 14.2): If φ|F0 6=
ψ|F0 then no element of X conjugates φ to ψ by Lemma 14.1(2) so we return NO
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and STOP. Otherwise, φθ|F0 = ψ|F0 for all θ ∈ X (φ) and we define θ0 =identity and
ψ0 = ψ.
Suppose c = (F0 @ F1 @ . . . @ Ft). Apply Proposition 14.2 with (φ, ψ0,F0,F1)
in place of (φ, ψ,F−,F+). If the 14.2-algorithm returns NO then then there is no θ as
in the conclusion of Proposition 13.3 because any such θ would satisfy items (3) and
(4) of Proposition 14.2; we return NO and STOP. Otherwise, Proposition 14.2 gives
us an element θ1 ∈ Ker(Q¯). Letting ψ1 = ψ(θ
−1
1 )
0 we have that φ|F1 = ψ1|F1 and
{L ∈ Ω(φ) : L ⊂ F1} = {L′ ∈ Ω(ψ1) : L′ ⊂ F1}. From θ1 ∈ X and Lemma 11.7, it
follows that I(φ) = I(ψ1).
Apply Proposition 14.2 with (φ, ψ1,F1,F2) in place of (φ, ψ,F−,F+). Suppose
that the 14.2-algorithm returns NO. Then there are no elements of Ker(Q¯) that con-
jugate φ|F2 to ψ1|F2, and so also no elements of Ker(Q¯) that conjugate φ to ψ1. It
follows also then that there are no elements θ of Ker(Q¯) that conjugate φ to ψ. In-
deed for such a θ, θ−11 θ would conjugate φ to ψ1. We therefore return NO and STOP.
Otherwise, Proposition 14.2 gives us an element θ2 ∈ Ker(Q¯). Letting ψ2 = ψ(θ2)
−1
1 we
have that φ|F2 = ψ2|F2 and {L ∈ Ω(φ) : L ⊂ F2} = {L′ ∈ Ω(ψ2) : L′ ⊂ F2}. As in
the previous case, I(φ) = I(ψ2). Repeat this until either some application of Proposi-
tion 14.2 returns NO or until we reach ψt = ψ
(θ1...θt)−1 satisfying φ = φ|Ft = ψt|Ft = ψt.
In the former case there is no θ as in the conclusion of Proposition 13.3 and we return
NO and STOP. In the latter case θ = θ1 . . . θt conjugates φ to ψ and is an element of
Ker(Q¯); we return YES and θ and then STOP.
Proof of Lemma 14.1: If L ∈ Ω(φ) is carried by F0 then the ends of L are periodic.
If L is periodic then L˜ = a∞ for some [a] ∈ A(φ); see Corollary 5.17(1). By definition
of X , θ([a]) = [a] and so θ(L) = L. Otherwise, L ∈ ΩNP(φ) has type P-P, in which
case H(L) determines L; see Section 10. Again by definition of X , θ(H(L)) = H(L)
and so θ(L) = L. This verifies (1).
It suffices to show that if a free factor F represents a component of F0 then either
φθ|F = ψ|F for all θ ∈ X (φ) (and in particular for θ = identity) or φθ|F = ψ|F is
satisfied by no element of X (φ).
Let φF = φ|F and ψF = ψ|F . If F has rank one then φF and ψF are both the
identity because φ and ψ are rotationless. We may therefore assume that F has rank
at least two. Since R(φF ) = ∅, Lemma 3.7 implies that FixN(ΦF ) = ∂ Fix(ΦF ) for
each ΦF ∈ P(φF ). Also, FixN(ΦF ) contains at least three points, so Fix(ΦF ) has rank
at least two and Fix(ΦF ) 6= Fix(Φ′F ) for ΦF 6= Φ′F ∈ P(φF ) by Lemma 4.4.
There is a unique Φ ∈ P(φ) such that ΦF = Φ|F . From I(φ) = I(ψ), it follows that
there exists Ψ ∈ P(ψ) such that Fix(Φ) = Fix(Ψ). Since θ ∈ X , there exists Θ repre-
senting θ such that Fix(Φ) is Θ-invariant. It follows that Θ(F )∩ F is non-trivial and
hence that Θ(F ) = F (because F is a free factor and θ preserves [F ]). Letting ΨF =
Ψ|F and ΘF = Θ|F , we have that FixN(ΦF ) = ∂ Fix(ΦF ) = ∂ Fix(ΨF ) = FixN(ΨF ) is
ΘF -invariant. By construction, [Fix(ΦF )] is the Fn-conjugacy class represented by the
core of the component of the eigengraph for φ determined by Φ. We conclude that
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the eigengraphs for φF and for ψF carry the same lines and that θ preserves this set
of lines; see Lemma 4.1. Thus φF , ψF and θF satisfy the hypotheses of Lemma 4.21.
If a ∈ F is fixed by distinct ΦF ,Φ′F ∈ P(φF ) then [ΦF , a] is an element of SA(φF )
and [Φ, a] is an element of SA(φ). Lemma 4.21 implies that
[ΦF , a] 7→ [ΨF ,ΘF (a)]
defines a bijection BSA,F : SA(φF )→ SA(ψF ) that is independent of the choice of ΘF
representing θF and preserving FixN(ΦF ). Since θ ∈ X , by Definition 11.1(7) we have
[Fix(Φ), a] = θ([Fix(Φ), a]) = [Θ(Fix(Φ)),Θ(a)] = [Fix(Φ),Θ(a)]. Equivalently, there
exists c ∈ Fn such that ic(Fix(Φ)) = Fix(Φ) and icΘ(a) = a. Thus c ∈ Fix(Φ) and
after replacing Θ by icΘ we may assume that Θ(a) = a and hence that ΘF (a) = a.
We conclude that BSA,F is independent of θ.
Check by inspection if BSA,F preserves twist coordinates. If it does then Lemma 4.21
implies that each θ ∈ X (φ) conjugates φF to ψF ; if not, then no element of X (φ)
conjugates φF to ψF .
The rest of the paper is dedicated to the proof of Proposition 14.2.
Set c = (F0 @ F1 @ . . . @ Ft) and thus e ∈ c has the form F− @ F+ where
F− = Fk−1 and F+ = Fk for some 1 ≤ k ≤ t. (We will use these notations
interchangeably depending on the context.) By [FH18, Theorem 7.4] we can choose
CTs f : G→ G and g : G′ → G′ representing φ and ψ respectively such that each Fi
is realized by a core filtration element and such that the core filtration elements of G
and G′ realizing F− = Fk−1 are identical as marked graphs and that after identifying
them to a common subgraph Gs, the restrictions fs = f |Gs and gs = g|G′s are equal.
In particular
(1) Γ(fs) = Γ(gs)
Suppose that Gu ⊂ G and G′u′ ⊂ G′ are the core filtration elements realizing
F+ = Fk. Let fu = f |Gu and gu′ = g|G′u′ . Since F− @ F+ is a special one-edge
extension, Gu is obtained from Gs by adding a single topological arc E which is either
a single edge D or is the union E = C¯D of a pair of edges C,D with common initial
endpoint not in Gs. (We have previously denoted edges in G by E and now we are
using C and D instead and using E for a topological arc. This is more convenient
for the current argument and should not cause confusion.) By Lemma 5.26, there are
three possibilities. In each case, there is one component Γ∗(fu) of Γ(fu) that is not a
component of Γ(fs).
[HH]: (E = C¯D consists of two higher order edges) Γ(fu) is obtained from Γ(fs) by
adding a new component Γ∗(fu) which is a line labeled R−1C ·RD.
[LH]: (E = C¯D where C is linear and D is higher order) Γ(fu) is obtained from
Γ(fs) by adding a new component Γ∗(fu) which is a one point union of a lollipop
corresponding to C and a ray labeled RD.
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[H]: (E = D, a higher order edge) Γ(fu) is a one-point union of Γ(fs) and a ray
labeled RD. Γ∗(fu) is the one-point union of a component Γ∗(fs) of Γ(fs) and
a ray labeled RD.
Similarly, we can orient the topological arc E ′ that is added to Gs = G′s to form
G′u′ so that Γ(gu′) is obtained from Γ(gs) in one of these three ways.
By Lemmas 5.27 and 5.30, we may assume
(2) The extensions Γ(fs) ⊂ Γ(fu) and Γ(gs) ⊂ Γ(gu′) have the same type HH, LH
or H
for if not, then φ|F+ and ψ|F+ are not conjugate by an element of X so we return
NO and STOP. Similarly, we may assume that
(3) in case H, Γ∗(fs) = Γ∗(gs).
Definition 14.3. For  = ±, X  is the set of θ ∈ X such that:
(a) θ ∈ Ker(Q¯); and
(b) θ|F  conjugates φ|F  to ψ|F .
By the next lemma, our goal is to produce an element of X+ or deduce that X+
is empty.
Lemma 14.4. θ ∈ Ker(Q¯) satisfies items (3) and (4) of Proposition 14.2 if and only
if θ ∈ X+.
Proof. Comparing the definitions, it suffices to show that each θ ∈ X+ satisfies Propo-
sition 14.2(4); namely, θ({L ∈ Ω(φ) : L ⊂ F+}) = {L′ ∈ Ω(ψ) : L′ ⊂ F+}. By sym-
metry, it suffices to show that if L ∈ Ω(φ) is carried by F+ then θ(L) ∈ Ω(ψ) is carried
by F+. Since F+ is θ-invariant, it suffices to show that θ(L) ∈ Ω(ψ). If L is periodic
then L˜ = a∞ for some [a] ∈ A(φ) by Corollary 5.17(1). Since θ ∈ X , θ([a]) = [a] and
θ(L) = L ∈ Ω(ψ). Otherwise L ∈ ΩNP(φ) and there exists L′ ∈ ΩNP(ψ) such that
H(L) = H(L′). Since θ|F+ conjugates φ|F+ to ψ|F+, Corollary 5.17(4) and Lem-
mas 4.1 and 3.12 imply that θ(L) lifts into Γ(gu). Also, θ(L) ∈ θ
(
H(L)
)
= H(L) =
H(L′) because θ ∈ X . Lemma 10.9 implies that θ(L) = L′ ∈ ΩNP(ψ and we are
done.
We next apply the Recognition Theorem to give criteria for element in X− to be
in X+.
Lemma 14.5. The following are equivalent for each θ ∈ X−.
(1) θ ∈ F+; equivalently θ|F+ conjugates φ|F+ to ψ|F+.
(2) (a) a line L lifts into Γ(fu) if and only if θ(L) lifts into Γ(gu′).
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(b) If F− @ F+ has type LH then the twist index for C with respect for f equals
the twist index for C ′ with respect to g. Equivalently, if f(C) = Cwd then
g(C ′) = C ′wd.
Proof. (1) implies (2a) by Lemmas 4.1 and 3.12. We may therefore assume that (2a)
is satisfied and prove that (1) is equivalent to (2b).
If [F ] is a component of F+ that is also a component of F− then θ|F conjugates
φ|F to ψ|F because θ ∈ X−. We may therefore restrict our attention to the unique
component of F+ that is not also a component of F−. In other words, we may assume
that Gu is connected and so may assume that Gu = G and F+ = {[Fn]}.
By Lemma 4.21, there is a bijection B : SA(φ) → SA(ψ) that preserves twist
coordinates if and only if θ conjugates φ to ψ. By definition of X , θ preserves each
element of Aor(φ). We are therefore reduced to showing that (2b) is satisfied if and
only if the following is satisfied for each [a] ∈ Aor(φ):
(∗) the restricted bijection B : SA(φ, [a])→ SA(ψ, [a]) preserves twist coordinates.
Since (∗) is satisfied for for [a] if and only if it is satisfied for [a¯], we may assume
that the twist path w for [a]u satisfies [a] = [w]. Following Notation 4.7,
P(φ, a) := {Φa,0, . . . ,Φa,m−1}
In particular, Φa,0 is the base principal lift for a (with respect to f) and there is an
order-preserving bijection between the set {E1, . . . , Em−1} of linear edges with axis
[a] and {Φa,1, . . . ,Φa,m−1}. For 1 ≤ j ≤ m−1, there exist distinct twist indices dj 6= 0
such that f(Ej) = Ejwdj . Define d0 = 0. Lemma 4.8 implies that
SA(φ, [a]) = {[Φa,0, a], . . . , [Φa,m−1, a]}
and that the twist coefficient for the pair ([Φa,i, a], [Φa,j, a]) is di − dj.
We consider two cases. In the first, we assume that either:
• F− @ F+ has type LH and C 6∈ {E1, . . . , Em−1}; or
• F− @ F+ does not have type LH
and we prove that (∗) is satisfied.
In this case,
P(ψ, a) = {Ψa,0, . . . ,Ψa,m−1}
and
SA(ψ, [a]) = {[Ψa,0, a], . . . , [Ψa,m−1, a]}
with the same sequence of linear edges {E1, . . . , Em−1} and the same sequence of twist
indices {d0, . . . , dm−1}. The bijection B : SA(φ)→ SA(ψ) induces a permutation pi of
{0, . . . ,m−1} satisfying B([Φa,i, a]) = [Ψa,pi(i), a]. We will show that pi is the identity
and hence that B : SA(φ, [a])→ SA(ψ, [a]) preserves twist coordinates.
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Choose an automorphism Θ representing θ and fixing a. By Lemma 4.21,
∂Θ(FixN(Φa,i)) = FixN(Ψa,pi(i))
Let Cs be the component of Gs that contains w, and hence contains each E
i, and let
[F ] be the corresponding component of F−; we may assume without loss that a ∈ F .
Applying Notation 4.7 to φ|F = ψ|F represented by the CT f |Cs, we see that
P(ψ|F, a) = P(φ|F, a) = {Φa,0|F, . . . ,Φa,m−1|F}
and
SA(ψ|F, [a]) = SA(φ|F, [a]) = {[Φa,0|F, a], . . . , [Φa,m−1|F, a]}
with the same sequence of linear edges {E1, . . . , Em−1} and the same sequence of twist
indices {d0, . . . , dm−1}. Since Cs is f -invariant and [F ] is θ-invariant, (2a) implies
that the set of lines that lift to Γ(fs) is θ-invariant. Applying Lemma 4.21 produces
a permutation BF of SA(φ|F, [a]) and an induced permutation piF of {0, . . . ,m− 1}.
Since θ|F commutes with φ|F , BF preserves twist-coordinates. Thus, di − dj =
dpiF (i) − dpiF (j) for all i and j. The only possibility is that piF is the identity and so
FixN(Ψa,pi(i)) ∩ ∂F = ∂Θ(FixN(Φa,i)) ∩ ∂F
= ∂(Θ|F )(FixN(Φa,i|F )) = FixN(Ψa,i|F ) = FixN(Ψa,i) ∩ ∂F
It follows that FixN(Ψa,pi(i))∩FixN(Ψa,i) contains FixN(Ψa,i)∩∂F which has cardinality
at least three. Lemma 3.5 implies that pi(i) = i as desired. This completes the first
case.
For the second case, we assume that:
• F− @ F+ has type LH and C ∈ {E1, . . . , Em−1}
and prove that (*) is equivalent to (2b).
Assuming without loss that C = Em−1, the sequence of linear edges for ψ is
{E1, . . . , Em−2, C ′} with twist indices {d0, . . . , dm−2, d′m−1}. Thus (2b) is the state-
ment that dm−1 = d′m−1 and we are reduced to showing that pi is the identity.
If m > 2 then P(φ|F, a) = P(ψ|F, a) is indexed by {E1, . . . , Em−2} and the above
analysis applies to show that pi restricts to the trivial permutation of {0, . . . ,m− 2}.
It then follows that pi must fix the one remaining element m− 1 of {0, . . . ,m− 1}.
We are now reduced to the case that m = 2. In particular, [a] 6∈ A(φ|F ). By
construction, the base lift Φa,0 restricts to an element of P(φ|F, a). It follows that Φa,1
does not restrict to an element of P(φ|F, a). The same holds for Ψa,0 and Ψa,1. Since
conjugation by θ|F preserves P(φ|F, a), it must be that ΦΘa,0 = Ψa,0 and ΦΘa,1 = Ψa,1.
This completes the proof of the lemma.
The next step in the algorithm is to check if the following condition is satisfied.
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(4) If F− @ F+ has type LH then the twist index for C with respect to f equals
the twist index for C ′ with respect to g.
If not, return NO and STOP. This is justified by Lemma 14.5.
We next record results that are needed to apply Lemma 12.41 in the proof of
Lemma 14.7.
Lemma 14.6. Each θ ∈ X− satisfies the following properties.
(1) θ|F− commutes with φ|F− = ψ|F−.
(2) θ fixes each element of Ω(φ) that is carried by F−.
(3) θ fixes each element of R(φ|F−).
Proof. (1) follows from Definition 14.3(b) and the hypothesis that φ|F− = ψ|F−. For
(2), note that if L ∈ Ω(φ) is carried by F− then L lifts to Γ(fs) by Corollary 5.17(4)
so (1) and Lemmas 4.1 and 3.12 imply that θ(L) ∈ Γ(gs). Since θ(L) = L if L is
periodic and otherwise θ(L) ∈ θ(H(L)) = H(L), (2) follows from (1) and Lemma 10.9.
At the beginning of Section 13, we proved that for each r ∈ R(φ) there exists
r′ ∈ R(ψ) such that θ(r) = r′ for all θ ∈ X that conjugate φ to ψ. The same
argument shows that for each r ∈ R(φ|F−) there exists r′ ∈ R(ψ|F−) such that
θ(r) = r′ for all θ ∈ X such that θ|F− conjugates φ|F− to ψ|F+. By (1), this applies
to θ = identity, so r′ = r. This completes the proof of (3).
Lemma 14.7. θ(r) = r for all θ ∈ X− and r ∈ ∆R(φ) = R(φ|F+) \ R(φ|F−).
Proof. Since θ ∈ Ker(Q¯), there exists p ∈ Z such that Qb(θ) = p for all b ∈ S2(φ)
that occur in r. Letting υ = θ−1φp, it follows that Qb(υ) = 0 for all b ∈ S2(φ)
that occur in r. Thus υ satisfies Lemma 12.41(4). Lemma 12.41 (1) is obvious and
the two remaining items in the hypotheses of that lemma follow from Lemma 14.6.
We may therefore apply Lemma 12.41 to conclude that υ(r) = r and hence that
θ(r) = θυ(r) = φp(r) = r.
Corollary 14.8. If X+ 6= ∅ then ∆R(φ) = ∆R(ψ).
Proof. If θ ∈ X+ then ∆R(φ) = θ(∆R(φ)) = ∆R(ψ) where the first equality fol-
lows from X+ ⊂ X− and Lemma 14.7 and the second equality follows from Defini-
tion 14.3(b) and Lemma 3.12(3).
Notation 14.9. f(D) = D · σ for some completely split path σ ⊂ Gs, and letting
SD = σ · f#(σ) · . . . · f j#(σ) · . . ., the eigenray RD determined by D decomposes as
RD = DSD. In the HH case, SC is defined analogously and RC = CSC . The rays
R′D′ , S
′
D′ , R
′
C′ and S
′
C′ are defined similarly using g : G
′ → G′ in place of f : G→ G.
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Each element of ∆R(φ) is represented by RD = DSD or RC = CRC and similary
for each element of ∆R(ψ). [FH18, Lemma 6.3] therefore supplies an algorithm to
decide if a given r ∈ ∆R(φ) and a given r′ ∈ ∆R(ψ) are equal. Applying this up to
three times, we can decide if ∆R(φ) = ∆R(ψ). If ∆R(φ) 6= ∆R(ψ) then X+ = ∅ by
Lemma 14.7; return NO and STOP. We may therefore assume that
(4) ∆R(φ) = ∆R(ψ). Denote this common set by ∆R. In the H and LH cases, the
unique element of ∆R corresponds to D and D′ and is denoted rD. In the HH
case, ∆R = {rC , rD} where rC corresponds to C and C ′ and rD corresponds to
D and D′; this may require reversing the orientation on E ′. By Remark 10.1,
SD and S
′
D′ are contained in the core filtration element Gp that realizes F (rD)
and that in the HH case, SC and S
′
C′ are contained in the core filtration element
Gq realizing F (rC).
[FH18, Lemma 6.3] also gives us initial subpaths of SD and S
′
D′ whose terminal
complements are equal. We may therefore assume
(5) There is a finite path κD ⊂ Gp such that S ′D′ is obtained from κDSD by tight-
ening. Similarly, in case HH, there is a finite path κC ⊂ Gq such that S ′C′ is
obtained from κCSC by tightening.
We record the following for convenient referencing.
Lemma 14.10. Suppose that f : G → G is a CT representing φ and realizing c
and that either L is an element of Ω(φ) or L is an element of Le(φ) where e ∈ c is
not large. Let σ be a line in H(L). Then one of the following (mutually exclusive)
properties is satisfied.
• L does not cross any higher order edges; σ = L.
• L = β−1Re [resp. R−1e β] for some higher order edge e and ray β that does not
cross any higher order edges; σ = β−1eτ [resp. τ−1e¯β] where τ is a ray in the
core filtration element that realizes F (re).
• L = R−1e1 ρRe2 where e1, e2 are higher order edges and ρ is a Nielsen path; σ =
τ−11 e
−1
1 ρe2τ2 where τ1 is a ray in the core filtration element that realizes F (re1)
and τ2 is a ray in the core filtration element that realizes F (re2).
Proof. The description of L comes from Lemma 4.2 and the fact (Lemma 10.9) that
each such L is carried by Γ(f). The description of σ is immediate from the definitions
of H(L).
Notation 14.11. Represent the trivial element of Out(Fn) by a homotopy equivalence
h : G → G′ that restricts to the identity on Gs. We may assume that h(Gu) = G′u′
because Gu and G
′
u′ are core graphs that represent F+. Recall from (4) that Gp is
the core filtration element that realizes F (rD) and that in the HH case, Gq is the core
filtration element realizing F (rC).
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The next step in the algorithm is to check if the following statement is satisfied.
(6) If e has type HH then h(E) = µ¯Eν for some paths µ ⊂ Gq and ν ⊂ Gp.
If (6) fails then we return NO and STOP. We justify this by the following lemma.
Lemma 14.12. If e has type HH and X+ 6= ∅ then h(E) = µ¯Eν for some paths
µ, ν ⊂ Gs. Moreover, µ ⊂ Gq and ν ⊂ Gp.
Proof. [BFH00, Lemma 3.2.2] implies that h(E) = µ¯E ′ν or h(E) = µ¯E¯ ′ν for some
paths µ, ν ⊂ Gs so for the main statement,we just want to rule out the latter
possibility. Let L = R−1C RD and L
′ = R−1C′RD′ . Then Le(φ) = {L,L−1} and
Le(ψ) = {L′, L′−1}. Since X+ 6= ∅, there exists θ0 ∈ X− such that θ0|F+ conju-
gates φ|F+ to ψ|F+. Thus θ0(Le(φ)) = Le(ψ) and, by Lemma 14.7, L and θ0(L) have
the same initial ends and the same terminal ends. It follows that θ(L) = L′. Since
h represents an element of X−, h#(L) ∈ H(L′). In particular, h#(R−1C RD) does not
cross E¯ ′ which implies that h(E) does not cross E¯ ′. This completes the proof of the
main statement.
From h#(L) = h#(S
−1
C C¯DSD) = [S¯C µ¯]C¯
′D′[νSD] it follows that [νSD] ⊂ Gp and
[µSC ] ⊂ Gq. Thus ν ⊂ Gp and µ ⊂ Gq.
The remainder of the proof of Proposition 13.4 is the construction of an element
θ+ ∈ X+. By Lemma 14.5 and (4), it suffices to find θ ∈ X− that induces a bijection
between lines that lift to Γ(fu) and lines that lift to Γ(gu′).
The next lemma states that the conclusions of Lemma 14.12 are satisfied in the
H and LH cases without the assumption that X+ 6= ∅.
Lemma 14.13. h(E) = µ¯E ′ν for some µ ⊂ Gs and ν ⊂ Gp. In case HH, µ ⊂ Gq.
Proof. The HH case follows from (6) and Lemma 14.12 so we consider only the H and
LH.
[BFH00, Lemma 3.2.2] implies that h(E) = µ¯E ′ν or h(E) = µ¯E¯ ′ν for some paths
µ, ν ⊂ Gs. Each L ∈ He(φ) (realized in G) decomposes as L = α¯Eβ for some rays
α ⊂ Gs and β ⊂ Gp. Likewise each L′ ∈ He(ψ) (realized in G′) decomposes as
L′ = α¯′E ′β′ for some rays α′ ⊂ Gs and some β′ ⊂ Gp. Since h represents an element
of X , Lemma 10.8 implies that h#(L) ∈ He(ψ). It follows that h#(L) does not cross
E¯ ′ and hence that h(E) does not cross E¯ ′. This proves that h(E) 6= µ¯E¯ ′ν and so
h(E) = µ¯E ′ν. Note also that h#(L) = [αµ]E ′[νβ] which implies that [νβ] ⊂ Gp and
hence that ν ⊂ Gp.
Lemma 14.14. In case H, µ is a Nielsen path for f |Gs = g|Gs.
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Proof. There are three cases to consider, depending on the rank of Γ∗(fu), the compo-
nent of Γ(fu) containing the ray labeled RD. Let x be the initial vertex of D. Recall
that F− = Fk−1 and F+ = Fk.
In the first case, rank(Γ∗(fu)) = 0 and we will show that µ is trivial. There
exists edges E1, . . . , Em ∈ Ef , m ≥ 2, such that Γ∗(fu) is obtained from RD unionsq RE1 unionsq
. . . unionsq RDm by identifying the initial endpoints of all of these rays. By construction,
Le(φ) = {L1, . . . , Lm} where Li = R−1EiRD. The description of Γ∗(gu′) and Le(ψ) is
similar with RD replaced by R
′
D′ . There is a permutation pi of {1, . . . ,m} such that
H(Li) = H(L
′
pi(i)). Writing REi = EiSi for some ray Si with height less than that of
Ei, we have
h#(Li) = [S
−1
i E¯iµ¯D
′νSD′ ] = [S−1i E¯iµ¯]D
′[νSD′ ]
where [·] is the tightening operation. On the other hand, letting l = pi(i), we have
h#(Li) = α
−1E¯lD′β where α [resp. β] has height less than that of Cl [resp. D′] and
so
[µEiSi] = Elα
Note that Si has a subray that is disjoint from El. Since Si = ui · f#(ui) · f 2#ui)· is
a coarsening of the complete splitting of Si, it follows that Si is disjoint form El; see
Remark 10.1. If i 6= l then Cl is the first edge of µ. If i = l then µ is either trivial
or has the form CiσC¯i. In either case, µ is either trivial or begins with Cl. As this is
true for all 1 ≤ i ≤ m, we conclude that µ is trivial.
If rank(Γ∗(fu)) = 1 then either x is contained in a circle component B of the
core filtration element realizing F0 or there exists j < k such that Fj−1 @ Fj is
an LH extension realized by adding a linear edge Cj and a higher order edge Dj
with ‘new’ initial endpoint x; in the former case, we say that D is type (i) and
in the latter case we say that D is type (ii). If D is type (i) then B is a single
edge e and Le(φ) = {e∞DSD, e−∞DSD} and likewise Le(ψ) = {e∞D′SD′ , e−∞D′SD′}.
Lemma 14.10 implies that h#(e
∞DSD) = e±∞D′β′ for some ray β′ ⊂ G(rD). We
also have h#(e
∞DSD) = [e∞µ¯]D′[νSD]. We conclude that µ = em for some m and in
particular µ is a Nielsen path. If D is type (ii) then Le(φ) = {w−∞j C¯jDSD, w∞j C¯jDSD}
and similarly for Le(ψ). As in the previous case, h#(w
∞
j C¯jDSD) is equal to both
w±∞j C¯jD
′β′ and [w∞j Cjµ¯]D
′[νSD]. It follows that µCjw∞j = Cjw
±∞
j which implies
that µ = Cjw
m
j C¯j. This completes the proof if rank(Γ∗(fu)) = 1.
For the final case, assume that rank(Γ∗(fu)) ≥ 2 and hence that x ∈ Gs. Given
a lift x˜ ∈ G˜ of the initial endpoint x of D, we set notation as follows: f˜ : G˜ → G˜
is the principal lift that fixes x˜; Φ ∈ P(φ) is the principal automorphism satisfying
∂Φ = ∂f˜ ; D˜ is the lift of D with initial endpoint x˜; R˜D˜ is the lift of RD whose first
edge is D˜; r˜D˜ is the terminal endpoint of R˜D˜; and N˜ is the set of lines (Fix(Φ),F(r˜D))
and so is a lift of He(φ) = {[Fix(Φ), F (r˜D)]}. Similarly, given a lift y˜ ∈ G˜′ of the initial
endpoint y of D′, we have: g˜ : G˜′ → G˜′, Ψ, D˜′, R˜D˜′ , r˜′D˜′ and N˜ ′. By Lemma 10.8,
He(φ) = He(ψ) so we may choose y˜ so that Fix(Φ) = Fix(Ψ) and F (r˜D˜) = F (r˜
′
D˜′). In
particular, N˜ = N˜ ′.
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Let Cs be the component of Gs that contains both x and y (which is possible
because they are the endpoints of µ ⊂ Gs) and let C˜s ⊂ G˜ be the lift that contains x˜.
Then C˜s is f˜ -invariant and Fix(f˜) ⊂ C˜s because Gs contains all Nielsen paths in G
with an endpoint at x. There is a free factor F representing [Cs] such that ∂F = ∂C˜s.
Since ∂ Fix(Φ) is contained in the closure of Fix(f˜), we have ∂ Fix(Φ) ⊂ ∂C˜s = ∂F .
Letting C˜ ′s ⊂ G˜′ be the lift of Cs that contains y˜ and F ′ the free factor satisfing
∂F ′ = ∂C ′s, the same argument shows that ∂ Fix(Ψ) ⊂ ∂F ′. Since Fix(Φ) = Fix(Ψ)
is non-trivial, F = F ′. Since φ|F = ψ|F and Fix(Φ) = Fix(Ψ) has rank at least two,
Φ|F = Ψ|F .
Let h˜ : G˜ → G˜′ be the lift of h : G → G′ that acts as the identity on ∂Fn and
let p : G˜ → G and p′ : G˜′ → G′ be the covering projections. Then h˜|C˜s : C˜s → C˜ ′s
is a homeomorphism satisfying p′h˜(z˜) = p(z˜) for all z˜ ∈ C˜s where, as usual, we are
viewing Gs as a subgraph of both G and G
′. Moreover, h˜f˜ h˜−1|C˜ ′s = g˜|C˜ ′s because
they both project to g|Gs and induce Ψ|F ′. In particular g˜ fixes h˜(x˜). Choose L˜ ∈ N˜
that decomposes as L˜ = α˜R˜D˜. Then h˜#(L˜) = [h˜(α˜)µ˜
−1]D˜′τ˜ ′ for some lift µ˜ ⊂ C ′s of
µ and some ray τ˜ ′ with height lower than that of D˜′. Since h˜#(L˜) ∈ N˜ ′ we see that
µ˜ connects y˜ to h˜(x˜) and so is a Nielsen path for g˜. Thus µ is a Nielsen path for
g|Gs = f |Gs.
We will complete the proof by constructing a homotopy equivalence d : G′ → G′
such that the outer automorphism θ+ determined by dh : G → G′ is an element of
X+. By construction, d will be the identity on the complement of E ′ and satisfy
d(E ′) = µ¯′E ′ν ′ where µ′, ν ′ ⊂ Gs are closed paths. In cases H and LH, µ′ will be
trivial.
Definition 14.15. We define ν ′, which always corresponds to D′, as follows. By (5),
there is a finite path κD ⊂ Gp such that S ′D′ is obtained from κDSD by tightening.
By construction, h#(ESD) is obtained from µ¯E
′νSD by tightening. Letting
ν ′ = [κDν¯]
it follows that (dh)#(ESD) = [µ¯µ¯
′]E ′[κDν¯νS ′D′ ] = [µ¯µ¯
′]E ′S ′D′ . Thus, in cases HH and
LH we have
(dh)#(RD) = R
′
D′
and in case H we have
(dh)#(RD) = [µ¯kµ¯
′]R′D′ = µ¯kR
′
D′
where the second equality comes from the fact that µ′ is trivial (see below) in case H.
Since ν, κD ⊂ Gp, we have
(Control of ν ′): ν ′ ⊂ Gp.
105
In cases LH and H, µ′ is defined to be trivial. In case HH we choose µ′ as we did
ν ′ replacing D with C. The result is that in case HH
(dh)#(RC) = R
′
C′
and so
(dh)#(R
−1
C RD) = R
′
C′
−1
R′D′
Also,
(Control of µ′): In case HH, µ′ ⊂ Gq.
This completes the definition of d.
Lemma 14.16. The outer automorphism δ represented by d : G′ → G′ is an element
of Ker(Q) ⊂ X .
Proof. We use the following properties of d : G′ → G′ to prove that δ ∈ X .
(a) d preserves every component of every filtration element of G′. In particular, δ
preserves c and every [F ] ∈ F ∈ c.
(b) If e′ is not a higher order edge in E ′ then d(e′) = e′.
These are both obvious from the definition.
(c) d# fixes each Nielsen path of g.
This follows from (b) and the fact that Nielsen paths do not cross higher order edges.
(d) If e′ is a higher order edge and G′p′ is the filtration element that realizes F (r
′
e′)
then the set of rays of the form e′β′ with β′ ⊂ G′p′ is mapped into itself by d#.
If e′ is neither C nor D then this follows from (a) and (b). Otherwise it follows from
(a), (Control of ν ′) and (Control of µ′).
Item (c) implies that δ fixes each component of Fix(φ) and every element ofA(φ) =
A(ψ). Item (b) implies that d|G′s =identity and hence that δ fixes each element of
SA(φ|F0) and so satisfies defining property (7) of X . Suppose that either L′ is an
element of Ω(ψ) or L′ is an element of Le′(ψ) where e′ ∈ c is not large. Then (b), (d)
and Lemma 14.10 imply that H(L′) is δ-invariant. Similarly (c) and (d) imply that if
e′ is large then He′(φ) is δ-invariant. We have now shown that δ ∈ X . In particular,
δ is in the domain of Q¯.
To prove that δ ∈ Ker(Q), suppose that b˜′ = (L˜′1, L˜′2) is a staple pair for ψ with
common axis A˜′. By (b), there is a lift d˜ : G˜′ → G˜′ of d that pointwise fixes A˜′. We
claim that d˜ preserves both H(L˜′1) and H(L˜
′
2). The L˜
′
1 and L˜
′
2 cases are symmetric
so we will consider L′2. If both ends of L
′
2 are periodic then H(L
′
2) = {L′2} by
Lemma 14.10. Moreover, L˜′2 does not cross any higher order edges and so is pointwise
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fixed by d˜. We may therefore assume that there is a decomposition L˜′2 = α˜R˜
′
e˜′2
where
e˜′2 is a higher order edge and α˜ does not cross any higher order edges. It follows
that d˜ pointwise fixes α˜ and that e˜2 is the initial edge of d˜#(R˜
′
e˜′2
). Item (d) now
implies that d˜ preserves H(L˜2). This completes the proof of the claim. It now follows
from the definitions that mb′(δ) = 0 and hence Qb′(δ) = 0. Since b
′ is arbitrary,
δ ∈ Ker(Q).
The final step in the algorithm that proves Proposition 13.3 is to return YES
and the outer automorphism θ+ represented by dh : G → G′. In conjunction with
Lemma 14.4, the following lemma justifies this step.
Lemma 14.17. dh : G→ G′ represents an element θ+ ∈ X+.
Proof. Since h represents an element of Ker(Q¯), Lemma 14.16 implies that θ+ ∈
Ker(Q¯) ⊂ X . We are therefore reduced to showing that θ+|F+ conjugates φ|F+ to
ψ|F+. By Lemma 14.5 and (4), it suffices to prove that:
(b1) a line L ⊂ G lifts to Γ(fu) if and only if θ+(L) ⊂ G′ lifts to Γ(gu′).
Recall that Γ(fu) is obtained from Γ(fs) by either adding a single new component
(the HH and LH cases) or by adding a ray to one of the components Γ∗(fs) of Γ(fs)
(the H case). The same is true for Γ(gu′). The component of Γ(fu) that is not a
component of Γ(fs) is denoted Γ∗(fu); it is the unique component that contains a ray
labeled RD. Likewise, the ‘new’ component Γ∗(gu′) of Γ(gu′) is the one that contains
a ray labeled R′D′ . Recall also that fs = gs, that Γ(fs) = Γ(gs), that Γ∗(fs) = Γ∗(gs).
Item (b1) is obvious if L lifts into a component of Γ(fs) so we may assume, after
reversing orientation on L if necessary, that RD is a terminal ray of L.
In case HH, L = R−1C RD so (b1) follows from (dh)#(R
−1
C RD) = R
′
C′
−1R′D′ ; see
Definition 14.15.
In case H, (dh)#(RD) = µ¯RD′ by Definition 14.15. Let xˆ be the initial endpoint of
the lift of RD into Γ(fu) and let x be its projection into Gs. Define yˆ and y similarly
using R′D′ in place of RD. If RD is also a terminal ray of L
−1, then L = R−1D ξRD
for some Nielsen path ξ and (dh)#(L) = R
′−1
D′ [µξµ¯]R
′
D′ which lifts into Γ(gu′) because
[µξµ¯] is a Nielsen path by Lemma 14.14. The remaining case is that L = β
−1RD for
some ray β ⊂ Gs that lifts to a ray in Γ(fs) based at xˆ. In this case, (dh)#(L) =
β−1µ¯R′D′ which lifts into Γ0(gu′) because µ is a Nielsen path that lifts to a path in
Γ(gs) connecting yˆ to xˆ.
In case LH, L = w±∞C¯RD and (dh)#(w±∞C¯RD) = w±∞µ¯C¯R′D′ . where µ is a
closed Nielsen path based at x and so µ is either trivial or equal to CwmC¯ for some
m 6= 0. It follows that (dh)#(w±∞C¯RD) = w±∞C¯R′D′ . This completes the proof of
(b1) and hence the proof of the lemma.
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