A general theory of inhomogeneous broadening is rarely applied to nonlinear spectroscopy in lieu of either a simple Lorentzian or a Gaussian model. In this paper, we generalize all the important third-order nonlinear susceptibility expressions obtained with sum-over-state quantum calculations to include Gaussian and stretched Gaussian distributions of Lorentzians. This theory gives a better fit to subtle spectral features-such as the shoulder of the electroabsorption peak, and is a more accurate tool for determining transition moments from spectroscopy experiments.
I. INTRODUCTION
S UM-OVER-STATES (SOS) quantum perturbation treatments of the bth-order nonlinear susceptibility tensor, ξ (b) ij,...,k , in the dipole approximation yield a sum of terms of the form
where (µ i ) nm is the nm-matrix element of the ith component of the electric dipole operator, ω nm the transition frequency (energy) between states n and m, ω i the frequency of the ith optical field, and Γ ng the phenomenological damping factor. The numerator is a product of b + 1 transition moments and the denominator a product of b energy terms. For an isolated molecule, the damping factor Γ ng is inversely proportional to the lifetime of state n and is a measure of the width of the peak in the spectrum of ξ (b) ij,...,k associated with a transition between state n and the ground state g.
In this paper, we take into account the interaction of molecules with their surroundings using a stochastic model as we have reported for the first-and second-order susceptibility [1] . The technique is similar to Stoneham's approach for the linear susceptibility [2] and Toussaere's calculation of the hyperpolarizability, [3] who both used Gaussian statistics. In our research, we generalize the statistics to stretched exponentials, which are known to better model the interaction between a molecule and a system that is characterized by a distribution of sites such as a host polymer [4] , [5] .
In this treatment of inhomogeneous broadening (IB), each molecule in an ensemble is viewed as having a different transition frequency (energy) ω ng . For the stretched Gaussian, the probability distribution is of the form f ng (δω ng ) = 1 N (γ ng , β) exp − δω ng γ ng 2β (2) where δω ng = ω ng −ω ng ,ω ng is the mean value of the transition frequency, N (γ ng , β) the normalization factor, γ ng the linewidth of the distribution, and β is the distribution of sites parameter. For most systems, β = 0 for an infinitely broad distribution and β = 1 for a single characteristic width. The susceptibility will then be of the form 
Note that N (γ ng , β) [1] depends on β, and will be written as
where
to remain compatible with previous IB representations that use Gaussian statistics [3] , [6] - [8] . In addition, we use the approximations discussed in [1] when evaluating B(β). Note that such stretched Gaussian statistics are also observed in light scattering experiments [8] , [9] . In this paper, we derive the expressions for the most important third-order susceptibilities. The specific results for a Gaussian and stretched exponential are presented and compared with data from a quadratic electroabsorption (third-order susceptibility) experiment to illustrate the usefulness of the theory. All results are summarized in an extensive appendix. 1077-260X/$25.00 © 2008 IEEE II. THIRD-ORDER ENERGY DENOMINATORS Similar to first-and second-order processes [1] , the SOS Lorentzian energy denominators for third-order processes are
and
where S 1,2,3 is the permutation operator that averages over all distinct permutations of ω 1 , ω 2 , and ω 3 , ω σ = ω 1 + ω 2 + ω 3 , Ω lg = ω lg − iΓ lg , and * indicates the complex conjugate. In our notation, D L ln (−ω σ ; ω 1 , ω 2 , ω 3 ) represents interactions that involve only one-photon states, and D L lm n (−ω σ ; ω 1 , ω 2 , ω 3 ) represents interactions that involve both one-and two-photon states.
It is significantly more difficult to calculate the third-order IB theory because of the triple product of Lorentzian terms in the denominator. In order to transform D L ln and/or D L lm n for a specific set of input and output frequencies, the number of excited states must be known prior to performing a partial fraction expansion of each denominator term. For example, if there are two distinct excited states (l and n), it is necessary to perform the following partial fraction expansion:
to eliminate the product of the two Ω lg terms. These type of expansions allow us to write the nonlinear energy denominators in terms of W (1) β (z) [1] or when β = 1 in terms of complex error functions. [10] The first-and second-order generalized IB theory has been derived by Kruhlak and Kuzyk [1] . We begin with the analogous derivation of the fundamental transformation for the third-order denominator so that all third-order processes can be modeled. As an example, consider the convolution of
where C 3 is a general constant that does not depend on the convolution variable (i.e., a product of transition moments).
Using two changes of variables t = (ω ng − ω ng )/γ ng and z = −(ω ng − iΓ ng − ω)/γ ng , we get the following:
as defined in [1] . The integral in (11) looks similar to the complex error function [10] 
when β = 1, except for the denominator. We use integration by parts to reexpress the denominator to first order in (z − t). With T = exp(−t 2 ), integrating by parts twice yields
where certain terms vanish when the argument of the exponential is a relatively large negative value (≈ −10 3 ) at the lower limit. Using (z + t) = (z 2 − t 2 )/(z − t) and +∞ −∞ t exp(−t 2 ) dt = 0 to recast (13) into a more convenient form, we get
For the parameter space of interest, there is negligible error associated with the introduction of an infinite lower limit [1] in the convolution integral. Using the result in (14) and an infinite lower limit, the convolution of the cubic Lorentzian with the Gaussian distribution (with β = 1) can be written as Table I summarizes the third-order fundamental energy denominators for the Lorentzian and IB theories with β ≤ 1 and β = 1, respectively. These in conjunction with those derived in [1] can be used to construct any IB energy denominator for any first-, second-, and/or third-order process.
III. THIRD-ORDER MOLECULAR SUSCEPTIBILITY
As an example of the third-order molecular susceptibility for homogeneous and inhomogeneous models, we use (6), (7) , (26), (28), (30), and (32), for the respective models, in
to calculate the imaginary part of ξ (3) (−ω; ω, 0, 0) for a threelevel system. Fig. 1 shows the imaginary part of the third-order susceptibility for a system with one one-photon and one twophoton excited state for the quadratic electrooptic process. The curves are shown with an arbitrary scale that is self-consistent among the various models to highlight that the curves are general for the specified ratio of transition moments. There is a clear decrease in the magnitude of the third-order susceptibility from the Lorentzian theory to the IB theory, which suggests that IB decreases the effective nonlinearity of the material for this process. This trend continues as the distribution of sites becomes broader. Additionally, the significant reduction in the response near the center wavelength of the two-photon state can be very dramatic when the contributions from the one-and two-photon states are of similar strength. This occurs because they have opposite signs in (16) . Therefore, it is important to use the IB theory for the guest-host system to model this particular region.
IV. COMPARISON OF THEORY TO QUADRATIC ELECTROABSORPTION EXPERIMENTAL RESULTS
We use quadratic electroabsorption spectra to test our models. Details of the experiment and the relationship between (16) and χ (3) (−ω; ω, 0, 0) can be found in the literature [11] . Fig. 2 compares experimental values of the imaginary part of χ (3) for silicon phthalocyanine-methylmethacrylate in polymethylmethacrylate (SiPc/PMMA). The Lorentzian (L) and IB theories Fig. 1 . Imaginary part of ξ (3) (−ω; ω, 0, 0) from the generalized IB theory for a one-photon excited state centered at 660 nm (Γ 1 g = 10 meV and γ 1 g = 40 meV) and a two-photon state centered at 595 nm (Γ 2 g = 40 meV and γ 2 g = 40 meV). Three values of β are compared to the Lorentzian theory (Γ 1 g = 40 meV and Γ 2 g = 40 meV). µ 12 /µ 1 g = 0.4 for all the models. Fig. 2 . Absolute value of the imaginary part of χ (3) from a quadratic electroabsorption experiment on SiPc/PMMA and least-squares fits using Lorentzian and IB(β = 1) theories. The one-photon state at 670 nm is characterized by: IB (Γ 1 g = 6 meV, γ 1 g = 18 meV, µ 1 g = 7.3 D); and L (Γ 1 g = 18 meV, µ 1 g = 8 D). The two-photon state parameters are: IB (ω 2 g = 3.4 eV, Γ 2 g = 44 meV, γ 2 g = 80 meV, µ 12 = 9.7 D); and L (ω 2 g = 3.2 eV, Γ 2 g = 40 meV, µ 12 = 9.9 D) [11] . are plotted for comparison. A log scale is used to highlight the qualitative and quantitative features of the two models. The fit parameters are from the literature [11] . Like the linear absorption fits in [1] , the IB model fits the data better both quantitatively, roughly a factor of 6 smaller relative error, and qualitatively, particularly in the wings of the resonant signal. Neither model fits the data off-resonance because of the quality of the signal. The error bars cannot be plotted on the log scale because the error range includes negative values in the wings.
Nonlinear spectroscopy experiments aim to determine zerofrequency nonlinear susceptibilities by extrapolation, which can lead to large uncertainties depending on the quality of the dispersion models. Indeed, Canfield and Kuzyk [12] , Vigil and Kuzyk [13] , and Kruhlak and Kuzyk [11] have shown that it is often difficult to reconcile the transition moments as determined by independent means. The wing region near resonance and the shape of the resonance peak may play an important role when using fitting to determine transition moments or for extrapolating to off-resonant values of χ (n ) from a dataset with limited spectral range.
Differences between the IB model and the standard Lorentzian model can be used to determine the reliability of zero-frequency susceptibilities and the uncertainty in transition moments. More importantly, precise modeling aimed at understanding the dispersion of the nonlinear optical response will need to take into account all possible broadening mechanisms. Because IB theory takes into account the distribution of sites, it may well be the best way to model systems such as dye-doped polymers.
V. CONCLUSION
In conclusion, we have calculated the inhomogeneously broadened third-order nonlinear optical susceptibilities for a Gaussian and stretched Gaussian distribution of Lorentzians. The results are applied to the quadratic electroabsorption spectrum of SiPc/PMMA, and we find that the Lorentzian fit alone does not fit the data at the wings. However, the IB theory fits the data over a broader wavelength range and shows that the distribution of sites is nearly Gaussian, implying that interactions between the polymer and dopant are small.
Our theoretical approach will impact any spectroscopic studies on a broad range of materials that are inhomogeneously broadened, such as dye-doped polymers-where broadening originates in a distribution of sites; liquids-where collisions and strong interactions cause broadening; and in nanostructured materials-whose built-in graininess leads to local field inhomogeneity.
In addition, an understanding of broadening is important to any material characterization studies that use nonlinear spectroscopy. For example, two-photon absorption spectroscopy is a tool that is used to determine excited state transition moments of molecules. Without taking proper account of broadening, the complex method of analysis [14] may be highly inaccurate, leading to transition moments that are inconsistent with independent measurements using other techniques. As another example, there are new dispersion models for the nonlinear response that apply alternative dipole-free SOS expressions [15] , [16] to determine fundamental limits of the dispersion of the nonlinear response [17] . Such dispersion models of limits are important because they define a scale-invariant method for comparing molecules of differing sizes, independent of the measurement wavelength. Such studies form the foundations of building a basic understanding of the nonlinear optical response, which can be used to make better materials for a wide range of applications. Indeed, the gap between the best molecules and the fundamental limits may be partially explainable by problems with dispersion models [18] .
Finally, accurate dispersion models can be used to better predict the figure of merit of a particular device design, decreasing The energy denominators D for the higher order susceptibilities are complex combinations of W (x) β (z) or W (z). We have developed a more compact notation than previously used [11] . For β ≤ 1, we have added a subscript to β to indicate the excited state involved in the process and a * on the power of W to indicate a complex conjugate of the complex argument Ω. Similarly for β = 1, the subscript on W indicates the excited state and the superscript * on W indicates the complex conjugate of Ω. This allows us to use a simple frequency argument of ±ω that significantly improves the readability of the equations in the extensive appendices that follow. An example of the compact notation is given next:
Since all arguments are all of the form −(Ω * ng ± ω i )/γ ng or −(Ω ng ∓ ω i )/γ ng and all transitions are from/to the ground state (g), this form describes all IB terms in this paper. Table II summarizes the compact notation.
APPENDIX II ENERGY DENOMINATORS FOR SELECTED PROCESSES
A. Third-Harmonic Generation 1) β ≤ 1:
2) β = 1:
B. Quadratic Electrooptic Effect 1) β ≤ 1:
C. Electric-Field-Induced Second-Harmonic Generation 1) β ≤ 1:
(41) D. Kerr Effect 1) Intensity-Dependent Refractive Index: a) β ≤ 1: 
2) Pump Probe: a) β ≤ 1:
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