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Abstract 
In this paper, we focus on the problem of mining the approximate frequent itemsets. To improve the performance, we 
employ a sampling method, in which a heuristic rule is used to dynamically determine the sampling rate. Two parameters 
are introduced to implement the rule. Also, we maintain the data synopsis in an in-memory data structure named SFIHtree 
to speed up the runtime. Our proposed algorithm SFIH can be efficiently performed over this tree. We conducted extensive 
experiments and showed that the mining performance can be improved significantly with a high accuracy when we used 
reasonable parameters. 
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1. Introduction 
In data mining, frequent itemset mining is very important. An itemset is frequent if its support is not less than 
a minimum support specified by users. Traditional frequent itemset mining approaches mainly considered the 
problem of mining transaction databases. In these methods, transactions should be stored in secondary storage so 
that multiple scans over the data can be performed. Also, certain methods try to compact the transactions into the 
memory with different data structure, such as the FP-tree and the vertical bitmap. In [28], Han et.al presented a 
comprehensive survey of frequent itemset mining and discussed research directions. We will introduce the 
detailed in our related works.  
In this paper, we will improve the performance with sampling technique. In this process, a balance between 
the performance and the accuracy will be considered. Generally, when we set a lower sampling rate, the 
performance will be improved, but the accuracy is low; on the other hand, when we set a higher sampling rate, 
the algorithm will be inefficient, but the accuracy will be much high. Thus, we will consider use a novel method 
to improve the performance with a low sampling rate. 
Our contributions are as follows. 1) We present an in-memory data structure to quickly index the itemsets, 
which can speed up the itemset searching and retrieving. 2) We use a heuristic rule to improve the accuracy 
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while using the sampling method. 3) We propose an algorithm to maintain the mining results. 4) We conduct the 
experiments and show the effectiveness of our method. 
The rest of this paper is organized as follows: In Section 2 we present the preliminaries. Section 3 presents the 
data structures, and illustrates our algorithm in detail. Section 4 introduces the related works. Section 5 evaluates 
the performance with theoretical analysis and experimental results. Finally, Section 6 concludes this paper. 
2. Preliminaries 
Given a set of distinct items = {i1,i2,…,in} where || = n denotes the size of , a subset X ك  is called 
an itemset; suppose |X| = k, we call X a k-itemset. A concise expression of itemset X = {x1,x2,…,xm} is 
x1x2…xm. A database D = {T1,T2,…,Tv} is a collection wherein each transaction is a subset of , namely an 
itemset. Each transaction Ti(i =1… v) is related to an id, i.e., the id of Ti is i. The absolute support (AS) of an 
itemset X, also called the weight of X , is the number of transactions which cover X, denoted (X)= {|T ||TęD
ġXكT }; the relative support (RS) of an itemset X is the ratio of AS with respect to |D|, denoted r(X)=(X) . 
Given a relative imum support λ (0 İλİ 1), itemset X is frequent if r(X) ıλ. Table 1 is a simple database.  
Example 1. Given a simple database D as shown in Table 1 and the minimum support λ=0.4, the frequent 
itemsets are {a, b, c, d, e, ab, ac, ad, bc, bd, be, cd, ce, de, abc, abd, acd, bcd, cde, abcd}. 
Table 1. Simple Database 
 
ID Itemsets 
1 a b c d e 
2 a b c d 
b c d 
b e 




3. Sampling Frequnt Itemset Mining Algorithm based on Heuristic Rule(SFIH) 
In this section, we first present the data structure, and then we introduce the algorithm based on our heuristic 
rules. 
3.1. SFIHtree  
How to record the itemsets is very important since it has effect on the runtime and the running memory. In 
this section, we proposed an in-memory data structure name SFIHtree. For each itemset X, we use a tree node nX, 
which is indeed a 2-tuple < item, sup >. item is the last item of X, and it is sorted by the support order under the a 
parent node; sup is the support of X. In our data structure, we can see that if node nX is the parent of node nY , 
then itemset Y is the superset of itemset X; also, all the nodes denote the frequent itemsets, and the infrequent 
nodes are deleted. Note in our data structure, the data can be mined incrementally. We show the SFIHtree of the 
database in Table 1 in Figure 1.  
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
Fig. 1 SFIHtree for λ =3 
Algorithm 1 SFIH Function 
Input (nX: node of SFIH; D: Transaction Database; λ: minimum support; ∂: minimum convergence; ∆: 
minimum loop count;) 
Output (nX: node collection of SFIH;) 
for each nX ‘s right silbing node nY do 
 generate itemset XĤY; 
 Λ(XĤY) = GetSupport(XĤY, ∂, ∆); 
 if λ <= Λ(XĤY) then 
  set n XĤY as nX’s child node; 
for each new generated node n XĤY do 
 SFIH(n XĤY, D, λ, ∂, ∆); 
 
Algorithm 2 GetSupport Function 
Input (X: an itemset; D: Transaction Database; ∂: minimum convergence; ∆: minimum loop count;) 
Output (Λ(X): the support of X;) 
count = 0; 
for each sampled transaction T do 
 Λ’(X) =Λ(X) 
 compute the support Λ(X); 
 if abs(Λ(X)- Λ’(X))/ Λ(X) < ∂ then 
  count = count + 1; 
  if count >= ∆ then 
   break; 
3.2. Sampling the Databases 
We get the transactions with a sampling technique. The traditional method is to obtain the samples with a 
fixed sampling rate. Even though this method can lead a linear reduction of the runtime cost when we decrease 
the sampling rate, the mining accuracy is also reduced. Consequently, we use a dynamical sampling rate to 
compute the support.  
Assumption 1. When computing the support, the support will convergent when the transactions are enough.  
Two parameters are introduced. A minimum convergence is used to determine when the support is 
convergent, and a minimum loop count is used to show the stability of this convergence. With such a mechanism, 
we can run the mining algorithm with a higher speed. Note that when we take the samples, different parameters 
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may result in a various sampling rate, and also impact the running cost, which will be evaluated in our 
experiments.  
3.3. Algorithm Description  
We present a breath-first algorithm to perform the mining. Algorithm 1 shows the details. As can be seen, we 
first generate a root node, and then we create the children nodes of the root, which represent the distinct items. 
Furthermore, we generate XĤY for itemset X with its sibling itemset Y, and we compute the support, if the 
support is larger than the minimum support, we will generate a child node nXĤY for nX . After all the children 
nodes are generated, we will recursively call the SFIH algorithm for the children nodes. In this algorithm, we 
compute the support as shown in Algorithm 2. Using Λ(X) to denote the current support, and using Λ’(X) to 
denote the support last computed, then we can get the convergence rate with (Λ(X)-Λ’(X))/Λ(X), once it is 
lower than the minimum convergence ∂, we call the support is converging, and we increase the loop count by 1. 
If the loop count is larger than the minimum loop count ∆, we think the support is stable, and the computing can 
be terminated. 
4. Experiments 
We issued the extensive experiments to evaluate the performance of SFIH algorithm. Since the sampling rate 
may change w.r.t. our two parameters, we will use them as the major elements to conduct the evaluations, as 
well the minimum support.  
Running Environment and Datasets All the algorithms were implemented with Python 2.7, compiled with 
Wingide running on Microsoft Windows 7 and performed on a PC with a 3.60GHZ Intel Core i7-4790M 
processor and 12GB main memory. We employed 1 real-world dataset and 1 synthetic dataset to generate the 
samples. The Retail dataset contained the sale transactions from a super market, and the T40I10D100K dataset is 
generated by the IBM data generator, which contained 100K transactions. The detailed data characteristics are 
shown in Table 2.  
Table 2. Dataset Characteristics 
DataSet Trans Count Items Count 
Retail 88162 16470 
T40I10D100K 100000 1000 
 
4.1. Effect of Minimum Convergence 
We then evaluate the performance and the accuracy of our algorithm on different minimum convergence. As 
shown in Figure 2, we find that when the minimum convergence changed, the runtime cost will change, but not 
regularly. Furthermore, in Figure 3, the memory cost is still stable. Comparing the accuracy in Figure 4, we find 
that a lower parameter will result in a high precision and a high recall. 
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Fig. 2. (a) Runtime Cost for λ=0.01, ∆=3                                                  Fig. 2. (b) Runtime Cost for λ=0.1, ∆=3 
 
Fig. 3. (a) Memory Cost for λ=0.01, ∆=3                                                Fig. 3. (b) Memory Cost for λ=0.1, ∆=3 
 
Fig. 4. (a) Accuracy for λ=0.01, ∆=3                                                    Fig. 4. (b) Accuracy for λ=0.1, ∆=3 
4.2. Effect of Minimum Loop Count 
We then evaluate the performance and the accuracy of our algorithm on different minimum loop count. We 
can see from Figure 5, to our surprise, when the minimum convergence is low, the minimum count has almost no 
329 Haifeng Li et al. /  Procedia Computer Science  91 ( 2016 )  324 – 333 
impact over the runtime, as well over the memory cost shown in Figure 6, and also over the precision and recall 
in Figure 7. 
 

Fig. 5. (a) Runtime Cost for λ=0.01, ∂= 0.001                       Fig. 5. (b) Runtime Cost for λ=0.1, ∂= 0.001 

Fig. 6. (a) Memory Cost for λ=0.01, ∂= 0.001                         Fig. 6. (b) Memory Cost for λ=0.1, ∂= 0.001 

Fig. 7. (a) Accuracy for λ=0.1, ∂= 0.001                           Fig. 7. (b) Accuracy for λ=0.01, ∂= 0.001       
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To sum up our experimental results, we can conclude that when the minimum convergence is low, the mining 
results will be high accurate with a significantly improved performance.  
5. Related Works 
5.1. Breadth-First Mining Algorithms 
The AIS algorithm in [3] is the first one proposed based on data reading, which will scan the dataset for 
multiple times, and then generate the candidates of incremental size. [4] replaced the transactions with candidate 
itemsets, and proposed Apriori algorithm. Then [18] presented the DHP method, which employed the hash 
method to prune the candidates, and thus reduce the count of itemsets. [19] used a method DIC to split the 
database and thus reduce the scanning count. [20] used the sampling method to improve the performance. All 
these algorithms can efficiently reduce the candidates based on the Apriori feature of the itemset, but on the 
other hand, the size of the  candidates are still huge, which, if we want to repeatedly scan the database, will much 
reduce the performance.  
5.2. Frequent Pattern Growth based Agorithms 
[11] discussed how to build a disc-based data structure to efficiently maintain the candidates, and then give 
two algorithms based on the minimum support restraint and itemset restraint. [10] employed a TreeProjection 
method, and build the support matrix among the items as soon as recording the candidates, which can restraint 
the support counting into a smaller range, and then build a lexigraphical order tree to supply a flexible strategy. 
Nevertheless, the matrix will turn larger when the database has massive transactions, and also, if the transaction 
size is large, the project will be repeated. [5] focused on these problems, tried to use a novel data structure FP-
tree to compress the database, which combined the advantages of data vertical representation and data horizontal 
representation. As a result, the FP-Growth algorithm was proposed to avoid generating huge candidates, and 
reduced the memory usage by divide-and-conquer. This algorithm is actually a write based one, and it will not 
repeatedly read the database by generating the projections of the itemsets. [8] used COFI-treeˈ which employed 
the double direction point, and as well, build the tree for each frequent item. A non-recursive approach was 
proposed, in which a local pruning was used to reduce the search space. [2] tried to select two various data 
structure to projection transaction subitemset, and used a heuristic rule to mine the frequent itemsets. In this 
algorithm, a virtual projection based on the tree and non-filtered projections based on the array were employed to 
imporove the performance. Also, a hybrid method was used to perform the itemset retrieve. In [6], the authors 
argued that the FP-Growth algorithm spend too much time in retrieving the tree, and thus proposed another array 
to record the weight between the items, and save the search time.  
5.3. Vertical Data based Methods 
[21] first proposed a depth-first algorithm Eclat based on the vertical format of databases, then [15] improved 
the idea with a diffset concept, which can record the idlist of transactions that are not covered by their parents, 
and thus save the memory cost. [16] compressed the idlist in to continuous id and then built the prefix tree with 
the intersection of the idlist. [17] extended the frequent itemset mining algorithm to association rule mining 
algorithm with prefix-based method and the maximal-clique method. 
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5.4. Incremental Mining Algorithms  
[12] is the first article propose the incremental mining algorithm, which focused on the problem of 
dynamically maintain the increased transactions. To share the information, it stored the existing frequent 
itemsets, but on the worst case, the algorithm cannot reduce the scanning count of the databases. [13] proposed 
FUP2 to solve this problem. [14] then proposed the ULI algorithm, which employed the negative border to 
record all infrequent itemsets with the maximal support for determining whether scan the databases. In ULI, the 
original databases will be scanned only once, but the increased datasets will be scanned for many times. 
5.5. Error-Tolerance Mining Method 
This type algorithms considered to release the association rules and supply a more flexible evaluation; thus, 
one can tolerant the error and eliminate the noises. [1] converted the itemset databases to the binary databases, 
which can extend the frequent itemset mining. It also defined the density of an itemset and discussed the robust 
of this definition. [22] defined the fault-tolerance itemset (FTI), and converted the itemset mining to the cluster 
mining, which can generate a stable mining model. [9] extended the conception of fault-tolerance itemset, and 
proposed the approximate frequent itemset (AFI). With the giving constraint parameter, the AFI can be 
transformed to FTI, with such a method; AFI need not abide the apriori charateristics, and thus cannot use the 
minimum support to prune the itemsets.  
5.6. Constraint based Methods 
If one regards the data mining as data query, then the predicate in the query can be seem as the constraint 
conditions. Generally, frequent itemset mining is a itemset query method that given a minimum support. [23] 
focused on combining other constraint conditions with the frequent itemset mining. By given the bool expression, 
users can be allowed to get their interested sub-frequent itemsets. [24] conduct an optimization when the bool 
expression has two variables. [25] focused on supply rules over large databases.  
5.7. Parallel Frequent Itemset Mining Algorithm 
[26] proposed a parallel FP-Growth algorithm, which split the FP-tree into several independent parts, and 
process each of them with multiple threads, which can not only reduce the locked cost, but also address the load 
balance problem. Nevertheless, it did not consider the cache-hit problem. As a result, it is inefficient when 
running over multi-core CPU. To address this problem, [27] reschedule the FP-tree node in memory with a 
depth-first strategy, i.e., the CC-tree, which can perform a bottom-up retrieve.  
6. Conclusions 
In this paper we studied the algorithm for mining frequent itemsets over a database with sampling method, in 
which, a heuristic rule was proposed for generating a dynamically changed sampling rate, and thus guarantee 
that the mining performance can be improved with a high accuracy. An effective in-memory data structure, the 
SIFHtree, was used to record all the frequent itemsets. We proposed an algorithm SIFH to maintain the data 
synopsis in SIFHtree. Our extensive experiments showed that our sampling method can achieve hundreds-fold 
speed up with a high accuracy.  
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