An optical microvascular skin model, valid at 780 nm, was developed. The model consisted of six layers with individual optical properties and variable thicknesses and blood concentrations at three different blood flow velocities. Monte Carlo simulations were used to evaluate the impact of various model parameters on the traditional laser Doppler flowmetry ͑LDF͒ measures. A set of reference Doppler power spectra was generated by simulating 7000 configurations, varying the thickness and blood concentrations. Simulated spectra, at two different source detector separations, were compared with in vivo recorded spectra, using a nonlinear search algorithm for minimizing the deviation between simulated and measured spectra. The model was validated by inspecting the thickness and blood concentrations that generated the best fit. These four parameters followed a priori expectations for the measurement situations, and the simulated spectra agreed well with the measured spectra for both detector separations. Average estimated dermal blood concentration was 0.08% at rest and 0.63% during heat provocation ͑44°C͒ on the volar side of the forearm and 1.2% at rest on the finger pulp. The model is crucial for developing a technique for velocity-resolved absolute LDF measurements with known sampling volume and can also be useful for other bio-optical modalities.
Introduction
Laser Doppler flowmetry ͑LDF͒ is an established technology that is used to quantify temporal or spatial variations in microcirculatory blood perfusion. The technique is based on the frequency change, or Doppler shift, that occurs when light is scattered by a moving object. In human tissue, the amount and magnitude of the quasi-elastic light scattering events that take place depend on the concentration and velocity of red blood cells ͑RBCs͒. However, as a result of the optical turbidity and random direction of the blood vessels, a distribution of Doppler frequencies can be expected, even if the tissue is perfused only by a single blood flow velocity. The relationship between the distribution of Doppler frequencies and flow velocity is further complicated by multiple Doppler shifts, homodyne detection, and the complex interaction between propagating photons and static scatterers and absorbers ͑sampling vol-ume͒. In classical LDF setups, these issues are overlooked while a single perfusion value is calculated from the detected distribution of Doppler frequencies. Consequently, this perfusion measure only reflects relative variations in the average blood concentration and flow velocity with no information on the sampling volume or depth, and intra-and interindividual comparisons are troublesome. By introducing an optical model for photon transport simulations, using tissue-relevant properties, these obstacles could be addressed, opening up new possibilities for velocity-resolved absolute LDF measurements with known sampling volumes.
The human skin is a highly heterogeneous tissue that consists of different layers and microvascular blood vessels, making it difficult to model accurately. Optical models that include many of these structures have previously been presented by Meglinski and Matcher 1 and Tuchin. 2 However, these models are inadequate for modeling Doppler spectra, as they lack information on the RBC concentration 2 and/or velocity. 1 The validation with diffuse reflectance spectroscopy of the former model is questionable due to the assumption of a wavelength-independent scattering coefficient and extremely high water absorption, 1 whereas, the latter is not validated at all using in vivo measurement. 2 The aim of this study is to present a skin model with geometrical and optical properties ͑at 780 nm͒ from the current literature, based on the models mentioned above. 1, 2 Emphasis is put on the different blood layers and the distribution of RBCs moving with three representative velocities ͑0.3, 3.0, and 30 mm/ s͒ within the layers. The skin model includes four varying parameters: a general skin layer thicknessscaling factor and the three concentrations of blood of different flow velocities. The model is validated by recording Doppler power spectra from a probe-based LDF system with two source-detector fiber separations ͑0.25 and 1.2 mm͒. Baseline measurements are carried out on forearm and finger pulp skin and heat provocations on forearm skin. Measured Doppler power spectra are compared to Monte Carlo simulated spectra. The skin model is considered valid ͑1͒ if there exists a set of parameters that yields simulated spectra for the two fiber distances that agree with measured spectra, and ͑2͒ if the parameters agree with a priori expectations during the baseline measurements ͑higher concentration of blood and thicker skin in the finger pulp͒ and the heat provocation ͑increased blood concentration especially for high velocities͒.
Materials and Methods

Skin Model
The proposed model, valid at 780 nm, is divided into six semi-infinite flat layers approximating the anatomical structure of the skin, 3 similar to the models developed by Meglinski and Matcher 1 and Tuchin. 2 The various layers-epidermis, papillary dermis, superior blood net, reticular dermis, inferior blood net, and subcutis-differ in optical properties, thickness, and blood concentration at three different flow velocities.
Optical properties
The top layer, epidermis, contains no blood but is highly absorbent due to melanin. According to Jacques, 4 the absorption coefficient a ͑mm −1 ͒ of melanin can be approximated to a mel ͑͒ = 6.6 ϫ −10/3 ϫ 10 10 , ͑1͒
where is the wavelength ͑nm͒. For 780 nm, this yields an absorption coefficient of 15 mm −1 . Apart from the melanin, the epidermis, as well as the other skin layers, has a generic absorption coefficient caused by other components in the skin. 4 This generic absorption is approximated to 0.1 mm −1 at 780 nm, based on Salomatina et al.; 5 a value that is well in line with most of the values presented by Mobley and Vo-Dinh. 6 The total absorption coefficient of the epidermis is calculated as the sum of the generic absorption coefficient and the melanin absorption coefficient weighted by its concentration, set to 2% for fair Caucasian skin. All tissues contain a large fraction of water, which also absorbs light. However, the water absorption is not a part of this model because its absorption coefficient 7 is only about 0.002 mm −1 at 780 nm, which is well below the generic absorption coefficient of 0.1 mm −1 .
The skin contains scattering structures, especially large collagen fibers scattering in the Mie regime, and small cell structures scattering in the Rayleigh regime. 4 The reduced scattering coefficient s Ј ͑mm −1 ͒ for epidermis, dermis, and subcutis has been measured by Salomatina et al. over a wide wavelength range. 5 At 780 nm, the results were 3.5 mm −1 for epidermis and 2.0 mm −1 for dermis and subcutis. Assuming an anisotropy factor g of 0.85, 1, 2, 8 this results in a scattering coefficient s of 23 mm −1 for epidermis and 13 mm −1 for dermis and subcutis, which is well in line with Jacques 4 and Graaff et al., 9 and most of the values presented by Mobley and Vo-Dinh. 6 The refractive index n of all skin layers, as well as for blood, is set to 1.40 in the model. This is done to avoid Table 1 Optical properties of melaninless and bloodless skin, blood, and melanin at 780 nm. Dermis reaches from the papillary dermis to the deep blood net. Note that the refractive index n is set to 1.40 to avoid Fresnel reflections at the distinct borders between the layers. Fresnel reflections in the anatomically incorrect perfectly parallel borders between the layers. The optical properties of whole blood ͑42% hematocrit͒ are essential to the dynamic scattering that produces Doppler shifts in the skin model. The anisotropy factor of heparinized whole blood was estimated using a technique previously described by Kienle et al., 10 using a 1.6-mm diameter polythene tube placed 1.7 mm below the surface of a piece of white polyacetal plastic, Delrin. The least-squares fit between the median Doppler power spectrum of the measurements and a Monte Carlo simulation of the same setup, was achieved for a Gegenbauer kernel phase function with ␣ Gk = 1.0 and g Gk = 0.948, giving an anisotropy factor of 0.991 ͓Fig. 1͑a͔͒. This agrees well with values reported by Roggan et al. 11 and Enejder et al. 12 Furthermore, the value is not far from Mie calculations of spheres with a size distribution according to Hammer et al. 13 and refractive index of 1.40 and 1.34 for the red blood cells and blood plasma, respectively ͓Fig. 1͑b͔͒. The Mie calculations yield an anisotropy factor of 0.993.
The Mie calculations above also give a reduced scattering coefficient for whole blood of 2.0 mm −1 , which is in good agreement with other sources. 11, 12, [14] [15] [16] Together with the anisotropy factor of 0.991, this yields a scattering coefficient of 222 mm −1 . To complete the picture of the optical properties of whole blood at 780 nm, the absorption coefficient for highly oxygenated blood is approximated to 0.50 mm −1 . 11, 12, 14, 15, 17 This value is rather independent of the level of oxygenation of the blood because the chosen wavelength is close to the 800-nm isosbestic point of oxygenated and deoxygenated hemoglobin. 18 A summary of the optical properties of the various skin layers, blood, and melanin is shown in Table 1 .
Blood flow and layer thickness
The blood flow velocity ͑mm/s͒ varies depending on the vessel type. On average, the flow velocity is inversely proportional to its total cross-sectional area. Thus, although the cross-sectional area of each capillary is small, the total crosssectional area of all capillaries is larger than for any other type of vessel, and, consequently, their average flow velocity is the lowest. The total cross-sectional area for various types of vessels and their approximate average flow velocity are summarized in Table 2 . The values originate from Guyton 19 and the mean capillary velocity agrees with Stücker et al. 20 Blood concentrations for three different flow velocities, or velocity components, are defined in the skin model: 0.3, 3.0, and 30 mm/ s. In the standard configuration, the overall skin concentration of blood of the low velocity component is 10 times the concentration of the middle velocity component, which in turn is 10 times the concentration of the highest velocity component. This concentration distribution generates equal perfusions ͑concentrationϫ velocity͒ for all three velocity components, which is a reasonable first assumption. The low velocity component is assumed to primarily consist of capillary flow, and this is the only velocity component in the papillary dermis layer, a layer which is known to only contain capillaries. 3 The middle velocity component is assumed to foremost consist of flow in venules, small veins, and small arterioles, whereas the high velocity component is assumed to mainly consist of large arterioles, veins, and arteries. The inferior blood net layer is a blood net at the border between the dermis and subcutis that contains many large vessels. Therefore, the concentration of the high velocity component is relatively high in this layer. The blood concentrations 4, 21 of each layer in the standard configuration are shown together with the melanin content 4,21 and the thickness 1-5,21-23 of each layer in Table 3 . 
Monte Carlo Simulations
Various configurations of the skin model described in Sec. 2.1 were simulated using an in-house developed Monte Carlo software. The software is based on Prahl et al. 24 and validated to Wang et al., 25 with an extended functionality for simulating Doppler shifts. 26 The source and detector in the simulations were configured to mimic the probe described in Sec. 2.3, making use of the rotational symmetry. 27 In the layers containing blood, it was decided at each scattering occasion if the photon was to be scattered by the static matrix or by a RBC, thus causing a Doppler shift. The decision was based on the concentration of blood, the scattering coefficient of the blood and the static matrix, respectively. The Doppler shift f D of each RBC scattering event was calculated according to
where v is the velocity vector of the moving RBC, and q is the scattering vector defined as q = k i − k s , where k i and k s are the circular wave number vectors for the incident and scattered photons, respectively. Furthermore, is the wavelength, ␣ is the angle between v and the plane of scattering, is the angle between q and v, and is the scattering angle dependent on the anisotropy factor g. 28 Three different blood flow components, with an average flow velocity of 0.3, 3.0, and 30 mm/ s, respectively, were defined for each layer. The actual component responsible for producing the Doppler shift was randomly chosen among these components, based on the relative amount present of each of them. The actual velocity v was then randomly chosen from a rectangular distribution between 0 and twice the mean velocity of the scattering blood component, mimicking a parabolic flow profile. A random blood flow direction was assumed. The optical Doppler spectrum, I͑f͒, for the two sourcedetector separations, was calculated as the distribution of accumulated frequency shifts for the detected photons. The Doppler power spectrum P͑f͒ was calculated as the autocorrelation of the optical Doppler spectrum 28
As a Doppler power spectrum has the approximate shape af −b ͑b Ͼ 0͒, the power at high frequencies is generally a couple of decades lower than the power at low frequencies. Therefore, a variance reduction method, 29 especially suited for higher Doppler frequencies, was developed. When the first Doppler scattering occasion of a photon was registered, the photon was split into 50 new photons, each having 1 / 50 of the weight of the original photon. Each of these new photons was then scattered in random directions causing different Doppler shifts. At successive Doppler scattering occasions, a photon was split again in two new photons if the total frequency shift of the photon exceeded n ϫ 10/ 6 kHz ͑n =1,2, ... ,6͒. Thus, each photon was split into 50 new photons at the first Doppler scattering occasion, then into two new photons when the total shift exceeded 1.67 kHz, then into two new when it exceeded 3.33 kHz, and so on up to 10 kHz. One photon could thus be split into at most 50ϫ 2 6 = 3200 photons. This technique drastically decreased the variance, especially for high frequencies, diminishing the need for simulating many photons.
In the main simulation setup of the presented skin model, four different parameters were altered: the thickness and the three blood concentrations corresponding to the blood velocity components at 0.3, 3.0, and 30 mm/ s. All layers were altered equally with factors relative to the standard configuration in Table 3 . The alterations were made by multiplying the thickness or blood concentrations with powers of 2, so-called dyadic factors. The thickness was altered in 5 steps ͑2 −2 ,2 −1 , ... ,2 2 ͒, the low and middle velocity components in 10 steps ͑2 −3 ,2 −2 , ... ,2 6 ͒, and the high velocity component in 14 steps ͑2 −3 ,2 −2 , ... ,2 10 ͒. All possible combinations ͑5 ϫ 10ϫ 10ϫ 14= 7000͒ were simulated. In addition, a number of configurations were simulated to examine the impact of some of the other parameters on the Doppler power spectrum. These other parameters were the melanin concentration in epidermis; the scattering coefficient of the epidermis, dermis, and subcutis; the absorption coefficient in dermis and subcutis; the scattering and absorption coefficients and the anisotropy factor of blood; and the distance between the probe and the skin surface. The simulations were halted when 200 000 Doppler shifted photons were detected, if nothing else is given.
Measurement System
All measurements were performed with a modified Periflux 5000 system ͑Perimed AB, Järfälla, Sweden͒ using a 780-nm laser diode. The system was connected to a custom-made probe ͑manufactured by Perimed AB, Fig. 2͒ , consisting of 1 light emitting fiber and 12 light collecting fibers at two different distances from the emitting fiber. One light collecting fiber was placed 0.25 mm from the emitting fiber, and another 11 fibers were placed in a circle at a distance of 1.2Ϯ 0.1 mm from the emitting fiber ͑center-to-center distance, determined from a macro photograph͒. All fibers were made of silica with a core diameter of 0.125 mm and numerical aperture of 0.37. The fiber at 0.25 mm and the fibers at 1.2 mm were connected to two separate light detectors for separate signal processing of the two source-detector separations. The system was modified by Perimed AB to give two additional output signals for each separation ͑except the standard perfusion signal and the temperature͒; one ac signal varying with the light intensity of the speckle pattern formed on the detector, and one dc signal giving the total light intensity without the rapid intensity variations of the speckle pattern. The ac signal was bandpass filtered between 8 Hz and 20 kHz, and the dc signal was low-pass filtered with a cutoff frequency of 32 Hz. Both signals were sampled at 50 kHz using a 12-bit analog to digital converter ͑DAQpad-6070E, National Instruments Corporation, Austin, Texas͒. The data were processed, using MATLAB 7.4 ͑Mathworks Inc., Natick, Massachusetts͒, resulting in two separate time-resolved sets of Doppler power spectra ͑Hz −1 ͒, one for each separation. Each of these spectra was normalized with its corresponding dc 2 -value, divided into 5-s long intervals, and averaged in each interval. A detailed description of this digital signal processing is given elsewhere by Larsson and Strömberg. 30 The resulting Doppler power spectra were normalized with the total energy for frequency f Ͼ 0 of the dc 2 -normalized Doppler power spectra from a calibration measurement in motility standard ͑Perimed AB͒, where, due to Brownian motion, all detected photons are assumed to be Doppler shifted. Before this normalization, the Doppler power spectrum from the calibration measurement was modified to compensate for the bandpass filter and other corrupting effects. This was done by a linear extrapolation of the logarithmic spectrum down to 0 Hz, based on the 100-to 500-Hz frequency content, and up to 40 kHz, based on the 14-to 16-kHz frequency content. After this normalization, where an energy of 1.0 indicates that all photons have been Doppler shifted, the absolute levels of the Doppler power spectra from the measurements could be compared to simulations.
Validation Measurements
To validate the proposed skin model, measurements on 10 healthy persons, 5 male and 5 female, 25 to 40 ͑median 29͒ years old, fair Caucasian skin, were carried out. The study protocol was approved by the local ethical committee ͑Dnr 15-04͒. The test subjects were acclimatized in a room, holding a temperature of 24°C to 26°C, for 15 min prior to the measurements. Two types of measurements were performed: baseline measurements and heat provocation measurements. The baseline measurements were performed using fixated probe holders positioned on two different skin sites: one located on the middle of the volar side of the forearm, avoiding visible vessels, and one on the index finger pulp. The baseline measurements lasted for 30 s and were repeated three times for each location, switching position between the two probe holders between each measurement.
The PF 08-1 probe holder ͑Perimed AB͒ was used to hold the probe in a position perpendicular to the skin surface ͑Fig. 2͒ on the finger measurements; whereas, the PF 450 thermostatic probe holder ͑Perimed AB͒ was used for the forearm measurements. The probe holders and the probe were constructed to position the probe tip in level with the bottom of the probe holder, thus not generating any local pressure on the skin at the probe tip. Adhesive tape was used to attach the probe holders to the skin. The thermostatic probe holder was also used to accomplish the heat provocation. After 1 min, the probe holder was heated to 38°C and after an additional 5 min, the probe holder was heated to 44°C. The total measurement time was 15 min, using the same position on the forearm skin site as described above. All measurements were performed for both arms.
Data Analysis
In traditional LDF, the concentration of moving RBCs ͑CMBC͒ and the tissue blood perfusion ͑perf ϳ CMBC ϫ average velocity͒ are estimated from the dc 2 -normalized Doppler power spectrum P͑f͒ as
͑5͒
Both measures, and especially the CMBC, are highly nonlinear in relation to the actual concentration of moving RBCs; whereas, perf scales linearly to the average velocity. 28 In the data analysis of this study, the CMBC was calculated for f Ͼ 30 Hz, avoiding the low-frequency region where large stochastic fluctuations can appear. However, it should be noted that a very large fraction of the energy of the Doppler power spectra is normally located in this region, often as much as 50%.
The reason that the traditional perf measure scales nonlinearly to the concentration is that multiple shifted photons have a total frequency shift that is less than the sum of the absolute values of all shifts, because the shifts have random signs. Thus, simulating a model where the absolute value of successive Doppler shifts is accumulated, generates a perf of that simulation that is truly linear to the number of Doppler shifts, which in turn is assumed to be linear to the blood concentration. The linear perf in Sec. 3.1 is approximated this way, by drawing a line through the points ͑0, 0͒ and the linear perf of the model with blood concentration factors of 2 −3 . In that simulation, 600 000 Doppler shifted photons were detected.
The 7000 simulated variations of the skin model constituted a four-dimensional grid of pairs of spectra ͑short and long fiber separation, respectively͒. The least-squares fit between the validation measurements and simulations was iteratively searched for in this grid using the Levenberg-Marquardt algorithm, employing four-dimensional cubic interpolation to approximate the simulated spectra for the intermediate points in the grid. The chi-squared error used in the Levenberg-Marquardt algorithm was calculated as
where ͓…͔ denotes the rounding to closest integer. The indexes of j are denser for low frequencies than for high, making the chi-squared error more sensitive at low frequencies. This is done because the low velocity component affects a much narrower frequency interval than the middle velocity component, which in turn affects a much narrower frequency interval than the high velocity component. In this way, each velocity component affects the chi-squared error equally. It should be noted that the averaging operations in Eq. ͑6͒ effectively prevent the chi-squared error from being influenced by noise. Furthermore, the root-mean-square ͑RMS͒ error can easily be calculated from chi-squared error as
͑8͒
For each measurement, the optimization algorithm resulted in one thickness factor and three blood concentration factors, common for all layers. These factors were multiplied with the thickness and blood concentrations of the standard configuration to give an estimated thickness ͑mm͒, and three blood concentrations ͑vol. % blood͒. The thickness measure encompasses the estimated total thickness for the epidermis and the dermal layers, that is, epidermis to inferior blood net. The blood concentrations presented are the volume fraction of blood in the dermal layers, that is, papillary dermis to inferior blood net. 
Results
Model Parameter Influence
The influence of various parameters of the skin model on the traditional LDF measures, CMBC and perf, was studied ͓Table 4͔. When only the melanin concentration in the epidermis was changed in the standard configuration, the CMBC and perf measures were not affected ͓Fig. 3͑a͔͒. The same holds true for any blood concentration and also for thinner skin, but as for thicker skin, the measures decreased drastically with melanin concentration for the short separation, whereas the measures increased with the melanin concentration for the long separation. The short fiber separation was more sensitive to changes in the skin thickness ͑all layers͒, as can be seen in Fig. 3͑b͒ . It should be noted that the two thinnest configurations yield almost identical results. This was observed for all blood concentrations. Figure 3͑c͒ shows the effect on perf when all blood velocity components are changed equally. It can be seen that both measures are highly nonlinear as the concentration increases. The underestimation of perf relative to the linear approximation, for the highest concentration ͑2 6 ͒, is 72% and 80% for the short and long fiber separations, respectively. The corresponding numbers for the standard blood concentration ͑2 0 ͒ are 12% and 27%. The underestimation is even higher for CMBC as this measure cannot exceed 1.0. It can also be noted that the long fiber separation displays a greater nonlin-earity than the short separation, due to a higher degree of multiple Doppler shifts.
Besides the melanin content, the thickness, and the blood concentration, parameters that are expected to differ considerably intra-and interindividually, variations between measurements in the position of the probe relative to the skin surface might occur. It was therefore investigated how the Doppler power spectra were affected by the distance between the tip of the probe and the skin surface. The skin model was slightly modified for this task to mimic the specular reflectance caused by the rough surface of the skin ͑not detected in the normal case when the probe tip is in contact with the skin͒. This was done by adding a thin ͑0.002 mm͒ highly scattering ͑ s = 250 mm −1 , g =0͒ layer on top of the skin. Figure 4͑a͒ shows the difference in the simulated Doppler power spectra when the probe was located directly on the skin surface and when it was located 0.2 mm above the surface. It should be noted that this effect for the elevated probe is not present without the extra layer, whereas that layer has no effect when the probe is located directly on the surface of the skin. Figure  4͑b͒ shows the same effect as in Fig. 4͑a͒ , but this time from a measurement on the forearm, where the solid spectra originate from measurements where the probe was in contact with the skin, and the dashed spectra originate from measurements where the probe was positioned roughly 0.2 mm above the skin surface. For the short fiber separation, perf decreased from 167 to 90 in the simulation and from 248 to 150 in the measurement, when the probe was positioned 0.2 mm above the surface relative to when the probe was located directly on the skin surface. Elevating the probe in this way has the same effect as increasing the thickness of the epidermis only, which can be seen in Fig. 4͑c͒ .
It was also investigated how other parameters, expected to be constant in most measurement situations, affect the perf and CMBC measurements for the two fiber separations. This is summarized in Table 4 , together with the parameters presented above. Fig. 4 ͑a͒ Simulated Doppler power spectra when the probe was positioned 0.2 mm above the skin surface ͑dashed lines͒, on the skin surface ͑solid lines͒, and on the skin surface without the extra roughness imitating layer ͑dotted lines͒. ͑b͒ As ͑a͒ but measured on the forearm. ͑c͒ Doppler power spectra from thin epidermis ͑2 −1 ϫ normal thickness, solid lines͒ and thick epidermis ͑2 1 ϫ normal thickness, dashed lines͒. The top lines originate from the long fiber separation and the lower lines from the short fiber separation in all panels.
Fig. 5
Simulated ͑solid lines͒ and cubic interpolated ͑dashed lines͒ spectra for the short fiber separation ͑lower line pairs͒ and long fiber separation ͑top line pairs͒. The simulated parameters were a factor of 2 −0.5 ͑a͒ and 2 1.5 ͑b͒ of the standard thickness and velocity components, and the spectra were also interpolated for these points.
Interpolated Spectra
Two simulations were carried out to study the magnitude of the error introduced by the cubic interpolation. The simulation parameters were the standard configuration times a factor of 2 −0.5 for the first configuration and 2 1.5 for the second, and 1 000 000 Doppler shifted photons were detected. The spectra from these simulations are shown together with the cubic interpolated spectra for these points in Fig. 5 . Letting the algorithm find the parameters used in the simulations resulted in the factors ͓2 −0.50 ,2 −0.55 ,2 −0.50 ,2 −0.41 ͔ for the first simulation, and ͓2 1.49 ,2 1.47 ,2 1.55 ,2 1.66 ͔ for the second simulation. Using linear interpolation instead, the resulting factors were ͓2 −0.42 ,2 −0.55 ,2 −0.54 ,2 −0.47 ͔ and ͓2 1.71 ,2 1.95 ,2 1.62 ,2 1.82 ͔. The factors correspond to the thickness and the three velocity components, 0.3, 3.0, and 30 mm/ s, respectively.
Baseline Measurements
The mean estimated thickness ͑epidermis to inferior blood net͒, blood concentrations for the three velocity components in dermis ͑papillary dermis to inferior blood net͒, and RMS errors for the 30-s long baseline measurements are summarized in Table 5 . The standard deviations shown in that table are calculated as the standard deviation of the mean thickness and blood concentrations of the three measurements on the same site, for all 20 measurement sites for forearm and finger, respectively. For the thickness, the coefficient of variation ͑standard deviation/mean͒ between these three measurements was also calculated, and the mean of these variation coeffi-cients was 35% for the forearm and 15% for the finger. This gives an indication of the reproducibility of the measurements. The mean estimated thickness for the forearm and finger for both arms and all test persons can be seen in Fig. 6 . Figure 7 shows examples of the measured and fitted spectra for the two fiber separations for the forearm and finger, having parameters of ͓0.51 mm, 0.058% 0.043% 0.0020%͔ and ͓3.2 mm 0.13% 1.3% 0.26%͔ for the forearm and finger, respectively. The spectra having RMS errors closest to the mean errors for forearm and finger are shown.
Heat Provocations
The examples shown in this section are representative, because they were chosen as the measurements with the smallest ͑0.11͒, closest-to-mean ͑0.17͒, and largest ͑0.22͒ average RMS errors. Figures 8͑a͒ and 8͑b͒ show the CMBC and perf from the measurement and the best-fit skin models over the whole 15-min measurement. Figure 8͑c͒ shows the RMS error between the measurements and the best-fit models, and Figure 8͑d͒ shows the estimated thickness ͑epidermis to inferior blood net͒ and the estimated blood concentrations for the three velocity components in dermis ͑papillary dermis to inferior blood net͒. Figure 9 shows examples of the Doppler power spectra at 1.0 and 14.0 min, respectively. The mean estimated thickness and blood concentration for the three velocity components in dermis at 1.0 and 14.0 min are summarized in Table 6 , where the corresponding RMS errors are also shown. In general ͑15 cases out of 20͒, the estimated thickness increased during the heat provocation. The blood concentration of the low velocity component increased in 12 cases; whereas, the blood concentration of the two higher velocity components increased drastically in all cases.
Discussion
Effect of Optical Properties
The optical properties ͑OP͒ of skin are central to the model. In Sec. 3.1, it was evaluated how the OP affected the Doppler power spectra in terms of the traditional CMBC and perf measures. Theoretically, an increased energy in the Doppler power spectra ͑increased CMBC and perf͒ would increase the estimated blood concentrations; whereas, a shift of the energy Table 5 Interindividual mean± standard deviation of the thickness and blood concentrations for the three velocity components for all 20 measurement sites ͑10 personsϫ 2 arms͒. toward higher frequencies ͑only increased perf, constant CMBC͒ would shift the blood concentrations slightly toward the higher velocity components. It was shown that a change with a factor of 4 in any of the OP ͑not including the OP of blood͒ changed CMBC and perf only by a factor about 0.4 or less. Only the combination of thick skin and extreme variations in melanin concentration superseded this level. The uncertainty of the evaluated OP given in Table 1 is difficult to estimate, but differs in general less than 50% from OP presented by others. This indicates that CMBC and perf values ͑and Doppler power spectra͒ derived using the proposed model differ far less than a factor 0.4 from values generated by a "true" model where the skin OP are slightly different.
For thick skin, the melanin concentration becomes an important factor. However, thick skin is normally only located on the palms, palmar surface of the digits, and on the foot soles, where the concentration of melanin is low, even for otherwise dark pigmented skin types. Therefore, the high influence of high melanin concentrations in thick skin is a problem only in extraordinary situations.
Section 3.1 also shows how the OP of blood affects the Doppler power spectra. Because the absorption of blood is rather low at 780 nm, which is not much higher than the absorption of bloodless dermis and subcutis, a change of this parameter by a factor of 4 did not significantly change the Doppler power spectrum for the standard blood concentration. Fig. 8 Three examples of the results of the fit to the heat provocation measurements: best case ͑lower panels͒, mean case ͑middle panels͒, and worst case ͑upper panels͒, with respect to average RMS error. ͑a and b͒ CMBC and perf from measurements ͑solid lines͒ and best-fit skin model simulations ͑dashed lines͒ for short separation ͑lower line pairs͒ and long separation ͑upper line pairs͒. ͑c͒ RMS error between the measured and simulated spectra. ͑d͒ Thickness ͑dashed lines͒ and blood concentrations for the three velocities ͑gray thick lines-0.3 mm/ s; gray thin lines-3.0 mm/ s; dark thin lines-30 mm/ s͒ for the best-fit models.
However, a small influence is expected for very high blood concentrations, as the measurement volume will decrease slightly due to a small increase in the total absorption coefficient of the dermis in that situation. On the other hand, and not surprisingly, a change in the scattering properties, that is, the scattering coefficient and the anisotropy factor g, of blood, largely affected the Doppler power spectra. A change of the scattering coefficient of blood changed the CMBC, and therefore also perf, almost at a 1:1 scale; whereas, the first momentum of the Doppler power spectrum, and therefore perf, is proportional to ͗sin͑ / 2͒͘ Ϸ sin͑arccos͑g͒ / 2͒ ͓see Eq. ͑2͔͒. It is thus of great importance for the accuracy of the model that the scattering properties of blood given in Table 1 are accurate. It is known that the anisotropy factor is sensitive to the shape and degree of aggregation of the RBCs. Following the theoretical calculations by Enejder et al., 12 the anisotropy factor of RBCs can vary in the range of 0.989 to 0.992, resulting in a difference in perf of about 15% between these two extremes.
Following the reasoning above, it can be predicted how the hematocrit of blood ͑set to 42% in our model͒ affects the results. The scattering coefficient of blood depends approxi-mately on the hematocrit ͑hct͒ as s = hct ͑1−hct͒ c, where c is a constant and hct is given as a value between 0 and 1. 31 The change in s is therefore much smaller than the change in hematocrit for relevant hematocrit levels. The absorption coefficient of blood changes linearly with the hematocrit, but, as previously stated, this does not affect the results significantly. The anisotropy factor is not expected to change significantly for relevant levels of the hematocrit. 12 An increase of the hematocrit will thus, due to the change of s , have the same affect as a small increase of the blood concentration.
The chosen laser wavelength ͑780 nm͒ of the system is advantageous for several reasons. As stated above, the absorption coefficient of blood is low at that wavelength, which makes the model rather insensitive to the exact level of absorption. The fact that the absorption of blood is not much higher than the absorption of dermis, and that the reduced scattering coefficient for blood and dermis is in the same range at 780 nm, means that the measurement volume is not widely affected by variations in the blood concentration. Furthermore, the absorption coefficients are within the same range for oxygenated and deoxygenated hemoglobin at 780 nm ͑about 30% higher for deoxygenated hemoglobin͒, in contrast to for example 633 nm where the absorption of deoxygenated hemoglobin is almost 10 times higher than for oxygenated hemoglobin. 18 This makes the model insensitive to the level of oxygenation, which is also desirable. Finally, the absorption of melanin is relatively low at 780 nm, making the model less sensitive to the level of pigmentation, at least for LDF applications.
In conclusion, the OP of the static tissue had a low impact for relevant variations from the values given in Table 1 . Only the scattering coefficient of blood, and thus the hematocrit level, had a substantial impact on the Doppler power spectra. However, large intra-and interindividual variations in the hematocrit level are unlikely. Consequently, the shape and magnitude of the Doppler power spectra is primarily determined by the blood concentration and the blood flow velocity, for these two fiber separations.
Probe Configuration
The thickness of the skin model affected the short fiber separation ͑0.25 mm͒ to a greater extent than the long separation ͑1.2 mm͒, as observed in Fig. 3͑b͒ . Furthermore, a small change in the position of the probe above the skin surface made a larger impact on the short fiber separation, as indicated by Fig. 4 . The shorter separation was also more sensitive to variations in the epidermis OP, as reported in Sec. 3.1. These findings all suggest that LDF measurements could be less sensitive to variations in the epidermis and therefore more sensitive to changes of the blood concentrations, by using longer fiber separations. This would increase the accuracy of the estimated blood concentrations using the skin model. It is also possible that longer separations could make it possible to reduce the number of layers in the model without jeopardizing the accuracy. The role of the probe configuration will therefore be further evaluated.
Estimated Thickness
During the measurements, it was not practically possible to control the exact position of the probe above the skin surface, and it is likely that the probe position varied between 0.0 mm and approximately 0.3 mm above the surface. This issue probably occurred more frequently during the forearm measurements as the construction of the heat probe holder made it more difficult to ensure that the probe was positioned in contact with the tissue. A small elevation of the probe above the skin surface had a high impact of the LDF readings from the short fiber separation, as seen in Fig. 4 . This explains why the estimated thickness varied considerably for the three repetitive measurements on the same site, especially for the forearm measurements ͑variation coefficient 35% on forearm and 15% on finger͒. However, the estimated thickness was consistently ͑18 cases out of 20͒ higher for the finger measurements than for the forearm measurements ͓Fig. 6͑a͒ and Table 5͔ . The thickness factor and the blood concentration factors affect all the skin layers equally. This is a weakness in the model, but having separate parameters for all layers would probably lead to a nonrobust algorithm with large fluctuations in the solutions due to overfitting. With the proposed model, the thickness factor can partly compensate for deviations from the fixated blood concentration relationship between the various layers. This is probably one reason why the estimated thickness generally changes slightly during the heat provocation measurements, as indicated by Fig. 8͑d͒ and Table 6 . In addition, the increase ͑15 cases out of 20͒ in thickness factor during these provocations might indicate that an actual swelling of the skin occurs. However, that conclusion should not be drawn from these estimations, because we must emphasize that the method is not intended to be used to estimate the thickness of the skin. The thickness factor is only there to ensure that the blood concentration factors are not affected by geometrical differences between model and tissue.
Validation Measurements
No gold standard exists to estimate the parameters in an optical skin model as the one presented in this article. Therefore, it is not a straightforward task to validate the accuracy of the model. However, there are a number of indications from the analysis of the measurements presented that together serve as a validation of the accuracy of the model. Foremost, there exists a set of the four parameters that, together with the static properties of the model, generate Doppler power spectra that agree well with both fiber separations, for all measurements performed. Examples of this agreement between the measurements and simulations are shown in Figs. 7 and 9 . Taking into account the simplicity of the model, with only four free parameters, the RMS errors are generally low ͓Tables 5 and 6͔. There exist many different sets of parameters that could generate an accurate Doppler power spectrum at just one fiber separation, but for two different separations, the number of unique models drastically decreases.
The estimated parameter values for each measurement are also as expected. The estimated total blood concentrations are within the expected range 4,21 ͑about 0.05% to 1.5%, Tables 5  and 6͒ , with a much higher concentration in the finger pulp than in the forearm skin and much higher concentration in the provoked forearm skin than in the unprovoked. For the heat provocation measurements, the high velocity components increased more than the lowest velocity component, which can be expected as the thermoregulation is a process involving primarily larger vessels, where the capillary blood net can be partly bypassed by the arteriovenus shunts. 32 As mentioned previously, the estimated thickness of the finger pulp measurements was consistently higher than for the forearm measurements, which indicates that the thickness factor is related to tissue type.
Finally, the intraindividual variations for all measurements were low compared to the differences between finger and forearm and nonprovoked and provoked forearm. Because the test persons were all healthy, it was expected that the anatomical and physiological structure of their skin was similar, and the fact that the estimated model parameters were similar for all persons is therefore a final indication that the skin model is accurate.
Conclusions
A microcirculatory optical skin model with varying parameters has been presented. The parameters were assessed by Monte Carlo simulations paired with in vivo LDF measurements. It has been evaluated how various static parameters of the model affected the Doppler power spectra with regard to the traditional LDF measures CMBC and perf. It was possible to find a combination of the thickness of the model and blood concentrations at three different flow velocity components ͑0.3, 3.0, and 30 mm/ s͒, that produced ͑using Monte Carlo simulations͒ Doppler power spectra that agreed well with measured Doppler power spectra, at two different fiber separations simultaneously. The estimated parameters corresponded to a priori expectations, as the skin thickness was consistently higher on the finger pulp than on the forearm, the blood concentration was higher in finger pulp than forearm skin and higher after a heat provocation than before it, and a heat provocation affected the higher velocity components more than the low ones.
The skin model presented is expected to be valid for laser Doppler applications on most skin types. This includes skin of thin or normal thickness for all levels of pigmentation and lightly pigmented skin for all thicknesses. For the special case of thick and dark pigmented skin, the model must be adjusted for the melanin concentration. For other steady-state optical applications, such as diffuse reflectance spectroscopy, the melanin content of the epidermis becomes a more important parameter, and with that in mind, the model should be valid by adjusting the optical properties for other wavelengths. The skin is a very heterogeneous tissue, and therefore, six layers are used in this model. However, it could be possible to reduce the number of layers for larger source-detector separations, and it is also likely that a similar model for other types of tissue, such as the liver or the brain, can be made less complex.
Assuming that the estimated parameters of the skin model are correct, the model can be used to estimate the tissue perfusion in absolute units, that is ml blood/100 g tissue ϫ mm/ s, for any given measurement volume. The separation into flow velocity regions also enables a way of studying the isolated capillary activity by linking it to the low velocity component. Both these features are likely to drastically improve the clinical value of the LDF technique.
