Automorphisms and generalized involution models of finite complex reflection groups  by Marberg, Eric
Journal of Algebra 334 (2011) 295–320Contents lists available at ScienceDirect
Journal of Algebra
www.elsevier.com/locate/jalgebra
Automorphisms and generalized involution models of ﬁnite
complex reﬂection groups
Eric Marberg 1
Department of Mathematics, Massachusetts Institute of Technology, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 6 October 2010
Available online 1 March 2011
Communicated by Michel Broué
Keywords:
Complex reﬂection group
Coxeter group
Model
Generalized involution model
Gelfand model
Automorphism
We prove that a ﬁnite complex reﬂection group has a generalized
involution model, as deﬁned by Bump and Ginzburg, if and only if
each of its irreducible factors is either G(r, p,n) with gcd(p,n) = 1;
G(r, p,2) with r/p odd; or G23, the Coxeter group of type H3.
We additionally provide explicit formulas for all automorphisms
of G(r, p,n), and construct new Gelfand models for the groups
G(r, p,n) with gcd(p,n) = 1.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A model for a ﬁnite group G is a set {λi : Hi → C} of linear characters of subgroups of G such that∑
i Ind
G
Hi
(λi) is the multiplicity-free sum of all irreducible characters of G . If all of the subgroups Hi
are centralizers of involutions, with each conjugacy class of involutions contributing exactly one sub-
group, then we say that a model is an involution model. Bump and Ginzburg introduced in [9] the
notion of a generalized involution model as a natural extension of this concept.
Generalized involution models are parametrized by automorphisms which are involutions. Write
the action of τ ∈ Aut(g) on g ∈ G by τ g . For each automorphism τ ∈ Aut(G) with τ 2 = 1, the group G
acts on the set of generalized involutions
IG,τ def=
{
ω ∈ G: ω · τω = 1}
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CG,τ (ω) =
{
g ∈ G: g ·ω · τ g−1 =ω}
denote the stabilizer of ω ∈ IG,τ in G under this action. We refer to the orbit of ω ∈ IG,τ as a twisted
conjugacy class and to CG,τ (ω) as its twisted centralizer.
A generalized involution model for G with respect to τ is a model M with an injective map
ι :M → IG,τ such that the following hold:
(a) Each λ ∈ M is a linear character of the τ -twisted centralizer in G of ι(λ) ∈ IG,τ .
(b) The image of ι contains exactly one element from each τ -twisted conjugacy class in IG,τ .
This deﬁnition differs slightly from the one originally given in [9], but one can show that it is equiv-
alent, in the sense that the same models are classiﬁed as generalized involution models.
Call a representation of G equivalent to the multiplicity-free sum of all of the group’s irreducible
representations a Gelfand model. One reason why generalized involution models are interesting math-
ematical objects is that they often “explain” the construction of elegant Gelfand models. As a moti-
vating example, Adin, Postnikov, and Roichman recently described a combinatorial Gelfand model for
the wreath product Zr  Sn [1,2]. In [15] we discuss how their construction arises naturally from the
merging together of generalized involution models for abelian and symmetric groups. Moreover, the
existence of a generalized involution model provides a combinatorial interpretation of several proper-
ties of a group’s character table, such as its row sums.
In comparison to their classical predecessor, generalized involution models are more ﬂexible and,
contrary to appearances, in practice often not much more diﬃcult to classify. Past researchers have
investigated classiﬁcation questions concerning involution models. Inglis, Richardson, and Saxl iden-
tiﬁed an involution model for the symmetric group in [12]. Not long after, Baddeley classiﬁed in his
doctoral thesis which irreducible Weyl groups have involution models: in particular, only those of
types D2n (n > 1), F4, E6, E7, and E8 do not have involution models [5]. Vinroot recently extended
this classiﬁcation to ﬁnite Coxeter groups, in particular showing that the Coxeter groups of type I2(n)
and H3 each have an involution model while the group of type H4 does not [20].
Investigating which complex reﬂection groups have involution models appears at ﬁrst glance a
logical extension of this body of work. Involution models, however, exist only for groups whose ir-
reducible representations are all realizable over R. Thus, the right question to ask—and the question
answered in this work—is which complex reﬂection groups have generalized involution models. Specif-
ically, we will prove the following theorem.
Theorem. A ﬁnite complex reﬂection group has a generalized involution model if and only if each of its irre-
ducible factors is one of the following:
(i) G(r, p,n) with gcd(p,n) = 1.
(ii) G(r, p,2) with r/p odd.
(iii) G23 , the Coxeter group of type H3 .
In the course of proving this result, we construct new Gelfand models for the irreducible com-
plex reﬂection groups G(r, p,n) with gcd(p,n) = 1, different from the ones described by Caselli
in the recent paper [11]. We additionally provide explicit formulas for the automorphisms of the
complex reﬂection groups G(r, p,n), deriving among other things an expression for the order of
Aut(G(r, p,n)). We intend this analysis to complement the general characterizations of the auto-
morphisms of complex reﬂection groups given in the recent work [16] and the classiﬁcation of the
subgroup of reﬂection-preserving automorphisms in [18].
2. Preliminaries
In this section we review some useful facts concerning complex reﬂection groups and their irre-
ducible characters, and generalized involutions models.
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A pseudo-reﬂection is an automorphism of a complex vector space which ﬁxes every point in some
hyperplane. A complex reﬂection group G is a group generated by a set of pseudo-reﬂections of some
ﬁnite-dimensional complex vector space V . If no proper, nonzero subspaces of V are G-invariant, then
we say that G is irreducible.
In most situations, to study complex reﬂection groups it suﬃces to study the irreducible groups,
since every ﬁnite complex reﬂection group decomposes as a direct product of irreducible complex
reﬂection groups. The ﬁnite irreducible complex reﬂection groups were identiﬁed through the work
of a number of mathematicians in the nineteenth and ﬁrst half of the twentieth century. Shephard
and Todd completed this classiﬁcation in their seminal paper [17]; a useful modern treatment of this
material appears in [14].
The ﬁnite irreducible groups include one inﬁnite family G(r, p,n) and thirty-four exceptional
groups labeled G4, . . . ,G37. Presentations for the exceptions as abstract groups appear in [7]. We can
describe the inﬁnite series of groups G(r, p,n) more concretely. Let r, p, n be positive integers with
p dividing r. As a subgroup of GLn(C), the group G(r, p,n) can be realized as the set of generalized
permutation matrices whose nonzero entries are complex rth roots of unity, such that the product of
the nonzero entries in any matrix is an (r/p)th root of unity. This group acts irreducibly on Cn when
r > 1 and (r, p,n) = (2,2,2), and on the codimension 1 subspace of Cn consisting of vectors whose
coordinates sum to zero when r = 1 and n> 1.
For our purposes, it will typically be more convenient to view G(r, p,n) as a subgroup of the
wreath product of a cyclic group with a symmetric group. The notation we will use for this goes as
follows. Given integers a, b, we write [a,b] for the set {i ∈ Z: a i  b}. Fix positive integers r, n. Let
Zr denote the cyclic group of order r, viewed as the additive group of integers [0, r − 1] modulo r,
and let Sn denote the symmetric group of permutations on [1,n]. The group Sn acts on (Zr)n by
permuting coordinates; we denote this action by
π(x)
def= (xπ−1(1), . . . , xπ−1(n)), for π ∈ Sn, x = (x1, . . . , xn) ∈ (Zr)n.
The wreath product Zr  Sn is the group given by the set of pairs (x,π) with x ∈ (Zr)n and π ∈ Sn ,
with multiplication deﬁned by
(x,π)(y,σ ) = (σ−1(x)+ y,πσ ), for x, y ∈ (Zr)n, π,σ ∈ Sn.
Throughout, we identify (Zr)n and Sn with the subgroups {(x,1): x ∈ (Zr)n} and {(1,π): π ∈ Sn}
in Zr  Sn .
Given an element g = (x,π) ∈ Zr  Sn , we deﬁne |g| ∈ Sn and zg : [1,n] → Zr and g, gT ∈ Zr  Sn by
|g| = π, zg(i) = xi, g = (−x,π), and gT = g−1 =
(
π(x),π−1
)
. (2.1)
We call gT the transpose of g , and say that g is symmetric if g = gT . After ﬁxing a primitive rth root
of unity ζr , it makes sense to view each element (x,π) ∈ Zr  Sn as the n × n matrix with ζ xi in the
position (π(i), i) for i = 1, . . . ,n and zeros in all other positions. If we identify g with a generalized
permutation matrix in this way, then gT corresponds to the usual matrix transpose of g , and g is the
complex conjugate of g . In particular, the map g → gT is an anti-automorphism and g → g = (g−1)T
is an automorphism, which we refer to as the inverse transpose automorphism.
To deﬁne G(r, p,n) we make use of the natural homomorphism 	 : (Zr)n → Zr given by
	(x) = x1 + x2 + · · · + xn, for x ∈ (Zr)n.
This map extends to a homomorphism 	 :Zr  Sn → Zr by the formula 	(x,π) = 	(x) for x ∈ (Zr)n
and π ∈ Sn . Observe that 	(g) = 	(g−1) = −	(g) and 	(g) = 	(gT ) for g ∈ Zr  Sn .
298 E. Marberg / Journal of Algebra 334 (2011) 295–320Given positive integers r, p, n, we deﬁne the complex reﬂection group G(r, p,n) as the normal
subgroup of Zr  Sn given by
G(r, p,n) = {g ∈ Zr  Sn: 	(g) ∈ pZr},
where pZr denotes the subgroup {0,d,2d, . . . , r − d} ⊂ Zr generated by the greatest common divi-
sor d = gcd(r, p). In particular, if d = r then pZr = {0}. To avoid redundancy in this deﬁnition, we
henceforth require that p divide r.
We observe that the wreath product Zr  Sn is just G(r,1,n). Likewise, every ﬁnite Coxeter group
is a ﬁnite complex reﬂection group. The Coxeter groups of type An , Bn , Dn , G2, and I2(n) appear
within the inﬁnite series as G(1,1,n + 1), G(2,1,n), G(2,2,n), G(6,6,2), and G(n,n,2) respectively.
The remaining ﬁnite Coxeter groups of type H3, F4, H4, E6, E7, and E8 appear as the exceptional
groups G23, G28, G30, G35, G36, and G37, respectively.
2.2. Irreducible characters of G(r, p,n)
To understand the irreducible characters of G(r, p,n) we begin from a more general standpoint.
Throughout, let Irr(G) denote the set of irreducible characters of a ﬁnite group G . Now consider a
ﬁnite group G with a normal subgroup H such that G/H is cyclic. Let C ∼= G/H denote the cyclic
group of linear characters γ of G with kerγ ⊃ H . Then the tensor product ⊗ deﬁnes an action of C
on the irreducible characters of G , and we can say the following:
(i) Each irreducible character χ of G restricts to a multiplicity-free sum of k irreducible characters
of H , where k is the order of the stabilizer subgroup {γ ∈ C : γ ⊗ χ = χ}. Furthermore, each
irreducible character of H is a constituent of some such restriction.
(ii) If χ , ψ are irreducible characters of G , then the following are equivalent:
(a) ResGH (χ) and Res
G
H (ψ) share a common irreducible constituent.
(b) ResGH (χ) = ResGH (ψ).
(c) χ = γ ⊗ψ for some γ ∈ C .
These statements follow from Clifford theory; see [19, Section 6] for proofs.
Specializing to the case at hand, we ﬁx r, p, n with p dividing r and let G = G(r,1,n) and H =
G(r, p,n). Observe that H is a normal subgroup of G whose corresponding quotient group is cyclic
and of order p. The irreducible characters of G can be described as follows. For each i ∈ [0, r − 1], let
ψi :Zr → C denote the irreducible character with the formula
ψi(x) = ζ ixr , for x ∈ Zr, where ζr is a ﬁxed primitive rth root unity.
Here we identify each x ∈ Zr with an integer in [0, r − 1]. Then the trivial character 1 = ψ0, and
1,ψ1,ψ2, . . . ,ψr−1 are the distinct elements of Irr(Zr). Additionally, given a partition λ of n, let χλ
denote the corresponding irreducible character of Sn . Let
P = the set of all partitions of nonnegative integers,
Pr(n) = the set of r-tuples θ = (θ0, θ1, . . . , θr−1) of partitions with |θ0| + |θ1| + · · · + |θr−1| = n.
We refer to elements of Pr(n) as r-partite partitions of n. Deﬁne ψ  λ for ψ ∈ Irr(Zr) and λ ∈P as
the character of Zr  S |λ| given by
(ψ  λ)(g) = χλ(|g|) · (ψ ◦	)(g), for g ∈ Zr  S |λ|.
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form
χθ
def= IndG(r,1,n)Sθ
(
r−1⊙
i=0
ψi  θi
)
, where Sθ =
r−1∏
i=0
Zr  S |θi |,
for a unique θ ∈Pr(n). The irreducible characters of the wreath product of an arbitrary ﬁnite group
with Sn arise from a similar construction; see [4] or [15, Section 4] for a more detailed discussion.
Let γ :G → C denote the linear character with
γ (g) = (ψr/p  (n))(g) = ψr/p ◦	(g), for g ∈ G. (2.2)
Here (n) denotes the trivial partition of n. Then kerγ ⊃ H and, since γ has order p in the group of
linear characters of G , it follows that C = 〈γ 〉 = {1, γ ,γ 2, . . . , γ p−1} in the notation above. A straight-
forward calculation shows that for all θ ∈Pr(n) we have
γ ⊗ χθ = χθ ′ , where θ ′x = θx−r/p for x ∈ [0, r − 1], (2.3)
where with slight abuse of notation we deﬁne θi−r = θi for i ∈ [0, r−1]. If i ∈ [0, p−1] and θ ∈Pr(n),
then γ i ⊗ χθ = χθ if and only if
θ j = θ j−ir/p = θ j−2ir/p = · · · = θ j−(p−1)ir/p
for all j. If this holds then pgcd(p,i) is a nontrivial divisor of both p and n since
∑r−1
j=0 |θ j | = n. Hence,
if gcd(p,n) = 1, then γ i ⊗ χθ = χθ for all 0 < i < p, so by the observations above we arrive at the
following fact.
Observation 2.1. If gcd(p,n) = 1, then each irreducible character of G(r, p,n) is equal to the restriction
of exactly p distinct irreducible characters of G(r,1,n).
Concerning the irreducible characters of G(r, p,n), we will make use of one additional result due
to Caselli. The next theorem derives from the combination of Proposition 4.4, Theorem 4.5, and Propo-
sition 4.6 in [11].
Theorem 2.1. (See Caselli [11].) Let r, p, n be positive integers with p dividing r. Then∣∣{ω ∈ G(r, p,n): ωT =ω}∣∣ ∑
ψ∈Irr(G(r,p,n))
ψ(1)
and we have equality if and only if gcd(p,n) 2.
2.3. Generalized involution models versus Gelfand models
The idea of a generalized involution model emerges naturally from the following series of observa-
tions. Fix a ﬁnite group G and for each ψ ∈ Irr(G) let τψ denote the irreducible character τψ = ψ ◦ τ .
Deﬁne the twisted indicator function τ : Irr(G) → {−1,0,1} by
τ (ψ) =
⎧⎨⎩1, if ψ is the character of a representation ρ with ρ(g) = ρ(
τ g) for all g ∈ G,
0, if ψ = τψ,
−1, otherwise.
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prove in [13, Theorem 1.3] that τ has the formula
τ (ψ) = 1|G|
∑
g∈G
ψ(g · τ g), for ψ ∈ Irr(G).
In addition, we have the following result, which appears in a slightly different form as Theorems 2
and 3 in [9].
Theorem 2.2. (See Bump, Ginzburg [9].) Let G be a ﬁnite group with an automorphism τ ∈ Aut(G) such that
τ 2 = 1. Then the following are equivalent:
(i) The function χ :G → Q deﬁned by
χ(g) = ∣∣{u ∈ G: u · τ u = g}∣∣, for g ∈ G
is the multiplicity-free sum of all irreducible characters of G.
(ii) Every irreducible character ψ of G has τ (ψ) = 1.
(iii) The sum
∑
ψ∈Irr(G) ψ(1) is equal to |IG,τ | = |{ω ∈ G: ω · τω = 1}|.
This theorem motivates Bump and Ginzburg’s original deﬁnition of a generalized involution model.
In explanation, if the conditions (i)–(iii) hold, then the dimension of any Gelfand model for G is
equal to the sum of indices
∑
i[G : CG,τ (ωi)] where ωi ranges over a set of representatives of the
distinct orbits in IG,τ . The twisted centralizers of a set of orbit representatives in IG,τ thus present
an obvious choice for the subgroups {Hi} from which to construct a model {λi : Hi → C}, and one is
naturally tempted to investigate whether G has a generalized involution model with respect to the
automorphism τ .
The following observation concerns the relationship between a generalized involution model and
a corresponding Gelfand model, which we recall is a representation equivalent to the multiplicity-
free sum of all of a group’s irreducible representations. Given τ ∈ Aut(G) with τ 2 = 1 and a ﬁxed
subﬁeld K of the complex numbers C, let
VG,τ = K-span{Cω: ω ∈ IG,τ }
be a vector space generated by the generalized involutions of G . We often wish to translate a gener-
alized involution model with respect to τ ∈ Aut(G) into a Gelfand model deﬁned in the space VG,τ .
For this purpose, we repeatedly use the following result, given as Lemma 2.1 in [15].
Lemma 2.1. Let G be a ﬁnite group with an automorphism τ ∈ Aut(G) such that τ 2 = 1. Suppose there exists
a function signG :G × IG,τ → K such that the map ρ :G → GL(VG,τ ) deﬁned by
ρ(g)Cω = signG(g,ω) · Cg·ω·τ g−1 , for g ∈ G, ω ∈ IG,τ (2.4)
is a representation. Then the following are equivalent:
(i) The representation ρ is a Gelfand model for G.
(ii) The functions {
signG(·,ω) :CG,τ (ω) → K
g → signG(g,ω)
}
,
with ω ranging over any set of orbit representatives of IG,τ , form a generalized involution model for G.
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from certain Gelfand models. This strategy begins with the following construction for G(r,1,n) due
to Adin, Postnikov, and Roichman. Fix positive integers r, n. This notation comes from [2]: for any
permutation π ∈ Sn , deﬁne two sets
Inv(π) = {(i, j): 1 i < j  n, π(i) > π( j)},
Pair(π) = {(i, j): 1 i < j  n, π(i) = j, π( j) = i}.
The set Inv(π) is the inversion set of π and its cardinality is equal to the element’s length, by which
we mean the minimum number of factors needed to write π as a product of simple reﬂections. In
particular, the signature of π is sgn(π) = (−1)|Inv(π)| . The set Pair(π) corresponds to the set of cycles
of length two in π . Next, for any two elements g,ω ∈ G(r,1,n), let B(g,ω) denote the subset of [1,n]
given by
B(g,ω) =
⎧⎨⎩
∅, if r is odd,{
i ∈ Fix(|ω|): zω(i) is odd and zg(i)+ k ∈ [r/2, r − 1]
for the k ∈ [0, r/2− 1] with 2k + 1 = zω(i)
}
, if r is even.
Here Fix(π) = {i ∈ [1,n]: π(i) = i} denotes the set of ﬁxed points of a permutation π ∈ Sn .
Now let Vr,n be a vector space generated by the symmetric elements in G(r,1,n),
Vr,n = Q-span
{
Cω: ω ∈ G(r,1,n), ωT =ω
}
,
and deﬁne ρr,n :G(r,1,n) → GL(Vr,n) by
ρr,n(g)Cω = signr,n(g,ω) · CgωgT , for g,ω ∈ G(r,1,n) with ωT =ω,
where
signr,n(g,ω) = (−1)|B(g,ω)| · (−1)|Inv(|g|)∩Pair(|ω|)|, for g,ω ∈ G(r,1,n).
This map deﬁnes a representation; in fact, we have the following result given as Theorem 1.2 in [2].
Theorem 2.3. (See Adin, Postnikov, Roichman [2].) The map ρr,n is a Gelfand model for G(r,1,n).
Observe that Vr,n = VG,τ where K = Q and G = G(r,1,n) and τ is the inverse transpose automor-
phism τ : g → g . Thus, it follows from Lemma 2.1 that G(r,1,n) has a generalized involution model
with respect to τ . Theorems 5.2 and 5.3 in [15] give an explicit description of this model and discuss
some of its properties.
In the next section we modify the representation ρr,n to deﬁne Gelfand models for G(r, p,n) when
gcd(p,n) = 1. For this purpose, we state now a needed lemma. Assume r is even. We then have two
ρr,n-invariant subspaces of Vr,n given by
V+r,n
def= Q-span{Cω: ω ∈ G(r,1,n), ωT =ω, 	(ω) ∈ 2Zr},
V−r,n
def= Q-span{Cω: ω ∈ G(r,1,n), ωT =ω, 	(ω) /∈ 2Zr}. (2.5)
Let χ+r,n and χ−r,n denote the characters of G(r,1,n) corresponding to the subrepresentations of ρr,n on
V+r,n and V−r,n respectively. Recall from (2.2) above the deﬁnition of the linear character γ of G(r,1,n).
The following lemma, given as Proposition 5.2 in [15], will play a useful part in our proofs in Sec-
tion 3.
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γ ⊗ χ+r,n =
{
χ−r,n, if n and r/p are odd,
χ+r,n, otherwise,
γ ⊗ χ−r,n =
{
χ+r,n, if n and r/p are odd,
χ−r,n, otherwise.
3. Constructions for the inﬁnite series
In this section we describe how one can obtain a generalized involution model for G(r, p,n) in the
cases where this is possible. We have two methods for doing this: by explicitly identifying the set of
linear characters comprising our model, or by giving a Gelfand model of the particular form appearing
in Lemma 2.1. We apply the second method when gcd(p,n) = 1 and the ﬁrst when gcd(p,n) = n = 2
and r/p is odd. In Section 5 we will discover that G(r, p,n) does not have a generalized involution
model in any other cases.
3.1. Gelfand models for G(r, p,n) with p, n coprime
Some work has been done on this topic. In the recent paper [11], Caselli describes a representation
for G(r, p,n) in the complex vector space
VCr,p,n
def= C-span{Cω: ω ∈ G(r, p,n), ωT =ω}
which deﬁnes a Gelfand model whenever equality obtains in Theorem 2.1; i.e., when gcd(p,n) 2. He
calls such complex reﬂection groups involutory. Caselli’s constructions do not arise from generalized
involution models and require the ﬁeld of complex numbers for their deﬁnition. The Gelfand models
we present coincide with Caselli’s only when r = 1, and are by contrast rational representations.
To give these, we begin by noting that the Gelfand model ρr,n for G(r,1,n) restricts to a repre-
sentation of G(r, p,n) for any p dividing r, and that one obvious subrepresentation of this restriction
poses a natural candidate for a Gelfand model. Speciﬁcally, if we deﬁne Vr,p,n ⊂ Vr,n as the subspace
Vr,p,n = Q-span
{
Cω: ω ∈ G(r, p,n), ωT =ω
}
then since G(r, p,n) is closed under taking transposes—as deﬁned by (2.1)—the map ρr,p,n :G(r,
p,n) → GL(Vr,p,n) given by
ρr,p,n(g)Cω = signr,n(g,ω) · CgωgT , for g,ω ∈ G(r, p,n) with ωT =ω
is automatically a well-deﬁned G(r, p,n)-representation. The following theorem says exactly when
this representation is a Gelfand model.
Theorem 3.1. Let r, p, n be positive integers with p dividing r. Then the representation ρr,p,n is a Gelfand
model for G(r, p,n) if and only if gcd(p,n) = 1 and p or r/p is odd.
Proof. Let G = G(r,1,n) and H = G(r, p,n). By Theorem 2.1, ρr,p,n can only be a Gelfand model
for H if gcd(p,n) = 1 or 2, so we only consider those cases. View Vr,n as a G-module by deﬁning
gCω = ρr,n(g)Cω for g ∈ G , and for any i ∈ Zr , let Vr,n(i) denote the H-submodule
Vr,n(i) = Q-span
{
Cω: ω ∈ G, ωT =ω, 	(ω)− i ∈ pZr
}
.
Observe that Vr,p,n = Vr,n(0) and that Vr,n = Vr,n(0)⊕ Vr,n(1)⊕ · · · ⊕ Vr,n(p − 1).
Suppose gcd(p,n) = 1, and let c ∈ G denote the central element
c = ((1,1, . . . ,1),1) ∈ G so that ci = ((i, i, . . . , i),1). (3.1)
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Consequently, if p is odd then gcd(p,2n) = 1 and the H-modules Vr,n(i) are all isomorphic, since as
i ranges over 0,1, . . . , p − 1 ∈ Zr , the elements 2ni represent every coset of pZr in Zr . In this case, it
follows that an irreducible H-module U is a constituent of Vr,p,n = Vr,n(0) with multiplicity m if and
only if U is a constituent of Vr,n with multiplicity pm. Therefore if p is odd then ρr,p,n is a Gelfand
model for H since gcd(p,n) = 1 implies that each irreducible H-module appears as a constituent
of Vr,n with multiplicity p by Observation 2.1.
Suppose alternatively that gcd(p,n) = 1 but p is even, so that n is odd. Then by the same con-
siderations the H-modules V+r,n and V−r,n deﬁned by (2.5) are isomorphic to p/2 copies of Vr,n(0)
and Vr,n(1), respectively. Since every irreducible H-module is isomorphic to a constituent of Vr,n
with multiplicity p as gcd(p,n) = 1, it follows that every irreducible H-module is isomorphic to a
constituent of Vr,p,n = Vr,n(0) with multiplicity one if and only if V+r,n ∼= V−r,n as H-modules. We claim
that this holds if and only if r/p is odd.
To show this, observe that V+r,n ∼= V−r,n as H-modules if and only if γ ⊗ χ+r,n = χ−r,n , where γ is the
character deﬁned by (2.2). The “if ” direction of this statement is immediate since γ restricts to the
trivial character of H , and the other direction follows from Lemma 2.2, since if γ ⊗ χ+r,n = χ−r,n then
γ ⊗ χ−r,n = χ−r,n which implies that no irreducible constituent of the nonzero H-module V−r,n appears
as a constituent of V+r,n . Since n is odd, Lemma 2.2 implies that γ ⊗ χ+r,n = χ−r,n if and only if r/p is
odd, which proves our claim. Thus if gcd(p,n) = 1 then ρr,p,n is a Gelfand model for H if and only if
p or r/p is odd.
To complete the proof, suppose gcd(p,n) = 2 so that n and p are both even. Then r is even and
it follows from Lemma 2.2 that γ ⊗ χ−r,n = χ−r,n . Hence any irreducible constituent of the nonzero
H-module V−r,n does not appear as a constituent of V+r,n , or in the submodule Vr,p,n = Vr,n(0), so
ρr,p,n cannot be a Gelfand model for H . 
Suppose gcd(p,n) = 1 but both p and r/p are even. Then while Theorem 3.1 does not hold, by
modifying our construction slightly we can still produce a Gelfand model for G(r, p,n) in Vr,p,n . In
this case, for every ω ∈ G(r, p,n) exactly one of the containments 	(ω) ∈ 2pZr or 	(ω) − p ∈ 2pZr
holds. Thus, we may deﬁne B˜(g,ω) for two elements g,ω ∈ G(r, p,n) as the subset of [1,n] given by
B˜(g,ω) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
{
i ∈ Fix(|ω|): zω(i) is odd and zg(i)+ k ∈ [r/2, r − 1]
for the k ∈ [0, r/2− 1] with 2k + 1 = zω(i)
}
, if 	(ω) ∈ 2pZr,{
i ∈ Fix(|ω|): zω(i) is even and zg(i)+ k ∈ [r/2, r − 1]
for the k ∈ [0, r/2− 1] with 2k = zω(i)
}
, if 	(ω) /∈ 2pZr .
Let ρ˜r,p,n :G(r, p,n) → GL(Vr,p,n) be the map given by
ρ˜r,p,n(g)Cω = s˜ignr,p,n(g,ω) · CgωgT , for g,ω ∈ G(r, p,n) with ωT =ω
where
s˜ignr,p,n(g,ω) = (−1)|˜B(g,ω)| · (−1)|Inv(|g|)∩Pair(|ω|)|, for g,ω ∈ G(r,1,n).
We then have the following result.
Theorem 3.2. Let r, p, n be positive integers with p dividing r. If gcd(p,n) = 1 but r/p and p are both even,
then ρ˜r,p,n is a Gelfand model for G(r, p,n).
In the following proof, it is helpful to note that if c ∈ G(r,1,n) is the central element deﬁned
by (3.1), then
s˜ignr,p,n(g,ω) =
{
signr,n(g,ω) · CgωgT , if 	(ω) ∈ 2pZr,
sign (g,ωc) · C T , if 	(ω)− p ∈ 2pZr .r,n gωg
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when p and r/p are both even, using the fact that ρr,p,n is a representation and that 	(gωgT ) −
	(ω) = 2	(g) ∈ 2pZr for all g,ω ∈ G(r, p,n).
Proof of Theorem 3.2. Again let G = G(r,1,n) and H = G(r, p,n), and view Vr,p as a G-module as
in the proof of Theorem 3.1. Since 2p divides r, Vr,p decomposes into a direct sum of 2p distinct
H-submodules as Vr,n = V˜r,n(0)⊕ V˜r,n(1)⊕ · · · ⊕ V˜r,n(2p − 1) where
V˜r,n(i) = Q-span
{
Cω: ω ∈ G, ωT =ω, 	(ω)− i ∈ 2pZr
}
.
Deﬁning c ∈ G by (3.1), we again have V˜r,n(2ni+ j) = ciV˜r,n( j) for all i, j ∈ Zr , so since gcd(2p,n) = 1
as p is even, the H-modules V+r,n and V−r,n deﬁned by (2.5) are isomorphic to p copies of V˜r,n(0)
and V˜r,n(1), respectively. Since δ ⊗ V±r,n = V±r,n by Lemma 2.2, the H-modules V+r,n and V−r,n do not
share any irreducible constituents. Therefore, since each irreducible H-module appears as a con-
stituent of Vr,n with multiplicity p by Observation 2.1, it follows that each irreducible H-module
appears as a constituent of V˜r,n(0)⊕ V˜r,n(1) with multiplicity one.
If we view Vr,p,n as an H-module by deﬁning gCω = ρ˜r,p,n(g)Cω for g ∈ H , then Vr,p,n decomposes
into H-submodules as Vr,p,n = V0 ⊕ V1 where
V0 = Q-span
{
Cω: 	(ω) ∈ 2pZr
}
and V1 = Q-span
{
Cω: 	(ω)− p ∈ 2pZr
}
.
By deﬁnition V0 = V˜r,n(0), and one easily sees that the linear map V1 → V˜r,n(p + n) deﬁned on basis
elements by Cω → Cωc is an isomorphism of H-modules. Since n is odd, V˜r,n(p + n) ∼= V˜r,n(1) as
H-modules, and so we conclude that ρ˜r,p,n is a Gelfand model. 
Since in the notation of the previous section Vr,p,n is precisely the vector space VG,τ with K = Q,
G = G(r, p,n), and τ ∈ Aut(G) the inverse transpose automorphism τ : g → g , we are afforded the
following corollary by Lemma 2.1.
Corollary 3.1. Let r, p, n be positive integers such that p divides r. Then G(r, p,n) has a generalized involution
model with respect to the inverse transpose automorphism g → g if gcd(p,n) = 1.
Remark. One can form a generalized involution model for G = G(r, p,n) by choosing a set of rep-
resentatives {ω} for the τ -twisted conjugacy classes in IG,τ , and then taking the linear characters
λ :CG,τ (ω) → Q deﬁned as the coeﬃcients in Q such that ρ(g)Cω = λ(g)Cω for those g ∈ G with
gωgT =ω, where ρ is our Gelfand model.
3.2. A generalized involution model for G(r, p,2)
We can only expect to be able to construct a generalized involution model for G(r, p,n) when
gcd(p,n) 2, and we will in fact be unable to do so when gcd(p,n) = 2 in most cases. Here we deal
with the one exception to this rule, occurring when n = 2 and r/p is odd. In contrast to the previous
section, here we produce the generalized involution model directly.
Throughout this section, ﬁx positive even integers r, p with p dividing r such that r/p is odd.
We write G = G(r, p,2) and let τ ∈ Aut(G) denote the inverse transpose automorphism τ : g → g . Of
immediate relevance is the following consequence of Theorem 2.2.
Lemma 3.1. Let g = ((a,b),π) ∈ G, so that a,b ∈ Zr such that a + b ∈ pZr and π ∈ S2 . Then
∑
ψ∈Irr(G)
ψ(g) =
⎧⎨⎩ (r
2 + 2r)/p, if a = b = 0 and π = 1,
2r/p, if a = −b ∈ 2Zr \ {0} and π = 1,
0, otherwise.
(3.2)
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of ω ∈ G with ω · τω = g . Let ω = ((x, y),σ ) ∈ G; then (x, y) ∈ (Zr)2 can assume r2/p distinct values.
If σ = 1 then ω · τω = ((0,0),1) while if σ = 1 then ω · τω = ((y − x, x − y),1). As there are 2r/p
choices of (x, y) ∈ (Zr)2 such that x+ y ∈ pZr and x− y = b if a,b ∈ 2Zr and zero choices if a,b /∈ 2Zr ,
the lemma follows. 
Let s1 ∈ S2 denote the simple reﬂection s1 = (1 2). One checks that the elements
ω1 =
(
(0,0),1
)
, ω2 =
(
(1,−1),1), ω3 = ((0,0), s1), ω4 = ((p/2, p/2), s1)
represent the distinct τ -twisted conjugacy classes in IG,τ , and that
CG,τ (ω1) =
{
(0,1),
((
r
2
,
r
2
)
,1
)
, (0, s1),
((
r
2
,
r
2
)
, s1
)}
∼= S2 × S2,
CG,τ (ω2) =
{
(0,1),
((
r
2
,
r
2
)
,1
)
,
(
(−1,1), s1
)
,
((
r
2
− 1, r
2
+ 1
)
, s1
)}
∼= S2 × S2,
and CG,τ (ω3) = CG,τ (ω4) = G(r, r,2). Deﬁne linear characters λi :CG,τ (ωi) → Q by
((0,0),1) (( r2 ,
r
2 ),1) ((−1,1), s1) (( r2 − 1, r2 + 1), s1)
λ2 1 −1 −1 1
and
λ1(g) = 1, λ3(g) = sgn
(|g|), λ4(g) = sgn(|g|) · (−1)zg (1).
In the deﬁnition of λ4 we are of course viewing zg(1) ∈ Zr as an integer in [0, r − 1]; the given
formula only makes sense because n = 2.
We now have the following result.
Proposition 3.1. Let r, p be even positive integers with p dividing r, such that r/p is odd. Then the linear
characters λi :CG,τ (ωi) → Q for 1 i  4 form a generalized involution model for G = G(r, p,2).
Proof. If we deﬁne hij = ((ip + j,− j),1) ∈ G for i, j ∈ Zr and let
C1 = C2 =
{
hij: i ∈ [0, r/p − 1], j ∈ [0, r/2− 1]
}
, so that |C1| = |C2| = r2/(2p),
C3 = C4 =
{
hi0: i ∈ [0, r/p − 1]
}
, so that |C3| = |C4| = r/p
then each Ci forms a set of left coset representatives of CG,τ (ωi) in G . Let g = ((a,b),π) ∈ G denote
an arbitrary element of G with a,b ∈ Zr , π ∈ S2 and a + b ∈ pZr . Observe that
hij · g · (hij)−1 =
{
((a,b),1), if π = 1,
((a − ip − 2 j,b + ip + 2 j), s1), if π = 1.
Write Λi = IndGCG,τ (ωi)(λi). Using the preceding observation with the Frobenius formula for induced
characters, it is not diﬃcult to check that:
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(ii) If a + b = 0 and π = 1 then
Λ1(g) =
{
r2/(2p), if a = b ∈ {0, r/2},
0, otherwise,
Λ3(g) = r/p,
Λ2(g) =
⎧⎨⎩ r
2/(2p), if a = b = 0,
−r2/(2p), if a = b = r/2,
0, otherwise,
Λ4(g) =
{
r/p, if a ∈ 2Zr,
−r/p, if a /∈ 2Zr .
(iii) If a + b = 0 and π = 1 then
Λ1(g) =
⎧⎨⎩
2r/p, if a ∈ 2Zr and r/2 is even,
0, if a /∈ 2Zr and r/2 is even,
r/p, if r/2 is odd,
Λ3(g) = −r/p,
Λ2(g) =
⎧⎨⎩
0, if r/2 is even,
r/p, if a ∈ 2Zr and r/2 is odd,
−r/p, if a /∈ 2Zr and r/2 is odd,
Λ4(g) =
{−r/p, if a ∈ 2Zr,
r/p, if a /∈ 2Zr .
In turn, these formulas imply that (Λ1 + Λ2 + Λ3 + Λ4)(g) is precisely equal to the right-hand side
of (3.2), which completes our proof. 
4. Automorphisms of G(r, p,n)
To prove that the groups G(r, p,n) do not have generalized involution models other than in the sit-
uations addressed by the previous section, we require some understanding of these groups’ automor-
phisms. In particular, we require a suﬃciently explicit description of the elements of Aut(G(r, p,n))
to be able to deduce precisely which automorphisms can satisfy the conditions of Theorem 2.2.
Marin and Michel provide in [16] several useful general results concerning the structure of Aut(G)
when G is any ﬁnite complex reﬂection group. In particular, they prove that when G is an irre-
ducible complex reﬂection group not equal to the symmetric group S6, each automorphism of G is
the composition of an automorphism which preserves the pseudo-reﬂections in G and a “central au-
tomorphism”, by which we mean a map τ such that τ g · g−1 is always central. Letting V denote the
vector space on which G acts irreducibly, Marin and Michel describe how each reﬂection-preserving
automorphism can be interpreted as the composition of an automorphism induced from the normal-
izer of G in GL(V ) and an automorphism induced from the Galois group of K over Q, where K is
the ﬁeld of deﬁnition, i.e., the extension of Q generated by the traces of elements of G . They further
discuss how to construct central automorphisms from the linear characters of G .
Marin and Michel’s paper does not go as far as to actually write down the deﬁnitions of all the
automorphisms in a very accessible fashion. Shi and Wang in the article [18] do write down ex-
plicit formulas, but only for the subgroup of reﬂection-preserving automorphisms of G(r, p,n). From
elementary considerations and without too much diﬃculty, one can give a complete and explicit de-
scription of Aut(G(r, p,n)), and we provide this here for completeness. It is possible to glean many of
these results from Shi and Wang’s classiﬁcation [18] and Marin and Michel’s work [16]. The content
of this section is, as such, to produce from a short, self-contained argument actual formulas for all
the automorphisms of G(r, p,n) which we can use to classify their generalized involution models.
In what follows, we denote by Inn(G) the group of inner automorphisms of a group G; by Out(G)
the quotient group Aut(G)/Inn(G); and by Z(G) the center of G . Fix positive integers r, p, n with
p dividing r. Let ei = (0, . . . ,0,1,0, . . . ,0) ∈ (Zr)n denote the standard vector in the obvious free
basis of (Zr)n over Zr , and deﬁne elements si, s′i, s ∈ G(r, r,n) and t, c ∈ G(r,1,n) by
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(
0, (i i + 1)) for i = 1, . . . ,n − 1,
s′i =
(
ei − ei+1, (i i + 1)
)
for i = 1, . . . ,n − 1,
s = (e1 − e2,1),
t = (e1,1),
c = (e1 + e2 + · · · + en,1). (4.1)
Note that the elements s′i , s, are only deﬁned for r  2 and n 2, and that s′1 = s1s. Also, observe that
each si and s′i has order 2 while s, t , c all have order r. In particular when r = 1 we have s = t = c = 1.
The group G(r, p,n) is generated by s′1, s1, . . . , sn−1, t p or by s1, . . . , sn−1, s, t p ; we can omit from
these lists s′1 and s if p = 1 and t p if p = r. Broué, Malle, and Rouquier [7] give presentations for
G(r, p,n), as well as for the exceptional groups Gi , using the former set of generators; however, the
latter set will be more convenient in many of our deﬁnitions.
For each integer j we note that
c j = t j · (s1t j s1) · (s2s1t j s1s2) · · · (sn−1 · · · s2s1t j s1s2 · · · sn−1) ∈ Z(G(r, p,n)). (4.2)
The center of G(r, p,n) almost always lies in the subgroup of G(r,1,n) generated by c, as we note for
later use in the following basic lemma.
Lemma 4.1. Let r, p, n be integers with p dividing r. If d = gcd(p,n) then
(Zr)
n ∩ Z(G(r, p,n))= {c jp/d: j ∈ [0,dr/p − 1]}.
This subgroup is equal to the center of G(r, p,n) unless (r, p,n) is (1,1,2) or (2,2,2), in which case G(r, p,n)
is abelian.
Proof. We leave this easy exercise to the reader. 
To make our notation less cumbersome, we set
C(r, p,n) = (Zr)n ∩ Z
(
G(r, p,n)
)
.
The following deﬁnition in some sense names all nontrivial outer automorphisms of G(r, p,n). Given
j,k ∈ Z and z ∈ C(r,1,n), let α j,k,z :G(r,1,n) → G(r,1,n) be the map
α j,k,z : (x,π) → z(π)c	(x)·k( jx,π), for x ∈ (Zr)n, π ∈ Sn. (4.3)
We recall that 	 : (Zr)n → Zr is the homomorphism 	(x) = x1 + x2 + · · · + xn . In our superscripts we
naturally identify Zr with the integers [0, r − 1] and view Zr as a Z-module. Since c has order r,
this is well deﬁned. Also,  : Sn → Z0 denotes the usual length function, deﬁned as the minimum
number of factors needed to write a permutation as a product of the simple transpositions si , or
equivalently the cardinality of a permutation’s inversion set.
The map α j,k,z has the following effect on our generators:
si → zsi, s′i → zs′i
(
si s
′
i
) j−1
, s → s j, t → ckt j, c → c j+nk.
Observe that α1,0,1 is the identity and α−1,0,1 is the inverse transpose automorphism g → g . The
map α j,k,z is often but not always an automorphism, as we see in the following lemma.
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restricts to an automorphism of G(r, p,n) if and only if
gcd( j, r) = gcd( j + nk, r/p) = 1 and z ∈ C(r, p,n) and z2 = 1. (4.4)
Proof. Assume α j,k,z restricts to an automorphism of G(r, p,n). The image zsi of si then has order
two and belongs to G(r, p,n), so z2 = 1 and z = zsi · si ∈ G(r, p,n), which implies z ∈ C(r, p,n) since
z ∈ C(r,1,n). Likewise, the image s j of s has order r so gcd( j, r) = 1, and the image cp( j+nk) of cp has
order r/p so gcd( j + nk, r/p) = 1.
Conversely, suppose (4.4) holds. Since cp ∈ G(r, p,n) and 	( jx) = j · 	(x), it follows that α j,k,z
maps G(r, p,n) into itself. One easily checks that α j,k,z is a homomorphism using the following ob-
servations: c, z are central; if π,σ ∈ Sn then (π) + (σ ) − (πσ ) is even; and 	(σ(x)) = 	(x) for
all x ∈ (Zr)n and σ ∈ Sn . It remains only to show that α j,k,z :G(r, p,n) → G(r, p,n) is bijective, and
for this it suﬃces to show that α j,k,z is surjective.
To prove this, we ﬁrst observe that z is either the identity or the element cr/2 when r is even and
nr/2 is a multiple of p. Assume this latter case occurs; since 	( r2 e1 + · · ·+ r2 en) = nr/2 we then have
α j,k,z(z) = c( j+nk)r/2. If r/p is even then gcd( j + nk, r/p) = 1 implies that j + nk is odd. If r/p is odd
then p is even and r/2 is an odd multiple of p/2, so n must be even in order for nr/2 to be a multiple
of p. Since r is even and gcd( j, r) = 1, j is odd, so again j+nk is odd. Hence c( j+nk)r/2 = cr/2 = z, and
we conclude that in either case α j,k,z(z) = z.
Given this observation, it follows that α j,k,z(zsi) = si for all i. Furthermore, if j′ is an integer
such that j j′ ≡ 1 (mod r), then α j,k,z(s j′ ) = s. Finally, if k′ is an integer such that ( j + nk)k′ ≡
− j′k (mod r/p), then
α j,k,z
(
cpk
′
t pj
′)= cp( j+nk)k′ · cpj′ktpj j′ = t p.
Since there exist such integers j′ , k′ by assumption and since s1, . . . , sn−1, s, t p generate G(r, p,n), it
follows that our map is surjective and hence an automorphism. 
Given g ∈ G(r,1,n), let Ad(g) : x → gxg−1 denote the corresponding inner automorphism. Each
such Ad(g) of course restricts to an automorphism of the normal subgroup G(r, p,n), and with slight
abuse of notation we regard Ad(g) for g ∈ G(r,1,n) as an element of Aut(G(r, p,n)). The following
lemma gives a useful characterization of which maps Ad(g) restrict to elements of Inn(G(r, p,n)).
Lemma 4.3. Let r, p, n be positive integers with p dividing r. If g ∈ G(r,1,n), then the following are equivalent:
(i) Ad(g) restricts to an inner automorphism of G(r, p,n).
(ii) Ad(g)(π) is conjugate to π in G(r, p,n) for all π ∈ Sn.
(iii) 	(g) ∈ dZr where d = gcd(p,n).
Proof. The lemma is trivially true if n = 1 so assume n  2. Clearly (i) implies (ii), so assume (ii)
holds. Choose a ∈ [0, p− 1] such that g = g′ta for some g′ ∈ G(r, p,n) and let π = (1 2 · · · n)−1 ∈ Sn .
Then (ii) implies
Ad
(
ta
)
(π) = (−ae1 + ae2,π) = (x,σ )π(x,σ )−1
for some (x, σ ) ∈ G(r, p,n). Conjugating both sides of this equation by σ−1 gives
(−aeσ−1(1) + aeσ−1(2), σ−1πσ )= ((xn − x1)e1 + (x1 − x2)e2 + · · · + (xn−1 − xn)en,π). (4.5)
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i − 1 or n, and so if we make the abusive deﬁnition x j−n = x j for j ∈ [1,n], then Eq. (4.5) implies
xi−1 − xi = a, xi−2 − xi−1 = −a, and xi−2 = xi−3 = · · · = xi−n def= b ∈ Zr .
From these identities, one computes a + bn = x1 + x2 + · · · + xn ∈ pZr , so we have 	(g) + bn =
	(g′)+ a + bn ∈ pZr ⊂ dZr . Since bn ∈ dZr , (iii) follows.
Finally assume (iii) holds. Then since d = ip + jn for some i, j ∈ Z, it follows that (viewing Zr as
a Z-module) 	(g) − kn ∈ pZr for some k ∈ Z in which case gc−k ∈ G(r, p,n). Since c is central, we
have Ad(g) = Ad(gc−k) which gives (i). 
In almost all cases every automorphism of G(r, p,n) arises by composing Ad(g) for some
g ∈ G(r,1,n) with some α j,k,z . To make this precise, we ﬁrst require the next lemma.
Lemma 4.4. Let r, p, n be positive integers with p dividing r. Then every automorphism of G(r, p,n) which
preserves the normal subgroup (Zr)n ∩ G(r, p,n) = {g ∈ G(r, p,n): |g| = 1} is of the form
Ad(g) ◦ α j,k,z, for some g ∈ G(r,1,n) and j,k, z as in (4.4),
unless (r, p,n) is (1,1,6).
The following elementary proof uses many of the same arguments as the proof of Proposition 4.1
in [16], which describes a related but less speciﬁc result.
Proof. Let G = G(r, p,n) and N = (Zr)n ∩G , so that G = N  Sn . For the present we assume n = 6. Fix
υ ∈ Aut(G) and suppose υ(N) = N . If proj :G → Sn denotes the homomorphism (x,π) → π , then it
follows that map π → proj ◦υ(0,π) is an inner automorphism of Sn , and so υ = Ad(ω) ◦υ ′ for some
ω ∈ Sn and some υ ′ ∈ Aut(G) with
υ ′(si) =
(
xi,1e1 + · · · + xi,nen, (i i + 1)
)
for some choice of xi, j ∈ Zr (4.6)
for i = 1, . . . ,n − 1. Since s2i = 1 we must have xi,i = −xi,i+1 and 2xi, j = 0 for j /∈ {i, i + 1}. Since s1
and s j commute for j > 2, inspection of the equal expressions υ ′(s1) and υ ′(s j)υ ′(s1)υ ′(s j) shows
that x1,3 = x1,4 = · · · = x1,n . Therefore
υ ′(s1) = zsa1 s1, for some a1 ∈ Zr and some z ∈ C(r, p,n) with z2 = 1.
The conjugacy class of zsa1 s1 consists of elements of the form z(aei − ae j, (i j)) for a ∈ Zr and 1 
i < j  n. The element υ ′(si) must be of this form, as well of the form (4.6), so we conclude that
υ ′(si) = z(aiei − aiei+1, (i i + 1)) for some ai ∈ Zr for each i = 1, . . . ,n − 1. Once can check that if
y =
(
n∑
i=1
n∑
j=i
a jei,1
)
∈ G(r,1,n) then y−1 · υ ′(si) · y = zsi for all i,
and so υ = Ad(ωy) ◦ υ ′′ where υ ′′ ∈ Aut(G) has υ ′′(si) = zsi for all i. Since N is normal in G(r,1,n),
it follows that υ ′′(N) = N .
Since s and t commute with s j for j > 2 and j > 1 respectively, and since s1ss1 = s−1, it follows
that we can write
υ ′′(s) = z′s j and υ ′′(t) = z′′t pj′ , for some j, j′ ∈ Zr and z′, z′′ ∈ C(r, p,n) with
(
z′
)2 = 1.
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assuming z′ = 1. If n> 2, then since s1s j = (s2s j s2)−1s1(s2s j s2), we have
zz′s1s j = υ ′′(s1s) = υ ′′
(
(s2ss2)
−1s1(s2ss2)
)= zs1s j
so z′ = 1 automatically. Hence υ ′′(s) = s j for some j ∈ Zr . Since sp = t ps1t−ps1, we obtain
(pje1 − pje2,1) = υ ′′
(
sp
)= υ ′′(t p) · zs1 · υ ′′(t p)−1 · zs1 = (pj′e1 − pj′e2,1).
Therefore t pj = t pj′ so we can assume j′ = j. Since t p has order r/p, the central element z′′ must be
of the form cpk for some integer k, and so υ ′′(t p) = cpktpj . But now υ ′′ agrees with the map α j,k,z
on the generators s1, . . . , sn−1, s, t p , and so we conclude by Proposition 4.2 that υ ′′ = α j,k,z . Thus
υ = Ad(ωy) ◦ α j,k,z as desired.
To ﬁnish our proof we must treat the case n = 6 and r > 1. In this situation, N is a characteristic
subgroup by [16, Lemma 4.2] and so the map π → proj ◦ υ(0,π) again induces an automorphism
of Sn . Our desired conclusion will follow if we can show that this automorphism is inner, since then
we can invoke all of the preceding arguments. This is shown in the last paragraph of the proof of
Proposition 4.1 in [16]. 
Barring a ﬁnite number of cases, the subgroup (Zr)n ∩ G(r, p,n) is typically characteristic and so
every automorphism of G(r, p,n) is of the form given in the lemma. To account for the possible
exceptions, we deﬁne additional automorphisms ηr,p,n, η′r,p,n ∈ Aut(G(r, p,n)) on generators by
η2,1,2 : s1 → t
t → s1
η2,2,2 : s1 → s
s′1 → s1
s → s′1
η4,2,2 : s1 → t2
s′1 → s1
t2 → s′1
η3,3,3 : s1 → s2
s2 → s′1
s′1 → s1
η′3,3,3 : s1 → s1
s2 → s2
s′1 → s′2
η2,2,4 : s1 → s′1
s2 → s2
s3 → s1
s′1 → s3
η1,1,6 : s1 → (1 2)(3 4)(5 6)
s2 → (1 5)(2 3)(4 6)
s3 → (1 2)(3 6)(4 5)
s4 → (1 5)(2 6)(3 4)
s5 → (1 2)(3 5)(4 6)
and in all other cases ηr,p,n = 1 and η′r,p,n = 1. Thus η′r,p,n is the identity unless (r, p,n) = (3,3,3).
Many of these automorphisms are well known: for example, η2,1,2 and η2,2,4 are the graph au-
tomorphisms 2B2 and 3D4, and η1,1,6 is the outer automorphism of S6. The automorphisms η4,2,2
and η3,3,3, η′3,3,3 and η2,2,4 derive from normal embeddings of G(4,2,2)  G6 and G(3,3,3)  G26
and G(2,2,4) G28 in exceptional groups. For more information on the structure of this embedding,
see [6, Proposition 3.13] or [16, Section 3].
Theorem 4.1. Let r, p, n be positive integers with p dividing r. Then every automorphism of G(r, p,n) is of the
form
(ηr,p,n)
i1 ◦ (η′r,p,n)i2 ◦ Ad(g) ◦ α j,k,z
for some g ∈ G(r,1,n), i1, i2, j,k ∈ Z, and z ∈ C(r, p,n).
Remark. Of course, by Lemma 4.2 the given expression is an automorphism of G(r, p,n) if and only
if gcd( j, r) = gcd( j + nk, r/p) = 1 and z2 = 1. Note, furthermore, that ηr,p,n = η′r,p,n = 1 if (r, p,n) is
not (2,1,2), (2,2,2), (4,2,2), (3,3,3), (2,2,4), or (1,1,6). In these cases, it is easy to see that the
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predicted by [18, Theorem 7.1].
Proof of Theorem 4.1. One can check directly that the theorem holds if (r, p,n) is (2,1,2), (2,2,2),
(4,2,2), (3,3,3), (2,2,4), or (1,1,6); we have done so using the computer algebra system GAP. If
(r, p,n) is not one of these exceptions, then by Lemma 4.2 in [16] the subgroup (Zr)n ∩ G(r, p,n) is
characteristic, and hence preserved by Aut(G), in which case the theorem follows immediately from
Lemma 4.4. 
We can be a little more speciﬁc about the uniqueness of the decomposition given in the theorem,
and this will allow us to give a formula for the order of Aut(G(r, p,n)). Given integers j, k and
z ∈ C(r,1,n), we adopt the shorthand
β j
def= α j,0,1 : (x,π) → ( jx,π) and γk,z def= α1,k,z : (x,π) → z(π)c	(x)·k(x,π).
One checks that
β j ◦ β j′ = β j j′ , γk,z ◦ γk′,z′ = γk′′,zz′ , and β j ◦ γk,z = γk,z ◦ β j = α j, jk,z,
where k′′ = k+ k′ +nkk′ . Since in this notation α0,1,1 = β1 = γ0,1 all equal the identity automorphism
of G(r, p,n), it follows that the sets
B
def= {β j: gcd( j, r) = 1} and C def= {γk,z: gcd(1+ nk, r/p) = 1, z ∈ C(r, p,n), z2 = 1}
are subgroups of Aut(G(r, p,n)). Deﬁne additionally the subgroups
X
def= 〈ηr,p,n, η′r,p,n〉 and A def= {Ad(g): g ∈ G(r,1,n)}
of Aut(G(r, p,n)). Using the previous result, we have the following.
Proposition 4.1. Let r, p, n be positive integers with p dividing r. Then:
(i) Aut(G(r, p,n)) = X ABC and X A is a normal subgroup of Aut(G(r, p,n)).
(ii) (a) If n = 1 then B = C, and if n> 1 then B ∩ C = {1}.
(b) If n = 2 then A ∩ BC is the set of all automorphisms of the form α j,k,z with ( j,k) = (−1,1) or (1,0),
and if n = 2 then A ∩ BC = {1}.
(c) If (r, p,n) = (3,3,3) then X ∩ ABC = A and if (r, p,n) = (3,3,3) then X ∩ ABC = {1}.
(iii) If n> 2 then Aut(G(r, p,n)) ∼= (X A  B)× C.
This result is closely related to Proposition 4.1 in [16], which asserts that any automorphism of
G(r, p,n) is the composition of an automorphism which preserves the pseudo-reﬂections in G(r, p,n)
and a central automorphism. The subgroup C ⊂ Aut(G(r, p,n)) is the set of central automorphisms
of G(r, p,n) and X AB ⊂ Aut(G(r, p,n)) is the subgroup of automorphisms which preserve the reﬂec-
tions. Furthermore, if we view G(r, p,n) as a subgroup of GL(Cn) whose elements are generalized
permutation matrices, then the subgroup X A consists of all automorphisms induced from elements
of the normalizer of G(r, p,n) in GL(Cn). The subgroup B likewise consists of all automorphisms
induced from elements of the Galois group of Q(ζr) over Q.
Proof of Proposition 4.1. To prove the ﬁrst half of (i), one checks that BC is precisely the set of all
automorphisms of G(r, p,n) of the form α j,k,z; hence, by the preceding theorem Aut(G(r, p,n)) =
X ABC . One can check the remaining assertions in the ﬁnite number of cases when X = {1} directly,
by hand or with a computer algebra system. Therefore assume X = {1}.
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Ad(g′) where g′ = ( jy,ω). Our description of B ∩ C is trivially veriﬁed. Suppose n = 2 and z ∈
C(r, p,n) has z2 = 1. We have two cases: either z = 1 or z = ( r2 e1 + r2 e2,1), the latter of which can
only occur if r is even. One checks that α−1,1,z = Ad(g) for g = s1 if z = 1 and for g = ( r2 e1, (1 2)) if
z = 1. Likewise, γ0,z is the identity if z = 1 and Ad(g) for g = ( r2 e1,1) if z = 1. Since n = 2 we have
Ad(g)(s1) = sas1 for some a ∈ Z and Ad(g)(s) = sAd(g)(t p) = t p or
Ad(g)(s) = s−1
Ad(g)(t p) = cpt−p
and it follows that only elements of the form α j,k,z with ( j,k) = (1,0) or (−1,1) can be contained in
A ∩ BC , which proves (ii).
If n = 1 then A = {1}. Suppose n > 2 and Ad(g) = α j,k,z for some g = (y,π) ∈ G(r,1,n) and j,
k, z. This implies πσπ−1 = σ for all σ ∈ Sn so π = 1 since Z(Sn) is trivial. Consequently Ad(g)
ﬁxes both s and t so we must have j = 1 and k = 0. Furthermore, Ad(g)(s1) = sy1−y2 s1 so we must
have y1 = y2 and z = 1 since n > 2. Therefore α j,k,z = 1 so A ∩ BC = {1}. Since each element in C
commutes with all elements of A and B , part (iii) now follows from (i) and (ii). 
From this proposition we are now able to derive a formula for the order of the automorphism
group of G(r, p,n). Here φ(x) denotes Euler’s totient function, which we recall is deﬁned as the
number of positive integers y  x with gcd(x, y) = 1.
Corollary 4.1. Let r, p, n be positive integers with p dividing r. Assume n > 1 and write e for the greatest
divisor of r/p with gcd(e,n) = 1. Then
∣∣Aut(G(r, p,n))∣∣= cr,p,n
c′r,p,n
· φ(r) · φ(e)/e · n! · rn/p,
and ∣∣Out(G(r, p,n))∣∣= cr,p,n · φ(r) · φ(e)/e · r/p · gcd(p,n),∣∣Z(G(r, p,n))∣∣= c′r,p,n · r/p · gcd(p,n),
where
c1,1,2 = 1, c2,2,2 = 3, c2,1,2 = 1, c4,2,2 = 3/2, c3,3,3 = 4,
c2,2,4 = 6, c1,1,6 = 2, c′1,1,2 = 2, c′2,2,2 = 2,
and in all other cases
cr,p,n =
⎧⎪⎨⎪⎩
1/2, if n = 2,
1, if r is odd and n> 2,
1, if p is even but r/p and n> 2 are odd,
2, otherwise,
and c′r,p,n = 1.
Remark. If n = 1 then G(r, p,n) ∼= Zr/p so |Aut(G(r, p,n))| = |Out(G(r, p,n))| = φ(r/p).
Proof of Corollary 4.1. The formula for the order of the center of G = G(r, p,n) follows immediately
from Lemma 4.1, so it suﬃces to prove our formula for |Aut(G)|. If (r, p,n) is one of the exceptional
cases (1,1,2), (2,2,2), (2,1,2), (4,2,2), (3,3,3), (2,2,4), or (1,1,6), then our formula asserts that
|Aut(G)| is 1, 6, 8, 48, 432, 1152, or 1440, respectively. One easily checks that these orders are correct:
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and one can compute the outer automorphisms of G(4,2,2) and G(3,3,3) by hand or with a com-
puter.
Assuming (r, p,n) is not one of these exceptions, we have |A| = |G(r,1,n)|/|C(r,1,n)| = n! · rn−1
by Lemma 4.1 and |B| = φ(r). To compute |C |, we note that γk,z = γk′,z′ if and only if k ≡ k′ (mod r/p)
and z = z′ . Thus the elements of C are in bijection with all choices of k ∈ [0, r/p−1] and z ∈ C(r, p,n)
such that gcd(1+ nk, r/p) = 1 and z2 = 1. To satisfy these conditions, the central element z must be
the identity if r is odd, or if r is even but nr/2 is not a multiple of p, which occurs if and only if p is
even but r/p and n are odd. In all other cases, z can be either 1 or cr/2. Additionally, since 1+ nk is
coprime to r/p if and only if 1 + nk is coprime to e, it follows that there are φ(e) · (r/p)/e possible
choices of k ∈ [0, r/p − 1] with gcd(1+ nk, r/p) = 1. Thus |C | = c˜r,p,n · φ(e)/e · r/p where
c˜r,p,n =
{
1, if r is odd, or if p is even but r/p and n are odd,
2, otherwise.
As n> 1 and X = {1}, by the preceding proposition we thus have
∣∣Aut(G)∣∣= |A||B||C ||A ∩ BC ||B ∩ C | = c˜r,p,n|A ∩ BC | · φ(r) · φ(e)/e · n! · rn/p.
If n> 2, then |A∩ BC | = 1 and if n = 2 then it follows from part (ii) of Proposition 4.1 that |A∩ BC | =
2˜cr,p,n , so in both cases we obtain c˜r,p,n/|A ∩ BC | = cr,p,n/c′r,p,n as desired. 
5. Classifying generalized involution models
In this ﬁnal section we complement the results of Section 3 by proving that G(r, p,n) does not
have a generalized involution model if gcd(p,n)  2, unless gcd(p,n) = n = 2 and r/p is odd. Com-
bining this with a computer assisted investigation of the exceptional groups, we will be able to
completely determine which ﬁnite complex reﬂection groups have generalized involution models.
5.1. Observations and reductions
We begin by observing that ﬁnding all generalized involution models of a group often is equivalent
to classifying the generalized involution models deﬁned with respect to a single, ﬁxed automorphism.
Say that an automorphism τ ∈ Aut(G) of a group G is class-preserving if τ g is conjugate to g for
all g ∈ G , or equivalently if ψ ◦ τ = ψ for all ψ ∈ Irr(G). Clearly all inner automorphisms are class-
preserving, but a ﬁnite group can possess outer automorphisms which are class-preserving, as was
ﬁrst shown by Burnside [8]. The non-existence of class-preserving outer automorphisms can greatly
reduce the problem of ﬁnding all generalized involution models of a group by the following lemma.
Lemma 5.1. Let G be a ﬁnite group with an automorphism τ ∈ Aut(G) such that τ 2 = 1 and
∑
ψ∈Irr(G)
ψ(1) = ∣∣{g ∈ G: g · τ g = 1}∣∣. (5.1)
If G has no class-preserving outer automorphisms, then the following hold:
(i) The image of τ in Out(G) is central.
(ii) Any generalized involution model for G can be deﬁned with respect to τ .
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Wall [21] showed that the semidirect product G = Zm  Z×m consisting of all pairs (a, x) ∈ Zm × Z×m
with the multiplication
(a, x)(b, y) = (a + xb, xy), for a,b ∈ Zm, x, y ∈ Z×m
has a class-preserving outer automorphism τ of order two if m is divisible by 8. Taking m = 8 gives
a group G of order 32, the smallest group with a class-preserving outer automorphism. One can
check using a computer algebra system (we used GAP) that this G has a generalized involution model
with respect to 1 ∈ Aut(G) but not with respect to the class-preserving outer automorphism τ , even
though (5.1) holds.
Proof of Lemma 5.1. Assume G has no class-preserving outer automorphisms. If α ∈ Aut(G) and τ ′ =
α ◦ τ ◦ α−1, then by Theorem 2.2, we have τ (ψ) = 1 and τ ′ (ψ) = τ (ψ ◦ α) = 1 for all ψ ∈ Irr(G).
Therefore, by Proposition 2 in [9], τ g is conjugate to τ
′
g for all g ∈ G , so α ◦ τ ◦ α−1 ◦ τ−1 is class-
preserving, and therefore an inner automorphism. This proves (i).
Now suppose G has a generalized involution model with respect to υ ∈ Aut(G) with υ2 = 1. By
Theorem 2.2, it follows that τ (ψ) = υ(ψ) = 1 for all ψ ∈ Irr(G), so by [9, Proposition 2] each g ∈ G
is conjugate to both τ g−1 and υ g−1. Replacing g with g−1, one sees that τ g is therefore conjugate
to υ g for all g ∈ G , which suﬃces to show that τ ◦ υ−1 is a class-preserving automorphism. Hence
τ = Ad(x) ◦ υ for some x ∈ G . Since τ 2 = υ2 = 1, the element z def= x · υx ∈ G is central. Fix ψ ∈ Irr(G)
and let ωψ(z)
def= ψ(z)
ψ(1) denote the value of its central character at z; then ψ(zg) = ωψ(z)ψ(g) for all
g ∈ G , and it follows that ωψ(z)τ (ψ) = υ(ψ) = τ (ψ) = 1 so ψ(z) = ψ(1). Since this holds for all
irreducible characters of G , we have z = 1. This means that g · τ g = gx · υ g · x−1 = (gx) · υ(gx), and
it follows that the map IG,τ → IG,υ given by g → gx is an isomorphism of G-sets. In particular,
the twisted conjugacy classes with respect to τ and υ are in bijection and have the same twisted
centralizers. Therefore the generalized involution model with respect to υ can also be deﬁned with
respect to τ , which proves (ii). 
As a consequence of this result, to determine whether a group G with no class-preserving outer
automorphisms has a generalized involution model, one only needs to check (1) if there exists
τ ∈ Aut(G) with τ 2 = 1 such that (5.1) holds, and (2) if G has a generalized involution model with
respect to τ . This strategy is especially apposite for irreducible complex reﬂection groups in light of
the following result given in a slightly different form as Proposition 3.1 in [16].
Lemma 5.2. (See Marin, Michel [16].) A ﬁnite complex reﬂection group has no class-preserving outer automor-
phisms.
Remark. We remark that it is a tedious but not overly diﬃcult exercise to prove the lemma directly
for the irreducible groups G(r, p,n), and via computer calculations for the exceptional groups. The
lemma then holds for all ﬁnite complex reﬂection groups because a class-preserving automorphism
of a direct product must restrict to a class-preserving automorphism of each factor.
These results become especially useful when doing calculations. To determine which of the excep-
tional irreducible complex reﬂection groups G4, . . . ,G37 have generalized involution models, we will
rely on a computer-assisted brute force search. The preceding lemmas greatly diminish the size of
this calculation, because they show that one needs to examine at most one automorphism for each
group to determine if a generalized involution model exists. In Table 1 we provide a list of auto-
morphisms τ ∈ Aut(Gi) for which (5.1) holds, if this is possible. These automorphisms are deﬁned
on the generators s, t , u, v , w which appear in the presentations for G4, . . . ,G37 in the appendix
of [7]. These generators coincide with the generators for the exceptional groups in the GAP package
CHEVIE, which allows one easily to compute things with this data.
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Automorphisms τ ∈ Aut(Gi) satisfying the conditions of Theorem 2.2, deﬁned in terms of the presentations given in [7].
Exceptional group G τ ∈ Aut(G) with τ 2 = 1 and τ (ψ) = 1 for all ψ ∈ Irr(G)
G4, G5, G6, G8, G9, G10, G14, G16, G17, G18, G20, G21 (s, t) → (s−1, t−1)
G7, G11, G19 (s, t,u) → (s, t−1, su−1s)
G12, G22, G24, G25 (s, t,u) → (u−1, t−1, s−1)
G13 (s, t,u) → (s,u, t)
G15 (s, t,u) → (s, t, tu−1t)
G23, G28, G30, G35, G36, G37 Identity automorphism
G26 (s, t,u) → (s−1, t−1,u−1)
G27, G29, G34 No such τ exists
G31 (s, t,u, v,w) → (u, t, s,w, v)
G32 (s, t,u, v) → (v−1,u−1, t−1, s−1)
G33 (s, t,u, v,w) → (v,u, t, s,w)
Vinroot, elaborating upon the work of Baddeley [5], describes in [20] all ﬁnite Coxeter groups with
involution models in the classical sense; in particular, the only irreducible ﬁnite Coxeter groups which
fail to have involution models are those of type D2n (n > 1), E6, E7, E8, F4, and H4. If G is a ﬁnite
Coxeter group then all of its representations are equivalent to real representations, and so by the
Frobenius–Schur involution counting theorem, (5.1) holds with τ = 1. Hence, by Lemmas 5.1 and 5.2,
a ﬁnite Coxeter group has a generalized involution model if and only if it has an involution model,
and we are left with the following corollary of Theorem 1 in [20].
Corollary 5.1. A ﬁnite Coxeter group has a generalized involution model if and only if it has an involution
model, which occurs if and only if all of its irreducible factors are of type An, Bn, D2n+1 , H3 , or I2(n).
Remark. The Coxeter group of type G2 is omitted from this list only because it is isomorphic to the
one of type I2(6). We note that the Coxeter group of type I2(n) is the involutory complex reﬂection
group G(n,n,2), and that restricted to this group the map τ : g → g is a nontrivial inner automor-
phism. Thus, while the group has an involution model in the classical sense, it also has a generalized
involution model with respect to τ , which is consistent with Lemmas 5.1 and 5.2. The same is true
for groups of types An , Bn , and D2n+1, but vacuously since in these cases the inverse transpose τ acts
as the identity map.
In order to reduce our investigation of ﬁnite complex reﬂection groups to irreducible groups, we
require one additional lemma. This next statement generalizes Lemma 1 in [20] which considers only
involution models.
Lemma 5.3. If H1, . . . , Hn are ﬁnite groups then H =∏ni=1 Hi has a generalized involution model if and only
if each Hi has a generalized involution model.
Proof. If H has a generalized involution model with respect to τ ∈ Aut(H), then each h ∈ H is conju-
gate to τh−1 by Theorem 2.2 and Proposition 2 in [9], and so τ restricts to an automorphism of each
factor Hi . Given this fact, it follows that any generalized involution model for H decomposes in an
obvious way as a “product” of generalized involution models of the factor groups Hi , and the proof of
the lemma becomes a simple exercise. 
5.2. Addressing G(r, p,n) with gcd(p,n) = 2
We now demonstrate that G(r, p,n) does not have a generalized involution model if gcd(p,n) = 2,
unless n = 2 and r/p is odd. Our proof of this proceeds in two steps, and will use somewhat different
methods. We begin in the case when gcd(p,n) = 2 and r/p is even.
316 E. Marberg / Journal of Algebra 334 (2011) 295–320Lemma 5.4. Let r, p, n be positive integers with p dividing r. If gcd(p,n) = 2 and r/p is even, then G(r, p,n)
does not have a generalized involution model.
Proof. We can tackle this case by much more direct methods than when r/p is odd. Let G = G(r, p,n)
and deﬁne τ as the usual inverse transpose automorphism g → g . Since gcd(p,n) = 2, it follows from
Theorem 2.1 that Eq. (5.1) is satisﬁed, so by Lemmas 5.1 and 5.2, we need only show that G has no
generalized involution models with respect to τ . Towards this goal, our strategy is simple. Since r/2
is a multiple of p, the central element z
def= cr/2 ∈ G(r,1,n) is contained in G; here c is deﬁned as
in (4.1). We claim that z lies in the commutator subgroup of the twisted centralizer CG,τ (ω) for every
generalized involution ω ∈ IG,τ .
If this holds, then z lies in the kernel of every linear character λ of CG,τ (ω) and therefore also in
the kernel of the induced character IndGCG,τ (ω)(λ) since z is central. In this case, if G has a generalized
involution model {λi : Hi → C} with respect to τ , then z lies in the kernel of ∑i IndGHi (λi), implying
the contradiction
1 = z ∈
⋂
ψ∈Irr(G)
ker(ψ) = {1}.
To prove our claim, suppose ω = (a,π) ∈ G has ω · τω = (π−1(a)−a,ω2) = (0,1) = 1. Then π ∈ Sn
must be an involution with π(a) = a. We lose no generality by conjugating ω by an element of Sn ⊂ G
since this has the effect of conjugating the twisted centralizer CG,τ (ω) and ﬁxing z. Therefore, we can
assume that ω = (1 2)(3 4) · · · (2k−1 2k) for some k n/2, in which case π(a) = a implies a2i−1 = a2i
for all i = 1, . . . ,k. Since r and p are even and 	(a) ∈ pZr , the number of ai /∈ 2Zr is even; therefore,
letting  = n/2 − k, there are distinct indices {i1, j1, . . . , i, j} = [2k + 1,n] such that ait − a jt ∈ 2Zr
for all t = 1, . . . , . For each t , let bt ∈ Zr such that 2bt = ait − a jt . Now deﬁne g = (x, σ ) ∈ G by
σ = (1 2) · · · (2k − 1 2k)(i1 j1) · · · (i j) ∈ Sn and xi =
{0, if i ∈ [1,k],
bt, if i = jt,
−bt, if i = it .
One can check that we then have σ ∈ CSn (π), π(x) = x, and a + 2x = σ(a), and so
g ·ω · τ g−1 = (σ−1π−1(x)+ σ−1(a)+ σ−1(x),σπσ−1)= (σ−1(a + 2x),π)=ω.
Thus g ∈ CG,τ (ω). Since r is divisible by 4 and r/2 is divisible by p, we can deﬁne h = (y,1) ∈ G by
setting y ∈ (Zr)n to have
yi =
⎧⎪⎨⎪⎩
r/4, if i ∈ {1,3, . . . ,2k − 1},
−r/4, if i ∈ {2,4, . . . ,2k},
r/2, if i = it,
0, if i = jt .
Observe that π−1(y) = −y since r/2 = −r/2, so h ·ω · τh−1 =ωh−1h =ω and h ∈ CG,τ (ω). Our claim
now follows by calculating ghg−1h−1 = (σ−1(y)− y,1) = z, which completes the proof. 
If gcd(p,n) = 2 but r/p is odd, then the crucial step in the preceding proof does not hold. However,
in this case the group G(r, p,n) still fails to have a generalized involution model, provided n > 2. To
show this, we will use two results from Baddeley’s thesis [5].
First, recall that a model for a group G is a set {λi : Hi → C} of linear characters of subgroups of G
such that
∑
i Ind
G
Hi
(λi) =∑ψ∈Irr(G) ψ . Following Baddeley, we say that a model {λi : Hi → C} is based
on a set S of subgroups of G if for each i there exists a subgroup H ′i ∈ S with a linear character
λ′i : H
′
i → C such that IndGHi (λi) = IndGH ′ (λ′i). Thus {λi : Hi → C} is based on the set of subgroups {Hi},i
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set of all subgroups of G . For each n 1, let G(n) denote the set of subgroups of Sn of the form
Wk × Si × S j, where i, j,k are nonnegative integers with i + j + 2k = n
and Wk ⊂ S2k is the centralizer of the permutation (1 2)(3 4) · · · (2k − 1 2k) ∈ S2k . The centralizer
of any involution in Sn is conjugate to a subgroup of the form Wk × S j = Wk × S0 × S j ∈ G(n) for
some j, k with j + 2k = n, so any involution model for Sn is based on G(n). (This is not a vacu-
ous statement; [12] constructs an involution model for the symmetric group.) Baddeley states the
following result as Corollary 4.3.16 in [5].
Lemma 5.5. (See Baddeley [5].) Suppose M is a model for Sn based on G(n). If M contains both the trivial
character 1 ∈ Irr(Sn) and the sign character sgn ∈ Irr(Sn) then n = 2.
To state our second needed result, let Φ :G → G ′ be a surjective group homomorphism. Suppose
H ⊂ G is a subgroup and ψ ∈ Irr(H). If ker(ψ) ⊃ ker(Φ) ∩ H , then there exists a unique irreducible
character ψ ′ ∈ Irr(Φ(H)) such that ψ = ψ ′ ◦Φ , and we deﬁne RΦ(ψ) ∈ {0} ∪ Irr(Φ(H)) by
RΦ(ψ) =
{
ψ ′, if ker(ψ) ⊃ ker(Φ)∩ H,
0, otherwise.
The following appears as Theorem 4.2.3 in [5].
Theorem 5.1. (See Baddeley [5].) Let Φ :G → G ′ be a surjective group homomorphism. If M is a model for G
and
Mˆ = {λ ∈ M: RΦ(λ) = 0},
then MΦ def= {RΦ(λ): λ ∈ Mˆ} is a model for G ′ .
We now apply the preceding lemma and theorem to prove that most of the complex reﬂection
groups G(r, p,n) with gcd(p,n) = 2 do not have generalized involution models. We proceed by an
argument similar to one used by Baddeley to prove that the Weyl group of type D2n does not have
an involution model if n> 1 [5, Proposition 4.8.1].
Lemma 5.6. Let r, p, n be positive integers with p dividing r. If gcd(p,n) = 2, then G(r, p,n) has a generalized
involution model if and only if n = 2 and r/p is odd.
Proof. Assume gcd(p,n) = 2 so that n and r are both even. Given Lemma 5.4, we may assume that
r/p is odd. Suppose M = {λi : Hi → C} is a generalized involution model for G = G(r, p,n) with
respect to some automorphism τ ∈ Aut(G). Then each Hi = CG,τ (ωi) for a set of orbit representatives
ωi ∈ IG,τ , and by Theorem 2.1 and Lemmas 5.1 and 5.2, we may assume that τ is the usual inverse
transpose automorphism g → g . Identify Z2 ⊂ Zr as the subgroup Z2 = {0, r/2} = (r/2)Zr , so that we
can view G(2,2,n) as a subgroup of G .
If we deﬁne Φ :G(r,1,n) → Sn as the surjective homomorphism given by Φ : (x,π) → π , then Φ
restricts to a surjective homomorphism G(r, p,n) → Sn , and it follows from Theorem 5.2 in [15]—also,
it is not diﬃcult to see directly—that the image under Φ of each τ -twisted centralizer Hi is conjugate
to some subgroup Wk × Si × S j in G(n). Thus the model MΦ for Sn deﬁned by Theorem 5.1 is based
on G(n).
We now observe that the generalized involutions
e = ((0, . . . ,0),1)= 1 ∈ IG,τ and ω = ((1,−1,1,−1, . . . ,1,−1),1) ∈ IG,τ
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(x,1) ∈ G with xi ∈ 2Zr for all i. Since the stabilizers of elements in a given orbit are all conjugate,
we may therefore assume without loss of generality that one linear character of CG,τ (e) appears in M
and one linear character of CG,τ (ω) appears in M.
Because r/p is odd, so that r/2 ∈ Z2 ⊂ Zr is an odd multiple of p/2, we have
CG,τ (e) = (Z2  Sn)∩ G = G(2,2,n).
To calculate CG,τ (ω), we observe that if z = ((1,0,1,0, . . . ,1,0),1) ∈ G(r,1,n) and c ∈ G(r,1,n) is the
central element deﬁned by (4.1), then z · e · τ z−1 =ωc. Consequently, if g ∈ G then g ·ω · τ g−1 =ω if
and only if g ·ωc · τ g−1 =ωc, and so CG,τ (ω) = Ad(z)(G(2,2,n)).
The group CG,τ (e) = G(2,2,n) has only two linear characters λ1 and λ2, given by restricting the
linear characters 1Zr  (n) and 1Zr  (1n) of G(2,1,n) = Z2  Sn , respectively. It is evident from the
deﬁnition of these characters that ker(Φ) ∩ G(2,2,n) = (Zr)n ∩ G(2,2,n) ⊂ ker(λi) for i = 1,2 and
that
RΦ(λ1) = χ(n) = 1 ∈ Irr(Sn) and RΦ(λ2) = χ(1n) = sgn ∈ Irr(Sn).
Let λ′i = λi ◦ Ad(z)−1; then λ′1, λ′2 are the only linear characters of CG,τ (ω), and since Φ ◦
Ad(z)−1 = Φ as z ∈ ker(Φ), we have RΦ(λ′i) = RΦ(λi) = 0. Thus either RΦ(λ1),RΦ(λ′2) ∈ MΦ orRΦ(λ2),RΦ(λ′1) ∈ MΦ . In particular 1 and sgn must both appear in MΦ , so by Lemma 5.5 we have
n = 2. In this case we know by Corollary 3.1 that G indeed has a generalized involution model, which
completes the proof. 
5.3. Classiﬁcation of groups with generalized involution models
We may now prove the theorem promised in the introduction.
Theorem 5.2. A ﬁnite complex reﬂection group has a generalized involution model if and only if each of its
irreducible factors is one of the following:
(i) G(r, p,n) with gcd(p,n) = 1.
(ii) G(r, p,2) with r/p odd.
(iii) G23 , the Coxeter group of type H3 .
Proof. Let G be a ﬁnite complex reﬂection group. Then G is a product of irreducible complex reﬂec-
tion groups, so by Lemma 5.3 it suﬃces to prove that the only irreducible complex reﬂection groups
are those of types (i), (ii), and (iii).
To this end, ﬁrst suppose G = Gi for some 4 i  37 is an exceptional irreducible complex reﬂec-
tion group. If G = G23 is the Coxeter group of type H3, then G has a generalized involution model by
Corollary 5.1. To prove no other exceptional groups have generalized involution models, we resort to
an exhaustive computer search using the GAP package CHEVIE. Several fortunate circumstances make
this computation tractable. First, by Corollary 5.1, we do not need to examine the Coxeter groups G28,
G30, G35, G36, and G37. Second, it follows from Theorem 2.2 that the exceptional groups G27, G29,
and G34 do not have generalized involution models because, upon examination of their character ta-
bles, one ﬁnds that if G is one of these groups then
∑
ψ∈Irr(G) ψ assumes negative values. Checking
that each of the remaining exceptional groups does not have a generalized involution model by a
brute force search is a feasible and not very time consuming calculation. In particular, by Lemmas 5.1
and 5.2 one only needs to examine at most one automorphism for each group; we list candidates for
this automorphism in Table 1. The remaining exceptional groups neither are prohibitively large nor
have an excessive number of twisted conjugacy classes.
To deal with the inﬁnite series, suppose G = G(r, p,n) for some positive integers r, p, n with p di-
viding r. If gcd(p,n) 2 then it follows from Corollary 3.1 and Lemma 5.6 that G has a generalized
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that n> 2 and r > 2.
Suppose G has a generalized involution model with respect to some υ ∈ Aut(G) with υ2 = 1. By
Theorem 2.2 we then have
∑
ψ∈Irr(G) ψ(1) = |IG,υ | and υ(ψ) = 1 for all ψ ∈ Irr(G), so by Proposi-
tion 2 in [9] the elements g−1 and υ g are conjugate for all g ∈ G . It follows that υ preserves the
normal subgroup N = (Zr)n ∩ G , and so by Lemma 4.4 we can write
υ = Ad(g) ◦ α j,k,z, for some g ∈ G(r,1,n) and j,k, z as in (4.4).
For some a ∈ Zr we have gt−a ∈ G , and if we let υ ′ = Ad(ta) ◦ α j,k,z then g−1 and υ ′ g are conjugate
for all g ∈ G . This fact implies that υ is the composition of an inner automorphism with the inverse
transpose automorphism.
To see this, observe that Ad(ta) ﬁxes all element of N . Therefore, if x = (e1 − 2e2 + e3,1) ∈ N then
υ ′x = ( j(e1 − 2e2 + e3),1), while all conjugates of x−1 in G are of the form (−ei1 + 2ei2 − ei3 ,1) for
distinct i1, i2, i3 ∈ [1,n]. Since r > 2, we must have j ≡ −1 (mod r), and we may assume j = −1. If
p = r then α j,k,z = α j,0,z for all k. If p < r, then
υ ′t p = cpkt−p = (p(k − 1)e1 + pk(e2 + · · · + en),1)
while all conjugates of t−p are of the form (−pei,1) for i ∈ [1,n]. Since n > 2, it follows that t−p
and υ
′
t p are conjugate only if pk = 0 in Zr , in which case α j,k,z = α−1,0,z . As Ad(ta)(s2) = s2, we have
υ ′ s2 = zs2 while all conjugates of s−12 = s2 in G are of the form (bei1 − bei2 , (i1 i2)) for b ∈ Zr and
1 i1 < i2  n. Again since n > 2, it follows that υ
′
s2 and s
−1
2 = s2 are conjugate only if z = 1. Thus
α j,k,z = α−1,0,1 is precisely the inverse transpose map. Furthermore, since α−1,0,1 ﬁxes all elements
of Sn and since each π ∈ Sn is conjugate in Sn to π−1, it follows from Lemma 4.3 that Ad(ta) deﬁnes
an inner automorphism of G .
We therefore may assume that υ = Ad(g) ◦ τ where g ∈ G and τ : g → g is the inverse transpose
automorphism. We now observe that ω ∈ G has ω · υω = 1 if and only if (ωg) · τ (ωg) = g · τ g , so
|IG,υ | = |{ω ∈ G: ω · τω = g · τ g}|. Since τ = τ−1 and υ2 = 1, the element g · τ g is central, and as
n > 2, this implies that |g · τ g| = 1. Deﬁne Xπ (h) ⊂ (Zr)n for each ﬁxed π ∈ Sn and h ∈ G as the set
of x ∈ (Zr)n with
x1 + · · · + xn ∈ pZr and (x,π) · τ (x,π) =
(
π−1(x)− x,π2)= h · τh.
If x, y ∈ Xπ (g) then x− y ∈ Xπ (1) since if Xπ (g) is nonempty then π2 = |g ·τ g| = 1. Hence |Xπ (g)|
|Xπ (1)| for all π ∈ Sn . Since {ω ∈ G: ω · τω = h · τh} = {(x,π): π ∈ Sn, x ∈ Xπ (h)}, it follows that
|IG,υ | =
∣∣{ω ∈ G: ω · τω = g · τ g}∣∣= ∑
π∈Sn
∣∣Xπ (g)∣∣ ∑
π∈Sn
∣∣Xπ (1)∣∣= ∣∣{ω ∈ G: ω · τω = 1}∣∣.
We thus have
∑
ψ∈Irr(G) ψ(1) = |IG,υ | |IG,τ |. By Theorem 2.1 this inequality must become equality,
which contradicts the assumption that gcd(p,n) > 2. We conclude that the only irreducible groups
with generalized involution models are those of types (i)–(iii), which completes our proof. 
We conclude with a few questions. First, in [10] Caselli deﬁnes G(r, p,q,n) for positive integers
r, p, q, n with p, q dividing r and pq dividing rn to be the quotient group G(r, p,n)/〈cr/q〉. He
calls such groups projective complex reﬂection groups and investigates their Gelfand models in [11]. The
normal subgroup 〈cr/q〉  G(r, p,n) is closed under transposes, so we have a well-deﬁned notion of
a transpose for elements of G(r, p,q,n). Among other results, Caselli proves that∑
ψ∈Irr(G(r,p,q,n))
ψ(1) = ∣∣{ω ∈ G(r, p,q,n): ωT =ω}∣∣
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question.
Question 5.1. In which of these cases does G(r, p,q,n) have a generalized involution model with
respect to the inverse transpose automorphism? More broadly, which projective complex reﬂection
groups have generalized involution models?
Second, in [1] Adin, Postnikov, and Roichman describe a representation ρq for the one-parameter
Iwahori–Hecke algebra of the symmetric group which is a Gelfand model when the algebra is
semisimple and which becomes the Gelfand model ρ1,1,n for Sn = G(1,1,n) when one specializes
to q = 1. We wonder if this situation can be extended to other complex reﬂection groups, and echo-
ing a question posed at the end of [2], ask the following.
Question 5.2. Can one describe a similar deformation of the representations ρr,p,n and ρ˜r,p,n or of
the representations appearing in [11] to obtain a Gelfand model for the Iwahori–Hecke algebras of
the irreducible Weyl groups, or for the Ariki–Koike algebras of G(r, p,n) when gcd(p,n) 2?
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