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INTRODUCTION 
Today one of the fields of mathematics which is receiv-
ing considerable attention, both from the point of view of 
advancement of the science and also for the purpose of appli-
cation, is the subject of finite differences. The bi liogra-
phy of this paper contains much reference to recent study of 
the subject. In the matter of application, one partic:ular 
illustration of the method is to the field of weather where 
"numerical forecasti ng" is receiving much fcrvorable attention 
and use. 
This paper does not attempt to parallel either further 
applications or advancement , but is directed, rather, to a 
commentary upon the underlying principles of finite difference 
solutions for partial differential problems. The use of 
finite differences in solving partial differential equations 
may be divided into three essential portions: first the 
problem must be replaced by an approximating finite difference 
relation; then the solution of that dif ference relation must 
be obtained ; and, finally, it must be determined whether the 
solution obtained actually converges to the solution of the 
original problem . 
The first two steps mentioned above are reasonably 
mechanical, and the last step, the convergence, will follow 
ii 
under certain circumstances. It is with this last, the cir-
cumstances leading to or assuring convergence, that this 
paper is primarily concerned. 
The writer wishes to give special acknowledgement to 
Professor Francis W. Scheid, Boston University, for his 
patient guidance and to Professor Robert W. Wagner, Univer-
sity of Massachusetts, for his unstinted assistance and 
suggestions. 
I 
CONVERGENCE 
In practice, the differential equati on governing a 
physical situation may be known while the solution of that 
differential equation (or even the existence of a solution} 
cannot be determined by methods of differential calculus . 
1 
In such cases, it may be possible to replace the differen-
tial equation by a difference equation which approximates it . 
The solution of the difference equation is then usually a 
reasonably mechanical process. 
The difference equation will relate only to certain lat-
tice points of different spacings. In the selection of the 
initial approximating difference equation, the first consid-
eration must be to insure that, as t he spacings of the lattice 
tend to zero, t he difference equation tends to the original 
problem. Aside from the so l ving of the difference equation, 
t here is the main consideration of whether the solution of 
the difference equation wil l tend to the solution of the orig-
inal problem as the spacings of the lattice tend to zero. 
In this paper, it is to this latter concern that the word, 
convergence, will be applied. This paper will consider the 
matter of convergence and the conditions necessary to effect 
it. These conditions may involve limitations upon boundary 
2 
or initial con~itions, relative spacings along different axes 
of variation, or the manner in which these spacings tend to 
zero. In some instances, more than one difference equation 
may approximate the differential problem - one approximation 
may lead to the solution of the differential problem while 
others may not. 
Where the solution of the differential problem is known, 
checking convergence is primarily a matter of noting whether 
the limit of the difference solution is, in fact, that solu-
tion. The situation is more involved when the differential 
solution is not known - or, in fact, when it is not known that 
there is such a solution. 
In the next four sections of this paper, the matter of 
convergence will be illustrated by application of this method 
of solution to four common type problems. In the last section 
of the paper, the subject will be discussed concerning what 
conditions are necessary in order that a solution may be 
assured to exist. 
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II 
Ordinary Differential Equations 
The first illustration is an application of the general 
method to an ordinary differential equation, with observation 
of convergence in this instance. 
Consider the equation 
( 1} y' + y = l 
with the condition y(O) = 0. It may be verified easily that 
(2) y = l - -x e 
is the solution. 
One difference approximation for this problem is 
(3) 
(In t his, and future examples, the notation \ldll be used 
yk :a y(xk = kh}, h being the spacing unit and k taking on 
integral values at the lattice points.) 
When (3) is written in the form 
yk+l - (1 - h)yk = h 
the solution of the homogeneous equation is 
yk = c(l - h)k. 
A particular solution is 
yk = l. 
Thus the general solution 
yk = c(l - h)k + l, 
upon which the condition, y0 = 0, linplies c = -1, whence 
(4) yk = 1 - (1 - h)k. 
Under the notation identified following (3), this is equiv-
alent to 
( 5 ) 
4 
As h tends to zero, the discrete variable xk tends to t he con-
tinuous variable x, and (1 - h)Xk/h tends to e-x. Thus (5) 
tends, ash tends to zero, to the known solution, (2). 
Another difference a pproximation for (1) is 
(6) yk - yk-1 
h + yk = l, 
which may be written 
(h + l)yk - yk-1 = h 
or 
. (h + l)yk+l - yk = h. 
The solution of the homogeneous equation here is 
yk = c(l + h)-k, 
and a particular solution is 
The condition on y 0 leads to c = -1, whence 
1 (1 h) -.k, yk = - + 
or 
-Xk/h (7) y(xk) = l - (l + h) . 
As h tends to O, (1 + h)-Xk/h tends to e-x, and (7) is seen 
to tend to t he solution, (2). 
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It is to be noted here that two different approximations 
have been used, leading to two different results, both of 
which do converge to the solution as h tends to zero. 
A third approximation to t he original problem is 
( 8) yk+l - yk-1 
-=-=-2=h- + yk = 1 • 
This may be written 
yk+l + 2hyk - yk-1 = 2h· 
The solution of the homogeneous equation here is 
yk = c (- h + Jh2 + l)k + c (- h - ,Jh2 + l)k 
1 2 
which may be rewritten, upon removal of the negative sign 
from the second parentheses, 
Yk = c
1
(- h + Jh2 + l)k + c
2
(cos ~k)(h + Jh2 + l)k. 
The particular solution is again yk = 1. The condition 
y0 = 0 implies c 1 = -1- c2 , and thus the general solution is 
(9) yk = 1- {1 + c
2
)(-h+Jh2 +l)k + c
2
(cos ~k)(h+Jh2+l)k. 
This is equivalent to 
~ Xk/h X - Xkfh y ( xk) = 1- ( 1 + c 
2 
) C,m-.,. .1 - h ) + c 
2 
( cos ~ k) ( ,Jh 2 + 1 + h) • 
Note that cos ~xk has no limit as h tends to 0, while the 
remainder of the right member tends to 1- (1 + c
2
}e-x. If, 
then, this result is to converge to (2), c2 must be zero. To 
secure this, a fictitious condition is added to the problem • 
. ,
Such a condition might be placed upon y_
1
, for illustration. 
Referring to (9), 
Y = 1- (1 + c )(Jh2+1- h)- 1 + c (- l)(Jh2+1 + h)- 1 , 
-t 2 2 
and assuming that this leads to c
2 
= 0, solution for y_
1 
yields 
(10) = 1 - 1 = 1 - h - Jh2 + 1. 
Jh2+1 - h 
6 
If (lO)is taken as an added condition to the problem, then (9); 
or its equivalent, is a solution which will converge to {2). 
This last approximation, (8), illustrates that not all 
a pproximations lead directly to convergence. For (8}, an, 
arbitrary added condition, (10}, had to be imposed to secure 
convergence. 
However, in each of the three a pproximations, no re-
strictions were required upon h to insure convergence. 
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III 
Partial Differential Equations 
The Elliptic Type - The Laplace Equation 
The discussion of finite difference approximations of 
partial differential equations will be divided into three types, 
the elliptic, the parabolic and the hyperbolic equations. For 
the first of these, the Laplace equation will be used in 
illustration. 
Consider the problem in which T(x, y) sa tisfies Laplace's 
equation 
(11) Txx + T = 0 yy 
in the semi-infinite strip 0 < x < ~, y > 0, vanishes along 
the edges x = 0 and x = ~, and takes on the value T(x, O) = 
sin rx (where r is an integer) at points along the edge y = 0. 
An approximating difference equation is 
(12) T - 2 T + T T -
m+l,n m,n m-l,n + __ m~'=n~+_l ______ ~~---=~~ 
h2 
X 
2 T + T 
m,n-1m,n 
= 0 h2 y 
where Tm,n & T(mhx' nhy). Multiplying by h2 y' and setting 
( 13) J-< = hy/hx, ( 12) is rewritten 
( 14) \1 2 ( T l - 2T + T l ) + ( T l - 2T + T ) = 0 
rJ m+ ,n m,n m- ,n m,n+ m,n m,n-1 · 
Using M subdivisions along 0 < x < ~ (i.e. hx = ~/M, and 
xm = m~/M), and assuming a product form of solution (T =f g ), m,n m n 
the boundary conditions become 
(15a,b,c) 
One solution for (15a,b) is that gn ~ 0, but this leads, in 
(15c) to the conclusion that sin rm~/M = O, or, since r is 
integral, m/M is integral. This is an invalid limitation upon 
the values of m, and that solution to (15a,b) is discarded. 
The alternate solution is that 
(16) 
As g0 is a constant, its value is taken as unity, for sim-
plicity, i.e. 
(17) g0 = 1. 
It is now seen that (17) and (15c) define 
(lS) 
Using the product form of solution in (14), and factor-
ing gn and fm respectively from the two parentheses, the 
problem becomes 
(l9) ~ Z(fm+l - 2 fm + fm-1) gn + (gn+l - 2 gn + gn-1) fm = O, 
which may be written 
As (20) must hold for all (m,n), it follows that for any 
particular value of n the left member must be constant for 
all m, and conversely. These two constant values being equal, 
the value is represented by /\. • Thus 
(2la) - (fm+l - 2 fm + fm-1) = Af 
(2lb) f 1 -m+ (2 - i\.)f + m 
(22a) gn+l - 2 gn + gn-1 
(22b) gn+l - (2 + )'\2i\.)g n 
(In connection with equations 
(23) Lim gn finite 
n-:o>oo 
f = 0 
m-1 
= )-) 2Ag; 
n 
+ g = 
n-1 
( 22)' the 
m 
0. 
condition 
is desirable in most applications, and will be required.) 
9 
Using fm = sin m~/M, (2la) may be written 
[sin (m+l) lr - sin m~] - [sin mlr - sin (m-1)1f] = - i\,sin mr'lf • M 
Using a trigonometric identi-ty on the two brackets, and 
noting that the two results have the common factor 2 sin 1rr, 
2M 
this may be written 
(24) 2 sin 1rr [cos 2m+l 1rr - cos 2m-l 1rr] __ 21Vr -2-M 2 M A. sin rrtrrr M 
Again, a trigonometric identity simplifies the bracket, 
yielding two factors, one of which is (- sin m'lfr). ~\fhen 
M 
factor is divided out of both members of the equation, 
(25) A.= 4 sin2 7rr. 
2M 
this 
As (25) shows ~to be positive, the roots of the deter-
minantal equation for (22b) will be real and positive. Taking 
-d. cJ.. one of these roots to be e , where is positive, a particu-
lar solution to (22b) will be 
/ 
10 
(26) 
Using this solution, (22b) may be written 
(27) [e-ct- (2 + K2 /\) + e<t] e-qk = 0. 
The root, e- ct., was initially s eledted to insure ( 23) • 
It also f ollows that this root cannot be 0 under t he condi-
tions imposed upon d, and hence this factor may be divided 
out of (27), yielding 
( 28 ) 2 + K2 A.. = e- d + eoJ. = 2 cosh d.. 
(29) 
Using the value of A established in (25), 
cosh d = 1 + 2 K2 sin2 rv. 
2M 
Using (18) and ~6), the product form solution to (12) is 
(JO) T = (sin mrv) (e-qn) 
m,n 1VI" 
with d defined by (29). 
To show that (30), as t he s pacing units tend to zero, 
tends to the solution of the differential problem, 
{31) T(x, y) = e-ry sin rx , 
it is f irst convenient to rewrite (30). 
Using alternate notation exemplified by 
gn = g(yn) = g(nhy), 
(32) (3 -= ..d.- = .JL. = 
hy Hhx 
define 
cosh- 1[1 + 2 K2 sin2 
~ 
(33) 
The solution, (30), may then be rewritten 
T(xm' yn) = (sin rxm) {e-tJ Yn). 
11 
A series expansion for F(u) = cosh- 1 (1 + u2 ) may be ob-
tained by expressing the derivative of F(u) in series form in 
powers of u, and then integrating. Thus 
cosh- 1 u2) =J2u u2 ~ ( 34) (1 + (1 - 12 + 0 - ... ) . 
For small values of u, this is a convergent series and will 
give a reasonable approximation of cosh- 1 (1 + u2 ). By setting 
(35) u = +2 H sin rhxf2 
and noting that, as hx tends to 0, u becomes smaller through 
the positive range,~ , in (32) may be approximated by 
(-./2) (-/2 X sin rhx/2) ( 1- f2¥t2 sin2 rhxf2 + f=loK4 sin4 rhxf2 ···) 
( 3 6 ) (3 = )< hx 
X may be divided out of the second parentheses in the numer-
ator, and out of the denominator. Noting the limits 
(37) 
sinn rh j2 = 0 
. X and Lim h--?0 
X 
Lim ~ = 2 ( r /2) ( 1) = r. 
h--?0 
X 
sin rhxf2 = r/2, 
hx 
If it is prescribed that X be constant, then it follows 
that as hx tends to 0 so too will hy. Thus the discrete 
(xm, yn) will tend to the continuous (x, y) simultaneously, 
and, from (33), 
( 38) Lim T(xm,yn) = T(x,y) = (sin rx)(e-ry) 
12 
which is the solution, (31). 
Note that, if it is not prescribed that X be constant, 
it could not be determined that hy tended to zero, and the 
limit in (38) would not necessarily follow. The value of this 
constant is unrestricted except that it must be greater than 
0 (it cannot be negative as y has a positive range, and it 
cannot be zero as y does have a r ange). 
It is true of the elliptic type of problem that the mesh 
ratio is unrestricted as long as it is constant, and t hat con-
v~rgence will follow. No other conditions or restrictions 
were added to the problem. 
13 
IV 
Partial Differential Equations 
The Parabolic Type - The Heat Equation 
As an illustration of the parabolic type of problem, 
consider t he si tua.tion where a conducting rod of cross-
sectional area A, thermal conductivity K, and length L, con-
nects N mass points of equal mass M and specific heat s. 
The masses are at a constant separation h, and the rod ex-
tends a distance· h beyond each of the extreme m~sses. Ini-
tial temperatures at the mass points are de pendent upon 
position, i.e. 
{39) Tk{O) = ¢k' (k = 1, 2, . . . N), 
' 
and, at all following times, the ends of the rods are main-
tained at temperature zero, i.e. 
(40) T0 (t) = o, TN+l(t) = o, (t > 0). 
The rate of heat flow, Q, at the k-th mass point will 
equal the product of the rate of temperature change times the 
water equivalent of the mass at that point: 
( 41) Qk = sivi dTk " dt 
Assume that Q is positive along the positive x-direction, 
then the rate of heat flow is proportional to the diff erence 
in temperatures between two points, the constant of proportion-
ality being (-KA/h). The rate of heat flow at point k will be, 
14 
-KA( ) from the left, ~ Tk - Tk-l , and, from the right, 
+KA bl(Tk+l- Tk). The net rate of heat flow is 
Qk may be 
dTk 
( 43) dt 
eliminated from (41) 
= KAh [Tk+l - 2 Tk + 
sM h2 
and (42), and the result written 
Tk-lJ , (k = l, 2, • • • , N). 
(As T is a function both of t and x, the left member is the 
partial derivative of T with res pect to t. As h tends to 
zero, the bracket on the right is the difference a pproximation 
of the second partial derivative of T with respect to x. 
Also, as h tends to zero, M/Ah tends to the limiting linear 
mass density, e· By replacing K/sf by d..2 , the thermal dif-
fusivity, the limiting ,form of (43), ash tends to zero, is 
( 44) aT at 
which is the one-dimensional heat flow equation.) 
A product form solution is assumed, one factor being a 
function only of position and the other a function only of 
time. Denoting this solution as 
(45) Tk(t) = fk U(t), 
equation (43) becomes 
(46) U KAh U fk+l - 2 fk + fk-1 fk Q_ = dt sM h2 
Replacing KA/hsM by 1' 2 , and separating the functions, t his 
becomes 
{ 47) 
= 
1 dU 
.,.zu dt 
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As the variables in the equation are independent of each other, 
it follows that both members must be constant. Designate this 
constant, for convenience, as -~2 • 
Conditions (40) are now represented by 
( 48) 
After setting the left member of (47) equal to the constant, 
-JL2 , the equation may be rewritten 
( 49) 
Noting 
(50) 
it is seen that the value of -~2 depends upon the value of 
h. If it is stipulated that h is sufficiently small so that 
(51) 0 < )A.. 2 < 2' 
it is possible to make the substitution 
(52) 2 1 - .#f- = cos (3 ' 
whereby (49) may be rewritten 
(53) 
(54) 
The general solution to (53) is 
fk = c1 cost3k + c2 sin~k. 
The end condition, f 0 = 0, implies c1 = 0. The other end 
condition, fN+l = O, leads to 
(55) c2 sinp (N+l) = 0. 
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If c2 = 0, then (54) reduces to the trivial solution, fk = 0. 
This solution to (55) is therefore discarded, and c2 is taken 
to be an arbitrary constant and sin (3 (N+l) is taken e qual to 
zero. This restricts values of p to 
(56) /3n( N+l) = n1f' (n = l, 2, . . . . ) 
or 
(57) {3n = 01f (n = N+l l, 2, . . • . ) 
By (52), corresponding values ofttn will be 
(58) ~n = 2 sin 2 (N!l) , 
and (54) becomes 
{59) n1rk = en sin N+l • 
From (47) it can also be established that 
( 60) ~ = - y 2 J.L2 dt' 
which has the solution 
(61) 
' 
the subscript, n, being identified with (58). 
Thus, (45) may be written 
(62) mrk - Y 2 )J.-2 t Tk,n(t) = en sin N+l e n (n = 1, 2, ·•· , N). 
17 
In (62), Cn replaces cn;c3 , and the values of n are restricted 
to eliminate functions which have no temperature variation 
(e.g., n = 0, N+l, 2N+2, • • • ) or functions which are 
duplications [e.g., n = N + j duplicates n = (j- 1)] • 
As (43) is linear, it follows that a linear combination 
of solutions (62) will also be a solution. Thus 
N 
(63) Tk{t) = L C . mrk n s1.n N+l e -"Y2 ~t (k = 1, 2,•··,N+l). 
n=l 
Using the boundary condition, Tk(O) = ¢k' the results 
are expanded to 
(64) ¢1 = c1 sin N!l + • • • + C 
• i7T c . Nlr i s1.,n N+l + • • • + N s1.n N+l 
... 
rt. C · jlr + + C s1.· n ~+ij + ~j = 1 s1.n N+l ••• i + C 51.. n jN7T •. • N N+l 
. . . 
¢N = c1 sin NN:l + ••• + Ci sin ~!r + ••• + CN sin ~~r 
Each of equations (64) is multiplied by its coefficient of C., 1. 
and the results are added, yielding 
(65) . ik1T c s1.n N+l = 1 
N 
k 
N 
• k:lr 
Sl.n N+l . iklT Sl.n N+l + ••• 
+ C. ~ sin2 ~ki + 1. L + 
k=l 
(Equation continued) 
N [ 
k=l 
. Nk1r SJ.n N+l . iklr SJ.n N+l • 
lS 
As the coefficient of each e on the right, excepting for ei, 
is the product of orthogonal functions, these terms are zero. 
The coefficient of ei equals (N+l)/2. Thus, (65) simplifies 
to 
( 66) 
whence 
(67) 
N 
[ ¢k sin t~i = 
k=l 
N 
N+l e 
2 i 
en = N: 1 [ ¢k sin ~~ • 
k=l 
In order to examine the convergence of this solution, 
which comprises equations 
define ¢k. Two different 
study. 
Assume that 
(6S) ¢ . rlfk k = sJ.n N+l 
( 63) and ( 67)' it is necessary 
functions will be used in this 
r is an integer. 
F t 1 t rl d · n~k th 1 d or r no equa o n, wk an SJ.n N+l are or ogona , an , 
from (67), en is zero. For r equal ton, the value of en 
will simplify to 1. It follows from (63) that 
(69) 
Using the original definitions for)" 2 and p. 2 , ( 69) may be 
to 
written 
(70) r1fkh Tk(t) = sin (N+l)h 
Noting that kh = xk, (N+l)h = 
may be further rewritten 
19 
The limit, as h tends to zero, of KAh/sM was previously de-
fined to be ~2 , the thermal diffusivity. Using this limit, 
as h tends to zero, (71) tends to 
(72) T(x,t) = sin rrx e-d2(rrr/L)2 t • 
It can be verified by direct substitution that {72) meets 
conditions (39) and (40) and also satisfies the one-dimension-
al heat flow equation, (44). 
For a second illustration of convergence, assume that 
(73) ¢k = O, k f r; ¢r = 1/h. 
For this definition of ¢k, (67) leads to 
(74) en = f sin ~:r 
Using this value in (63), the difference solution is 
N 
(75) =t L 
n=l 
. n1rr SJ.n N+l . n1rk sJ.n N+I 
It is to be noted that, as h tends to zero, N tends to become 
infinite, and the indicated solution becomes an infinite 
series. Also, for the point, xr, to be fixed, the value of 
r must vary with h such that xr = hr. 
The n-th term of (75), 
(76) ( ) 2 . ~rh Tn xk,t = L S1n (N+l)h sin n1rkh (N+l)h 
as h tends to zero, has the limit 
(77) T ( t) 2 . n1rxr . n1rx n x, = L s1n -r-- s1n -r-
20 
-)'2~ t 
e ' 
By direct substitution into (44), it may be shown that 
(77), with n finite, is a solution. As n becomes infinite, 
as it will in series (75), the limit of {77) is 
{78) T00(x, t) = 0 
(The sine function factors are bounded, and the exponential 
factor approaches zero as a limit.) (78) also is a solution 
to {44). Thus, individually, each term of the series (75) 
will converge to a solution of the differential problem, and 
a linear combination of them will be a solution. 
The infinite series 
00 
{79) T(x,t) = f [ 
n=l 
Sin !!!Q£ L 
is defined. This may be demonstrated from the inequality 
relation 
(80) rsin ~Xr Sin T e-d2(n'lT/L)2tl :s e-d.2(n1T/L)2t < e-n 
for n > L2/~21T2 t. As series (79) is not greater, term for 
term, than the power series [ e-n, it is uniformly convergent 
(convergent here having the meaning that the limit of the se-
quence of partial sums, as the number of terms becomes infinite, 
21 
exists.) 
The partial derivatives of (79), which appear in and 
satisfy (44), may similarly be demonstrated to be uniformly 
convergent infinite series. The uniform convergence of these 
partial derivatives guarantees that the limit of the partial 
derivatives of T(x,t) equals the partial derivatives of the 
limit of T(x,t). Thus, as both T(x,t) and its partial deriv-
atives have limits which satisfy (44}, it follows that (79) 
is a solution of the differential problem. 
T(x,t) is a continuous function of x, t, taken together, 
for x in the prescribed range and for t non-negative, and 
those derivatives of T(x,t) which are present in (44) exist 
and are continuous in this same manner for t positive. This 
assures that, since T(x, t) is a solution of (44), together 
with the initial conditions, it is the unique solution under 
the conditions (Churchill: Fourier Series and Boundary 
Problems, page 132). 
As it has been demonstrated that (75) converges to a 
solution, and as (79) is a unique solution, it follows that 
(75) converges to (79). 
Attention should be called, briefly, to the situation 
established by the latter definition, ¢k = 0, k F r; ¢r = 1/h. 
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At time zero, the system of mass-points will be composed of 
points all of which are zero temperature excepting for one, 
which has a defined temperature other than zero. As the net 
spacing is decreased . and the number of mass-points increased, 
the temperature at this one point also increases. The lim-
iting condition, as h becomes zero, will be a discontinuous 
function which is zero at all points except at xr, where it 
is undefined and where an infinite discontinuity exists. 
This discontinuity is removed at once when t becomes greater 
than zero. 
It is further to be noted that convergence follows in 
these two special cases of ¢k without additional specifica-
tions on the terms of the problem - the only specification 
which was made was upon h being small enough to permit the 
substitution made in (52). 
As another illustration of the parabolic type of prob-
lem, consider the particle which jumps, to the right or to 
the left with equal probability, a distance hx along the x-
axis in each time interval ht' and determine the probability 
of its being at a certain point at a certain time if it is 
initially (t=O) at the point x = xs. 
Denoting, by Pi' the probability that the particle will 
be at point i in the position-time coordinate system, and 
noting that, for example, a particle must move to D or F if 
it is at A, it is seen that the probability that a particle 
will move to A and then on to F is one-half the probability 
that the particle will move to A. Similarly for the proba-
bility that the particle will move through C to F. As the 
particle can arrive at F only through A or C, this analysis 
leads to 
(81) 
Using conventional notation, P = P(mhx' nht}, (81} may be m,n 
rewritten as 
(82) p 1 p + 1 p m,n = 2 m-l,n-1 2 m+l,n-1" 
By subtracting Pm,n-l from both members of (82), the result 
may be expressed as 
(83) 2(P - P ) = P - 2 P + P • 
. m,n m,n-1 m+l,n-1 m,n-1 m-l,n-1 
24 
If the grid ratio is specified such that 
(84) 
this result may be amended further to 
(85) p - p m,n m,n-1 
ht = 
p - 2 p + p 
m+l,n-1 m,n-1 m-l,n-1 
h2 
X 
which is the difference approximation for the heat conduction 
equation 
(86) 
(87) 
aP 
at = 
The solution of (85) is 
1 n! 
Pm,n = 2n (n+~-s)! (n-~+s)! 
= 0, otherwise. 
n + rm-sl even 
fm-sj S n 
The restrictions on the first of equations (87) follow from 
the fact that, as each move is composed of one horizontal and 
one vertical displacement, the total or net moves must be 
even, and, further, that, in the extreme cases of the parti-
cle moving always to the left or always to the right, it 
will move at most n horizontal spaces from x = xs in n time 
intervals. Points whose coordinates do not meet these re-
strictions are so located that the particle cannot reach them, 
and thus the second of equations {87). Note that these require-
.11 1 1 . n+m-s n-m+s ments w~ resu t, a so, ~n 2 and 2 being non-nega-
tive integers, a necessary condition if the factorial denom-
inators are to be defined. 
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In verifying that {87) is the solution to (85), first a 
few lines of the diagram are constructed according to the re-
lati on expressed by (82}, an expression which, under the lim-
itation (84}, is the equivalent of (85) • 
n=.3 1/8 0 .3/8 0 .3/8 0 1/S 
n=2 0 1/4 0 2/4 0 1/4 0 
n=l 0 0 1/2 0 1/2 0 0 
n=O 0 0 0 1 0 0 0 
m=s-2 m=s m=s+2 
m=s-.3 m=s-1 m=s+l m=s+.3 
Figure 2 
Equation (87} may be demonstrated to yield these results, 
' ' two illustrations only will be given here for the sake of 
brevity. For the point, (s-2, .3} it is noted that 
n + m-s = .3 + s-2-s = 5 is odd 
and hence the probability for the point is 0 by the second 
of equations (87}. For the point (s+l, .3}, the conditions 
are fulfilled for the application of the first of equations 
(87). 
= 1 3! 
23 [.3+(s~lJ-s]! [3-(s~l)+s]! = 
1 3! 
8 2l 1! = 3/S. 
Accepting that (87) is valid for all points with n = 0, 1, 2 
or 3, it is then necessary to show that, if (87) is valid for 
time row (n-1) it is also valid for time row n. Then, by the 
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principles of mathematical induction, the equation is proven 
valid for all (m,n). 
{88) 
and 
(89) 
By equation (87), 
p . = 1 
m-l,n-1 2n-l 
p 
m+l,n-1 
= 
= 
= 
1 
2n-l 
1 
2n-l 
1 
2n-l 
(n-1~1 (n-l)+(m-1)-s ,n-1)-(m-l)+s , 2 • 2 • 
{n-lll 
(n-l)+(m+l)-s , (n-1)-(m+l)+s , 
2 • 2 • 
( n-1 ) ! 
Inserting these values in (82), and simplifying the results, 
( 90) 
= ...1. n! 
2n (n+~-s)!(n-~+s)! • 
As the final result of (90) is identical with the result of 
applying equation (87) to the coordinates (m,n), it is con-
cluded that, if the equation is valid for the (n-1) time row, 
it is valid for the n time row. As the equation has been 
proved valid for the initial rows, this completes the indue-
tive proof of the validity of equation (87). 
As will be demonstrated later, (87) converges to the 
trivial solution, 
(91) P(x, t) = 0, 
of the differential problem, (86). A non-trivial solution 
may be obtained by defining 
(92) p(xm,tn) = h~ P(xm,tn) • 
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It is to be noted that this function will give values at mesh 
points which are proportional to the probabilities at those 
points, and that, in all other aspects, its behavior will be 
similar to the original probability function, assuming h 
X 
finite. 
The following relations will be used in establishing con-
vergence for the function defined by ( 92) : 
(93) ht = 1 h2 2 X 
m = xmfhx 
n = tnfht = 2tnfh~ 
s . = xsfhx 
k = m - s = <xm - xs)/hx. 
Using these relations, (92) becomes 
{94) 
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For simplicity of notation 
Using Stirling's formula for factorials, (94) may be replaced 
by the inequality relation 
(96a) 1 1 (l + 4(n+k))(l + 4(n~k)) 
Q 
Which may be expressed logarithmically 
(96b) 1 1 
- Ln (1 + 4(n+k) ) - Ln (1 + 4{n-k) 
< Ln p(~,tn) - Ln Q 
1 < Ln (1 + 4n}. 
By ( 93}, 
(97) '~' = • 2tn = • h2 n 
As tn' xm, and xs are fixed, this requires that 
(98a) 1 
k ,, 
Lim n = 0. 
h~O 
X 
Also by (93), as tn is fixed, 
( 98b } Lim n = oo • 
h?O 
1 < Q(l+4Ii), 
• 
By rewriting terms of the first member of (96b) as 
(99) 
- Ln ( 1 + 1 \ - Ln ( 1 + 1 ) 4n(l+~) } . 4n(l+~) 
29 
it is apparent that these terms, as well as the last member 
of ( 96a) , all have Ln l = 0 as a limit as hx approaches 0 as a 
limit. This then establishes 
(100) Lim [Ln p(xm,tn) - Ln QJ = 0 • 
h~O 
The sum of the exponents of "e" in Q is zero. By re-expres-
sing 
(101) (n/2)n = (n/2)(n+k)/2 (n/2)(n-k)/2 , 
Q may be written 
( n/ 2 ) ( n + k )/2 1 (l02a) 
· [n;kJ{n+kli'2 • •• /2'11" ( n-k )/2 (n/2) (n-k)/2 l [n;;kfn-kY2. hx 
or, with some re-arrangement, 
( l02b) Ln Q = - 1 Ln 2 + 1 Ln 4n 
2 2 (na-ka)ha 
Referring to (93) 
(l03a) 
Thus, by (9Sa), 
(103b) Lim 
h~O 
X 
X 
- n;k Ln (1 .+ ~) - n2k Ln k ( 1 - n) • 
The last two terms of the right-hand member of (l02b) 
may be rewritten 
(104) - ~ Ln (1- k2 /n2 ) - ~ Ln (l+k/n)/(1-k/n). 
The relationship between k and n, by (93) is 
xm - x (xm - xs) k = s = .jn ..,._...;::;...._._...;;:;.._ 
hx .j2tn (105) 
, 
and, as tn, xm, and xs are fixed, this implies 
( 106) k = c,Jn , 
whereby (104) becomes 
(107) - ~ Ln (1- C2 /n) - Ctn Ln (l+C/.jn)/(1-C/.jn). 
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Examining the limits of these terms, by L'Hopital's rule 
(which applies as the terms are continuous functions of n) as 
n becomes infinite, 
(10$a) 
and similarly, 
(108b) Lim Ln (l+C/Jn)/(l-C/JA) = C2 = k2 /n • 
n~oo 2/CJii 
Thus, as n becomes infinite, 
(109) 
Referring to (98b), (100), (102b), (103b) and (109), 
(110) Ln Q = - 1 Ln 2~ + 1 Ln 1L - k2 2 2 tn ~ ' 
Or 
(111) 
As in previous examples, as the spacing units tend to zero 
the discrete variables (x and t ) tend to the continuous m. n 
variables (x and t). Thus, the function defined in (92) 
converges to 
(112) 
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In demonstrating that this function satisfies the orig-
inal differential problem, (86), it is first desirable tore-
vert to the logarithmic form 
From this form it is not difficult to determine 
(114) 
(115) 
and 
(116) ~ = ~ [(x - xs)2 - 1] 
ax2 2t 2t • 
As (114) and {116) are the two members of (86), and are 
identical, (112) is verified as the solution to (86). 
It is of interest here to note that 
(117) p(x,t) = 1 
JK1it ' 
where K is any non-zero constant, will also be a solution to (86). 
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With regard to the remark at the top of page 27, regard-
ing the convergence of (87) to the trivial solution, (91) 
note that 
Lim P(xm,t ) f 0 h~O n 
X 
(118) 
contradicts 
(119) 
a result which is finite for t f 0. It must, therefore, be 
concluded that (118) is incorrect. 
In demonstrating convergence in this problem, the only 
restriction was expressed by (84). 
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v 
Partial Differential Equations 
The Hyperbolic Type - The Wave Equation 
For an illustration of the hyperbolic type of problem, 
consider the wave equation 
(120) a "'0::2n1 _a ,.0::2n1 > ~ :::._:e. t = o, < < - , - oo X oo , 
ax2 at2 
with the boundary conditions 
(12la) ¢(x,O) = Sin rx, r an integer, 
(12lb) a~(x 2 0) = o. at 
By replacing 
(122) q = htfhx, q a constant, 
the difference approximation of (120) may be written 
(l23) q2 (¢m+l,n- 2 ¢m,n + ¢m-l,n) = ¢m,n+l- 2 ¢m,n + ¢m,m-l ' 
and the conditions may be approximated by 
(124a) 
{ 124b) 
Assuming a product form of solution, 
(125) 
equation (123) may be written as 
(126) = 
• 
As the members of the equation are mutually independent, 
their value is constant. Thus, representing the constant 
value by the letter, s, 
(127a) 
(127b) 
fm+l - (2 + s) fm + fm-l = 0. 
gn+l - (2 + q2 s) gn + gn-1 = 0 • 
From (124a) and (125) it follows that 
(128) fmgO = Sin rmhx • 
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As g0 = 0 implies, in the sine function, that mhx must be an 
', 
even multiple of ~, which is an invalid restriction, it is 
prescribed for convenience that the non-zero value of g0 
shall be unity, i.e. 
(129) 
and this, in turn, implies 
(130) 
Using this information, (127a) may be written 
(131) Sin {m+l)rhx - {2+s) Sin mrhx + Sin (m-l)rhx = 0. 
By rearranging this in the form 
(132) (Sin A - Sin B) - (Sin B - Sin C) = s Sin B, 
and further reducing the result by use of trigonometric 
identities, it is established that 
(133) s = - 4 Sin2 rhx 2. 
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The present problem, thus far, has been similar t o the 
elliptic problem treated in Section III of this paper. In 
that discussion, it was assumed that gn was an exponential 
function [see (26)]. As such assumption in the present prob-
lem leads to imaginary functions, it is assumed here that 
( 134) gn = c1 Cos d.n + c2 Sin d..n. 
Conditions (124a) and (124b) establish values for c1 and c2 
such that 
(135) 
Using this value, (127b) becomes 
(136) Cos d..(n+l) - (2+q2 s) Cos d..n + Cos d (n-1) 
+ Tan2 ~[Sin d(n+l) - (2+q2 s) Sin dn + Sin d (n-1)] = 0. 
By methods similar to those used on (131), this may be 
reduced to 
(137) 
(138} 
or 
(139) 
s = 
_ 4 Sin2 (d/2) 
2 q 
The simultaneous solution of (133) and (137) yields 
/sin ~I = q Sin r:xl (as q is positive}. 
It is to be noted here that (139) establishes the restriction 
(140) q ~ 1 
if values of hx are to be unrestric t ed. 
Using the above results, (125) may be replaced by 
(141) ¢m, n = (Sin rmhx) (Cos <in + Tan2 ~Sin d.n) 
oL = 2 arcsin ( q I sin r:x I ) . 
From (13$), and the continuity of the sine function, it 
follows that 
(142) Lim d.= 0. 
h~O 
X 
Taking q as in (122), and using principal values in {139), 
the latter relation may be rewritten as 
(l43a) ld Sin (d/2) I = Sin (rhx/2 ) ~-O..ht hx 
or 
( 143b) d = 
Sin (rhx/2) d.. 
ht hx Sin (a/2} 
whence 
(144) Lim .si::. = (~)(2) = r. 
h;c~ 0 ht 
Equation (141) is now rewritten 
(145) ¢m = (Sin rmh ){Cos ~ nht + Tan2 d..-2 Sin d.n), ,n . x . t 
from which it is apparent that, as hx tends to 0, (and, 
consequentially, d also) ~m converges to 
.,.,n 
(146) ~(x,t) = Sin rx Cos rt. 
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It is easily demonstrated by direct substitution that (146) 
is a solution to the differential problem, (120), and the 
boundary conditions, (12la, b). 
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In the general statement of the wave equation, 
~~=~ 
ax2 at2 
(147) 
i t is known that the region of determination for a point is 
governed by the characteristics, 
(148) x ! t/V = constant. 
It is also known that the difference approximation will not 
lead to a valid solution unless its region of determination 
contains that of the differential problem. This requires 
that the slopes of the characteristics of the difference re-
gion shall be not greater, numerically, than those of the 
characteristics of the differential region. To meet this 
requirement, it is found that the mesh ratio, q = ht/hx' can-
not exceed V. It is to be noted that this requirement was 
reflected by (140) of the preceding development. 
VI 
Further Discussion of The Hyperbolic Type 
The hyperbolic type of problem represented by (120) to-
gether with the boundary conditions 
(154) ¢(x, 0) = f(x) 
a¢(x, 0) = - f' (x) + ./2 g(x)' 
at 
has the solution 
(155) rx+t ¢(x,t) = f(x-t) + ~ Jx-t g(z) dz. 
It is evident from the above that the characteristics for t he 
region of determination for any particular point, P, will 
have slopes of +1 and -1 respectively. 
If the characteristics of the difference region of de-
termination have slopes steeper than those of the character-
istics of the corresponding differential region, the end 
points of the boundary of the differential region will not 
be included in the difference region. For such a situation, 
convergence of the difference solution cannot, in general, 
follow. 
The two situations to be examined, then, are those where-
in the difference characteristics coincide with or lie out-
side of the differential characteristics. 
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The two sets of charact eristics will coincide if a square 
mesh is used, i.e. if 
(156} 
The difference approximation to (120}, see (123), may then 
be simplified to 
(157) ¢ = ¢ + ¢ 1 - ¢ 1 • m,n+l m-l,n m+ ,n m,n-
Note here that ¢ has been removed from the relation, and m,n 
that the remaining terms relate to points which are adjacent 
to one anot her diagonally rather than horizontally or ver-
tically. 
t=(n+l)h 
nh 
(n-l}h 
(n-2)h 
3h 
2h 
h 
t=O 
This situation is diagrammed in Figure 3. 
A 
. . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
..s::..s:: ..c: ..s:: 
C""\N ..S:: ..C:N C""\ 
I I I + + + 
ElEl SSSS S 
Figure 3. 
..s::..s::..s::..s::..c: \.OIJ"\-::tcY"'N..S:: 
I I I I I I 
..0..0..0..0..0..0..0 
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In terms of the points of Figure 3, (157) establishes 
{158) Q = p + Q - Pv 
.r s s 
Ps and Q.s may similarly be represented as 
(159) Ps = NV + p v Nw 
Qs = p + Q pw v v 
By repeated applications of this reduction method, ultimately 
Qr may be expressed in terms of the points on the first two 
rows, t = 0 and t = h. Those points which will affect the 
value of Qr will be those bounded by A and Q on the t = 0 
line, the same points which govern point Qr in the differen-
tial problem. 
As {157) requires values on two rows to establish a 
value in the third row, it cannot be used to determine values 
on t = h from the values on t = O, alone. Thus, it is neces-
sary to include prescribed conditions for the first two rows 
in the boundary conditions for the difference approximation. 
The lines of determination in Figure 3, i.e. the lines 
AQr and QQr' have the equations 
(160a) x - t = a 
(160b) X + t = b. 
In the development of this problem, it is convenient to 
define "diagonal difference" functions, 
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(16la) / u u u = m,n m,n m-l,n-1 
(16lb) \ u u um,n = m,n m+l,n-1 
Using these newly defined functions, (157) may be rewritten 
(162) rl/ rl/ ~"m,n+l = ~"m+l,n • 
This relation permits the statement, in general, that 
The diagonal difference functions, with respect to 
one line of determination (characteristic) are constant 
along parallels to the other line of determination. 
In particular, this leads to 
(163} Q; = Q~ = Q~ = ..• = Q; = 
This relation may be applied to 
( 164) 
Q -A= {Q -P } + (P -N ) + (N ·-M ) + ••• + (02-B1 ) + (B1-A) r r s s v vw 
= Q/ + p/ + N/ + ••• + 02/ + B1/ r s v 
with the result 
(165) 
In terms of the function, ¢, this leads to 
(166) 
= ¢ 0 + ~ ¢~ 1 a, L l., (i = a+h, a+3h, a+5h, ••• ,b-3h,b-h). 
Returning to the prescribed boundary conditions, it is 
now apparent that they must be such that the values on the 
first two rows converge so that ¢(x,O} = f(x) and so that 
¢~ 1!J2 h converges to g(x). It is further necessary, as the l., 
differential problem is of the second order, that f(x) be 
twice continuously differentiable and g(x) be continuously 
differentiable. 
By rewriting the summation term in (166) as 
/ 
..1.. L u. 1 (167) .2:...t..=. (2h) J2 J2h 
and noting that, as h tends to zero, the spacing indicated 
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for "i" in (166) tends to become continuous, it is apparent 
that (166) converges to 
(16S) ¢(x,t) = f(a) + ~ Ibg(z) dz 
.y2 . 
or, referring to (160), 
(169) ¢(x,t) = f(x-t) + ~ 
which is the same as (155). 
~x+t g(z) dz , -t 
Recalling that, by (156), the regions of determination 
for the difference and for the differential problems were 
made to coincide, the above treatment demonstrates that, for 
the linear hyperbolic equation, there is a solution to the 
difference problem which converges - assuming the boundary 
conditions as set forth followini (166 ). 
In examining the situation where the difference region 
of determination contains (as distinct from coincides with) 
the differential region, take a rectangular grid with 
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(170) 
The slopes of the lines of determination of the difference 
region become 
(171) 
In order to have the differential region within the differ-
ence region, the former's characteristics must have steeper 
slopes - in the present case this implies that 
(172) k > 1 . 
The difference approximation for (120) may be written 
( 173) 
U -2 U +U m,n+l m,n m,n-1 
h2 
U -2 U +U 
m+l,n m,n m-l,n = 0 • k2h2 
When this is written as 
{ 174) Um,n+l = Um-l,n + 2(l - ~2 )Um,n + ~2 Um+l,n - Um,n-1 
it is seen that repeated applications of the a pproximation 
may be used to express the value of any point (see Qr in 
Figure 3) in terms of the values at points on the first two 
rows. More specifically, these points on the first two rows 
will be in the section bounded by the lines of determination 
(identified by PsQr and QsQr in Figure 3). The difference 
problem thus has a unique solution, when two lines of initial 
values are given. 
Equation (174), however, requires that the values on the 
first two rows be known, i.e. values on ·t = 0 alone are 
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inadequate. For this reason (and others discussed later) 
prescribe that, for k fixed, the boundary values are such that, 
as h tends to zero, they and the first differences formed 
between them converge uniformly to continuous prescribed 
functions on row t = 0. 
Treatment of this problem in a manner similar to the 
method used for the square grid situation leads to results 
similar to (166). However, in order to facilitate the demon-
stration of convergence an alternate approach is desirable. 
This method applies equally well to the general hyperbolic 
equation. It requires no explicit formula for the difference 
solution, and proves the existence of a differential solution. 
In the following development, for simplified notation, 
refer to Figure 4. 
t 
n+l 
n 
n-1 
+ m-1 m m+l 
Figure 4. 
By direct multiplication and regrouping, 
(175) 2{U - U } L(U } = 2 (1 - l } [(U -
a e c h2 k2 a 
X 
U }2 - (U - U }2 ] c c e 
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Defining 
. 
(176) um,n = um,n - um,n-1 
and referring to (16la,b), this becomes 
(177) 
The products, represented by (177), are summed for allele-
mentary rhombuses of the triangle of determination. vJhen 
this is done, many terms will vanish as they appear positive-
ly and negatively for adjacent rhombuses. Those terms which 
do not 
(17$) 
h ~ [2(1-~2)(~)2 + ~2(~)·] -
r 
(In (17$) the subscripts on the summation symbols refer to 
boundary lines of the triangle in Figure 3; I and II refer 
to the two base rows of that triangle.) 
Noting (173), the right hand member of (178) may be 
equated to zero. From the prescribed condition that the 
first differences formed between values of the first two rows 
converge uniformly to prescribed functions, it follows that 
the third summation term on the right of (17$) is bounded. 
This implies that the sum of the · first two summation terms 
must also be bounded. Restriction (172) results in 
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(1 - ~) > 0 from which it follows that all quantities in-
volved in these first two summations are non-negative. This 
in turn implies that these two summation terms, individually, 
are bounded. In particular 
(179) and 
Let these bounds be B1 and B2 , respectively. 
The boundedness expressed by (179) is independent of the 
line of determination involved. 
Now consider any two grid points of the triangle of de-
termination. Designating them as S1 and S2, d units apart, 
they may be connected by two components, s1s and ss2 , respec-
tively parallel to the lines of determination. See Figure 5. 
t 
+ 
Figure 5 
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From Schwartz' inequality, 
(180a) I I (A • B) I < J [A 2 J '[ B2 
it follows that 
(180b) 
As S, s1 and s2 are within the triangle of determination, it 
follows that . 
/ 
h \ (U)2 < L h = (181) 
· s1 s 
hL ' hL \ (U)2 ~ (U)2 < B2. h h = 
ss2 QQr 
Noting also that 
(182) d ~i:h 
it follows that 
(183) lusl- uszl < lusl - usl + Ius - u I = s2 
(U)2 jh ] < 4Jh L + L: ( U)2 = h h s1s ss2 
~ Jd (JB]_ + J'F2) • 
This, together with the prescribed condition on the bounded-
ness of the values on the initial line, establishes the equi-
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continuity and uniform boundedness of the sequence of grid 
functions in all directions of the plane. There is, then, a 
subsequence of grid functions which converges uniformly to a 
limit function, U(x,t). [Ascoli's theorem: Suppose that the 
functions f of a subset B of E (the class of all realvalued 
functions that are continuous on a set of points in k-dimen-
sional space) are uniformly bounded and equicontinuous, then 
B is compact, that is, B has at least one function of 
accumulation.] 
It now having been demonstrated that there does exist a 
function, satisfying (173) under the conditions imposed, 
which converges uniformly to a limit function, it remains to 
demonstrate that this limit function is the solution to the 
differential problem. 
If a function satisfies a linear homogeneous difference 
relation, then the differences of that function will also 
satisfy that relation. As an illustration, in the present 
case the approximating difference equation may be expressed 
as 
(184) .1.~ u - .1.~ u = .o. 
Differencing this with respect to t, for example, leads to 
Ll t {6; U - A~ U ) = 0 
Llt;A2t U - AtAx2 U = 0 
Ll~ (.1.tU) - ~~ (LltU) = 0 
From this it appears that the first difference of U with 
respect to t also satisfies the difference equation. 
Proceeding in the same manner as was used to demonstrate 
the existence of a limit function U(x,t}, the exis tence of 
limit functions for first and second differences of U(x,t} 
with respect to x and t may be established. By definition, 
these limit functions will be the first and second deriva-
tives of U(x,t}. 
The boundary conditions for U(x,t} require that the first 
difference quotients formed between values of the first two 
rows converge uniformly to continuous prescribed functions. 
For the establishment of the existence of a limit function 
for the second differences of U(x,t) this will require that 
third differences of U(x,t) converge uniformly to prescribed 
functions on ro\'T t = 0. This requires that U(x,O) and 
Ut(x,O) be thrice and twice continuously differentiable, with 
respect to x. 
It has been established that 
a. 
b. 
c . 
there is a subsequenc·e of grid functions converging 
to a limit function, U(x,t), 
there is a subsequence for the first and for the 
second differences of the grid functions which con-
verges to a limit function, and 
these latter limit functions, by definition, are the 
derivatives of the first limit function. 
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Finally, this limit function, U(x,t) satisfies the differen-
tial problem. In (173) the limits of the difference quotients 
a2 U a2u 
of U(x,t) there a ppearing are ~ and ax2 ' and hence (173) 
a2 U a2 U 
converges to ~ - - 2 = 0, which is identical with the at ax 
initial differential problem. 
Thus, it has been demonstrated, for the hyperbolic type 
of differential problem, that, when the grid ratio is such 
that the difference region of determination coincides with 
or contains the differential region, the difference a pproxi-
mation solution has a limit function which is the solution 
of the differential problem. 
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VII 
S~~1ARY OF CONCLUSIONS 
It is to be concluded that, in using difference equa-
tions to approximate and solve differential problems, cer-
tain restrictions must be admitted if convergence of the dif-
ference solution to the exact solution is to follow. These 
restrictions will depend upon the type of differential prob-
lem i nvolved and also upon the difference approximation used. 
In general the restrictions will be applied to initial or 
boundary conditions, and also will be placed upon the spacing 
of the lattice points of the difference approximation. 
In Section II, discussing ordinary differential equa-
_tions, it was noted that three different difference approxi-
mations all led to convergence, but that one of them required 
that an additional condition had to be imposed (10). The 
spacing of the lattice, however, did not affect the outcome. 
In the sections dealing with partial differential equa-
tions of the elliptic, parabolic and hyperbolic type, the 
boundary restrictions varied - for instance, the elliptic 
problem (the Laplace equation} needed only information on the 
initial row, whereas for the hyperbolic type of problem con-
ditions had to be specified along the first two rows. 
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In these same sections on the partial differential 
equations, the matter of the spacing of the lattice points 
assumed major importance. For each type considered, some 
specification was required - the requirements varying from a 
simple constant ratio between the spacings (elliptic type) 
to a constant ratio between various pm.yers of the spacings 
(parabolic type), and to general restrictions on the constant 
ratio to insure that the difference region of determination 
should coincide with or include the differential region of 
determination (hyperbolic type). 
But, it was demonstrated, if these restrictions as to 
boundary conditions and spacing ratios are met, then a dif-
ference solution for the differential problem does exist 
which will converge to the exact solution of the differential 
problem. 
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1 
Abstract of Thes is 
When a problem, represented by a differential equati on , 
i s replaced by an approximation in terms of a difference 
equation which may be solved more easily , the question arises 
whether the s olution to the l at t er probl em approximates the 
exact solution. Stated more technically, as the spacing of 
the lattice points in the finite difference problem tends to 
zero as a limit, does the solution to the difference problem 
converge to the exact solution? 
Beyond this basic concern lie the matters of whether 
such convergence may follow as a matter of course or whether 
certain requirements must be met, and what such requirements 
might be. 
It is true that there are requirements as to the initial 
or boundary conditions which must be imposed in certain cases 
and also as to the nature of the spacing of the lattice 
points in the difference approximation. However, no single 
statement can be made which will encompass even a general-
ization of these restrictions for they vary with the type of 
problem with which one is dealing. 
For this reason, the discussion of convergence is sub-
divided into classifications as to the type of problem met. 
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These classifications here are taken to be (1) ordinary dif-
ferential equations, and partial differential equations of 
(2) the elliptic, {3) the parabolic and (4) the hyperbolic 
types. 
For the ordinary differential equation the restrictions 
depend upon the approximations used. Three illustrations are 
offered, all relating to the differential problem 
y' + y = 1 
with initial condition 
y{O) = 0. 
The difference approximations 
and 
both lead to difference solutions which converge to the kno~m 
exact solution 
y = 1 - -x e • 
The difference ~pproximation 
yk+l - yk-1 
2h + Yk = l 
does not lead to convergence of the difference solution unless 
an artificial condition is imposed, 
Y = 1 - h - jh2 + 1 • 
-1 
3 
For all three of these approximations, however, no restrictions 
are required upon the lattice spacings. 
For the elliptic type of partial differential equation, 
a function, T(x,y), is sought which satisfies the Laplace 
equation 
T + T = 0 XX yy 
along the semi-infinite strip 
0 < X :S 'Tr, y > 0, 
which vanishes along the edges x = 0 and x = -rr, and which 
takes on the value 
T(x,O) = sin rx (r an integer) 
at points along the edge, y = 0. For this problem, no mod-
ifications of the boundary conditions are required. The 
lattice spacing, however, is restricted. For the difference 
approximation, 
T - 2 T + T 
m+l,n m,n m-l,n + 
- h2 
X 
T - 2 T 
m,n+l m,n + T m,n-1 = 0, 
it is necessary to require that the spacing ratio, hy/ ~' be 
constant in order to insure convergence. 
The parabolic type of partial differential equation is 
illustrated by two different problems, both involving the 
differential heat flow equation; 
aT = d._2 a 2 T 
at ax2 • 
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For the first problem, involving one dimensional heat flow 
along a conducting rod, the approximating difference equation 
is 
dTk _ KAh [Tk+l - 2 Tk + Tk-1] , 
'(ft"" - SN'"" h 2 (.k = 1, 2, ••• , N). 
The initial conditions of the problem specify that initial 
temperatures are dependent upon position, with the ends of 
the rod at 0 temperature and maintained there. For this prob-
lem, two different functions are used in specifying the re-
lation of initial temperature to position. Neither requires 
any added initial restrictions to insure convergence. Both 
require that the spacing along the bar be less than a certain 
maximum value in order to permit a substitution of terms in 
the development. As the spacing tends to zero, this is no 
major restriction. 
For the second problem of the parabolic type, to find the 
probability that a particle will be at a certain point on a 
line at a certain time if it jumps to the left or to the 
right, with equal probability, in .each time interval, the 
difference equation 
p - p ' 1 m,n m,n-
ht 
p - 2 p + p 
= .• m+l,n-1 m,n-1 m-l,n-1 
h2 
X 
is again an approximation for the heat conduction equation. 
In demonstrating convergence for the solution to this problem, 
the restriction, 
5 
h = 1 h2 
t 2 X ' 
is placed upon the lattice spacing. It is necessary, also, 
to express the solution in two equations, depending upon the 
relationship of the point, (m,n), to the initial position of 
the particle, (s, 0). No other restrictions, initial or 
otherwise, are required to demonstrate that the difference 
solution converges to a continuous function which satisfies 
the original problem. 
The thesis concludes with a consideration of the wave 
equation as an illustration of the hyperbolic type, 
a
2 0 = a2 0, ~ ~ t > 0, 
ax at 
-oo<x<oo, 
and the initial conditions 
¢(x,O) = sin rx, r an integer 
a¢(x,O.) = 0 
. at • 
The difference approximation, 
q
2 (¢m+l,n - 2 ¢m,n + ¢m-l,n) = ¢m,n+l - 2 ¢m,n + ¢m,n-l ' 
is used in which 
ht/hx = q, q constant. 
The difference solution here requires that conditions be pre-
scribed along the first two "time" rows. This reflects the 
second boundary condition upon the partial derivative of ¢ 
with respect to t, and in this respect is no special restric-
tion upon the problem. 
6 
The value of the constant for the spacing ratio, q, is 
of vital significance. For this problem, the value at any 
point of the array may be re-expressed in terms of certain 
points along the initial rows - these points on the initial 
rows together with the point in question define a region of 
determination, both for the differential and also for the 
difference problem. The importance of the value of q is that 
it will establish the region of determination for the differ-
ence problem and, unless that region coincides with or in-
cludes the region for the differential problem, convergence, 
in general, will not follow. 
It is concluded that difference solutions for approxi-
mating differential solutions do exist - that these solutions 
will converge to the differential solution if certain re-
strictions are met with regard to initial or boundary condi-
tions and also with regard to lattice spacing ratios - that 
these conditions depend upon the type of problem at hand. 
