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ABSTRACT
Stellar limb darkening affects a wide range of astronomical measurements and is
frequently modelled with a parametric model using polynomials in the cosine of the
angle between the line of sight and the emergent intensity. Two-parameter laws are
particularly popular for cases where one wishes to fit freely for the limb darkening
coefficients (i.e. an uninformative prior) due to the compact prior volume and the
fact that more complex models rarely obtain unique solutions with present data. In
such cases, we show that the two limb darkening coefficients are constrained by three
physical boundary conditions, describing a triangular region in the two-dimensional
parameter space. We show that uniformly distributed samples may be drawn from this
region with optimal efficiency by a technique developed by computer graphical pro-
gramming: triangular sampling. Alternatively, one can make draws using a uniform,
bivariate Dirichlet distribution. We provide simple expressions for these parametriza-
tions for both techniques applied to the case of quadratic, square-root and logarithmic
limb darkening laws. For example, in the case of the popular quadratic law, we advo-
cate fitting for q1 ≡ (u1 + u2)
2 and q2 ≡ 0.5u1(u1 + u2)
−1 with uniform priors in the
interval [0, 1] to implement triangular sampling easily. Employing these parametriza-
tions allows one to derive model parameters which fully account for our ignorance
about the intensity profile, yet never explore unphysical solutions, yielding robust and
realistic uncertainty estimates. Furthermore, in the case of triangular sampling with
the quadratic law, our parametrization leads to significantly reduced mutual correla-
tions and provides an alternative geometric explanation as to why naively fitting the
quadratic limb darkening coefficients precipitates strong correlations in the first place.
Key words: methods: analytical — stars: atmospheres
1 INTRODUCTION
Stellar limb darkening is the wavelength-dependent dimin-
ishing of the surface brightness from the centre of the disc
to the limb of the star. Limb darkening affects a wide range
of different astronomical observations, such as optical inter-
ferometry (e.g. Aufdenberg et al. 2005), microlensing light
curves (e.g. Witt 1995; Zub et al. 2011), rotational modu-
lations (Kipping 2012), eclipsing binaries (Kopal 1950) and
transiting planets (Mandel & Agol 2002). Due to the often
subtle, profile distorting effects of limb darkening, the pa-
rameters describing limb darkening are frequently degener-
ate with other model parameters of interest, and thus accu-
rate modelling is crucial in the interpretation of such data.
Many of these astronomical phenomena may be de-
⋆ E-mail: dkipping@cfa.harvard.edu
scribed with precise closed-form analytic solutions, if one
assumes a parametric limb darkening law. For example, the
transit light curve may be expressed using hypergeometric
functions and elliptical integrals when one adopts a poly-
nomial law (Mandel & Agol 2002; Kjurkchieva et al. 2013).
Such closed forms are not only computationally expedient to
evaluate, but their parametrization also easily allows for un-
informative priors on a target star’s properties and Bayesian
model selection of different laws, since the prior volume can
be directly controlled.
Many of the commonly employed parametric limb dark-
ening laws have been chosen to provide the best approxi-
mation possible between stellar atmosphere model intensity
profiles and simple polynomial expansions (e.g. Claret 2000;
Claret & Hauschildt 2003; Sing 2010; Hayek et al. 2012).
This is because a typical approach was to regress a model to
some observations whilst assuming a fixed stellar limb dark-
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ening law which most realistically described the modeller’s
expectation for the star. The benefits of this approach are
that the parameters describing the limb darkening do not
have to be varied, making the regressions considerably eas-
ier. However, an obvious consequence of this is that any
model parameters derived from such an approach are fun-
damentally dependent upon the stellar atmosphere model
adopted. An equivalent way of describing this approach is
that a Dirac delta function prior was adopted for the limb
darkening profile, which is statistically an implausible sce-
nario.
An alternative strategy is to relax the constraint to
weaker or even uninformative priors. However, the trade-off
is that by adopting a finite prior volume for the parame-
ters describing the limb darkening, it is strongly preferred
to use as compact a parametric model as possible (i.e. fewer
parameters) so that the regression algorithm can reason-
ably hope to explore the full parameter space. Nevertheless,
this is a statistically more robust approach than simply fix-
ing these parameters, which are frequently correlated to the
other model terms (Pal 2008).
An example of a weaker prior would be to regress a joint
probability density function (PDF) to the limb darkening
coefficients (LDCs) emerging from an ensemble of stellar at-
mosphere models (e.g. Kipping et al. 2013). However, even
this approach is still fundamentally dependent upon stel-
lar atmosphere models, since it is from these models that
the ensemble of coefficients is initially computed. In con-
trast, uninformative priors make no assumption about the
limb darkening profile, except for the parametric form which
describes the intensity profile (e.g. the polynomial orders
used). Such an approach may even be used to reverse en-
gineer properties of individual stars or populations thereof
(Neilson & Lester 2012), although Howarth (2011) cautions
that one must carefully account for the system geometry
when comparing fitted LDCs and those from stellar atmo-
sphere models.
Adopting a simple parametric limb darkening law with
uninformative priors is therefore a powerful way of (i) incor-
porating and propagating our ignorance about the target
star’s true intensity profile into the derivation of all model
parameters, (ii) presenting results which are independent
of theoretical stellar atmosphere models, (iii) modelling as-
tronomical phenomenon using closed-form and thus highly
expedient algorithms and (iv) providing insights and con-
straints on the fundamental properties of the target star.
The most common choice of uninformative prior for
LDCs is a simple uniform prior. One danger of uninfor-
mative priors is that allowing the LDCs to explore any
parameter range can often lead to unphysical limb dark-
ening profiles being explored. It is therefore necessary to
impose boundary conditions which prevent such violations.
In this work, we show that after imposing the said bound-
ary conditions (§2.1), the PDF describing an uninformative
joint prior on the quadratic LDCs is a uniform, bivariate
Dirichlet distribution (§2.4). Furthermore, we show that one
may efficiently sample from this distribution using a trick
from the field of computer graphical programming: triangu-
lar sampling (§2.5). This results in a new parametrization
for the quadratic LDCs which samples the physically plau-
sible range of LDCs in an optimally efficient and complete
manner. By comparing our results to previously proposed
parametrizations, we show that this approach is at least
twice as efficient as all others (§3). Finally, we provide op-
timal parametrizations using triangular sampling for other
two-parameter limb darkening laws (§4).
2 QUADRATIC LIMB DARKENING LAW
2.1 Deriving the three boundary conditions
We begin by considering the quadratic limb darkening law
due its wide ranging use in a variety of fields. We first de-
rive the boundary conditions which constrain the physically
plausible range of the associated LDCs. Note, this is not the
first presentation of such constraints (e.g. Burke et al. 2007),
but due to some distinct constraints present elsewhere in
the literature (e.g. Carter et al. 2009) and the fact that this
derivation serves as a template for the applying constraints
to other two-parameter limb darkening laws (e.g. see later
§4), we present an explicit derivation here.
We begin by considering the widely used quadratic limb
darkening law. The quadratic law seems to have first ap-
peared in Kopal (1950) and is attractive due to its simple,
intuitive form, flexibility to explore a range of profiles plus a
fairly compact, efficient structure. The specific intensity of
a star, I(µ), following the quadratic limb darkening may be
described by
I(µ)/I(1) = 1− u1(1− µ)− u2(1− µ)2, (1)
where I(1) is the specific intensity at the centre of the
disc, u1 and u2 are the quadratic LDCs and µ is the cosine
of the angle between the line of sight and the emergent in-
tensity. We may also express µ =
√
1− r2, where r is the
normalized radial coordinate on the disc of the star.
We wish to investigate whether imposing some physical
conditions on this expression leads to any useful constraints
on the allowed ranges of the coefficients u1 and u2. In what
follows, we define physically plausible limb darkening pro-
files in reference to broad bandpass photometric/imaging
observations of normal main-sequence stars (i.e. we do not
consider pulsars, white dwarfs, brown dwarfs, etc). Accord-
ingly, we may impose the following two physical conditions:
(A) an everywhere-positive intensity profile,
(B) a monotonically decreasing intensity profile from the
centre of the star to the limb.
Condition (A) requires little justification since a neg-
ative intensity has no physical meaning and it may be ex-
pressed algebraically as I(µ) > 0 ∀ 0 6 µ < 1, or
u1(1− µ) + u2(1− µ)2 < 1 ∀ 0 6 µ < 1. (2)
The above can be evaluated in one of two extrema; min-
imizing the LHS with respect to µ and maximizing the LHS
with respect to µ. Consider first minimizing the LHS, which
is trivially found to occur for µ→ 1. This leaves us with the
meaningless constraint that 0 < 1, which is of course satis-
fied for all u1 and u2 and thus leads to no useful constraints
on the LDCs.
The other extrema of this condition is found by evaluat-
ing the LHS at its maximum, which is again trivially found
to occur when µ→ 0 and leads us to
c© 2013 RAS, MNRAS 000, 1–11
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u1 + u2 < 1. (3)
Therefore, the physical requirement of an everywhere-
positive intensity profile leads to a single constraint on the
LDCs, given by equation (3).
Next, let us enforce condition (B), that the specific in-
tensity is a monotonically decreasing function towards the
limb. This is generally expected for any broad bandpass
limb darkening profile (Burke et al. 2007), but some narrow
spectral lines, such as Si IV, could produce limb-brightened
profiles (Schlawin et al. 2010). Focusing on the much more
common case of limb darkening though, we have
∂I(µ)
∂µ
> 0, (4)
which is easily shown to give
u1 + 2u2(1− µ) > 0. (5)
One of the extrema of this condition is found by mini-
mizing the LHS with respect to µ, which occurs for µ→ 1,
giving
u1 > 0. (6)
The other extrema occurs when we maximize the LHS
with respect to µ, which occurs for µ→ 0 and gives
u1 + 2u2 > 0. (7)
We therefore derive two constraints on the LDCs from
condition (B) (equations 6 & 7). In total then, we have three
boundary conditions on the coefficients u1 and u2:
u1 + u2 < 1,
u1 > 0,
u1 + 2u2 > 0. (8)
2.2 Comparison to previous works
Before proceeding to our new parametrization model, we
pause to compare our derived boundary conditions to those
in previous works. The first explicit declaration of a set of
expressions used to enforce physically plausible LDCs, that
we are aware of, seems to come from Burke et al. (2007).
Here, the authors state all three of the same boundary con-
ditions (see §3.2 of that work) stated here in equation (8).
This is not surprising as Burke et al. (2007) enforced the
same physical criteria [i.e. conditions (A) and (B)] to de-
rive their expressions, i.e. an everywhere-positive intensity
profile and a monotonically decreasing brightness from the
centre-to-limb.
Another paper stating boundary conditions on the
LDCs comes from Carter et al. (2009), where the authors
used the conditions (u1+u2) < 1, u1 > 0 and (u1+u2) > 0.
We point out that the last constraint seems to be a typo-
graphical error missing a ‘2’, but otherwise are the same
as those constraints provided here. We highlight this minor
point to avoid potential confusion in comparing these works.
Figure 1. Drawing u1 and u2 from a uniform distribution be-
tween −3 and +3, we show the realizations which satisfy the phys-
ical constraints of equation (8). The black dashed lines describe
the three constraints. The loci of accepted points form a triangle
with a bisector inclined 35.8◦ to the u1-axis.
2.3 Visualizing the constraints
In order to visualize the constraints of equation (8), we gen-
erated u1 and u2 by naively randomly sampling a uniform
distribution bounded by −3 < u1 < +3 and −3 < u2 < +3.
For every realization, we only accept the draw if all of the
constraints in equation (8) are satisfied, as shown in Fig. 1.
Iterating until 105 trials were accepted, we required 3.6 mil-
lion trials, i.e. an efficiency of 2.8%. This highlights how
inefficient it would be to sample from such a joint distribu-
tion.
One may re-plot Fig. 1 using different axes to visualize
the constraints in alternative ways. We found that one par-
ticularly useful way of visualizing the constraints was found
by plotting v1 against v2, as shown in Fig. 2, where we use
the parametrization:
v1 ≡ u1/2, (9)
v2 ≡ 1− u1 − u2. (10)
Using this parametrization, Fig. 2 reveals the loci of
points satisfying conditions (A) and (B) form a right-angled
triangle.
2.4 Physical priors using the Dirichlet
distribution
For those familiar with the Dirichlet distribution, the shape
of Fig. 2 will bear an uncanny resemblance to the uniform,
bivariate Dirichlet distribution. The Dirichlet distribution is
a multivariate generalization of the Beta distribution (which
itself has useful applications as a prior; Kipping 2013). Aside
from being able to exactly reproduce the distribution shown
c© 2013 RAS, MNRAS 000, 1–11
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Figure 2. Same as Fig. 1, except that we have re-parametrized
the two axes. One can see that the allowed physical range falls
within a triangle which covers exactly one half of the unit square
{0, 0} → {0, 1} → {1, 1} → {1, 0}. This square describes the
constraints stated in Carter et al. (2009), which violate condition
(B).
in Fig. 2, the bivariate Dirichlet distribution is able to re-
produce a diverse range of profiles with just three so-called
‘concentration’ parameters (α = {α1, α2, α3}T ). The PDF
is given by
P(α; v1, v2) =
vα2−11 v
α1−1
2 (1− v1 − v2)α3−1Γ[α1 + α2 + α3]
Γ[α1]Γ[α2]Γ[α3]
,
(11)
for v1 > 0, v2 > 0 and (v1 + v2) < 1; otherwise
P(α; v1, v2) = 0. In the case of the uniform distribution of
Fig. 2, one may simply use α = 1:
P(α = 1; v1, v2) =
{
2 if v1 > 0 & v2 > 0 & (v1 + v2) < 1,
0 otherwise.
The bivariate Dirichlet distribution is also uniquely de-
fined over the range v1 > 0, v2 > 0 and (v1 + v2) < 1 and
naturally integrates to unity over this range. It may there-
fore be used to serve as a proper prior.
2.5 Physical priors using triangular sampling
Consider the special case where one requires sampling from
a uniform prior in the joint distribution {u1, u2} (but wishes
to enforce that all sampled realizations are physical). This
corresponds to the uniform, bivariate Dirichlet distribution
described by equation (11) with α = 0. One therefore needs
to simply draw a random variate in {v1, v2} from the uni-
form, bivariate Dirichlet distribution.
However, another way of thinking about the problem
Figure 3. A geometric illustration of how a random point is
drawn from a triangle with vertices A, B and C using two ran-
dom variates q1 and q2 (i.e. ‘triangular sampling’). The method
and figure adapted are from the computer graphical programming
chapter of Turk (1990).
is to try to populate a triangle with a uniform sampling of
points, as evident from Fig. 2 - a procedure we dub ‘tri-
angular sampling’. This more geometric perspective leads
to a simple and elegant expression for generating the LDC
samples.
An elegant method for triangular sampling comes from
the field of computer graphical programming, which we will
describe here. Consider a triangle with vertices A, B and
C, and two random uniform variates q1 and q2 in the in-
terval [0, 1]. Turk (1990) showed that a random location, v,
within the triangle can be sampled using (notation has been
changed slightly from that of Turk 1990)
v = (1−√q1)A+√q1(1− q2)B+ q2√q1C. (12)
This sampling is equivalent to having q1 draw out a
line segment parallel to BC that joins a point on AB with
a point on AC and then selecting a point on this segment
based upon the value of q2 (as shown in Fig. 3). Taking the
square root of q1 is necessary to weight all portions of the
triangle equally.
Evaluating the above for A = {0, 1}T , B = {0, 0}T and
C = {1, 0}T (representing the vertices of the specific triangle
we are interested in) gives
v1 =
√
q1q2, (13)
v2 = 1−√q1. (14)
Substituting the above into equations (9) and (10) gives
u1 = 2
√
q1q2, (15)
u2 =
√
q1(1− 2q2). (16)
The inverse of these expressions are easily found to be
given by
c© 2013 RAS, MNRAS 000, 1–11
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q1 ≡ (u1 + u2)2, (17)
q2 ≡ u1
2(u1 + u2)
. (18)
By re-parametrizing the LDCs from a set θ of θ =
{u1, u2} to θ = {q1, q2}, one can fit for quadratic LDCs
in such a way that the joint prior distribution is uniform
and exclusively samples physically plausible solutions. For
example, one would fit for q1 and q2 with uniform priors
between 0 and 1, but convert these parameters into u1 and
u2 (using equation 15 & 16) before calling their light curve
generation code e.g. the Mandel & Agol (2002) algorithm.
This will exactly reproduce the uniform, bivariate Dirichlet
distribution shown in Fig. 1 & 2.
2.6 Comparison to theoretical stellar atmosphere
models
By sampling from θ = {q1, q2} uniformly over the inter-
val [0, 1], one adopts uninformative priors in the LDCs and
thus the underlying intensity profile of a given star. The
only physics which goes into our model are the conditions
(A) and (B). In contrast, LDCs generated using stellar at-
mosphere models include a great deal of physics, and sam-
pling coefficients from such a model is more appropriately
described as using informative priors. The choice as to which
path to follow is a matter for the data analyst to decide and
is likely dependent upon how well characterized the target
star is and how much trust is placed in the theoretical mod-
els.
An implicit expectation of our θ = {q1, q2} model is
that the true LDCs of normal stars observed in a broad
bandpass should fall within the unit-square of 0 < q1 < 1
and 0 < q2 < 1. By extension then, the LDCs of a realistic
stellar atmosphere should also reproduce coefficients lying
within this unit-square. To check this, we here show the re-
sults of converting standard tabulations of quadratic LDCs
into the θ = {q1, q2} parametrization. We decide to use the
Kepler bandpass for this comparison since our model is (a)
designed for broad bandpass photometry, (b) most useful
for faint target stars with poor characterization requiring
uninformative priors and (c) likely to be most commonly
employed on such targets due to the sheer volume of obser-
vations obtained by this type of survey.
Claret & Bloemen (2011) provide tabulations of Kepler
LDCs for the quadratic law computed using 1D Kurucz
ATLAS1 and PHOENIX2 stellar atmosphere models over
a wide range of stellar input parameters: 0.0 6 log g 6 5.0,
−5 6 [M/H] 6 +1, 2000 6 Teff 6 50000K. The extreme
ends of this temperature range do not necessarily conform to
the criteria (A) and (B), even in Kepler’s broad bandpass,
and so we make some cuts to avoid the extrema. The lowest
effective temperature for a planet-hosting star is Kepler-42
(aka KOI-961) with Teff = 3068 ± 174K (Muirhead et al.
2012) and so we make a cut at 3000K. The highest effective
1 http://kurucz.harvard.edu/
2 http://www.hs.uni-hamburg.de/EN/For/ThA/phoenix/
Figure 4. Quadratic LDCs generated from stellar atmo-
sphere models over the Kepler bandpass by Claret & Bloemen
(2011).The original LDCs (u1-u2) have been re-parametrized
into our q1-q2 scheme. Stellar parameters range from 0 6 log g 6
+5, −5 6 [M/H] 6 +1 and 4000 6 Teff 6 10000K, with the latter
indicated by the colour of the points (blue=hot; red=cool).
temperature of a planet-hosting star is 8590± 73K for For-
malhaut b (Kalas et al. 2008), and so we place an additional
cut at 10000K.
Using this range and the Claret & Bloemen (2011) tab-
ulations, we compute {q1, q2} from {u1, u2} for all 12026 en-
tries and display the results in Fig. 4. It can be easily seen
that the entire grid falls within the expected unit-square.
We therefore conclude that our parametrization is consistent
with the results from a typical stellar atmosphere model. It is
interesting to observe that hot-stars display a narrow range
of LDCs in the Kepler bandpass since the Wien’s peak wave-
length is sufficiently low that the Rayleigh tail dominates the
part of the spectrum seen by Kepler.
3 COMPARISON TO PREVIOUSLY
SUGGESTED PARAMETRIZATIONS
3.1 Overview
In order to give our proposed parametrization some con-
text, we here discuss previously suggested parametrizations
of the LDC, with sole attention given to the quadratic law
(Kopal 1950), due to its very frequent use, particularly in
the transiting exoplanet community. There have been nu-
merous distinct suggestions for reasonable parametrizations
in the exoplanet literature, and here, we attempt to compare
our proposed parametrization to those of the previous ones
(that we are aware of at least).
c© 2013 RAS, MNRAS 000, 1–11
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3.2 A comment on mutual correlations
Before we continue, there is an important point we would
like to establish. Many of the previous suggestions have been
designed to minimize the correlation between the two fitted
limb darkening parameters whilst regressing data and not
specifically designed to sample the physically plausible so-
lutions in an efficient and complete manner (which is the
motivation behind our parametrization). So, which motiva-
tion is preferable?
In most cases, astronomical data do not usually con-
strain freely fitted LDCs particularly well. For example, for
rotational modulations the limb darkening profile is degener-
ate with the spots’ contrasts and geometries (Kipping 2012).
In the case of transiting planets or eclipsing binaries, the
LDCs are degenerate with the geometry and size of the
eclipsing body (Pal 2008; Howarth 2011). Therefore, in most
cases, the data are essentially unconstraining and we do not
improve our ignorance of the true profile significantly. The
power of our technique lies in the fact that by efficiently
sampling the entire physically plausible parameter volume,
we propagate that ignorance into the posterior distributions
of all of the parameters which are correlated to the LDCs.
So by fitting for {q1, q2} with uniform priors over the inter-
val [0, 1], the derived posteriors account for the full range of
physically permissible models.
Additionally, the only consequence of fitting two param-
eters with non-zero mutual correlation is that more compu-
tational resources are required to obtain a converged solu-
tion e.g. for Markov Chain Monte Carlo (MCMC) this would
require a greater chain length. However, this issue is actually
somewhat less important in the modern age of computing
with significant strides in CPU speeds. We therefore argue
that it is more valuable to sample from a physically plausible
prior volume.
Finally, it is important to realize that despite the very
wide use of MCMC techniques, other regression techniques
are becoming increasingly popular and have different issues
affecting their efficiency. Suppose a set of data strongly con-
strains the quadratic LDCs. For MCMC (Metropolis et al.
1953; Hastings 1970), one could seed the chain from the
approximate solution location and because the data is con-
straining, the chain should never cross the three boundary
conditions (i.e. it is highly efficient). In contrast, for nested
sampling (Skilling 2004), the initial nests stretch across the
entire prior volume and thus any regions which violate the
boundary conditions would have to be rejected through a
likelihood penalty, and thus the larger this region is, the
poorer the efficiency of the nested sampling algorithm. As
a side note, in the case of poorly constraining data, nested
sampling is the more efficient code since the MCMC routine
would randomly walk into unphysical territory frequently,
but (with well-chosen priors) nested sampling will not.
Despite not being designed to minimize the mutual cor-
relation between the two fitted LDCs, numerical experi-
ments show that our parametrization does in fact reduce
the correlation significantly. In recent months, the Hunt for
Exomoons with Kepler (HEK) project (Kipping et al. 2012)
has been employing our proposed parametrization during
their fits of Kepler transiting planetary candidates, and ini-
tial results find that the mutual correlation is reduced from a
median value of Corr[u1, u2] = −0.89 to Corr[q1, q2] = −0.37
(see Table 1). The reason why our parametrization reduces
the correlation can be explained geometrically and is dis-
cussed in §3.8.
We therefore argue that efficient, complete sampling of
the physically plausible prior volume has many advantages
over simply reducing mutual correlation, which is why we
have pursued such an approach in this paper. However, a
by-product of our proposition is that mutual correlations
are significantly reduced anyway.
3.3 Performance metrics
Each parametrization has two metrics which describe how
well they sample the parameter space. We denote “ef-
ficiency”, ǫ, as unity minus the fraction of times the
parametrization produces an unphysical intensity profile
(which would require rejection). In a practical case, unphys-
ical trials would have to be rejected in a Monte Carlo fit and
thus act to reduce the overall efficiency and hence the name
for this term. This value is easily calculated with a Monte
Carlo experiment of N ≫ 1 synthetic draws from a given
joint distribution.
The other metric we consider is ‘completeness’, κ, which
describes what fraction of the allowed physical parameter
space is explored by the parametrization. A κ < 1 means
that certain regions of reasonable and physically plausible
realizations of {u1, u2} are never explored. The κ value of a
given parametrization, θ, is simply equal to the area of the
loci sampled in {u1, u2} parameter space divided by that
achieved for only the physically acceptable trials (which hap-
pens to equal unity) multiplied by the efficiency, ǫ. Note that
the parametrization described in this work (θ = {q1, q2};
equation 17 & 18) produces κ = 1 and ǫ = 1, by virtue of
its construction.
As mentioned in §3.2, one could argue that the corre-
lation between the two fitted limb darkening parameters is
also a key metric of interest. However, we make the case
here that correlation is not critical in light of the substan-
tial improvements in computational hardware and software
over the last decade.
We will therefore proceed by considering several popu-
lar parametrizations of the LDCs (in chronological sequence)
and evaluating their efficiency, ǫ, and completeness, κ. Dur-
ing this investigation, we found that it is quite rare for
authors to declare the upper and lower bounds used on
their priors (which are usually uniform). Without the prior
bounds, it is not possible to evaluate ǫ and κ and so in these
cases we proceed by selecting a choice of prior bounds which
ensures κ = 1 for the highest possible ǫ.
3.4 θ = {u1, u2}
We begin by first considering the naive parameter set of
θ = {u1, u2} directly, which serves as a useful baseline
for subsequent comparisons. In order to estimate κ and ǫ
though, we must first choose upper/lower bounds on these
two parameters. As discussed in the previous subsection,
we can optimize the prior bounds to ensure κ = 1. This
is done by generating N ≫ 1 Monte Carlo realizations of
{u1, u2} across an overly generous interval (in this case we
used [−3,+3]) and only accepting points which satisfy the
c© 2013 RAS, MNRAS 000, 1–11
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Table 1. Mutual correlations of quadratic LDCs for two different parametrizations. Although it is not the purpose of the {q1, q2}
parametrization, the mutual correlation is significantly reduced. Fits comes from results in preparation by the HEK project, except
HCO-254.01 which is Kepler-22b (Kipping et al. 2013). Planet (P) and satellite (S) model nomenclature follows Kipping et al. (2013).
HEK candidate ID Model u1-u2 Correlation q1-q2 Correlation
HCO-254.01 PLD−free −0.946029 −0.290086
HCO-254.01 PLD−free,eB∗ −0.878806 −0.507617
HCO-254.01 SLD−free −0.925289 −0.211113
HCO-254.01 SLD−free,eB∗ −0.891628 −0.406471
HCO-254.01 SLD−free,eSB −0.951899 −0.269654
HCA-39.02 PLD−free −0.931938 +0.180139
HCA-39.02 SLD−free −0.956056 −0.374412
HCA-669.01 PLD−free −0.949620 −0.001698
HCA-669.01 SLD−free −0.571816 −0.480137
HCO-754.01 PLD−free −0.713572 −0.447555
HCO-754.01 SLD−free −0.703587 −0.172976
HCV-531.01 PLD−free −0.580507 −0.482708
HCV-531.01 SLD−free −0.567252 −0.472353
HCA-941.01 PLD−free −0.599955 −0.583683
HCA-941.01 SLD−free −0.597042 −0.575972
HCV-40.01 PLD−free −0.986092 −0.116053
HCV-40.01 SLD−free −0.985540 −0.104638
Median - −0.891628 −0.374412
conditions stipulated in equation (8). We find that using
0 < u1 < +2 and −1 < u2 < +1 ensures κ = 1 for the
highest possible efficiency. The corresponding value of ǫ is
0.25 i.e. sampling from this prior with a lack of constraining
data would mean that three out of four trials would have to
be rejected. The parameter volume sampled by this prior is
illustrated in Fig. 5.
3.5 θ = {u+, u−} ≡ {u1 + u2, u1 − u2}
The pioneering work of Brown et al. (2001) offers perhaps
the first such example of serious consideration of alter-
native parametrizations in the exoplanet literature. Using
the Hubble Space Telescope photometry of HD 209458b,
Brown et al. (2001) suggested fitting for u+ ≡ (u1 + u2)
and u− ≡ (u1 − u2). Unlike in this work, the purpose of
this parametrization was not to ensure physically plausible
intensity profiles, but rather to reduce the correlation be-
tween the two LDCs in the fitting procedure, as stated in
§3.2 of Brown et al. (2001).
In order to compute our performance metrics, a choice
of prior bounds is required. We choose to select these bounds
such that we optimize κ = 1, as discussed earlier in §3.3.
Following the same method described in §3.4, we estimate
that this occurs for 0 < u+ < +1 and −1 < u− < +3.
Using these bounds, we calculate that ǫ = 0.5. This can be
intuitively visualized in Fig. 5.
3.6 θ = {U1, U2} ≡ {2u1 + u2, u1 − 2u2}
Holman et al. (2006) chose to fit for U1 ≡ (2u1 + u2) and
U2 ≡ (u1−2u2) because “the resulting uncertainties in those
parameters are uncorrelated”. Once again then, it is worth
noting that the motivation of this parameter set was not
to sample the physically allowed parameter space efficiently.
The priors used in the exploration of these parameters are
not stated in the paper, and so we assume uniform between
some upper and lower bounds on each term. The numeri-
cal range is not stated in Holman et al. (2006) but we have
learned that the exploration was unbound, but with rejec-
tions applied to samples which fall outside of the conditions
stated in equation (3), (6) & (7) (private communication
with M. Holman & J. Winn).
We therefore proceed by optimizing the prior bound
choice to κ = 1 via the same Monte Carlo method described
earlier (§3.4). This procedure yields 0 < U1 < +3 and −2 <
U2 < +4. Using these limits, we calculate ǫ = 0.278 for the
fixed choice of κ = 1, which is illustrated in Fig. 5.
3.7 θ = {a1, a2} ≡ {u1 + 2u2, 2u1 − u2}
During our analysis of the literature on this subject, we no-
ticed that the parametrization of Holman et al. (2006) was
cited by many authors including the instance of Burke et al.
(2007). What is interesting is that Burke et al. (2007) state
that ‘we follow Holman et al. (2006) by adopting a1 ≡
(u1 + 2u2) and a2 ≡ (2u1 − u2)’, but as discussed earlier
Holman et al. (2006) in fact used U1 ≡ (2u1 + u2) and
U2 ≡ (u1 − 2u2). Therefore, despite Burke et al. (2007)
claiming to have simply followed Holman et al. (2006), they
had in fact introduced an entirely new parametrization. We
explore this parametrization here.
Burke et al. (2007) do explicitly declare that they use
uniform priors on the LDCs but do not explicitly state the
bounds on a1 and a2. However, the authors do state they
impose u1 > 0, (u1 + u2) < 1 and (u1 +2u2) > 0, which are
identical to the conditions derived in this work (see equa-
tions 3, 6 & 7). The a1 parameter is therefore bound by
a1 > 0 but the other constraints do not naturally impose
any other bounds. We are also unable to find any way of
inferring any other bounds from the paper of Burke et al.
(2007).
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We therefore proceed by selecting bounds on a1 and a2
ourselves and we choose parameters which optimize to κ = 1,
as discussed in §3.3. Following the same Monte Carlo method
used previously (e.g. see §3.4), we determine 0 < a1 < 2 and
−1 < a2 < +5 to ensure κ = 1. Utilizing these bounds, we
estimate ǫ = (5/12) = 0.417, which is visualized in Fig. 5.
3.8 θ = {w1, w2} ≡ {u1 cosφ−u2 sinφ, u1 sinφ+u2 cosφ}
Pal (2008) proposed that the correlation between u1 and u2
can be minimized by using principal component analysis.
The author suggested the parametrization w1 ≡ (u1 cos φ−
u2 sinφ) and w2 ≡ (u1 sinφ + u2 cosφ), where 0 < φ <
π/2 and is chosen such that the correlation is minimized.
Once again then, we stress that this parametrization is not
designed to sample from the physically plausible parameter
space. Pal (2008) does not suggest bounds on w1-w2 and
so we proceed to select bounds in such way as to optimize
κ = 1. This optimization process is sensitive to φ though
and it is possible to derive different bounds depending upon
what one assumes for φ.
In order to explore this issue fully, we fix φ to a specific
value between 0 and π/2 and then optimize the bounds on
w1 and w2 to ensure κ = 1, using the same Monte Carlo
method employed earlier (e.g. see §3.4). We then use these
bounds to compute ǫ as usual. For each choice of φ then, we
compute a unique value of ǫ, i.e. ǫ(φ). Repeating over a wide
range of φ values, we find that φ = 45◦ yields the maximum
efficiency of ǫ = 0.5 and drops to ǫ = 0.25 as one rotates
round to φ = 0◦ and 90◦.
Setting φ = 45◦ then optimizes the efficiency of sam-
pling the physically plausible parameter space. We stress
that this choice is not made to minimize the correlation
between w1 and w2, for which we note Pal (2008) rec-
ommend φ = 35◦-40◦. For the φ = 45◦ case, however,
w1 = (u1 − u2) = u− and w2 = (u1 + u2) = u+, and so
we recover the same parametrization used by Brown et al.
(2001). For this reason, we do not include the parametriza-
tion of Pal (2008) in Fig. 5 and Table 2.
One interesting point is that the boundary conditions in
equation (3) and equation (7) form two sides of the triangle
described in Fig. 1 and taking the bisector of these two lines
yields a line inclined by φ = 1
2
[tan−1( 1
2
)+tan−1( 2
2
)] = 35.8◦,
which is also marked in Fig. 1. Therefore, the suggested an-
gle of φ = 35◦-40◦ by Pal (2008) effectively just travels up
along this bisector. Indeed, one can consider this to be an
alternative geometric explanation for the suggestion of Pal
(2008). It also highlights how our parametrization, {q1, q2},
should be expected to exhibit inherently low mutual correla-
tion since it also travels up along this bisector line. This was
indeed verified to be the case earlier in §3.2 and here we are
able to provide the explicit explanation for this observation.
3.9 θ = {u1, u+} ≡ {u1, u1 + u2}
The final parametrization we consider is that of θ =
{u1, u+} ≡ {u1, u1+u2}, which has been used in papers such
as Nesvorny´ et al. (2012) and Kipping et al. (2013). The
choice of bounds here is usually stated to be 0 < u1 < +2
and 0 < (u1 + u2) < +1, which incidentally is the same re-
sult that one finds when one optimizes the bounds to κ = 1.
Figure 5. Loci of points sampled by various parametrizations of
the quadratic LDCs. In each case, the completeness, κ, equals
unity since we have optimized the prior bounds to ensure this
condition. This is done since we are unable to find correspond-
ing upper/lower bounds in the referenced literature. Grey area
represents the physically plausible parameter range.
The loci of points form a parallelogram on the {u1, u2} plane
(as shown in Fig. 5), unlike any of the previously considered
parametrizations which formed rectangles (or a triangle in
the case of θ = {q1, q2}) and produces an efficiency of ex-
actly one half i.e. ǫ = 0.5. Table 2 shows the efficiency and
bounds of this parametrization in relation to previously con-
sidered ones.
4 OTHER TWO-PARAMETER LIMB
DARKENING LAWS
4.1 General principle
Although the quadratic limb darkening is the most widely
used two-parameter limb darkening in the literature, the
so-called ‘square-root’ law and to a lesser extent the ‘log-
arithmic’ law have also gained traction. Like the quadratic
case, enforcing the physical conditions of an everywhere-
positive intensity profile and a monotonically decreasing in-
tensity from centre-to-limb imposes three boundary condi-
tions on the two coefficients describing each law. Hence,
we once again have a two-dimensional plane featuring three
(non-parallel) boundary conditions which enclose a triangle.
c© 2013 RAS, MNRAS 000, 1–11
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Table 2. Comparison of the performance metric ǫ (efficiency) for several different parametrizations of the quadratic LDCs. In each
case, the completeness, κ, equals unity since we have optimized the prior bounds to ensure this condition. This is done since we are
unable to find corresponding upper/lower bounds in the referenced literature.
Parametrization, θ Parameter 1 Interval Parameter 2 Interval Efficiency, ǫ
{u1, u2} [0,+2] [−1,+1] 0.250
{u+, u−} ≡ {u1 + u2, u1 − u2} [0,+1] [−1,+3] 0.500
{a1, a2} ≡ {2u1 + u2, u1 − 2u2} [0,+2] [−1,+5] 0.417
{U1, U2} ≡ {u1 + 2u2, 2u1 − u2} [0,+3] [−2,+4] 0.278
{u1, u+} ≡ {u1, u1 + u2} [0,+2] [0,+1] 0.500
{q1, q2} ≡ {(u1 + u2)2, (u1/2)(u1 + u2)−1} [0,+1] [0,+1] 1.000
Therefore, sampling from this triangle in a uniform manner
can be achieved using exactly the same trick described for
the quadratic law case.
One can actually take this a step further and state
that for any problem with two variables with a uniformly
distributed joint PDF and three (non-parallel) boundary
conditions, 100% complete and efficient sampling is easily
achieved using the triangular sampling technique discussed
in this paper.
4.2 Square-root law
Arguably, the second-most popular two-parameter limb
darkening law is that of the square-root law. van Hamme
(1993) argues that this is a superior approximation to the
quadratic law for late-type stars in the near-infrared. Re-
cent examples include applications to the eclipsing binary
system LSPM J1112+7626 (Irwin et al. 2011) and the tran-
siting planet system GJ 1214 (Berta et al. 2012). The law
was first proposed in Diaz-Cordoves & Gimenez (1992) and
describes the specific intensity as
I(µ)/I(1) = 1− c(1− µ)− d(1−√µ), (19)
where c and d are the two LDCs associated with this
law. Following the same procedure as used earlier in §2.1, im-
posing the condition of an everywhere-positive profile yields
c+ d < 1. (20)
Similarly, the condition of a monotonically decreasing
intensity profile from centre-to-limb gives two constraints:
d > 0, (21)
2c+ d > 0. (22)
These three non-parallel conditions are easily imparted
using the triangular sampling technique and using the re-
placements qsqrt1 and q
sqrt
2 defined over the interval [0, 1]:
qsqrt1 = (c+ d)
2, (23)
qsqrt2 =
d
2(c+ d)
. (24)
Alternatively, sampling from uniform, bivariate Dirich-
let distribution, P(α = 1; vsqrt1 , vsqrt2 ), may be achieved us-
ing:
vsqrt1 = d/2, (25)
vsqrt2 = 1− c− d. (26)
4.3 Logarithmic law
Klinglesmith & Sobieski (1970) proposed a logarithmic limb
darkening law with the following form
I(µ)/I(1) = 1− A(1− µ)−Bµ(1− log µ), (27)
where A and B are the two associated LDCs. Again,
following the procedure used earlier in §2.1, we find that im-
posing the condition of an everywhere-positive profile yields
A < 1. (28)
Similarly, the condition of a monotonically decreasing
intensity profile from centre-to-limb gives two constraints:
A+B > 0,
B < 0. (29)
These three non-parallel conditions are again easily im-
parted using the triangular sampling technique and using
the replacements qlog1 and q
log
2 defined over the interval [0, 1]:
qlog1 = (B + 1)
2, (30)
qlog2 =
A− 1
B + 1
. (31)
Alternatively, sampling from uniform, bivariate Dirich-
let distribution, P(α = 1; vlog1 , vlog2 ), may be achieved using
vlog1 = 1− A, (32)
vlog2 = −B. (33)
4.4 Exponential law
The final two-parameter limb darkening law we consider
comes from Claret & Hauschildt (2003) and takes the form
I(µ)/I(1) = 1− g(1− µ)− h 1
1− eµ , (34)
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where g and h are the two associated limb darkening
coefficients. Following the procedure used earlier in §2.1 once
more, we find that imposing the condition of an everywhere-
positive profile yields two constraints (unlike all previous
examples where this condition only imposed one meaningful
constraint):
h < 1− e1,
h < 0. (35)
However, these two condition are parallel and since 0 >
(1−e1), then the two conditions simply boil down to h < (1−
e1). Similarly, the condition of a monotonically decreasing
intensity profile from centre-to-limb gives two constraints:
h < 0,
h1
h2
>
e1
(1− e1)2 . (36)
The first of these two conditions is parallel to the pre-
viously derived constraint of h < (1 − e1) and in fact less
constraining and so we can discard it. In total then, we have
only two non-parallel boundary conditions. As a result, a
triangular enclosed region is not formed in the joint proba-
bility distribution and so the triangular sampling technique
discussed in this paper is not applicable.
5 DISCUSSION & CONCLUSIONS
In this paper, we have presented new parametrizations
for the LDCs of several two-parameter limb darkening
laws, including the popular quadratic (§2) and square-root
laws (§4.2). When sampled over the interval [0, 1], our
parametrizations exclusively sample the complete range of
physically plausible LDCs (100% efficient and 100% com-
plete). This is twice as efficient as the next best parametriza-
tion proposed previously (§3). In the case of the quadratic
law, we show that our parametrization also reduces the mu-
tual correlation between the two LDCs (§3.2) with a natural
geometric explanation (§3.8), although this was not the mo-
tivation behind our formulation.
Fitting astronomical data with our parametrization for
the LDCs ensures that all model parameters fully account
for one’s ignorance about the stellar intensity profile, leading
to more realistic uncertainty estimates. Derived parameters
make no assumption about the stellar atmosphere model,
except the type of polynomial used to describe it (for which
we provide several choices) and that the observations are
of normal, main-sequence stars in broad bandpasses. These
parametrizations are applicable to any observation affected
by limb darkening, such as optical interferometry, microlens-
ing, eclipsing binaries and transiting planets.
Our parametrization may be explained as follows. Re-
quiring the intensity profile to be everywhere-positive and
monotonically decreasing from centre-to-limb imposes three
non-parallel boundary conditions on two LDCs (see equa-
tion 8). Given the two LDCs live on a two-dimensional plane,
the three boundary conditions describe a triangular region
where physically plausible LDCs may reside. This triangu-
lar region can be sampled uniformly by re-parametrizing the
LDCs from {u1, u2} to {q1, q2} (see equation 18) accord-
ing to a technique used in computer graphical programming
(Turk 1990): triangular sampling. An equivalent method is
to draw a random variate from a uniform, bivariate Dirichlet
distribution.
We note that the solution is general to any situa-
tion where two parameters are bound by three non-parallel
boundary conditions. Or, even more generally, when N pa-
rameters are mutually constrained by N + 1 non-parallel
boundary conditions leading to tetrahedral sampling and
hyper-tetrahedral sampling. In the case of exoplanet tran-
sits, we are therefore faced with the unusual case of the field
of exoplanets drawing from computer games, rather than the
other way around.
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