Sparse subspace clustering methods, such as Sparse Subspace Clustering (SSC) [8] and ℓ 1 -graph [26, 4] 
Introduction
Clustering is a common unsupervised data analysis method which partitions data into a set of self-similar clusters. High dimensionality of data often imposes difficulty on clustering. For example, model-based clustering methods, such as Gaussian Mixture Model (GMM) that models the data by a mixture of parametric distributions, suffer from the curse of dimensionality when fitting a statistical model to the data [9] .
Based on the observation that high dimensional data often lie in a set of low-dimensional subspaces in many practical scenarios, subspace clustering algorithms [24] aim to partition the data such that data belonging to the same subspace are identified as one cluster. Among various subspace clustering algorithms, the ones that employ sparsity prior, such as Sparse Subspace Clustering (SSC) [8] and ℓ 1 -graph [26, 4] , have been proven to be effective in separating the data in accordance with the subspaces that the data lie in under certain assumptions.
Sparse subspace clustering methods construct sparse similarity graph by sparse representation of the data, where the vertices represent the data, and an edge is between two vertices whenever one participates the spare representation of the other. Thanks to the subspace-sparse representation, the nonzero elements in the sparse representation of each datum in a subspace correspond to the data points in the same subspace, so that vertices corresponding to different subspaces are disconnected in the sparse similarity graph, leading to their compelling performance with spectral clustering [18] applied on such graph. [8] proves that when the subspaces are independent or disjoint, then subspace-sparse representations can be obtained by solving the canonical sparse coding problem using data as the dictionary under certain conditions on the rank, or singular value of the data matrix and the principle angle between the subspaces respectively. Under the independence assumption on the subspaces, low rank representation [13, 12] is also proposed to recover the subspace structures. Relaxing the assumptions on the subspaces to allowing overlapping subspaces, the Greedy Subspace Clustering [19] and the Low-Rank Sparse Subspace Clustering [25] achieve subspace-sparse representation with high probability. However, their results rely on the semi-random model which assumes the data in each subspace are generated i.i.d. uniformly on the unit sphere in that subspace as well as certain additional conditions on the size and dimensionality of the data. In addition, the geometric analysis in [22] also adopts the semi-random model and it handles overlapping subspaces.
To avoid the non-convex optimization problem incurred by ℓ 0 -norm, most of the sparse subspace clustering or sparse graph based clustering methods use ℓ 1 -norm [26, 4, 7, 8, 28] or ℓ 2 -norm with thresholding [20] to impose the sparsity on the constructed similarity graph. In addition, ℓ 1 -norm has been widely used as a convex relaxation of ℓ 0 -norm for efficient sparse coding algorithms [11, 14, 15] .
On the other hand, sparse representation methods such as [16] that directly optimize objective function involving ℓ 0 -norm demonstrate compelling performance compared to its ℓ 1 -norm counterpart. It remains an interesting question whether sparse subspace clustering equipped with ℓ 0 -norm, which is the origination of the sparsity that counts the number of nonzero elemens, has advantage in obtaining the subspace-sparse representation. In this paper, we propose ℓ 0 -graph which employs ℓ 0 -norm to enforce the sparsity of the similarity graph. This paper offers three contributions:
Theoretical Results on ℓ 0 -Induced Almost Surely Subspace-Sparse Representation We present the theory of the ℓ 0 -induced sparse subspace clustering by ℓ 0 -graph, which shows that ℓ 0 -graph renders subspacesparse representation almost surely under minimum assumptions on the underlying subspaces the data lie in, i.e. subspaces are distinct. To the best of our knowledge, this is the mildest assumption on the subspaces compared to most existing sparse subspace clustering methods. Furthermore, our theory assumes that the data in each subspace are generated i.i.d. from arbitrary continuous distribution supported on that subspace, which is milder than the assumption of semirandom model in [19] and [25] that assume the data are i.i.d. uniformly distributed on the unit sphere in each subspace.
Efficient Optimization
The optimization problem of ℓ 0 -graph is NP-hard and it is impractical to pursue the global optimal solution. Instead, we develop an efficient proximal method to obtain a sub-optimal solution with convergence guarantee.
Regularized ℓ
0 -Graph In order to obtain a sparse similarity graph where neighboring data have similar neighbors so as to encourage the graph connectivity within each cluster, we propose Regularized ℓ 0 -graph that incorporates an regularization term into the objective of ℓ 0 -graph. Moreover, we have implemented both ℓ 0 -graph and regularized ℓ 0 -graph in CUDA C programming language for significant speedup by parallel computing.
Note that SSC-OMP [6] adopts Orthogonal Matching Pursuit (OMP) [23] to choose neighbors for each datum in the sparse similarity graph, which can be interpreted as approximately solving a ℓ 0 problem. However, SSC-OMP does not present the theoretical properties of the ℓ 0 -induced sparse subspace clustering, and the experimental results show the significant performance advantage of ℓ 0 -graph over the OMP-graph. OMP-graph solves the ℓ 0 problem of ℓ 0 -graph by OMP, so that it is equivalent to SSC-OMP for clustering. Although our optimization algorithm only obtains a sub-optimal solution to the objective of ℓ 0 -graph, we give theory about ℓ 0 -induced subspace structures and extensive experimental results show the effectiveness of our model.
The remaining parts of the paper are organized as follows. The representative subspace subspace clustering methods, SSC and ℓ 1 -graph, are introduced in the next subsection, and then the detailed formulation of ℓ 0 -graph and regularized ℓ 0 -graph is illustrated. We then show the clustering performance of the proposed models, and conclude the paper. We use bold letters for matrices and vectors, and regular lower letter for scalars throughout this paper. The bold letter with superscript indicates the corresponding column of a matrix, and the bold letter with subscript indicates the corresponding element of a matrix or vector. · F and · p denote the Frobenius norm and the ℓ p -norm, and diag(·) indicates the diagonal elements of a matrix.
Sparse Subspace Clustering and ℓ 1 -Graph
Sparse coding methods represent an input signal by a linear combination of only a few atoms of a dictionary, and the sparse coefficients are named sparse code. Sparse coding has been broadly applied in machine learning and signal processing, and sparse code is extensively used as a discriminative and robust feature representation [27, 5, 29, 28] SSC [8] and ℓ 1 -graph [26, 4] employ sparse representation of the data to construct the sparse similarity graph. With the data X = [x 1 , . . . , x n ] ∈ IR d×n where n is the size of the data and d is the dimensionality, SSC and ℓ 1 -graph solves the following sparse coding problem:
Both SSC and ℓ 1 -graph construct a sparse similarity graph G = (X, W) where the data X are represented as vertices, W is the graph weight matrix of size n × n and W ij indicates the similarity between x i and x j , W is set by the sparse codes α as below:
Furthermore, suppose the underlying subspaces that the data lie in are independent or disjoint, SSC [8] proves that the optimal solution to (1) is the subspace-sparse representation under several additional conditions. The sparse representation α is called subspace-sparse representation if the nonzero elements of α i , namely the sparse representation of the datum x i , correspond to the data points in the same subspace as x i . Therefore, vertices corresponding to different subspaces are disconnected in the sparse similarity graph. With the subsequent spectral clustering [18] applied on such sparse similarity graph, compelling clustering performance is achieved.
Allowing some tolerance for inexact representation, the literature often turns to solve the following problem for SSC and ℓ 1 -graph:
which is equivalent to the following problem
where λ ℓ 1 > 0 is a weighting parameter for the ℓ 1 term.
ℓ 0 -Induced Sparse Subspace Clustering
In this paper, we investigate ℓ 0 -induced sparse subspace clustering method, which solves the following ℓ 0 problem:
We then give the theorem about ℓ 0 -induced almost surely subspace-sparse representation, and the proof is presented in the supplementary document for this paper. Based on the above theorem, we propose ℓ 0 -graph that solves (4) and uses the sparse representation to build the sparse similarity graph for clustering. According to Theorem 1, ℓ 0 -induced sparse subspace clustering method (4) obtains the subspace-sparse representation almost surely under minimum assumption on the subspaces, i.e. it only requires that the subspaces be distinct. To the best of our knowledge, this is the mildest assumption on the subspaces for most existing sparse subspace clustering methods. Moreover, the only assumption on the data generation is that the data in each subspace are i.i.d. random samples from arbitrary continuous distributions supported on that subspace. In the light of assumed data distribution, such assumption on the data generation is much milder than the assumption of the semi-random model in ( [19, 25, 22] ) (note that the data can always be normalized to have unit norm and reside on the unit sphere). Table 1 summarizes different assumptions on the subspaces and random data generation for different sparse subspace clustering methods. It can be seen that ℓ 0 -graph has mildest assumption on both subspaces and the random data generation.
Optimization of ℓ 0 -Graph
We introduce the optimization algorithm for ℓ 0 -graph in this section. Similar to the case of SSC and ℓ 1 -graph, by allowing tolerance for inexact representation, we turn to optimize the following ℓ 0 problem
Problem (5) is NP-hard, and it is impractical to seek for its global optimal solution. The literature extensively resorts to approximate algorithms, such as Orthogonal Matching Pursuit [23] , or that uses surrogate functions [10] , for ℓ 0 problems. Inspired by recent advances in solving non-convex optimization problems by proximal linearized method [3] and the application of this method to ℓ 0 -norm based dictionary learning [2] , we propose an iterative proximal method to optimize (5) and obtain a sub-optimal solution with proved convergence guarantee. In the following text, the superscript with bracket indicates the iteration number of the proposed proximal method.
In t-th iteration of our proximal method for t ≥ 1, gradient descent is performed on the squared loss term of (5)
where τ is any constant that is greater than 1, and s is the Lipschitz constant for the gradient of function Q(·), namely
Then α (t) is the solution to the following ℓ 0 regularized problem:
It can be verified that (8) has closed-form solution, i.e.
for 1 ≤ i, j ≤ n. The iterations start from t = 1 and continue until the sequence {L(α (t) )} converges or maximum iteration number is achieved. We initialize α as α (0) = α ℓ 1 and α ℓ 1 is the sparse codes generated by SSC or ℓ 1 -graph via solving (3) with some proper weighting parameter λ ℓ 1 . In all the experimental results of this paper, we empirically set λ ℓ 1 = 0.1 when initializing ℓ 0 -graph. The data clustering algorithm by ℓ 0 -graph is described in Algorithm 1. Also, the following theorem shows that each iteration of the proposed proximal method decreases the value of the objective function L(·) in (5), therefore, our proximal method always converges. Theorem 2. Let s = 2σ max (X ⊤ X) where σ max (·) indicates the largest eigenvalue of a matrix, then the sequence {L(α (t) )} generated by the proximal method with (6) and (9) decreases, and the following inequality holds for t ≥ 1: Table 1 . Assumptions on the subspaces and random data generation (for randomized part of the algorithm) for different sparse subspace clustering methods. Note that S1 < S2 < S3 < S4, D1 < D2, and the assumption on the right hand side of < is milder than that on the left hand side.
Assumption on Subspaces Explanation S 1 :Independent Subspaces ( [13, 12] 
The data in each subspace are generated i.i.d. uniformly on the unit sphere in that subspace.
The data in each subspace are generated i.i.d. from arbitrary continuous distribution supported on that subspace.
And it follows that the sequence {L(α (t) )} converges.
Furthermore, we show that if the sequence {α (t) } generated by the proposed proximal method is bounded, then it is a Cauchy sequence and it converges to a critical point of the objective function L in (5).
Theorem 3. Suppose that the sequence {α
(t) } generated by the proximal method with (6) and (9) is bounded, then 1)
Sketch of the Proof. [3] shows that the ℓ 0 -norm function · 0 is a semi-algebraic function. The conclusions of this theorem directly follows from Theorem 1 in [3] .
The detailed proofs of Theorem 2 and Theorem 3 are included in the supplementary document.
Regularized ℓ 0 -Graph
While the subspace-sparse representation separates the data belonging to different subspaces in the constructed sparse similarity graph, it is not guaranteed that the data points in the same subspace form a connected component. This is the well known graph connectivity issue in the sparse subspace clustering literature [8, 17] which is the only gap that prevents a sparse similarity graph with subspace-sparse representation from forming the perfect clustering result, i.e. the data belonging to each subspace form a single connected component in the sparse similarity graph. SSC [8] suggests alleviating the graph connectivity issue by promoting common neighbors across the data in each subspace. In this section we propose Regularized ℓ 0 -Graph by adding a regularization term to (5) which employs ℓ 0 -distance between the sparse representation of the data so as to impose the sparsity of the representation and encourage common neighbors for nearby data simultaneously. Regularized ℓ 0 -graph solves the following problem
1 x is a critical point of function f if 0 ∈ ∂f (x), where ∂f (x) is the limiting-subdifferential of f at x. Please refer to more detailed definition in [3] .
Algorithm 1 Data Clustering by ℓ 0 -Graph

Input:
The data set X = {x i } n i=1 , the number of clusters c, the parameter λ for ℓ 0 -graph, λ ℓ 1 for the initialization of the the ℓ 0 -graph, maximum iteration number M , stopping threshold ε 1: t = 1, initialize the coefficient matrix as
Obtain α (t) from α (t−1) by (6) and (9) 4: t = t + 1.
8:
end if 9: end while 10: Obtain the sub-optimal coefficient matrix α * when the above iterations converge or maximum iteration number is achieved. 11: Build the sparse similarity matrix by symmetrizing α * : S ij α i − α j 0 is the regularization term, S is the adjacency matrix of the KNN graph and S ij = 1 if and only if x i is among the K nearest neighbors of x j in the sense of Euclidean distance. It should be emphasized that such KNN graph is a widely used strategy to identify nearby data for graph regularization in sparse coding [30, 28] . γ > 0 is the weighting parameter for the regularization term. Since the co-located elements of two sparse codes α i and α j are not exactly the same in most cases, their ℓ 0 -distance α i − α j 0 is almost always the sum of their difference in support and the number of their co-located nonzero elements, and the support of a vector is defined to be the indices of its nonzero elements. Therefore, the regularization term R S (α) encourages both sparsity and common neighbors across nearby data.
We use coordinate descent to optimize (11) with respect to α i in each step of the coordinate descent, with all the other sparse codes {α j } j =i fixed. The optimization problem for α i in each step is presented below:
where
(12) can also be optimized by the proximal method in a similar manner to ℓ 0 -graph. In t-th (t ≥ 1) iteration of our proximal method for the problem (12), gradient descent on the squared loss term of the objective function of (12) is performed by (13):
where τ and s are the same as that in (6) . Then α i (t) is obtained as the solution to the following ℓ 0 regularized problem:
Proposition 1 below shows the closed form solution to the subproblem (14): (14) , then the k-th element of v * is
Proposition 1 suggests an efficient way of obtaining the solution to (14) . According to (15) , α i (t) = v * can be obtained by searching over a candidate set of size K + 1, where K is the number of nearest neighbors to construct the KNN graph S for regularized ℓ 0 -graph.
Similar to Theorem 2, the sequence {F (α i (t) )} t is decreasing. The iterative proximal method starts from t = 1 and continue until the sequence {F (α i (t) )} t converges or maximum iteration number is achieved. When the proximal method converges or terminates for each α i , the step of coordinate descent for α i is finished and the optimization algorithm proceeds to optimize other sparse codes. Each iteration of coordinate descent solves (12) for i = 1 . . . n sequentially, and it terminates when maximum iteration number is reached or converges under some stopping threshold on the change of the objective function (11).
Experimental Results
The superior clustering performance of ℓ 0 -graph is demonstrated in this section with extensive experimental results, and we also show the effectiveness of regularized ℓ 0 -graph. We compare our ℓ 0 -graph to K-means (KM), Spectral Clustering (SC), ℓ 1 -graph, Sparse Manifold Clustering and Embedding (SMCE) [7] . Moreover, we derive the OMP-graph, which builds the sparse graph in the same way as ℓ 0 -graph except that it solves the following optimization problem by Orthogonal Matching Pursuit (OMP) to obtain the sparse code:
ℓ 0 -graph is also compared to OMP-graph to show the advantage of the proposed proximal method in the previous sections. By adjusting the parameters, ℓ 1 -graph and SSC solve the same problem and generate equivalent results, so we report their performance under the same name "ℓ 1 -graph".
Evaluation Metric
Two measures are used to evaluate the performance of the clustering methods, i.e. the accuracy and the Normalized Mutual Information(NMI) [31] . Let the predicted label of the datum x i beŷ i which is produced by the clustering method, and y i is its ground truth label. The accuracy is defined as
where 1I is the indicator function, and Ω is the best permutation mapping function by the Kuhn-Munkres algorithm [21] . The more predicted labels match the ground truth ones, the more accuracy value is obtained. LetX be the index set obtained from the predicted labels {ŷ i } n i=1 and X be the index set from the ground truth labels
. The mutual information betweenX and X is
where p(x) and p(x) are the margined distribution ofX and X respectively, induced from the joint distribution p(x, x) Table 3 . Clustering Results on COIL-20 Database. c in the left column is the cluster number, i.e. the first c clusters of the entire data are used for clustering. c has the same meaning in Table 4 and Table 5 . 
It can be verified that the normalized mutual information takes values in [0, 1]. The accuracy and the normalized mutual information have been widely used for evaluating the performance of the clustering methods [30, 4, 31] .
Clustering on UCI Data Set and MNIST Handwritten Digits Database
In this subsection, we conduct experiments on the Ionosphere data from UCI machine learning repository [1] and the MNIST database of handwritten digits. The information of these two data sets are in Table 6 . MNIST handwritten digits database has a total number of 70000 samples for digits from 0 to 9. The digits are normalized and centered in a fixed-size image. For MNIST data set, we randomly select 500 samples for each digit to obtain a subset of MNIST data consisting of 5000 samples. The random sampling is performed for 10 times and the average clustering performance is recorded. The clustering results on the two data Table 2 . 
Clustering On COIL-20 and COIL-100 Database
COIL-20 Database has 1440 images of 20 objects in which the background has been removed, and the size of each image is 32 × 32, so the dimension of this data is 1024. COIL-100 Database contains 100 objects with 72 images of size 32 × 32 for each object. The images of each object were taken 5 degrees apart when the object was rotated on a turntable. The clustering results on these two data sets are shown in Table 3 and Table 4 respectively. We observe that ℓ 0 -graph performs consistently better than all other competing methods. On COIL-100 Database, SMCE renders slightly better results than ℓ 1 -graph on the entire data due to its capability of modeling non-linear manifolds.
Clustering On Extended Yale Face Database B
The Extended Yale Face Database B contains face images for 38 subjects with 64 frontal face images taken under different illuminations for each subject. The clustering results are shown in Table 5 . We can see that ℓ 0 -graph achieves significantly better clustering result than ℓ 1 -graph, which is the second best method on this data.
Improved ℓ 0 -Graph with Regularization
In this subsection, we investigate the performance of regularized ℓ 0 -graph. We empirically set S to be the the adjacency matrix of 5-NN graph and γ = 0.1 as the default parameter setting for regularized ℓ 0 -graph in (11). We conduct comparison experiments on the UCI Heart data whose information is in Table 2 Table 7 . The better results of regularized ℓ 0 -graph are due to the fact that it promotes common neighbors for nearby data so as to produce a more aligned similarity graph and alleviate the graph connectivity issue. 
Parameter Setting
We use the sparse codes generated by ℓ 1 -graph with the weighting parameter λ ℓ 1 = 0.1 in (3), which is the default value suggested in [8] , to initialize ℓ 0 -graph, and set λ = 0.5 for ℓ 0 -graph empirically throughout all the experiments in this section. We observe that the average number of non-zero elements of the sparse code for each data point is around 3 for most data sets. The maximum iteration number M = 100 and the stopping threshold ε = 10 −6 . For OMP-graph, we tune the parameter T in (16) to control the sparsity of the generated sparse codes such that the aforementioned average number of non-zero elements of the sparse code matches that of ℓ 0 -graph. For ℓ 1 -graph, the weighting parameter for the ℓ 1 -norm is chosen from [0.1, 1] for the best performance.
We investigate how the clustering performance on the Extended Yale Face Database B and COIL-20 Database changes by varying the weighting parameter λ for ℓ 0 -graph, and illustrate the result in Figure 1 and Figure 2 respectively. We observe that the performance of ℓ 0 -graph is much better than other algorithms over a relatively large range of λ, revealing the robustness of our algorithm with respect to the weighting parameter λ.
Efficient Parallel Computing by CUDA Implementation
We have implemented ℓ 0 -graph, regularized ℓ 0 -graph in CUDA C programming language on NVIDIA K40. Both the MATLAB and CUDA implementation will be available for downloading. We compare the running time of ℓ 0 -graph in MATLAB implementation and CUDA C implementation on the Extended Yale Face Database B data, on a workstation with 2 Intel Xeon X5650 2.67 GHz CPU, 48 GB memory and one NVIDIA K40 graphics card. MATLAB implementation takes 48.51 seconds while the CUDA implementation only takes 1.68 seconds, with a speedup of 28.87 times.
Due to the limited space, we have put additional experimental results in the supplementary document for this paper, such as the application of ℓ 0 -graph on semi-supervised learning, and the parameter sensitivity for regularized ℓ 0 -graph.
Conclusion
We propose a novel ℓ 0 -graph for data clustering in this paper. In contrast to the existing sparse subspace clustering method such as Sparse Subspace Clustering and ℓ 1 -graph, ℓ 0 -graph features ℓ 0 -induced almost surely subspace-sparse representation under milder assumptions on the subspaces and random data generation. The objective function of ℓ 0 -graph is optimized using a proposed proximal method. Convergence of this proximal method is proved, and extensive experimental results on various real data sets demonstrate the effectiveness and superiority of ℓ 0 -graph over other competing methods. To improve the graph connectivity, we propose regularized ℓ 0 -graph whose effectiveness is also demonstrated on real data sets.
