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Abstract—Since traffic diversity and volume increase with
growing popularity of mobile applications, there is the strong
need to manage the traffic carried by networks. Software defined
networks can simplify network management while enabling new
services by employing traffic management including routing
whose goal is to maximize the given utility while satisfying capac-
ity requirements. In this paper, we propose an efficient routing
algorithm to minimize the cost based on power consumption
determined by the number of active OpenFlow switches in a
software defined network while satisfying throughput require-
ments of all flows according to constraints on link capacities
in the network. We evaluate the performance of the proposed
algorithm based on the number of active switches for different
network topologies with various scenarios.
I. INTRODUCTION
Software defined networking (SDN) makes the network
control plane an independent software platform and it is
suitable for sophisticated environments [1][2]. The control
plane of SDN is centralized and sends the control information
to the data plane. This architecture provides a view of the
entire network enabling the controller to optimize the whole
network. One of the potential main components of the SDN
is OpenFlow switch which is the first standard transmission
interface defined between the control and forwarding layers of
an SDN architecture [3].
Traffic management is an important mechanism to optimize
the performance of the network by dynamically analyzing,
predicting and regulating the behavior of the data to achieve
routing and power saving [4]. SDN provides great incentive
for novel traffic management techniques that exploit the global
network view, status, and flow patterns/characteristics. One
of the goal of traffic management is to decide how to route
traffic in a network in order to balance several objectives
such as maximizing throughput, balancing the link utilization,
minimizing the power consumption, controlling the bandwidth
allocated to competing flows and minimizing latency.
There are several traffic management strategies examined
for SDNs. In [5], a weighted multipath algorithm has been
presented in which each router splits the traffic regarding to
delay-sense weighted Equal-Cost Multipath split rule, so that
overall network end-to-end delay is optimized. In [6], a fair
model has been designed by considering the network resources
based on bandwidth and flow table while minimizing the delay
for multiple control applications in SDN. The distributed solu-
tion associated optimization of flow-based end-to-end Quality-
of-Services (QoS) has been presented in [7]. A low-complexity
hybrid routing scheme to achieve near-optimal load balancing
for multiple traffic matrices has been given in [8]. In [9],
the flows are scheduled separately in time domain by using
exclusive routing (EXR) which guarantees that one link can
occupied at most one flow at a time. In addition to that, EXR
provides flexibility to define priorities to flows. The three-tier
virtual machine placement algorithm which combines energy
efficiency and QoS awareness has been suggested in [10].
In addition to them, the power saving strategies have been
considered to perform energy efficient traffic management for
SDN. In [11], an integrated control scheme which combines
smart sleeping and power scaling algorithms has been given
by testing in data center with Fat-Tree topology under low
and high traffic cases. In [12], an optimization method for rule
placement considering link capacities and space constraints on
routers has been suggested to reduce energy consumption for a
backbone network. In [13], an energy efficient routing scheme
with traffic aggregation for each flow to decrease the number
of active network devices while maintaining acceptable per-
formance has been presented. In [14], how to optimize power
management globally at network level has been considered by
re-routing traffic through different paths to adjust the load of
links when the network is relatively idle. In [15], the energy
saving mechanism has been presented by turning on a minimal
amount of network devices to carry the traffic, instead of
powering on all switches at all time by formulating as an
MILP problem and presenting an heuristic algorithm with four
different strategies. In [16], a pre-established multi-path model
has been described for energy-aware routing. In [17], a energy
efficient controller association algorithm has been given by
switching off the maximum number of links by taking into
account delay, link and controller load constraints.
In this paper, we propose an energy efficient routing and
traffic management algorithm to minimize the cost based on
energy consumption determined as the number of active Open-
Flow switches in the network. This goal is not always achieved
by just minimizing the number of hops, which sometimes
forces to power on new switches. Therefore, we propose a978-1-4673-9486-4/16/$31.00 c© 2016 IEEE
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low complexity algorithm that achieves an efficient routing
in terms of energy saving while satisfying the throughput
requirement of all flows.
The contribution beyond state of the arts is to design an
energy efficient routing algorithm which has almost the same
complexity as shortest path algorithm to become suitable for
practical applications and to achieve a better energy saving per-
formance. We evaluate the performance of proposed algorithm
on energy consumption by considering different throughput
requirements of flows in various network topologies with given
link capacities.
In Section II, we give the network model, formulate the
optimization problem and introduce GA. In Section III, we
present the architecture which includes the proposed low com-
plexity routing solution. The performance evaluations and the
conclusion are given in Section IV and Section V, respectively.
II. NETWORK MODEL
The SDN can be modeled as a graph G < V,Z > where
V is the set of switches and Z is the set of possible links
between the switches through available ports. Nu,t links can
be established between node u and node t proportional to the
number of ports in the nodes. Each link (uy, ty) ∈ Z has a
capacity C(uy,ty) where y = 1, . . . , Nu,t. The capacity of each
link is adjusted according to the number of available ports in
the switches and the maximum available capacity, C(u,t). F is
the set of K flows and each flow fk ∈ F has several parame-
ters, source, sfk , destination, dfk and throughput requirement,
Rfk .
The aim of our solution is to find the set of routes p =
{pf1 ,pf2 , ...,pfK} where pfk is the set of routes composed
of the active links through source to destination belonging to
the flow fk. While finding the routes p that satisfies throughput
requirements of all flows, we reduce the power consumption
based on the number of active switches in the network. Let
xv ∈ {0, 1};∀v indicate whether the switch v is active or not.
If the switch v is used through the links selected for the route
p, then its indicator, xv , becomes 1.
The total number of active OpenFlow switches in the
network is determined by
T (p) =
∑
v∈V
xv(p) (1)
In order to achieve energy awareness based on the number
of active switches in the network, the optimization problem is
defined as,
min T (p) (2)
subject to
C(uy,ty)∈pfk ≥ Rfk ∀fk (3)
Nu,t∑
y=1
C(uy,ty) ≤ C(u,t) ∀u, t (4)
The first constraint states that the link capacity must be
equal to or higher than throughput requirement of each as-
signed flow. The second constraint denotes that the total link
capacity, Cu,t between switch u and t must be equal to or
higher than demanding rate of total established Nu,t links.
Since we consider the nighttime traffic case in which the
network load is low, the overall network capacity is higher
than the rate requirements of all flows. Hence it is possible to
shut down a certain number of OpenFlow switches.
III. PROPOSED SOLUTION
We propose an efficient routing algorithm having almost
the same complexity as shortest-path algorithm. In order to
implement the proposed flow based energy efficient routing in
SDN, we present the architecture illustrated in Figure 1.
Fig. 1: The proposed architecture
The efficient routing module (referred to as ”Proposed Rout-
ing” in the architecture) which is connected to a North Bound
agent implementing the application programming interface
(API), receives the initial topology and the capacity of the links
from the SDN Controller. When a request for a path between
two nodes is received, the controller relays this request to the
application and the proposed algorithm that will be explained
below finds the route and returns back to the controller to
set up the route (via OpenFlow or any suitable south bound
protocol). The proposed algorithm also communicates with the
switch management module (referred to as Switch Mgmt) to
shut down and turn on switches to reduce energy consumption.
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We formulate the problem as an energy routing with bare-
metal switches and we determine the gain on energy saving
based on the number of active switches which is directly
corresponding to power consumption. Besides that the problem
also has roots on the Network function virtualization (NFV)
side where enabling/disabling switches correspond to instan-
tiating (or allocating servers) for Virtual Machines (therefore
also leading to power consumption) which will act as virtual
Switches.
In the proposed low complexity approach, the flows are
routed sequentially in a random manner instead of routing si-
multaneously. This method also allows for real-time operation
where flow requests are arrived and then are released.
In the proposed algorithm, the optimization problem is
defined for each flow fk ∈ F by,
min T (pfk) (5)
subject to
C(uy,ty)∈pfk ≥ Rfk (6)
where T (pfk) =
∑
v∈V
xv(pfk).
After routing the flow fy , the total available link capacity
belonging to all links is updated by,
C(u,t) = C(u,t)∈pfy −Rfy (7)
In order to solve this problem given in Eq. (5), we propose
a low complexity routing algorithm. Figure 2 depicts the flow
chart of the proposed approach.
The proposed low complexity routing algorithm is described
in detail as follows:
• Initialization: The sets of input OpenFlow switches, I,
which are connected to SDN controller and the output
OpenFlow switches, O, which are connected to such as
base stations for the wireless networks are determined in
a given network topology. Then, F -shortest paths [18] for
each input and output pair (i, o) are computed and stored
in the set W(i,o) for ∀i ∈ I and ∀o ∈ O. The set of all
routes is initialized by S = ∅.
• For the first flow, f1:
– For the flow f1 with source sf1 and destination df1 ,
chose the optimum route pf1 from the set W(sf1 ,df1 )
according to Eq.(5) while satisfying Eq.(6). This
route corresponds to shortest path solution for flow
f1 among all possible routes in the set W(sf1 ,df1 )
since it is the first flow to be routed in the network.
– Update S = S ∪ pf1 .
– Update the available link capacities in the network
by using Eq. (7).
• For k = 2, · · · ,K
– For flow fk, find the B ≤ F routes having shortest
paths as Wb(sfk ,dfk )
; b = 1, . . . , B while satisfying
Eq.(6).
Fig. 2: The flow chart of proposed routing algorithm
– Select the best route for flow fk in terms of total
number of active switches while maximizing the
switch usage:
b∗ = argmin
b
T b (8)
where Sb = S ∪Wbfk and T b =
∑
v∈V
xv(S
b) with
b = 1, . . . , B.
– Update S = S∪pb∗fk by adding the new switches that
become active for flow fk to the set S.
– Update the available link capacities in the network
by Eq. (7).
• End.
In any step, if there are more than one route that satisfies
the constraints while giving the same number of switches on
the cost function, we select the one which has the highest
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remaining available link capacity. The reason is that we will
follow this route for the remaining flows in order to avoid to
increase the number of active switches.
IV. PERFORMANCE EVALUATIONS
In the paper, we consider nighttime traffic in which the
network load is low and consequently the number of flows is
low. Then, we show that it is possible to shut down a certain
number of OpenFlow switches by considering four different
network topologies and various scenarios.
The network topology as shown in Figure 3, there are 28
OpenFlow switches with the ports by varying between 2,6, 8
and 14. Then, the total link capacities between two OpenFlow
switches are determined depending on the link capacity per
port defined in each scenario.
Fig. 3: The network topology
We obtain the performance results according to the follow-
ing scenarios:
• Scenario 1 (S1): All flows have the same destination and
source nodes. The throughput requirements of all flows
are the same with 100Mbps. The capacity per port is
equal to 100Mbps.
• Scenario 2 (S2): Half of the flows have different source
and destination nodes. The throughput requirements of
all flows are the same with 100Mbps. The capacity per
port is equal to 100Mbps.
As shown in Figure 4, the achievable percentage of power
reduction of the proposed routing algorithm is also about 15%
compared to the shortest path algorithm in the second network
topology.
We also generate various topologies based on Waxman [19]
to illustrate the performance of the proposed algorithm. All
links between any two nodes have the capacity of 1 Gbps.
In the topology, the network nodes are uniformly placed in
the plane and edges defined according to distances between
nodes. The probability to have an edge between nodes u and
v is given by
P (u, v) = αe
d
βL (9)
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Fig. 4: Performance results for Scenario 1 and Scenario 2.
where α determines the maximal link probability and β
controls the length of edges, d is the distance between the
node u and v, and L is the maximum distance between any
two nodes. The parameters are given in Table I.
Topology node count alpha beta
First Waxman Network 20 50 0.1
Second Waxman Network 40 50 0.1
TABLE I: Parameters for Generation of Waxman Network
In the first Waxman topology, node 12 and node 19 are
chosen as the possible sources and node 11, node 17 and node
18 are selected as the possible destination. The requirements
of flows have generated as uniformly distributed demands by
100 Mbps, 200 Mbps and 300 Mbps.
In the second Waxman topology, node 15 and node 36 are
chosen as the possible sources and node 6, node 17 and node
22 are selected as the possible destinations. The requirements
of flows have generated as uniformly distributed demands by
100 Mbps, 300 Mbps and 500 Mbps.
According to the performance results given in Figures 5 and
6, the proposed algorithm gives better performance up to 20%
than the shortest path algorithm.
V. CONCLUSION
We have proposed an architecture including routing algo-
rithm to design energy efficient software defined networks.
For the case when the traffic load in the network is low, we
have formulated the optimization problem to enable to shut
down switches in the network. We have proposed an efficient
low complexity approach which routes the flows sequentially
while having almost the same complexity as shortest-path
algorithm. We have provided the power consumption perfor-
mances based on the number of active OpenFlow switches
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for different throughput constraints for considering various
network topologies and scenarios. As a future work, we will
adapt the proposed architecture to software defined mobile
networks by taking into account different parameters such as
users’ location, users’ signal to noise ratio, traffic model and
interference level.
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