With the use of distributed systems, different users can instantly access data from different locations and perform some operations on the data. However, the unauthorized access of multiple users to the system from different points at the same time can lead to dangerous results in terms of data security and confidentiality of the data. This study is based on intrusion detection and prevention systems built on distributed databases and classifies the methods used to analyze and evaluate successes comparatively. It is observed that the artificial immunity algorithm we have described in artificial intelligence techniques, which is one of the methods classified as three categories, gives more successful results compared to the other techniques mentioned in the data mining and statistical methods.
of operations on the data. Especially in the area of security, a new threat is encountered every day, and accordingly, a rapid development in security measures is taking place. In this sense, many new applications have been developed for the purpose of ensuring the security of the computer systems, preventing unauthorized access, and developing mechanisms for authentication and access controls within the scope of the information security. The acceleration of development processes in internet and communication areas has also led to more systems that malicious attackers can harm, and accordingly, it also revealed the possibility that these attackers may have obtained much more information. For this reason, significant increases in the number of intrusions/attacks and in the use of intrusion detection and prevention methods have been observed.
Often the vast majority of intrusions are carried out by exploiting the vulnerabilities of the used systems. In order to prevent such intrusions, it is necessary to create a safe environment and ensure that intrusions are detected and prevented in a timely manner. No matter how secure a system is, what is important here is to detect attacks early and prevent possible infiltrations. In this context, there are various intrusion detection and prevention systems that have been developed for each possible type of attack from different sources and have been the subject of research and development studies from past to present. In this study, the point that the intrusion detection and prevention systems reached during their development process was mentioned, and by classifying the systems in question, within-class and between-classes performance evaluations were carried out. It should be also noted that in this study, the words "attack" and "intrusion" were used interchangeably.
The rest of the article is organized as follows: related studies in the 2nd section, data set introduction in the 3rd section, material and method in the 4th section, findings in the 5th section, evaluation in the 6th section, and the discussion and conclusion are given in the final section.
II. RELATED WORKS
Quickprop neural networks, a multi-agent statistical prediction system, have been developed to predict database attacks beforehand and to detect vulnerabilities before an attack occurs [1] . In this study, the Pearson correlation coefficient was used to calculate hidden layers and it was tried to identify users who did not have authority over a bank data. Abnormal and incorrect user behavior occurred in a short period was able to be detected.
Another study carried out to detect incorrect user behaviors is the use of genetic algorithms [2] . Based on neural networks, genetic algorithm makes classification by the rules obtained by creating a variety of rules from network properties. The results of this study were presented as comparative to other studies. However, as in the previous one, this study also offered a solution for attacks that could occur in the short term.
The study of predicting and preventing intrusions by using the Hidden Markov Model is another study [3] . The Hidden Markov model is a classification algorithm performed to find hidden States based on given states. Distributed data communicate with each other on very large networks and therefore they are open to serious attacks. In this study, risk analysis was carried out using fuzzy technique and packet rate sent as dangerous was determined. In addition, attacks that would pose risks for distributed environments were attempted to be identified.
Deng and colleagues developed a Support Vector Machine (SVM)-based system for [4] wireless and ad hoc networks intrusion detection system. Security issues for wireless and ad hoc networks were attempted to be solved by the SVM method. In that study, hierarchical and complementary distributed systems were developed for two common Denial of Service (DoS) attacks and performance measurements were made. The effect of DoS attack on speed, distance changes between communication distances, and system performance of location information was observed. For intrusion prediction and detection systems, Jemili et al. [5] introduced a new approach based on hybrid propagation that combines probabilities with the Bayesian network. The hybrid propagation approach is used to notice abnormal connections occurring both normally and in the network. The purpose of that study was to reveal possible attack plans, scenarios and the relationships between them. In addition, this study combined the host-based intrusion detection systems and the network-based intrusion detection systems to ensure data consistency.
Hu et al. [6] developed a method combining Particle Swarm Optimization (PSO) and SVM techniques for network attacks that often changed and were unnoticed due to the variances occurring in the network. They also attempted to ensure finding of the attacks for each node of the distributed database by using the Gaussian Mixture Model which was an Adaboost-based intrusion detection algorithm. However, this approach was not able to fully identify all types of attacks, particularly new types of attacks.
Abraham et al. [7] aimed the use of genetic algorithms in the intrusion detection systems. In the study, an automatic intrusion detection program was developed by using the given features. The output program was small and simple. Whereas all the features of many machine learning methods are used for intrusion detection, few features of genetic programming was used in the proposed study. A study developing an intrusion detection system for wired networks by using genetic programming in the future was proposed. In their study, using the artificial neural network, Sağıroğlu et al. [8] aimed to determine what attack method the packets flowing on a network applied. In order to find "Neptune" and "the ping of death" from these attacks, an artificial neural network model with Multi-Layer Sensor was used. By taking the DARPA Data Sets as an example, they trained for the networks. As a result of that study, detection of DoS attacks that could come from the internet has been successfully achieved.
There are many methods developed and used to date for intrusion detection systems, such as data mining methods, artificial neural networks, and statistical methods.
III. DATASET DEFINITION
One of the most widely used datasets in applications related to intrusion detection systems is the "KDD Cup'99" (Knowledge Discovery and Data Mining Cup'99) dataset. On this dataset, the applicability of multilayer artificial neural networks has been tested and performance analyses have been conducted with parallel programming [9] . The KDD-Cup 1999 data is a data set containing different types of attacks, such as DoS, R2L, U2R, and Probe. This data set contains a total of 972780 samples. In DoS attack-type, the attacker keeps the server engaged by constantly sending fake requests to the server. In this case, the server becomes unable to respond to the requests of the users requesting by formal means. In the R2L (Remote to Local Attack) attack type, the attacker, who does not have access permission, sends packets over the network. Thus, he/she uses the necessary data without permission by providing access to the system. In U2R (User to Root Attack) attack type, the attacker seizes the user's password and accesses the system as if he/she is an administrator. In Probing Attacks, on the other hand, the attacker disrupts the security controls in the system and receives the data he wants over the network.
The KDD-Cup 1999 dataset is a dataset derived from the DARPA BSM (Defense Advanced Research Projects Agency Basic Security Module) data. The DARPA BSM data was generated as a result of simulation of a network traffic belonging to the American Air Force and has been widely used in Intrusion Detection. It includes a total of 38 different types of attacks, including 7 weeks of training and 2 weeks of test data. The contents of the data set consist of tcpdump files taken from night and day network listeners of the attacked machines, log records taken from the attacked machines, and files taken from the security module [10] .
IV. MATERIAL AND METHODS
The methods used in the Intrusion Detection and prevention systems in distributed databases are gathered into three main groups as shown in Table 1 : Data mining methods, Statistical methods, and Artificial Intelligence methods. The techniques in each method are included in the following subsections. In addition, the performance values of the techniques were evaluated as within-group and between-groups. 
1) K-Mean Clustering
The K-mean clustering technique is one of the noneducational learning methods that group objects according to their similarities. K-mean clustering, which is a division-based method, calculates N objects based on k distance of cluster center and incorporates the object into the cluster where it is near the center of the cluster. The cluster center is initially determined by averaging one or more random instances, and is recalculated in each iteration. Each time, similarities of all data is found according to the new cluster centers. In this way, similar objects are taken into the same cluster as other objects are taken into different clusters. These steps iteratively repeat. The steps end when the clustering error rate (objective function) is minimal. In attack detection and prevention, k-Mean divides N attack types into k amount of clusters. While the within-cluster similarities of the clusters obtained as a result of the division process are maximum, their between-cluster similarities should be minimum. The success and performance of this method vary according to the number of k clusters randomly selected at the beginning, cluster centers, and similarity criteria used. For this reason, it has not produced very successful results in finding the false alarm rate [11] . The false alarm rate is the proportion between classifying a normal data (un-attacked) falsely as attacked data and classifying an attacked data as normal data. The K-mean method has been used to reduce computational complexity and increase the classification success in the intrusion detection and prevention systems [12] . In the studies conducted on the KDD-Cup 1999 data, the K-Mean Clustering method achieved approximately 96% success [11] . On the other hand, using the KDD-Cup 1999 data, Nadiammai et al. [13] achieved 92.05% success with the K-Mean Clustering method.
2) k-Nearest Neighbor
The k-Nearest Neighbor (kNN) method is the oldest and simplest educational classification method. It calculates the distance between the given input vectors and selects the class of k nearest neighbors. Different classes may exist for different k values. For this reason, the k parameter is very important for classification time and classification accuracy [10] . In this method, the distances of the data, whose class is intended to be found, to all known data are calculated. Euclidean distance is generally used as the distance criterion. Randomly, k neighbor number is determined. The class in which the data is included is determined by looking at the nearest k neighbors. Unlike the K-Mean Clustering method, the classes of the data set used are known in this method, and the newly arrived data is found by looking at these classes. In intrusion detection, the kNN algorithm has been used for the classification of data samples belonging to normal and aggressive species [10] . The distance of the data, whose class to be found, to all data is calculated. By looking at the mean of k data, the attack class of the data at hand is determined. The number of neighbors (k) and whether the number of classes of the data is balanced affect the success and performance of this method. DARPA attempted to detect samples belonging to the attacker class by looking at the frequency of system calls on the BSM data and provided a low false positive rate. The false positive rate is the rate of finding an attack-free data as an attack-type, that is, it is the rate of false classification of a data. kNN classifier has been used to reduce the false alarm rate that will identify false and non-normal data in intrusion detection and prevention [14] . In this study, 5 close neighborhoods of false alarm models of normal and aggressive data were taken and a high degree of success was achieved. In the studies conducted on the KDD-Cup 1999 data, kNN (the nearest neighbor method) achieved approximately 97% success [15] . In addition, in the study conducted by Aburomman et al. [16] on KDD-Cup 1999 data, 96% success was also achieved. On the other hand, Chen and his colleagues [17] achieved 91.96% success in their study carried out on the KDD-Cup 1999 data.
3) Decision Tree
The decision tree technique is one of the first classification algorithms used in data mining. Classification results are obtained more easily and more quickly. In this technique, columns in each data set show features, while values for those features are defined in each row. In addition, classes are defined for each record by depending on the values of the features. The first approach in the decision tree is to select features. Then the classes are divided according to this selected feature and this process is iteratively repeated. Each node shows a feature and these nodes have child nodes [18] . In short, the decision tree technique is performed in two stages. In the first stage, a tree consisting of root and child nodes is created. In the second stage, various classification rules are issued according to the structure of this tree. These classification rules show the nodes remaining between the root node of the tree and its leaves. Figure 1 shows how to create a sample decision tree.
Rule Rule
Rule Rule In network-based intrusion detection and prevention systems, each node displays the types of attacks or normal events in the user or data. The decision tree solves the classification problem by modeling the data set. It predicts future types of attacks based on the model created in false intrusion detection. Provides high performance in real-time intrusion detection. It uses a variety of rule-based models.
In the detection of new types of attacks, it gives quite successful results. In the studies conducted on the KDD-Cup 1999 data, the decision tree method achieved approximately 96% success [18] . Rachburee et al. [19] carried out an intrusion detection system on the KDD-Cup 1999 data. In that study, feature selection was made in this data set by the Chi-Square method, and attack types were classified by Decision Trees and Artificial Neural Networks.
4) Support Vector Machines
In analyzing data, the support vector machines (SVM) is a technique based on the supervised learning used in classification. Although SVM was initially used to solve the two-class data problems, it was later expanded and used in the multi-class data problems. In a two-class data problem, a model is created to separate the two classes from each other. This model is obtained by creating a function. Which class the new incoming data belongs to is determined according to this function. The goal in the SVM technique is to find the function that will obtain the most appropriate hyperplane that will separate the two classes from each other. In addition, the support vectors belonging to the two classes must be as maximum as possible to separate the classes from each other. SVM is a classification algorithm that determines the class of each training vector in high-dimensional space. SVM determines the output of the system as well as classes and hyperplane that will determine the support vectors of the data. At the time of training, it determines support vectors by linear, polynomial, or sesamoid functions. The fact that SVM separates the classes varies depending on various parameters [20] . SVM was used to classify types of attacks on DARPA BSM data in attack detection and Prevention [21] . SVM has two important roles in attack detection. The first and most important is to train the system by providing realtime performance for attack detection, and to calculate the success of the system. The second role is to overcome the scaling problems that may occur in the system. Furthermore, SVM provides very successful results in high-dimensional space and complex classification problems [21] . In the studies conducted on the KDD-Cup 1999 data, the SVM method achieved approximately 99% success [15] . Chen et al. [17] achieved 92.46% success in their study conducted on the KDD-Cup 1999 data. In addition, 93.9% success was also achieved in the study carried out on the KDD-Cup 1999 data by Aburomman et al. [16] .
5) Association Rules
The association rules algorithm is a data mining technique that examines association behaviors between data by looking at the historical data. Assuming that T is transaction, let us express all transactions in the database with { T 1 , T 2 ,…,T n } and transaction objects with { i 1 , i 2 ,…,i m }. The rule between the data is X →Y (c,s). Here, s refers to the support between the data and c refers to the confidence interval. Support indicates the frequency of using an object for all objects. Confidence indicates the frequency of using of an object with the other object. s specifies the percentage of X and Y transactions performed together; c specifies the ratio [22] . Association rules are most commonly used in product sales. For example, more sales can be made to the customer by finding the products sold together in the markets. The first step in this algorithm is to find frequently used data objects for each transaction and set a threshold value for the s confidence interval. The second step is to create appropriate rules for the data set. The main problem in the apriori algorithm is to construct a large number of rules. However, rules created on these data objects can be restricted by selecting frequently used data objects. The algorithm steps are as follows:  Minimum support and confidence interval are determined  Support value of each object is found.  The smallest support value is compared to the support value of each object, and those smaller than the smallest value are discarded from the set of objects.  Binary association rules are created and the same operations are repeated.
A new approach was carried out on the KDD-99 data set using association rules for intrusion detection and prevention [22] . With the set of fuzzy relational rule, a new classification approach was created that determines different classes. They also aimed to perform an effective algorithm that could make measurements on new data objects.
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In the study conducted by Tajbakhsh et al. [22] , 91% success was achieved. In the studies carried out on the KDD-Cup 1999 data, the association rule method achieved approximately 96% success [7] . Security analyses were conducted on event records by establishing relational rules between read and write transactions [23] . In this study, the performance of the system was measured by trying to determine reliable read and write transactions on a very large database.
B. Statistical Methods
Under this group, Learning Vector Quantization (LVQ), Hidden Markov Models (HMM), Naive Bayes, Fuzzy Logic techniques are used widely.
1) Learning Vector Quantization
Learning Vector Quantization (LVQ) is a supervised classification method. This technique is accomplished according to the Kohonen learning rule. Unlike other classification algorithms, the LVQ technique finds that the n-dimensional input vector can be represented by vectors of which process element. The finding of this vector varies depending on the learning rate and the maximum number of training. The process element closest to the input vector is rewarded, and the class of the input vector is approximated to that process element. Thus, this processing element is rewarded. If not, it is punished by being removed. This way feature vectors are updated. In LVQ intrusion detection and Prevention Systems, a layer is used to classify the attack types given as input to the system. This layer is independent of the input vectors and collects the input vectors, which are similar to each other, in the same class [24] . LVQ networks have two layers, the first and the next layers. The first layer trains the attack types given as input vectors for classification. The second layer is converted to a target layer specified by the user. The classes that are trained show the subclasses of the system and the classes that must occur at the target. LVQ has been successfully used in many applications from telecommunications to robotics [25] . Also, this classification algorithm is intuitive and has several forms such as LVQ2, LVQ3. The cost function is determined by calculating the distance between classes [25] . The learning rate and number of iterations determine performance and it is selected iteratively. LVQ was used to classify attack types [24] . They used two layers to classify 5 types of attacks: Normal, DoS, U2R, R2L, and probe. These layers determine the subclass and the master class. The LVQ method has achieved about 81% success in the studies conducted on the KDD-Cup 1999 data [26] . Degang et al [27] achieved 76.3% success by classifying attack types through using LVQ after normalizing data on the same data set and making feature selection.
2) Hidden Markov Model
In the Hidden Markov Model (HMM), it is attempted to predict future states that may occur when present states are given as input to the system. HMM is a stochastic process since it produces a different output each time it is run. Also, in Markov models, the system can move from its own state to another state, depending on the probability distribution, or remain in the same state. The probabilities that occur in the state are called transition probabilities. In HMM, unlike the normal Markov model, states are not seen by the observer. However, transitions that depend on the state can be seen. Intrusion detection systems are defense mechanisms that detect bad packets in network traffic in the distributed systems. The intrusion prevention systems are divided into two, network-based and host-based intrusion prevention systems. The main purpose of the intrusion prevention systems is to observe suspicious flow and suspicious packets in normal network traffic. Also, by rearranging the path of suspicious network traffic, it ensures the preventing of attacks such as DoS attacks. It also observes all network performance and high packet processing rates and attempts to reduce false positive rates at DoS stage [3] . HMM is widely used in many areas such as bioinformatics, handwriting recognition, image processing, and audio processing. HMM was used for attack prediction prevention in distributed database and risk assessment was done [3] . There are two stochastic processes in HMM. One is the state of the system (x t ; t=1,2,…) and the other is the observable processes (x t ; t=1,2,…). T refers to observations that are consecutive among intrusion detection representatives. HMM units are as follows [3] :  S= { s 1, s 2, …,s N } identifies possible states in the system. There are 4 states in this study: Normal (N), Intrusion Attempt (IA), suspicious activities occurring in the network-Intrusion in Progress (IP), and occurring one or more attacks in the system-Successful Attack (SA).  The observations that occur in the system are expressed by V= {v 1, v 2, ...,v M }. There are three observations in this study: observation of no suspicious activity (N), observation of a suspicious activity in the network (P), and observation of the successful realization of a suspicious activity (SA).  The first distributed vector is defined in the system as π= { π i } ve π i = P (x i =i). This system is assumed to be N-state.  The transition probability matrix is P= { p ij } ve p ij =P (x t =j I x t-1 =i ). This shows the interaction between the system and the users entering the system without permission.  The observable probability matrix defines security or quality for representatives of each intrusion detection system. The security modeling of the Hidden Markov model in networks is as in Figure 2 [3] . States indicate security states in circles. If there is a damage to the system, it is shown with SA. Observations are independent of current states. From each iteration result, the calculated probability distributions are updated [28] .
3) Naive Bayes Classifiers
The Naive Bayes technique is a technique based on Bayesian probability. The Naive Bayes classifier handles events independent of each other. The most important reason for this is that the probability of a feature is not affected by the probability of the other features. It is widely used in classifying text documents and in classifying whether incoming mails to an e-mail are spam or not. It calculates the probabilities of all data to determine which class the data belongs to. The probability of one data depends on the probability of the occurrence of the realizing state of the other data and the probability of all data being. Whichever class has a greater probability value, the data is included in that class. The results of the Naive Bayes classifier technique are generally correct. However, the fact that the data is noisy can produce incorrect results due to some reasons, such as variance. By reducing input features, Naive Bayes allows important features to be found. Thus, effective and active intrusion detection system can be created [31] .
With the Naive Bayes classification method, it was attempted to detect attacks occurring on the network [32] . They achieved very successful results in the study that they conducted in order to detect new types of attacks occurring in the network on the KDD'cup'99 data set. Deshmukh et al. [29] achieved 88.02% success in their study carried out on the KDD-Cup 1999 data [29] . The Naive Bayes method have achieved about 85% success in the studies performed on the KDD-Cup 1999 data [33] .
4) Fuzzy Logic
Fuzzy Logic techniques have been used in the field of computer security since the 90s. There is no concept of certainty in this technique. A data is included in more than one class according to the degree of membership. Degree of membership is between 0 and 1. For example, the fact that air or water is warm, cold or mild varies according to people. For this reason, certain value ranges cover these three classes. The steps of Fuzzy Logic technique are given below:
• All data is defined.
• Membership functions are determined.
• The rules to be applied are defined.
• The rules are evaluated and combined.
• The data is classified according to the membership values shown.
In mixed systems, it continuously analyzes incoming data to ensure computer security. Additionally, this technique attempts to detect user signatures or attacks with classical pattern recognition. It detects events that are faulty or abnormal. It consists of two stages. The first stage is rule generation, while the second stage is detection and prevention of attacks. Because Fuzzy Logic addresses low, medium, and high attack types in a way to cover each other, it overcomes many sharp boundary problems and reduces errors that occur as false positives. It ensures system optimization in real-time systems [34] .
Using the Fuzzy Logic technique, Tian et al. [35] divided the large data sets into sub-datasets and performed a performance analysis of the data set by following the TCP data for different data sets. In the studies conducted on the KDD-Cup 1999 data, the Fuzzy Logic method has achieved approximately 94% success [30] . Nadiammai et al. [13] , on the other hand, achieved 81.54% success using the K-average clustering method on the KDD-Cup 1999 data.
C. Artificial Intelligence Methods
Under this group, Genetic Algorithm, Artificial Neural Networks, and Artificial Immune Techniques are widely used methods.
1) Genetic Algorithm
Genetic algorithms are methods based on biological processes and used in solving search and optimization and also used to be able to make modeling. Genetic algorithms are used to solve problems that are difficult or impossible to solve by conventional methods.
Since genetic algorithms are a random search method, they work over multiple sets of solutions instead of searching a single solution for the optimal solution of the problem. Therefore, results in problem solving are not always best. The reason why genetic algorithm is preferred is that genetic algorithm does not need any information about the nature of the problem. The basic steps of the genetic algorithm are as follows [36] :
• A random population is created.
• By applying genetic processes (selection, crossover), new individuals are created from this population. Selection and crossover processes create new individuals by exchanging genes from individuals in the population.
• Among these individuals, the most appropriate individuals who can solve the problem are selected.
• The population length is the same for all iterations, and for future iteration the highest probability of the function is chosen. Iteration stops when it comes to the optimal threshold. In distributed systems, the network structure is denoted by G=(N,E) weighted graph. E indicates communication links between nodes, while N indicates nodes. In multiple network structures, the variable T represents cost, while the network structure is denoted by T= ( , ). (s,u) denotes the path from s source to u destination node. The cost of T is calculated as in Equation 1 [36] .
On the other hand, the minimum bandwidth from s source node to u target node is calculated as in Equation 2.
In studies conducted on the KDD-Cup 1999 data, the genetic algorithm has achieved approximately 85% success [37] .
2) Artificial Neural Networks
Artificial Neural Networks (ANN) are information systems that model the human brain and classify data through learning. It was developed based on the working principle of the human brain. In other words, ANN is an information processing structure developed with a logic similar to biological neural networks and linked to each other by weights.
An ANN consists of input, output, and hidden layers. While the data is imported to the artificial neural network by the input layer, it was exported by the output layer. The layers between the input and the output layer constitutes the hidden layers. Neurons in feedforward artificial neural networks are connected only forward. The neuron refers to all data connected together. Each layer of the neuron network contains the connection of the next layer, and these connections are not backward. That is, there is a hierarchical structure between neurons, and neurons in one layer only transmit data to the next layer. The forward transition consists of activation flow reaching the output layer and input samples. Activation functions such as Sigmoid and Gaussian function can be used. In the backtransition phase, the actual output on the network is compared to the target output and the error in the output units is calculated [38] . For intrusion detection and prevention systems, this structure is calculated as in Equations 3, 4, and 5 [39] .
where x(t) is the hidden layer output, y(t) is the output of the output layer, u (t-1) is the input of the network, WA is the weight of the connection between units and the hidden layer, WB is the weight of the connection between the input and output layer, WC is the weight of the connection between the hidden and output layer, f (.) and g (.) are the activation code between the hidden layer and the output layer [39] . The backpropagation network shows how the neuron is trained. ANN is a type of the supervised learning. When the supervised method is used, the network is provided with both sample inputs and expected outputs. The expected outputs for the given networks are compared to the actual outputs. If the expected outputs are used, the error is calculated and the weights of the various layers are adjusted backward from the output layer to the input layer. The network updates its coefficients to obtain the expected output. In ANN, the error in the output layer is calculated as a result of each iteration and this error is transmitted from the output layer to the input layer toward all neurons and the weights are rearranged according to the margin of error. This margin of error is distributed to the neurons preceding the neuron itself in proportion to their weight. ANN is a method through which security vulnerabilities can be solved in distributed systems. In distributed computations, ANN consists of nodes, connections between nodes, and processing units. The connection between the two units consists of one unit's weights that affect the other unit. These units move from the input nodes to the output nodes by gathering and passing through the threshold value. ANN is implemented in different network securities, medicine, marketing, banking and finance, telecommunication, operations management and other industries [38] . Tong and colleagues used the ANN model in the intrusion detection system. With Elman neural networks, they have attempted to detect both faulty and anomaly attacks. These neural networks have the content of the nodes; the content of each node receives its input from the single hidden layer, and the output for each node is connected to the hidden layer [39] . Mahit et al. [40] achieved about 94% success in their study conducted with ANN on the KDD-Cup 1999 data. In addition, 98.5% success was achieved in the study carried out on the KDD-Cup 1999 data by Aburomman et al. [16] .
3) Artificial immune system
We can identify the immune system as a protective mechanism that brings the body in defense by protecting it against diseases. The artificial immune system (AIM), which has emerged by inspiring from the biological definition of the immune system and its working logic, has been observed to be frequently involved in research studies, especially in recent years as an artificial intelligence-based method. One of these areas of research is also the use of AIM in intrusion detection. It can be said that the first source of inspiration for this system, which we call artificial immunity, is computer viruses. Fig.3 . The Layered Structure of AIM [41] The artificial immune system (AIM) has a layered structure and it is shown in Figure 3 [41] . The similarity between antigen and antibodies used as the basic part of the system is ensured by affinity measurement, such as recognition and representation in the shape space. Euclidean, Hamming, or Manhattan distances are used for the affinity measurement. By mutating the individuals with a low-affinity measurement more, the best antibody that will recognize an antigen is found, and the antibody is replicated by mutation at certain rates (clonal selection algorithm). The reproduced cells are added to the antibody cells. The antigen is presented to the antibody cells. Antibodies that best identify the antigen and are above a certain threshold value are taken and raced among them (similarity rates are calculated with Affinity measurement). As a result of the race, a certain number of individuals with low affinity are taken and added to the memory cell. In this way, the memory cell that will represent the best antibody cells against an antigen is produced. This process is also applied separately for other antigens to be presented to the system [42] . The artificial immune method achieved approximately 99% success in the study of Shem et al. [42] conducted on the KDD-Cup 1999 data. Chen et al. [17] also achieved 92.41% success in the study they carried out on the KDD-Cup 1999 data.
V. EXPERIMENTAL STUDY
In this study, distributed database intrusion detection and prevention methods were compared according to some metrics such as accuracy, speed, performance, and size of the data set used. Accordingly, the advantages and disadvantages of the used methods are shown in Table 2 .
TABLE II ADVANTAGES AND DISADVANTAGES OF THE METHODS USED IN DISTRIBUTED SYSTEMS
Data Mining Methods
Advantage: it is very useful for small data and its success is high. It is safe, and its results are close to precise. Disadvantage: Its application to the system brings with it a number of computational and time complexities.
Statistical Methods
Advantage: It generally does not need prior information to observe Normal movements. It is therefore active in finding new types of attacks. Disadvantage: Determining the parameters and metrics required to calculate the success of the system are quite difficult and vary for each set of data.
Artificial Intelligence Methods
Advantage: It is flexible and can be applied to almost all data sets. Disadvantage: It consumes a high amount of resources for the intrusion detection and prevention systems.
Artificial intelligence techniques and data mining methods provide more successful results than statistical methods. In addition, artificial intelligence methods are more easily implemented for big data. By combining these techniques, it may be possible to achieve safer and faster data transmission.
VI. RESULTS AND EVALUATION
With the development of technology, data access and data communication has become quite easy. Thanks to the distributed systems, quick and easy access to data from anywhere can be ensured. However, the fact that more than one user wants to access the system from different locations at the same time presents a number of problems such as data security, data confidentiality, service continuity, authorization, and secure storage of the data. Problems of the users' access to data, listening to the network, blocking the service, insecure networks, obtaining and storing of the important information by unauthorized people constitute a few of these problems. In order to overcome these problems, various systems developed based on the intrusion detection and prevention techniques applied in the field of data mining, statistical and artificial intelligence are used.
The performance results of the techniques, which are used for intrusion detection and prevention systems in distributed databases, on the KDD-Cup-1999 data are given in Table 3 by compiling from various studies. In the studies conducted, it was observed that the use of noise removal, feature extraction, and selection methods increased classification success, and with these methods, the data at hand is made more useful. Therefore, the results of the studies vary depending on the techniques of normalization, noise removal, feature extraction, and feature selection. VII. DISCUSSION AND CONCLUSION Today, computers are widely used in many parts of education, economy, military and business life. A lot of valuable information that is confidential, private and needs to be protected is shared among users over the network. The rapid development of the technology and the sharing of information leads to occurring of attacks against the network and computer security. Emerging of many security problems such as encryption, authorization, damaging the system by unauthorized persons, crashing the system also necessitates taking the required security measures. In this case, the intrusion detection and prevention systems have emerged to detect users who are abusing the system and to prevent abnormal behaviors.
As a result, artificial intelligence techniques, particularly the artificial immune technique, have given highly successful results in the intrusion detection and prevention systems for distributed databases. The effective use of artificial intelligence techniques in the intrusion detection and prevention is of great importance for future studies. It should not be ruled out that more successful results can be achieved by using hybrid methods, including especially improved artificial intelligence techniques.
