ABSTRACT The education industry around the globe is undergoing major transformations. Organizations, such as Coursera are advancing new business models for education. A number of major industries have dropped degrees from the job requirements. While the economics of higher education institutions are under threat in a continuing gloomy global economy, digital and lifelong learners are increasingly demanding new teaching and learning paradigms from educational institutions. There is an urgent need to transform teaching and learning landscape in order to drive global economic growth. The use of distance eTeaching and eLearning (DTL) is on the rise among digital natives alongside our evolution toward smart societies. However, the DTL systems today lack the necessary sophistication due to several challenges including data analysis and management, learner-system interactivity, system cognition, resource planning, agility, and scalability. This paper proposes a personalised Ubiquitous eTeaching & eLearning (UTiLearn) framework that leverages Internet of Things, big data, supercomputing, and deep learning to provide enhanced development, management, and delivery of teaching and learning in smart society settings. A proof of concept UTiLearn system has been developed based on the framework. A detailed design, implementation, and evaluation of the UTiLearn system, including its five components, are provided using 11 widely used datasets.
I. INTRODUCTION
The education industry around the globe is undergoing major transformations. A number of universities are now providing free access to their courses. It all began with the publication of free video lectures online in 1999 by the University of Tübingen, Germany, for its Tübingen Internet Multimedia Server (TIMMS) initiative [1] , and then the MIT OpenCourseWare in 2002 . Massive open online course (MOOC) organisations such as Coursera, edX and Khan Academy are advancing new business models for education. PricewaterhouseCoopers, Ernst and Young, and Penguin Random House has dropped degrees from the requirements for job applicants [2] . Big companies such as IBM have started recruiting young workforce with no bachelor's degree qualifications. Industry is increasingly focusing on nurturing specific skills in the workforce as opposed to, or in addition to, a university degree. They are hiring candidates by giving significant weightage to the course certificates gained online. Maggie Stilwell, managing partner for talent, Ernst and Young, said, ''. . . It found no evidence to conclude that previous success in higher education correlated with future success in subsequent professional qualifications undertaken'' [3] .
While the economics of higher education institutions (HEIs) are under threat in a continuing gloomy global economy, digital and lifelong learners are increasingly demanding new teaching and learning paradigms from educational institutions. The future of higher education and education in general, is unclear in this unprecedented era of innovation and competition. There is a clear and urgent need to transform teaching and learning landscape in order to drive economic growth globally.
Modern day learners demand increasingly sophisticated, dynamic, anytime anywhere learning environments. While the use of eLearning and Distance learning is on the rise among the digital natives and millennials, the DTL 1 systems and environments of contemporary times lack the necessary sophistication. Physical learning spaces enable interactive environments with a number of important features that are difficult to mimic in virtual and distance learning environments. The distance learning environments of today are unable to connect teacher to the learner at the same level and quality that physical spaces could provide. For example, it is difficult to monitor and manage virtual and distance learning environments due to the absence of physical presence of the learner and teacher at the same place. It may be possible to create realistic interactions between the teacher, learner and the learning environments but these require a systematic approach for collecting and harnessing data related to these learning environments and their users. Physical spaces and their interactive environments are organized and conducted by humans; it is difficult to mimic human intelligence in virtual and distance learning environments. There is a need to embed cognitive abilities in the DTL systems in order to serve the needs of the next-generation learners. Also, a DTL system would typically provide learning content via videos and virtual reality media, in addition to textbased and voice-based content. This would require IP and other networks based communication. Therefore, planning of resources and scalability of a distance learning system is another major challenge given the large-scale data, computational and networking requirements discussed above. The agility of the infrastructure is also important. Moreover, the system should allow accessibility from a broad range of devices and networks.
Another development that is relevant to the topic of this paper is around the concept of smart cities because it relates to the environment of the learner in which they live, learn, work, and socialise. Smart cities provide the state of the art approaches for urbanisation, having evolved from the developments carried out under the umbrella of knowledge-based economy, and subsequently under the notion of digital economy and intelligent economy [4] . Smart cities exploit physical and digital infrastructure, as well as the intellectual and social capital, for urban and social development. A city can be defined as ''smart'' when ''investments in human and social capital and traditional (transport) and modern (ICT) communication infrastructure fuel sustainable economic growth and a high quality of life, with a wise management of natural resources, through participatory governance'' [5] . Komninos [6] defines smart cities as, ''territories with high capacity for learning and innovation, which is built-in the creativity of their population, their institutions of knowledge creation, and their digital infrastructure for communication and knowledge management''. Technically, smart cities are complex systems of systems that rely on converged and ubiquitous infrastructures.
The notion of smart cities can be extended to smart society; i.e. a digitally-enabled, knowledge-based society, aware of and working towards social, environmental and economic sustainability.
We note that knowledge and human and social capital are at the heart of smart city and smart society developments. Therefore, we believe that the role of distance learning would extend beyond the mainstream ''education for employment'' scope. It will extend to the notion of social and collaborative governance where the society will collaborate to train each other in maintaining its knowledge, moral fiber, good practice, resilience, competitiveness, and for bringing innovation, and becoming a knowledge-based economy. The key to such efforts would be a converged ubiquitous infrastructure comprising many systems that share information among them and collaborate with each other as necessary.
Motivated by the disruptions and emerging requirements of the education industry, and considering the challenges discussed above in this area, we propose in this paper a personalised UTiLearn (Ubiquitous eTeaching & eLearning) Framework. UTiLearn is DTL framework designed for enhanced development, management and delivery of teaching and learning in smart city and smart society settings.
The UTiLearn framework leverages on emerging technologies to provide an environment and ecosystem for societies to enrich their knowledge, anytime, anywhere, any age, through improved processes for collection, development, accessibility, pedagogy and cognition of knowledge. Its users could be teachers, students, governments, businesses, third parties, and virtual organisations or groups formed for specific purposes. A learner may register for a course or programme; or she may register her goals, learning levels, and timelines with the system and the system suggests the learner the available courses or programmes, based on her personal preferences and monitors her through to the completion of the learning task. In addition to the usual DTL services that MOOCs typically offer, a certain group or a government department can develop specific material to reach out to a group of people to create awareness of a topic for social intervention purposes, such as to change people behavior towards better driving practices or healthy lifestyle.
The UTiLearn framework uses IoT as part of the digital infrastructure needed to connect with the user for personalisation and optimisation of teaching and learning. Mobile computing technologies are used to connect to the users, sense their continuous activities, and provide them anytime anywhere opportunity for DTL. Big data technologies are used to deal with the challenges related to the volume, velocity, and other characteristics of the DTL data. Computational Intelligence including deep learning is used for analysis, prediction, personalisation, optimisation and decision making. HPC technologies are needed to deal with the high computational requirements of AI and other algorithms. Cloud technologies are used to deal with the agility, scalability, and ubiquity of the framework. The UTiLearn Framework could be implemented on top of a hybrid cloud IaaS (infrastructure R. Mehmood et al.: UTiLearn: A Personalised Ubiquitous Teaching and Learning System for Smart Societies as a service) and can offer ubiquitous teaching and learning as a Service (UTLaaS). Smart city technologies could be used to benefit from converged social and national infrastructure in order to provide integrated, enhanced and optimized pedagogies, content delivery, and better cognition for the users.
Moreover, based on the proposed framework, we develop a system, called the UTiLearn system. A prototype implementation of the UTiLearn system comprising five components is described and evaluated in this paper. The UTiLearn framework and its algorithmic refinement comprising five components is discussed in Section 3, and the subsequent five sections detail the function, the methodology, implementation and evaluation of the five components. The purpose of the first component, the Sentiment Analyser, discussed in Section 4, is to analyse social media for forming the business case of the decisions taken by the system on strategic, tactical, operational and real time levels. The User Activity Recognition & User Identification (UARI) Component, detailed in Section 0, analyses user activity data acquired from IoT devices to understand and predict spatio-temporal activities and other patterns of the user. The Adaptive Content Delivery Mode Adviser (ACDMA), in Section 6, leverages the user activity and identification related information produced by the UARI component to optimize the DTL material delivery, and the system and network performance. The System and Network Provisioning & Demand Prediction (SNPDP) Component uses the information produced by ACDMA to compute, predict and manage the system and network resources required by the UTiLearn system (see Section 7). The Performance Analysis, Prediction and Intervention (P2AI) Component informs UTiLearn users about their performance and intervenes as necessary. All five components of the system are designed to optimise personalisation for individuals as well as performance for the UTiLearn he system.
We have carried out a detailed literature review of distance and eLearning systems and reported the challenges that future DTL systems face today. We used this information to develop the UTiLearn framework and a proof of concept system based on the emerging technologies. To the best of our knowledge, we have not found any DTL framework or system that addresses the breadth of issues as addressed by UTiLearn.
Data, Algorithms, Software, and Hardware: We have a used a total of 11 publically available datasets including Twitter data, news media data, seven activity recognition datasets, telecommunication networks and applications traffic data, and data from edX [7] (a collaborative effort of Harvard and MIT). We have used the R statistical platform for modelling, analysis and decision making of all the data and processes in our UTiLearn system. The data analysis, data quality management, prediction and decision making methods used in the prototype implementation of the UTiLearn framework include Naïve Bayes classifier, Random Forest, and deep learning artificial neural networks (DLANNs). The experiments were carried out on a supercomputer, called Aziz, a Fujitsu made machine with peak performance of 230 teraflops, comprising 11,904 cores in 496 nodes. Aziz was ranked the world's top 491 supercomputer in November 2015 Top500 competition (http://www.top500.org/). Section 2.2.1 gives a background on the technologies used in this research and reviews the relevant literature. Sections 3 to 8 introduce the UTiLearn framework and its proof of concept, including the function, the methodology, implementation and evaluation of the UTiLearn system. Section 9 concludes this paper and gives future directions.
II. BACKGROUND MATERIAL AND LITERATURE REVIEW
We now give a brief background of the emerging technologies used in UTiLearn followed by a detailed literature review in Section 2.2.
The Internet of Things (IoT) refers to ''a global infrastructure for the information society, enabling advanced services by interconnecting (physical and virtual) things based on existing and evolving interoperable information and communication technologies'' [8] . IoT would make our environments smarter by providing sensing and control capabilities at a fine-grain level. The data generated by IoT would grow exponentially as the number of ''things'' is expected to reach the 50 billion mark by 2020 [9] . The IoT data would allow us to comprehend and manage complex environments, make better decisions, increase automation, and enable higher productivity and efficiencies [10] . We will see in this paper how IoT could enhance DTL theory. and practice.
2) BIG DATA Big data technologies refer to ''the emerging technologies that are designed to extract value from data having four Vs characteristics; volume, variety, velocity and veracity'' [11] . Big data is revolutionizing most aspects of our lives, be it work or social interactions. IoT would be a major contributor of big data. A major challenge is the management of big data and timely analyses of big data in order to extract reliable insights and other ''value'' from big data. Big data would play an important role in next generation DTL technologies.
3) AI AND DEEP LEARNING
The use of computational intelligence, including artificial intelligence (AI), has seen tremendous growth in the last decade, and this would continue to grow at a much faster pace in the coming years (see e.g. [12] ). This is mainly due to the increasing capacities, and decreasing costs, of computing infrastructure. We have mainly focused on deep learning, a subfield of AI, in this paper. Deep learning technologies, also known as deep structured learning, have made remarkable progress recently and its use has grown in diverse areas including computer vision, bioinformatics, speech recognition, and natural language processing. In certain application areas, deep learning has produced significantly better results than other AI methods including machine learning [10] , [13] , [14] .
4) HIGH PERFORMANCE COMPUTING (HPC)
High Performance Computing (HPC) ''most generally refers to the practice of aggregating computing power in a way that delivers much higher performance than one could get out of a typical desktop computer or workstation in order to solve large problems in science, engineering, or business'' [15] . The other terms similar to HPC are supercomputing and parallel computing. The term distributed computing typically has a different focus but in future it is expected to converge with HPC. The use of HPC initially was restricted to some specialized applications such as in engineering, oil and gas due to the high cost of HPC machines. However, HPC is now being applied to many diverse areas including social media mining. The use of HPC in the education industry is also expected to grow in the near future.
Mobile computing has already been widely used in DTL. It allows close interactions with the user, collection of leaner related preferences and other data, personalization and improved delivery of learning. Cloud computing allows system agility. The AI technologies and big data would come together to extract novel insights and make better decisions from data collected through IoT and other means in smart environment settings, including the DTL environments. Big data would affect the future network traffic and hence the network architectures and this also needs to be taken into account while designing a DTL system. The use of the technologies (discuss above) in the UTiLearn system would become clearer as we explain our framework and system.
B. LITERATURE REVIEW
Modern day learning and teaching techniques are gone beyond the boundaries of conventional classroom teachings of the schools and universities. ELearning which is conducted via electronic media, specifically with the help of internet is seen today as a key component to provide better learning experience to individuals beyond any age boundaries and enhancing teaching skills of the tutors. Learning management systems (LMSs) are the examples of popular eLearning tools. Typically LMSs are web-based platforms which provides the functionalities like recording lectures, course content design, documents download and uploads, student registration, feedbacks, student development planning and skill gap analysis [16] . ELearning is becoming popular, however should not be seen as a replacement of traditional learning. In broader terms, ELearning is the virtualization of the traditional learning and teaching via internet with additional attributes like better planning and management through data analysis [17] . ELearning can be classified into three sub branches as illustrated in Fig. 1 , which are: • Semi-classroom: In this form of learning, some part of teaching is classroom based and remaining is remote site (home) based.
• Distance Classroom: In this learning mode classroom is at remote site other than actual university site. Tutor is present at university site and teaching activates are facilitate by electronic media using internet.
• Anytime and anywhere: There is no dedicated remote classroom. Individual can access this lecture anywhere which is independent of time. Anytime and anywhere learning is the most flexible form of eLearning. Cognitive, motivational and environmental factors play critical role in assuring the effectiveness of the eLearning systems [18] . Cognitive factors describe learner decision making ability that regulate processes in controlled learning environment [19] - [21] . Motivation-related factors include personal goal orientation, personal attribution of success, and personal attitude toward performing a learning task [22] , [23] . While cognitive and motivation-related factors have received increasing attention in recent research, few studies have directly examined the environmental context's influence on learning effectiveness. Environmental factors include the structure and content of a course, as well as learning conditions that may moderate the effectiveness of learnercontrolled instruction [24] , [25] . How to trap all these factors is challenging aspect of eLearning applications and allot depends on these factors that how learner perceive the systems.
The eLearning market is showing great potential around the world. It is growing at a slow but steady rate [26] , [27] around the world. The growing acceptance rate of eLearning solution both by institutions and students is also attracting more research and developments by industry.
1) DISTANCE ELEARNING AND LEARNER COGNITION
Designing a DTL system which is efficient is essential for its acceptance and its success. Moreover, with a carefully designed system, student can perform better. Leach and Walker in [28] , review some of the DTL models while giving stress on internet based adult learning. Whereas Mayes and Freitas in their in-depth review of eLearning models suggested that cognition can play important role in producing desired learning outcomes [29] . The objective of their work, was to give a detailed account of the presuppositions about learning that support current eLearning models in practice. Thus the work tried to achieve mapping of theoretical contexts onto pedagogical models. Authors endeavor to demonstrate how these mappings have been attained from the three broad theoretical contexts: (1) associationist, (2) cognitive and (3) situative. The associationist is defined as learning as activity and situative perspective is defined as learning as social practice [29] . Thinking, perception, learning, language and reasoning are the products of student's consciousness, ability to remember and forming processes through concepts has been seen as a shift in psychology in 1960s. The approach is student dependent rather than population dependent. This added a complete new dimension to pedagogy which is student centric based on students' conscious intellectual activity such as remembering, reasoning and thinking termed as cognitive which means learning as achieving understanding [29] .
Further in [30] , authors presents an extensive review of DTL developments based on technology, pedagogy, theory, policy, accessibility, design, environment and management domains. This work illustrated the recent and past DTL trends.
2) DISTANCE ELEARNING FRAMEWORKS
Motivation plays an important in the learning process. Positive motivation enhances better understanding of topics among the students. MENTOR is one of the such multi-media based adaptive online DTL framework [31] . It retains positive emotions in students by proving user friendly, personalised environment for learning which based student's emotion, sentiment and personality. Another DTL model is proposed in [32] where authors integrate both constructivist and objectivist approaches to instructional design. When creating or redesigning courses for Internet distribution, content and media developers, faculty and researchers benefit from the identification of a developmental model taking into account both learning and design principles.
Bong and Zhang proposed read, reflect, display, and do (R2D2) DTL framework particularly for online learning [33] . Online learners have one universal characteristic that they have diverse learning preferences. The first component of R2D2 have methods to assist the learners to gain knowledge through internet based media. For example readings, virtual explorations, and online audio lesson and podcasts. The second component of R2D2 model uses the reflective activities of the learner such as online blogging and selfassessment quizzes. The third component is based on representations of the learning content such as animations to visually present the content. The fourth and the last component accentuates what learners can accomplish with the material in hands-on activities such as real-time cases and scenarios. Further R2D2 model is explored in [34] . As the finding suggests that R2D2 model is not efficient in terms of data collection methods. However it shows positive learning effects with vocabulary pronunciation, acquisition, note taking and presentations by the students. In China online learning faced problems initially. First teachers find hard to adapt and secondly, students particularly adult students feel over-burdened with allot of learning content. To address these issues, in paper [35] a framework is proposed which assist students in interacting with an automated question answering system. This helps the teacher to analyze different learning patterns of the students. Further teachers are able to organize online learning contents. Data mining is used to help both teachers and students to personalize the services. Another DTL framework proposed in [36] which exploits data mining to help teachers to manage the learning contents on the web using available infrastructure, needs and experience. Later learning content can be reorganized according to student's performance.
3) SOCIAL MEDIA AND SENTIMENT ANALYSIS
Social media (SM) has gained a great deal of popularity during the last decade (see e.g. [37] ). Now it is not merely a platform that is used to do social communication but now it is more like an online world which is used by everybody such as individuals, businesses and governments. Now businesses are using SM such as Twitter, Facebook, Instagram and blogging to advertise their product and services, to give special offers as per user preferences. Last year in American elections we have already seen how SM is used by people to form an opinion about particular candidate [38] . A new dimension of SM is now shaping up to form a completely new segment in its services i.e. distance eLearning. In the work [39] , found out that younger generation is too enthusiastic for using SM for distance eLearning. The factors of this increasing enthusiasm is based on SM eLearning perception, convenience, academic reasons, easiness and collaboration by social networking which are same as analysed in [40] . The work [39] also highlights the interests of students and teacher towards using SM for eLearning as they believe it will ease and enhance communication and collaboration between different eLearning entities. The results of [39] and [40] see similar trends as shown in earlier work [41] which highlight the popularity of social networking and its possibilities as an education tool in Romania. A more recent work [42] which focuses on SM aspect in actively encouraging cognitive and meta-cognitive learner development while using a heutagogical teaching and learning approach. This work also indicated that familiarity of students with SM is an important factor that encourages use of SM in eLearning. From course design perspective the use of SM is increased in preparing new eLearning courses and packages [43] . These literatures demonstrate that SM can play an important role in distance eLearning thus must be explored further with new analyses and approaches.
Sentiment analysis (SA) refers to analyzing the text to find out key insights about the opinion of the particular entity with respect to specific topic. This is achieved by computational linguistics algorithms that extract particular specific subject related information using social media (SM) data like tweets, Facebook message, Tag lines, blogs and online articles. The main goal of SA is to determine the opinion, attitude and sentiment of a writer regarding specific topic. Current issues, trends and future prospects of SA are discussed comprehensively in surveys [44] , [45] . Papers also highlighted the importance of public opinion mining in modern day world and its social and commercial aspects. For example businesses are using SA to perceive customer's product buying choices by their online SM behaviors. This is achieved by analyzing tweets, Facebook posts, blogs, tag-lines etc. In one [46] of such works, SA is done for political events like elections. Psychometric instruments are used to extract six different types of sentiments such as anger, depression, confusion, fatigue, tension, vigor. Whereas in [47] , nodes based SA using graphs has been done that highlights social connection and their correlation. Multi-language SA is always an issue because most of the SA models are hard to extend for other languages. Addressing this problem in [48] , which uses simple heuristics and minimal linguistic computation is performed to make it easily extendible to other languages. SVM classifier is further used to demonstrate high performance of this model. Sentiment analysis is applied to various fields to grasp the insights for mass opinions such as finance [49] , entertainment industry [50] , [51] , politics [47] , [52] , sales [53] and business operations [54] . The literature review given above clearly shows that SA and Social media sentiment analysis (SMSA) are playing critical roles in planning and policy making for businesses.
4) IoT AND REMOTE LABORATORIES
With the emergence of Internet of Things (IoT), DTL can take the leverage from IoT's infrastructure and networking technologies to provide any-time, any-where learning solutions to individuals. Several different perspective of IoT enabled learning activities are discussed by Adorni et al, in their work [55] . Undoubtedly in recent years, IoT is matured and practical applications of IoT are successfully deployed around the world. This is due to the two main reasons: (1) IoT is getting wider acceptance from the users as well as the industry and (2) hardware manufacturing cost is coming down with mass productions of sensors, processors, actuator and other enabling devices. Now affordable mobile devices are in market and introduction of Internet Protocol version 6 (IPv6) provides far more bigger addressing space so that billions of IoT enabled ''Things'' can use it. Both internet availability and use have increased several folds and it is reaching the remote areas around the world. The integration of IoT with DTL can be far more beneficial than what we think today [56] , [57] . We will see later in this paper the use of IoT in our UTiLearn system for personalisation, system optimisation, and higher quality of experience.
An important area where IoT applications and infrastructure can be used to enhance DL, is by developing remote laboratories. It is often seen that schools and universities in urban areas have well established and well maintained laboratories. However in rural or under developed areas laboratories are not available or available with limited and poorly maintained resources. Also, the idea of setting laboratories in remote areas does not sound economically feasible due to the small number of students per geographic area.
In the past, students who are enrolled in DTL courses had to go to traditional and physical laboratories to gain practical knowledge and skills. Currently, thanks to the advances in networking and communication technologies, programmers programming languages, new eLearning tools are available to make the best use of learning methodologies such as DL. Web-based remote laboratory (WBRL) is one of them. WBRL is an application which allows students to work with real laboratory equipment's to perform their experiments. To facilitates this, learner only need a computer with an Internet connection. However, emerging technologies and other hardware such as mobile devices, cloud computing and IoT, require the design of different models to support innovative learning experiences. For this reason, remote labs are being reconsidered to smart device paradigm. Physically, the considered smart device is made of the junction of a controller (computer server) connected to physical equipment on the one hand, and to the Internet on the other hand. In [58] authors examine four emerging trends in the Internet that have the potential to influence the development of WBRL: the real-time web and one of them in IoT, geographically distributed collaboration, and scientific workflows. Each of these trends is examined and discussed, and a suggested research and development path is offered. Similarly in [59] , author describes the process to translate a ''traditional'' remote Web lab into a set of smart devices which are able to work together in the cloud and IoT. Further in [60] , authors have highlighted IoT technologies including actuators, web cameras, sensors, RFID, and Arduino which are used to provide WBRL facilities particularly in South African environment.
5) ACTIVITY RECOGNITION & BEHAVIOUR ANALYSIS
Understanding of leaners' or students' remote environment can provide key insights about when and how to deliver learning material, lessons and instructions. Further DTL systems develop learner dependent cognitive. These cognitive can later be utilized for planning student specific lessons. One of the such technology is of activity recognition facilitated by using IoT's infrastructure [61] . Activity recognition assists in developing better cognitive about learner's behavior and daily routines. Once the understanding is achieved, DTL system can deliver lessons in an adaptive manner rather than fixed schedule to the students. For example with the help of activity recognition, we identified student is free and not busy in any sort of work and not resting even. This prompt the DTL system to deliver some important short lesson on his mobile device, this is only done at the time when student is free. This sort of learning will be very useful for the people who are working as well as registered in DTL courses. Other example is by activity recognition, DTL application can record student body language and nervous monuments. Whereas in the other scenario, where the student solving a online exams smart watches can be used to analyze his heart beat which is connected to learning application [62] . Further heart beat records corresponding to answering time can be studied to R. Mehmood et al.: UTiLearn: A Personalised Ubiquitous Teaching and Learning System for Smart Societies see on which type of question student is nervous and stressed while answering.
6) ARTIFICIAL INTELLIGENCE IN DISTANCE ELEARNING
AI gained by machine learning (ML) and Deep learning (DL) methods, nowadays applied in almost every field of our environment where we are living today. The use of ML methods for data mining (DM) is quite old in DTL field. However, their initial implementations addressed simple applications in DTL [63] - [65] , like web access pattern mining to customize DTL systems as per individual requirements and OnLine Analytical Processing (OLAP) of student data. Further in [66] and [67] , ML classifiers are used to identify factors which influence the performance of the students in DL. This assists to upgrade DTL systems for better learning outcomes. One of the major problem in DTL courses is higher student dropout rates as compared to traditional classroom learning which is addresses using various classifiers such as Naive Bayesian (NB), k-Nearest Neighbor (KNN), Decision Tree (DT), Support Vector Machines (SVM) and Artificial Neural Network (ANN) [68] - [70] . Literatures above are purely based on providing data mining functionalities based on student historic records. However, modern day DTL systems requirements are far more beyond data mining. One issue with in past DTL systems is the absence of auto guide which can instruct teachers to point out problems and possible solutions. An artificial advisor is used in to solve this problem [71] which utilizes fuzzy logic.
It is known that around the world students face hardship in learning mathematical concepts and find it difficult to use them for problem solving. One of such system which addresses this by using AI power is ARTIMAT [72] . It is based on the idea to enhance mathematical problem solving abilities of the students. Further in [73] , ARTIMAT is evaluated and finding suggest that, it ease mathematical problem solving procedure for the students and understandability of the mathematical concepts among the students. Present day DTL systems are far more capable, user friendly and automate. We believe that integrating new technologies like IoT and AI can be useful for DTL systems.
III. UTiLearn: PROPOSED FRAMEWORK
We introduce in this section our UTiLearn framework, give its overview, and present its algorithmic refinement. UTiLearn is a distance eTeaching and eLearning (DTL) framework designed for enhanced development, management and delivery of teaching and learning in smart city and smart society settings. The framework is depicted in Fig. 2 and is further elaborated in Fig. 3 . Moreover, we have developed a system, called the UTiLearn system, based on the proposed framework. A prototype implementation of the UTiLearn system is described and evaluated in the next five sections (Sections 4 to 8) .
The UTiLearn framework leverages on advanced and emerging technologies (big data, HPC, AI, IoT, mobile computing, and cloud) to provide an environment and ecosystem for societies to enrich their knowledge, anytime, anywhere, any age, through improved processes for collection, development, accessibility, pedagogy and cognition of knowledge. Its users could be teachers, students, governments, businesses, third parties, and virtual organisations or groups formed for specific purposes. The roles are not exclusive; for example, an individual or organization could be both teacher and learner based on her expertise, contributions, and requirements. A learner might need to learn a specific skill so she registers its interests, goals, learning levels, and timelines with the system. The system then suggest the learner the available courses or programs and monitors her through to the completion of the learning task. The system would maintain a profile for each user over time and use the profile to understand the user preferences and other cognitive abilities. The individuals could also contribute teaching material in the areas of their expertise. A rating system could be maintained for individuals and their contributed material based on user satisfaction. Certain groups or a government department can develop specific material to reach out to a group of people or the whole population to create awareness of a topic for social intervention purposes. An example is the change of people behavior towards better driving practices, cycling, or healthy lifestyles. Third parties could also provide their services in bridging the service gaps that the framework is not able to provide directly.
The UTiLearn framework uses IoT as part of the digital infrastructure needed to connect with the user for optimisation of teaching and learning. The IoT infrastructure could include smart phone sensors, smart watch sensors, virtual reality technologies to enable physical-like experiences in distance eLearning environments, virtual labs, and other sensors. Mobile computing technologies are used to connect to the users, sense their continuous activities, and provide them anytime anywhere opportunity for DTL. Big data technologies are used to deal with the challenges related to the Vs of DTL data and benefit from the opportunities these technologies offer. Computational Intelligence and AI technologies are used for analysis, prediction, optimisation and decision making. HPC technologies are needed to deal with high computational requirements of AI and other algorithms. A continuing trend is to move businesses in the cloud environments using infrastructure as a service (IaaS) or other models. The UTiLearn system could be implemented on top of hybrid IaaS and can be offered distance teaching and learning as a Service (UTLaaS). Smart city technologies could be used to benefit from converged infrastructure for integrated, enhanced and optimized pedagogies, content delivery, and cognition of the users. The UTiLearn system hence would contribute to the development of smart society; a digitally-enabled, knowledge-based society, aware of and working towards social, environmental and economic sustainability.
The framework (and the system) comprises five main components: 2 lists these five components and summarises their purpose within the UTiLearn framework. The framework is further elaborated in Fig. 3 with additional details in a workflow style. The purpose of the Sentiment Analyser Component is to analyse social media for forming the business case of the decisions taken by the system. The sentiments for business case can be explored on strategic, tactical, operational and real-time levels. The User Activity Recognition & User Identification (UARI) Component analyses user activity data acquired from smart phones, smart watches and other IoT units to understand and predict spatiotemporal activities and other patterns of the user. The Adaptive Content Delivery Mode Adviser (ACDMA) uses the user activity and identification related information produced by the UARI component to optimize the DTL material delivery, and the system and network performance. For example, a better mode (video, voice, text) of content delivery to suit the user preferences and cognitive abilities can be advised by ACDMA. The ACDMA Component could restrict and enable access to system resources based on the user identification and activities. Moreover, ACDMA computes and predicts the number of applications and clients that are needed at different times and geographical locations.
The System and Network Provisioning & Demand Prediction (SNPDP) Component uses the information produced by ACDMA to compute and predict the system (e.g. corehours) and network (e.g. bandwidth) resources required by the UTiLearn system. The Performance Analysis, Prediction and Intervention (P2AI) Component stores and analyses information related to the interaction of the user with the UTiLearn system continuously in the background to inform UTiLearn users about their performance. Moreover, it suggests interventions to the users to help them address specific shortcomings and improve their outcomes.
All five components of the system are designed to optimise personalisation for individuals as well as performance for the UTiLearn he system.
A. UTiLearn: AN ALGORITHMIC REFINEMENT
The framework presented in Fig. 3 has been refined into the algorithm presented in Fig. 4 . We explain the algorithm as follows. The Main UTiLearn Algorithm takes Tweets, online news articles and activity data as input and feeds to the Sentiment Analyser component which performs sentiment analysis in order to transform the social media data into opinions of users, businesses and governments. The UARI Component then uses DLANNs for classifying user activities and identifying users. The ACDMA Component suggests the course content corresponding to user activity type and computes the number of clients and applications to be served by the system. The SNPDP Component computes and predicts the UTiLearn system and network resources. The P2AI component periodically, and as needed, predicts user performance based on their interaction and the interaction of other users with the UTiLearn system. It warns and intervenes users as necessary. The reader may also find Fig. 2 and Fig. 3 useful in understanding the main algorithm. Moreover, the main algorithm will become clearer as we indulge into explaining each component of the UTiLearn system, one by one, in the upcoming sections.
IV. THE SENTIMENT ANALYSER
Considering the increasing importance and benefits of social media sentiment analysis in all spheres of our life, as highlighted in the literature review (see Section 2.2.1 ), we have added a sentiment analysis function in our UTiLearn system, called the Sentiment Analyser Component. The task of this component is to analyse social media for forming the business case for the decisions taken by the system. The sentiments for business case can be explored on multiple levels, at strategic, tactical, operational and real-time levels. For example, monitoring and analyzing sentiments to understand the need for UTiLearn system presence in a particular region, or the need for adding a particular course, programme, or topic in the UTiLearn teaching portfolio.
Take another example; suppose we wish to introduce an UTiLearn system in Saudi Arabia. It is wise to make a business case before such as decision is made. The social media in Saudi Arabia, as well as the relevant international social media can be analysed and questions can be asked, such as: do we need distance eLearning in Saudi Arabia, a particular region of the country, city, or rural areas? Is there a particular course, topic or programme the teaching thereof is highly desirable? Are there any particular interventions the government desires in the society that can be achieved by using such a system? This data may come from the government or private organization looking to create awareness or knowledge for a particular subject or for a particular intervention. Moreover, the data can be analyzed and monitored for a near real time application such as to deliver learning for a particular topic for a particular user (a decision to personalise learning based on user preferences). Consider another example; a user is learning a course on data mining in the UTiLearn system. The system suggests her to learn another course on data mining based on her preferences, her goals, and some relevant changes in her local and global context. This advice from the UTiLearn system may even be for a user to learn a particular subject replacing the one she is currently taking, based on the changes in job market.
In the rest of the section, we provide the methodology used for the design and implementation of the Sentiment Analyser Component. An algorithm is provided for the component.
A. METHODOLOGY
It has been mentioned in Section 1 that we have used the R statistical platform for modelling, analysis and decision making of all the data and processes in our UTiLearn system which includes the five components that we would discuss from here on. We have gathered data from Twitter and a total of 4221 tweets are downloaded for SA. We have also used 50 published online news articles of well-known newspapers and magazines including Guardian, Fortune, BBC, Wired, and Times.
For collecting the twitter and newspaper data, we used search keywords including 'Online distance learning + eLearning', 'eLearning investment + finance', 'Distance + eLearning drawbacks', 'Flexible learning', 'eLearning growth', 'eLearning accreditation', 'eLearning + career + jobs' and 'motivation + eLearning'. For sentiment analysis of the tweets, we first downloaded data based on the above mentioned keywords into the R software tool by using twitteR package [74] . Data access is provided with the combination of consumer key, consumer secret, access token and access secret code generated with the help of Twitter API. Similarly for online news media, we used Google to search for news articles related to the above mentioned keywords. We then downloaded the data and imported into R using RCurl package [75] . The RCurl package filters out the useful text data from the html pages.
We have used the Naïve Bayes algorithm for the purpose of sentiment analysis. We classify sentiments into three categories, namely: positive, negative and neutral. The Sentiment Analyser algorithm is given in Fig. 5 and, given the explanation above, is self-explanatory.
B. RESULTS
The results obtained from the Sentiment Analyser Component show highly positive opinion about distance learning among individuals, businesses and governments. The results include opinion of following subjects:
• Individuals' opinions as to how they rate distance eLearning and its future prospects for gaining knowledge, building career and finding jobs.
• Businesses' opinions as to how they see distance eLearning from revenue perspective.
• Government opinion regarding the value of accreditation of distance eLearning. The results are visualized in Fig. 6 for the Twitter data and the news article data. The SA results from the twitter data show that 78% Twitteraties have positive sentiments for distance and eLearning. The data from online newspaper and magazine articles show an 89% positive sentiments towards distance eLearning. These results show that individuals are interested in taking benefits from distance eLearning. The businesses are also interested in exploiting this surge in popularity among adults and youth by providing new DTL systems with advanced learning features. The approach presented in this section can be used to collect and analyse real time data regarding specific course or programs, certain pedagogies, or modes of delivery to make informed decisions about the users and systems. The data can be analysed on spatio-temporal basis to understand the emerging behavior of people across times, cities, countries and regions.
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V. ACTIVITY RECOGNITION & USER IDENTIFICATION (UARI) COMPONENT
Integration of Human Activity Recognition (HAR) and
IoT has gained significant importance in recent times, particularly in context-aware systems. Accurate and reliable HAR has been used in several applications such as improving quality-of-care for infants, elderly and people with poor health conditions [61] . It has been found helpful in optimizing energy consumption of IoT based smart homes [84] . It can also help to predict various human behaviors such as rash driving styles [85] and emergency situations in advance like aggressive actions which can lead to violence [86] using smartphone based sensors. In the current prototype implementation of the UTiLearn system, we have used human activity recognition for the following goals:
1. To provide adaptive educational content delivery to the students who are registered for a course. 2. To identify students based on the spatio-temporal activity data. 3. To use the obtained temporal activity patterns for computing and predicting the number and type of clients and applications. 4. To compute and predict the bandwidth, latency and other characteristics of the networks required by the UTiLearn system by using the data obtained in Point (3) above. 5. To compute and predict computational and other system characteristics required by the UTiLearn system by using the data obtained in Point (3) above.
It is possible to compute the application characteristics that would be needed to support the various teaching material via different modes of content delivery over time. This in turn would allow planning the networks that are needed to support the system generated traffic. The network planning, both long-term and short-term, could be done by analyzing the historical and real-time activities and other data.
A. METHODOLOGY
A number for human activity recognition datasets are available publicly [76] - [83] . Table 1 lists the most widely used eight human activity recognition datasets. The datasets have not been given a specific name by their originators except the PAM (Reiss and Stricker [78] ) and Opportunity (Roggen et al. [81] ) datasets. For presentation and brevity reasons, we have named each dataset according to its first author's surname (see Column 2). The third column gives brief details of each dataset and Column 4 lists the name of the activity classes. Column 5 lists the year of publication of the respective datasets. The accuracy of the location reported in the datasets can be found based on the devices used in the experiments.
We have used Random Forest (RF) generated feature importance (relevance) to select a subset of attributes from the datasets based on their relevance [87] . We then fed dataset to H2O's deep learning artificial neural networks (DLANNs) algorithm [88] , which is based on a multi-layer feed forward ANNs that are trained using back-propagation (BP) with stochastic-gradient descent. We divided dataset into two parts, 60% for the training phase and 40% for the testing phase. We have used a different number of iterations (for different datasets) with two hidden layers each containing a certain number of neurons. The number of iterations (epochs) and the number of neurons used can be found in Columns 3 and 4 of Table 2 , respectively.
The Algorithm for the Activity Recognition & User Identification Component of the UTiLearn system as described above is given in Fig. 7 . Lines 1 and 2 in the algorithm set response variables to the activity and user class. The algorithm is deliberately written descriptively and is self-explanatory. 
B. RESULTS
We used the datasets given in Table 1 and the algorithm given in Fig. 7 to calculate spatio-temporal activities of the users. These are depicted in Fig. 8 for the Stisen smart phone accelerometer dataset [79] . The dataset contains approximately one million records. However, in the figure, we have used 5% sample data from the dataset to make it readable. The y-axis in the figure gives the list of activities that have been identified from the datasets using our algorithm. The x-axis gives the time dimensions of the human activity (the time is relative, not absolute). The space dimension is represented by box sizes (z space dimension), box shape outline colours (x space dimension), and shape fill colours (y space dimension). The largest box represents the highest Z value of space dimension; red colour in the box outline represents the largest X value of the space dimension; and the light blue colour represents the highest Y value of the space dimension. The figure shows, for example, that the sitting activity was only carried out between 5 minutes to 12.5 minutes, and the biking activity was recorded between 22 to 33 minutes. The time for other activities can be found similarly. Fig. 9 gives the accuracy of the human activity recognition DLANNs algorithm. The results depicted are the mean square error (MSE), the root mean square error (RMSE), and the percent classification accuracy. The figure shows that these three metrics are dependent on the specific datasets. Morever, we note that fairly low errors and high accuracies can be achieved using the DLANN algorithm. However, these high accuracies, while dependent on the quality of datasets, are computationaly expensive to obtain (see [10] , where a comparison of eight data mining algorithms, including DLANNs, is given in terms of accuracy, computational complexity and applicability for IoT data). 
VI. ADAPTIVE CONTENT DELIVERY MODE ADVISER (ACDMA)
The Activity Recognition & User Identification Component described in the previous section is able to recognize human activities and identify them based on their activities. The purpose of the Adaptive Content Delivery Mode Adviser (ACDMA) that we will discuss in this section is to use the user activity and automatic identification information to optimize the DTL material delivery, and the system and network performance. We have already mentioned the potential uses of the Activity Recognition & User Identification Component as a list at the beginning of Section 0 on 11. The T&L material delivery can optimized, for example, for suggesting a better mode (video, voice, text) of content delivery to suit the preferences, learning characteristics, pedagogical requirements, and cognitive abilities of the users. The system performance can also be optimized by using the user activity and identification data for system planning or system performance prediction; for motivation see [89] , where we have studied system performance for healthcare systems in computational Grid environments. The user activity and identification data can also be used for network planning, location based services, preserving user privacy and security, including user authentication and authorization [90] .
Our earlier work has looked into creating geographic firewalls based on user location data allowing us to restrict and enhance services for individual users within a specific geographic area such as a lecture or examination room [91] . The control of distant physical or virtual environments, and the users within them, is typically a difficult task given the remote nature of distance eLearning environments. This work has been extended to policy based control of pervasive mobile learning environments using detection and resolution of feature interaction [92] . The approaches and works mentioned above could alleviate these problems.
To explain the function of ACDMA further, consider Fig. 8 which plots human activities across time and space. The course material is provided to the user based on its preferences and other contextual information such as the user current and future activity, light or heavy study mode, availability of learning material and mode of delivery, availability of network bandwidth and latency, etc. For example, due to the safety reasons, it may not be safe to deliver any course content to a user who is biking, driving or climbing stairs; it may be ok, arguably, to deliver voice-based course material to this user. The user, however, can override anytime the system suggested mode of delivery and teaching material subject to legal and procedural constraint. The algorithm for ACDMA is given in Fig. 10 .
We now look at a potential scenario that we have developed as a prototype implementation of the Adaptive Content Delivery Mode Adviser Component. The scenario is motivated by our earlier work on a healthcare system [11] . Fig. 11 depicts a potential scenario where UTiLearn subsystems in four countries are connected with each other through IP communications (this is for demonstration purposes and we would expect the UTiLearn system to have global presence). Fig. 12 gives a more detailed networked system architecture by narrowing down the system between two cities, Munich in Germany and Jeddah in Saudi Arabia. The infrastructure does not need to be owned by the UTiLearn system, it could be acquired as an infrastructure or platform as a service. Table 3 gives the number of client applications distributed across three types of distance eLearning places (see Fig. 12 : remote classrooms, homes, and mobile devices) between Munich and Jeddah. We have kept the number of devices and eLearning places symmetric across the cities in accordance with the original article [11] in order to train our model with the networking related data and validate the networking results. Further details of networking training and validation are provided in Section 7.
VII. SYSTEM AND NETWORK PROVISIONING & DEMAND PREDICTION (SNPDP) COMPONENT
By now, we have described and evaluated three of the five components of the UTiLearn system. The first component of the UTiLearn prototype system, the Sentiment Analyser, provided us the results about the opinions of individuals, governments and businesses on distance eLearning. This component could advise on making decisions regarding specific courses, pedagogies, or modes of content delivery. The second component, Activity Recognition & User Identification, provided us the information on the users, their locations and activities. This in turn enabled us, using the third UTiLearn Component, Adaptive Content Delivery Mode Adviser (see the previous section) to compute and predict the number of applications, clients that are needed across time and space (see Fig. 13 and Table 3 ). In this section, we describe the System and Network Provisioning & Demand Prediction Component and present its results. The SNPDP Component uses the (applications and clients) results obtained from the ACDMA Component to compute and predict the bandwidth, latency and other characteristics of the networks required by the UTiLearn system. Moreover, it is also able to use the results from the ACDMA Component to compute and predict computational and other system characteristics (e.g. how much computational power and memory would be needed) required by the UTiLearn system. It could even be possible to compute and predict energy requirement of the UTiLearn system based on the computational system and network load. 
A. METHODOLOGY
Our methodology to design and implement the SNPDP Component is to use the application traffic (see Table 3 ) and network characteristics (Fig. 12 ) from the ACDMA Component to compute and predict the future network and system requirements of the UTiLearn system. This could be done on long-term, short-term and near real time levels. We have used DLANN in this paper. However, we wish to compare and augment it with other computational intelligence methods such as Markov chains. Some of our earlier work on modelling (including large Markov models) of communication networks and other applications could be found in [93] - [98] .
The SNPDP Algorithm of the UTiLearn system for applications bandwidth prediction and network provisioning is given in Fig. 13 . The algorithm uses N c for the network characteristics and App c for the application characteristics. The network characteristics include d for delay, N b for bandwidth, N type for network type. The application characteristics include D q for the quality/size of video streams, voice streams, database queries, FTP workloads, Files, App n for the number of applications such as database queries, file upload and download, and videos. DLANNs parameters are represented by P including /DLAANs to acquire M (model) to Predict traffic (predict traffic). The data used is a synthesized data containing 100,000 records produced using the network related data from [11] . We divided the data into 60/40: 60% of the data is used for training and 40% for testing.
The data used to train the networks in this prototype implementation of the SNPDP component is taken from [11] (see also Table 3 and Fig. 13) . A detailed network modelling related work has been carried out in [11] to explore QoS performance specifically for intracity, intercity, and global environments for healthcare systems. They have used a variety of applications with different network and system sizes. Future work will focus on gathering more data, both in terms of quantity and diversity, for network training purposes. The SNPDP algorithm provides the Network planning functionality; the function to calculate and predict computational characteristics of the UTiLearn system could be implemented in a similar manner except that the attributes used in the function would be system related such as computational time, memory etc (see [89] for motivation). The load balancing of UTiLearn servers would also be required to create high availability, we plan to rely on our earlier work in [99] for this purpose.
B. RESULTS
The results obtained from the DLANN modelling (The SNPDP Algorithm in Fig. 13 ) are depicted in Fig. 14 and Fig. 15 . We have predicted a large number of scenarios for network traffic including database and FTP traffic but for brevity reasons we will present the video results alone. The predicted results using the DLANN models are compared with actual response times taken from [11] . Fig. 14 plots the video delay values encountered by the clients for 25 different traffic profiles in intracity environment. The term intracity means that all the clients and servers are within the same city; Jeddah or Munich. Both the cities will have same performance because the architecture and scenarios are same. The traffic profile L96 in the figure means low network traffic for 96 nodes and UH1248 profile means ultra high traffic with 1248 nodes. The details of all these traffic profiles, the bitrates etc. can be found in [11] . Similarly, Fig. 15 plots the video delay values for intercity traffic between Jeddah and Munich. Note that the difference between the actual and predicted values is mostly minimal. Fig. 16 depicts the root mean square error (RMSE) between the predicted and actual values for video. This RMSE value is computed for all the network traffic including video, FTP and database queries. Note that the prediction error is very small. 
VIII. THE PERFORMANCE ANALYSIS, PREDICTION AND INTERVENTION (P2AI) COMPONENT
The Performance Analysis, Prediction and Intervention (P2AI) Component is the fifth and last component of the UTiLearn system. Its need and design is motivated by the fact that the users (students, teachers and others) would like to know whether the objectives they had set for their teaching and learning are being met, the extent of their success or failure, and the detailed reasons behind their achievements and shortcomings. The P2AI Component stores and analyses the information continuously in the background to inform UTiLearn users about their performance. The historical and current information about a user's activities is analysed continuously to inform the user about their current performance. The information related to the individual users, as well as the collective information, is also used to predict course outcomes and other user outputs. For example, a student can be informed about her worsening performance due to a pattern in her course related activities and inactivity. A general performance pattern can be identified for the user population based on their activities and inactivity and this can be used to anticipate, predicted and inform individuals and groups about their performance. Moreover, the P2AI Component can suggest interventions (strategies, actions, courses, modes of delivery, pedagogy related suggestions) to the user to help her address specific shortcomings and improve her outcomes. Such awareness and capabilities of the UTiLearn system about its users would allow users to get realtime, short-term and long-term detailed feedback and take necessary actions to improve their performance. The system will report performance to the users by different means including email, SMS, multimedia message and browser pop-ups. These functionalities of the P2AI Component are captured in the P2AI process cycle, depicted in Fig. 17. A. METHODOLOGY Fig. 18 gives the performance prediction and intervention algorithm for a prototype implementation of the P2AI Component. The core of the P2AI component relies on the H2O DLANNs algorithm [88] , which is based on a multi-layer feed forward ANNs that are trained using back-propagation (BP) with stochastic-gradient descent. We divided dataset into two parts, 60% for training and 40% for testing. We performed 400 iterations with two hidden layers each containing 800 neurons.
For testing the P2AI Component, we have used a real dataset [7] available online by edX published in 2014. The major feature of this data [7] is that, it describes degree of interaction between the student and edX. The edX online education entity is a massive open online course (MOOC) provider, founded in year 2012 by the collaborative efforts of Harvard and MIT. It offers high quality online courses that are delivered and designed by some of the best minds around the world.
The edX data that we used contained a large number of missing values. We therefore discarded rows which had more than four missing columns; i.e. the columns which were related to our analysis, containing students' eventbased records describing student and system interaction (Data Cleansing: Fig. 17 ). Further we imputed missing values using MICE [100] . Subsequently, we selected a subset of attributes which are most relevant by using RF generated feature importance [87] . A subset of these selected features, only those that describe student and system interaction, are listed in Table 4 . Using the selected features data, we performed predictions based on the ''certified'' attribute (not mentioned in the table) with class label of 1 for certified (successful) students and 0 for unsuccessful students.
B. RESULTS
The results related to the student performance obtained through the P2AI Component prototype are depicted in Fig. 19 . The figure plots the number of times the student population interacted with the edX. The student population is separated into two groups: the students who gained upto 50% marks (depicted by the yellow color bars) and those who gained between 51% to 100% marks (depicted by the blue color bars). The average number of times the student population interacted with edX are plotted in four different categories: Average videos played, average chapters read, average activities, and average events (see Fig. 19 . A clear message from the figure is that the students who received higher marks (blue bars) interacted with the system significantly higher number of times (3239 vs 1051) than those who received lower marks (yellow bars). We could evidently imply that a student's marks are directly proportional to the number of times the student interacts (uses the course content) with the system. Fig. 20 . The classification error plot of the P2AI algorithm. Fig. 20 depicts the accuracy of the DLANN prediction algorithm (see Fig. 18 ) in terms of the classification error. It shows a very small error (the y-axis scale is very small). The algorithm achieved a 99.83% classification accuracy, a 0.0018 mean square error (MSE), and a 0.0427 root mean square error (RMSE). These are relatively high accuracies achieved by the use of DLANNs algorithm though, as mentioned earlier, it incurs high computational costs (see [10] ).
IX. DISCUSSION, CONCLUSION AND OUTLOOK
The education industry around the globe is undergoing major transformations. MOOC organisations such as Coursera Khan Academy are advancing new business models for education. Several major industries have dropped university degrees from the requirements for job applicants. Industry is increasingly focusing on nurturing specific skills in the workforce as opposed to, or in addition to, a university degree. The economics of higher education institutions are under threat in a continuing gloomy global economy, while digital and lifelong learners are increasingly demanding new T&L paradigms. There is a clear and urgent need to transform teaching and learning landscape in order to drive global economic growth. The use of distance eTeaching and eLearning (DTL) is on the rise among digital natives alongside our evolution towards smart societies. However, the DTL systems today lack the necessary sophistication due to several challenges including data analysis and management, learner-system interactivity, system cognition, resource planning, agility, and scalability.
We also discussed the developments around future cities and smart societies and highlighted the fundamental need of developing knowledge, and human and social capital for their enablement. It was discussed that smart society developments would extend the role of learning from mainstream ''education for employment'' scope to the notion of social and collaborative governance where the society will collaborate to train each other in maintaining its knowledge, moral fiber, good practice, resilience, competitiveness, and for bringing innovation, and becoming a knowledge-based economy. The key to such efforts would be a converged ubiquitous infrastructure comprising many systems that share information among them and collaborate with each other as necessary.
We felt motivated by the challenges and opportunities surrounding the education industry and digital learners, as well as the developments in urbanisation, and proposed, in this paper, a Ubiquitous eTeaching & eLearning (UTiLearn) Framework. UTiLearn leveraged IoT, big data, supercomputing, deep learning, mobile computing and cloud computing to provide enhanced development, management and delivery of teaching and learning in future city and smart society settings. UTiLearn framework provides an environment and ecosystem for societies to enrich their knowledge, anytime, anywhere, any age, through improved processes for collection, development, accessibility, pedagogy and cognition of knowledge.
Its users could be teachers, students, governments (such as for cloud-based healthcare systems [11] , [101] ), businesses, third parties, and virtual organisations or groups formed for specific purposes. A learner may register her preferences and the system advises her through to the completion of the learning task. In addition to the usual functions of an MOOC, a government department can develop specific material to reach out to a group of people to create awareness of a topic for social intervention purposes. The UTiLearn framework can run in a cloud and can be offered as a service, UTLaaS.
A proof of concept implementation of the UTiLearn framework, called the UTiLearn system, comprising five components was developed in the paper. The five components were described in details along with their functions, methodologies, algorithms, implementation, as well as their evaluation. We used 11 widely used datasets for system evaluation. The R statistical platform was used for the data analysis, data quality management, prediction and decision making. The methods used included Naïve Bayes classifier, Random Forest, and DLANNs. The experiments were carried out on the supercomputer Aziz.
Future work will focus on building additional capacity of the UTiLearn system in terms of the quality and functionality of the processes used in the various components of the system, data quality management, extension of big data related functionalities, and IoT related functionalities. A major issue in designing a real life UTiLearn system would be its data and information management. We could benefit by the research and practice on designing sustainable enterprise information systems. Our earlier work in this respect [102] , [103] would form the basis of our future direction on extending information management aspects of the UTiLearn system. Another major issue in a scalable design of the UTiLearn system would be to deal with big data and computational load related issues; Our research direction in this respect will rely on modelling, analysis and design methods that leverage HPC technologies and are able to deal with big data, such as our earlier work in [104] and [105] . The work on the UARI component in this paper has revealed that the human activity datasets available online are limited in their quality and extent. We believe that in the future many more detailed and high quality datasets will be available to allow a better understanding of human activities across space and time. Moreover, systems like UTiLearn can record the activity data of the users and buildup its own datasets over time to have a better understanding of human activities to allow better optimisation of pedagogy, human cognition, delivery mode selections, and required application traffic and network characteristics. Additional work is also needed in finding and incorporating networking, applications and system workload related datasets to be used in the SNPDP Component. These are required to enhance the precision of the training, computation and prediction of networking characteristics, application traffic models, and system models. In this respect, our earlier work on city transportation modelling, evacuation, and telematics, such as in [106] - [109] , would be useful both from activity recognition and learning point of view. That is, information, learning and entertainment would be integrated, and system optimization would benefit from all kinds of (big) data.
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