Vanishing of Ext, cluster tilting modules and finite global dimension of
  endomorphism rings by Dao, Hailong & Huneke, Craig
ar
X
iv
:1
00
5.
53
59
v1
  [
ma
th.
AC
]  
28
 M
ay
 20
10
VANISHING OF EXT, CLUSTER TILTING MODULES AND
FINITE GLOBAL DIMENSION OF ENDOMORPHISM RINGS
HAILONG DAO AND CRAIG HUNEKE
Abstract. Let R be a Cohen-Macaulay ring andM a maximal Cohen-Macaulay
R-module. Inspired by recent striking work by Iyama, Burban-Iyama-Keller-
Reiten and Van den Bergh we study the question of when the endomorphism
ring of M has finite global dimension via certain conditions about vanish-
ing of Ext modules. We are able to strengthen certain results by Iyama on
connections between a higher dimension version of Auslander correspondence
and existence of non-commutative crepant resolutions. We also recover and
extend to positive characteristics a recent Theorem by Burban-Iyama-Keller-
Reiten on cluster-tilting objects in the category of maximal Cohen-Macaulay
modules over reduced 1-dimensional hypersurfaces.
1. Introduction
Let R be a Cohen-Macaulay ring and MCM(R) be the category of maximal
Cohen-Macaulay modules over R. Let us recall:
Definition 1.1. An R-module M ∈ MCM(R) is called cluster tilting if:
add(M) = {X ∈MCM(R)|Ext1R(X,M) = 0} = {X ∈MCM(R)|Ext
1
R(M,X) = 0}
Here add(M) consists of direct summands of direct sums of copies of M .
The concept of cluster-tilting objects in the context of maximal Cohen-Macaulay
modules and generalized versions come up in the study of higher-dimensional ana-
logues of Auslander-Reiten theory for Artin algebra. The existence of these objects
have remarkable ramifications on both the singularity of Spec(R) and the represen-
tation theory of R, in a manner similar to the famous McKay correspondence. As a
consequence, cluster-tilting modules have been studied intensively in recent years.
It is not easy to understand cluster-tilting modules concretely, even when R is
relatively simple. A striking result was recently obtained by Burban, Iyama, Keeler
and Reiten in [6]. Their main Theorem states:
Theorem 1.2. ([6, Theorem 1.5]) Let k be an algebraically closed field of character-
istic 0 and R = k[[x, y]]/(f) be a one-dimensional reduced hypersurface singularity.
Then MCM(R) has a cluster-tilting object if and only if f = f1 · · · fn such that
fi /∈ (x, y)
2 for each i.
The proof of 1.2 used sophisticated methods such as Auslander-Reiten sequences
and a subtle connection to crepant resolutions of Spec(R) due to a combination of
results by Iyama, Katz and Van den Bergh. Our initial goal for this project was
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to understand how one can obtain Theorem 1.2 from a pure homological approach,
with a view towards proving it in more general situations. We manage to provide
relatively simple, self-contained proofs of the above Theorem and other related
results on the existence of cluster-tilting objects in [6],[16],[17]. Our proofs are
rather direct (in particular, we do not use birational geometry or Auslander-Reiten
theory), and they occasionally give more general results. To be precise, we prove
the following, see Theorems 4.6, 4.7:
Theorem A. Let k be an algebraically closed field of characteristic not 2 and R =
k[[x, y]]/(f) be a one-dimensional reduced hypersurface singularity. Then MCM(R)
has a cluster-tilting object if and only if f = f1 · · · fn such that fi /∈ (x, y)
2 for each
i.
In fact, for one direction, we only need to assume R is a local complete reduced
hypersurface of dimension 1 (Theorem 4.7).
Our approach also leads to modest extensions, in the commutative case, of very
interesting results by Iyama [16, 17] on the connection between certain maximal
orthogonal categories and endomorphism rings of finite global dimensions. For
example, our following result (see 3.6) describes conditions on vanishing of Ext
modules which determine when an endomorphism ring has finite global dimension
over a Cohen-Macaulay ring.
Theorem B. Let R be a Cohen-Macaulay ring of dimension d ≥ 3. Let M ∈
MCM(R) such that M has a free summand and A = HomR(M,M) is MCM. For
an integer n > 0 let:
M⊥n = {X ∈MCM(R)|ExtiR(M,X) = 0 for 1 ≤ i ≤ n}
Consider the following:
(1) There exist an integer n such that 1 ≤ n ≤ d− 2 and M⊥n = add(M).
(2) gl. dimA ≤ d.
(3) gl. dimA = d.
(4) ExtiR(M,M) = 0 for 1 ≤ i ≤ d− 2 (i.e., M ∈M
⊥d−2).
(5) M⊥d−2 = add(M).
Then (5) ⇒ (1) ⇒ (2) ⇔ (3). If in addition R is locally Gorenstein on the
non-maximal primes of SpecR then (3) + (4) ⇒ (5). If R is also locally regular
on the non-maximal primes of SpecR (i.e. SpecR has isolated singularities) then
(3)⇒ (5).
One can use the above Theorem to recover Theorem 5.2.1 in [17] which describes
similar conditions for modules over isolated singularities.
Even though the techniques we use provide certain improvements, we would like
to stress that the results and methods in the original papers are very insightful,
and without the inspiration from those works this project would not have been
conceived.
We now describe the content of our paper. In Section 2 we gather standard
results and notations to be used throughout. Section 3 is devoted to proving 3.6,
a key result on cluster-tilting type conditions and finiteness of global dimension of
endomorphism rings. In Section 4 we study the existence of cluster-tilting modules
over dimension 1, reduced local hypersurfaces.
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2. Notations and preliminary results
LetR be a local Cohen-Macaulay ring. Let MCM(R) denote the category of max-
imal Cohen-Macaulay modules over R. The stable category of MCM R-modules
MCM(R) can be defined as follows: the objects are objects in MCM(R) and mor-
phisms are defined by:
HomR(M,N) = HomR(M,N)/I
where I denotes the set of morphisms which factor through some free R-modules.
2.1. Matrix factorization and MCM modules over hypersurfaces. Suppose
that R = S/(f) with S a regular local ring. A matrix factorization of f is a
pair of homomorphisms between free modules ϕ : F → G and ψ : G → F such
that ϕψ = f idG and ψϕ = f idF . A morphism between two factorizations is a
commutative diagram:
F
ϕ
//
α

G
ψ
//
β

F
α

F ′
ϕ′
// G′
ψ′
// F ′
It follows that the matrix factorizations of f form a category denoted by MFS(f).
If we identify morphisms which are homotopic (see, for example [25]) we get the
stable category MFS(f). The functor which takes a matrix factorization (ϕ, ψ) to
cokerϕ induces a map of categories between MFS(f)and MCM(R) and an equiva-
lence of categories between MFS(f) and MCM(R).
2.2. Kno¨rrer periodicity. We now assume that S = k[[x1, · · · , xn]] and R =
S/(f) with k an algebraically closed field of characteristic not equal to 2. The
important result below is due to Kno¨rrer in [20], (see also [23] for related results in
characteristic 2 case):
Theorem 2.1. The functor:
H : MFS(f)→ MFS[[u,v]](f + uv)
that associates (ϕ, ψ) ∈ MFS(f) to the factorization given by:
([
u ψ
ϕ −v
]
,
[
v ψ
ϕ −u
])
induces an equivalence of categories between F : MCM(R) ≃ MCM(R♯) with R♯ =
S[[u, v]]/(f + uv).
The next Proposition lists a couple of convenient facts about the functor F we
shall need.
Proposition 2.2. We use the same setting of Theorem 2.1. For any two modules
M,N ∈ MCM(R) we have:
(1) F (syzR1 (M))
∼= syzR
♯
1 (F (M)).
(2) ExtiR(M,N) = 0 if and only if Ext
i
R♯(F (M), F (N)) = 0.
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Proof. (1) follows from the fact that the first syzygy of M corresponds to the same
pair of matrices but with reverse order. (2) is a combination of (1) and the fact
that:
Ext1R(M,N)
∼= HomR(syz
R
1 (M), N)

2.3. Pushfowards and Serre’s conditions (Sn). Let R be a commutative Noe-
therian ring and M a finite R-module. For a non-negative integer n, M is said to
satisfy (Sn) if:
depthRpMp ≥ min{n, dim(Rp)} ∀p ∈ Spec(R)
Now, suppose that R is locally Gorenstein in codimension 1. LetM be a torsion-
free (equivalent to (S1)) R-module. Consider a short exact sequence :
0→W → Rλ →M∗ → 0
Here λ is the minimal number of generators for M∗. Dualizing this short exact
sequence and noting that M embeds into M∗∗ we get an exact sequence:
0→M → Rλ →M1 → 0
This exact sequence is called the pushforward ofM . The following result is modified
from [14, 1.6]:
Proposition 2.3. Let R be a Cohen-Macaulay ring which is Gorenstein in codi-
mension one with dimR = d ≥ 2. Let M,M1 be as above. Then for any p ∈
Spec(R):
(1) Mp is free if and only if (M1)p is free.
(2) If Rp is Gorenstein andMp is a maximal Cohen-Macaulay Rp-module, then
so is (M1)p.
(3) depthRp(M1)p ≥ depthRpMp − 1.
(4) If M satisfies (Sk), then M1 satisfies (Sk−1) for any 1 ≤ k ≤ d.
Proof. (1) is easy. For (2) as Rp is Gorenstein, it follows thatM
∗
p ∈MCM(Rp) and
dualizing:
0→Wp → Fp →M
∗
p → 0
gives (M1)p ∼=W
∗
p , which is in MCM(Rp). Assertion (3) follows by counting depths,
and (4) is a combination of (2) and (3). Note that since d ≥ 2, one can use
pushforward even when k = 1. 
2.4. Endomorphism rings and global dimensions. Let R be a Noetherian
commutative ring and A be an (not necessarily commutative) Noetherian R-algebra.
The global dimension of A, gl. dim(A), is the supremum of the set of projective
dimensions of all (right) A-modules. Since A is Noetherian, one can also define
gl. dim(A) using left A-modules ([22, Chapter 7, 1.11]).
Throughout the paper we will be interested only in the case A = HomR(M,M),
for M a finitely generated R-module. Consequently, A is a Noetherian R-algebra.
Let N be another R-module. Then HomR(M,N) has a natural structure as a right
A-module given as follows. For t ∈ A and f ∈ HomR(M,N), define ft(a) = f(t(a))
for a ∈M .
We note that sometimes in the literature one works over Aop, the opposite ring
of A. It makes no difference in our situation, since
gl. dim(A) = gl. dim(Aop)
FINITE GLOBAL DIMENSION OF ENDOMORPHISM RINGS 5
as left Aop-modules can be identified naturally with right A-modules. Also note
that A and Aop are naturally isomorphic as R-modules. For more generalities on
endomorphism rings, we refer to the excellent books [3] (especially II.1, II.2) and
[22].
3. Ext vanishing and global dimension of endomorphism rings
In this section we prove connections between certain Ext vanishing conditions
and endomorphism rings of finite global dimension. To motivate such study, we
recall a definition by Van den Bergh (see [24, 4.1]):
Definition 3.1. Let R be a Cohen-Macaulay normal domain. Suppose that there
exists a reflexive module M satisfying:
(1) A = HomR(M,M) is maximal Cohen-Macaulay R-module.
(2) A has finite global dimension equal to d = dimR.
Then A is called a non-commutative crepant resolution (henceforth NCCR) of R.
If A satisfies condition (2) only, it is called a non-commutative desingularization of
R.
Our starting point is a very interesting result discovered by Iyama in his study
of higher-dimensions versions of Auslander correspondence between finite represen-
tation type and finite global dimension of additive generator for Artin algebras:
Theorem 3.2. (Iyama, [17, 5.2.1]) Let R be a Cohen-Macaulay ring with isolated
singularities of dimension d ≥ 3 and such that R has a canonical module ω. Let
M ∈ MCM(R) and A = HomR(M,M). The following are equivalent:
(1) R,ω ∈ add(M), A ∈ MCM(R) and gl. dimA = d.
(2)
add(M) = {X ∈MCM(R)|ExtiR(M,X) = 0 for 1 ≤ i ≤ d− 2}
= {X ∈MCM(R)|ExtiR(X,M) = 0 for 1 ≤ i ≤ d− 2}
Iyama’s Theorem gives a particularly nice understanding of non-commutative
crepant resolutions when d = 3. However, in higher dimension, the isolated sin-
gularity assumption is more restrictive and condition (2) already rules out a big
class of rings for applications. Namely, if R is a local complete intersection, and
M ∈ MCM(R), then Ext2R(M,M) = 0 forces M to be free, since one can com-
plete and “lift” M to a regular local ring, see [2]. With that in mind we shall seek
minimal necessary and sufficient conditions for HomR(M,M) to have finite global
dimensions when M is a MCM module over a reasonable Cohen-Macaulay ring R.
We provide such result in Theorem 3.6, see also example 3.11. We can use our
result to recover Theorem 3.2, whose proof will appear near the end of this section.
We first record some useful results:
Lemma 3.3. (Lemma 2.3, [10]) Let R be a Cohen-Macaulay ring. Let M,N be
finitely generated R-modules and n > 1 an integer. Consider the two conditions:
(1) Hom(M,N) is (Sn+1).
(2) ExtiR(M,N) = 0 for 1 ≤ i ≤ n− 1.
If M is locally free in codimension n and N satisfies (Sn), then (1) implies (2). If
N satisfies (Sn+1), then (2) implies (1).
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Proof. The statement in [10] assumes R is local. Since one can localize at each
maximal prime without affecting relevant issues, the conclusion is clear. 
Remark 3.4. Let M be a finite R-module and A = HomR(M,M). It is well
known that there is an equivalence between the categories of modules in add(M)
and projective (right) modules over A via HomR(M,−) (see for example Lemma
4.12 in [4] or [21]). It follows that any finite right A-module N fits into an exact
sequence
0→ HomR(M,N1)→ HomR(M,P1)→ HomR(M,P0)→ N → 0
such that N1 → P1 → P0 is exact. In particular, if dimR ≥ 2 and M ∈MCM(R):
gl. dim(A) ≤ sup{pdAHomR(M,N)|N ∈ mod(R) satisfying(S2)}+ 2.
Construction 3.5. The above discussion shows that when investigating projective
resolutions of A-modules if suffices to consider modules of the form HomR(M,N).
If R is a direct summand of M , one can build a resolution in a particularly nice
way. First pick a set of generators f1, · · · , fn of HomR(M,N) which includes a set of
generators of HomR(R,N). Let φ be the map M
n → N which takes (m1, · · · ,mn)
to f1(m1) + · · · + fn(mn). Clearly φ is surjective and HomR(M,φ) : A
⊕n →
HomR(M,N) is also surjective. In other words, one has the short exact sequences:
0→ N1 →M
⊕n → N → 0
and
0→ HomR(M,N1)→ A
⊕n → HomR(M,N)→ 0
Continuing in this fashion one could build an exact complex:
F : · · · →Mni+1 →Mni → · · · →Mn0 → N → 0
such that HomR(M,F) is an A- projective resolution of HomR(M,N).
We recall the following notations taken from [16]. For a MCM module over a
Cohen-Macaulay ring R and an integer n > 0, we denote:
M⊥n = {X ∈ MCM(R)|ExtiR(M,X) = 0 for 1 ≤ i ≤ n}
and
⊥nM = {X ∈ MCM(R)|ExtiR(X,M) = 0 for 1 ≤ i ≤ n}
Theorem 3.6. Let R be a Cohen-Macaulay ring of dimension d ≥ 3. Let M ∈
MCM(R) such that M has a free summand and A = HomR(M,M) is MCM. Con-
sider the following:
(1) There exist an integer n such that 1 ≤ n ≤ d− 2 and M⊥n = add(M).
(2) gl. dimA ≤ d.
(3) gl. dimA = d.
(4) ExtiR(M,M) = 0 for 1 ≤ i ≤ d− 2 (i.e., M ∈M
⊥d−2).
(5) M⊥d−2 = add(M).
Then (5) ⇒ (1) ⇒ (2) ⇔ (3). If in addition R is locally Gorenstein on the
non-maximal primes of SpecR then (3) + (4) ⇒ (5). If R is also locally regular
on the non-maximal primes of SpecR (i.e. SpecR has isolated singularities) then
(3)⇒ (5).
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Proof. (5) ⇒ (1) is trivial. (1) ⇒ (2): By remark 3.4 it is enough to prove
pdAB ≤ d − 2 for B = HomR(M,N) for any R-module N satisfying (S2). We
apply Construction 3.5 to get a long exact sequence:
F : 0→ Nd−2 →M
nd−3 → · · · →Mn0 → N → 0
such that HomR(M,F) is exact. Let Nj be the kernel at the j − 1 spot. From
the construction we get ExtiR(M,Nj) embeds in Ext
1(M,M)nj−1 = 0. Also, since
M ∈ M⊥n one can conclude from the long exact sequence for Ext at each short
exact sequences of Construction 3.5 that Nd−2 ∈ M
⊥n = add(M) by assumption.
It then follows that HomR(M,Nd−2) is A-projective, and the desired conclusion
follows.
(2)⇔ (3): By starting with the A-module B = HomR(M,R/m) for some maxi-
mal ideal m and counting depth along a (localized at m) A-projective resolution of
B, one can see that pdAB ≥ d. Thus if gl. dimA ≤ d, it is equal to d.
(3) + (4) ⇒ (5), assuming R is locally Gorenstein on the non-maximal primes:
Let N ∈MCM(R) such that ExtiR(M,N) = 0 for 1 ≤ i ≤ d− 2. It suffices to show
that HomR(M,N) is a projective A-module (the other inclusion is guaranteed by
(4). Since R is a summand of M we can use the pushforward (see Proposition 2.3)
to build a short exact sequence below, with N1 satisfying Sd−1:
0→ N →Mn → N1 → 0
Since Ext1R(M,N) = 0 one gets
0→ HomR(M,N)→ A
n → HomR(M,N1)→ 0
It follows that HomR(M,N) is a first A-syzygy of HomR(M,N1). Notice that if
d > 3 then ExtiR(M,N1) = 0 for 1 ≤ i ≤ d−3 because of (4). Repeating the process
if necessary until we get a module Nd−2 which is (S2) such that HomR(M,N) is a
(d−2)th A-syzygy of HomR(M,Nd−2). We claim that HomR(M,Nd−2) is a second
A-syzygy. Since Nd−2 satisfies (S2) we can again use the pushforward to build an
exact sequence
0→ Nd−2 →M
a α−→M b.
Applying HomR(M,−) we get an exact sequence of right A-modules:
0→ HomR(M,Nd−2)→ A
a → Ab → X → 0
here X is the quotient of Ab by the image of Hom(M,α), which proves our claim.
In summary, HomR(M,N) is a dth A-syzygy. By assumption (3) HomR(M,N)
must be A-projective, so N ∈ add(M), and that is what we need to prove.
Finally, if SpecR has isolated singularities, then since A is MCM and Lemma
3.3 we have (4) automatically, so the last assertion is clear.

Corollary 3.7. Let R be a Cohen-Macaulay ring of dimension d ≥ 3. Let M ∈
MCM(R) such that M is locally free in codimension 2, M has a free summand and
A = HomR(M,M) is also MCM. Consider the following:
(1) {X ∈ MCM(R)|Ext1R(M,X) = 0} = add(M)
(2) gl. dim(A) = d
We have: (1) implies (2). If d = 3, then (2) implies (1).
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Corollary 3.8. Let R be a Cohen-Macaulay ring of dimension d ≥ 3 with isolated
singularities and suppose R has a canonical module ωR. Let M ∈ MCM(R) such
that M has a free summand and A = HomR(M,M) is MCM. If gl. dim(A) ≤ d
then ωR ∈ add(M).
Proof. Since ExtiR(M,ωR) = 0 for i > 0, the conclusion follows directly from
Theorem 3.6. 
Proof. Proposition 3.3 shows that Ext1R(M,M) = 0. Thus all the assertions follows
from Theorem 3.6. 
In the following examples we shall investigate the existence of NCCRs (see Def-
inition 3.1) for the only known examples of non-Gorenstein local rings of finite
MCM type. The references needed for these can be found in [25, 16.10,16.12] or
[21, Examples 11,12]. The rings in both examples have dimension 3 and isolated
singularities.
Example 3.9. Let R = k[[x2, y2, z2, xy, yz, zx]]. It is known that R is of finite
Cohen-Macaulay type and the indecomposable elements of MCM(R) up to iso-
morphisms are R, the canonical module ω = (x2, xy, xz) and N = syzR1 (ω). Let
M = R⊕ω. Then HomR(M,M) =M ⊕M (because the class group of R is Z2 and
generated by ω) is MCM. Since N = syzR1 (ω) there is a non-split exact sequence:
0→ N → F → ω → 0
which shows that Ext1R(ω,N) 6= 0. This shows that A = HomR(M,M) is an NCCR
for R.
Example 3.10. Let R = k[[x, y, z, u, v]]/(xz − y2, xv − yu, yv − zu). Then the
indecomposable MCM modules up to isomorphisms are R, the canonical module
ω = (u, v), N = syzR1 (ω) = (x, y, u), N
′ = syzR2 (ω) and L = N
∨. We shall show
that there is no NCCR of the form A = HomR(M,M) such that R ∈ add(M).
Suppose, by contradiction, that such a moduleM exists. By Corollary 3.8 we must
have ω ∈ add(M). Also, by Lemma 3.3 Ext1R(M,M) = 0. One can easily check
that Ext1R(ω,N),Ext
1
R(N
′, R) and Ext1R(L,R) are not 0, soM must be of the form
Ra⊕ ωb for a, b ≥ 1. But then one can check that Ext1R(M,L) = 0, so by Theorem
3.6 L ∈ add(M), contradiction.
Example 3.11. Very recently, Buchweitz, Leuschke and Van den Bergh construct
in [7] non-commutative crepant resolutions using MCM modules over hypersurfaces
of the form R = k[X ]/ det(X) where X = (xij) is an n×n matrix of indeterminates
for n ≥ 2. Such rings are regular in codimension 2, but do not have isolated
singularities unless n = 2. It would be very interesting to see if one can check
condition (1) of Corollary 3.7 for the modules given in [7].
When R is Gorenstein and is regular on the non-maximal primes, Theorem 3.6
gives a particularly clean result:
Corollary 3.12. Let R be a Gorenstein ring with isolated singularities and suppose
that dimR = d > 2. Let M ∈ MCM(R) such that M has a free summand and
A = HomR(M,M) is MCM . The following are equivalent:
(1) add(M) = {X ∈MCM(R)|ExtiR(M,X) = 0 for 1 ≤ i ≤ d− 2}.
(2) gl. dimA <∞.
(3) gl. dimA = d.
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Proof. This result is just a combination of 3.3 and 3.6. 
The following lemma is probably well-known, but we cannot locate a suitable
reference. As we will need it to recover Iyama’s result 3.2 from main Theorem 3.6,
we sketch a proof.
Lemma 3.13. Let R be a Cohen-Macaulay ring with a canonical module ω. For
an R-module M let M∨ = HomR(M,ω). Then for any modules M,N ∈ MCM(R)
and all i ≥ 0 we have:
ExtiR(M,N)
∼= ExtiR(N
∨,M∨).
Proof. We shall use induction on i. When i = 0 the needed isomorphism is given
by f 7→ Hom(f, ω) (we utilize the isomorphism M ∼=M∨∨). For i = 1 one can use
the Yoneda definition to construct an isomorphism taking an element
0→ N → L→M → 0
of Ext1R(M,N) to
0→M∨ → L∨ → N∨ → 0.
For i > 1 letM1 be a first syzygy ofM which is also MCM. By induction hypothesis
ExtiR(M,N)
∼= Exti−1R (M1, N)
∼= Exti−1R (N
∨,M∨1 )
Applying HomR(N,−) to the exact sequence:
0→M∨ → F∨ →M∨1 → 0
gives Exti−1R (N
∨,M∨1 )
∼= ExtiR(N
∨,M∨). 
We can now recover Iyama’s Theorem:
Proof. (of Theorem 3.2):
Assume (1). Then by 3.3 we know that ExtiR(M,M) = 0 for 1 ≤ i ≤ d− 2. Now
the first equality of (2) follows by Theorem 3.6. Note that A ∼= HomR(M
∨,M∨),
hence M∨ also satisfies all conditions of (1). So by the first equality of (2), which
we already proved, we have:
add(M∨) = {Y ∈MCM(R)|ExtiR(M
∨, Y ) = 0 for 1 ≤ i ≤ d− 2}.
But note that ExtiR(M
∨, Y ) ∼= ExtiR(Y
∨,M) we obtain:
add(M∨) = {Y ∈MCM(R)|ExtiR(Y
∨,M) = 0 for 1 ≤ i ≤ d− 2}.
Let X = Y ∨ we get the second inequality of part (2).
Now assume (2). Then obviously R,ω ∈ add(M). The fact that gl. dimA = d
follows from Theorem 3.6.

We note that when R is a Gorenstein normal domain, the condition (2) and (3)
of Theorem 3.6 are equivalent. That result is due to Van den Bergh in [24, 4.2], we
provide here more details of the proof for the convenience of the readers.
Proposition 3.14. (Van den Bergh) Let R be a Gorenstein normal domain of
dimension d. Let M ∈ MCM(R) such that A = HomR(M,M) is also MCM. If
gl. dim(A) <∞ then gl. dim(A) = d.
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Proof. There is a well known spectral sequence for change of rings:
Ep,q2 = Ext
p
A(B,Ext
q
R(A,C))⇒p Ext
n
R(B,C)
for any (left) A-module B and R-module C. Let C = R, since A ∈ MCM(R) we
know that ExtqR(A,R) = 0 for q > 0. So one has an isomorphism Ext
p
A(B,A
∗) ∼=
ExtpR(B,R) for p > 0. By [1, Lemma 5.4] A
∗ ∼= A as A-modules. So we have
ExtpA(B,A)
∼= Ext
p
R(B,R) for anyA-module B and any p > 0. Therefore Ext
p
A(B,A) =
0 for p > d. Thus if pdAB < ∞, it is at most d. By starting with the A-module
B = HomR(M,R/m) for some maximal ideal m and count depth along a (localized
atm) A-projective resolution of B, it is clear that pdAB ≥ d. We can now conclude
that gl. dimA = d.

4. Existence of cluster-tilting objects over dimension 1 reduced
hypersurfaces
The purpose of this section is to give a pure algebraic proof of Theorem 1.2 which
works even over algebraically closed fields of positive characteristic not equal to 2.
We recall the following definition for the reader’s convenience:
Definition 4.1. Let C be either MCM(R) or MCM(R) andM ∈ C. We callM ∈ C:
– rigid if Ext1R(M,M) = 0.
– cluster tilting if
add(M) = {X ∈ C|Ext1R(X,M) = 0} = {X ∈ C|Ext
1
R(M,X) = 0}
Let (S,m) be a complete regular local ring of dimension 2. Let R = S/(f) be
a reduced hypersurface. Assume f = f1 · · · fn is the factorization of f into prime
elements. For a subset I ⊂ {1, 2, · · · , n} let fI =
∏
i∈I fi and SI = S/(fI) .
The rest of this section is devoted to extending and at the same time giving a
direct proof of Theorem 1.2. We aim to prove the following result, which will be
achieved by combining Theorems 4.6 and 4.7:
Theorem 4.2. Suppose that S = k[[x, y]] where k is an algebraically closed field of
characteristic not 2. Then the following are equivalent:
(1) For every i, fi /∈ m
2.
(2) MCM(R) admits a cluster tilting object.
Our approach to this theorem will enable us to prove the same result over any
algebraically closed field of characteristic not equal to 2. The proof of the above
theorem in [6] is quite ingenious, but complex. It uses many techniques from
Auslander-Reiten theory for Artin algebras, as well as subtle connections between
crepant resolutions and NCCRs (see Definition 3.1), by using Kno¨rrer periodicity to
lift to a three dimensional hypersurface singularity. We also use Kno¨rrer periodicity
to study the ranks of indecomposable modules over R. However, we are able to
give, for example, a self-contained proof that the condition fi /∈ m
2 implies MCM(R)
admits a cluster tilting object, which holds for S any two-dimensional regular local
ring (in particular, S does not even have to contain a field for this direction). We
hope our approach will lead to new insight into similar problems. We begin by
characterizing the indecomposable rigid objects.
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Proposition 4.3. Let (S,m) be a complete regular local ring of dimension 2 such
that S/m is algebraically closed of characteristic not equal to 2. Let R = S/(f) be
a reduced hypersurface, and assume that f = f1 · · · fn is a factorization of f into
prime elements. Any indecomposable rigid object in MCM(R) or MCM(R) is of
the form SI with I ⊂ {1, 2, · · · , n}.
Proof. We can assume we are in MCM(R). LetR′ = S[[u, v]]/(uv+f). By Kno¨rrer’s
periodicity result (2.1) we have MCM(R) and MCM(R′) are equivalent. We claim
that any indecomposable rigid object in MCM(R′) has rank 1. Since the residue
field is infinite we can find t ∈ R′ such that R1 = R
′/(t) ∼= k[[x, y, z]]/(x2+y2+zn),
an An type simple singularity. Let M represent an indecomposable rigid object in
MCM(R′). Then M/tM is a MCM module over R1. Suppose rkM > 1, then so is
rkM/tM as a module over R1.
It is well known that in MCM(R1), all indecomposable objects have rank 1 (one
can prove this assertion by noting that all indecomposable modules over k[[z]]/(zn)
are of the form k[[z]]/(zi) for 1 ≤ i ≤ n, and then apply Kno¨rrer’s periodicity
to describe all indecomposable MCM modules over R1). As M/tM has rank big-
ger than 1, it has to be decomposable. In other words, HomR1(M/tM,M/tM)
has idempotents. Since Ext1R′(M,M) = 0 we obtain HomR1(M/tM,M/tM)
∼=
HomR′(M,M)/tHomR′(M,M). As R
′ is complete, one can lift idempotents to
HomR′(M,M), contradicting the assumption thatM is indecomposable. SoM has
to have rank 1, as claimed.
All the rank 1 MCM modules over R′ represent elements of the class group of
R′, which is easy to understand by inverting u and using well-known sequences
describing the relationship between the class group of R′ and the class group of
R′[ 1u ]. In particular, any rank 1 MCM over R
′ is isomorphic to one of the ideals
M = (u, fI) (they are elements of the class group ofR
′). Using Kno¨rrer’s periodicity
Theorem 2.1 which induces a bijection between the set of indecomposable rigid
objects of MCM(R) and MCM(R′), our assertion is now clear. 
Lemma 4.4. Let R be a local, reduced hypersurface of dimension 1 and M,N ∈
MCM(R). Then the following are equivalent:
(1) Ext1R(M,N) = 0.
(2) Ext1R(N,M) = 0.
(3) M ⊗N∗ ∈ MCM(R).
(4) M∗ ⊗N ∈ MCM(R).
(5) TorR2 (M
∗, N) = 0.
(6) TorR2 (M,N
∗) = 0.
Proof. The equivalence of (1) and (3) is Theorem 5.9 of [13]. It also implies (2)⇔
(4). There is an exact sequence (see [12], [18] or [19]):
TorR2 (M
1, N)→ Ext1R(M,R)⊗R N → Ext
1
R(M,N)→ Tor
R
1 (M
1, N)→ 0
Here M1 is the cokernel of F ∗1 → F
∗
2 , where · · · → F2 → F1 → F0 → M → 0 is a
minimal resolution of M . Since M is MCM and R is a hypersurface, we know that
ExtR1 (M,R) = 0 and M
1 is isomorphic to the first syzygy of M∗. It follows that
(1)⇔ (5).
To finish the proof we claim that for A,B ∈ MCM(R), TorR2 (A,B) = 0 if and
only if A ⊗R B ∈ MCM(R). This will show that (5)⇔ (4) and (6)⇔ (3). Let A1
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the first syzygy of A. Then by periodicity, A is a first syzygy of A1. Tensoring the
exact sequence 0→ A→ F → A1 → 0 with B we get
0→ TorR1 (A1, B)→ A⊗R B → F ⊗R B → A1 ⊗R B → 0
Since TorR1 (A1, B) = Tor
R
2 (A,B) has finite length (R is reduced) one concludes
that depthA⊗R B = 1 if and only if Tor
R
2 (A,B) = 0 as required.

Corollary 4.5. Let (S,m) be a complete regular local ring of dimension 2. Let
R = S/(f) be a reduced hypersurface. Assume f = f1 · · · fn is a factorization of f
into prime elements. Let I, J ⊂ {1, 2, · · · , n}.
(1) S∗I
∼= SI .
(2) The first syzygy of SI is SL with L the complement of I.
(3) Ext1R(SI , SJ) = 0 if and only if I ⊂ J or J ⊂ I.
(4) Let I, J be disjoint subsets of {1, 2, · · · , n}. Let N ∈ MCM(SI) and M be
the first R-syzygy of N . Then Ext1R(M,SJ) = 0.
(5) LetM,N ∈MCM(SI). We have Ext
1
R(M,N) = 0 if and only if Ext
1
SI (M,N) =
0.
Proof. Part (1) and (2) are easy computations.
Part (3): It is easy to see that S∗I
∼= SI and SI ⊗ SJ ∈ MCM(R) if and only if
I ⊂ J or J ⊂ I. Then we can use Lemma 4.4.
Part (4): By Lemma 4.4 we need to show that TorR2 (M,SJ ) = 0. Let L be
the complement of J . Then TorR2 (M,SJ) = Tor
R
2 (N,SL). Again by 4.4 and part
(1) this is equivalent to N/fLN ∈ MCM(R). But I ⊂ L, so fL ∈ Ann(N), thus
N/fLN = N .
Part (5): We use Yoneda definition for Ext. Since any exact sequence in
MCM(SI) is also an exact sequence in MCM(R), one direction is easy. Sup-
pose Ext1(SI)(M,N) = 0 and 0 → N → Q → M → 0 represents an element in
Ext1R(M,N). It is enough to show that Q ∈ MCM(SI). It is easy to see that
(fI)
2Q = 0. Since Q is a Cohen-Macaulay module over S, its annihilator in S must
be an unmixed ideal of height 1. It follows that fIQ = 0, so the exact sequence
must splits, and we are done.

Before moving on we recall some notations from [6]. We call an object in
MCM(R) basic if any indecomposable direct summand occurs only once. For a
permutation ω of the set {1, · · · , n}, let Sωi = S/(
∏i
j=1 fω(j)) and S
ω = ⊕ni=1S
ω
i .
Theorem 4.6. Let (S,m) be a equicharacteristic complete regular local ring of
dimension 2 such that S/m is algebraically closed of characteristic not equal to
2. Let R = S/(f) be a reduced hypersurface, and assume that f = f1 · · · fn is a
factorization of f into prime elements. If MCM(R) admits a basic cluster tilting
object then it has to be of the form Sω and furthermore fi /∈ m
2 for any i.
Proof. A cluster tilting object is rigid, so by Proposition 4.3 it has to be a direct
sum of modules SI . Now 4.5 shows that it has to be of the form S
ω.
For the second assertion, we may assume that our object is Sω with ω(i) = i.
We shall write Si for S
ω
i .
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We shall use induction on n. For n = 1, then Sω = R, thus Ext1R(S
ω,M) = 0
for any M ∈ MCM(R), and they have to be in add(R) by definition. So R has to
be regular.
Suppose that we can prove our assertion for some value n ≥ 1. By part (5) of 4.5
or Lemma 4.9 of [6] one can deduce that ⊕n−1i=1 Si is a cluster tilting object over Sn−1.
By induction fi /∈ m
2 for 1 ≤ i ≤ n− 1. It remains to show that fn /∈ m
2. Suppose
it is not the case. Then we can take a module N ∈ MCM(S/(fn)) such that N is
not free over S/(fn). Let M be the first R-syzygy of N . Then Ext
1
R(Si,M) = 0
by Corollary 4.5. So M ∈ add(⊕n−1i=1 Si) by the definition of cluster tilting. This
forces N , being the first syzygy of M by periodicity, to be direct sum of modules
of the form SJi , with Ji the complement of the subset {1, · · · , i}. But since N is a
module over S/(fn), it has to be a free S/(fn)-module, a contradiction.

Theorem 4.7. Let (S,m) be a complete regular local ring of dimension 2. Suppose
that R = S/(f1 · · · fn) with every fi /∈ m
2. Then any Sω is a basic cluster tilting
object in MCM(R).
Proof. Without loss of generality we can assume ω(i) = i. We shall use induction
on n. The case n = 1 is obvious since R is then regular and Sω = R. We also note
that from Corollary 4.5, Ext1R(X,S
ω) = Ext1R(S
ω, X) = 0 for all X ∈ add(M).
What remains is to prove that any X with this vanishing property is in add(M).
Suppose we have already proved the assertion for up to n−1 with some n > 1. Let
M ∈ MCM(R) such that Ext1R(M,S
ω) = Ext1R(S
ω,M) = 0. Let Sω = R⊕Sω
′
. For
notational convenience let h = f1 · · · fn−1 and g = fn. By the induction hypothesis,
Sω
′
is a cluster tilting object over S/(h).
The exact sequence 0 → hM → M → M/hM → 0 shows that the module hM
is in MCM(R). But gh = 0 in R, so hM is in MCM(R/g). Since R/(g) is regular,
hM is a free R/(g)-module. Pick a minimal system of generators ha1, · · · , hal for
hM .
We claim that the submodule N = (a1, · · · , al)M of M is R-free. Let N1 be
the first R-syzygy of N . We claim that N1 = gN1. Pick any element of N1 which
represents a relation
∑l
1 riai = 0 with ri ∈ R. We first notice that for each i,
ri ∈ gR since
∑l
1 ri(hai) = 0 and the hais form a basis for the free R/(g)-module
hM .
For each i, let ri = gr
′
i with r
′
i ∈ R. Let b =
∑l
1 r
′
iai, so that gb = 0. The
fact that ExtR1 (R/(h),M) = 0 implies that b ∈ hM (take a free resolution of R/(h)
and compute Ext, one easily see that ExtR1 (R/(h),M) = (0 :g M)/hM). So we
know that b =
∑l
1 hsiai. It follows that
∑l
1(r
′
i − hsi)ai = 0, so the vector with
components r′i−hsi is in N1. Multiply by g (note that gh = 0) we get (r1, · · · , rl) ∈
gN1 as claimed. By Nakayama’s Lemma we can conclude that N1 = 0, so N is
R-free.
Now, look at the exact sequence
0→ N →M →M/N → 0 (∗).
We claim that g is a nonzerodivisor on M/N . Suppose a ∈ M such that ga ∈ N .
Then we can write ga =
∑
riai. It follows that
∑
ri(hai) = 0, and as in the
last paragraph, ai = ga
′
i for each i. Look back to the first equation we can write
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g(a −
∑
r′iai) = 0. As in the previous paragraph, a −
∑
r′iai ∈ hM , hence a ∈
N + hM ⊆ N .
The fact we just proved implies that depthM/N = 1, in other words, M/N ∈
MCM(R). But sinceN isR-free, the exact sequence (*) splits. So Ext1R(M/N,S
ω′) =
0. Note that as M/N ∈ MCM(R/(h)) the last part of Corollary 4.5 tells us that
Ext1S/(h)(M/N,S
ω′) = 0, so by induction hypothesis, M/N ∈ add(Sω
′
). Since
M = N ⊕M/N and N is R-free, we are done.

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