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процесса, в опции «Distribution Functions» подбираем закон распределения оценок в группе, 
строится график плотности дважды усеченного нормального распределения и выполняется 
интерпретация результата.  
Математическая модель оценки статистической управляемости процесса может быть 
реализована на основе базы данных КИС вуза при использовании интегрируемых в КИС 
аналитических приложений Statistica и Statgrafics. 
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Проблема динамики процесса обучения в настоящее время приобретает особое значение. Здесь 
отражается социально-психологическая деятельность человека, а процесс обучения рассматривается, 
как массовое вероятностное явление, в основе математического моделирования которого лежит 
теория случайных процессов. 
Целью работы является построение математической модели динамики процесса обучения. 
Поскольку обучение каждого студента можно представить в виде последовательности случайных 
событий, переводящих объект (студент) из одного состояния в другое, необходимо решить задачу 
определения вероятности успешного завершения курса обучения (как промежуточный результат), а 
так же вероятность  успешного окончания вуза. 
Для решения этой задачи используются статистические и экономико-математические методы, 
позволяющие более гибко и эффективно осуществлять управление процессом за счет сложных 
математических вычислений, которые на себя берет ЭВМ. 
Предмет исследования – процесс обучения в Полесском государственном университете.  
Объект исследования – студенты 1-5 курсов университета. 
С целью формализации задачи необходимо ввести следующие допущения:  
1) вероятность перехода студента с курса на курс зависит только от качества его учебы на данном 
курсе и не зависит от предшествующей учебы. Это свойство называется отсутствием последствия 
или марковским свойством; 
2) переход студента с курса на курс происходит мгновенно, т.е. его состояние меняется 
скачкообразно; 
3) предполагается, что вероятности переходов с курса на курс остаются постоянными за время 
обучения, а процесс обучения состоит из нескольких этапов (курсов). Например, при выпуске 
бакалавра – 4 этапа, при выпуске специалиста – 5 этапов, при выпуске магистра – 6 этапов. 
Студент в результате случайных событий может оказаться в одном из семи состояний: 
1. S1 – студент выбыл из вуза (болезнь или отчисление); 
2. S2 – успешное окончание; 
3. S3 – пятикурсник; 
4. S4 – четверокурсник; 
5. S5 – третьекурсник; 
6. S6  - второкурсник; 
7. S7 – первокурсник; 
Такая модель обучения рассмотрена в работе Дж. Кемени и Дж. Снелла «Конечные цепи 
Маркова» (1970). Однако она справедлива лишь при сравнительно сильных допущениях и может 
быть использована для ориентировочных расчетов.  
При этом вводятся построенные переходные вероятности следующих событий: А1 – выбытие из 
вуза, вероятность события А1 равна р; А2 – оставление на том же курсе на второй год; А3 – переход 
на следующий курс, вероятность события А3 равна q. 
В нашем случае событие А2 можно исключить, так как оставление на повторное обучение у нас 
не практикуется. Тогда останутся только два события – А1 с вероятностью р и А3, означающее 
переход на следующий курс с вероятностью q. Очевидно, два этих события несовместны и образуют 
полную группу, то есть: 
p + q = 1. 
Решение задачи проводим по следующему алгоритму: 
1. составляем матрицу переходных состояний; 
2. приводим ее к каноническому виду; 
3. строим фундаментальную матрицу, на основе которой определяем среднее количество числа 





4. определяем общее время до достижения поглощающего состояния; 
5. определяем, в каком из поглощающих состояний остановится процесс, то есть какова же 
вероятность успешного окончания или вероятного отчисления. 
Реализация данного алгоритма представлена на конкретном примере, предполагает 
инструментальную реализацию в среде.  
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При проектировании современных криптографических систем применяют подход, основанный 
на принципе Керкхоффса (Kerckhoffs). Согласно этому принципу алгоритм криптографического 
преобразования является открытым и известным любому противнику, а секретность шифра 
обеспечивается секретностью ключа шифрования.  
На этом принципе основан протокол Кинцеля-Кантера. Потенциальному противнику (intruder), 
известно строение TPM-машины (tree parity machine) и алгоритм, применяемый отправителем и 
получателем для  обмена информацией, а также значения вектора входных  и выходных значений на 
каждом шаге. При этом стойкость алгоритма на основе нейросетевых технологий заключается в 
невозможности атакующей стороны влиять на процесс обновления весов отправителя и получателя. 
Из исследований В. Кинцеля и И. Кантера следует, что при простой атаке количество персептронов в 
TPM-машине, равное 2, является оптимальным для отправителя и получателя, так как они успевают 
синхронизироваться за время на порядок быстрее атакующей стороны.  
Однако А. Митягиным и А. Климовым были предложены три способа взлома нейросетевого 
протокола обмена ключом: с помощью генетической атаки (genetic attack), геометрической атаки 
(geometric attack) и мажоритарной атаки (majority attack). На основе анализа эффективности этих 
методов были сделаны выводы о безопасности нейронного протокола обмена ключом.  
Поскольку для шифровальных систем на основе нейросетевых технологий параметром, 
обеспечивающим безопасность передачи информации, является синаптическая глубина L нейронных 
сетей, то увеличение ее значения является необходимым условием для снижения вероятности 
успешной атаки. Так для геометрической и мажоритарной атак увеличение значения синаптической 
глубины является достаточным для предотвращения атаки.  
Рассматриваемые методы можно улучшить, если добавить в них генетический алгоритм, 
который выбирает оптимальные нейронные сети. Так как криптосистема основана на биологическом 
понятии нейронных сетей, А. Климов и А. Митягин применили биологически мотивированную 
атаку, основанную на генетических алгоритмах. В данной атаке они моделировали большую 
совокупность нейронных сетей с той же самой структурой, как у отправителя и получателя. Сети, 
значения выходов которых равны значению выхода сети отправителя, остаются и размножаются, в 
то время как неудачные сети удаляются. 
Для рекомендованного В. Кинцелем и И. Кантером выбора параметров (количество 
персептронов K = 3, количество входов N = 101, L = 3), А. Климов и А. Митягин пробовали атаку с М 
= 2500 сетей, и больше чем в 50% их тестов, по крайней мере, одна из сетей атакующей стороны 
синхронизировалась с отправителем раньше, чем отправитель и получатель. Из результатов их 
исследований также следует, что генетическая атака особенно эффективна для вариантов, при 
которых используются небольшие значения К. 
Таким образом, при генетической атаке использование нейросетевого протокола обмена 
ключом является небезопасным.  
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Являясь самым дорогим продуктом в сфере межличностных отношений, информация нуждается 
в защите от несанкционированного доступа. Этой проблемой занимается наука криптография, 
главная цель которой – поиск и исследование математических методов  и средств преобразования 
информации для повышения уровня ее защиты.  
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