A summation formula is derived for the hypergeometric series of unit argument 3 F 2 (1, 1, c; d, n + 2; 1), where n = 0, 1, 2, . . . and
Introduction
In this note we give two proofs of the following summation theorem for a particular type of 3 F 2 (1) hypergeometric series (also known as Clausen's series): The case c = d (with n ≥ 1) can be excluded from consideration since the resulting series contracts to a Gauss hypergeometric series which can be summed by the well-known Gauss summation theorem.
Proof 1
In Miller and Paris [1, (1.7)] the following summation theorem was established:
for positive integers m and p. In this formula we set m = 1 and apply a limiting process to deal with the case a → 1. We therefore obtain
upon use of the expansion Γ(z + ǫ) = Γ(z){1 + ǫψ(z) + O(ǫ 2 )} and ψ(1) = −γ, where γ = 0.55721 . . . is the Euler-Mascheroni constant. By means of the evaluation
we then find that
Now let p → n + 1 and replace the summation index n in the finite sum by n − k, followed by a little rearrangement, to obtain
for n = 0, 1, 2, . . . . This is the result stated in Theorem 1. ✷
Proof 2
In a recent paper [2] , the author examined convergent series expansions for the sum
where J ν (x) is the Bessel function of the first kind and the factor Λ is added for convenience. It is supposed that µ, ν ≥ 0, a, b > 0 and α > 0 for absolute convergence. This was carried out using a Mellin transform approach and evaluation of residues. In the particular case ϑ := α − µ − ν = 2n + 1, n = 0, 1, 2 . . . terms in log a appear in the expansions resulting from a double pole. When a = b, it is found that [2, Theorem 2]
for 0 < a ≤ π, where
, and Υ n (a) = γ − log ( 
where
If we now let χ = 1 and use the Gauss summation formula to show that
then it is easily seen that A m = B m /Γ(1 + ν) (m = n). Hence, from (3.1) and (3.2),
from which we obtain
From (3.3) we then find that
If we now make the substitutions c = 1 − µ and d = n + ν + 2 in (3.4), so that 1 + µ + ν + n = d − c, 1 + ν = d − n − 1 and α = d − c + n, we obtain after a little algebra
Use of the identity
to remove some of the ψ functions, we then obtain the result stated in (1.1). The result in (3.4) was obtained on the assumption that µ, ν ≥ 0. But by the principle of analytic continuation the result in (1.1) will hold in the domain of the parameters c and d where both sides of (1.1) are analytic. This concludes the proof. ✷ When n = 0 and n = 1 we have the summations 
