Learning orthogonal F-Horn formulas  by Takimoto, Eiji et al.
Theoretical 
Computer Science 
ELSEVIER Theoretical Computer Science 185 (1997) 177-I 90 
Learning orthogonal F-Horn formulas 
Eij i Takimoto a,*, Akira Miyashiro b, Akira Maruokaa, Yoshifumi Sakai’ 
aGraduate School of Information Sciences, Tohoku University, Sendai, 980-77. Japan 
bSecond Department of Energy Research, Hitachi Research Laboratory, Hitachi Ltd., 
7-l-l Omika-Cho, Hitachi, Ibaraki, 319-12, Japan 
=Department of Information and Computer Sciences, Faculty of Engineering, 
Toyo University 2100, Kujirai, Kawagoe, 350. Japan 
Abstract 
In the PAC-learning, or the query learning model, it has been an important open problem to 
decide whether the class of DNF and CNF formulas is learnable. Recently, it was pointed out that 
the problem of PAC-learning for these classes with membership queries can be reduced to that 
of learning for the class of k-quasi Horn formulas with membership and equivalence queries. 
A k-quasi Horn formula is a CNF formula with each clause containing at most k unnegated 
literals. In this paper, notions of F-Horn formulas and Z-F-Horn formulas, which are extensions 
of k-quasi formulas, are introduced, and it is shown that the problem of query learning for DNF 
and CNF formulas with membership and equivalence queries can be reduced to that for Z-F- 
Horn formulas for an appropriate choice of F. It is shown that under a condition on F, the class 
of orthogonal F-Horn formulas is learnable with membership, equivalence and subset queries. 
Moreover, it is shown that under the same condition the class of orthogonal I-F-Horn formulas 
is learnable with membership and equivalence queries. For the latter result, the condition of 
orthogonality of F-Horn formulas is crucial because, if the statement held without the condition, 
then the result would imply that DNF and CNF are exactly learnable with membership and 
equivalence queries. 
1. Introduction 
One of the central issues of the computational learning theory is to determine, among 
various interesting classes of functions, which classes are learnable and which are not. 
Especially, the DNF and CNF formulas are considered to be one of the most important 
classes to be investigated because they are natural and universal to describe Boolean 
concepts. Although much effort has been devoted to decide whether the DNF and CNF 
formulas are learnable, the problem for various cases is not yet solved. More precisely, 
the various learning problems, such as the problem of deciding whether DNF and 
CNF formulas are PAC learnable (i.e., learnable by randomly drawn examples), that 
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of deciding whether they are PAC learnable using membership queries, and that of 
deciding whether they are exactly learnable using membership and equivalence queries, 
are all left open. 
On the other hand, some restricted classes of DNF(CNF) formulas were shown to 
be learnable. For example, k-DNF formulas (DNF formulas with each term contain- 
ing at most k literals) are PAC learnable and also exactly learnable using equiva- 
lence queries [ 111. Monotone k-DNF formulas are exactly learnable using membership 
queries. Monotone DNF formulas [l, lo], log-term-DNF formulas (DNF formulas with 
at most O(logn) terms where 12 is the number of variables) [4], Horn formulas (CNF 
formulas with each clause containing at most one unnegated literal) [2], CDNF formu- 
las (DNF formulas that can be represented by CNF formulas with sizes polynomially 
larger) [5] are all exactly learnable using membership and equivalence queries. (In 
the result on CDNF formulas, the hypotheses output by the learning algorithm are not 
necessarily DNF formulas). Moreover, a simple argument of reduction of learning 
shows that the dual classes of the classes mentioned above such as k-CNF formulas, 
monotone CNF formulas, etc. are also learnable. Furthermore, since an equivalence 
query can be simulated by some appropriate number of randomly drawn examples [l], 
those classes that are exactly learnable using membership and equivalence queries are 
also PAC learnable using membership queries. 
Kearns, Li, Pitt and Valiant introduced a methodology about the reduction of learn- 
ing called the substitution argument, and showed that if monotone DNF formulas are 
PAC learnable, then DNF formulas are also PAC learnable [7]. The result was epoch- 
making because this implies that the learning problems for the (unrestricted) DNF 
formulas can be reduced to the learning problems for some restricted DNF formulas. 
Pitt and Warmuth developed the methodology and established the notion of prediction 
preserving reductions [9]. Using the methodology of prediction preserving reductions, 
Angluin, Frazier and Pitt pointed out that if k-quasi Horn formulas (CNF formulas 
with each clause containing at most k unnegated literals) are exactly learnable us- 
ing membership and equivalence queries, then DNF formulas are PAC learnable using 
membership queries [2]. (Actually, the reduction can be made within the same leam- 
ing model. We will show it later.) Angluin and Kharitonov used the methodology to 
show that under some conditions, if DNF formulas are PAC learnable using member- 
ship queries, then DNF formulas are PAC learnable without membership queries [3]. 
These results suggest the significance of exploring the learnability of k-quasi Horn 
formulas. 
In this paper, extending the notion of k-quasi Horn formulas, we introduce a notion 
of F-Horn formulas and investigate the learnability of this class. Let F be a class 
of formulas. Then, an F-Horn clause is a disjunction of some negated literals and 
at most one formula in F. For examples, if f E F, then (X1 V X3 V X4 V f) is an 
F-Horn clause. Here, the set {xi,xs,;cq} is referred to as the body of this F-Horn 
clause. An F-Horn formula is a conjunction of F-Horn clauses with distinct bodies. 
Note that if F is the class of (monotone) k-CNF formulas, then F-Horn formulas 
turns out to be identical to the class of k-quasi Horn formulas. We call an F-Horn 
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formula with no body containing others an orthogonal F-Horn formula. We show that, 
under some condition on class F, orthogonal F-Horn formulas are exactly learnable 
using membership, equivalence and subset queries, and from this result we show that 
orthogonal k-quasi Horn formulas are exactly learnable using equivalence and subset 
queries. Moreover, we introduce a notion of Z-F-Horn formulas. An Z-F-Horn formula 
is an F-Horn formula with at most I clauses containing an element of F (and other 
clauses consisting of only negative literals). Although the class of I-F-Horn formulas 
seems too restricted to be investigated, the class is very important because the reduction 
by [2] mentioned above can be restated in terms of I-F-Horn formulas as follows: If 
F is taken to be the class of monotone R-CNF formulas, then the exact learning with 
membership and equivalence queries problem for DNF formulas can be reduced to 
that for I-F-Horn formulas. In this paper, we show that, under some condition (which 
is satisfied when F is the class of monotone L-CNF formulas), orthogonal t-F-Horn 
formulas are exactly learnable using membership and equivalence queries. 
In Section 2, we give the framework of exact learning with queries, and in Section 3, 
we give the definition of F-Horn formulas and show that if I-F-Horn formulas with F 
being the class of monotone k-CNF formulas are exactly learnable using membership 
and equivalence queries, then CNF formulas (and thus DNF formulas by duality) are 
also exactly learnable using membership and equivalence queries. In Section 4, we give 
a learning algorithm for orthogonal F-Horn formulas using membership, equivalence 
and subset queries, and give the correctness of the algorithm in Section 5. In Section 6, 
we give a learning algorithm for orthogonal I-F-Horn formulas using membership and 
equivalence queries. Finally in Section 7, we relate our results to the PAC learning 
problem for DNF and CNF formulas with membership queries. 
2. Learning model 
Let F be a class of formulas and function sizeF from F to the natural numbers be 
associated with F. For f E F, sizeF( f) is regarded as the complexity of ,f and we 
call it the size of f. Usually, the size of a formula f is defined to be the length 
(or something polynomially equivalent) of the description of f. In what follows, we 
sometimes omit the subscript F and simply denote size(f) unless confusion arises. 
For natural numbers n and s, F,,, denotes the set of formulas in F with domain being 
(0, 1 }” and size at most s. That is, 
F,,, = {f E Flf:{O,l}” -+ {O,l},size(f)ds}. 
Clearly, F = U, >, Usa F,,, holds. 
In the query learning model, a teacher of the learning algorithm is assumed to exist 
and give partial information about a formula f to be learned when a query arises 
from the algorithm. Invoking the teacher many times, the learning algorithm outputs a 
formula h in F that would be equivalent to f. Here, the formula f to be learned and 
the formula h output by the algorithm are called the target formula and the hypothesis, 
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respectively. More precisely, the set of queries available to the learning algorithm 
is specified in advance, and for each query a device called an oracle is attached to 
the algorithm that, when invoked, replies an answer of the query to the algorithm. 
Therefore, the learnability of F strongly depends on the set of queries available. Many 
kinds of queries have been proposed, and those considered to be reasonable and often 
used are membership queries(MQ), equivalence queries(EQ), subset queries(SubQ), 
superset queries(SupQ), and so on. In what follows, we identify a query with an 
oracle that accepts the query. 
In the following, let the target formula be f E F,,,. A vector u such that f(u) = 1 
(f(u)=O) is called a positive (negative, resp.) example of f. 
A membership query MQ, when invoked with a vector e E (0, 1)” as its argument, 
returns the value f(u). An equivalence query EQ, when invoked with a formula h E F 
as its argument, returns “yes” if h is equivaient to f, and a counterexample u (i.e., u 
such that f(u) # h(u)) otherwise. A subset query SubQ, when invoked with a formula 
h E F as its argument, returns “yes” if h implies f (i.e., h-‘(l) & f-‘(l)), and a 
counterexample u (i.e., u such that f(u) = 0 and h(u) = 1) otherwise. A superset query 
SupQ, when invoked with a formula h E F as its argument, returns “yes” if f implies h 
(i.e., hk’( 1) 2 f-‘(l)), and a counterexample u (i.e., u such that f(u) = 1 and h(u) = 0) 
otherwise. 
Now we give the definition of the learnability of a class of formulas. In the definition 
below, we take into account the time spent by the learning algorithm. An oracle, when 
invoked, is assumed to return a value in one unit time. 
Definition 1. A class of formulas F is exactly learnable using queries Qi, . . . , Qk if 
there exists a learning algorithm A with oracles Qi,. . . , Qk for F such that for any 
n,s 2 1 and any target formula f E F,,,, A halts in time polynomial in n and s, and 
outputs a formula h E F that is equivalent to f. 
In the above definition, note that the hypothesis output by the learning algorithm 
must be in the target class F, and note that the queries EQ, SubQ and SupQ are 
so defined that the arguments of them are also restricted to formulas in F. Removing 
these restrictions from learning algorithms, we have the weaker notion of exact learning, 
which we call “non-proper” exact learning. 
3. F-Horn formulas 
In this section, we give the definitions of F-Horn formulas and Z-F-Horn formulas. 
A literal is a variable xi or its negation Xi. Especially, a variable xi is called a 
positive literal and a negation Xi a negative literal. A Horn clause is a disjunction of 
negative literals and at most one positive literal. For example, (Xi V 23 V Xg V x2) is 
a Horn clause. Note that the clause is equivalent to (x1x3x5 + x2), where + denotes 
the implicative operation, i.e., (a + b) = (5 V b). Therefore, Horn clauses correspond 
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to those used in logic programs such as Prolog. A Horn formula is a conjunction of 
a finite number of Horn clauses. Clearly, the class of Horn formulas is a subclass of 
the class of CNF formulas. 
Angluin, Frazier and Pitt showed that Horn formulas are exactly learnable using 
membership and equivalence queries [2]. This result shows a new approach to the 
learning of DNF formulas, as well as the fact that some class of logic programs is 
learnable. Taking duals of Horn formulas, we have the class of DNF formulas with each 
term containing at most one negative literal, which is the first subclass of DNF formulas 
shown to be learnable that properly contains monotone DNF formulas. Furthermore, as 
stated in the introduction, Horn formulas are important when considering the learning 
problem of unrestricted DNF formulas. Using the methodology of prediction preserving 
reductions, Angluin, Frazier and Pitt pointed out without proof that if k-quasi Horn 
formulas (with k >2 being a constant) are exactly learnable using membership and 
equivalence queries, then DNF and CNF formulas are PAC learnable using membership 
queries [2]. We show in this section that the reduction can be made within the same 
learning model, which implies stronger result, More precisely, if k-quasi Horn formulas 
are exactly learnable using membership and equivalence queries, then DNF and CNF 
formulas are also exactly learnable using membership and equivalence queries (and 
thus, they are PAC learnable using membership queries). Here, a k-quasi Horn formula 
is a CNF formula with each clause containing at most k positive literals. Clearly, since 
by definition l-quasi Horn formulas are Horn formulas, they are exactly learnable 
using membership and equivalence queries, and thus they are PAC learnable using 
membership queries. Therefore, if unrestricted DNF formulas are not PAC learnable 
using membership queries, then there would be a large computational gap between 
k = 1 and k 3 2 for learning k-quasi Horn formulas. 
Below we will show the reduction from learning CNF formulas to learning k-quasi 
Horn formulas. Let the target formula be a CNF formula f over n variables. Replacing 
each xi occurring in f with Xn+i, we have a CNF formula consisting of only negative 
hterals. Let f be the conjunction of the CNF formula obtained and the special clauses 
(XI +x,+1 )(X1 +.?,+I). . (x, +xzn)(X, +.G,,). Clearly f is a 2-quasi Horn formula over 
2n variables. For example, if 
f = (XI +-k +X3)(X1 +x2), 
then 
f=(z4 +x2 + &)(% + x5)(x1 + x4)(& +x4)(x2 + x5)(22 +&)(x3 +x6)(:3 + s&j). 
For a vector w E (0, 1) , 2n let the vectors consisting of the first and the last n bits of 
w be denoted by WI and ~2, respectively. It is easily seen that for any w E (0, 1}2n, 
j(w) = f (WI) if w2 = Wr and i(w) = 0 otherwise. Here, $1 denotes the vector obtained 
by taking bitwise complement of wt. From this fact, we can construct the membership 
query MQ] and the equivalence query EQf for f from the membership query MQf and 
the equivalence query EQf. MQf, when invoked with w E (0, 1}2n, returns 0 if w2 # Wt, 
and f (WI) otherwise. Here, the value f (WI) is obtained by using MQ,f. Clearly, MQf 
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answers the correct value of f”. EQf, when invoked with i, replaces each Xn+i with 
Xi to obtain the hypothesis h over n variables and invokes EQf with h. (Note that 
h is a CNF formula.) If EQf answers “yes”, then it terminates the whole learning 
process and outputs h. If EQ/ answers u, then EQ/ answers uEi. From the fact that 
f(u) = f(G) and h(u) = &UC) for all u E (0, l}“, the vector u5 is a counterexample of i 
whenever u is a counterexample of f. So, EQf works well. Then, using the argument 
of prediction preserving reductions, we can show that if 2-quasi Horn formulas is 
exactly learnable using membership and equivalence queries, then CNF formulas (and 
hence, DNF formulas by duality) are also exactly learnable using membership and 
equivalence queries. 
In this paper, extending the notion of Horn formulas, we introduce notions of F-Horn 
formulas and l-F-Horn formulas. 
Let F be a class of formulas. An F-Horn clause is a disjunction of some negative 
literals and at most one formula in F. For example, for f E F, (Xi V X3 V X4 V f) is an 
F-Horn clause. 
Definition 2. Let C be an F-Horn clause. Let neg(C) denote the set of indices i of 
variables xi occurring as a negative literal in C. Let cons(C) denote a formula in F oc- 
curring in C. Note that for any F-Horn clause C, C is represented by C = VjEnegcCjijV 
cons(C). 
Definition 3. An F-Horn formula is a conjunction of a finite number of F-Horn clauses 
C with distinct index sets neg(C). Let the size of an F-Horn formula f be the sum 
of sizep(h) for all fi E F occurring in f plus the number of Horn clauses m of f. 
Although an F-Horn formula f is restricted so that the index sets neg(C) are different 
from each other, the class of F-Horn formulas can contain Horn formulas. This is 
because using the fact (A + B)(A + C) =A + BC we can rewrite a Horn formula as 
an F-Horn forrnula with F being the class of monotone monomials. Similarly, k-quasi 
Horn formulas can be rewritten as F-Horn formulas with F being the class of monotone 
R-CNF formulas. 
Restricting the number of occurrences of formulas in F, we have the notion of 
l-F-Horn formulas. 
Definition 4. An Z-F-Horn formula is an F-Horn formula with at most 1 clauses con- 
taining a formula in F (and other clauses consisting of only negative literals). 
Although the class of E-F-Horn formulas seems unnaturally restricted, it is an im- 
portant class to be investigated because the formula reduced from a CNF formula 
shown above is just an l-F-Horn formula with F being the class of monotone 2-CNF 
formulas. Thus, we have the following theorem. 
Theorem 5. Let 12 1 and k >,2 be constants and F be the class of monotone k-CNF 
formulas. Then, if I-F-Horn formulas are exactly learnable using membership and 
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equivalence queries, then DNF and CNF formulas are also exactly learnable using 
membership and equivalence queries. 
We introduce a notion of orthogonality for F-Horn formulas so that orthogonal 
F-Horn formulas and orthogonal I-F-Horn formulas are learnable as seen in the sub- 
sequent sections. 
Definition 6. An F-Horn formula f = Cl A. . A C, is said to be orthogonal if for any 
i and j such that l<i#j<m, neg(Ci)gneg(C,). 
Note that the dual of a monotone DNF formula is an orthogonal F-Horn formula 
(with each clause containing no formula in F). So, the dual class of monotone DNF 
formulas is properly contained in the class of orthogonal F-Horn formulas for appro- 
priate choice of F. Therefore, the fact that orthogonal F-Horn formulas are learnable 
implies that a class larger than monotone DNF formulas is learnable. 
4. Learning orthogonal F-Horn formulas 
A class of formulas F is learnable with one-sided error if F is still learnable under 
the condition where equivalence queries are restricted to accepting only formulas h 
with one-sided error, i.e., h-‘( 1) C f -‘( 1) for any target formula f. Note that for 
any hypothesis h with one-sided error, the counterexample returned by the equivalence 
query is always positive. 
Now, we give one of the main theorems of this paper. 
Theorem 7. Let a class of monotone formulas F be exactly learnable using equiv- 
alence queries with one-sided error. Then, orthogonal F-Horn formulas are exactly 
learnable using membership, equivalence and subset queries. 
Let f be a target formula. Clearly, for any vector u = (~1,. . . , v,) E (0, l}“, f(v) = 1 
if and only if the monomial r\,:,=,ij A Aj,,,=r xj is contained in f. This implies that 
the value of f(v) can be obtained without membership queries by invoking a subset 
query with this monomial. However, if the monomial cannot be represented by an 
F-Horn formula, we cannot use a subset query with the monomial as its argument by 
definition. (Recall that if we permit the usage of that kind of queries, then we only 
say that the class are “non-properly” learnable using equivalence and subset queries.) 
Of course, if monomials are contained in the target class, then we do not need 
membership queries. Furthermore, if monotone monomials are contained in F, then we 
can show that a membership query can be simulated by a subset query in a similar 
way. For vector u, we define a formula h, as follows: 
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where m, is the monotone monomial AjzV,=, Xj. Clearly, the vectors satisfying h, are 
u and 0. That is, h;‘(l)= {u,O}. S ince mV E F by assumption, h, is an orthogonal 
F-Horn formula. So, we can use a subset query with h, as its argument. Without loss 
of generality, we can assume that f (0) = 1 because otherwise f consists of only one 
clause C such that C = f (i.e., neg(C) = 4 and cons(C) = f ), and hence f is exactly 
learnable using only equivalence queries by assumption. Thus, we can assume that 
f (0) = 1. Then, a subset query with h, returns “yes” if and only if f(u) = 1. 
Since the class of monotone k-CNF formulas contains monotone monomials and 
is exactly learnable using equivalence queries with one-sided error [lo], we have the 
following corollary. 
Corollary 8. Orthogonal k-quasi Horn formulas are exactly learnable using subset 
and equivalence queries. 
We prove Theorem 7 by giving a learning algorithm &-nom for orthogonal F-Horn 
formulas. We give the learning algorithm A F+,.,, in this section and the correctness of 
the algorithm in the next section. First we give the outline of the algorithm. 
Let the learning algorithm that exactly learns F using equivalence queries with one- 
sided error be denoted by A,v. Without loss of generality, we assume the first hypoth- 
esis with which AF invokes the equivalence query to be FALSE (the formula taking 
value 0 identically). Let the target formula be f = Cl A. . . A C,, where Ci is an F- 
Horn clause. In order to learn cOnS(Ci)‘s, algorithm &-non, runs &‘s independently 
for each 16 i <m. For notational convenience, these executions of AF’S are referred to 
as AF,I,...,AF,,w 
For u=(vi,..., v,)~{O,l}” and ldjdn, let u (j) denote the vector obtained by re- 
placing the jth component of u by 0. Let true(u) be the set of indices of the components 
of u taking value 1. That is, n(j) = (vi,. . . , Uj-i,O, Vj+i,. . . , v,) and true(u) = {j 1 Uj = 1, 
1 <j<n}. 
Algorithm AF-H~,.,, consists of two phases, each computing the ingredients of the 
clauses of the target formula: One computing the negative literal sets, denoted Ni’s, 
using only negative counterexamples (Phase 1 ), and the other computing the monotone 
formulas, denoted fi’s, using only positive counterexamples (Phase 2). 
In Phase 1, putting the initial hypothesis h to be TRUE (the formula taking value 1 
identically), algorithm AF-H~,,, repeats the following procedure, Let the hypothesis 
obtained at the beginning of the kth iteration of the procedure be denoted by h = 
Nl A . . . A Nk-i. (Note that h = TRUE for k = 1.) First invoke the subset query SubQ 
with h as its argument. If SubQ(h) returns “yes”, then terminate Phase 1 and pro- 
ceed to Phase 2. Otherwise, receive the counterexample u from SubQ(h) and obtain 
a negative vector u’ using membership queries so that true(u’) is a minimal subset of 
true(u). Then, let the kth clause be Nk := VjEtrue(” ) , , jl’ and modify the hypothesis by 
h:=hANk. 
Note that at the end of Phase 1, the algorithm has h = N, A . . . AN, as the current 
hypothesis, where each clause Ni consists of only negative literals. 
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begin 
h := TRUE; 
{Phase l} 
until SubQ(h) = “yes” do 
begin 
u := SubQ(h); 
{minimize u} 
for n times do 
forall j E true(v) do 
if MQ(u(j)) = 0 then 
v := &i). 
h := h A (VjEtj-ue(u) n/ l 
end 
{Let the hypothesis at this point be h = Ni A . A N,.} 
{Phase 2) 
for i := 1 to m do 
hi := AF,i(); 
h:=(N, vh,)r\.,.A(N,vh,); 
until EQ(h) = “yes” do 
begin 
u := EQ(h); 
forall i such that (Ni V hi)(u) = 0 do 
hi := AF,t(U); 
h := (NI v h,) A . . . A (N,,, v h,); 
end 
output h; 
end. 
Fig. 1. Algorithm A,c-&~. 
In Phase 2, run AF,i for 1 <i <m independently and suspend the executions when 
AF,i’s invoke equivalence queries with some hypotheses hi’s. (Actually, the hi’s are 
all FALSE because the initial hypothesis of A F is assumed to be FALSE.) Then, 
repeat the following procedure with h = (Nt V 121) A. . . A (N, V h,). First invoke the 
equivalence query with h as its argument. If EQ(h) returns “yes”, then output h as 
the final hypothesis and halt. Otherwise, receive the counterexample u from EQ(h) and 
for all 1 <i <m such that the ith clause (Ni V hi) is not satisfied with U, feed u to 
AF,i as a counterexample of hi and continue the execution of A,i until it invokes the 
equivalence query with some hypothesis hi, and suspend it again. Then, modify the ith 
clause by (Ni V hi). 
The detailed algorithm &-u,,m is shown in Fig. 1. For notational convenience, let 
the hypothesis hi with which AF,i, when given U, invokes the equivalence query be 
denoted by AF,i(U). Also, let the initial hypothesis of A,i be denoted by AF,i( ). 
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Note that in Phase 1 the for loop of n times is inserted when obtaining a minimal 
negative vector v. The loop is not needed if all the clauses of the target f consist of 
only negative literals. In this case, for any v satisfying a clause Ci,V(‘) also satisfies Ci 
for any j. Hence, testing whether v (j) is a negative vector for j from 1 through II, 
we can obtain a minimal negative vector. On the other hand, if a clause of f has 
a monotone formula in F, the one-pass tests does not always succeed. Suppose for 
example that the target formula is f = (21 V&) A (X3 VXZ), where x2 in the second 
clause is a formula in F. Then SubQ(h) with h=TRUE may return v=(lll) as 
a negative counterexample. If the outer for loop is omitted, we would have v = (lOI), 
not minimal. 
5. The correctness of AF_H,,ro 
In this section, we prove that algorithm A _ ,Guom exactly learns orthogonal F-Horn for- 
mulas by showing two lemmas. In what follows, fix the target formula to be f = Ci A 
. . . A C,, and let Ni denote v. ,EnegcC ) ij and let fi denote cons(Ci) for 1 <i <m. Note , 
that Ci = Ni V fi. 
Lemma 9. In Phase 1, invoking SubQ m times and MQ at most nm times, A,v-H~,,, 
obtains h=N, /\...r\N,,,. 
Proof. We show the lemma by an induction on the number of the iterations of the 
until statement (i.e., the number of times SubQ was invoked). We may assume that the 
hypothesis obtained at the beginning of the kth iteration is h = N, A . ’ A Nk_1. Now 
we show in the kth iteration a new clause NE {Nk, . . . , N,} is obtained. 
First we show that h is not contained in f. Note that the target formula is rep- 
resented as f = (Ni V fi ) A . . . A (N, V fm). Choose Nj E {Nk, . . , N,,,} arbitrarily, and 
let u be the vector such that true(u) = neg(Nj). Clearly u is a minimal vector among 
V’s such that Nj(V)= 0. So, we may assume that fj(U) = 0, and hence f(u)=0 be- 
cause otherwise Nj V fj would take value 1 identically by the monotonicity of fj. On 
the other hand, we have h(u) = 1 by the orthogonality of {Ni, . . . , Nm}. This implies 
h-‘( 1) g f -'( 1). Therefore, SubQ(h) returns a negative counterexample v. That is, 
f(v) = 0 and h(v) = 1. Let the V be denoted by Va. 
In the procedure of minimizing v, let Vi denote the vector v obtained at the end 
of the ith iteration of the for statement (1 <i <n). Now suppose inductively that 
Vi-i is a negative counterexample, i.e., f (Vi-l) = 0 and h(vi_1) = 1. (This holds for 
i = 1.) This implies that there exists a clause C E {Ck, . . . , Cm} such that C(q_i ) = 0, 
i.e., neg(C) 2 true(vi_1) and cons(C)(Vi_i)=O. Assume that neg(C) # true(vi_l), 
that is, there exists a j E true(vi_, ) - neg(C). Then, since cons(C) is a monotone 
formula, vj!‘, does not satisfy C, that is, Vj!‘, remains a negative example. This im- 
plies that at the ith iteration of the for statement, v is replaced by u(j), i.e., Vi = Vi!), 
for some j. Moreover, since h(v,_1) = 1 and h consists of only negative literals, 
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h(u,) = 1 holds as well. From these facts, we can see that ui remains a negative coun- 
terexample and true(ei) g true(Ui_i ) holds. Thus, the sequence ui, ~2,. . . converges to 
some u such that neg(C) = true(u) for some C E { Ck, , Cm}. Therefore, a new clause 
N = VjEfrue(v) Xj = VjEneg(c) Xj is found in {Nk, . . . , N,}. It is easily seen that for each 
iteration of the until statement, SubQ is invoked just once and MQ is invoked at most 
n times. Cl 
Since AF.i exactly learns F using equivalence queries, there exists a polynomial p 
such that for any fi E Fn,s,, AF,~ halts after at most p(n, s, ) equivalence queries are 
invoked. 
Lemma 10. In Phase 2, AFmHom calls AF,i at most p(n,sizel;(f,)) times for any 1 d 
i<m. 
Proof. It suffices to show that when an equivalence query arises from some AF,i, 
AF-H~,,, correctly feeds a counterexample for fi to AF,~. We show this by an induction 
on the number t of the iterations of the until statement. 
Before the iterations starts, since each hi is the initial hypothesis of AF,~, we can say 
that A,, is on the execution of learning of fi as its target formula. Note that since 
hi = FALSE is contained in fi, h is also contained in f. 
Assume at the beginning of the tth iteration that h is contained in f and for any 
1 <idm, AFT is on the execution of learning of fi as its target formula. Clearly, this 
holds for t i 1. The hypothesis h can be represented as h = (NI V hl ) A . . . A (N, V h, ). 
Since h is contained in f, EQ(h) always returns a positive counterexample U. So, there 
exists an i such that (Ni V hi)(U) = 0 and (Ni V fi)(u) = 1, which implies hi(u) = 0 and 
,fi(u) = 1. This implies that u is a counterexample of hi for the target formula fi. Thus, 
A,i, when given u, continues the execution of learning of f2 and modifies the hi, which 
is contained in .fi because A,i learns F with one-sided error. 0 
By the above two lemmas, we can easily see that algorithm A,c-H~,,, halts in time 
polynomial in IZ and the size of f (m + Cy=, sizeF(fi)) and outputs a formula that is 
equivalent to f, completing the proof of Theorem 7. 
6. Learning orthogonal Z-F-Horn formulas 
Inspecting Algorithm A,v-H~,.,, closely, we find in AF-H~~ that two types of counter- 
examples are separately used to construct a hypothesis, negative ones to find neg(C) 
for some clause Ci not yet found, and positive ones to learn cons(C) for some clause 
Ci already found. This causes us to form an idea to combine two phases into one 
so that the algorithm may appropriately choose which phase to go depending on 
the types of counterexamples. More precisely, invoking the equivalence query with 
the current hypothesis h = (NI V hl ) A . . . A (Nt V h,) and receiving a counterexample 
U, the algorithm executes the procedure of minimizing u to find a new N,+i if u is 
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negative, or executes AF,i to modify hi if u is positive. In fact, if u is a positive 
counterexample, then the same argument as Lemma 10 holds and AF,~ proceeds on the 
right way of learning of fi. Moreover, if u is a negative counterexample satisfying 
N,,... ,N,, then the same argument as Lemma 9 also holds and a new N,+i is found. 
The only problem is when a negative counterexample u is drawn such that u does not 
satisfy Ni for some 1 <i <t. Note in this case that u satisfies hi instead because u is 
positive for h. So, this can happen only for the clauses C with cons(C) being not 
the identical formula FALSE, which are at most 1 if f is an Z-F-Horn formula. Let I 
denote the set of indices i’s such that u does not satisfy Ni:, and let N denote a clause 
in {N,+i,... N,} such that N(u) = 0. Note that )ZI 6 1. Since h is an orthogonal F-Horn 
formula, there exists a j, E neg(Ni) - neg(N), for any i in I. Therefore, letting J denote 
the set lJi,&ji}, we have u(-‘) that satisfies all Ni, . . . , Nr and still does not satisfy f, 
where ucJ) denotes the vector obtained by replacing the jth component of u by 0 for all 
j E J. Then, the same argument of Lemma 9 follows. However, it may be hard to find 
the set J since neg(N) is unknown. To overcome this difficulty, the algorithm simply 
enumerates all J = u,,,{ ji} for all combinations of ji E neg(Ni). Since the size of J 
is at most IZ] < 1, the enumeration completes in polynomial time when I is a constant. 
Thus, we have the following theorem. 
Theorem 11. Let a class of monotone formulas F be exactly learnable using equiv- 
alence queries with one-sided error. Then, for any constant I, orthogonal I-F-Horn 
formulas are exactly learnable using membership and equivalence queries. 
The detailed learning algorithm for orthogonal Z-F-Horn formulas is given in Fig. 2. 
7. Concluding remarks 
Although there has been a great deal of interest in developing PAC learning 
algorithms for the class of DNF and CNF formulas, nobody has succeeded to de- 
velop one for these classes even if the usage of membership queries are permitted. 
Recently, Jackson partially solved the problem by giving a PAC learning algorithm 
with membership queries for DNF formulas provided that the examples are drawn ac- 
cording to the uniform distribution [6]. But, the hypotheses produced are not DNF 
formulas (i.e., the algorithm non-properly learns DNF formulas) and it remains open 
whether DNF and CNF formulas are PAC learnable with membership queries in the 
distribution-free setting. 
One of the hopeful strategies to attack the problem is to develop an exact learning 
algorithm for some subclass of DNF and CNF formulas instead, as pointed in [2]. In this 
paper, we restated this reduction of learning in terms of I-F-Horn formulas as follows. 
Let F be the class of monotone K-CNF formulas for k 32. Then, if Z-F-Horn formulas 
are exactly learnable using membership and equivalence queries for some I> 1, then 
unrestricted DNF and CNF formulas are also exactly learnable, which implies that they 
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begin 
h := TRUE; 
until EQ(h) = “yes” do 
begin 
{Let the hypothesis of this point be h = (NJ V hl) A . A (Nt V h,). } 
u := EQ(h); 
if h(u) = 1 then 
begin 
{a negative counterexample } 
I := {1’(Nj(U) = 0,l 5 i I t}; 
{ Let I = {ir,..., is}. Note that s < 1. } 
find jl E neg(Ni, ), . . , j, E neg(iVi$ ) such that 
MQ(U’h-d)) = 0; 
U := U({~l&~,. 
for n times di 
for j E true(u) do 
if MQ(u(i)) = 0 then 
u := v(j). 
’ N~+I := Vjctrue(“jfj; 
ht+1 := &+I(); 
h := h A (N,+l v h,+,); 
end 
else {a positive counterexample } 
begin 
forall i such that (Ni V hi)(U) = 0 do 
hi := AF,i(U); 
h:=(N~vhl)A...A(N,vh,); 
end 
endif 
end 
output h; 
Fig. 2. A learning algorithm for orthogonal I-F-Horn formulas 
are PAC learnable using membership queries. Since the class of Z-F-Horn formulas is 
a very restricted subclass of CNF formulas, it seems easier to cope with this class, 
rather than to cope with CNF and DNF formulas themselves. 
On the other hand, some researchers suspect that DNF and CNF formulas are not 
PAC learnable (even with membership queries). For example, Kharitonov used crypto- 
graphic assumptions to show that the class AC0 is not PAC learnable with membership 
queries [8]. While this result does not immediately apply to subclasses of AC0 such 
as DNF formulas, it might provide a circumstantial evidence of the hardness of PAC 
learning of DNF formulas. If it is true, then our reduction result would imply that 
Z-F-Horn formulas are also hard to learn with membership and equivalence queries. 
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In order to break the hardness, we introduced the notion of orthogonality and showed 
that orthogonal Z-F-Horn formulas are exactly learnable with membership and equiva- 
lence queries (with F being monotone k-CNF formulas). Since the condition of ortho- 
gonality makes Z-F-Horn formulas learnable, there would be a large computational gap 
between with and without the orthogonality for learning Z-F-Horn formulas. Recall, 
however, that the Z-F-Horn formula reduced from a CNF formula in Theorem 5 is 
almost orthogonal, i.e., all clauses except the clause ((xi + x,+1). . . (x,, + ~2~)) are 
orthogonal and have no formula in F. This special clause C is of the form (0 + f) 
with f being a monotone 2-CNF formula. Note that neg(C) is the empty set and 
contained in neg(C) for any other clause Ci. (This is because the reduced Z-F-Horn 
formula is not orthogonal.) Note also that the only formula f in F appeared in the 
reduced Z-F-Horn formula is known and need not be inferred. Therefore, the only thing 
to do for learning DNF and CNF formulas is to infer the orthogonal clauses other than 
the special clause of the reduced Z-F-Horn formula. This implies that the computa- 
tional gap would lie between with and without the special clause, rather than with and 
without the orthogonality. 
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