This paper is concerned with the numerical treatment of the first-order hyperbolic partial differential equation by small parameter with the time derivative term. This problem is reduced to stiff system of ODE, in time. The resulting system is solved by the restrictive Pad& approximation. The stability condition and the en-or upper bound are introduced. The numerical results are given and the considered method gives better results compared with the classical advantages of the considered method compared with the classical Pade' approximation.
Introduction
Consider the singularly perturbed first-order hyperbolic partial differential equation:
du du
5---+ f(x,1); x > 0, t>0 (1 ) dt 8x
where8 > 0 is small, a is real positive constants and f (x, t) is given continuous function satisfies the initial and boundary conditions:
u(x,0) = uo(x), 0<x<1 1
u(0,r). go(t), u(1,t)-= g,(0, t>0
Using the central finite difference approximation for ux as
u(ih,t)=-1 [(u(i +1)h,t)--(u(i -1)h,t)i;
i 1(1)N -1. 2h
The resulting semi-discrete approximation U(ih, t) to u (x, t) of equation (1) where
satisfies dU(ift,t) a -(U((i -1)h,t)-U((i +1)h,t)1+ -

U(ih,0)= uo(th), U(0,i) = go(t), and 11(Nh,t)=
t 0 , it can be written in matrix form as:
dU(t) -AU (t)+ (4) dt
where U(r) = 
,(t))T F(t)= --(f,(t), IN _Mr , U,(0=U(th,t), Z(t)= f(ih,t)
and 0 -1 1 0 -1
The solut'on of this system of ordinary differential equations (4) as done in [10] and [11] take the form: 
In the following section we define an implicit method for solving singularly perturbed initial boundary value problem for hyperbolic partial differential equation produced very high accuracy compared with the other classical methods. We use the restrictive Pade' approximation as done in [1] and [2] to approximate the exponential matrix.
Restrictive Pade' Approximation (RPA)
The restrictive Pade' approximation can be written as done in [1] in the form
where a is a positive integer dose not exceed the degree of the denominator N,
Let f (x) have a Maclaurin series f(x)= Ec, , then from equations (8) and (9) we have
The vanishing of the first (M+N+1) powers of x on the left hand side of (10) implies a system of (M+N+1) equations.
Hence we can determine the coefficient, a; and bi as a function of a, i=1(1)a, where the parameters si are to be determined, such that
It means that the considered approximation is exact at (a+1) points. 
using equation (13) to approximate the exp(k A) in equation (6), which can the form:
or
which can take the equivalent scalar form:
Similarly the restrictive Pads' approximation of order [111] of the exponential matrix exp(k A) as done in [3 ] can take the form:
or 1
Putting e •= 0 in equations (16) and (20), we have the schemes arising of applying classical Pade' approximations [0/1] and [1/1] respectively to the exponential matrix exp (kA) in equation (6) . To determine the restrictive parameters e , we must have the exact solution or a highly accurate numerical solution at the first level.
(/+(6.
It can take the
The Stability Analysis
By using Von-Neumann stability analysis method we have, the amplification factors GI and G2 for the difference equations (16) and (20) respectively are:
i.e. IG, 1 <1, Ve and 1G11<1, Ye <0 consequently the considered methods (16) and (20) are unconditionally stable.
The Local Truncation Error Upper Bound i-) For the RPA[0/1]
Using Taylor expansion, we can obtained the local truncation error of the difference equation (16) as done in [5] , [6] , [7] , [8] and [9] as: We consider two cases: i-) Case I : We apply our methods such that the exact solution is given at the first level to determine the restrictive parameters s, , and hence we use it for another levels for calculation. Tables (1) gives the absolute errors along x=0.1,0.5,0.9 where h=0.1 and S = 0.01, k=0.001. Tables (2) gives the absolute errors along x=0.1,0.5,0.9 where h=0.1 and 8 = 0.001, k=:01)000T.
ii-) Case II: In general the exact solution at the first level is unknown, and we use the classical method in the case of PA [1/1] , to evaluate the solutions at the first time level by large number of very small space and time steps lengths h=0.01 and k=1x104° , after 100 time step, k=1 xle and we can choice space step h=0.1, hence we determine the restrictive parameters s i.e. we can use large space and time steps lengths h and k to evaluate the solution at another levels. Tables (3) give the absolute errors along x=0.1,0.5,0.9 where h=0.1 and 8 = 0.0001, k=1x1043. 
Conclusion
The numerical results presented in case I in each of tables (1), (2) and (3) shows that the absolute errors obtained by the considered methods is almost of order 10-10 of that absolute errors obtained by the classical methods. Also, the numerical results presented in case II in table (3) shows that the best absolute errors estimation for the classical methods is not better than 10 -5 , while for the considered methods the maximum absolute errors estimation dose not exceed that 10 '5 .
