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ABSTRACT 
This thesis examines certain numerical methods for the solution of 
second kind Fredholm integral equations of the form 
( 1) X E [0 ,1 ] 
where K is the operator defined by 
-- fo
1 
(Ku) (x) k(x,~)u(~)d~ 
Let u be the Galerkin solution to (1) using an n-dimensional space 
n 
of piecewise polynomials of degree r as the basis space . I t is known that 
// u -uo/1 ~ O(n-r-1) 
n oo 
Chapter 2 shows that if u 
n 
is used to calculate the 
iterated Galerkin solution, * u = f + Ku then (under suitable regularity 
n n 
conditions on k and f) the order of convergence is doubled to 
That is , * u is global l y superconvergent . 
n 
If k 
fails to satisfy the r egulari ty conditions because of a discontinuity along 
the diagonal X = ~ ' then * u 
n 
still exhibits this - 2r - 2 O(n ) super-
convergence at the grid points , but not globally . Chapter 3 shows for smooth 
k and f that global superconvergence is preserved when the integrations 
required to form the Galerkin equations are performed numerically. The proofs 
of chapters 2 and 3 use the duality argument from the finite element 
literature . 
In practice the kernel function k is rarely smooth . Chapters 4 and 5 
consider product integration solutions to (1) when the kernel is of 
convolution type with a weak singularity. The high rates of convergence 
observed for the product integration solution when u 0 is smooth have been 
explained previously . However the singularity in the kernel introduces 
certain typical singularities into u 0 which reduce the rate of convergence . 
(iv) 
Chapter 4 uses a modified duality argument and a characterization of the 
singularity of the solution in terms of Nikol ' skii s9aces to prove these 
reduced orders of convergence . 
Chapter 5 reports numerical experiments which indicate that the order 
of convergence can be restored 'by using an appropriate non-uniform grid. 
Such grids may be generated automatically by an adaptive method . This 
method uses the characterisation of the product integration solution as an 
iterated collocation solution . 
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INDEX OF NOTATIONS 
This index lists some notations which are used throughout the thesis. 
It does not include some of the temporary notation used from time to time. 
Operators 
I 
K 
p 
n 
' p 
n 
Func t i ons 
u 
n 
* u 
n 
( k) 
u 
The identity operator . 
See equation (1 . 1) . 
A projection operator . See p . l for its use in 
chapter l , p . 19 for its use 1n chapters 2 and 3, 
and p . 43 for its use 1n chapter 4 . 
p = I - p 
n n 
The kernel function, solution and right hand side of 
the integral equation (1 . 2) . 
The projection solution (p.l, p . 20); but see also p.50 
for its use in section 5 . 3 . 
The iterated projection solution (p.2, p.20), and 1n 
chapter the product integration solution (p.47). 
The weak kth derivative . 
Function Spaces and Norms 
II • II 
L p (St) 
' ll · llp , s-2 
ck (St) 
, 11 • 11 
, k ,oo , [2 
CCL (St ) 
' ll · IICL , oo , s-2 
* 
wk (St) 
' II · ll w,k,p,s-2 p 
CL 
N l (St) 
' II · IICL ,1, s-2 
\) 
Sp6 (C , JP r) 
s 
n 
Miscellaneous 
C 
Uf;2 
In chapter 1 denotes II • 11 . 00 
p . 8 . 
p . 8 . 
p . 8 . 
p .7 0 . 
p . 70 , 
p .18 . 
P .19 . 
p . 8 . 
The generic constant , p.9, p.19 . 
The difference operator , p . 18 . 
{xEs-2 : x+sESt} , p .8. 
A quadrature rule p . 34 . 
(viii) 
Theorem c . n denotes theorem number n of chapter c , theorem n 
denotes theorem number n of the current chapter. Similarly with equation 
(c . n) and equation (n) . 
f 
1 
CHAPTER 1 
PROLOGUE 
1. Introduction 
This thesis analyses certain methods for the numerical solution of 
linear Fredholm integral equations of the second kind on a finite interval. 
We suppose that we are given an integral operator K defined by 
(1) (Ku) (x) = 1 k (x, ~)u(~)d~ • X E I= [O ,l ] • 
I 
and we wish to approximate the unique function u 0 satisfying the equation 
( 2 ) (I-K)u0 = f 
where f is a known function and I denotes the identity operator. For 
the subsequent mathematical analysis we wish to regard (2) as an operator 
(X) 
equation on L Hence various conditions are placed on · k to ensure that 
(X) 
K is a compact operator on L But we assume without further explicit 
(X) (X) 
mention that (2) is well posed on L that is for every f EL there 
(X) 
exists a unique u 0 EL such that (2) holds. 
(X) 
Let S be an n dimensional subspace of L (the basis space ) and 
n 
(X) 
let P be a projection of L 
n 
onto S 
n 
(2) is a function U E S 
n n 
satisfying 
( 3 ) (I-P K)u =Pf 
n n n 
Then a projection solution to 
Such approximate solutions have been extensively studied, and their existence, 
uniqueness ,and rates of convergence are well understood (Krasnosel'skii 
et al. [28] , Ikebe [26] and the references given there) . However , following 
the suggestion of Sloan et al . ([3 7] , [ 37 ] [39] [ 41 ] and [42]) , let us apply 
the natural iteration , u ~ f +Ku, to u 
n 
Then the projection solution, 
, 
2 
u is viewed as an intermediate step in the final calculation of the 
n 
iterated projection solution 
( 4) * u = f + Ku 
n n 
Although u* 
n 
has been observed to have a higher rate of convergence than 
u this is not well reflected in the existing error estimates . 
n 
It is clear that the natural iteration will not damage the order of 
convergence obtained ; for 
( 5) u * - u 
n 0 
shows 
for some constant depending only on K . Further , using (5) and the 
compactness of K , Sloan [38] has shown under fairly general conditions 
that 
( 6) jj u* - u II 
n 0 
Hence the order of convergence of u* 
n 
is greater than that of u 
n 
But it is well known that (6) is by no means an optimal estimate. It 
is easy to see that 
( 7 ) 
u* 
n 
satisfies the equation 
( I - KP ) u * = f . 
n n 
Under mild conditions on K and P it can be shown that KP is a 
n n 
00 
sequence of consistent (K u~Ku for all UEL), collectively comp act operators 
n 
approximating K. Thus it follows (Anselone [ 2 ] , Atkinson [ 3 ] ) 
is uniquely defined by (7) and 
that u* 
n 
3 
( 8) 
for some constant C depending only on K. 
Now consider the particular example in which s lS the set of 
n 
piecewise polynomials of degree r on a uniform grid and p lS the 
n 
interpolatory projection defined so that p u interpolates u at the r+l 
n 
Gauss-Legendre points on each subinterval . Then u is the collocation 
n 
solution to (2) and u* 
n 
is the product integration solution. It is known 
that while it follows from the results of de Hoag and 
Weiss [25] applied to (8) that llu*-u JI 
n 0 
assume that k and are smooth . ) 
-2r-2 
= O (n ) . (Both these estimates 
Thus the order of convergence of 
u * is twice that of u 
n n 
showing that the error bound (6) may be 
significantly improved in certain situations. 
The higher rate of convergence of u* 
n 
is to some extent surprising. 
The 
-r-1 O(n ) convergence of is optimal in the sense that 
is also - r - 1 O(n ) Thus it is unexpected that u 
n 
could 
be used to generate such a higher order solution. Such faster than optimal 
convergence is called superconvergence . 
Besides product integration, the best known projection method is the 
Galerkin method . Given an appropriate s 
n 
p 
n 
is chosen to be the 
orthogonal projection in the L2 sense ("least squares" projection). In 
this case there are no existing superconvergence results analogous to those 
for product int gration . This obvious gap is filled in chapter 2. When 
piecewise polynomials (i . e . splines) of degree r are used as basis functions 
it is shown that -2r-2 ll u~-u0 JI = O(n ) when the 
kernel and the solution have r+lth derivatives. Moreover, if the kernel 
fails to have 1th r+ derivatives only because of discontinuities along the 
4 
diagonal x = ~ (for example Green ' s functions of ordinary differential 
equations) , then u* will be superconvergent at the knot points, but not 
n 
globally . The basic step in the proof of these results is the application 
of the Aubin-Nitsche duality argument of the finite element literature 
(Strang and Fix [ 43]) . 
An essential limitation on Galerkin methods is the necessity to perform 
the required inner products analytically . In all but the simplest cases this 
is impossible , and quadrature must be used . The solutions obtained in this 
fashion will be called the discrete Galerkin solution and the discrete 
iterated Galerkin solution . Chapter 3 gives an error analysis of these two 
methods . The main result is that if f and k have 2r+2th 
derivatives and if composite quadrature rules of sufficiently high degree 
are used , then the discrete iterated Galerkin method has the same super-
convergent behaviour as the (exact) iterated Galerkin method . Such results 
are common in the numerical solution of differential equations , but are 
rare for integral equations . 
When discontinuous splines are used the discrete iterated Galerkin method 
reduces to a Nystrom method , and the results of chapter 3 give the expected 
orders of convergence under much the same conditions as the standard analysis 
(Atkinson [ 3 ]) . However when splines of high continuity are used, the 
discrete iterated Galerkin methods are a new class of methods whose convergence 
has not previously been examined . 
Although integral equations with smooth kernels occur in p4actice, they 
do so infrequently . Thus the final two chapters of the thesis consider product 
integration solutions when the kernel is weakly singular and of convolution 
type . There are two sources of difficulty for these equations. The first 
5 
is that the singularity in the kernel prevents the iterated solution 
achieving the full order of superconvergence . Thus, for example, when the 
kernel is 
(9) 
the order of convergence of the collocation solution, -r-1 O(n ) , increases 
by only O (n - ~) 
3 
to O ( n - r- 12 ) for product integration (i.e. iterated 
collocation); rather than to -2r-2 O(n ) when the kernel is smooth (de Hoag 
and Weiss t25]) . The second and more serious difficulty is that the 
singularity of the kernel introduces singularities into the solution at the 
endpoints . Thus even if f is smooth , the solution to (2) with kernel (9) 
will be of the form 
+ " smoother terms" 
where and b 0 will in general be nonzero (Richter [34]) . This has 
serious consequences for numerical solutions . The order of convergence of 
_1., 
the collocation solution on a uniform grid is now O(n 2 ) 
The product integration solution increases this to O(n- 1 ) 
has not been proved in existing results . 
which is optimal. 
however this 
In chapter 4 the observed rate of convergence for product integration 
is proved . It follows from the results in chapter 4 that if 
( 10) 
where m is smooth and o(x- ~ ) = lx-~ja-l (O <a< l) then the product 
· · · h O (n- 2a) integration solution as convergence . 
6 
The prerequisite for proving the results in chapter 4 is an adequate 
characterization of the smoothness of the solution. This is provided in 
section 2 of chapter 1. We prove there general results which show that for 
the kernel (10) belongs to a particular Nikol'skii space This 
means simply that the derivative of the solution satisfies a certain 
generalized Holder continuity condition . (The appendix gives a self 
contained exposition of the results we need about Nikol ' skii spaces.) 
The main step taken in chapter 4 is a modification of the duality 
argument to make it applicable to product integration . This is essentially 
an abstraction of the classical proof of the convergence of composite 
Gaussian quadrature formulae . The required convergence result for product 
integration methods follows by using an approximation theoretic property of 
l+a. 
N1 in the duality argument to produce the bounds required by the theory 
of collectively compact operators . 
From a practical perspective these results are not encouraging. The 
convergence for the kernel function (9) is only modest. The final 
chapter of the thesis, chapter 5 , reports some successful numerical 
experimentation with ways of increasing the order of convergence by using an 
appropriate non-uniform mesh. 
We consider the second kind equation with kernel (9) and solution 
~ ~ 
= X + ( 1-x) 
(which has the typical singularities expected of the solution) . Use of 
product integration with the mesh points "clustered" around the end points 
increases the order of convergence to that expected when the solution is 
31.. O(n- ") smooth; for example with the product Simpson's method . The second 
7 
set of experiments is with an adaptive method of generating such meshes. 
This makes essential use of the fact that product integration is iterated 
collocation (for a general kernel (10) with m11 the iteration is not 
precisely the natural iteration , but the extension to cover this case is 
minor) . Because (5) shows that the error of product integration depends 
only on the error of the intermediate collocation solution , we hypothesise 
that a grid giving an accurate collocation solution will also give an 
accurate product integration solution . A grid for the collocation solution 
is generated by successively refining those subintervals on which the 
collocation solution has the largest error . But since the actual solution 
is unknown the error must be estimated . This is done by comparing the 
collocation solution with the more accurate product integration solution . 
When the product integration solution is calculated from the collocation 
solution on the adaptively generated grid, the orde r of convergence i s again 
that expected with a smooth solution . 
2. Smoothness of sol ut io ns of second kind equat i ons 
The numerical methods discussed in this thesis are based on finding a 
good spline approximation to the solution . The existence of such an 
approximation cannot be guaranteed unless the solution is sufficiently smooth. 
Since the solution is unknown such smoothness has to be deduced from the 
behaviour of the right hand side and the kernel. Results of this type are 
collected in this section for use in subsequent chapters . Theorems 1 and 2 
are straight-forward theorems of this nature; and they are sufficient for 
the needs of chapters 2 and 3 . The remainder of the section proves the more 
involved theorems needed in the study of weakly singular kernels of 
convolution type in chapter 4 . 
All derivatives are weak (i . e. distributional) derivatives (see for 
8 
example Gilbarg and Trudinger [2 1 ] ). Note that if the weak derivative is 
continuous then the function is continuously differentiable (more strictly , 
equal a . e . to a continuously differentiable function) and the weak derivative 
coincides with the usual (strong) derivative. 
For any non-trivial compact subinterval n C IR the LP(n) norm lS 
written ll · ll p,n ; or if n is understood we write LP and ll · ll p . 
(n may be similarly omitted from all other spaces and norms.) For any 
· t k o Ck(n) in eger ~ , H denotes the Banach space of functions with k 
continuous derivatives under the norm 
A number of times we use the fact that II · II is equi· valent to the norm C,k , co 
(1) (k) 
max{ ll u ll , ll u 11 , ... , lj u II} . 
co co co 
(CO will also be abbreviated to C . ) 
For any non-negative real number a , we write a= [a] + a
0 
, where 
[a] is an integer and O < a 0 $ 1 . Then the space of a -Holder continuous 
functions, Ca (n) 
* 
functions for which 
where 
and 
is the set of all [a] continuously differentiable 
lul } < co a , co 
( 6. u) (x) = u(x+E:) - u(x) 
E: 
Again is equival ent to the norm max { II u II , 11 u ( 1 ) 11 , · · · , 11 u ([ a J ) I , I u I } · 
co co co a , co 
9 
The spaces k C and Ca may be generalized to domains St c JR.n , n > 2 
* 
(Kufner et al. [29] ). In this case 
where 
sup sup 
s>O e. 
l 
( 6 . u) ( x) = u ( x +s e . ) - u ( x) 
l,E l 
and {e1 , .. ,en} is the canonical basis of JR.n 
Throughout this thesis C denotes a generic constant, no two 
occurrences of which are necessarily the same. In this section C depends 
on K and the order of the differences and derivatives involved. However 
C is independent of u 0 and f and any other functions appearing in the 
statement of the theorem. 
For any function of two variables v(x, ~ ) 
v (~) = v(x,~) 
X 
v denotes the function 
X 
Since we are almost exclusively concerned with functions defined on the 
unit interval we shall suppress I in writing norms and spaces. With the 
one specific exception mentioned below 11 • ll p , Ck etc . are to be understood 
as II II and Ck (I) • p , I etc. 
THEOREM l: Suppo se each X E I ., k 1 and ll k)l l ~ C uniformly or E L X 
wi th r es pect t o X • In addition assume f or some integer 
Q, ~ 1 k ( i -1, 0) 1 and that f or all and , E L E > 0 
' 
X E I 
E 
f Jk( l', -l,O) (x+E , i; ) - k( l', -l,O) (x, i; ) Jd i; <; CE 
I 
un1., ormly 1.,n x . Then K 1.,s a bounded operator L00 ~ CQ, (and therefore 
* 
10 
00 
compact on L J • Hen e implies 
Proof: An application of Fubini ' s theorem and the definition of weak 
00 
derivative shows that for any u E L Ku is (£-1)-differentiable and 
(Ku) (Q.-l) (x) = f k (Q.-l , O) (x , I;) u(i;) di; . Further 
shows with 
Finally as u 0 = f + Ku 0 , 
00 
because K is compact implies (I-K) has a bounded inverse on L 
00 (Recall (I-K) is well posed on L) . /Ill 
We turn now to a more special class of kernels in which k has the form 
( 11) 
k(x,~) = k 1 (x,~) 
= k 2 (x , ~) ~ ? X 
and where for two integers £ and m 
- 1 $ m $ £ 0 $ £ 
' 
k E Cm(IXI) and 
£ 
kl E C ( { (x, ~) EI XI: ~$x} ) 
(12) £ 
k2 E C ({(x, ~ ) EI XI : ~? x}) 
(When m = -1 k lS allowed to be discontinuous 
' 
at X = ~) . 
Two obvious examples of such kernels are Green's functions for ordinary 
differential operators , and kernels of Volterra integral operators. 
11 
THEOREM 2: Suppose k has the form (11) with the conditions (12) holding . 
Then 
( i) 
( ii) 
( iii) 
Hence if 
Proof: 
Then 
a bounded operator 1 -+ C and compact 1 K i-s L on L 
CX) 
cm when m ~ 1 K i-s a bounded operator L -+ and 
' 
., 
for < ,Q, - 1 K . a bounded operator cP-+ cp+1 p ., i-s 
f E c£ 
' 
u0 E 
ci 
. 
The proof of (i) follows by writing 
(Ku) (x) = Ix k 1 (x , ()u(()d( + Il k2 (x,()u(()d( 
0 X 
(K1 u) (x+E) - (K1 u) (x) = J,x (k1 (x+E,() - k 1 (x,())u(()d( 0 
+ lx+E k(x+E,~)u(~)d~ X 
Ix+E: ~ cs l! u ll 1 + c lu (~) la~ . X 
Thus I (K1u) (x+E) - (K1u) (x) I-+ 0 as E:-+ 0 . Hence K1u is continuous, 
and an elementary argument shows l! K1 u 1! 00 < c l! u ll 1 . A similar argument shows 
K2 and hence K is bounded L
1
-+ C. 
Further as 
(1) rox (1,0) Jl (1,0) (Ku) (x) = Ji k 1 (x,~)u(~)d~ + k 2 (x,~)u(~)d~ 
X 
we have that Ku E w1 1 and 
+ ~ 1 (x,x) - k 2 (x,x)Ju(x) 
As is compactly 
12 
embedded in L 1 (an immediate corollary of theorem A.7) part (i) follows. 
Part (ii) is standard. 
If u E Cp then 
(
0
x (1 (Ku) (p+l) (x) ~ J, kip+l , O) (x, i:; )u( i:; )di:; + J k~p+l,O) (x,i:;)u(i:;)di:; 
X 
where 
Thus part (iii) follows . 
Finally as 
uo = f + Ku0 = 
we deduce u 0 E 
ci and 
ll u( .Q, ) 11 ~ 
0 00 
+ 
p 
l (b.u)p-i(x) l 
i=m+l 
k (i , 0) ( ) 2 x,x 
i-m (I+K+ ..... +K )f + .Q, -m+ 1 K u 0 
c ll f /1.Q, , oo + c ll u o/100 < C l/ f /1.Q, 00 
' 
(as (I-K) has a bounded inverse). Ill/ 
The remainder of this section studies operators of convolution type. 
That is we suppose the kernel function k is of the form 
( 13) where 
Al : for some a , with O < a ~ 1 , a o E N1 and 
A2: 2 m E C ( rxr) . 
(Since O is required to be defined on [ -1,1 ] we take the expressions 
a 
o E N1 to refer to [ -1,1 ] as the domain . ) A typical example 
is the function o(x- ~) = lx- ~ la-l . We note that Al and A2 are 
13 
co 
sufficient to ensure that K is compact L ~ C (see Zabreyko et al. [ 47] 
p .91 and Graham and Sloan [23]) . 
Finally , before proving the main regularity result , theorem 6 , and its 
preceding lemmas, it is convenient to introduce the operator L defined by 
(Lu) (x) - J O (x-~)u(~)d~ . 
- I 
Notice that K may be alternatively defined by 
LEMMA 3: 
Proof: 
(Ku) (x) = (2:: (m u)) (x) . 
X 
Under assumption Al is a bounded operator 
For any s > 0 and x E Is 
( 6 o) ( x-~) u ( ~) d~ , 
s 
and hence by Young's inequality 
Thus 
Another application of Young ' s inequality gives 
and hence 
1 
L 
as required. //// 
LEMMA 4: Under assumptions Al and A2 K is bounded. 
Proo · Define the function s by 
s(x) = fx CT(~)d~ . 
0 
1 Then for any u E w1 
(Ku) (x) = {L{mu)){x) 
X 
= -s(x-~)m (~)u(~) 
~=l 
~=O X 
+ f 
I 
( 1) 
s (x-~) (m u) (~) d~ . 
X 
Thus Ku is weakly differentiable with 
Further 
shows 
(14) 
( 1) (Ku) (x) = - O(x- ~)m (~)u(~) 
X 
~=l 
~=O 
~-1 ( 1, 0) 
- s(x-~)m (~)u(~) 
x ~=0 
f s(x-~)m(l,l) (~)u(~)d~ I X 
~=l f 
~=O I 
+ f 
I 
o (x-~)u(~)m(l,O) (~)d~ 
X 
(Ku) ( l) (x) = 
~=l 
O(x-~)u(~)m (~) 
X 
~=O 
+ (Z::(m u(l)) (x) + (Z::(m(l,O)u)) (x) 
X X 
14 
Now to prove K is bounded it is required to show that for each of the 
terms, T. ' l i = 1 , ... ,4, on the right hand side of (5) 
11 6 T. II S 1 l,I 
s 
15 
But for the first term this follows by using theorem A.4 and Leibnitz's 
formula for differences to show 
The second term is bounded by observing 
(15) 
+ I( L ( ( m -m ) u ( 1 ) ) ) ( x)J . L x+s x 
Now applying lenuna 3 to the first terms of (6) (that m of lenuna 3 has 
X 
been replaced by x + s is irrelevant here), leaves only the second terms. 
But then an application of Fubini's theorem shows 
JO ( x- ~) J J m ( ~ ) -m ( ~) J ax] J u ( l) ( ~) I d~ 
x+S X 
which gives the required estimate . The third and fourth terms of (5) are 
bounded similarly . 
THEOREM 5: Under• as umption Al and A2., 
l+a. 
on N
1 
. 
Proo : From theorem A.7 
Therefore, as lenuna 4 shows 
compact . 
the inclusion 
l+a. 
1 
K ~s a compact operator 
is compact . 
is bounded, is also 
/Ill 
16 
The assumption that 
2 
m E C ( IXI) can be slightly relaxed. It suffices 
to assume that there is a bounded subset of containing, for any 
~ . (1,0)( ) 
choice of x and s , the functions m x,• (0,1) ( ) m X, • 
m(l,O) ( • , F;, ) and m(O , l) (•,F;,). The above proofs carry through with only 
minor modifications. 
THEOREM 6: Suppose K satisfies Al and A2. 
and 
Then 1 +ex f E N1 implies 
1 +ex 
u 0 E Nl 
Proof : If 1 is not an eigenvalue of K considered as an operator on C 
it is not an eigenvalue of K considered as an operator on 
1 +ex N (because 
1 
1 +ex 
Nl CC) . Therefore by theorem 5 and the Fredholm alternative, 
there is a unique such that (I-K)u0 = f and 
1 +ex 
if f E Nl 
II u O 11 1 +ex , 1 ~ c 11 f 11 1 +ex , 1 
and C must coincide. 
Again since 
1 +ex 
Nl CC ' the solutions in 
Ill/ 
Consider application of theorem 6 to the particular kernel function (9). 
Assumptions Al and A2 are satisfied with ex= 12 . Thus by theorem 6, 
3 
for f sufficiently smooth, u 0 E N{2 • But this is precisely the result 
expected from the expansion for uo obtained from Richter [34] ; for the 
function 
1/2 N 3/2 but 1/2 ~ NB when B > 3/2 Thus theorem 6 is the X E 1 ' X 1 . 
best possible result the that no matter how smooth f 1 +ex in sense 
' 
u 0 E Nl 
but B> l+ex. 
3. Notes and Remarks 
1) The introduction of the natural iteration for general projection 
methods is due to Sloan . However it had been previously used implicitly in 
the product integration method, and is similar to the natural interpolation 
formula used in the Nystrom method (Atkinson [ 3 ]) . 
17 
2) The methods of theorems 4-6 can be modified to prove more general 
results when the integral equation is not well posed . Following theorem 4, 
it can be proved under Al and A2 that for B ~ 1 , U E implies 
2 116 Ku i! 1 I 
€ ' 2E 
< a+BI I CE u B, l . 
Then provided a+B ~ 1 , the reiteration theorem (Butzer and Berens l 16 1 
p . 259 , and making suitable modifications to the unit interval I , instead 
of IR) shows Ku a+B Hence when irrational , have the chain E Nl . a lS we 
implications , Ll ~ Ku a =} 2 2a m ma of u E E Nl K u E Nl I • • • K u E Nl I where m 
lS the smallest integer with ma > 1 ( If the a of Al lS rational , 
choose a ' irrational s . t . ma > 1 implies ma ' > 1 and use the above 
a ' instead of . ) Thus ma 1 we have argument on a as Nl C w1 I 
(m+l) (l+a) 
if (I - K)u = l+a implies l+a K u 0 E Nl Thus f I f E Nl uo E Nl 0 
whether or not uo lS a unique solution of the integral equation . For 
example , this argument shows the eigenvalues of K belong to The 
reiteration theorem however is not elementary. 
3) The regularity of the solutions of convolution type integral 
equations have also been studied in Richter [34] , MacCamy [ 30], Schneider [ 36] 
and Graham [22] . See also the discussion of Mayers [32] and Baker [6] . 
4) A comparison of the convergence of projection , iterated projection 
and other classes of methods for eigenvalue problems in an abstract setting 
is contained in Chatelin (18 ] and the references given there. However explicit 
orders of convergence are not derived. The natural iteration is discussed from 
more general perspectives in the reviews of Noble [ 33 ] and Sloan [ 40 ] . A 
sununary of various superconvergence phenomena for collocation solutions to 
various classes of integral and integro-differential equations is contained 
in Brunner [ 14 J . 
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CHAPTER 2 
GALERKIN METHODS 
1. Introduction 
In addition to the assumption that the second kind integral equation is 
well-posed , we assume that 
Hl : for all X E I , 
JJ k) i 1 ::; C and 
k 
X 
1 
E L 
co 
and uniformly with respect to X ' 
Hypothesis Hl ensures that K L ~ C is compact (Zabreyko [ 47 ] , Graham 
and Sloan [ 23 ] ) , but still admits a large class of kernels. In order to 
prove the superconvergence results of this chapter much stronger conditions 
must be imposed . Thus we will further assume 
H2 : there exists a positive integer £ such that for each 
X E I , 
£ 
kx E w1 and JJk) lw , £ ,l is bounded uniformly with 
respect to x . 
Let 6 be a partition, 0 = x 0 < x 1 < ... < xn = 1 , of t h e un i t 
interval . Let I. = [ x. 1 ,x. J and h. = x . - x . 1 . Le t h = max (h. ) a nd l i- l l l i- l 
let a = max (h.) / min (h.) . For any integ ers r and \) such that r > 0 
n l l 
and -1 \) func tions $ \) $ r let Sp6 (C ,JP r) d enote the s e t of ¢ s u ch t hat 
( i) 
( ii) 
for each l ' E JP r 
d e gree ::; r) and 
if v ~ 0 then \) ¢ E C . 
(where JP 
r 
denotes the polynomials of 
If V = -1 then a function 
19 
is possibly discontinuous at X. 
l 
and difficulties arise in the definition of ¢(x.) 
l 
Any sensible convention 
will do , but for definiteness it is assumed that ¢ is continuous from the 
right and continuous from the left at 1. 
The set 
\) 
Sp6 (C , JP r) will be called the 
continuity v . For simplicity we shall write 
splines of degree 
s 
n 
for 
r and 
when no 
confusion can occur . The points x. 
l 
will be ca l led knot points . Throughout 
chapters 2 and 3 P denotes the orthogonal projection of L2 onto S 
n n 
Finally we assume in this chapter and the next that the partitions 6 
are quasi-uniform : that is for some value of o ~ 1 which remains fixed , 
o ~ o for all partitions 6 
n 
The generic constant C introduced in 
chapter 1 is now allowed to depend on r , V., and o , but is otherwise 
independent of the partition. 
The required approximation theoretic properties of 
the following lemma . 
LEMMA 1: ( i) For all 
( ii) For all 
r+l 
U E Wl 
U E cr+l 
* 
II u-¢ 1100 < 
there exists ¢ E S 
n 
r+l,l 
there exists ¢ E s n 
r+1 I I Ch u r+l,oo 
( iii) For 1 ~ p ~ CX) p lS a bounded map LP 
n 
where C lS independent of p and 6 . 
s 
n 
are stated in 
such that 
such that 
+ LP with !I P n II < C, 
Proo : Parts (i) and (ii) follow from de Boor and Fix [ 10 ] , part (iii) from 
de Boor [ 9] or Douglas , Dupont and Wahlbin [ 20] . Ill/ 
Since P' (P ' denotes (I-P )) is bounded on LP , and since 
n n n 
P ' cp = 0 
n 
for any cp E S 
n 
1/P ' ul/ = 1/P ' (u-cp) II $ IIP ' II llu - ¢11 · 
n p n n p 
Thus the estimates in (i) and (ii) hold for cp = p u 
n 
2. Global Superconvergence 
20 
The Galerkin solution to the second kind equation (1.2) is defined by 
( 1) U E S 
n n 
The proof of the convergence of 
which are required in section 3 . 
u 
n 
(I-P K) u = P f 
n n n 
is well known; and we state results 
THEOREM 2: Suppose Hl holds and u 0 E c:+l Then for h sufficiently 
small the Galerkin solution is uniquely defined by (1) and 
r+1 I I ll u -uo ll :s; Ch uO 1 . n oo r+ , oo 
Proof: The proof follows from Krasnosel'skii et al . [28] p.210 and their 
lemma 15 . 4 p . 212; using lemma 1 to verify the appropriate conditions. //// 
Recall from the introduction that the iterated Galerkin solution~ 
is defined by 
( 2) 
It may be readily verified that 
( 3) 
u* = f + Ku 
n n 
u* satisfies 
n 
( I - KP ) u * = f . 
n n 
The following lemma shows that (2) and (3) are equivalent definitions of 
u* 
n ' 
u* . 
n 
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3: Equation (1) has a unique solution for every f iff (3) 
has a unique solution for every f . 
Proof: If u is a solution of (1) then f + Ku is a solution of (3) 
n n 
and if u* is a solution of (3) then Pu* is a solution of (1). Thus (1) 
n n n 
has a solution for every f if and only if (3) does . But I - p K lS a 
n 
linear operator on the finite dimensional space s ' n and (3) is equivalent 
to the linear equation 
( I - KP ) v = KP f 
n n n ' 
on the finite dimensional space KS 
n 
U = f + V 
n n ' 
Thus for both (1 ) and (3) the 
condition that there exists a solution for every value of the right hand side 
is equivalent to the condition that there exists a unique solution for every 
value of the right hand side . Ill/ 
Given the equivalence of (2 ) and (3) , either equation may be used as 
the basis of an error analysis . In this section we use (3). 
THEOREM 4: Asswne Hl and that H2 holds for some positive 
i , V < £ ~ r + 1 . Then for h sufficiently small u* is uniquely 
n 
defined by ( 3)., Cr+l and if u 0 E * then 
00 00 Proof: The operators KP ' 
n 
L -+- L converge in norm . 
00 
u E L 
For if 
(4) ( KP I u) ( X) = ( k , p I u) = ( p I k p I u ) = ( p I k , u) 
n x n n x' n n x 
and thus by lemma 1 and H2 , 
X E I and 
22 
He nce it is standard t o show from (3) that 
But again by (4) and lemma 1 , 
II KP I uo 11 ~ C II p I k 11 1 II p I u O II 
n 00 n x n oo 
r+1+ i 1 I ~ Ch u0 l . r+ , oo /Ill 
The crucial step in theorem 4 is (4). This is the Aubin-Nitsche duality 
argument from the finite element literature. 
Cr+l . To apply theorem 4 it is necessary to verify the hypothesis u 0 E * 
This is most easily done if for some constant C independent of x, 
(5) ( I k ( r ' O) ( x+E , ~) - k ( r 'O) ( x, ~) I d~ ~ CE JI 
Theorem 1.1 then shows Cr+l . u 0 E * Thus we have the following theorem: 
THEOREM 5: Assume Hl ., (5) ., and t hat H2 holds f or Q, = r + 1 Then 
Jlu*-u II < Ch 2 r +2 J f I . 
n O 00 r +l, 00 
/Ill 
Alternatively the smoothness of u
0 
may be inferred if k has t h e 
special structure (1.11) . Thus suppose k i s the Gre en's function d e fin e d 
by 
k(x, E) (e~ -1) (e x-l_l) = 
(1- e - 1 ) e~ 
( 6) 
= ~ > X 
Cr+l cr+l . Then theorem 1.2 shows that f E * implies u 0 E * Whence as 
kx E W~ , a direct application of theorem 4 with £ = 1 shows 
ll u*-u II ~ Chr+2 If I n O 00 r+l, 00 ' 
provided the continuity of the splines is selected so that V = -1 or 
V = 0 . In fact more is true. A direct argument shows there exists 
V ¢ E sp6 (C ,IPr) for V = -1, or V = 0 and r ~ 1, such that 
2 
< Ch . 
Use of this estimate in the proof of theorem 4 shows 
( 7) 1/u*-u II ~ Chr+ 3 lfl 
1 
. 
n O 00 r+ , oo 
3. Local Superconvergence 
23 
Section 2 gave an order of convergence result for the. iterated Galerkin 
method using equation (3). This section uses equations (1) and (2) instead, 
and makes estimates directly from the relation (see equation (1.5)) 
u*-u 
n 0 
This analysis yields better error bounds for the iterated Galerkin solution 
at the knot points when the kernel has the discontinuities typified by (6). 
1ve assume (as in (1.11) and (1 . 12)) t hat 
( 8) 
~ > X 
and that for two integers £ and m 
24 
-1 $ m $ !l 
' 
0 $ !l 
' 
k E Cm(IXI) 
' 
Q, 
E;, x}) ( 9) kl E C ({ (x,E;,) E I X I $ and 
Q, 
E;, x}) k 2 E C ({(x,E;,) E I X I ~ 
Define the adjoint operator K* by 
-- J,l K*u(x ) k(f;,,x)u(E;,)df;, . 
0 
LEMMA 6: 00 I - K* is well posed on L 
Proof: Under the conditions (9) K maps L1 ~ C and K is compact on L1 
00 
and L 
posed on 
00 
u E L 
(theorem 1. 2) . Hence, as K 
1 
L (If 1 u E L satisfied 
00 
is well-posed on L K is well 
(I-K)u = 0 , u = Ku implies 
and thus u = 0). Therefore, as the integral operator K* is 
also the Banach space adjoint operator of K on (L1 )* = L00 the Fredholm 
alternative (Yosida [46]) 00 shows that K* is well posed on L /Ill 
Lemma 6 shows that for each x E I there exists a unique function 
g E L 
X 
00 
such that 
(I-K*)g = k 
X X 
The structure of is given in the following lemma . 
used to denote the function 
E;, l = E;, l 
+ 
= 0 E;, < 0 . 
The notation E;,l 
+ 
lS 
LEMMA 7: Let k be a kernel of the form (8) with conditions (9) ho lding. 
Then for each x EI there exist constants am+l(x) , ... ,aQ,( x) 
function ¢ defined by 
X 
such that the 
<P (~) = 
X 
has the properties 
(10) 
Q, 
l 
i=m+l 
and 
l 
a.(x)( ~-x) 
l + 
for some constant C independent of x. 
Proo f: Let µ = max{m , O} . Then 
g = k + K*g 
X X X 
Q-1µ 
= (I+K*+ ... +(K*) " )k 
X 
As theorem 1.2 shows (K*)Q,-1µ+lg 
X 
Q, 
E C , 
+ (K*) Q, -1µ+lg 
X 
II (g - (I+K*+ ... + (K*) Q,-1µ) k ) (Q,) II ~ c ll gx ll oo < C 
X X oo 
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(by lemma 6 and the Fredholm alternative, I - K* has a bounded inverse on 
00 
L and Il g II ~ ll (I-K*)- 1 11 Il k II ~ C). X oo X oo Since k and K* X are known, there 
is now no difficulty in principle in writing down the form of the 
discontinuities in t-w (i.e. of (I+K*+ ... +(K*) )k ) . 
X 
manipulations are outlined briefly . 
( 11) 
where 
Define \l' by 
X 
Q, 
\l' (~) = 
X l i=m+l 
l b. (x) ( ~ -x) 
l + 
b. (x) = .1, (k
2
(0,i) (x,x) 
l l. 
Then k - \l' E CQ, and theorem 1.2 shows 
X X 
(12) g - (I+K*+ ... +(K*) Q, - 1µ ) \l' Q, E C • 
X X 
Now define an ope rator R by 
( 13) ( Ru) ( ~ ) = J \l' (~)u (T) dT . 
I T 
The required 
26 
Then as k 
T 
Q, 
\PT EC ' (K*-R) is a bounded map 
00 Q, 
L -+ C . Thus writing 
K* = (K*-R) + Rq J.n ( 12) and using theorem 1. 2 to neglect terms of the form 
shows 
(14) £-µ !l g - (I+R+ ... +R )\¥ EC . X X 
Now lemma 8 below shows that for any i < £ 
Q, . 
l R((•-x)) - l c .. (x)(•-x)J Q, E C • 
+ . . 2 lJ + J=m+i+ 
Thus by the definition of \¥ 
X 
in ( 11) 
i=2m+3 
dl. (x) (~-x) l E C,Q, 
l + 
where 
i-m-2 
dli (x) = I 
j=m+l 
c .. (x)b.(x) 
Jl J 
Using RP= R(Rp-l) and proceeding inductively gives 
( 15) 
where 
Q, 
l 
i= (p+l)(m+l)-1 
i-m-2 
l d .(x)( •-x) 
pl + 
d . ( x) = l c .. ( x) d 1 . ( x) pi i=p(m+l)-1 Jl p- J 
The required expression for cp 
X 
is obtained by substituting (15) in 
(14) and collecting terms . The bound (10) follows from an inspection of the 
terms in which were successively neglected in the above proof. /Ill 
To complete the proof of lemma 7 we prove the promised lemma. 
LEMMA 8: Let R be defined by (13) and (11), and suppose the conditions of 
lemma 7 hold. Then for all i , 0 ~ i ~ Q, , there exist constants 
c. . 2 ( x) , ... c. 0 ( x) such that 1m+1+ 1 .x, 
27 
Proof: 
Q, 
l R( (•-x) ) - l + j=m+i+2 
C,. (x) (•-x)+J E CQ, • 
lJ 
A direct computation shows 
Q, 
l 
j=m+l 
9,,-i-l 
= l 
j=m+l 
b. (T) ( t,; - T) J (T-x) 1 dT J 
. . 
I J + + 
c- i+j+l ( s -x) 
+ J b.(x+( E,: -x)T) (1-T)JT
1 dT 
I J 
Since C£-i b. E , the Taylor expansion of b. 
l 
about x shows that the 
l 
function 
J b. (x+(E,:-x)T) (1-T) JT
1 dT 
I J 
!l-(i+j+l) b~k) l (E,:-x)k _J~ 
k=O k ! 
(1 .. k J (1-T)JTl+ dT 
0 
lS at t,; = X . Thus collecting powers of (E,:-x)+ 
gives lemma 8 with 
C .. ( X) = 
l] 
j-i-m-2 b(k) I j-i-k-1 
k! k=O 
j-i-k-1 i+k ( 1-T) T dT 
If the point x of lemma 7 happens to be a knot point X. I 
l 
Thus applying lemma 1 to shows that 
II P ' g 11 1 ~ Ch!l+l . This is not true for an arbitrary point x . n xi 
then 
in ( 16) 
Ill/ 
Given the structure of the proof of the local superconvergence 
r e sult follows by the duality argumen t and the ore m 2 . 
THEOREM 9: Suppo se the kernel k ~ o the f orm (8) with conditions (9 ) 
holdi ng or v s m s is r + 1 
point x . ., 
l 
., and that Then or each knot 
where the constant 
Proof: Since 
I u * ( X. ) - uo ( X. ) I 
n l i 
C bS independent of X. • 
l 
= K (u -u
0
) (x.) 
n ~ 
= (k ,u -uo) X, n 
l 
= (g , (I-K) (u -u
0
)) 
xi n 
lu*(x.) - u (x.) I 
n l O l = !(P'g , P '(I-K)(u -u0 ))! n x. n n 
l 
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Theorem 9 now follows from theorem 2 and the remarks given after 
lemma 8 . Ill/ 
Because of the special form of k , there is no difficulty in 
verifying the requisite smoothness of Thus , if 
. cr+l 
f E and condition 
(9) holds for £=r+l, then by theorem 1.2. In particular 
for the kernel (6), the iterated Galerkin solution exhibits the full 
O(h2r+2) O(hr+3). superconvergence at the knots, whereas globally it is only 
For example , if cubic splines ( i . e . sp6 (c
0
,JP3 )) are used, O(h
8 ) convergence 
occurs at the knot points, as opposed to the O(h6 ) proved globally . 
4. Comments and Remarks 
1) If the kernel function satisfies H2 , it is a simple matter to show 
£ 
gx E w1 . An alternative proof of theorem 4 can be given using the methods 
of section 3. 
2) Chapter a depends heavily on the non-trivial theorem that 
00 
p 
n 
is 
bounded on L (lemma l(iii)) . If the second kind equation is viewed as an 
29 
equation in L2 , then this result is not needed. The inner product 
(P'k , P'u) in the proof of theorem 4 may be bounded by 
n x n 0 
However this approach leads to an inferior rate of convergence for the kernel 
( 6) rather than On the other hand if we choose a 
basis space for which a result analogous to lemma l(iii) is not known, then 
the L2 approach must be used. 
3) The duality argument of this chapte r has also been used by 
Richter [35] to prove O(hr+2 ) superconvergence of u 
n 
at the 
Gauss-Legendre points on each subinterval when splines of low continuity are 
used . 
4) If 
can be constructed directly from 
** cr+l then a high order spline un E sp6 ( ,JP2 r+l) 
u 
n 
by the process of superinterpolation 
without using the natural iteration. If u 0 
E C2r+ 2 , then li u** - u
0
1i = O(h2r+ 2 ) 
* n oo 
(see Chandler [17 ] ). 
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CHAPTER 3 
DISCRETE GALERKIN METHODS 
1. Introduction 
In the actual computation of the Galerkin solution , the first step is to 
choose a basis (¢.) for S 
i n 
Then u is found as the solution of the 
n 
matrix equation 
( 1) (A-B)n = a 
where 
A .. = (¢. , ¢ .) 
lJ J l 
B . . = ( K¢ . , ¢ . ) 
l] J l 
a. = ( f, ¢. ) and u = ' n . ¢. . i i n l i i 
l 
However it may be impossible or undesirable to perform analytically the 
integrations required to evaluate B . . 
l] 
and a. 
l 
exactly . . Quadrature 
formulae will then be needed; firstly to evaluate the two dimensional 
integrals 
and secondly the one dimensional integrals 
f ( ~ ) ¢ . ( ~) d ~ . 
l 
The function u given by (1) when the coe fficients are calculated in this 
n 
fashion will b e c alled the di rete Galerkin °olution . Give n the d is c r e t e 
Galerkin solution , further quadrature will be n eeded to calculate t h e natural 
iteration . The result of this calculat i on will be called the discrete 
iterated Galerki n olution . 
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The choice of appropriate quadrature methods will depend on the 
smoothness of k . When k is smooth , a simple quadrature formula of the 
form 
( 2) B . . :-~I w k ( X ' E;, ) cp . ( E;, ) cp . ( X ) 
l] ~ V V V J V l V 
V 
can be used satisfactorily . Such a procedure can be applied automatically 
for all sufficiently smooth kernels , and no preliminary analytic integration 
will be necessary if k is changed . However , for the case in which k is 
not sufficiently smooth , such an automatic procedure will be more difficult 
to obtain . Some preliminary analysis will usually be necessary for different 
kerne l s . 
This chapter considers only the automatic means of integration using 
composite quadrature formulae of the form (2) (and their one dimensional 
analogues) : for example composite Gauss - Legendre rules . The required 
regularity for k will be imposed by assuming that for some integer £ ~ 1, 
( 3) 
We further assume that 
(4) 
By theorem 1 . 1 this implies and 
Given that it has been decided to use composite rules, the appropriate 
degree must be selected . If a quadrature rule of too low a degree is used, 
then the accuracy of the resulting solution will be greatly impaired. On the 
other hand , effort is wasted in calculating inner products to the point where 
this source of error is negligible in comparison to the error of the exact 
method . A sensible compromise would be to select quadrature rules so that 
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the orders of convergence of the discrete and exact methods coincide . Thus, 
in the terminology of Herbold , Schultz and Varga [ 24] , we need to determine 
I 
which quadrature rules are consistent with the error estimates of section 2 
of chapter 2 . 
In section 3 it is shown that quadrature formulae of sufficiently high 
degree are consistent for the iterated Galerkin solution . Section 2 describes 
precisely the quadrature r u les used and proves some preliminary results. 
2. Quadrature Esti ma t es 
Throughout this chapter it is necessary to bound the coefficients of 
polynomial spl ines . This is most conveniently done by bounding the higher 
derivatives of the splines , except that the spline or its derivatives are 
generally discontinuous at the knots . Thus we introduce the modified 
Sobolev norms defined for ¢ES by 
n 
n 
I 
i=l 
and 
t 
l 
Since ¢ E S 
n the Nikol ' skii semi-norm J¢ lk,l,I. and the Sobolev semi-
i 
norm l¢lw k 1 I· are equivalent , and no confusion is caused by writing , , , l 
l ~I instead of J~I Analogously for the supremum norm define ~ k , 1 , 6 ~ W, k , 1 , 6 . 
and 
33 
We use this notation in stating some stronger properties of spline 
approximation than were used in chapter 2 . 
LEMMA 1: (i) If p = 1 or p = 00 then for all and j ::; r , 
( ii ) For al l 
( iii) If U E and satisfies 
II r+11 I u - ¢ 11 00 ::; Ch u r+ l ,oo 
then f o r all J ::; r , 
In particular IIP 'ull. A ::; clluJJ 1 · n J , 00 , u r+ , oo 
Proo : On the linear space of polynomials on 10 , 1] the norm Jl · ll p is 
equivalent to the norm 11 · 11* defined by 
where 
cp ( x) 
In addition the semi- norms \ • \ and 
~,7 , j , p 
are equivalent . Therefore 
(5) * * ::; c I¢ I . < cJj¢JI 
J 
Thus , for a polynomial , cp ' on I. , l 
34 
transform to the polynomial 
cp(x) = cp(x. 1+h.x) on I . Applying (5) to cp and transforming back to i- l 
I. gives 
l 
< Ch~J //cpl! 
l p,I. 
l 
Summing over i for p = 1 , gives (i) . Part (ii) follows by the same 
method , and (iii) follows simply from (i) . /Ill 
To calculate the two dimensional integrals required by the Galerkin 
equations , select a finite set {t} 
\) of distinct points in Ix I , 
Choose a corresponding set of weights 
quadrature formula 
( u - I w U(t) 
jI xI \) \) \) 
{w} such that the 
\) 
is exact for polynomials of degree a . Then for any subregion 
I. XI. CI XI ' 
l J 
let t . . = ( X . l , X . l) + (h . t l 
lJ\) l - J - l \) .> 
h .,.t 2). 
J \) Define 
the composite quadrature rule of degree a on the partition X 6, of I X I , by 
Let E .. (U) 
l] = 
n 
l 
i ' j=l 
t .XI. U 
l J 
I~.(U) 
l] 
n I .. ( U) 
l] 
I n be the error in on I. x I . . 
l J 
Q, 
I~. (U) = l 
l] 
\) 
h.h.w U(t .. ) 
l J \) lJ\) 
It is well known that if 
u E C ( I . XI . ) 
* l J 
then there exists a two variable polynomial of degree 
Q, - 1 , ¢ E JPQ,-l , such that 
II U- cp 11 00 , I. XI . 
l J 
Q, 
< Ch I u I Q, 00 • 
I 
(See , for example , the remarks at the end of section 1 of the appendix.) If 
Q, $a + 1 , then E .. (¢ ) = 0 , and hence 
l] 
35 
( 6) IE .. (U) I lJ = jE .. (U-¢ )j lJ 
.Q,+ 2 I I ~ Ch U .Q, , oo ,I .XI . . 
l J 
This inequality is the basis of our subsequent error estimates . ((6) is 
merely a particular case of the Bramble-Hilbert lemma. See Bramble and 
Hilbert [ 12] . ) 
Define a discrete operator 
u E C) to be the element of s 
n 
K : C -+ s 
n n 
by setting K u 
n 
satisfying , for all q> E S , 
n 
(for any 
( 7) (Ku , ¢) = In( ku¢) 
n 
(In (7), and subsequently , the notation ku¢ will be used for the function 
(x, ~ )-+ k(x , ~ )u( ~)¢(x ) . This abuse simplifies subsequent formulae and 
causes little confusion .) That Ku is uniquely defined follows by writing 
n 
Ku= la.¢. , where the vector 
n . i i 
l 
whose coefficient matrix is the 
considered as an operator on s 
n 
(a .) satisfies a system of linear equations 
l 
(invertible) Gram matrix [. (¢. , ¢. ) ] . When 
J l 
K - PK will be denoted by (K -PK) I 
n n n n n 
LEMMA 2: If k c C.Q, (I XI) , 'th n 1 c wi N ~a + , then for all W , ¢ES 
n 
* 
( i) j ((K -K) W, ¢ )1 
n 
and 
If in addition a + 1 > .Q, ~ 2r + 1 , then 
where 11 • II denotes the norm of an operator on the space s 
n 
the supremum norm. 
equipped with 
Proof: By the definition of K 
n 
((K - PK )ljJ , ¢) = f kl/)¢ - I n(kljJ¢) 
n n n 
I 
But (6) shows that for any l , J 
J kl/J¢ - I~. (kl/)¢) ~ lJ I.XI. 
l J 
i+2 I I Ch kl/)¢ .Q, , oo , I.XI . 
l J 
Further 
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the last step following by lemma l(ii) . The inequality (i) is proved by 
summing over i and J . 
To prove part (ii) , use the fact that (L1 ) * = L00 , and hence by the 
Hahn- Banach theorem , 
ll (K -P K)l/J II = sup{I ((K -P K)ljJ , u) I : u E L 1 & ll u ll 1 ~ 1} n n oo n n 
( 8) 
Because Pn is bounded on L 1 (lemma 2.l(iii)) we deduce from lemma l(i) 
and part (i) that 
Hence part (ii) follows from (8) . 
Part (iii) follows from (ii) by l emma l(i) . /Ill 
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To calculate the inner products occurring on the right hand side of (1) 
I n select a composite quadrature formula 1 of degree s on the partition 
6 of I . For any f E C define f ES by the condition that for all 
n n 
cp E S 
n 
Lemma 3 contains the error estimates needed 
for f - Pf 
n n 
Its proof is analogou s to the proof of lemma 8, and is 
omitted. 
LEMMA 3: 
( i) 
( ii) 
If with 
for all cp ES 
n 
i(f-f ,¢)! 
n 
!if -P fli 
n n 00 
Q, < (3 + 1 , then 
and 
/Ill 
Finally, in calculating the discrete iterated Galerkin solution from the 
Galerkin solution , we need the discrete operator K* 
n 
s -+ C 
n 
defined by 
(K* l/J ) (x) = I n (k ljJ ) ; 
n 2 X 
where is a composite quadrature formula of degree y on the 
partition 6 of I . The following result is proved by previous arguments. 
LEMMA 4: Suppose with Q,~y+l . Then for all ljJ ES n 
3. Error Estimates for Discrete Methods 
The discrete Galerkin solution , -u 
n 
to the second kind integral 
equation is formally defined by 
( 9) -U E S 
n n 
(I-K )u = f 
n n n 
/Ill 
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"' As with the exact Galerkin solution , u may be equivalently defined by 
n 
(10) (A-B)n = a 
l "' where A .. = (¢. , ¢. ) B .. = (K cp ., cp . ) a. = (f , ¢ .) and u = . cp . 
' ' ' iJ J i i] n J i i n i n i i i 
"' It can be seen from the defini tion of K and f that u is the solution 
n n n 
obtained when quadrature formu l ae are used to set up the Galerkin equations. 
Thus the formal definition (9) corresponds to the informal discussion in 
"' section 1 . We remark that u does not include any error introduced by the 
n 
numerical inversion of (10) . 
The rate of convergence of the discrete Galerkin solution is given in 
theorem 5 . 
THEOREM 5: Suppose (3) and (4) hold for i = 2r + 1 ~ and quadrature 
formulae of degree 2r are used (i . e . a , B ~ 2r) . Then for h sufficiently 
small~ 
( ii) 
Proof: 
u &S uniquely defined by (9)~ 
n 
for J ~ r , llu II . A ~ cll f ll . n J , 00 , u. 2 r+ 1, 00 
II ( K - p K) I II 
n n n 
By lemmas 2(iii) and lemma 3(ii) 
converge to O as n ~ 00 • Clearly II P ' KII 
n 
and II P ' f ll 
n 
and li f - P f li 
n n 00 
also converge. Thus 
by Krasnosel ' skii et al . [28] p . 248, 
sufficiently small and 
u is uniquely defined by (9) for h 
n 
liu - P u 0 1i ~ c( li f -P f li + IJ (K -P K)P u 0 1i n n oo n n 00 n n n 00 
+ II P KP I uo II l . n n 00 
But the right hand side of this inequality can be bounded using lemmas 3, 2 
and 1 and lemma 2 . 1 of chapter 2 to give 
By the remarks following equation (4) and by lemma 2.1, this gives 
,,~ -uo ll ~ llu -P u II + IIP 'uoll 
n oo n n O oo n oo 
Part (ii) follows by lemma l(iii). 
The discrete iterated Galerkin solution, 
~ ~ 
u* = f + K*u 
n n n 
~ 
u* is defined by 
n 
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Ill/ 
THEOREM 6: Suppo e (3) and (4) hold for i = 2r + 2 ~ and quadrature 
formulae of degree 2r + 1 are used (i.e. a , B,y ~2r + 1). Then 
Proo · 
and thus 
( 11) 
llu*-u II ~ Ch2r+2 lfl 
n O oo 2r+2,oo 
By the definition of 
~ 
u* 
n 
(K*u ) (x) 
n n 
= (K*-K) u (x) + (PI g '( I-K) (u -uo)) 
n n n x n 
+ (P g , (K - P K) u ) + ( P g , f -P f) , 
n x n n n n x n n 
j(K*-K)u (x)I + c l! P ' g ll 1 ll u -uo ll n n n x n oo 
+ I (P g '(K -P K) u ) I + I (P g 'f -f) I 
n x n n n n x n 
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(We remark that from the results of section 2 . 3 , g is uniquely defined . X 
Theorem 1.1 shows Il g II < C Il k II ) 
x 2r+2,oo - x 2r+2 , 00 • 
We can now bound each of the terms on the right hand side of (11) in 
the form required by theorem 6 . The bound on the first term follows by lemma 
4 and theorem S(ii) . The bound on the second follows by lemma l.l(i) and 
theorem S(i) , and on the third by lemma l(iii), lemma 2(ii) and theorem 5. 
The bound on the fourth term follows similarly . Ill/ 
Summarizing theorems 5 and 6 , we see that quadrature rules of degree 2r 
are consistent for the Galerkin solution , and those of degree 2r + 1 are 
consistent for the iterated Galerkin solution . As an example of these 
results consider the case in which s 
n 
Then theorem 6 suggests 
the use of the product 2-point Gauss-Legendre rule for the two dimensional 
integrals , and the 2-point Gauss-Legendre rule for the one dimensional 
integrals. Thus letting {xv} and {w} be the points and weights of 
V 
composite 2-point Gauss-Legendre rule, 
(K u) (x ) = l W k ( X , X ) ~( X ) n V µ V µ µ µ 
(K*u) (x) = l w k(x,x )u(x) n ·µ µ µ µ 
and f ( X ) = f(xv) 
n V 
Further , because ( cp . , cp. ) = l w cp . ( x
11
) cp . ( x
11
) 
J l µ µ J l 
we see that equation (9) is 
satisfied if and only if for all xv 
(I-K )u (x) = f(x) 
n n v V 
Thus the discrete iterated Galerkin solution is simply the function obtained 
by the Nystrom method using the Nystrom interpolation formula (Atkinson [ 3 ] ) . 
The theory of this chapter and the standard analysis both give O(h4 ) 
convergence under much the same conditions . 
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When the continuity of the splines is increased the Nystrom and Galerkin 
methods differ . If is the basis space , the discrete iterated 
Galerkin method with the Gauss - Legendre 2- point quadrature rule still has 
4 
O(h) convergence . However this is no longer a Nystrom method. The only 
Nystrom method using as a basis is the method based on the 
trapezoidal rule , which is only O(h2 ) convergent . This method however is 
not a discrete iterated Galerkin method . These remarks may be generalized 
to higher order splines . 
4. Notes an d Remar ks 
1) An alternative method of deriving the results in this chapter would 
be perturbation arguments . With a we l l conditioned basis for the basis 
space , the Gram matrix , A , has a uniformly bounded inverse . Hence, viewing 
quadrature errors as perturbations in B and a leads to the results of 
~ 
this chapter . In order to avoid the detail involved in making an explicit 
choice of basis functions , we have preferred the given method. This derives 
from the theory of finite element methods (Douglas and Dupont [19] Strang and 
Fix [43 ]) . 
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CHAPTER 4 
PRODUCT INTEGRATION FOR WEAKLY SINGULAR KERNELS 
1. Introduction 
In this chapter we consider the solution of the second kind equation 
when the kernel is of the form 
( 1) 
where m is smooth and o has an integrable singularity (typically 
The two main methods for the solution of such equations 
are the modified Nystrom method (Baker [ 6 ] ) and product integration 
(Atkinson [ 3 ]) . Here we consider only the latter . 
The most complete order of convergence results for product integration 
are those of de Hoog and Weiss [25] . Their proofs use the methods of 
asymptotic analysis and assume a smooth solution . This approach has two 
disadvantages . The first is that there is apparently no extension to the 
crucial case of a solution containing the typical singularities introduced by 
the kernel (see section 1 of chapter 1). The second is that it is restricted 
to uniform grids. The results reported in chapter 5 show the considerable 
improvement in the numerical solution obtained on a suitable non-uniform 
grid; and the eventual explanation of this observation is the principal 
motivation for the alternative analysis developed in this chapter. 
The main idea of this chapter is lemma 2 , which is a generalization of 
the duality argument used in the previous two chapters . To some extent the 
lemma is a straightforward imitation of the proof of the convergence of 
Gaussian quadrature. Similar argume nts have been used by de Boor and Swartz 
[11] in the proof of their local superconvergence results for ordinary 
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differential equations . It is further anticipated in Sloan et al. [42] in 
the proof of the super convergence of the product mid-point rule . 
In section 2 the modified duality argument is used to produce error 
bounds for the product integration method of numerical quadrature in terms of 
Nikol' skii space norms . The introduction of such norms could have been 
avoided by restricting attention to the singularities appearing in the 
solutions of integral equations (see Richter [ 34]) and using elementary 
arguments ; but we have chosen the greater generality made possible by greater 
sophistication . In section 4 the estimates for product integration are 
combined with the theory of co l lectively compact operators to prove order 
of convergence results for product integration solutions to second kind 
integral equations . The conditions of these results (apart from the well-
posedness of the integral equation ) require only knowledge of the kernel and 
right hand side ; and d o not depend on any additional unproven regularity 
assumptions on the solution . 
2. Est i mates for Produc t Integrat i on 
We continue to use the notation of chapter 2 for splines , but we now 
remove the quasi-uniformity restriction on the partition. 
Let O ~ ~O < .• < ~r < 1 be selected points in [O,l] , and let 
t" = s .. iJ 
For any u EC , 
X. l + h.~. , 
i- i J 
1 < i < n , 0 :::; J :::; r . 
define the interpolatory "projection", 
u ( ~ .. ) iJ 
+ 
= (Pu) (~ .. ) 
n iJ 
= (Pu) ( ~ .. ) 
n iJ 
= (Pu)(~ .. ) 
n lJ 
~. = 0 
J 
~. = 1 
J 
otherwise. 
p 
n 
by 
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where + and denote the limits from the right and left respectively, 
and where 
\) = 0 c = 0 and c - 1 S Q Sr -
= -1 otherwise 
Since Pu ~ C in general , P is not strictly a projection. We state now 
n n 
a technical lemma that is needed subsequently . 
LEMMA 1: For any function and any subinterval 
where C is independent of u and I. . 
l 
Proof: It is clear that 
II P u II ~ C max{ u ( ~ . . ) 
n oo , I. l] 
l 
Combined with lemma A. l(i) , this shows 
as required . 
~ h. ll P u ll 
l n oo ,I. 
l 
< C( llu ll 1 , I. + h. ll u(l) JI ) l l,I . 
l l 
1 
For any u E L and v E C , define 
E ( U , V) ~ If U ( ( ) ( P ~ V) ( ( ) d( ) . 
I 
Then E ( u , v) is the error committed in calculating J U V I 
integration approximation J u (P v) . I n Further defin e 
E . (u,v) = f 
l I. 
u( ~ ) (P 'v) ( ~ )d~ . 
n 
l 
I. 
l 
Ill/ 
by the product 
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We now impose the crucial conditions that for some integer K ~ 1 , for each 
subinterval I . ' l 
Ql 
Q2 
if t/J E 1P l , K- E. (u , t/J) = 0 l 
and tjJ E 1P 
K 
and 
E.(¢ , t/J) = 0 . 
l 
All composite product integration methods in practical use satisfy Ql and Q2 
for some value of K . For instance consider the four typical examples: 
(i) the product midpoint rule , where 
r = 1 , 1 
~l = 2 ' K = 1 ' 
( ii) the product trapezoidal rule , where 
r = 2 , ~l = 0 , ~2 = 1 and K = 1 , 
(iii) the product Simpson ' s rule , where 
r = 3 I ~l = 0 I 
1 
~ 2 = 2 , ~ 3 = 1 and K = 3 , and 
(iv) the product two point Gauss rule , where 
r = 2 , ~ = l [ 1 + 1 ] and K = 2 . 
2 2 v'3 
The basic local error estimate for product integration is contained in lemma 2. 
This then leads directly to the main result of this section, theorem 3. 
LEMMA 2: 
and 
Let 
E 1P ' K 
1 
U E L 
for some constant C 
and V E C . 
indep endent of 
Then for any 
I. , u 
l 
and v . 
,I, E JP 
\f/K -1 K -1 
Proof: Using Ql and Q2 , 
E. (u,v) = E. (u-¢ , v) + E. (¢,v) 
l l l 
= E.(u-¢,v-l)J 1 ) + E.(¢,v-l)J) l K- l K 
Using lemma 1 to bound !I P~ ( v-l)JK) II l , I. , and observing 
l 
proves lemma 2 . 
d 
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Ill/ 
THEOREM 3: I a B U E Nl , VE Nl , 0 <a$ 1 , and 1 < B $ K + 1 J then 
a + B- 11 I I E(u ,v) $ Ch u a , l ll v lB , l . 
Proof: Summing the inequality of lemma 2 over i shows for any 
and that 
Hence theorem A. 6 shows that th ''' and ''' can be chosen to give the 
't' ' \/-'K -1 'f'K 
required bound for E(u ,v). Ill/ 
3. Solution of Weakly Singular Equations 
Let us now assume (as in section 2 of chapter 1) that 
Al: For some a , 0 <a$ 1 we have 
a 
OE N1 , and 
2 A2: m EC (I XI) 
Under Al and A2 
' 
K is 
compact on C . Further as 
on C . By theorem 1 . 6 
' 
Given the partition 6 
a compact operator K 
( I-K) lS well posed 
1 +a f E Nl implies uo E 
define the operator 
(X) 
L -+ 
(X) 
on L 
1 +a 
Nl 
K 
n 
(Ku) (x) - ( O(x-EJ (P (mu)) (EJd~ 
n - j
1 
n x 
47 
C and hence 
' 
it lS well posed 
C -+ C by 
For any continuous right hand side f the product integration solution u* 
n 
is defined by 
( 2) 
(X) 
(I-K )u* = f. 
n n 
As K is compact L -+ C , and as the operators p 
n 
are bounded , 
collectively compact on C . As Pu-+ u for any u EC 
' n 
( KP ) 
n 
are 
( KP ) 
n 
consistent approximations of K . Because (I-K) is well posed , the theory 
of collectively compact operators (Atkinson [ 3 ] , Anselone [ 2]) shows that 
for h sufficiently small, u* is uniquely defined and 
n 
( 3) 
An order of convergence result for product integration is obtained by using 
theorem 3 to estimate the right hand side of (3) . 
THEOREM 4: Suppose the integral operator K satisfies Al and A2. Then 
lS 
for h sufficiently small u* 
n 
is uniquely defined by (2) . Whenever Ql and 
Q2 hold 
ll un*-uo ll c.o ~ Ch2ajl f ll l 1 . 
+a , 
Proo · For any x E I , 
E(O ,mu0 ) X X 
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where o denotes the function o (~) = O (x-~ ) X X Whence by theorem 3 
The proof is completed by using theorem 1 . 6 to show ll u 0 11 1+a,l ~ c jj f lJ 1+a ,l 
and by the remarks above . Ill/ 
For numerical verification of the above theorem consider the example 
discussed in chapter l: 
+f 1 ( 4) u 0 (x) lx-~l - "2 u 0 (~ )d~ = f (x) 0 
where f is chosen so that 
( 5) u 0 (x) 
~ 
+ ( 1-x) ~ = X 
The equation is then solved using the methods (i) - (iv) on uniform grids. 
The results are shown in table 1 . In all cases the order of convergence 
is the O(h) predicted by theorem 4. In particular, due to the 
singularity of the solution , the higher order methods (iii) and (iv) 
converge no faster than the low order mid-point rule (i). This is not the 
case when is smooth . 
Finally we should observe that theorem 4 is a superconvergence result. 
Consider the case m = 1 . Then the collocation solution u defined by 
n 
( I-P K) u = P f 
n n n 
has order of convergence O(ha) when the typical singularities are present. 
Since 
u* = f + Ku 
n n 
the effect of t he natural ite ra tion i s to double the order of conv ergence obtained . 
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TABLE 1 
The error in the product integration solution of the integral equation 
(4), when the exact solution is (5). The methods used are (i) product 
mid-point , (ii) product trapezoidal (iii) product Simpson and (iv) product 
two point Gauss ; all with uniform grids . N is the dimension of the system 
of linear equations required to be inverted . 
N ( i) (iv) N (ii) ( iii) 
1 . 21 2 .50 
2 .16 .1 2 3 . 18 . 099 
4 . 096 . 051 5 . 093 . 066 
8 . 053 . 024 9 . 049 . 035 
16 . 029 . 012 17 .02 6 . 019 
32 . 015 . 0062 33 .014 . 0099 
64 . 0078 . 0031 65 . 0073 .0051 
128 . 0040 . 0016 129 . 0038 . 0026 
4. Comments and Remarks 
1) When the solution is typically smooth , theorem 4 can be extended to 
show 
for (3 ~ K + 1 This gives the results of de Hoag and Weiss [25] for the 
kernels o f the form c onside red here . See also Brunner [ 14 ] . 
2) If property Q2 is strengthened to the condition E. (¢ , ~ ) = O 
l 
whenever ¢ E JP p ~ E JP q and p + q ~ K + A , then theorem 3 (and hence 
so 
theorem 4) can be extended to the case a> 1 , and orders of convergence 
up to K +A+ 1 may be established . However this requires estimates of the 
coefficients of ¢ , lµK -1 and 111 't' K in theorem 3 ; and we have avoided such 
technicalities here . 
3) When O(x- ~) = £ni x-~! the Nikol ' skii spaces may be modified by 
redefining the semi-norm to be 
This gives 2 2 O(h l n h) 
and O(h2 ) for (iv). 
estimates for method (i), O(h2£nh) for (ii) and (iii), 
4) In section 2 Pu is defined only for u EC . P can be 
n n 
00 00 
extended to L by defining , for any u E L 
1 r+E + 
u(~)d~ u (x) = lim sup 
E-+0 E X 
- 1 r u (/;) di; u ( x) = lim sup 
E-+0 E x-E 
0 1 ( + - ) u (x) = 2 u (x) +u ( x) 
Then if Pu is defined by 
n 
+ (Pu) (~ . . ) 
n lJ 
(P u) ( ~ .. ) 
n l] 
(Pu)(~ .. ) 
n lJ 
00 p lS a projection of L onto 
n 
sp .. <•.s 
+ 
= u ( ~ .. ) 
lJ 
-
= u ( ~ .. ) 
l] 
0 
= u ( ~ .. ) 
l] 
s 
n 
~. = 0 
J 
~. = 1 
J 
otherwise 
5) Nikol ' skii~have been previously used in numerical analysis b y 
for example Brenner et al . [ 3 ] , Varga [44 ] , and Babuska and Rheinboldt I 5 ] . 
The usual aim is either to prove concisely non-integral orders of convergence 
(as with chapter 5) or , in the case of the last paper , to give tighter 
descriptions of the regularity results under which integral orders of 
convergence hold . 
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CHAPTER 5 
NON-UNIFORM MESHES 
1. Introduction 
In this chapter we again consider the solution of a weakly singular 
second kind Fredholm integral equation when the solution contains the typical 
singularities introduced by the kernel. For such a problem the numerical 
results of chapter 4 show that there is no difference between the orders of 
convergence of the mid-point rule and the higher order methods. Thus 
practically the mid-point rule would be preferred because of the extra effort 
required to implement methods such as the product two point Gauss-Legendre 
rule or the product Simpson ' s rule . 
There are many conceivable ways in which the damaging effect of the 
singularities can be removed and the superior convergence of the high order 
methods restored. Various transformations of the domain can be tried (in a 
neighbourhood of O , let A ~ X = X and solve for the transformed function 
A A 
defined by u(x) = u(x)); or methods in which the singularities are 
A 
u 
explicitly included in the numerical solution can be used (see Mccamy [ 30 ] , 
Blue [ 7 ] , or Kermanidis [ 27 ] ). Such procedures are feasible for the simple 
equations considered in this thesis. However in more general situations their 
implementation involves considerable preliminary analysis, which is a 
disadvantage in developing general algorithms . In contrast the use of a 
graded mesh requires no such preliminary analysis . After the position of the 
grid points has been decided, it is no more complicated to use than a uniform 
mesh. Hence this chapter examines experimentally the use of certain non-
uniform meshes for the solution of a simple second kind equation . 
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That grading the mesh may perhaps be of use in compensating for the 
singularities in the solution is indicated by graph 1 (all graphs and tables 
are to be found at the end of the chapter) . This shows that the error in the 
product integration solution on a uniform mesh occurs a l most entirely near 
the end points . If grid points are removed from the centre of the interval 
and placed nearer the end points , the error near O and 1 should be 
improved without detriment to the solution in the middle of the interval . 
In section 2 of this chapter we show that this indeed the case . Using a 
suitable a priori rule for grading the mesh improves the product integration 
solution by achieving a balance in the errors on different parts of the 
interval . For the methods (i) - (iii) of chapter 4 this grading restores the 
order of convergence to that expected when the solution is smooth . In 
section 3 it is shown that a simple adaptive method can be used to generate 
automatic a lly meshes which preserv e these higher rates of convergence . 
2. A pr1or1 Mesh Distributions 
It is convenient to introduce some slightly different notation for the 
remainder of this chapter . We consider the solution of 
(1) (I - \K)u 0 = f , 
where 
and where 
( 2 ) 
(Thus 
is a real number (such that -1 \ is not an eigenvalue of K), 
f is chosen so that the solution is (irrespective of A) 
~ ~ 
UQ = X + ( 1-x) . 
has the typical singularities expected of a solution to (1) .) 
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For any integer n let 6 (n) denote the mesh with knot points 
1 ((2i/n)q) 1 ( 3) X. = i :::; 2 n i 2 
1 1 ( (2 (n-i) /n) q) 1 = - i > n 2 2 
The parameter q will be called the grading exponent . Let N (more 
strictly N (n)) denote the dimension of \) Sp 6 ( n) ( C ,IP r) (as in chapter 4, 
\) is determined by the particular product integration method being used). 
All comparisons between the various methods will be made for similar values 
of N , rather than n . Because the largest number of arithmetic operations 
in calculating the product integration solution are used to invert the matrix 
equations , this seems more realistic (of course O(N) and O(n) estimates 
are equivalent) . The collocation and product integration solutions to (1) 
will continue to be denoted by 
e = u - u 
n n 0 and e* = u* - u n n 0 
u 
n 
and u* 
n 
respectively , while 
The only form of graded meshes considered will be (3). Besides 
convenience , the justification for this is that asymptotically the best 
approximation to ~ X in the LP norm by an element of 
6 is a grid with n points} 
occurs when 6 has the form (3) (Burchard [15] ). 
Table 1 shows the dependence of lie * II on q for the methods ( i) - ( iv) n oo 
(see chapter 4) when A= 1 . In all cases there is a unique optimal value, 
of q . The dependence of on is shown in tab1 e · 2 (q t 
op 
was found by golden section search , see Wilde [45] ) . The behaviour of e * 
n 
for q = qopt and A= 1 as N increases is shown graphically in 
Graphs 6 - 9 . It is clear that after N > 10 the error behaves asymptotically 
with lle * JI = O(n- y) 
n oo where the order of convergence , y, is listed in 
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Table 3. Table 4 shows the gradual increase in the order of convergence as 
q increase from 1 to for Simpson's rule . 
With methods (i) - (iii) the use of the graded mesh with grading 
exponent qopt restores the order of convergence to approximately that 
expected of a smooth solution (1.5, 2.0 and 3 . 5 respectively). The optimal 
value of q causes e* to have approximately equal error on all subintervals 
n 
of the partition ( see graph 2 for example) . 
The performance of the two point Gauss-Legendre rule with q = qopt lS 
somewhat disappointing in comparison . The order of convergence, 2.2, falls 
significantly below the anticipated 2.5 (indeed, in comparison with (i) - (iii), 
it would seem reasonable to hope for about 2 . 7) . An explanation of this short 
fall is not known . When A= -1 (see Graph 10) the order of convergence is 
closer to the anticipated 2 . 7; however the O(n - y) behaviour is possibly 
b · t · t db 0( 0 nn) term , and O(n- 2 · 7 ) eing con amina e y an N is only a crude 
approximation . 
3. Adaptive Meshes 
From equation (1.5) 
u* - u 
n 0 
Hence if a mesh is selected so that u - u 
n 0 is small , then u* - u n 0 should 
also be small . That is if a good mesh for the collocation solution has been 
obtained , then this mesh should lead to a good product integration solution . 
Therefore consider the problem of selecting a mesh so that e 
n 
is small . 
To do this we implement a strategy of successive mesh bisections analogous to 
that of Babuska and Rheinboldt [ 5 ] for partial differential equations, 
which in turn is based on older methods for ordinary differential equations. 
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Suppose grids 6 0
, ... 6m have been used , where each 6 µ +l lS a 
refinement of 6 µ 
Let u and u* denote the collocation and product 
µ µ 
integration solutions on respectively (in contrast to the notation of 
section 2 , u and u* are no longer associated with grids of µ µ µ 
subintervals) . We wish to choose a new grid 6 
m+l by bisecting the 
intervals , I. 
l 
of 6 on which 
m 
Jlemllp , Ii is largest (the selection of 
p , 1 :S: p :S: 00 will be discussed later) . Since is unknown, e = u - u 
m m 0 
is also unknown . However the results of chapter 4 and the numerical evidence 
of this chapter suggest that the iterate u* is a more accurate approximation 
m 
to than u 
m 
Thus the computable quantity 
u 
m 
should be a reasonab l e approximation to 
formed by subdividing those subintervals 
is unacceptably large. 
u * 
m 
e 
m 
Now a new grid 
I. of 6 on which 
i m 
6 
m+l may be 
To give a precise criterion for unacceptably large, suppose I. was 
l 
formed by bisecting some interval I. 
l-
of a previous mesh 6 If 
m-
sub-divides I. still further , then on either of the subintervals, I. 
l i+ 
created by the bisection it will be assumed (following Babuska and Rheinboldt 
[ 5 ] ) that asymptotically 
( 4) 
If 
( 5) 
6 
m+l 
Since 
does not subdivide I. 
l 
= 
then it will be assumed that asymptotically 
= 
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estimates the error in u 1 on I. if I. is bisected; the quantity m+ 1+ 1 
E = max E. 
max 1 
l 
is an estimate of the largest error in u 
m+l that will occur on any of the 
subintervals of the new partition . Now the aim of the adaptive method is to 
equi-distribute the error in 
the adaptive method subdivides 
u 
m+l 
I. 
l 
amongst the subintervals of 6. 1 . m+ Thus 
Having decided which intervals to subdivide , the new mesh is formed and 
u 
m+l calculated . Then u m+l is used to calculate u* m+l when it is required 
in forming 6. 
m+2 To start the method the crude partition 
chosen , and then this is sub-divided to This allows the 
quantities E. , E. 
l l -
6. 
m 
to be calculated in forming Hence 
may be formed . 
lS 
Graphs 5 and 6 show the implementation of this method for the product 
mid-point rule with p = 00 and p = 2 . Clearly p = 2 is the superior 
choice . (The poor behaviour of the method for p = 00 near N = 18 is 
caused to over-refinement near the end points . This is shown by the large 
error in near 1 
2 
Graph 4 . ) Although the collocation solution, 
um, is a better approximation to u 0 when p = oo u is here viewed only m 
as an intermediate step in the calculation of the eventual product integration 
solution * u 
m 
For this purpose the choice p = 2 is superior. It should be 
noted from section 2 that the optimal mesh does not equi-distribute the 
uniform error of u over the subintervals (see graph 2) . 
n 
Graphs 7 to 10 show the performance of the adaptive method in 
comparison with the meshes given by the best a priori rules of section 2. 
The approximate orders of convergence of the adaptive methods (table 5) equal 
those obtained in section 2. As should be expected however, the magnitude of 
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the errors is larger . This is due to the fact that the equi-distribution of 
the error in the adaptive method can be approximate at best (compare graphs 
2 and 3). 
4 . Notes and Remarks 
1) Equations (4) and (5) are essentially the assumption that the error 
in the collocation solution is ( asymptotically) local. That is, II e II 
mp I· 
depends only on the size of h. 
l 
' l 
and the effect of refinements elsewhere 
is negligible . This assumption does not appear to be valid for the product 
integration solution itself , and is the reason the adaptive method uses the 
collocation solution rather than the product integration solution. 
2) Since 
e = 1 
m m 
the adaptive method of section 3 may be alternatively thought of as a method 
of equi-distributing the residual (defect) over the subintervals of the 
partition . 
3) It is believed that the choice of p in the adaptive method depends 
on the form of the weak singularity in the kernel . If the kernel is of the 
form 
o < a < 1 
then p should be chosen so that 1 p = 
a 
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TABLE 1 
Experiments with product integration methods (i) - (iv) to determine the 
optimal clustering exponent (qopt) when A= 1 . 
( i) 
q lle; 2 J1 00 
1 . 00 15 . 09( - 3) 
1 . 58 3 .7 66 
1 . 94 2 . 289 
2 . 03 2 .177 
2 . 08 2 . 162 
2.11 2 . 162 
2 . 17 2 .166 
2 . 31 2 . 214 
2 . 53 2 . 341 
3 . 47 3 . 192 
5 . 00 5 . 071 
Variation of 
in table 1) . 
q 
1 . 00 
1.94 
2 . 31 
2 . 53 
2 . 58 
2.61 
2 . 67 
2 . 75 
2 . 89 
3.47 
5 . 00 
\ 
50 
1 
- 1 
-5 0 
( ii) ( iii) (iv) 
1ie ; 3 J1 00 q lle; 3 ll00 q Jle ; 2 11 00 
139 .4(-4) 1 . 00 98 . 21(-4) 1.00 61 . 61(-4) 
16 . 33 2 . 53 5 . 249 1 . 94 9.251 
9 . 480 3 . 47 1 . 730 2 . 17 6.075 
7.637 3.70 1 . 593 2 . 22 5.550 
7 . 363 3 . 83 1 . 522 2 . 25 5.728 
7.302 3.89 1.504 2 . 31 6.020 
7.574 3 . 92 1.502 2 . 39 6 . 506 
8 . 029 3.97 1.502 2 . 53 7.334 
8 . 795 4 . 06 1.523 2.89 9.713 
12 . 47 4 . 42 1 . 905 3 . 47 14.18 
25 . 19 5 . 00 2 . 691 5.00 28 .79 
TABLE 2 
with for methods (i) - (iv) (values of N as 
( i) (ii) ( iii) (iv) 
2.0 2 . 3 3 .5 2 . 2 
2 . 1 2 . 6 3.9 2 . 2 
1 . 9 3. 3 3. 3 2 . 3 
1.9 2 .7 3 . 5 2 . 1 
TABLE 3 
Order of convergence of the methods (i) - (iv) when 
method 
( i) 
( ii) 
( iii) 
(iv) 
order of convergence 
TABLE 4 
1.7 
2.2 
3.6 
2.2 
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q = q (\=1) . 
opt 
The order of convergence of the product Simpson's method for various 
values of q (A=l) . 
q order of convergence 
1.0 1.0 
2.0 2.0 
3.0 2. 9 
3.5 3.2 
4.0 3. 6 
4.5 3. 6 
5.0 3. 6 
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TABLE 5 
Order of convergence of the adaptive methods (i) - (iv) with p = 2 . 
(These orders of convergence are obtained from a line of best fit drawn 
visually and are approximate only . ) 
method order of convergence 
( i) 1.6 
(ii) 2 . 2 
( iii) 3 . 7 
(iv) 2.4 
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APPENDIX 
NIKOL ' SKII SPACES 
1. Introduction 
The appendix has two aims . The first is to give reasons for the 
introduction in chapter 4 of the relatively sophisticated Bana ch function 
spaces : the Nikol ' skii spaces . The second is to give an elementary 
exposition of the properties of these spaces . 
The standard treatments of Nikol ' skii spaces are directed towards 
applications in approximation theory , harmonic analysis and partial 
differential equations . This necessitates a treatment of far greater depth 
and generality than we need; and proofs by explicit reference would be 
inconvenient and make things seem more complicated than they really are. 
For instance the treatment in section 2 avoids both Banach space interpolation 
techniques and Fourier transforms . 
To see that the Nikol ' skii spaces arise naturally consider approximation 
of functions on I 
partition. Then if 
( 1) 
-1 by elements of sp6 (C , JP 0 ) where 
1 -1 
u E C (I) define cp E Sp6 (C ,JP 0 ) 
u(x. 1 ) i- '2 
1 
= -2 (x. +x. 1) 
i i-
by 
By the mean value theorem , for any x E I 
(2) u(x) - cp (x) = u(x) - u(x . ) ~ 
2
1 h. ll u (l) II 
i-1 i oo , I . \,. l 
and thus 
( 3) ll u - ¢11 ~ 1 h li u (l) II . 
00 2 00 
is the uniform 
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But (3) is not optimal because there are functions u such that 
il u-¢ 11 = O(h) 
00 
but u ~ C1 . The proof (2) can be clearly extended to 
include any u for which 
( 4) lull , oo = sup {E -
1
sup !u(x+E)-u(x) I} 
s>o XE I 
E 
= sup E -
1 116 u /1 < 00 
E 00 I 
s>O ' E 
and (3) becomes 
This bound may be applied for example to the function \x- 1//3\ whereas 
(3) may not . Clearly first differences , rather than first derivatives, appear 
naturally if we want a precise bound for piecewise polynomial approximation. 
However the particular condition (4) is still not sufficiently general. 
Consider for example the function 
and thus 
(5) 
~ 
X. 1 = 
l - "-i 
Although we do not have O(h) 
Then line (2) becomes 
convergence for the bound (5) is 
useful and should be included in any general result . Thus define 
( 6) 
for O <a~ 1 , and the manipulations of line (2) show 
(7) 
Estimate (5) is derivable from this result as \x~I < C 
~ , oo - . 
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This bound for piecewise constant approximation can be extended to 
splines of higher degree . Any positive number a can be written in the 
form a= [a]+ a 0 , where [a] is an integer and O < a 0 $ 1 . Define 
( 8) 
If u E C and then a spline can be constructed 
by the Taylor series . For suppose ¢ is defined on each interval by 
(k) 
=u (x. 1 ) i- '2 o $ k $ la] . 
Then by (7) and by ( 3) 
//u ([a]-1) - cp ([a]-1) //
00 
Continuing inductively we obtain 
( 9) 
We do not summarize these remarks in a formal theorem because chapters 
2 and 3 require approximation theorems for splines of higher continuity, and 
these additional problems are discussed by de Boor and Fix [10] . But looking 
at the application of the duality arguments in chapter 4 it can be seen that 
we do require estimates of the form (9) in the CX) norm (not the L norm). 
Consider the examples -~ X (these are typical of the singularities and 
that need to be dealt with in chapter 4) . Direct calculation shows 
3¢ E -1 - !.c k ( i) Sp6(C , JPO) // x i-cp(x) 11 1 $ Ch 2 
' 
-1 k 3 and ( ii) 3¢ E Sp6 (C ,JPl) ll x i_cp (x) 111 :<; Ch 12 
II (x~-cp(x)) (1) 11 1 1 and $ Ch'1 . 
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These results must be particular cases of any adequate general theorems. 
By analogy with the case of uniform approximation we would expect a general 
theorem to be stated in terms of an appropriate Holder condition in the L1 
norm . But substituting 1 for 00 in the definition (8) gives 
(10) I I { -CY. ( [ a J) } u 1 = sup E O 11 6 u 11 1 I a , s>o s ' s 
and this is simply the semi- norm which appears in the definition of Nikol'skii 
spaces . 
Section 2 consists basically of reworking through the above discussion 
in the L1 norm and using (10) instead of (8) . The only difficulty is that 
the Taylor series is no longer available , and thus the approximation ¢ in 
(9) must be defined differently . 
Finally observe that the above discussion can be readily extended to the 
rectangle Ix I . The approximation result on Ix I that is used in 
chapter 3 can be derived by an obvious extension of the arguments leading 
to ( 9) . 
2 . Spline Approximation 1n Nikol 1skii Spaces 
Let n be a (non-trivial) compact subinterval in IR. For any integer 
k > 0 , denotes the Sobolev space of functions with integrable kth 
derivative . k w1 (n ) is a Banach space under the norm 
ll u ll w,k,l,n 
( k) 
= l/ u /1 1, n + ll u 11 1, n . 
We assume the elementary properties of Sobolev spaces as found in Gilbarg and 
Trudinger [ 2 1 J or Adams [ 1 J . 
The Nikol ' skii space a> 0 , is d e fin e d as the set of all 
functions U E such that 1/ u l/a ,l, n < OO f whe re 
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( 11) 
{ - a.
0 11 (Ca.J ) II } 
= sup s 6Eu l,I 
s>O E 
It should be noted that this is not the standard definition of when 
and that for integral values of a the space as defined above 
is a proper subset of the space as usually defined. However (11) is a more 
natural place to prove spline approximation theorems. 
Our subsequent proofs all depend heavily on the following two technical 
lemmas. 
LEMMA 1: Let r2 be the interval [O , p] . If then 
( i) 00 u E L (rtl) and and 
(ii) llu-uS"lll 1,S"l $ pllu (l) 11 1,S"l where uS"l = ~ tu 
If 1 u E L (rtl ) , then 
,, 2 p - 1 r p 11 LI u 11
1 
(") an . 
Jo n ,~Gn 
If u E N~(rtl) for some a> 0 , then 3¢ E IP[a,] such that for all s , 
o ~ s ~ [ a] 
11 (u-¢ ) (s) 11 ~ cp Ca.J - s-i rP lltn u (Ca.J ) II 
1 
r2 dn 
1 
' r2 Jo ' n 
where C = C(a. , s) is independent of u and p 
Proo If u E w~(ril) then for any x , x + n E r2 
fx+n u(x+n) - u(x) = u(l) (~)d~ X 
Thus integrating with respect to n , changing the order of integration and 
using Holder ' s inequality shows 
lu(x)-uS11 
(12) 
$ JJ u(l)JI n · 
l , H 
And part (i) follows because lus-tl $ P- 1 Jl u ll 1 , S1 . Part (ii) follows by 
integrating (12) with respect to x . 
To prove part (iii) , observe 
u(x+n) - u(x) 
Integrating with respect to n shows 
= ( 6. u) (x) . 
n 
Hence integrating with respect to x and use of Fubini ' s theorem 
proves (iii). 
To prove (iv), define ¢ E F[a] by 
o 5 k 5 [ a] . 
Then for s = [ a] the inequality of (iv) follows from (iii) (because 
hence by (ii) 
For s = [a] - 1 , (u ( [ a]--1) - ¢ ( I a] -1)) = 0 , and S1 
II (u-¢ ) ( [ a] -1) II 5 c pJJ (u-¢ ) ( [ a ] ) II 
l,S1 l, S1 
Thus (iv) follows for [ a] - 1 because it has been proved for [a] . 
Continuing inductively proves (iv) for all s . 
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/Ill 
LEMMA 2: Let u E N~(I) for O <a< 1 . Then on any subinterval S1 of 
length p 
Proof: Suppose that p 
For each l 0 < l ~ N 
' 
= 
Therefore 
But by lemma 1 (iii), 
as required . 
1 for integer N and that = some N 
i/N 
let u . ~ f ( i - 1) /Nu . Then for any l 
rn-1 r/N 
i~l ( i - 1) /N 
I -1 u - N 1 
N 
I u . I l i=l 
N 
l (ul -ui) I 
i=l 
The extension to the general case is now immediate . 
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r2 = l0 ,1/N] . 
rn 
/Ill 
The following "interpolation" theorem shows that the difference 
and the 
LEMMA 3: 
Proof: 
1 L -norm together bound the intermediate derivatives . 
If a u E Nl (I) , then 
ll u (s) IJ 1 <_ ( JI II I I ) C u l+ u a ,l o < s < a . 
On JP [ a] the L1 norm is equivalent to the norm 
max 
i 
Thus if rh JP l.jl E [a] is the polynomial constructed in Lemma l(iv), 
But again using Lemma l(iv) 
Jl u(s) ll l $ ll ¢(s) ll 1 + CIJ u(s+l) IJ l. 
Hence inductively 
(The last step following from Jl u-¢11 1 $ cjul a , l) . 
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6 u ([a] ) 
E: 
The following theorem (which is a one dime nsional anomaly in the theory 
of Sobolev spaces) is a simple corollary of Lemma l(i) . Given two Banach 
spaces X and Y , X is embedded in Y if X is a subset of Y , and the 
inclusion is a continuous map . 
THEOREM 4: w~(I) & embedded &n C(I) . 
Proo · If then for any X ' X + E: E I 
J
x+E: 
I u ( x+ E: ) -u ( x) I ~ I u ( 1 ) ( E,: ) I dE,: , 
X 
and thus lim Ju(x+E:)-u(x) J = 0 . Whence u is continuous (or, more 
E:-+0 
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strictly , equal a . e . to a continuous function). Further from lemma l(i) 
ll u l/ 00 ~ ll u ll w, l, 1 as required. 
THEOREM 5: N~(I) 1.,s a Banach space under the norm ll · lla , l,I 
Proof: Since is clearly a norm, it remains to verify that 
complete . Thus suppose ( u ) 
m 
is a Cauchy sequence in N~(I) As 
then a Cauchy sequence in the complete space for some U E 
It suffices to show and ll u -u l! -+ 0 . 
m a ,l 
By lemma 4 ( u ) 
m 
is a Cauchy sequence in and thus 
Further for any E: > 0 , and any u 
n 
li t (u( [a] )_u( [a.] )) 11 
E: m l,I 
E: 
~ li t (u([a]) _u ( [a.] )) 11 
E: n l,I 
E: 
+ ll t (u ( [a] ) -u ( [a] )) II 
E: n m l,I E: 
U E 
/Ill 
NCl 
1 
( u ) 
m 
is 
is 
For any o > 0 , choose m sufficiently 1arge st Ju -u I < 012 
· · m na ,l 
for n > m ; and then choose n sufficiently 1arge so 11 (u-u ) (Ca.J ) 11 ~ E:ao /2 . 
n 
Consequently 
I u -u I i ~ o 
m Cl , 
for m sufficiently large, and hence lim ll u - u ll 1 = 0 . This in turn shows m Cl , 
m-+<x:> 
II u ll Cl , 1 < 00 as required . /Ill 
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The following spline approximation theorem is our main aim in this 
section . 
THEOREM 6: Suppose Cl u E Nl (I) and r 2: a - 1 . There exists 
uch that 
( i) for all s and B with s $ r and s < Cl - s ., 
n 
a-s-S I I L h~ s// (u-¢) (s) II and $ Ch u l 
. l l l,I. Cl I i= i 
( ii) if 0 < Cl < 1 then 
If Cl> 1 and r 2: a - 2., then there exists such that 
(iii) Cl-1 $ Ch /lu /1 l . 
Cl I 
Proof: We may assume without loss of generality that r = [a] . By 
applying lemma l(iii) to each of the subintervals we see there exist 
-1 
cp E sp6 (C ,JP[Cl]) such that 
II ( u-¢) ( s) II 
l , I. 
i 
$ ch~aJ - s-1 fhi 11 6 u ([a]) II an 
i O n l,I.nI 
i n 
Whence if o = Cl - s - S and y = o 0 - a 0 - 1 , 
n 
Ch[o] 
n r /1 6 u ( [ aJ) II an l h ~S il (u-cp) (s) JI $ l y i h. i=l i l,I. i=l i 0 n 1,r.nr i i n 
Ch[o] 
n ri ny /1 6u( [ aJ) II an $ l 
i=l n 1,r.nr i n 
Ch[o] 
n r n Yll 6 u ( [ a J ) II an $ l i=l n 1,r. nr 0 i n 
a -s- 61 I ~ Ch u l I a , , 
which proves part (i). 
If a ~ 1 , then 
which proves part (ii). 
When r = 0 and 
J/ u- ¢11 
Thus by lemma 3 
-1 
= h. 
i i u . 
I. 
i 
Hence lemma 2 shows 
11¢11 00 ,I. 
a -1 ~ Ch. !l ull l , 
i a , , I 
oo ' I. 
i 
i 
u 
I· i 
equation (1 2 ) and lemma 2 show 
~ l/ u( 1 ) 11 
l , I. 
i 
< Ch~ - 1 Jl u (l) 11 
i a - 1 , l , I 
For r > 0 the result follows inductively . 
THEOREM 7: ~s compactly embedded ~n w[aJ (I) 1 
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Ill/ 
Proo : It suffices to prove the theorem for O <a~ 1 that is we need 
only show is compactly embedded in But then , by the Kolmogorov 
criteria for compactness in 1 L ( see Adams [ 1 J p . 31) , we need only show that 
Ir J,\ uJ 
E: 
function s 
and 
u 
f JuJ converge to 
I\I s 
in the unit ball of 
0 
a 
1 . 
as c -+ 0 
However , 
definition of lula ,l and lemma 2 respectively . 
uniformly with respect to 
these follow from the 
/Ill 
• 
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3. Notes and Remarks 
1) Theorem 6 holds without the assumption of quasi-uniformity on the 
partition. Under the assumption of quasi-uniformity a simpler proof can be 
given which shows additionally that part (i) holds for B = a - s . However, 
for the function -~ X and the partition 0 t 1 1 
n' n-1 
2 2 
1 l h~°2 // (u-¢) 1/
1 
~ O(n) 
l , I. 
l l 
1 
' . . . 2 ' 1 
This shows that theorem 6(i) does not hold in general for B = a - s . 
2) Theorem 6(i) does not hold for integral a with the standard 
definition of a Nl using the semi-norm 
lul~,l 
Thus a direct calculation shows I £n x I * < oo 
a ,1 but 
This is the reason that the non - standard definition has been chosen. 
3) The techniques used in this chapter are standard and can mostly 
be found in the treatment of Sobole v spaces in Morrey [ 31 ] . 
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