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In this thesis we investigate the physics of chiral Luttinger liquids found at the edge
of a 2D material in the quantum Hall regime. We focus specifically on the edge
modes found in the relativistic quantum Hall in graphene, where the number of
species is larger than in conventional 2D semi-conductors. This leads to interesting
dynamics of chiral modes along the interface of a graphene PN junction in a high
magnetic field. We address a series of conflicting experiments within this system, and
unify them into one model where the differences between the experiments originate
from disorder. The high mobility of electrons in graphene, paired with additional
degeneracies of the material, lead to it being an ideal material for the fabrication of
a high quality electronic Mach-Zehnder interferometer (MZI). We investigate how a
MZI in graphene may differ from those built in other 2D semi-conductors, with a
focus on the additional interactions we expect to be present in graphene. We make
use of the electronic MZI in a quantum information setting, specifically with regards
to detecting quantum discord. Due to the nature of discord as a entropic measure,
it has proved difficult to construct an experimental protocol to quantify (or even
detect) its presence in a system. Based on the MZI, we propose a robust protocol
for detecting quantum discord, from which we construct an experimentally accessible
measure of discord. We demonstrate that our measure bares a strong resemblance to
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Motivation
Parts of this thesis may seem disconnected from each other, for example, what does
the quantum information topic of quantum discord have to do with chiral Luttinger
liquids in graphene? The thread which ties these topics together is the 1D emergent
physics found at the edge of a 2D material in the quantum Hall regime [1, 2, 3]. The
physics of the quantum Hall effect is one of the richest found in condensed matter,
the fractional quantum Hall effect [4, 5] gave birth to the hugely popular concept
of Topological Order in condensed matter [6], as well Composite Fermion theory [7]
and provided the first observation of a particle with fractional statistics [4, 8]. Fur-
thermore the quantum Hall effect provided a physical experimental system which
demonstrated true one-dimensional physics, an area of research which had long been
considered the refuge of self-indulgent theorists. It it this one dimensional character
we are interested in in this thesis.
At the edge of a quantum Hall sample the electronic physics is analogous to the
Luttinger Model, a model which is exactly solvable even in the presence of many
interacting bodies. Furthermore the nature of the energy bands at a quantum Hall
boundary means these excitations are restricted to travel in one direction (that is,
they are chiral), making their dynamics very conceptually accessible. We are in-
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terested in applying this physics to the relativistic quantum Hall effect found in
graphene, with a particular motivation to understand how to build coherent elec-
tronic devices using these chiral modes. Graphene has extremely high electron mo-
bilities [9] and an extra degree of freedom not seen in conventional semi-conductors
[10] which makes it well suited to the fabrication of such devices [11]. One of the
greatest successes of building electronic devices in standard semi-conductor quan-
tum Hall research was the fabrication of the electronic Mach-Zehnder [12, 13]. We
wish explore the physics of such a device in graphene with a particular focus on a
recent experimental success in the area [11].
One of the ways an electronic Mach-Zehnder can be useful outside of standard
interferometry is by using it as a qubit, which might lead one to think about its
uses within the field of quantum information. We consider the quantum correlations
exemplified by quantum discord with the Mach-Zehnder as a physical realisation.
Quantum correlations were previously considered synonymous with entanglement
[14], but it turns out that this is only part of the story. Discord describes a much
more generic class of quantum correlations of which entanglement is only a small
aspect of. Quantum discord has seen a flurry of interest since its conception in 2001
[15, 16]. It has had suggested uses in a variety of quantum information contexts in-
cluding entanglement-free quantum computation [17, 18], which might be expected
to be more robust to decoherence then its entangled counterpart [19]. In spite of
this interest, even detection of the presence of discord has proved non-trivial [20].
This provides a huge incentive for fabrication of a solid state discord-based device,
in the hopes that it may boost the quest for detection of discord and provide an
experimentally accessible system for quantum information devices.
3
Outline
In the first chapter of this thesis we examine the rich and interesting physics of the
chiral modes found at a quantum Hall edge. We investigate how, by linearising the
dispersion relation, to generate a model which is exactly solvable even within the
presence of interactions. This is the Luttinger model [21, 22]. We investigate how
its excitations may be treated using a technique called bosonisation [23, 24]. These
chiral edge modes prove to be useful in a practical sense, allowing the fabrication
of a powerful tool of interferometry - the electronic Mach-Zehnder interferometer
(MZI) [12, 13]. After considering these chiral edge modes in conventional semi-
conductors we go on to consider similar physics in graphene in Chapter 2. The
physics is even richer in this material, with new species of chiral modes emerging
in graphene [10, 25] which allow for more control of these systems in a material
with higher electron mobilities. Graphene PN junctions within the quantum Hall
regime proves to be a particularly interesting experimental system. In Chapter 3,
we discuss experiments that have occurred in high magnetic field PN junctions since
its first fabrication a decade ago [26, 27, 28, 29, 11]. Many of these works appear
to be in direct contradiction. This leads to the first major piece of original work
of this thesis in which we consider a model with a variable parameter describing
disorder along the PN junction interface. By adjusting this parameter we are able
to describe all (apart from one) of the seemingly contradictory experiments within
this model and predict further measurements to test its validity. The particular
experiment [11] we fail to capture the specifics of, observed a Mach-Zehnder style
oscillatory dependence. This leads us to the second piece of original work in which
we consider the additional interactions that might be expected to factor into an
MZI in graphene that were irrelevant in the more standard semi-conductor case.
We build on the work of others [30, 31] to consider a MZI model which includes
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these additional features. In Chapter 4 we introduce the topic of quantum discord
[15, 16, 32], discussing its formulation and properties. We also bring to light the
difficulties that have been found in detecting whether discord is present in a system.
We then, in Chapter 5, return to the electronic Mach-Zehnder. The MZI presents
itself as an experimentally achievable two level system (a qubit), the basis of most
quantum information discussions. This leads to us utilising this system to propose
an original method to generate a solid-state system with a controllable amount of
quantum discord. Furthermore we design a protocol based on cross-correlation func-
tions between two coupled electron Mach-Zehnders which is able to detect discord.
We extract a new measure of discord from this protocol which appears to bare a
striking resemblance to discord in the examples we consider. Finally, we address the
robustness of our protocol by subjecting it to more realistic experimental conditions
such as many-electron flow and finite temperature.
Chapter 1
Physics at the Edge
As explained in the introduction, the chiral modes found at the edge of a semi-
conductor in a high magnetic field are at the heart of this thesis. With this being the
case we allocate this starting chapter to background on the quantum Hall effect and
the different types of physics that can be seen at the edge. Specifically, we focus on
the methods used to exactly solve 1D problems even when interactions are present.
We demonstrate the theory behind how edge states have allowed for the creation of
the electronic analogue to the quantum optical Mach-Zehnder interferometer [12].
This will lead us into the next chapter in which we apply similar considerations
to the relativistic quantum Hall effect in graphene, where we discuss the surprising
differences between edge physics in conventional semi-conductors and that found in
graphene.
1.1 The Quantum Hall Effect
Discovery of the quantum Hall effect won Klaus Von Klitzing [33] the Nobel prize
in 1985, his experiment confirmed that the Hall conductivity in a two dimensional
electron gas was quantised. He won the Nobel prize by demonstrating that this
5
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quantisation was precise to 1 part in 107. This incredibly precise quantisation stems
from the fact that under application of a strong magnetic the dispersion spectrum
is broken up into non-dispersive energy bands, known as Landau levels, with a huge
degeneracy. Any electrons added to the sample occupy these insulating bands and
therefore do not contribute to conductance. Such behaviour may be seen by writing
down the Hamiltonian for an electron confined to two dimensions (x-y plane) in a





p− eA)2, B = ∇×A. (1.1)
The perpendicular magnetic field can be enforced by any appropriate choice of vector
potential. We choose the gauge most suited to rectangular samples of quantum Hall
materials which we will consider later, the Landau gauge A = −Byx̂. This choice
of gauge leaves the Hamiltonian (1.1) translationally invariant in the x-direction
meaning that momentum should be conserved in this direction and the plane wave





where L is the length of the sample in the x-direction. In which case Schrödinger’s









φ(y) = εφ(y), y0 ≡ kl2B, (1.3)
where the magnetic length is given by lB ≡
√
~/eB and the classical cyclotron
frequency is defined as ωc ≡ eB/m. Ergo, the problem reduces to that of a series
of degenerate harmonic oscillators centred on y ≡ kl2B [35]. Eq. (1.3) can be solved
using well known methods (e.g [36]) to give the the energy spectrum and wave








~ωc, φn(y) = exp
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where Hn(ξ) are the Hermite polynomials with appropriate normalisation. Eq. (1.4)
describe a series of flat energy band separated by ~ωc (Landau levels). Essentially
the electron states in the material are split into a series of harmonic wells with de-
generate energies. The degeneracy of the bands is manifest in the lack of dependence
on k in εn, this degeneracy can be approximated [37] from the number of harmonic
traps which ‘fit’ into the sample by noting that the spacing between neighbouring
states in k-space is given by ∆k = 2π/L, which translates to neighbouring harmonic
traps being separated by ∆y = ∆kl2B = 2πl2B/L. Considering our rectangular quan-
tum Hall material to have a width W in the y-direction, the number of available
states is N = W/∆y = A× B e
h
, where A in the area of the material i.e the degen-
eracy is equivalent to the number of flux quanta threading the sample.
The above gives a good description of what is seen in the bulk of a material in
the quantum Hall regime. To describe the edges of the sample we also need to
consider the effects a confinement potential has on an electron. We consider a rect-
angular 2D material in which the length in the x-direction is much larger than the
width in the y-direction (and both lengths are much larger than than the magnetic
length, lB  W  L), in which case we can consider a confinement potential at
the edges which is only y-dependent, V (y). The model therefore maintains transla-
tional invariance in the x-direction and the Landau gauge chosen earlier, as well as
the ansatz Eq. (1.2), are still good choices. The remaining Hamiltonian, including
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mω2c (y − y0)2 + V (y). (1.5)
If we consider a potential which varies slowly (∂yV (y)  ~ωc/lB) we may approx-
imate the potential with its value at the centre of each of the harmonic states Eq.








+ V (kl2B). (1.6)
Assuming V (y) monotonically increases as we approach an edge, εn,k must also
monotonically increase with k, meaning ∂ε/∂k is non-zero and of the same sign for
all states close to a given edge. The electrons near the edge are therefore conductive
and chiral. These edges will be predominant part of the quantum Hall effect that is of
interest in this thesis, we therefore focus in on this part of the spectrum by linearising
the energy spectrum about this point. Consider a situation in which the system is
doped such that the Fermi energy, εF , sits between Landau levels but bisects some
of the energy bands where V (l2Bk) is non-zero. Providing the temperature is far less
than the Landau level spacing (i.e, kBT  ~ωc) we may expand Eq. (1.6) about














(k − kFn)l2B + ..., (1.7)
where the Fermi momentum for the nth band is determined by εF = ~ωc(n+ 1/2) +
V (l2BkFn). Since V (y0) is always positive this equation also determines the number
of energy bands which are accessible at the Fermi energy. If we assume only the
states close to the Fermi level are relevant (those far above the Fermi energy are
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inaccessible, whilst those far below are Pauli blocked), we may keep only terms up to
those linear in k− kFn in Eq.(1.7). Resetting the zero of the energy, εn,k → εn,k − εF
gives a spectrum of the form,
εn,k ≈ vFn(k − kFn), (1.8)





. This linearisation process which takes us from Eq.
(1.6) to Eq. (1.8) is illustrated in Fig. 1.1, for just the n = 0 Landau level.
RLRL
Figure 1.1: On the left is a sketch of the energy spectrum given by Eq. (1.6) where
only the zeroth Landau level is shown, the spectrum is flat in the centre but bent
upwards by V (l2Bk), the grey proportion represents filled electronic states. The right
image shows a sketch of the linear spectrum Eq. (1.8), we assume the two spectra
have the same dynamics when the energy is close to εF , but are careful to note that
by performing this linearisation we have introduced an infinite amount of negative
energy states. This idea of linearisation of the energy spectrum to simplify the
problem is one that is borrowed from the Luttinger-Tomonaga model [21, 22] which
we will discuss in Section 1.3. L and R represent left and right movers.
We may then write down the fermionic Hamiltonian that satisfies the energy spec-




vFn(k − kFn) c
†
k,nck,n (1.9)
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where the fermionic exchange statistics are enforced by the anti-commutations of
the operators,




j} = {ci, cj} = 0. (1.10)
There is one further subtlety that must be discussed, in Fig. (1.1) we see that when
we linearise the spectrum we also introduce an infinite number of electron states.
This means that acting the Hamiltonian (1.9) on the state which is filled to the
Fermi level will return an infinite solution. To correct for this we must normally
order our operators in order to correct for the infinities we introduced. We use the
notation : : to mean subtraction of the vacuum expectation value e.g,





c†kck may be replaced by any combination of fermionic operators here. |Ω〉 defines the
vacuum where each state up to the Fermi energy is filled, i.e ck |Ω〉 = 0 for k > kF




~vFn(k − kFn) : c
†
k,nck,n : (1.12)







dx : ψ†n(x)∂xψn(x) : (1.13)
We are left with the Hamiltonian describing a one-dimensional n-species chiral Fermi
liquid. Note that up to this point we’ve only considered one side of the Hall bar. One
anticipates a full symmetry on the other side of the sample with the exception that
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the confining potential acts in the opposite direction and therefore vFn → −vFn on
the other edge. This gives us the partner left-mover to the right-mover described by
(1.9). Since we will always consider situations where these left and right movers are
separated by a large spatial difference, the two species may never communicate and
therefore they are best thought of as two separate 1D chiral Fermi liquids. Unlike in
standard 1D problems this interaction-less Fermi liquid description is usually consid-
ered a good one for low energy properties of quantum Hall edges [38, 39, 40, 6]. This
is a result of the fact that interactions can only lead to forward scattering in a chiral
1D electron fluid and therefore only results in a, usually irrelevant, phase. In some
systems this phase will be relevant however and we will see that interactions must
be taken into account else the results of the model will fail to explain experiments,
such a scenario is seen in the case of the electronic Mach-Zehnder Interferometer
[13] which we will discuss in the next section.
1.2 Mach-Zehnders in Condensed Matter
From the one-dimensional electronic states given by Eq. (1.13), we may construct
a Mach-Zehnder type system by inducing tunnelling between two points along the
one dimensional channels. At the first of these we anticipate an electron will be put
into a superposition; at the second the states recombine and we expect interference.
This can be achieved (and has been by several groups [12, 13, 41, 42]) by cutting
a Hall bar into the following geometry: one may use top gates to push two edges
states close enough together that an electron can tunnel between the two points.
The Hamiltonian describing the system depicted in Fig. (1.2) for non-interacting





dx : ψ†m(x)∂xψm(x) : . (1.14)






Figure 1.2: A block of 2D material in the quantum Hall regime with a section cut
out, edge states are formed at all edges. We apply electrodes at S1 and S2 to act
as sources and at D1 and D2 to act as drains. The grey triangles represent applied
voltages which push the edge states further into the material and allow for tunnelling
between edges - these are quantum point contacts (QPCs).
Then the tunnelling may be described by addition of a tunnelling Hamiltonian at
the two QPC’s which we assume to be point-like [43, 30],
Htun ≡ Γaψ†1(0)ψ2(0) + Γbψ
†
1(l1)ψ2(l2) + h.c, (1.15)
where x = 0 is the position of the first QPC on each arm, and x = lm is the position
of the second QPC on arm-m. The full description of a non-interacting Mach-
Zehnder is then given as H = H0 +Htun. This Hamiltonian can be diagonalised by
incorporating the tunnelling terms into the eigenstates, we consider a wave function









ak,m x < 0,
bk,m 0 < x < lm,
ck,m lm < x.
(1.16)
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Then the tunnelling is included via a scattering matrix which relates the different
fermionic operators,








with rc and tc (c = a, b) describe the probability amplitude of an electron being re-
flected and transmitted respectively at QPC-c. The scattering matrices are assumed
to be lossless S†cSc = 1 and k-independent. The first of these constraints mean that
we anticipate no leaking of electrons to the environment at these points. We can
choose the reflection coefficient to be real without loss of generality. Substituting




(2~vF )2 − |Γc|2
][
(2~vF )2 + |Γc|2]
, tc =
4i~vFΓc[
(2~vF )2 + |Γc|2]
, (1.19)
with c = a, b. There may be effects of different phase gains between the arms
which may come from different accumulated orbital phases (i.e one arm of the in-
terferometer is longer than the other) or the Aharonov-Bohm effect coming from
the effect of flux penetrating the sliced out bit of our quantum Hall bar which sits
between the two trajectories. We may include these by the shift tb → tbeiφ [45],
with φ = k(∆l) + ΦAB, ΦAB = 2π ΦΦ0 with ∆l = l1 − l2 and Φ is magnetic flux
penetrating the material and Φ0 (= ~/e) is the flux quantum. Note, that this does
bring a k-dependence into the scatterer Sb, albeit only in terms of a phase. The
time dependence of the operators is then just that of the free fermion time evolution
ak,m(t) = e
−ivF ktak,m. This formalisation can then be used to calculate expectation
values, such as the current at the drains (D1, D2) given some voltage bias at the
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sources (S1, S2). We will generally only consider one of the sources to be biased as
this is usually the choice experimentally and, in any case, it is only the difference in
voltages that will be relevant we will therefore take V1 − V2 = V , where V1, V2 are
the voltages at S1, S2 respectively. The current operator takes a particularly simple
form for a linear energy spectrum. Current measurement at a position x and time
t in arm-m is given by
Im(x, t) = evF : ψ
†
m(x, t)ψm(x, t) :, (1.20)
where we are again careful to normally order the operator with respect to the ground
state to avoid unfortunate divergences. As an explicit example consider the current
at the drain D1, which sits at x0 on arm-1 (with x0 > l1). We represent the
current operator as in Eq. (1.20) and the fermionic operators as in Eq. (1.16), and
measurement time is taken at t = 0.





〈: c†1,k1c1,k2 :〉 e
i(k2−k1)x0 . (1.21)
We use the scattering matrices formulated in Eq. (1.18) to relate these fermionic
operators to the ones at the sources.










aβ,k2 :〉 ei(k2−k1)x0 , (1.22)
where Aαβ refers to the α, β elements of the transfer matrix A = SbSa which take
us from the electron operators at the source to those at the drain. The ak-operators
are uncorrelated between different arm-spaces and momentum states; this reduces
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Eq. (1.22) to,









α,kaα,k :〉 . (1.23)
We now make use of the assumption that the electrons at the sources are emitted
from thermal reservoirs at different voltage biases, V1 = V and V2 = 0. This
assumption gives us that the expectation of the number operator (a†kak) are given by
Fermi-Dirac distributions 〈a†m,kam,k〉 = fµm(~vFk) ≡ f(~vFk − µm) where µ1 = eV ,
µ2 = 0. The Fermi distribution is given by f(x) ≡ (eβx + 1)−1 with β = 1/kBT .
Since we only consider arm-1 to be biased, the α = 2 term in (1.23) is immediately
killed by the vacuum contribution coming from normal ordering, and we only need
to consider the α = 1 part.










where, |A11|2 = |rarb − tat∗beΦAB+k(l1−l2)|2 and describes the probability that an
electron with momentum k at S1 propagates to D1. To perform the summation
over k we replace it with an energy integral 1/L
∑
k → 1/(2π~vF )
´
dE. Then


















, and we use I(x0) ≡ I(x0, 0). The features of
the current are therefore dependent on ratio of three energy scales, the energy re-
lated to the potential bias eV , the thermal energy scale πkBT and the characteristic
energy scale of the MZI, Ec = 2~vF/∆l. Most of the experiments we will consider
are in the regime where eV/kB ∼ 100mK-10mK, T ∼ 1K. The final scale proves
slightly more tricky to broadly estimate since the velocity here is very dependent
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on the confinement potential used (as well as the magnetic field) which can vary
by a large degree between different experiments, we assume the velocity falls within
the bounds given by several experimental measurements, v ∼ 104ms−1-105ms−1
[41, 46, 47] and further assume that ∆l is on the same scale as the whole experi-
mental set-up which is of the order of µm, giving the natural thermal scale of the
Mach-Zehnder of Ec/kB ∼ 1K-100mK.
We encounter some problems when we compare this to experiments performed
on electronic MZIs however. These problems are easiest seen by considering the
visibility of the differential conductance. The differential conductance is given by
σ(V ) ≡ dI(V )/dV and its visibility describes the degree to which interference can





where the optimisation is taken over ΦAB i.e, the visibility describes the amplitude







We see in the visibility the damping of the oscillation at high temperatures (πkBT 
Ec) as a result of thermal smearing, a feature which is notably absent, however, is
any dependence on the voltage bias. In fact in the single particle picture we expect
no dependence of this visibility on the voltage bias. Whilst this picture seems to
be an accurate one in the limit eV  Ec, this is not what is seen experimentally
outside of this regime [41, 13, 48, 49]. Thehese experiments show that the visibility
oscillates with a dependence on V , with the interference disappearing entirely for
some particular choices. The energy scale given by where the first minimum emerges
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is roughly in the region of 10µV which is of approximately the same energy scale as
Ec [50, 31]. This result lead to an array of theoretical papers [30, 51, 52, 53] trying
to explain the results. The general consensus of these papers is the extra beating
of the visibility was a result of interactions between the electrons within the arms.
These papers aren’t in complete agreement on which exact aspect of interaction is
most important, and none seem to be able to wholly explain the effect.
The many-body effects that interactions bring in make the problem harder to solve,
as seen from Eq. (1.29) they bring terms into the Hamiltonian that are density-




dxdx′ : ψ†(x)ψ(x)U(x− x′)ψ†(x′)ψ(x′) :, (1.28)
≡
ˆ ˆ
dxdx′ : ρ(x)U(x− x′)ρ(x′) : . (1.29)
Fortunately bringing interactions into our 1D Fermi liquid model gives the well
known Luttinger model, this model has the benefit that the natural interacting
fermionic excitations can be mapped onto a free boson model. This model is com-
pletely quadratic in the bosonic operators and therefore entirely solvable. This
process is called bosonisation and we will explore its construction in the next sec-
tion.
1.3 Luttinger Liquids - Many Body Physics
The concepts discussed in Section 1.1, in which we examined the low energy prop-
erties of a one dimensional system via linearising its spectrum, is not a new one.
A model in which the linearised Hamiltonian is taken as exact and interactions are
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included is known as the Luttinger model [21]. The benefit of using the Luttinger
model is that it is exactly solvable even with interactions. This solubility is not
obvious when the Hamiltonian is written in the original fermionic operators where
the model is clearly non-quadratic, see Eq. 1.29. It can, however, be shown that
the problem can be mapped onto a free bosonic Hamiltonian, enabling us to find an
exactly solvable form. This technique is known as bosonisation and is the product
of successive works by a number of contributors [21, 54, 55, 56, 57, 58]. The bosoni-
sation technique is one of the most useful tools that exist in handling 1D electronic
physics, as such it will be the subject of the rest of this chapter.
1.3.1 Bosonisation
To convert our fermionic Hamiltonian into a bosonic one we utilise the work of von
Delft and Schoeller [24] who wrote a particularly accessible review (Bosonisation
for Beginners) based on the methods created by Haldane [58] and subsequent ad-
vancements in the area. Bosonisation aims to map all excitations in our fermionic
system to ones which are bosonic in nature. To do so we start by spliting our Fock
space into a direct sum of Hilbert spaces with fixed particle number N. Within these
fixed number Hilbert spaces the only excitations that can occur are particle-hole
ones, these are density-type terms and therefore boson-like. This leads to a com-
plete representation of the excitations with a specific N which are purely bosonic.
Finally we make use of Klein operators which act as ladder operators to move us
between different fixed number Hilbert spaces, this allows us to create a complete
representation of all excitations in Fock space in bosonic form.
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1.3.2 Fixed Particle Number excitations
|
−→
N 〉0 describes the ground state for an
−→
N -particle system where
−→
N = (N1, N2, ..., NM)
where M is the total number of species and Ni is the number of particles of species
i. ‘Species’ could, for example, describes our different Landau level indices or spin.
We describe a
−→
N -particle Hilbert space as a space in which the particle number
of each species is fixed. In such a Hilbert space |
−→
N 〉0 has no excitations, then to
create an excitation we act some combination of particle-hole operators on it. I.e.
providing we restrict ourselves to keep
−→
N constant all excitations are density like,
we therefore attempt to build bosonic operators similar to density operators but





















q′,η′ ] = 0, (1.31)
Whilst it is not obvious all excitations on |
−→
N 〉0 can be represented using the above
operators Haldane [23] was able to prove that this is indeed the case for the linear
Hamiltonian: by computing the grand partition function of the Hamiltonians in
both the original fermionic and these new bosonic variables, he showed they are
indeed equal and the representation is therefore complete. At this point it is useful
















where ε is an infinitesimal constant included to regularise q →∞ divergences. We
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also define their Hermitian combination,











This field operator is particularly useful since we can define the normally ordered
electron density easily from it,
































N̂η, (for a→ 0). (1.34)
Equipped with the knowledge that we may represent all our excitations in terms of
our bosonic variables we look to find this representation of Hamiltonian. We do so
by utilising the fact that the properties of operators are fixed by their commutation
relations [59]. If we can generate a Hamiltonian in terms of our bosonic variables
which has the same commutation relation as when we consider the commutation
with the fermionic Hamiltonian, the properties of the model must be the same.
[H0,η, b
†
q,η′ ] = ~vF q b
†
q,ηδη,η′ , (1.35)
the above implies an alternative representations of the Hamiltonian as
∑
q>0 ~vF q b†q,ηbq,η
as well as additional terms which commute with b†. These additional terms can be
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Nη(Nη + 1). (1.37)




~vF q b†q,ηbq,η +
π~vF
L





















where the second and third lines are found by substituting in Equations (1.33) and
(1.34) respectively. Note that the cross terms of the form ∂xφη(x)Nη, originating
from when we plug Eq. (1.34) into Eq. (1.40), are killed upon integration due to the
periodicity of φη(x). We therefore end up with a representation of the Hamiltonian
which is quadratic in density, since this is also the case for the interaction terms we
arrive at a fully quadratic, and entirely solvable, Hamiltonian.
The above description is completely sufficient for any Hamiltonian which commutes
with the particle number operator for each species. As interaction terms are particle
number conserving, the above is (in general) sufficient even when these terms are
present. When terms which can change particle number are introduced (such as
those found in Htun, Eq. (1.15)) we require an additional feature to increase the
scope from the fixed particle Hilbert space, which the above description is valid for,
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to enable us to span the entirety of Fock space. To do so we construct Klein Opera-
tors, ladder operators which take us between different fixed particle Hilbert spaces.
These are often ignored as they are irrelevant for many purposes. They will prove to
very important to the interacting Mach-Zehnder model however, and will also allow
the conversion from fermionic to bosonic variables to be made entirely explicit.
1.3.3 Klein Operators
We wish to build ladder operators which have two properties, firstly these operators
add (remove) one fermion of species η to (from) the lowest available momentum
state, secondly we require they commute with the bosonic operators [24, 23]. This
translates to mean that no matter the excitations of a particular state on which we
act Klein operator on, it simply adds an electron to the lowest available state and
the bosonic excitations are recreated on top of this. The first of our requirements






















This works as desired when we act it on the vacuum. It doesn’t, however, correctly
fulfil the desired commutation relations, i.e if we choose our Klein operator F †η =
c†kNη+1 it does not satisfy Eqs. (1.43), meaning that the operator acts differently on
an excited state than it does on the ground state.
[bq,η, F
†




η′ ] = [bq,η, Fη′ ] = [b
†
q,η, Fη′ ] = 0. (1.43)
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To rectify this Haldane suggested additional terms in the Klein factors, which then
















where φη(x) is defined by Eq. (1.33). This allows us to allow produce the Klein
factor commutation relations as follows,
{F †η , Fη′} = 2δη,η′ , {F †η , F
†
η′} = {Fη, Fη′} = 0, (1.45)
[N̂η, F
†
η′ ] = δη,η′F
†
η , [N̂η, Fη′ ] = −δη,η′Fη.
The final task to obtain the bosonic representation of the fermionic operator can






This section has therefore provided us with a complete dictionary of mapping our
interacting fermionic Hamiltonian to a free particle bosonic problem. We will make
use of this in the later half of Chapter 3 when we consider interactions between 1D
chiral modes in graphene. In Chapter 3 we will also consider what happens when we
map an interacting electronic Mach-Zehnder model built of these modes in graphene
onto bosonic variables. We further include the effect of previously unconsidered
cross-channel interactions effects within the MZI model. Before this though we
require the necessary background to understand the emergence and subtleties of
these chiral modes in graphene. The next chapter therefore gives an overview of
graphene and the origins of its 1D modes, as well as detaining the difference between
these modes in graphene and those found in conventional semi-conductors.
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Chapter 2
Relativistic Quantum Hall in
Graphene
Graphene is the first truly 2D material to be observed in nature. Its discovery [60]
won Andre Geim and Konstantin Novoselov the 2010 Nobel Prize. The technological
implications of graphene are far reaching and have still yet to be fully exploited. It
has the highest tensile strength of any material ever tested [61], extremely high
electron mobilities [9] and the capacity to be used to construct electronic devices on
a much smaller scales than any material prior to its discovery [62]. Our interest in
graphene lies within its interesting dispersion relations at low-energies, where the
electronic behaviour is analogous to massless relativistic fermions described by a
2D Dirac equation [63, 64]. Of particular interest is the impact of a high magnetic
field on this dispersion as we enter the quantum Hall regime in graphene. Landau
quantisation in graphene is different to that seen in conventional 2D semi-conductors
[65, 66]. These differences, paired with the resemblance of graphene low-energy
Hamiltonian to the Dirac equation, means that the discretisation of the energy
spectrum in graphene is often referred to as the relativistic quantum Hall effect.
In this section we explore the differences between the 1D chiral modes seen in the
25
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quantum Hall regime in graphene and that seen in conventional 2D semi-conductors.
We will particularly focus on the interesting features of these modes along a PN
junction interface in a high magnetic field in graphene. This system has had an array
of interesting, and seemingly contradictory, experiments performed on it in the last
decade [26, 27, 29, 11]. We will, in this chapter, construct the formalism necessary
to understand these experiments. We then proceed, in the chapter following this
one, to present the first major piece of original research in this thesis in which we
reconcile the apparent differences of these experiments into one model. We will
also see that the high mobilities in graphene and additional degeneracies mean that
the PN junction lends itself to construction of a electronic Mach-Zehnder which is
far superior [11] to its analogues in conventional 2D semi-conductors discussed in
section 1.2. This will lead us on to the second piece of original research in this thesis,
in which we use the bosonisation technique (explained in section 1.3.1) to describe
the additional interactions such a system brings in as compared to in conventional
electronic MZI. We then utilise the resulting model to calculate current measurement
with these previously unconsidered effects included. In this chapter, we begin with
a lattice model of electrons in graphene and then proceed to develop a continuum
description of their low energy properties. We then add a strong magnetic field, and
finally, electrostatic potentials which will be used to describe both a PN junction
and the edge of a sheet of graphene.
2.1 Deriving the Dirac Equation
Graphene is formed from carbon atoms which have solidified into a honeycomb
structure which can equivalently be thought of as two triangular Bravais lattices
occupied by two inequivalent atom sites which we label by A and B sub-lattices
[63], cf. Fig.(2.1).















Figure 2.1: The left image gives a sketch of the atomic structure of graphene.
Graphene’s lattice sites are composed of two inequivalent atoms separated by an
atomic distance a, these form two sub-lattices, A and B. The lattice vectors for
these sub-lattices are given by a1 and a2 which are labelled on the sketch. On the
right we have the reciprocal lattice centred on Γ, the two inequivalent corners of the
Brillouin zone are labelled K and K ′. The reciprocal lattice vectors b1 and b2 are
also labelled.
A-B atoms sit at a nearest neighbour distance of a = 0.142nm from each other [64],
we may describe the basis vectors which describe the underlying triangular structure




































Of particular interest will then be the points which describe the corners of the
Brilluoin zone. These are two inequivalent points which we call K and K ′, their
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With the basics of graphene structure determined, we can think about its dispersion
relation. We consider the tight-binding model which describes an electron able to








where a†σ,i (aσ,i) creates (annihilates) an electron with spin σ at site Ri on sub-lattice
A (bσ,i operators describe the equivalent on sub-lattice B). Switching to the Fourier


















. Diagonalising this Hamiltonian produces
the dispersion relation [67],
εk = ±t|f(q)| (2.6)
This dispersion is plotted in fig. (2.1). The negative and positive parts of the
spectrum touch at 6 points in the figure though only two are inequivalent (the
others are all accessible through an integer number of reciprocal lattice vectors from
these two), these lie at the K and K ′ points given by Eq. (2.3).
The low energy physics is therefore governed by the states close to these points: this
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Figure 2.2: Dispersion spectrum of graphene, given by Eq. (2.6).
is the physics we are most interested in. We therefore break up our Fourier series



















e−ik·Rna(K′ + k), (2.8)
≈ a1,ne−iK·Rn + a2,ne−iK
′·Rn . (2.9)
By assuming there are restrictions on k so that |k|  |K − K′| (equivalent to
assuming only low energy states are accessible), we see that a1,n and a2,n describe
excitations close to K and K ′ respectively, where k just describe small variations
in momentum about these points. We construct a representation for bn (operators
on the B sites) similarly. When we include the restriction that k is small, the
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0 kx − iky 0 0
kx + iky 0 0 0
0 0 0 kx − iky









with vF = −3ta/2~ (≈ 106ms−1). The block matrix structure shown above tells
us that eigenstates for excitations associated with different valley indices (K/K ′)
are orthogonal. This leads us to draw parallel to that of spin indices and we will
sometimes refer to excitations close to different Dirac points as having different















HK = p ·σ, HK′ = p ·σ∗ where p is the a 2D momentum operator p = (px, py) and
σ = (σx, σy) are the standard Pauli matrices. ψK and ψK′ are 2 component spinors,





We will only consider the low energy properties of the electrons in graphene and
therefore we assume that the Dirac equation-like Hamiltonian given by Eq. (2.10)
contains all the physics that is relevant for us. In the next section we will see what
happens when we add a strong magnetic field to our graphene sheet.
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2.1.1 Graphene in a Strong Magnetic Field
As in Section 1.1 we can again include a magnetic field via minimal substitution p→
p + eA [68]. The geometry we consider is an infinite graphene sheet in the xy-plane
with a magnetic field pointing out of the plane (z-direction). We use the Landau
gauge for the choice of vector potential, A = −Byx̂, which generates the desired
magnetic field. This choice also ensures the Hamiltonian remains translationally
invariant in the x-direction so the form of the solution in this direction is (similarly
to Section 1.1) given by the plane wave ψK(r) = eikxΦ(y).




 0 lB∂y + y/lB − lBk
−lB∂y + y/lB − lBk 0
Φ(y),
where the magnetic length, lB =
√
~/eB. The eigenvectors and eigenvalues can






 , for n > 0,
EK0 = 0, Φ0 =
 0
φn(y − y0)
 , for n = 0, (2.13)
where φn(y−y0) are the solutions of the 1D harmonic-oscillator centred on y0 = l2Bk,
see Eq. (1.4) and ω =
√
2vF/lB. The energy spectrum near K′ can be written in
the same way, the wave function on K ′ are also similar with the only exception
being that the components of the spinor in Φ′ are reversed compared to Φ (where
ψK′(r) = e
ikxΦ′(y)).
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We see several immediate differences from the standard quantum Hall effect. Firstly
graphene Hall spectrum is proportional to the square root of the magnetic field as
opposed to linear in it as in the semi-conductor case. This leads to a vastly different
intrinsic energy scale to the problem, in a semiconductor at a magnetic field of 10T
the gap between different Landau levels is of the order of 10K, with the same field
in graphene this leads to a gap of the 1000 K [63]. With such a large gap one can
see the distinctive conductance curves characteristic of quantum Hall even at room
temperatures [69]. A further difference between the ‘relativistic’ (so termed because
of the similarity between graphene low energy Hamiltonian and that of that Dirac
equation) quantum Hall effect and the standard one is the appearance of negative
energy Landau levels which one can continuously dope the Fermi energy into from
the positive levels. Landau levels effectively split the energy spectrum into discrete
sections, these negative energy levels come from the part of the cone-like energy
spectrum below the Dirac point being discretised. It is these negative levels that
make the quantum Hall effect in graphene so interesting. We next consider the ef-
fect of putting a potential difference across a sheet of graphene in a high magnetic
field and see that it leads to gapless energy bands much like the bands of the stan-
dard edge states seen in Section 1.1. What is particularly interesting in this case is
when we put the potential on one side of the sheet above the Dirac point and the
other side below, producing a PN junction. We will see that negative energy and
positive energy edge modes which travel in opposite directions at the edge of the
graphene sheet will copropagate along the PN junction, supplying the junction with
excitations from different sources. This system is of interest to us as it is the basis
of several very interesting experiments over the past decade. We describe these in
depth in Chapter 3, but first we shall introduce the high magnetic field PN junction
in graphene properly in the next several sections.
2.1. DERIVING THE DIRAC EQUATION 33
2.1.2 Addition of a spatially varying potential
We limit our potential so that it only varies in the y-direction, i.e V (y)1. This choice
allows us to continue to use a Bloch wave as the x-dependent part of the solution to
the Hamiltonian. Here the 1 is the identity matrix in lattice space and valley space,
and is simply a statement that we have taken the potential to act indiscriminately
on A and B sub-lattices as well as the different valleys, as is expected for a spatially





 lB~vV (y) lB∂y + y/lB − lBk
−lB∂y + y/lB − lBk lB~vV (y)
Φ(y). (2.14)
We can make a further simplification providing that the length scale over which
the potential varies is much larger than the magnetic length (∂yV (y)  ~ω/lB).
In which case we may try to approximate the potential its value at the center of
harmonic oscillator states, V (y0). The energy spectrum can then be extracted as,
EK±,n,k = ±~ω
√
n+ V (y0) for n > 0, EK0 = V (y0). (2.15)
The eigenvectors of Eq. (2.14) are identical to those described by Eq. (2.13). If
we pick a V (y) as an experimentally [70] relevant function, we obtain an energy
spectrum as shown in Fig. (2.3).
In the example shown in Fig. (2.3) we’ve chosen V (y) as a hyperbolic tangent func-
tion. We see that the material remains an insulator at both y → ∞ and y → −∞
due to the Fermi level lying between Landau levels (EF = 0). It does however have
conducting bands near y = 0, here the energy bands are bent upwards and intersect
the Fermi energy, at which point gapless energy modes exist and therefore we have
34 CHAPTER 2. RELATIVISTIC QUANTUM HALL IN GRAPHENE

















with V0 = 0.2V ,
and L = 1µm (parameters chosen to be similar in scale to experiments on PN
junctions in graphene [70]. Note that the label n = −1 is for ease of notation, strictly
speaking it refers to EK−,1,kx from equation (2.15), i.e it is the negative solution with
n=1.
conducting channels which are localised in the y direction but plane waves in x.
The width of these states is given by the width of the harmonic oscillator states and
proportional to lB: we may essentially treat these modes as 1D conducting chan-
nels (we will prove this in the next section). We see that we can control exactly
how many of these modes exist at the interface by altering of V0. Using the form





and then choosing eV0 = ~ω
√
n will give 2n+ 1 gapless modes
at the interface per spin per Dirac point (i.e in total we’d have 4× (2n+ 1) modes
if we include all degeneracies).
An interesting feature of a type of potential like V (y)1 is that it utterly fails to
confine electrons to low potential regions. No matter how large we make V (y) or
what form it takes, there are always Landau levels that can be bent up and cut the
Fermi level. This implies that there are always available states, many of which far
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from the low potential region, for the electron to tunnel into. Consider the exponen-
tially spatially varying potential shown in Fig. (2.4), since all bands are bent in the
same direction one can envision how if we included the λ = −, n > 1 levels we would
see bands that are still available at E = 0 far into the high potential region. This
is a signature of Klein tunnelling [71, 72, 73] in a high magnetic field. The type of
potential used above which is the same across lattice and valley spaces can therefore
not be used to confine an the electron to the graphene sheet and we must consider
an alternative description. In the next section we consider such an alternative in
order to get a working description of what is happening to the electron at the edge
of a sheet of graphene in a high magnetic field.










Figure 2.4: Potential of the form V (y) = eV0ey/L, with V0 = 0.01V and L = 0.4µm
using a simple spatially varying V (y)1 potential. We see that this potential fails to
confine the electron due to the existence of available energy bands no matter how
far from the origin we travel. We only show down to n = −1 here for clarity, but
the effect of all negative Landau levels as we take n→ −∞ means there are infinite
bands for the electrons to occupy even in the extremely high potential regions. Once
again we are using the notation n = −1 to mean λ = −, n = 1.
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2.1.3 Confinement Potential
Instead of the potential previously considered, which acts indiscriminately on all
of the vector subspaces of the problem we could generate an effective confinement
potential by utilising a potential of the form V (y)σz [74], where the Pauli matrix is
in the A-B space. This potential acts with a different sign on the difference lattice
subspaces, this type of confinement is sometimes referred to as mass confinement, as
it is equivalent to adding a mass term into a relativistic energy spectrum. Under such
a potential, and using the the same approximation as in the case of the symmetric
potential (i.e, that the potential varies slowly on the scale of the magnetic length,
∂yV (y) ~ω/lB), one can use similar techniques to in the previous section and the









, n > 0, (2.16)
EK0,k = −V (y0) EK
′
0,k = V (y0). (2.17)
Again with the exact same eigenvectors as in the previous two sections, Eq. (2.13).
This generates qualitatively the same spectrum produced by numerical calculations
directly using the tight binding model with a finite lattice (see [63, 75]), although the
numerical calculations show that the specifics of the dispersion depend on the edge
geometry. Since the potential generates the correct dispersion relation we assume
that it includes the correct physics, although all we really need is that it provides
the correct number of energy bands crossing the Fermi energy (which it does). We
therefore see that this peculiar splitting leads to a number of edge modes given by,
ν = ±2(2n+ 1), (2.18)
where the 2n comes from the valley degeneracy of each level. This symmetry is
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broken at n = 0 where one energy band is bent upwards and one downwards. This
is the origin of the +1 in ν. The extra factor of 2 is a result of spin degeneracy.












Figure 2.5: Potential of the form V (y) = eV0ey/L, with V0 = 0.01V and L = 0.4µm,
identical to that shown in Fig. (2.4) but this time using mass confinement potential,
V (y)σz. This potential (in contrast to Fig. 2.4)) bends negative energy Landau levels
down and positive energy Landau levels up. This means that, for any finite chemical
potential, states only exist where the centre of the cyclotron motion y0 is close to
the origin.
A particularly interesting feature of the E0 energy levels is that the Landau levels
corresponding to one of Dirac points bend upwards (∂E/∂k > 0) in the presence of
the confinement potential, whilst near the other Dirac point they bend downwards
(∂E/∂k < 0) (again this is confirmed by numerical solutions [63, 75]). This results
in excitations with opposite velocities. If we once again envision ourselves to be
in the situation described at the end of the previous section where the sheet of
graphene is doped so that on one side ν > 0 and on the other ν < 0 (i.e a PN
junction) then the excitations at the edge of the graphene sheet on opposite sides
of the junction travel in the opposite direction to each other. We may, therefore,
set this up so the excitations on either side of the junction travel towards each
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other, cf. Fig.(2.6). At the interface, the two channels meet and are directed into
the artificial edge states created by the PN potential. The two channels then co-
propagate according to Equation (2.29). We assume this process to be an adiabatic
one, and so K-excitations are directed into the states with momenta close to K of
the junction, and similarly for K ′. We can therefore utilise the different origins of
these two excitations to supply them from different reservoirs (labelled as S1 and
S2 in the Figure (2.6)). At the other edge of the sheet the excitations again split
up and now propagate away from each other towards the drains D1 and D2.
D1 D2
S1 S2
Figure 2.6: Figure showing a sheet of graphene with a potential creating a PN
junction across it, the red side has a negative top gate potential acting on it whilst
the grey has a positive one, this results in excitations from S1 and S2 having opposite
velocity at the true edge (bordering the white), these excitations then co-propagate
along the junction interface, which then separate again when they hit the other edge
and head towards the drains D1 and D2.
The main take away point from the above section is that if we apply a spatially
varying potential along a sheet of graphene in a strong magnetic field we obtain 1D
chiral modes which can then be supplied from the 1D modes from the physical edge.
The argument for the fact they are 1D is relatively clear: the states are localised
in one direction and plane waves in the other, implying 1D nature. In the next
section we treat these excitations more carefully in order to generate a Hamiltonian
describing the excitations which form the chiral currents along the edge and junction
interface. We then use ideas similar to in Chapter 1 to see that a linearised version
of 1D excitation spectrum of these excitations is a valid description in the low energy
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limit.
2.2 1D modes along the PN interface
The goal of this section is to use the previously extracted wave functions which de-
scribe excitations of graphene under a slowly varying potential to obtain the Hamil-
tonian which describes the emergent 1D physics at the edge of the graphene sheet
and along the PN junction interface.
We start by explicitly noting the eigenvectors of the Dirac Hamiltonians with the
addition of slowly varying potentials V (y)1 and V (y)σz which correspond to the
energy eigenvalues Eq. (2.17, 2.15) respectively.
ψ±,n,k(x, y) = e

















φn(ξ) describe the usual 1D harmonic oscillator solutions given by Eq. (1.4), and
upper and lower elements of Φ refer to AB sub-lattices respectively and it important
to remember that K and K ′ wave function refer to different vector spaces. The full
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annihilation of an excitation with momenta k near the K(′) Dirac point in the nth
Landau level (with n > 0). The λ index tells us if we are above (λ = +) or below
(λ = −) the Dirac point. For the n = 0 Landau level we have dropped both the n
and λ indices as there is only one level in this case. These operators also ensure the
field operator obey fermionic exchange statistics:




j} = 0. (2.23)
The full low energy wave function can then be obtained by putting these back into









= HK +HK′ (2.25)
Orthogonality between the different valleys spaces kills any matrix elements between
excitations close to different Dirac points, integration over x is trivial to perform
and then integration over y can be done by utilising the orthogonality of Hermite
polynomials,
´
dy φn(y − y0)φm(y − y0) = δn,m. This leaves us with two separate
Hamiltonians describing excitations with momentum close to the K and K ′ points.
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and similarly for HK′ with K → K ′ in Eq. (2.26).
Eq. (2.25) and (2.26) therefore describe the fermionic excitations in graphene in
a high magnetic field coupled with any slowly varying potential (including a mass
confinement style potential), where the specifics of the potential are built into the
dispersion spectrum Ek,n,λ. We are most interested in the one dimensional physics
close to the the real edge of graphene and along the PN interface. We anticipate
finding chiral 1D modes at these points. When the Fermi energy is doped so that
it bisects the energy bands which describe electron in these modes, we expect these
modes to be the only position at which excitations can exist at low temperatures.
We zoom in on the dynamics in this region by expanding the energy spectrum close
to the Fermi level. Considering the PN potential, we first imagine the simplest sit-
uation, where the potential is chosen such that it pushes the n = 1, λ = − Landau
level below the Fermi energy for any y and below the equivalent positive energy
state n = 1, λ = +, i.e E−,1,k < εF < E+,1,k. Finally we choose V (y) so that one
side of the junction Ek is below the Fermi level, but on the other it is above, this
situation is shown in Fig. (2.7).
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Figure 2.7: Example of the energy bands of electron in a high magnetic field in





with V0 = 0.05V , and
LV = 0.2µm. The Fermi level sits at E = 0 therefore only the n = 0 Landau level
is bisected and this gives rise 1 chiral modes per Dirac point and spin travelling in
the same direction along the junction. We may linearise the spectrum about this
point for small temperatures, to obtain Eq. 2.29. Note the difference between this
dispersion relation and the one found in Fig. (2.3); in that figure, had the Fermi
level again been at E = 0, we would see 3 chiral modes (per Dirac point and spin)
travelling along the junction interface.
These conditions mean that the only excitations which can exist close to the
Fermi energy come from the E0 energy band, of which there is one per Dirac point
(two if we include spin). The E0 band corresponds to to the lowest (non-negative)
Landau level, EK/K
′
0,k = V (l
2
Bk). Assuming temperature to be low we may then
expand this close to εF = V (l2BkF ),







(k − kF ) +O
(
(k − kF )2
)
+ ... (2.27)
≈ εF + ~vF (k − kF ). (2.28)





, which, since V monotonically increases with
k is always either positive or zero (positive along the interface, zero deep in the
2.2. 1D MODES ALONG THE PN INTERFACE 43
bulk). The Hamiltonian which describes the low lying excitations in the system we




~vF (k − kF )
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where we have been careful to normally order to take care of the infinities introduced
upon linearisation. The above is very similar to the Hamiltonian Eq. (1.9) describing
the emergent 1D behaviour in semi-conductors, but here we see that two states
are available at the Fermi level, one for each Dirac point, separated by a distance
Kx −K ′x in momentum space. This difference in one component of the position of
Dirac points can be taken to zero by choosing certain orientations of the sheet of
graphene (see next section). This might lead one to the surprising conclusion that it
is easier to mediate tunnelling between the two states along the junction if such an
orientation is chosen for the PN junction. We will show this is not the case in the
next section. We can perform this procedure of linearisation on the other Landau
bands about their respective Fermi momentum, these values may be determined
from εF = ±~ω
√
n+V (l2BkFn,±). Linearising about kFn,λ and carefully resetting the
zero of each band (Ek,n,± → Ek,n,± − εF ), we obtain the full linearised Hamiltonian






















where, in order to use this Hamiltonian we make sure to keep only the bands where
the Fermi level bisects the bands i.e when εF = ±~ω
√
n + V (l2BkFn,±) can be sat-
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isfied. We stress once more here that our sum over k is only for small momentum,
|k|, |kF |  |Kx −K ′x|.
Similarly, we can utilise a virtually identical procedure with a confinement potential
of the form described in Section 2.1.3. In which case the predominant difference
between the two types of potential is seen in the velocity, in the confinement case
the n = 0 Landau levels acquires opposite velocities and, for all other levels, a factor
of λ = ± is added, the velocity (being determined by the form of the potential) is
of course different at the edge than along the interface so we label the velocity as























Since our description is as an approximate one and we will not usually be able to
determine the velocity in either case we will usually assume that uF = vF when an
excitation travels from the edge to the PN junction interface.
In the next section we consider rotating our sample so that the x-axis always trav-
els along the junction interface or sample edge. We see that this rotation has an
impact on the distance |Kx−K ′x|, since this describes the proximity of the different
excitations described by Equations (2.29) and (2.32). We consider whether it can
also control the degree to which the modes hybridise.
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2.3 PN Junction at any Orientation.
We can change our description of the PN-potential and confinement potential to
fit any orientation by simply resetting our x-axis to run parallel to the junction
interface or edge respectively. Doing so rotates the orientation of our Brillouin zone
and therefore the location of K and K ′ as follows. We rotate our real space variables
Figure 2.8: A sketch of a sheet of graphene. We rotate the sheet to position the PN
junction’s interface parallel to the x-axis. The rotated frame is then at an angle θ
to how we originally defined it.
so that,
x̃ ≡ x cos θ − y sin θ, (2.33)
ỹ ≡ x sin θ + y cos θ. (2.34)
We can then apply the same rotation to our reciprocal space,
K̃ =
(
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where the components K(′) are defined by Eq. (2.3). We can now follow through
the same procedures detailed in Sections 2.1.2 and 2.1.3 in our rotated variables to
find the solution for the edges/PN-junction at any orientation. Therefore substi-
tuting the x-components of these tilded variables (2.39) in for the non-tilde ones in
Equations (2.29) and (2.32) provides us with the linearised Hamiltonian describing
junctions and edges in any direction. Furthermore we may also assume it provides
a reasonable description for a non-straight junction/edge providing the orientation
is changed adiabatically.
We then see that the dispersion spectrum for the two types of excitations, K and
K ′ are identical providing θ = 0, and separated by a very large (∼ 1/a) distance
in momentum space in the situation where the junction is such that θ = π/2. The
reason for this apparent difference is that momentum in the x-direction (parallel to
the junction/edge) is a conserved quantity while in perpendicular (y) direction, it is
not.
[px, H
K/K′ + V̂ (y)] = 0, [py, H
K/K′ + V̂ (y)] 6= 0, (2.40)
where V̂ (y) = V (y)1 for the junction potential and V̂ (y) = V (y)σz.
So, having shown that we can change the distance in momentum space the exci-
tations described by Eq. (2.29) and (2.32) are from each other, we return to the
question posed at the start of this section: can the orientation of the the PN junction
make a difference to how the excitations hybridise? The answer is ‘probably not’,
while when we integrate out the y-components all dependence on the y-momentum
seems to disappear (eventually leaving us with Equations (2.29) and (2.32)). We
must consider any matrix elements which determine the hybridisation before this
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point. Any term of this form is weighted by a extremely fast oscillating ei(K−K′)·r
term which quickly drops to zero when integrated, unless the matrix element is
also paired with an additional external potential which varies on the scale of lattice
length. We investigate this further in the next chapter. The reason we do not answer
the above question definitively is that the orientation does tell us which direction
we require this external potential to be compact within in order to accommodate
tunnelling. In the absence of any such potential, the two excitations corresponding
to K and K ′ in Eq. (2.29,2.32) are therefore still distinct even when it is the case
that K̃x = K̃ ′x.
2.4 Broken Symmetries
In all previous discussion we have neglected symmetry breaking terms within our
description meaning the degeneracy of the Landau levels is such that the number of
edge states jumps by 4 (corresponding to a two fold degeneracy for both spin and
valley indices) every time our Fermi energy crosses a Landau level. For low magnetic
fields this appears to be a reasonable description, however for higher magnetic fields
experiments [10, 76] show Hall plateaus which corresponds to observing an increase
by 1 edge state as the Fermi-energy is moved through the dispersion spectrum. This
is attributed to a full breaking of the four-fold spin-valley symmetry. Breaking of
the spin degree of degeneracy is a result of a well known Zeeman effect, where the
magnetic moments of the electrons couple to the field, giving an energy bonus to
those electrons whose spin align with the field. Such an effect is easy to put into the
framework we have constructed, the Zeeman Hamiltonian is simply given [64] by,
HZ = ∆Z
(
1valley ⊗ 1AB ⊗ σzspin
)
, (2.41)
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i.e it reverses sign for opposite spins but has no changes on the other vectors spaces
(the subscripts valley and AB refer to the valley and sub-lattices spaces respec-




k,n,λ ±σ ∆Z ,
where the postive or negative sign is determined by which of σ =↑, ↓ aligns with the
field. Similarly, we can envision a "Valley-Zeeman" (VZ) Hamiltonian which breaks
the valley symmetry by coupling to only this degree of freedom,
HV Z = ∆V Z
(
σzvalley ⊗ 1AB ⊗ 1spin
)
, (2.42)
The addition of such a term in the full Hamiltonian results in the desired breaking of




k,n,λ +/−∆V Z . The problem with this description
is that there is no obvious physical field which couples directly to the pseudo-spin.
It has been suggested that such an effect may be achievable using strain-induced
fields [77, 78], and we may also induce similar effects in n = 0 Landau levels by cou-





), this is specific to the n = 0 Landau level where the
K/K’ states are restricted to occupy the A/B sub-lattices respectively. However, the
symmetry breaking effect with the highest energy scale [64], and therefore most likely
origin of that which is experimentally observed, is electron-electron interactions ef-
fects. The many-body effects mean that this description is much more involved then
our simple, single particleHV Z , this complexicity is mirrored by the number of works
written on the area [79, 80, 81, 82, 83, 84, 85, 86, 87, 88]. These investigations are
beyond the scope of this thesis and we instead make the assumption that even in the
event of valley symmetry breaking our chiral 1D Fermi liquid description, given by
Eq. (2.29) and (2.32), is a reasonable one (albeit with a renormalised velocity). The
energy difference between the two valleys is taken into account when we linearise
the energy spectrum, from this we can determine the effective position in y-space an
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electron sitting at the Fermi level is localised about (y0 = l2BkF ). We see that due to
the energy difference of the two pseudospins (meaning kKF 6= kK
′
F ), an insulating gap
emerges between the different chiral modes, just as is the case between edge states
corresponding to different Landau levels, cf. Fig. (2.3). The difference in energy of
the different valleys is therefore reflected in their positions in real space.
In this chapter we have demonstrated that much like in a standard 2D semi-conductor
we see the emergence of Landau levels in graphene in a strong magnetic field. Sim-
ilarly to semiconductors, at low temperatures and under a slowly varying potential
these insulating bands transform into conductive 1D chiral modes. In graphene,
these modes do have some interesting distinctions from the standard case, principal
to these is the feature that different chiral modes can be made to travel in opposite
directions at the same sample edge using a PN junction. At the junction interface
the modes co-propagate before being forced to separate again as they collide with
the other sample edge. In the next section we describe a series of apparently con-
flicting experiments within such a system. We find that utilising the descriptions
generated in this sections and inputting secondary effects, we can describe all these
experiments within one model using only one parameter to describe the differences.
This model therefore reconciles the apparent contradictions seen in the experiments.
We then go on to catalogue and discuss the effects of interactions between different
chiral modes at the PN interface, with a particular focus on these effects within a
recent experiment [11] which saw an MZI-type visibility effect within the system
under discussion. The nature of the modes along the PN interface naturally leads
us to approach a previously unconsidered (to the best of our knowledge) model of an
electronic Mach-Zehnder in which interaction also occur between different channels
of the interferometer.
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Chapter 3
Chiral Modes on a PN Junction
In the previous chapter we demonstrated the interesting excitations that emerge
within a graphene PN junctions in the quantum Hall regime. In this chapter we
describe the seemingly contradictory experiments that have taken place in these
systems and propose a simple model where a variable disorder potential is able to
reconcile the apparent experimental differences. We give some discussion about
the possible interactions that can exist along the PN interface and consider what
differences this could bring into using a PN junction to fabricate a graphene MZI.
3.1 Experiments on Graphene PN Junctions
As previously discussed we can create a PN junction in a high magnetic field as
shown in Fig (2.6), red and grey sides are held at different potentials by top gates.
In the regime where ν1 < 0 (refers to left side of Fig. (2.6)) and ν2 > 0 (right
side of Fig. (2.6)) excitations at the real edge travel in opposite direction due to
the dispersion spectrum having opposite gradients on either side (see Section 2.1.3).
Along the junction interface, the energy spectrum of every Landau level is bent in
the same direction (see Section 2.1.2), those excitations that travelled in opposite
51
52 CHAPTER 3. CHIRAL MODES ON A PN JUNCTION
directions along the true edge now co-propagate along the interface. As such these
PN junctions lend themselves as a nice tool to analyse the edge-like physics which
occur in graphene. Initial current experiments [26] in a high magnetic field PN
junction in graphene saw that if a bias is put on S1 whilst S2 is left grounded,
the current is split equally across the edge modes at the PN interface. So if, for
example, we have one edge mode on either side of the junction the current input at
S1, e2V/h (where V is the bias attached to S1) is split equally between these modes
along the interface. The current detected at D1 and D2 is equal to half of that
input, e2V/2h. This experiment was explained [89] in a frame work which assumes
full equilibration of channels travelling parallel to each other along the junction.
Defining conductance as g between S1 and D2. This leads to a quantised value of











gnn = gpp = min(|ν1|, |ν2|) = 2, 6, 10..., (3.2)
where the values of ν increase according to Eq. (2.18), i.e spin and valley symmetry
breaking weren’t observed in this experiment. gpn is the S1 → D2 conductivity
when the top gate potentials are set so the Fermi energy is above the Dirac point on
one side of the junction and below on the other (a PN junction), whereas gpp, gnn
describes the situations where the graphene sheet is doped to have a Fermi energy
where both sides are above or both sides are below the Dirac point respectively. This
description coincides strikingly well with the plateaus for the conductance observed
in the first experiment performed in these systems [26]. Whilst this model gives
the correct results of this experiment (as well as several subsequent experiments
[28, 90, 27]), we find the microscopic details behind the model lacking, what, for
example, are the origins of the mode mixing? Some discussion of this is given in
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Ref. [89] but not in great depth. Furthermore the model fails to explain more recent
experiments [29], where the conductance in the bipolar regime was found to not be
quantised, and in fact quickly tends towards zero as the magnetic field is increased.
Even more interestingly, experiments performed in 2017 were able to observe an
interferometric style current pattern indicating that tunnelling only occurs at two
points along the junction [11]. We attempt to give a possible resolution to the
apparent differences between these experiments via disorder mediated hybridisation
between the modes on different sides of the junction.
3.2 Disorder Mediated Tunnelling
Considering just the case where we have |ν1| = |ν2| = 1 (where ν1(2) are the number
of edge states on the two sides of the PN junction). We model Figure (2.6) as two
quantum wires, the Hamiltonian of which is given by Eq. (2.29). An electron near
K is not free to hybridise with an excitation on the other side of the boundary
due to a large momentum difference (∼ |K − K′|) leaving the two states on the
different side of the interface orthogonal. If we wish to reproduce Eq. (3.1) we
must include a mechanism to couple our quantum wires, which will transfer this
momentum away from the electron. We consider a disorder potential Γ(r) which
will play this role. In the following we will see when this disorder is relevant and
then consider an approximate model which we can solve to provide current and
noise calculations for the system. We find that these calculation, for the most part,
reproduce the different experiments, with the variability between them coming from
different regimes of Γ(r).
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3.2.1 Obtaining the Hamiltonian
In order for K/K ′ modes to couple we consider a disorder potential given by Γ(r). If
we assume the amplitude of this potential is small on the scale of the Fermi energy,
we may include it within our energy considerations in terms of the eigenstates of







′)·rψ†K(r)Γ(r)ψK′(r) + h.c, (3.3)
where l is the length of the PN interface. We see to couple the two Dirac points,
Γ(r) must have a large enough Fourier component to hop an electron from close to
K to close K ′. Such disorder needs vary over a length scale similar to that of the
lattice parameter, else integration over r paired with the fast oscillating ei(K−K)·r







i δ(y − yi)δ(x− xi), (3.4)
can couple different Landau levels (n, n′ refer to nth and n′th Landau levels). The
integration over y then simply renormalises the amplitude based on the degree to
which the wave functions overlap at yi, and adds a phase. For disorder which couples
the zeroth Landau levels (Γi ≡ Γ00i ), the amplitude of disorder is altered as below,
Γi → Γiei(Ky−K
′
y)yiφ∗0(yi − y0)φ0(yi − y′0), (3.5)
One can see that for the harmonic oscillator states that are separated by many




require that y0 ∼ y′0 or equivalently k ∼ k′. In other words, proximity of the states
in the y-direction, enforces that an electron close to K with momentum K + k can
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only tunnel to a state with momenta close to K ′ + k. Under this shift of Γi the

















1,k−qc2,k + h.c. (3.7)
One can then see that the Hamiltonian is equivalent to that of our excitations











dx Γ(x) ψ†1(x)ψ2(x) + h.c (3.8)
We can combine this with the Hamiltonian describing excitations along the junction,
Eq. (2.29), to obtain a full description of the edge mode excitation combined with the
disorder mediated hoping, H = H0 +HΓ. We will, however, solve a simpler problem
which assumes the tunnelling is ‘spread’ equally over the length of the hybridisation




dx Γ(x). An illustration of this approximation is
given by Fig. (3.1). The Hamiltonian (which corresponds to Eq. (2.29) in real space










dx ψ†1(x)ψ2(x) + h.c.
]
. (3.9)
Neither the above Hamiltonian nor H0 + HΓ can lead to any localisation effects.
The modes along the junction are chiral and co-propagate, back scattering is there-
fore forbidden. We anticipate the most important feature of the system to be the
number of times the electron tunnels. Since our simplified model is in agreement
with the original model on this, we expect that the dynamics to be broadly the
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ϕ ϕ
Figure 3.1: A sketch of how we approximate the disorder potential along a PN inter-
face, the black lines represent paths of our chiral modes. The left image shows how
we expect the physical PN interface to look, it is described by a disorder potential
as in HΓ, Eq. (3.8). Disorder is given by a series of delta function-like impurities
Γ(x) =
∑
i Γiδ(x − xi), we represent the impurities as red crosses along the junc-
tion interface. An electron from one chiral mode can tunnel into the other at these
points. We approximate the problem as in the right image, the tunnelling is taken
to be spread over a hybridisation region, as described by Eq. (3.9), we shade the
hybridisation region in red. In both cases the gap separating the ν = −1 and ν = 1
modes is threaded by a magnetic flux, φ.
same as, some details (such as specifics of interference) may be lost. We therefore
anticipate that Eq. (3.9) will describe the situation where coherences become less
important, such as when the electron is likely to tunnel many times (Γ/vF  1/l)
along the interface of the junction, relatively well. We also note that our simplified
model is identical to the original in the limit Γ → 0. In the intermediate regime,
where the electron tunnels just a handful of times Γ/vF ∼ 1/l we would expect
some differences due to the specifics of the interference which are lost in our model.
We will see that, in the limit where a tunnelling rate is similar to the length of
the junction, we may find a solution to the H0 + HΓ model in the limit where the
impurities are separated by a distance much greater than the Fermi length.
There exists far more rigorous methods of handling the addition of HΓ which we
will briefly touch on now. Typically one could, in a more controlled way than in our
description, side step the issue of not knowing the exact form of Γ(x) by taking it to
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be random and described by some probability distribution which is usually assumed
to be Gaussian [91]. In which case we may write the expectation of some operator








dxdx′ Γ(x)D−1(x−x′)Γ(x) , (3.10)
where 〈O〉Γ describes the expectation of O for some specific realisation of Γ(x), and
D(x−x′) ≡ Γ(x)Γ(x′) is the average correlation between the disorder potential at x
and x′. In our case we demonstrated that only very compact disorder contributes to
the coupling of different chiral modes, which implies D(x− x′) = Cδ(x− x′) (where
C is a constant) is likely a good approximation. We then try to integrate out the
Γ(x)-dependence in the Hamiltonian H0 +HΓ which determines 〈O〉Γ (or usually the
corresponding action, as this is easiest done in the path integral formulation). This
can be achieved using techniques such as the replica method [91]. Whilst this leaves
the remaining Hamiltonian quartic in electronic operators we have eliminated the
unknown Γ(x)-parameters, and we can then approach the problem using techniques
from Section 1.3.1. Given more time it would have been interesting to explore this
more rigorous description, and this lends itself as a good direction for further work.
However, since we anticipate that the most important aspect of the system is that
the electron will, on average, tunnel the correct amount of times and our model Eq.
(3.9) captures this, we believe Eq. (3.9) to be a sufficient description of the problem.
3.2.2 Solving the Hybridisation Hamiltonian
We find the eigenstates of Eq. (3.9) by splitting it into 3 parts, region 1 (x < 0)
and 3 (x > l) represent where excitations on either side of the junction are spatially
separate and therefore propagate with no tunnelling or interaction. Region 2 (0 <
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x < l, with l 1/kF ) is the interface of the junction where the edge states on either
side overlap and allow excitations to hybridise with a Γ-dependence. Region 1 and













ikxck,m if x > l,
(3.11)
in the second region (0 < x < l, i.e along the interface) the Hamiltonian is not






eikxb±,k(x), if 0 < x < l. (3.12)
b±(x) can be described in terms of superposition of annihilation operators in the


























The additional phase on these operators acts to shift k and ensures that E = ~vFk.
Furthermore we can include the effects of the flux penetrating the gap between the
two modes by taking b2,k → eiφx/lb2,k, where φ = eBlw/~ is the total flux enclosed
between the two modes along the junction interface and w is the separation of the
two modes. We then join the two solutions at x = 0 by determining the b±,k(x)
operators in terms of a1/2,k-operators by ensuring the wave function is continuous
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at x = 0,
bk(x) = S(x)ak, bk =
b+,k
b−,k




S(x) = SΓ(x)Sφ(x), Sφ(x) =
1 0
0 eiφx/l









, t(x) = iΓ|Γ| sin
( |Γ|x
~vF
). As expected S(x)S(x) = 1 as should be
the case for any lossless scattering. Finally we ensure the wave function is continuous
at x = l and extract




This demonstrates an oscillatory interference pattern from the effect of hopping
between the wires which is dependent on the length of the interface. We may then
calculate the expected current using these eigenstates:
〈Ii(x, t)〉 = evF 〈: ψ†i (x, t)ψi(x, t) :〉 (3.18)
To calculate the current at the drains (e.g D1) we input the eigenstates determined
in Eq. (3.11) at the position of the detector, x = xD1 with xD1 > l. We then relate
the eigenstates back to the source using Eq. (3.17). At the source, the electrons are
in contact with a thermal reservoir held at a chemical potential µ1 = eV at S1 and
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µ2 = 0 at S2,



















Note that Sαβ refers to the α, β element of the matrix S(l) given by Eq. (3.17) i.e
r = r(l). Three regimes appear here, the first corresponds to very weak tunnelling,
Γ/~vF  1/l, where we expect very few excitations to cross the junction. The
current at D2 therefore remains close to that which we put in e2V/h, from current
conservation we determine the current at D2 to be zero. This is in agreement with
the results of the experiments of [29].
In the regime where |Γ|/~vF is comparable to 1/l, this gives the interference regime.
Single particle interference becomes the predominant determining factor for where
each excitation emerges, the amount of current is very sensitive to the length of the
junction. Experiments which are able to directly observe single particle interference
via visibility fringes dependent on the magnetic flux between different channels [11],
indicate they are likely in the interference regime. Though, as suspected for this
particular regime, our simplified model is unable to fully reproduce the results of
this experimental dependence on the magnetic flux. We can better replicate this
regime by using a model in which impurities are treated independently which is
appropriate providing they are separated by a length much greater than that of the
Fermi length. We will look at this model in greater depth later.
When |Γ|/~vF  1/l the excitations oscillate from side to side many times across
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the junction. Very slight changes in the gate voltages or magnetic field which will
change the length of the interface/ the impurity landscape by small amounts re-
sulting in large fluctuations to the probability of emerging at D1. Experimentally,
the oscillatory cos2 averages out to 1/2 and we obtain the current corresponding
to a 50/50 beamsplitter, e2V/2~ at both D1 and D2. We term this limit as the
full hybridisation regime. Our model therefore implies that the experiments which
found a quantised conductance [26, 28], are in this regime. The disorder potential





dx Γ(x) ~vF/l. (3.20)
Similarly this averaging with a greater number of input channels leads directly to
the equilibration indicated by Eq. (3.1). Within this scattering formulation we can
also consider the noise across the junction using Eq. (3.16). We proceed to do so in
the next section.
3.2.3 Noise Across a PN Junction
More can be learnt about the system from noise measurements, and therefore a
better image of whether the model we put forward is correct can be learnt from this.





dt 〈Iα(xα, t)Iβ(xβ, 0)〉 − 〈Iα(xα, t)〉 〈Iβ(xβ, 0)〉 . (3.21)
The current operators can then be expressed as,
Iα(x, t) = evF : ψ
†
α(x, t)ψα(x, t) : . (3.22)
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We evaluate the current noise at D1, given by S11 below,





〈: ψ†1(x0, t)ψ1(x0, t) :: ψ
†
1(x0, 0)ψ1(x0, 0) :〉
− 〈: ψ†1(x0, t)ψ1(x0, t) :〉 〈: ψ
†












We use the form of ψ(x, t) given in the previous section and relate the operators
at D1 back to the input states via elements of the scattering matrix. We then
relate the expectations of the operators at the S1 and S2 to their given occupation
value corresponding to a voltage of V coming from the reservoir attached to S1 and
a grounded reservoir at S2, the entire system is assumed to be under a constant
temperature.

















































Note that ak(t) is simply an annihilation operator with a free fermion time depen-
dence, aα,k(t) = e−ivF kaα,k. The second, linear in temperature, term in Eq. (3.24)
comes from equilibrium thermal fluctuations and is known as Nyguist-Johnson noise
[92]. The first terms (referred to as shot noise) is the non-equilibrium contribution
resulting from the discreteness of the electrons charge. We used that the a-operator
are diagonal in momentum space and uncorrelated as to the source they originate
from, i.e 〈a†α,k1(t)aβ,k2(t)〉 = 〈a
†
α,k1
(t)aα,k2(t)〉 δα,βδk1,k2 . At constant temperature we
may subtract off the Nyguist noise and discuss just the shot noise (excess noise). In
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For our intermediate regime where, |Γ|~vF is comparable to 1/l we obtain a Fano factor





For the full hybridisation regime we assume that the shot noise tends toward its
average value. Oscillatory terms in the shot noise and current average out and the





We now are able to see a difference between our hybridisation region and a simple
50/50 beamsplitter (which would give F = 1/2). A distinction between the two
would be impossible to make from a simple current measurement at the drains.
In the zero current transfer regime the shot noise term is reduced to zero and the
Fano factor ceases to become a useful quantity. The linear temperature term be-
comes more important, our noise just reduces to the Nyguist-Johnson term describ-







We compare these results to experiment in the next section.
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3.2.4 Comparison with Experiment
Probably the most in-depth experiment on shot noise for a PN junction in graphene
in a high magnetic field was carried out by the Roulleau group [28]. They per-
form experiments for several lengths of junction interface ranging from l = 5µm to
100µm, with the primary focus being how much the length of the interface affects
the noise and to see if the noise replicates that of a beamsplitter. As in the original
experiments [26] they find that current in the bipolar regime is split equally over
the number of edge modes i.e their experiments follow Eq. (3.1). In our analysis,
this would suggest they were within the full hybridisation regime. Two graphs taken
from their paper showing their results are given in Fig. (3.2).






















































Figure 3.2: Graphs taken from [28] detailing the results of shot noise measurements
on a PN junction with |ν1| = |ν2| = 2, graph (a) gives the excess noise (δS ≡ S11 −
S11(V = 0)) plotted against different biases (Vsd) applied to S1 for various length
junctions, the Fano factors for each are plotted next to the best fit curves. The curves
are assumed to fit a model [93] which assumes the distribution function is made up
of a ratio of Fermi-Dirac functions where the ratio is determined by the number
of edge modes originating from each source. Our model in the full hybridisation
regime would similarly give this sort of distribution function, and therefore both
models give the coth curves of the form δS11 = 2eFgV coth(eV/2kBT ). F , the Fano
factor, is used as the fitting parameter. These Fano factors are then plotted in (b)
against the length of the interface with a curve of best fit.
We first see that the best fit curves Figure (3.2a) are a good fit to coth curves, as
our model would predict in the full hybridisation regime. We see that if they are
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indeed within this regime then the Fano factor corresponding to 5µm (F = 0.23)
is a good fit to what we predict (F = 0.25). Going to longer lengths the fit is
less good, this probably an indicator that the assumptions that are in built into
our scattering theory begin to fail. The authors [28] suggest the lowering of the
Fano factor is due to the energy distribution coming from the two different sources
relaxing into a equilibrium distribution in the centre of the junction. From just this
‘cold’ Fermi-Dirac distribution only thermal noise can emerge and the Fano factor
goes to zero. This points us to where our assumptions break down, in Eq. (3.16)
we assumed that an electron remains at the same energy when lower energy states
are available. Realistically the electron is likely to relax into lower energy states
by losing energy to environment and this is more likely to happen the longer the
electron remains in the junction. The relaxation length must be larger than l = 5µm
however, and our single particle theory seems to fit well for lengths shorter than this.
It is worth pointing out that our calculations are at |ν1| = |ν2| = 1, i.e only the
spin polarised n = 0 edge state is considered, where the other spin state is assumed
to be pushed above the Fermi energy by Zeeman splitting. In the aforementioned
experimental paper [28] the authors do not go to high enough resolution to observe
Zeeman splitting and therefore use |ν1| = |ν2| = 2. Fortunately, in the absence
of any magnetic impurities we can assume that spin is conserved in our edges so
that an electron with spin-down can not be transmitted into the spin-up edge state.
Under this assumption, this additional edge is trivial to include and simply gives
double the noise and current, but leaves the Fano factor unchanged.
Unfortunately, to the best of our knowledge, experiments for noise within the in-
terference and zero-current transfer regimes do not exist. From our analysis we can
anticipate that one would expect to see large differences from the experiments of
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Ref. [28]. In the zero current transfer regime we expect only Nyquist-Johnson noise,
whilst in the interference regime we anticipate a large range of heavily l-dependent
Fano factors i.e Eq. (3.26). In the most recent experiments on PN junctions in
graphene published towards the end of 2017 [11] (measurements of current indicate
they are in the interference regime) they provide compelling argument that the ex-
change between the two edge states only takes place at the entrance and exit of the
junction in their set-up, i.e the tunnelling happens at the real edges. We may use this
to improve our model by taking only two non-zero Γi’s for Γ(x) ≡
∑
i Γiδ(x− xi)in
HΓ (3.3), at x1,2 = l, 0, this identically returns the Mach-Zehnder model that was
discussed in Section 1.2. As such it replicates the current calculations performed in
this section, the results of which are given by Eq. (1.25) with ∆l→ 0 as we assume
the lengths of the different are equal in this case, due to them being equivalent to
the length of the interface. These results are in line with the flux dependence in
the current that ref. [11] see in their results. Had they performed noise experi-
ments we would anticipate the measurement to coincide with results we expect from
this model, to be complete we produce this, as well as the Fano factor, below. We
again use the expression for S11 given by Eq. (3.23) but this time employing the












The calculation to produce this is given in depth in appendix B. As explained in the
appendix, the matrix A describes the transfer matrix which maps excitations at the
drains back to those at the sources. Here A = SBSA with SA,B given by Eq. (1.18).
We can therefore determine the elements which appear in Eq. (3.29) as,
A11 = rArB − t∗AtBeiΦAB , A12 = tArB + rAtBeiΦAB . (3.30)
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Considering just the ‘excess noise’ (i.e subtracting off the linear temperature contri-
bution) we can obtain a Fano factor given by Eq. (3.31)














The same concepts shown here in the MZI model can be used for any number of
impurities providing that the distance between each impurity is much greater than
the Fermi length. Representing each impurity as a scatterer is therefore a good tool
for analysis in the intermediate limit (|Γ| ∼ ~vF/l) where we expect our hybridis-
ation model fails to be a good description. Of course, this approach also requires
knowledge of the specifics of the impurities. If this is not the case, we must refer to
the methods given by Eq. (3.10).
In conclusion, we are able to unify several apparently conflicting experiments within
one model where the apparent differences are the result of a variability in the value
of Γ(y0, y′0), Eq. (3.5), which is based upon the distance two modes are from each
other as well as amount of (lattice-length scale) disorder. Whilst we find broader
disorder is not directly relevant to the coupling of edge modes of different pseudo-
spins, it does play a role, along with temperature, magnetic field and top/bottom
gate potentials, in broadening of individual modes. This results in a greater overlap
between modes of different pseudo-spin and therefore a larger Γ. We predict what
further experiments on noise would expect to see within different regimes. So the
final question to ask is why is Γ so different for the different subsets of experiments?
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3.2.5 Variability of Disorder Induced Tunnelling
The simplest answer one is drawn to is to say that the experiments performed in
the quantised regime are simply more disordered and therefore have a larger Γ than
those in the interference/zero current transfer regimes, we believe this to be only
part of the truth. Actually an important difference between those in the quantised
regime and those that are not is the amount of individual edge states they are able
to resolve. Quantised current experiments [26, 28, 90], all show results where the
lowest number of edge states they give data for is |ν| = 2, that is they do not observe
the Zeeman splitting of the Landau levels. Experiments not in the quantised regime
[29, 11] do not only observe Zeeman splitting, i.e they can resolve |ν| = 1, they
also observe the full effect of K/K ′ symmetry breaking meaning they observe a Hall
plateau which corresponds to ν = 0. The ‘width’ of each Landau level (and there-
fore the ease to which we can distinguish them) is based on three factors, the most
obvious of these is the magnetic field. lB ∝ 1/
√
B directly appears in the electronic
wave function and determines how ‘spread’ each state is, a lower magnetic results
results in a greater overlap of neighbouring states and therefore a higher Γ(y0, y′0).
The other two factors result in broadening of the edge modes by making a broader
range of neighbouring states within the same energy band branch more accessible,
these are: the temperature (we estimate this broadening to be ∝ T × lB) and the
amount of long-length scale disorder (resulting from impurities and scattering from
the lattice). Additionally if we discuss specifically the artificial edge modes along
the PN junction (rather than the states at the physical edge) there is another fac-
tor based upon the length scale at which the voltage between top and bottom gate
changes, a more abrupt change will allow temperature and disorder broadened state
to have a greater overlap between different 1D modes.
Let us consider which of these factors could be the largest contributor in the case
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of these experiments. All experiments were performed at roughly the same field
strength (7-14 T), lB is therefore unlikely to play a role. Using mobility as a mea-
sure of disorder, we can compare the amount the disorder in graphene samples used
in the original quantised experiments [26] (mobility given by µ = 7 × 104cm2/Vs
in this case) and µ = 1.2 × 105cm2/Vs in the zero quantised regime results found
by [29]). This improvement in quality (due to the 7 year gap between the papers)
may have an effect on the original papers results but for more recent quantised work
[28, 90] it seems unlikely to explain the differences. Temperature may play a role
here, the experiments of Ref.[28, 90] were performed at 4K, at least an order of
magnitude greater than the un-quantised conductance seen by [29, 11] (with Wei et
al. going as low as 20mK for some of their results). Other differences particularly
those between the MZI-style current [11] and that with no current transfer [29] may
result from the voltage profile of the top gates, as was pointed out by [11] they use
a sharper changing electrical potential which may result in the tunnelling seen in
this case. In the next section of this thesis we proceed to discuss Wei et al. [11]
results in greater depth. We particularly focus on what differences we might expect
from an electronic Mach-Zehnder in graphene and those already built in other 2D
semi-conductors [12, 41, 94].
3.3 Mach-Zehnder Interferometer in Graphene
The rest of this chapter is dedicated to the Mach-Zehnder in graphene. We first
consider the results of Ref. [11] (thus far the first and only experiment which has
been able to produce such a device) and comment on some key differences from what
is seen in MZI’s in semi-conductors. We then we go on to consider a previously
unconsidered (to the best of our knowledge) extension to the model for an electronic
MZI. Models for MZI where interactions could take place within the same channel
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drew quite a lot of interest [30, 50, 31, 95, 51, 53], we extend this to also include
interactions within different arms. We believe this, unlike in semi-conductor MZI
where different arms are well separated, may play a role in the MZI in graphene.
One of the most interesting features of paper [11] is the staggering visibility, Eq.
(5.14), they are able to reach. After 15 years of improvements of Mach-Zehnders
in conventional 2D semi-conductors the visibility of the devices (probably the best
quantifier of their quality) has improved from 65% in the original experiments [42]
to 95% in experiments performed more recently [49]. We can contrast this to the
first (and only) experiments in graphene where they observe a visibility of 98% [11].
This seem likely to be result of the fact the different channels/arms in the graphene
Mach-Zehnder take very similar routes unlike those in conventional semi-conductors.
In graphene the two channels co-propagate and any longer length-scale phonons and
impurities will interact with both channels. Since these interact with the electrons
in both channels in a similar way it means any defects carry less information about
the position of the electron then would be the case in semi-conductors and therefore
cause less dephasing. Interacting electrons in graphene in a high magnetic field have
been discussed [64, 68, 96, 97, 78] mostly as an explanation for the K/K’ Landau
level splitting which has been observed in experiments [10, 11, 29, 76]. There has
been some discussion of Luttinger liquid at the graphene edge [98, 25], but since
it can only result in forward scattering it is not usually very relevant. Interactions
within the one dimensional channel along the graphene PN junctions have not been
discussed however so we will begin this section with consideration of the relevant
interactions.
3.3.1 Including Interaction
This section provides formalism which allows for the inclusion of interactions both
across (inter-channel interaction) channels and within the same same channel (intra-
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channel interaction) of the modes which flow down the PN junction interface in
graphene. This provides a framework where all different interactions may be con-
sidered, we then go on in the section following this one to consider in depth the
simplest case in which we only have a single channel on each side of the junction,
ν1 = −1, ν2 = 1.
Having extracted that at low temperature and low energies our excitations along
the PN junction are indeed those of one dimensional fermionic channels, we may
wonder what effect interactions can have on this. Forgetting, for a moment, the K/K’
symmetry breaking discussed in Section 2.4, if we consider the ν1 = 1, ν2 = −1 case
the K/K ′ sit on top of each other; we might therefore expect that the cross channel
interactions to have an effect on the dynamics. In reality, of course, we see that
this symmetry is invariably broken and N and P channels will be separated, the
degree to which they are separated will then determine the strength of the interac-
tion via the overlap in the y-direction that will originate in these matrix elements
(e.g for coupling the zeroth Landau levels the matrix elements are weighted by a
term ∼
´
dy φ∗0(y − y0)φ0(y − y′0)). This leads to another interesting feature of the
system; we can, to some degree, control the strength of interaction between differ-
ent valleys, by manipulation of the magnetic field and applied potential as this will
determine the overlap of the wave functions. From Section 1.3.1 we are equipped
with the knowledge of how one can deal with interacting 1D Hamiltonians. The
bosonisation technique should allow us to bring an interacting Hamiltonian into
quadratic form. This is detailed in the section following this one. First we will
catalogue the different interactions in a formalism sometimes referred to as g-ology
[99]. We consider only chiral interactions, the opposite direction movers are largely
spatially separated so what are usually considered the standard g1, g2, g3-processes
(which just refer to interactions between electrons moving in different directions)
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drop to zero. Since interaction between different L/R movers are irrelevant in our
case we will re-purpose this notation to refer to interaction matrix elements between
different chiral states. In this notation we have a set of possible interactions de-
scribed by {g} = {g1,g2,g3,g4} which are depicted in Fig. (3.3). Each type of
interaction can then be broken up into those between states belonging to different
Landau levels (described by i and j), pseudo-spins (n or m) and spins (σ and σ′) e.g
g2 ≡ gij,nm,σσ
′
2 . In the next section we will again focus our attention on the simplest
situation of the lowest two levels, this is given by the zeroth Landau level i = j = 0,
opposite pseudo-spin n = K,m = K ′ and same spin modes σ = σ′, we will refer
to this set of interaction variables without any mode indices, g = {g1, g2, g3, g4}.
Of this set the g3 describes an umklapp style process [91] where a pair of electrons
close to one Dirac point are scattered outside of the Brillouin zone into states close
to a different Dirac point. Such an interaction (for any excitations with different
pseudospin) cannot be reconciled with momentum conservation and therefore we
may always take g3 = g3
∣∣
n6=m = 0. In fact of the components of g3 the only terms
that are in general allowed by momentum conservation are those that are completely
diagonal in energy band indices, since these terms are identical to g4 type terms we
may simply absorb those g3 processes into g4, we will therefore exclude g3 processes
from now on.
Whilst we have thus far not made any assumptions about the range of these
interactions, from now on we will consider only contact interactions (δ-function like
in space). For cross-valley interactions this is easy to justify, the cross-valley interac-
tion matrix elements (similar to our disorder mediated tunnelling terms) are always
accompanied by a fast oscillating term, ei(K−K′)·∆r where ∆r describes the distance
between the interacting excitations. Any long range potential is therefore killed
upon interaction with this term and only contact interactions can survive. Where

















Figure 3.3: Three different types of interactions are depicted above g4,g2 and g1.
The bottom set of images depicts two energy bands which may correspond to dif-
ferent Landau levels, different pseudo-spin or different spin. g4 is diagonal in these
indices meaning that it describes interactions where the excitations belong to the
same energy band, g2 describes interactions between excitations on different energy
bands but where the excitations remain close to their original momentum after inter-
action. g1 processes also describe excitations belonging to different branches, but in
this case the excitations swap branches upon interaction. For g1 processes involving
different K/K ′ branches, this is a large momentum transfer process. The upper row
of images depicts the momentum transfer for these styles of interaction, where the
solid/dashed black lines denotes that the electron states belong to different energy
bands. Not depicted here are the g3-interactions, which scatter electrons outside of
the Brillouin zone.
interacting excitations aren’t separated by a large distance in reciprocal space (e.g g4
processes) it is not so obvious that such an argument still holds. However, providing
we consider only the low energy properties, small momentum transfer interactions
(contact interactions in real space) are still likely to be the dominant type of inter-
action and therefore this assumption is still reasonable. In the next section we use
the formulation built above to consider how interaction is included in the Hamilto-
nian describing the simplest example along the PN junction, ν1 = −1, ν2 = 1. We
calculate the interacting correlation function along the PN junction in this case, we
then proceed to use this in the following section to calculate the current in model
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of an electronic Mach-Zehnder with previously unconsidered interactions included.
3.3.2 The Interacting Correlation Function
We first consider the Hamiltonian describing the electrons as they propagate down
the centre of our PN junction. For now we leave out the effects of tunnelling. The
Hamiltonian can essentially be split into three parts. H1 and H2 describe the par-
ticles on either side of the junction which we write via Eq. (1.40) in bosonised
form in terms of the density. This is given by Eq. (3.32), where g4 describes the
strength of interactions of electrons of the same pseudo-spin (inter-channel interac-
tion strength). Hint then describes the interaction across the junction, with g2 and














dx(g2 − g1)ρ1(x)ρ2(x) (3.33)
H0 = H1 +H2 +Hint (3.34)
It is easy to see in this form that the effect of intra edge interactions simply renor-
malises the velocity u = vF + g42π , immediately giving a route to solving the inter-
channel only MZI model. In ourcase, we still have a problem with the non-diagonal
g1, g2 terms however. To continue, we wish to switch to a basis in which the Hamil-








ρ+(x) describes the total density in both edges at a position x, where as ρ−(x)
describes the difference between densities on either side of the junction (this can
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also be thought of as ‘total pseudospin’ or the density disparity between electrons
near K and those near K ′, it also relates to the current at a particular drain since
K and K ′ electrons supply different drains). The Hamiltonian is diagonal in this
















One can then convert this Hamiltonian into the language of bosonic operators by
recalling the standard bosonisation dictionary produced in section 1, specifically
here we refer to Eq. (1.34).











φn(x), ∂yφm(y)] = −2πiδnmδ(x− y). (3.38)



















We can simplify this slightly if we take it to be the case that the fluctuations of
N̂1,2 are small, in which case we may linearise the N̂± about their expectation value
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Whilst Klein factors do not appear here, it will prove useful to also define a new set
of these operators describing the new ‘+/-’ excitations as follows,
F− = F
†
2F1, F+ = F1F2. (3.41)





m, [N̂n, Fm] = −δnmFn, (3.42)
where n,m = +,−. We therefore have all the necessary framework to construct a
fermionic field operator in the diagonal basis which is related to the above Klein




ei2πN̂mx/Leiφm(x), m = +,−. (3.43)
Using techniques from [30] we may then use the form of the field operator above to
calculate the Greens function for these ±-excitations,




e−iµ±x/(~vF ) 〈F †±(t)F±(0)〉 〈eiφ±(x,t)eiφ±(0,0)〉 . (3.45)
We can then evaluate the two expectation values separately. We will use the in-
teraction representation so that the time dependence of an operator is given by
O(t) = eiH0t/~Oe−iH0t/~. The expectation value of the Klein operators can be per-
formed by permuting the N̂ dependent part of the time evolution operator past the
Klein factors using the relations in Eq. (3.42) to give,
〈F †m(t)Fm(0)〉 = ei(um/vF )µmt/~, (3.46)
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The bosonic part of the correlator (3.45), is slightly more involved but nonetheless







Sm can then be written in the form below by using that the Hamiltonian is quadratic
in the bosonic variables [91]. Sm may then be explicitly evaluated.









φm(x, t), φ(0, 0)], (3.48)







1− e−iq(x−umt)], T → 0, (3.49)
= − ln
[
i(x− umt) + ε], (3.50)
Here we have substituted the mode expansion of φm, given by Eq. (1.33) and eval-
uated the bosonic expectation values as a Bose-Einstein distribution at T → 0 in
order to obtain the second line (more details of this calculation can be found Ap-
pendix C). We then made use of Eq. (C.3) to perform the summation to obtain the
third line. From the above we can finally deduce the interacting, zero temperature,







i.e it is the same as what we expect for non-interacting electrons but with the
velocity altered by interactions. In the next section we will add tunneling between
channels perturbatively and see if the cross channel interactions have any effect on
the interference patten.
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3.3.3 Current in Mach-Zehnder with Cross Channel Interac-
tions
As was previously the case, to build our Mach-Zehnder model we add a tunnelling





1(l)ψ2(l) + h.c. (3.52)
Here we fix the location of the tunnelling points to be the same place, as the junc-
tion is the same length for both excitations. From this we can construct our full
Hamiltonian by H = H0 +Htun, where H0 is given by Eq. (3.34). We then wish to
see the impact the cross-channel interaction may have on the interference pattern,
as such we are interested in the current at the drains, D1 and D2. For the rest
of this section we heavily rely on the work of ref. [30] who considered a similar
model to ours but with only intra-channel interactions. Following their method, we
may deduce the current at the drains by obtaining the tunnelling current describing
electron current going from channel 1 to channel 2,

























′)} = δm,m′δ(x− x′) {ψm(x), ψm′(x′)} = 0,
3.3. MACH-ZEHNDER INTERFEROMETER IN GRAPHENE 79
The expectation value for current at time t is then given by,
I(t) = 〈U(−∞, t)Î(t)U(t,−∞)〉 . (3.55)
Where U(t2, t1) describes the time evolution, which in the representation we are using








, we treat tunnelling perturbatively and
expand to lowest order in Γ. Taking our measurement time of the current to be t = 0
gives




dt 〈[Î(0), Htun(t)]〉 . (3.56)
This boils down to the combination of two point correlation functions of the form



















′−u−(t−t′))[g−(x− x′, t− t′)]2. (3.57)
We may then deduce the current at D2 by expressing the correlation functions which































|t̃a|2 + |t̃b|2 + 2|t̃at̃b| cos(Φ)
]
. (3.58)
where t̃c ≡ Γc/~vF is the tunnelling probability to first order in Γc, see Eq. (1.19),
and we’ve taken µ− ≡ µ1 − µ2 = eV , finally we also used |ΓaΓb| = ΓaΓbeiΦ. The
time integrals can be performed by evaluating the residue at the second order poles
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coming from g2−(x, t). Comparison to Eq. (1.25) reveals that there aren’t any dif-
ferences made by including the interactions to first order in tunnelling. We simply
replicate the MZI current in the limit that ∆l, T → 0 and tunnelling is small. Since,
as detailed in our discussion earlier, we only expect contact interactions to be rel-
evant for any cross-valley interactions, we conclude that cross channel interactions
cannot influence the current at the drains in the small tunnelling limit.
This problem lends itself to several interesting extensions which we unfortunately do
not have time to explore, one example being similar to the work of Ref. [50], in which
the authors solved exactly (i.e with tunnelling not treated perturbatively) a model
of interacting MZI for which interactions (intra channel only) existed only between
the two scatterers for certain choices of interaction. They did so by refermionising
[24] their bosonic Hamiltonian into a new set of fermionic variables for which the
Hamiltonian was quadratic and diagonal. It would have been interesting to see if
such an exact solution could have also been found for our problem, and whether
cross-channel interactions would have had more of an effect in the non-perturbative
limit. A further interesting addition would have been to see the effects longer range
inter-channel interactions had on these results. This was considered in the intra-
channel only MZI model in Ref. [30], and produced results which were much more
experimentally relevant than a simple contact interaction only model. However the
similarities of Eq. (3.58) to that calculated in Ref. ([30]) would imply that inclusion
of long-range cross channel interaction to their results would make very little differ-
ence and furthermore, as previously stated, we expect any long range cross channel
interactions to be totally irrelevant along the PN interface.
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3.4 Conclusion
In this section we have made use of the 1D modes that were shown to exist in chap-
ter 2 to describe a PN junction in a strong magnetic field in graphene from source
to drain. We found that this model was insufficient to explain experiments observed
in these systems and inferred the presence of a disorder potential, Γ(r) which could
couple the modes at the junction interface. In Section 3.2.1, we considered a simpli-
fied version of a model with disorder in which we averaged Γ(r) along the junction
interface. We found that this model well replicates experiments in the limit the
disorder along interface is very strong or very weak and its variability succeeds in
explaining the differences appearing in several conflicting experiments. The model
does fail to capture some of the intricacies of the system in the immediate limit
(specifically it doesn’t replicate interference effects well). In this case we proposed
to use a description similar to the standard model of an electronic MZI (the detail
of which were discussed in Section 1.2) and proposed the noise measurements which
experiments in this limit should see if this model is an accurate description.
We proceeded to discuss which interaction effects are most relevant along a PN
junction in graphene and from this produced the correlation function for the natu-
ral (diagonal) excitations which propagate along the PN interface in the case where
we have ν1 = −1, ν2 = 1. We found that additional interactions might be rele-
vant to a graphene MZI model, which are not relevant to an MZI in a conventional
semi-conductor. We considered whether these effects would have any impact on the
current. In the small tunnelling limit we found they did not, and that such cross-
channel interactions do not appear to have much more of an impact on the system
than intra-channel only interactions do.
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In the next chapter we encroach on the world of quantum information and introduce
the recently popularised topic of quantum discord. Having introduced the topic we
will, in Chapter 5, make use of the extensively discussed electronic MZI to propose a




Our previous in depth discussion of building an electronic Mach-Zehnder in con-
densed matter may leave an especially cynical reader with one increasing overwhelm-
ing question: "What’s the point?" The author would feel a little deflated by such a
question, we would hope that the rich physics which has been demonstrated to go
into creating such a device is reason enough for an interest in it. But nonetheless,
we are quick to illustrate where such a device would come in handy. Just as the
birth of the field of Quantum Optics led to an array of interesting quantum phe-
nomena being displayed, Quantum Electro-Optics can do the same. Electrons have
one very important advantage over photons: they are charged. This means our elec-
tronic Mach-Zehnders can be used as very sensitive measuring devices for anything
involving charged particles [44, 100, 94, 101, 102]. As a further demonstration as
to where our Mach-Zehnder might be useful we encroach on the realm of quantum
information, specifically a recently popularised topic which has received a great deal
of attention, quantum discord [103]. Despite the recent flurry of activity in the field,
construction of a measure to detect its presence in a system has proven difficult
[20]. The propositions that do exist are limited in scope [20, 104] or very complex
[105] which has led to limited experimental progress [106, 107]. Within the frame
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work of the electronic Mach-Zehnder we are able to propose a way in which one can
build states which have a controllable degree of discord, and then, by observation of
cross-correlation functions, we devise a protocol which will determine if the state is
discorded or not. From this protocol we build a measure which bears a surprisingly
strong resemblance to discord. In this initial chapter we introduce what is meant by
the terms ‘quantum correlated’ and ‘quantum discord’, and give some background
to discord witnesses. The following chapter will then return to using our beloved
electronic Mach-Zehnder as a tool to detect discorded states in a solid state set-up.
4.1 Correlations in Classical Probability Theory
Quantum discord has its origin routed in classical probability theory. In classical
information theory we quantify how much uncertainty there is around a random
variable before we measure it in terms of its Shannon Entropy [108]. Consider the
random variable A which may take the values ai, our ignorance about what value




pA=ai log pA=ai (4.1)
The correlation between two random variables A and B, described by a joint prob-
ability distribution pA,B, may by quantified by the degree to which the uncertainty
about one of these variables is reduced when we have knowledge of the other. The
reduction in our ignorance of A, given knowledge of B’s probability distribution, is
given by the mutual entropy,
J(A : B) ≡ H(A)−H(A|B), (4.2)
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where H(A|B) =
∑
i pB=biH(A|B = bi) is the conditional entropy of A given B.
The single variable probability distribution can be derived from the joint one by








The conditional probability is then obtained via Bayes’ theorem,
pA|B=bi = pA,B=bi/pB=bi . (4.4)
It is this distribution we may substitue into Eq. (4.1) to obtain H(A|B = bi).
Furthermore we can use Bayes’ theorem to obtain an alternative (but completely
equivalent) expression for the mutual entropy,
I(A : B) ≡ H(A) +H(B)−H(A,B) (4.5)




j pA=ai,B=bj log pA=ai,B=bj . So equivalently we can de-
scribe the degree of correlation between A and B random variables by considering
the amount of uncertainty we have about them separately minus the amount of
uncertainty their joint probability distribution gives. For an uncorrelated pair of
random variables H(A,B) = H(A) + H(B), and the mutual entropy just returns
zero.
4.2 Correlations in Quantum Theory
The idea of Olivier and Zurek [109, 15] and, independently Henderson and Vedral
[16], was to generalise the above concepts to quantum systems in order to be able
to characterise the correlations between two parts of a composite system. Shannon
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entropy is used to describe the uncertainty associated with a probability distribution
for a classically random variable. The uncertainty about a given quantum state ρ
can be described by the Von Neumann Entropy [110]:
S(ρ) ≡ −Tr(ρ log ρ) (4.6)
Using this, we may then construct the ‘quantum version’ of mutual entropy. We
first make use of the analogue to our reduced probabilities, Eq. (4.3), which give us
the reduced density matrices,
ρA ≡ TrB{ρAB}, ρB ≡ TrA{ρAB}. (4.7)
Physically it is not obvious that these operators necessarily correspond to anything
meaningful in terms of a description of the individual subsystem, the justification is
that they give the correct results for measurements which impact one of the subsys-
tems only [108]. For example, an operator which only impacts the B-subsystem can
be represented as ÔB = ÔB ⊗ 1A, taking the full trace with this operator is equiv-
alent to taking the trace over B on the reduced density operator with ÔB, i.e. the
reduced density matrix gives the correct dynamics for operators that only impact
the B-subsystem.
The analogue of the expression for I(A : B), Eq. (4.5), is then easily obtained,
I(ρAB) ≡ S(ρA) + S(ρB)− S(ρAB). (4.8)
In the quantum context we will continue to refer to this quantity as mutual entropy.
The quantity gives a description of the total correlation between the A and B sub-
systems. The quantum analogue of the conditional probabilities present a slight
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difficulty, the result of a ‘measurement’ will depend on the basis we pick for our
measurement projectors. Nonetheless we can define a density matrix conditional on






Where the denominator normalises the conditional density matrix. The operator
ΠBi = |bi〉 〈bi| is a projector which enforces the detection state onto the density
matrix. The denominator is therefore the probability of finding the state of B as
|bi〉, it is therefore the QM representation of the classical probability pB=bi ,
pB=bi → pBi ≡ 〈bi| ρB |bi〉 = TrA,B{ΠBi ρAB} (4.10)
Using this conditional state, Eq. (4.9), we may extract the entropy S(ρA|ΠBi ) which
gives us the uncertainty about the sub-system A that remains having projected B
onto the state |bi〉. We may then obtain the conditional entropy given a complete




pBi S(ρA|ΠBi ) (4.11)
From this the generalisation of J(A : B), Eq. (4.2), can be constructed,
J{ΠBi }(ρ
AB) ≡ S(ρA)− S(A|{ΠBi }) (4.12)
This quantity has one undesirable trait however, it is dependent on the basis we pick
for the measurement projectors. In order to get rid of this dependence we pick the
best measurement basis (that is the one where we are able to reduce our ignorance
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This quantity was termed the classical correlation [16], as it represents the amount
our ignorance on A is reduced having made a full set of the most informative mea-
surements on B. It represents the amount we can learn about A from B by projecting
B onto some detection basis. Unlike in the classical case, this need not be equiva-
lent to the quantum mutual entropy I(ρAB), which represents the total correlation
between the two subsystems. The discrepancy between the two describes the corre-
lation between the two subsystems that is inaccessible to our measurements, what
can be thought of as the quantum part of the correlations. It is this quantity that
was termed the quantum discord [109].
DB(ρAB) ≡ I(ρAB)− JB(ρAB). (4.14)
4.2.1 Properties of Discord
Discord admits the following properties [32],
1. It is not, in general, symmetric i.e, DB(ρAB) 6= DA(ρAB). This is a product of
the fact that performing the measurement on A and B is an entirely different
operation.
2. Discord is positive valuedDA,DB ≥ 0, a consequence of S(A|{ΠB}) ≥ S(ρAB)−
S(ρB) [111]. Physically this describes how optimal measurements may remove,
at best, only the uncertainty about B from the total system.
3. Discord is bounded from above by the inequality DB(ρAB),DA(ρAB) ≤ I(ρAB).
Which describes that two subsystems may not be more quantum correlated
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than they are correlated.
4. It is invariant under local unitary transformation i.e. discord of the ρAB is
the same as for (UA ⊗ UB)ρAB(UA ⊗ UB)†. The only difference being that the
optimal set of measurement is also rotated {ΠB} → {UBΠBU †B}, but of course
since we carefully ensured that discord was measurement independent this has
no effect on DB.
Prior to the seminal papers on discord [109, 15, 16], the term quantum correlations
was considered synonymous with entanglement [14]. Whilst entangled states are
necessarily discorded, the converse is a not true. Separable states which are, by
definition [14], unentangled may also exhibit discord. A generic non-entangled state






i ⊗ ρBi . (4.15)
For a state to have zero B-discord it must [15] be possible to write the state in the
form of Eq. (4.15), but with the additional constraint that {ρBi } is made up of a set
of orthogonal projectors i.e ρBi = |i〉 〈i|
B, where {|i〉B} are a set of orthogonal states
(similar condition hold in order for the state to have zero A-discord). Another way
to state this condition is to say that a state has zero B-discord only if each of {ρBi }
are diagonalisable in the same basis (similarly for A). This makes the condition to
have zero discord much tighter than the condition for zero entanglement. States




pi |i〉 〈i|A ⊗ |i〉 〈i|B , (4.16)
where both {|i〉A} and {|i〉B} describe sets of orthogonal vectors on their respective
sub-space. A density matrix of the form of Eq. (4.16) is sometimes referred to
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as classical-classical density matrices [32] as they admit no quantum correlations
what-so-ever. Since the specific case defined by Eq. (4.16) occupies a very small
volume of the possible Hilbert space spanned by Eq. (4.15), we can conclude that
almost all non-entangled states are discorded [112, 113], and therefore admit some
quantum correlations.
4.3 Density Matrix with Quantum Correlations
To understand the meaning of discord we briefly consider an example density matrix
to give us a better understanding of the distinction of mutual entropy, Eq. (4.8),
and classical correlation, Eq. (4.13).




|00〉 〈00|+ |1θ〉 〈1θ| , 0 ≤ θ < π. (4.17)
We use the notation such that the first element of, e.g, |ab〉 refer to a state on
the A-subspace and the second refer to a state on the B-subspace. i.e |ab〉 〈ab| ≡
|a〉 〈a|A⊗|b〉 〈b|B. |0〉 , |1〉 refer to two orthogonal states and |θ〉 = cos θ |0〉+sin θ |1〉.
The state described by (4.17) is therefore of the form of Eq. (4.15) i.e unentangled.
Since the states on the A-system are orthogonal DA = 0, the B-discord, DB, however
will depend on the value of θ. For θ = 0, π/2, π the density matrix described by Eq.
(4.17) is of the form of Eq. (4.16) and therefore DB = 0, but otherwise the state
cannot be written in this form and DB > 0.
In figure (4.1) we plot, I(ρAB), JB(ρAB) and DB(ρAB) for the density matrix de-
scribed by Eq. (4.17). The figure confirms what was stated earlier, discord drops to
zero for θ = 0, π/2, π, but we can also now see that these zeros have different origins.











Figure 4.1: Mutual Entropy (blue), classical correlations (red), and quantum discord
(black dashed) as a function of θ for the state described by Eq. (4.17). We perform
the maximisation in the definition of JB Eq. (4.2) numerically.
The zeros at θ = 0, π come from the fact the two sub-systems are completely uncor-
related (I = 0) and therefore no quantum correlations can exist. Discord is again
zero at θ = π/2, but here the states are maximally correlated, the correlations are
all classical however (I = JB) and therefore DB = 0. For all other points JB < I,
meaning there exists correlations between the two subsystems which we are unable
to measure. It is these correlations that are quantified by quantum discord.
4.4 Discord Witnesses
The quantum correlations manifest in discord have attracted a great deal of interest
with it being suggested that it is discord (and not just entanglement) that is a
necessary resource for a variety quantum information processes, including the speed
up associated with quantum computation [18, 114] and the distribution of quantum
information to many parties [115, 116]. This combined with the fact discord is rather
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robust to decoherence in comparison to entanglement [19], has raised the stakes in
experimentally fabricating a controllable discorded system. In spite of this, even
a suggestion of a witness of discord has proved an illusive concept. As shown in
Eq. 4.14, discord is defined in terms of conditional entropies. Direct evaluation
therefore requires full tomographic characterisation of the density matrix, which is
generally hard to implement and noisy [117]. The idea of a discord witness is to
avoid directly evaluating the discord and just acts to identify its presence. They
are inspired by entanglement witnesses such as Bell’s inequality [118, 119], which
are able, by measurement of specific correlation functions, to distinguish between
a state which is entangled and one that is not. For example, we may propose a
Hermitian operator Ŵ that satisfies Tr{Ŵρsep} ≥ 0 where ρsep is a separable state
but gives Tr{Ŵρent} < 0, where ρent is an entangled state. Measurement of such
an operator would act as an entanglement witness. Discord witnesses prove less
simple to define in this way. We may envision our discord witness, again given by a
Hermitian observable ŴD. For a pure, separable state (and therefore non-discorded)
ρi, we expect to create the operator so it has the property,
Tr{ŴDρi} ≥ 0, (4.18)
However we may sum two separable pure states together weighted by some valid
probabilities and create a discorded state in which case we hope that our witness
gives
∑
i pi Tr{ŴDρi} < 0, which is obviously impossible from the statement given by
Eq. (4.18) and that pi are all positive [20]. This feature has meant that many discord
witnesses suggested are only sufficient conditions for discord and fail as necessary
conditions [20, 104, 120]. Those that succeed as necessary witnesses are complex
and require the protocol to be performed on numerous replicas of the density matrix
simultaneously [105]. In the next chapter, we propose a simple method to generate a
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pair of qubits with a controllable degree of discord within a condensed matter setting.
We then suggest a protocol that can be used to check for the existence of discord
within these systems, we find that we can construct an experimentally accessible
measure from these results. This measure appears to behave rather similarly to
discord.
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Chapter 5
Observing Discord
The work in this chapter is all original its purpose is twofold, firstly we demonstrate
how a controllable discorded quantum state can be created in a solid state system.
Specifically we generate a bipartite system out of a pair of two-level systems (qubits),
which are realised by electronic Mach-Zehnders. Next we develop a protocol which
is designed to test whether an unknown state in this system is discorded or not. We
aim to highlight that our protocol is experimentally accessible within today’s tech-
nology and that the measure we can extract from it is remarkably similar to discord.
We illustrate the protocol with several examples. Once we have demonstrated the
protocol for a single particle, zero temperature scenario, we introduce more realistic
experimental conditions by considering the difference finite temperature makes, as
well as many-body aspects.
5.1 State preparation
A pair of quantum point contacts (QPCs) correlated by a classical computer are
well predisposed to create separable states such as those described by (4.15) with
each ρAi , ρBi describing a qubit.
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Figure 5.1: Initial Quantum
Point Contacts (QPCs) on A
and B are connected by a
classical computer, this al-


























Figure 5.2: QPCA0 and QPCB0 shown in
Fig. (5.1) form the entrance to MZIA and
MZIB with Aharanov-Bohm fluxes φA and φB
threading the loops respectively. Acting on the
B-system there is an additional QPC (QPCd)
and Aharonov-Bohm Flux (φd) which form a
detecting Mach-Zehnder, MZId.
We may create this generic bipartite separable state using two complimentary QPC’s
which we refer to as QPCA0 and QPCB0 (corresponding to A and B subsystems re-
spectively) in Fig. (5.1), these act as beam-splitters. A state input into these QPC’s
may go into one of either the upper (|↑〉) or lower (|↓〉) arms. After the QPC’s, the
probability amplitudes in each arm are governed by the reflection and transmission
probabilities at the QPC’s and will in general be some superposition of |↑〉 and
|↓〉. The QPCs are controlled by the attached classical computer. This computer
simultaneously changes the reflection/transmission amplitudes at both point con-
tacts with some pre-programmed probability. It therefore determines the density
matrix which emerges from the initial QPC’s (QPCA0 and QPCB0 ) and assigns the
probability of being in each state, this corresponds to the pi’s of equation (4.15).
It is only through this entirely classical computer, and the probabilities it assigns,
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that the subsystems of A and B may be correlated, this ensures that the state is
indeed separable and may be represented as in equation (4.15). One can therefore,
by changing the scattering matrices of the QPCs, produce states with a controllable
amount of discord.
The other QPC’s shown in the full set-up (Fig. (5.2)) will be used to determine
whether the constructed state is B-discorded or not. Notice that we have chosen
the set-up as asymmetric to just focus on observing B-discord; we could extend the
A-subspace to include a detecting MZI if we also wished to observe A-discord, but for
simplicity we only focus on one subspace. We determine if the state is B-discorded
by using QPCB1 to try to diagonalise all ρBi ’s with the same scattering matrix; this is
only possible if the state is not B-discorded (see discussion after Eq. (4.15)). Using
this property we will see that the dependence on φd in a cross-correlator describ-
ing joint detection drains on A and B (e.g DA1 and DB1 respectively) can tell us
whether the state is discorded or not. Such a dependence is amenable to measure-
ment and our protocol therefore provides a witness for discord which is accessible
within existing technologies.
5.2 State Propagation
A density matrix which describes our state after the initial QPCA0 and QPCB0 is de-
scribed by ρAB. Propagation towards the drains is then represented via the transfer
matrix S, this describes the cumulative effects of phase gains from the Aharonov-
Bohm effect as well as the scattering matrices at the QPCs. Its full description is
given by,
S ≡ SA ⊗ SdSB. (5.1)
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These S-matrices are the products of the scattering at the QPCs and the phase








Similar expression hold for SA and Sd. We will find it useful to further parametrise
the coefficients of the QPCA,B1 scattering matrices as follows, rA = cos(α), tA =
eiϕA sin(α) and rB = cos(β), tB = eiϕB sin(β).
5.3 Visibility
Information on how A and B is correlated is easiest analysed via a cross correlator.
We look at the cross correlator describing joint detection at a detector on the A-
subspace (DA1 or DA2 ) and one on the B-subspace (DB1 or DB2 ). We arbitrarily choose
DA1 andDB1 and represent the measurement projectors at this point via the operators
N̂A and N̂B respectively,
〈N̂AN̂B〉 = Tr{N̂AN̂BSρABS†}. (5.3)
The probability of an A-electron (electron in MZIA) in state ρAν emerging at DA1 is
given by,
NAν = TrA{N̂ASAρAν (SA)†}, (5.4)







or, equivalently ρB|A ≡ TrA{N̂ASAρAB(SA)†}, allows us to represent Eq. (5.3) as
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follows,
〈N̂AN̂B〉 = TrB{N̂BSdSBρB|A(SB)†(Sd)†}. (5.5)
Due to interference between |↑〉 and |↓〉 states in MZId, the value of 〈N̂AN̂B〉 will, in
general, depend on φd. If the electron is not in a superposition of the arms in MZId,
this dependence disappears. There is therefore no φd-dependence for the choice of
SB, SB = SB0 , which diagonalises the Hermitian matrix ρB|A in the up/down basis
i.e. ρ̃B|A0 ≡ SB0 ρB|A(SB0 )† is a diagonal matrix and therefore, Sdφρ̃
B|A
0 (Sdφ)† = ρ̃
B|A
0
must be φd-independent. It is obvious from the definition of ρB|A that if all ρBν s are
simultaneously diagonalisable (i.e ρAB is not B-discorded) then SB0 is independent of
the values {NAi } and therefore independent of α and φA. We will prove later (Section
5.4) that it is also the case that if SB0 does depend on one of these parameters of the
A-subspace, the state is B-discorded. To check whether the state is B-discorded we
may therefore extract the parameters describing SB0 and see if they are dependent
on the parameters from the A-subspace.
One can identify SB0 by finding where the visibility defined by,
V [φd] =
maxφd [〈N̂AN̂B〉]−minφd [〈N̂AN̂B〉]
maxφd [〈N̂AN̂B〉] + minφd [〈N̂AN̂B〉]
, (5.6)
vanishes. We may obtain an expression for where V [φd] = 0 by explicitly defining
the terms in Eq. (4.15). We define ρBν ≡ |Bν〉 〈Bν |, ρAν ≡ |Aν〉 〈Aν | and then use the
general expressions
|Aν〉 ≡ cos θAν |↑〉A + e
iΦAν sin θAν |↓〉A , (5.7)
|Bν〉 ≡ cos θBν |↑〉B + e
iΦBν sin θBν ) |↓〉B . (5.8)
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The conditional density matrix after QPCB1 is given by ρ̃B|A ≡ SBρAB(SB)†, or
equivalently in terms of the parameters which describe the S-matrices,
ρ̃B|A ≡
X(α, β, φA, φB) Y (α, β, φA, φB)








xν(β, φB) yν(β, φB)
y∗ν(β, φB) 1− xν(β, φB)
 , (5.10)
where we have noted the explicit dependencies of the elements of this matrix on the
parameters of SB(β, φB) and SA(α, φA). These functions in terms of the states given
in Eq. (5.7,5.8) are then given by,
NAν = | cos(θAν ) cos(α)ei(φA+ΦAν ) + sin(θAν ) sin(α)|2,





cos 2β sin 2θBν cos(ΦBν + φB)− sin 2β cos 2θBν
+ i sin 2θBν sin(ΦBν + φB)
]
, (5.11)
then the parameters described in Eq. (5.9) are given by X ≡
∑
ν pνNνxν , Y ≡∑
ν pνNνyν , and Z ≡
∑
ν pνNν(1− xν). Where we’ve made shifts such that φA,B →
φA,B + ϕA,B. From this one can deduce,
〈N̂AN̂B〉 = |rd|2X + |td|2Z + 2|tdrd|Re{Y eiφd}, (5.12)
where we’ve also made a final simple shift, φd → φd + ϕd. In agreement with that
which was stated earlier 〈N̂AN̂B〉 is independent of φd only if Y = 0, i.e if ρ̃B|A is
diagonal. To obtain the visibility, we find the stationary points with respect to φd,
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, if |rd|2 = |td|2 = 1/2, (5.14)




ν , i.e the visibility is proportional to the magnitude of the
off-diagonal elements of the matrix (5.9). QPCd is required only to allow interference
to occur in MZId, we therefore fix it as a 50 : 50 beamsplitter in Eq. (5.14) and from
now on. SB can be chosen so that |Y | = 0 for any ρAB (i.e any Hermitian matrix
can be diagonalised) but we find that this can only be done independent of NAν if
DB(ρAB) = 0. In the following section we will first prove this statement. Then in
Section 5.5 we will make use of this feature to propose a protocol which acts as a
signature of discord and allows extraction of a quantifier which appears to match
discord remarkably well.
5.4 Lines of Zero Visibility as a Witness of Discord
In this section we show the zero visibility condition of V [φd] (which equate to Y = 0,
see Eq. (5.14)) is independent of choice of measurement on A if, and only if, the
initial density matrix ρAB is non B-discorded. Dependence on A enters the equation




ν yν | = 0 via the coefficients NAν . The dependence vanishes in two
cases, the first describes where all NAν = NA i.e they are all equivalent. In this case
a solution to NA|
∑
pνyν | = 0 can be found which is independent of NA. This de-
scribes the trivial case where all ρAν are equivalent, in which case ρAB is uncorrelated
between different subsystems and the state has zero discord.
The second case is where all yν are the same up to a sign, |yν | = y, in which
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case the condition |Y | = 0 factorises into,
(±p1NA1 ± p2NA2 ± ...± pnNAn )y = 0, (5.15)
which is satisfied for any choice of measurement on A only if y = 0. Therefore both
real and imaginary parts of y, or equivalently yν , Eq. (5.11), must vanish for each
ρBν . This gives the following equations that must be satisfied simultaneously for all
ν,
sin(2θBν ) sin(ΦBν + φB) = 0, (5.16)
cos(2β) sin(2θBν ) cos(ΦBν + φB)− sin(2β) cos(2θBν ) = 0. (5.17)
One solution to the first of these equations is sin(ΦBν + φB) = 0, which determines
the φB-tuning required for finding a zero-visibility line of a given in-state, given by
φB = nπ − ΦBν where n is an integer. With this solution to the first equation we
then require, in order to satisfy the second, that tan(2θBν ) = ± tan(2β). Recalling
that yν = y for all ν if the solution is independent of measurement on A we obtain
the condition,




, for all ν, µ (5.18)
Therefore (for all ν, µ) θBν ± θBµ = nπ/2, where n is an integer. In the case when
any of the set of {θBν} = 0, all θBµ = nπ/2 and Eq. (5.16) is automatically satisfied.
If this is the case all ρBν and ρBµ correspond to orthogonal states (θBµ = π/2) or
equivalent states (θBµ = 0, π) in both cases the ρAB is non B-discorded indepen-
dent of the set of {ρAν }. If this is not the case then we obtain conditions such that
ΦBν −ΦBµ = mπ for all µ, ν this paired with θBν ± θBµ = nπ/2 once again gives the
conditions that ρν and ρµ correspond to orthogonal states (if m/n are even/odd or
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odd/even) or equivalent (if m/n are even/even or odd/odd).
The above tells us that the zeros of the visibility can only be made A-subspace inde-
pendent if the states described by ρBν ’s are either orthogonal or equivalent (I(ρAB) =
JB(ρAB)) OR the states described by ρAν ’s are equivalent (I(ρAB),JB(ρAB) = 0); in
both cases DB(ρAB) = 0. If the zeros of visibility are dependent on the A-subspace,
the state is therefore discorded. In the following we will devise a experimentally vi-
able protocol which makes use of this necessary and sufficient condition in order to
detect when discord is present, and furthermore devise a experimentally accessible
measure which is quantitatively similar to discord.
5.5 Protocol to Witness Discord
Eq. (5.14) together with Eq. (5.11) provides an explicit expression for the visibility
with respect to φd. From this we may identify where the visibility (Eq. 5.14) goes
to zero and therefore obtain the values of (β, φB) = (β0, φB0 ) which diagonalise ρB|A














ν sin(2θBν ) sin(ΦBν )∑
ν pνN
A
ν sin(2θBν ) cos(ΦBν )
. (5.19)
To obtain zero visibility both the equations β = β0 and φB = φB0 must be met
i.e Eq. (5.19) must both be satisfied simultaneously. If dependence on α (which
is hidden in NAν ≡ NAν (α)) disappears than the original density matrix was not
B-discorded. Note that here we have taken to assuming φA, the Aharonov Bohm
flux in MZIA is fixed, as we only need to vary one parameter on A, without loss of
generality we take φA = 0 from now on. Our mission is therefore to check whether
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the equations (5.19) are independent of α for an unknown state. We accomplish this
as follows,
1. We first ensure we satisfy either φB = φB0(α) or β = β0(α) for some arbitrary
(but fixed) α.
2. Once one of {β, φB} is fixed to {β0, φB0}, we plot the other as a function of a
now unconstrained α, from this plot it will be obvious whether {β0, φB0} is α
dependent, and therefore trivial to identify whether the state is B-discorded
or not.
We now proceed to illustrate how one could perform the above steps experimentally
with some representative examples.
5.6 Examples of the Protocol
As an initial example we will, for simplicity, pick real in-states (ΦAν ,ΦBν = 0 in Eq.




then perform our protocol on the state,
ρAB = 1/2 |++〉 〈++|+ 1/2 |θθ〉 〈θθ| , (5.20)
for two different choices of θ . Here the notation |±〉 ≡ 1√
2
(|↑〉 ± |↓〉). |+〉 , |−〉 may
also be expressed in θ-representation as |θ = π/4〉 , |θ = 3π/4〉 respectively. The state
given by Eq. (5.20) is not discorded for θ = π/4, 3π/4 (as for this case 〈B1|B2〉 = 1
and 〈B1|B2〉 = 0 respectively i.e they are equivalent or orthogonal) and discorded
for all other values of θ.
According to our scheme we must now extract the value of either β0 or φB0 for
a fixed α. We do so by arbitrarily choosing the value of α = π/3 and then plotting
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the visibility as a function of β and φB, this is shown in Fig. (5.3) using Eq. (5.19)
for θ = 3π/4 and θ = 0.
(a) (b)
Figure 5.3: The visibility landscape for two in-states as a function of parameters β
and φB controlling, respectively, the transparency of QPCB1 and the phase difference
in MZIB. Here we keep fixed the values of corresponding parameters in MZIA
(α = π/3 and φA = 0). In this example we choose symmetric in-states with the
transparencies of QPCA0 and QPCB0 simultaneously switching between the same
values in order to give density matrices of the form Eq. (5.20), defined by the




|−−〉 〈−−|, θ = 3π/4 in Eq. (5.20




|++〉 〈++|, θ = 0 in Eq. (5.20. Since the states |+〉
and |−〉 are orthogonal whereas |+〉 and |↑〉 are not, these density matrices describe
a non-discorded state (a) and a discorded state (b).
The value of (β0, φB0) are given by the coordinates where the visibility drops to zero,
we only need one of the components, we pick φB0 and observe this to be φB0 = 0, π
for both choices of θ. Actually this would be the correct choice for any state within
family of real states we have chosen as our examples (given by Eq. (5.20)). Since
with the condition {ΦBν} = 0, Eqs. (5.19) reduce to the simpler conditions given










, φB0 = 0, π. (5.21)
where +,− solutions correspond to when φB0 = 0, π respectively. With this be-
ing the case, if we limit ourselves to states which fall within the family of states
where {ΦBν} = 0, then step one of our scheme can be skipped and we can pro-
ceed with step two by choosing φB = 0, π. Similarly if we choose {ΦBν} = ΦB
then φB0 = ΦB,ΦB + π. The protocol of course still works if we do not take the
set of ΦBν to be the same for all ν and we give example of this in Section 5.7.2.
{ΦAν} prove to be almost entirely irrelevant as we are concerned only with B-discord.
As of yet we can, from Fig. (5.3), still make no statements about discord. We
therefore proceed with step 2 of the protocol; we fix φB = 0 (π would have been an
equally appropriate choice for our chosen states) and plot the visibility as a function
of α, β, cf. Fig. (5.4). This will allow us to extract the equation for β0.
Figures (5.4a) and (5.4b) clearly display what we expect them to. In the case
of zero discord state, Fig (5.4a), there are straight horizontal lines of zero visibility
corresponding to β0 = constant (note there are also vertical lines which we shall
discuss in the Section 5.7.1) whilst in the discorded case, Fig (5.4b), the lines of zero
visibility are clearly α-dependent. In the next section we attempt to quantify this
dependence.
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(a) (b)
Figure 5.4: The visibility landscape for two in-states as a function of param-
eters β and α which control the transparencies of QPCA1 and QPCB1 respec-
tively. The Aharonov-Bohm flux through MZIB is left fixed at φB = φB0 =










|++〉 〈++|. The zero visibility (dark) lines are independent of the
state of subsystem A in (a) and show a strong characteristic dependence in (b). The
pattern is periodic in β, with period π/2, and in α, with period π.
5.6.1 Quantifying Discord
The most obvious measure for quantifying the ‘waviness’ of the zero visibility lines
we can see in Fig. (5.4b) is to pick one of the these curves and take the standard
deviation from the mean, which will clearly be zero for a straight line and non-zero
otherwise. However the π/2 periodicity of β causes issues here, as a demonstration
of why this is the case, consider the visibility graphs given in Fig. (5.5).
The states for which we plot the visibility of in Fig. (5.5) have similar discord, cf.
Fig. (5.6), yet appear completely different. One can see that if we were to take the
standard deviation of one of the curves this measure would be much larger for Fig.
(5.5b) then for Fig. (5.5a), we have not taken into account that Fig. (5.5b) is close
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(a) (b)
Figure 5.5: The visibility plots for ρAB = 1/2 |↑↑〉 |↑↑〉+ 1/2 |θθ〉 〈θθ| (with φB = 0)
where in (a) θ = π/10 and in (b) θ = 5π/12. These two density matrices have
similar discord, as can be seen from Fig. 5.6, yet their visibility landscapes look
completely different.
to turning into the grid-like graph similar to Fig. (5.4b). Thus we wish to construct
a measure which takes into account this periodicity. Since the period is given by
















The function fβ(α) = cos2(2β0(α)) therefore contains all solutions for β0 which differ
by π/2, fβ(α) is again only α dependent if the state is discorded. We may therefore
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Such a measure is by no means unique, but it appears to work well when we contrast
it to discord for the state, ρAB = 1/2 |↑↑〉 〈↑↑|+ 1/2 |θθ〉 〈θθ| in Fig. (5.6).
Figure 5.6: The standard definition of discord, DB, (blue) vs the alternative measure,
∆2β, (red) for the in-state with the density matrix ρAB =
1
2
[ |↑↑〉 〈↑↑|+ |θθ〉 〈θθ| ].
We may also check the measure for less symmetric states of the form,
ρAB = 1/2
[
|↑↑〉 〈↑↑|+ |θAθ〉 〈θAθ|
]
, (5.24)
where now we chose, in general, that θA 6= θ. We compare this state for different θA
(= π/2, π/4, π/8) below in Fig. (5.7).
From Fig. (5.7) we see that, for discord, the peaks of the curves shift and the
amplitude is diminished as θA → 0. The peaks of ∆2β also decrease as θA is re-
duced, though the position of the θ-dependent peaks of each function match DB less
well as θA decreases. This measure always matches the zeros of discord providing
{ΦBν}= ΦB however, and thus never produces a false witness in this case.





Figure 5.7: Discord (a) and our measure ∆2β (b) for state Eq. (5.24) with, θA = π/2
(blue), θA = π/4 (red), θA = π/8 (orange).
For {ΦBν } 6= ΦB the measure ∆2β > 0 can fail as a necessary condition for discord
for some select choices. Therefore if we do not fix {ΦBν } to a non-zero ∆2β becomes
only a sufficient condition for discord. This is a result of some select choices of
discorded ρAB having a β0 which is not α dependent, but a diagonalising phase, φB0 ,
which is α dependent. In such a situation we need to consider a similar function to
f(α) but based on φB0 as opposed to β0. We consider,





sin(2θBν ) sin(ΦBν )
sin(2θBν ) cos(ΦBν )
)2}−1
(5.25)
We may then consider the standard deviation of this quantity ∆2φ (defined similarly
to Eq. (5.23)) which, when it is > 0, also individually provides a sufficient condi-




β > 0 (5.26)
We give an example where ∆2β on it own fails as a witness later in Section 5.7.2.
We hasten to add that whilst ∆β may fail as a necessary condition for discord, the
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protocol itself never fails, it is only this quantifier that may. In the next section, we
clarify some interesting aspects of the visibility plots shown so far and give additional
examples of the protocol enacted on more complicated states.
5.7 Additional Examples
5.7.1 Zero Discord: Grid or Barcode
We demonstrated that a lack of dependence on α of the lines of zero visibility (i.e
the lines are straight as a function of α) means zero discord, but often in cases of
zero discord we also see the emergence of vertical straight lines (zero’s of visibility
which are β independent). We find that the two scenarios of just horizontal lines
(barcode), Fig (5.8b), or a grid-like scenario, Fig (5.8a) whilst both referring to
zero discord states refer to two different routes of getting there. Horizontal lines
mean the two subsystems are entirely uncorrelated, whilst grid-like (horizontal and
vertical lines) means the two subsystems are correlated but only classically.
Grid-like
A gridded graph such as Fig. (5.8a) are produced when the state is classically cor-
related, that is when no information about the correlations between subsystems A
and B is lost when one makes the correct measurement on subsystem-B.
A classically correlated (with respect to subsystem-B) state, means that the state
described by ρB1 is orthogonal to the one described ρB2 . States of this form may al-




ν ⊗ρBν , where ρBν are pure but
ρAν are, in general, mixed and not equal (ρA1 6= ρA2 ). If ρA1 = ρA2 the two subsystems
are completed uncorrelated and we obtain the barcode images like Fig. (5.8b).
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(a) (b)
Figure 5.8: The visibility plots for (a) ρAB = 1
5
|−−〉 〈−−| + 4
5
|++〉 〈++| and (b)
ρAB = 1
2
|00〉 〈00| + 1
2
|0+〉 〈0+|, with φB = 0. (a) displays the ’grid-like’ visibility
characteristic of a density matrix which is correlated between A and B subsystems,
but undiscorded i.e the correlations are classical only. The barcode graph of (b)
is a result of a density matrix which is completely uncorrelated between A and B
subsystems.
In the case where the initial B states are orthogonal, and it is clear from the defini-
tion of yν(β, φB) in Eq. (5.11) that y2(β, φB) = −y1(β, φB). Visibility is proportional
to |Y | (see Eq. (5.14)), and in this case, it is therefore zero when,
|Y | = |y1(β, φB)(p1NA1 (α)− p2NA2 (α)| = 0, (5.27)
One therefore has two possible routes to obtain zero visibility,
y1(β, φB) = 0, p1N
A
1 (α) = p2N
A
2 (α). (5.28)
The first of these solutions is dependent only on the parameters of subsystem-B
which give the horizontal lines of Fig (5.8a). The second solution is dependent
only on parameters of subsystem-A which gives the vertical ones, producing the
distinctive grid-like visibility plot.
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Barcode-like
Lines like those shown in Fig. (5.8b) again fall into the zero B-discord category, but
without the vertical lines that are necessary for classically correlated states. The
‘barcode’ style visibility graphs describe uncorrelated A and B subsystems.
For the states to be uncorrelated either ρBν = ρBµ or ρAν = ρAµ for all ν, µ, or equiva-
lently we can write the density matrix as,
ρAB = ρA ⊗ ρB, (5.29)









































ν yν(β, φB)| = 0, which is only
dependent on parameters of subsystem-B and therefore gives the characteristic bar-
code zero-visibility curves. Note that the sum over µ and ι in top and bottom cancel
completely since both pAν and NAν must be real and positive.
5.7.2 States with different off-diagonal phase
Up until this point we only considered examples of our protocol for when density
matrices ρBν have the same off-diagonal phase, but our protocol also works for states
where the phase is different. Below we will give an example of what we would
expect using our protocol for a state with off-diagonal phase on B, we will continue
to assume there is no off-diagonal phase on A for the sake of simplicity. We consider
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(a) (b)
Figure 5.9: The visibility plots for the density matrix given by Eq. (5.30) with
Φ1 = 0 and Φ2 = π/2, (a) Shows visibility as function of β, φB with α = π/3,













|+; +,Φ1〉 〈+; +,Φ1|+
1
2
|−;−,Φ2〉 〈−;−,Φ2| , (5.30)
where |θAν ; θBν ,ΦBν 〉 ≡ |θAν 〉 ⊗ |θBν ,ΦBν 〉 ≡ |Aν〉
∣∣
ΦAν=0
⊗ |Bν〉 and the states |Aν〉
and |Bν〉 are given by Eq. (5.7) and (5.8) respectively. The above state has zero
discord providing that Φ1 = Φ2 + nπ where n is an integer. We will arbitrarily pick
Φ1 = 0 and Φ2 = π/2 so that the resulting state is discorded and then proceed to
check this using our protocol. First we plot the visibility graph with fixed α (we
choose α = π/3) as function of β and φB, this is shown in Fig. (5.9a). These graphs
appear similar to the ones shown earlier, but the values of φB where visibility drops
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Fixing φB to the first of these values we then plot the visibility as a function of β
and α, this is given in (5.9b).
The difference between the state shown here and those given earlier is now ap-
parent. It is even more stark here that the parameters β0, φB0 depend on α. This
is due to the fact the value of φB0 is now also α dependent (in previous examples
where {Φν} = Φ it was only β0 which depended on α). This means that as α is
changed we no longer have the correct value of φB which diagonalises the state, and
since to diagonalise the state both β = β0 and φB = φB0 must be true there are
large regions of Fig. (5.9b) where the state can not be diagonalised and therefore
visibility can not go to zero, a very clear demonstration that the state is discorded.
(a) (b)
Figure 5.10: (a) Visibility plot for the density matrix given by Eq. (5.30 with Φ1 = 0
and Φ2 = π/2, plots are given as a function of φB and α with β = β0 = π/4. (b)
demonstrates discord and ∆2φ for the state described by Eq. (5.30 for a range of Φ2
with Φ1 = 0.
This is an example of where if we take ∆2β alone we would not be able to tell the
state were discorded (despite how obvious it is from Fig. (5.31), i.e our protocol
succeeds as a necessary witness but since ∆2β = 0, it fails as a quantifier). ∆2φ,
however, may be extracted from a α, φB visibility plot (Fig. 5.10a) taking β to be
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fixed at the diagonalising choice of β0 = π/4 (where β0 may be extracted from Fig.
(5.9a)). Plotting ∆2φ we see it once again behaves similarly to discord as seen in Fig.
(5.10b).
5.7.3 Example with three states
We have previously limited ourselves to examples with n = 2 in a separable density
matrix described by Eq. (4.15), we briefly consider an example with n = 3,
ρAB = 1/3 |↑↑〉 〈↑↑|+ 1/3 |↓↓〉 〈↓↓|+ 1/3 |θθ〉 〈θθ| . (5.32)
Since the state is real we know that the correct choice of the diagonalising rotation
is φB0 = 0. Fixing φB to this value we can then plot the visibility as a function α
and β. Fig (5.11a) gives a snapshot of one of these visibility graphs for θ = π/4.
We see the characteristic waviness which correctly tells us the state is discorded, ∆2β
for this value of θ can be extracted from this graph. We plot ∆2β for different θ and
contrast it to B-discord in Fig. (5.11b). We see that once again the most important
features of discord are mirrored in ∆2β.
This concludes the examples of our protocol that we shall give. While it is en-
tirely provable that our protocol demonstrates whether a state is discorded or not
via the curviness (or in some cases discontinuity, see Fig. (5.9a)) of the zero visi-
bility lines, we hope the additional examples have served to show that producing a
measure which quantifies this curviness is well representative of the discord.
In the next (and final) section of this thesis we go on to show that the protocol
is still valid under more realistic experimental conditions such as finite temperature
and many (albeit non-interacting) bodies.
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(a) (b)
Figure 5.11: (a) Shows a visibility plot of density matrix given by Eq. (5.32) with
θ = π/4, the tell-tale signs of discord are present in the curviness of the zero-
visibility lines. (b) plots the discord of Eq. (5.32) for different θ and contrasts it to
the measure of curviness which can be extracted from graphs like that shown in (a).
5.8 Finite Temperature and Many Body Discord
In our previous discussion of discord we considered a single particle description. This
is a valid description of an electronic MZI with a very dilute stream of electrons
with spread of energies which is small compared to the intrinsic energy scales of
the Mach-Zehnder (see Section 1.2), i.e both the voltage biases on the sources and
the temperature of the system are small. We might expect that as these restriction
are relaxed our assumptions and therefore our description will start to fail. To
investigate this we first focus on a situation where a single particle is injected into
the system from a thermal bath and then see it is trivial to upgrade this to a finite
temperature, many-body (non-interacting) case. We do not include dephasing to
the environment here.
5.8.1 Single Particle, Finite Temperature Discord
The single electron entering at SA1 and SB1 is replaced by a voltage bias of eVA and
eVB. This means that the initial state (before QPCA,B0 ), and as of yet uncorrelated,
118 CHAPTER 5. OBSERVING DISCORD
state of ρAB0 = ρA0 ⊗ρB0 = |SA1 〉 〈SA1 |⊗|SB1 〉 〈SB1 | where |S
A(B)
1 〉 were pure are replaced
by a statistical distribution of the states within the energy interval εF to εF + eVC
(C = A,B). We use the notation a†C,↑,k to describe creating an electron before
QPCC0 . We may then represent the density matrix which describes the electron







a†C,↑,kaC,↑,k, where the normalisation before
the sum ensures there is only one particle. The vectors a†C,↑,k |0〉 form an orthogonal
basis in k-space and this (purely classical) statistical mixture of states does not
impact whether the state is discorded or not. fµi(x) = f(x − µi) is the finite
temperature Fermi-Dirac distribution with a chemical potential µi. The A and B
subsystems are then correlated by the initial pair QPCA,B0 which are controlled by a
classical computer (C.C.), the C.C. changes the scattering matrix which parametrises
QPCA(B)0 to S
A(B)


















ν ⊗ ρBν . (5.33)
This is therefore a separable state of the exact form described by Eq. (4.15), but
where each individual density matrix, ρA,Bν is described by a mixed thermal state.
Similar to in the last section, we can relate the creation/annihilation operators in
each section of the MZI’s to those in the previous ones by the scattering matrices.
The annihilation operators in the final section (after QPCd) of MZId can be related
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and similarly for MZIA we may describe the states after QPCA1 ,
cA,k = S
A




An important point arises here, as described in section 1.2 whilst we assume the
scattering matrices are k-independent the phase acquired as result of difference be-
tween arm-lengths is not. Which means those matrices which include these phase
gains, i.e Sd, SB, SA acquire a k-dependence. Whilst we could previously shift away
any gain in phase due to arm-length differences, now they must be explicitly incor-
porated, φA,k = φA + k∆lA, φB,k = φB + k∆lB and φd,k = φd + k∆ld. Where ∆lA,B,d
describes the differences in arms lengths of up and down arms for MZIA,B,d. The










For the most part the solution will be the same as in the zero temperature case,
performing the sum over k for the difference between the Fermi-Dirac distributions
results in a factor of eVC which is then killed by the normalisation. The only dif-
ference arises from the k-dependent phase accumulation factors as these are what
describe the intrinsic energy scale of the MZIs. If the difference in path lengths in
each sector of the Mach-Zehnders is zero, the intrinsic energy scales goes to infinity,
and the answer is exactly equivalent to zero temperature, pure input state examples
we have previously discussed. Experimentally, equivalent path-difference in each
arm are obviously difficult to achieve; particularly since the easiest way to alter the
Aharonov-Bohm phase is to alter the area enclosed within the paths which will likely
affect the arm lengths. We will see that the process remains largely unaffected by
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the results of the unequal path-lengths, apart from a coefficient which will reduce
the resolution of the visibility from a thermal smearing of the interference pattern,
this smearing can however cause our protocol to fail as a necessary condition for
discord in some limits.



























ν (VA, T )
(
|rd|2xν(VB, T ) + |td|2(1− xν(VB, T ))
+2|tdrd|Re{yν(VB, T )eiφd}. (5.37)
In going from the second line to the third we replaced the summations over k, q




dE and then performed the integration using
the identities given in Appendix A. The ÑAν and x̃, ỹ variables in Eq.(5.37) repre-
sent elements of the full scattering matrix describing the different path the electron
can take from the SA1 to DA1 and the paths from SB1 and to the entrance of MZId
respectively. They are given as,
ÑAν (q) = |rA0νrAei(φA+q∆lA) + t∗A0νtA|
2,







+(|tB0ν |2 − |rB0ν |2)rBtBeik∆ld .
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Upon integration the k/q-independent terms gain a factor of eVA/eVB which is then
killed by the normalisation. Those with a k/q-dependent oscillatory term keep a
voltage and temperature dependence after the variables are integrated. Subsequent
to performing the integration the variables are given by,
xν(Vb, T ) = |rB0ν |2|rB|2 + |tB0ν |2|tB|2







NAν (VA, T ) = |rA0ν |2|rA|2 + |tA0ν |2|tA|2











|tB0ν |2 − |rB0ν |2
)
rBtBK(∆ld, VB, T )
−tB0νrB0ν
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which describes the suppression of interference as a result of the broadening of the
energy and non-pure initial state. We can then extract the visibility as a function










, if|td|2 = |rd|2 = 1/2. (5.41)
As was the case in Section 5.4, to make V [φd] independent of {NAν } we require that
xν(VB, T ) = ±xµ(VB, T ) for all ν, µ (or that NAν = NAµ ). We now see there are
additional voltage and temperature dependent features in Eqs. (5.39) which were
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not present in Eqs. (5.11). In the following we consider in what limits these features
can cause our protocol to fail as a necessary and sufficient condition for discord.
5.8.2 Conditions for False Witnesses
We first consider the case in which ∆lB = 0, but the length differences in MZIA and
MZId are non-zero. In which case the trivial solution for zero visibility, given by
NA,i = NA,j for all i, j, can be satisfied for non-identical ρAν if K(∆lA, VA, T ) = 0.
Similarly V [φd] (and even more worryingly) goes to zero for any {ρBν } ifK(∆ld, VB, T ) =
0, this is a result of the fact that in this case the interference pattern at QPCd is
smeared so much that the dependence on φd becomes hidden. Our protocol therefore
fails to be a necessary condition for discord in the case where K(∆lA, VA, T ) = 0
and the protocol fails entirely if K(∆ld, VB, T ) = 0. To find when this is the case,
we start from the pure initial state, zero temperature limiting case and proceed to
loosen the limits on the temperature T and the voltages VA, VB to see when false wit-
nesses for zero discord in our protocol can occur. The pure state, zero temperature
limit is given by the conditions,
EA  πkBT, eVA and Ed  πkBT, eVB (5.42)
where EA = ~vF/∆lA and Ed = ~vF/∆ld and describe the intrinsic energy scales of
MZIA and MZId respectively. In the limits given by Eq. (5.42) both K(∆lA, VA, T ),
K(∆ld, VB, T ) → 1 and therefore the protocol can’t produce a false witness for
zero discord in this limiting case, in agreement with our previous single particle
discussions. Firstly we will loosen the thermal constraints (but keep the constraints
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on VA and VB),
lim
eVAEA
















We therefore see that our protocol fails as a necessary condition in the case πkBT 
EA, and fails totally for the case πkBT  Ed.
In the converse scenario, where the restrictions on the voltages VA, VB in Eq. (5.42)
are loosened but temperature constraints remain in place we obtain,
lim
TEA


















In which case we see our protocol fails as a necessary condition in the case eVA  EA
or eVA = 2nπEA, and fails totally for the case eVB  Ed or eVB = 2nπEd, where
n > 1 and integer. Neglected here is also the effect of the decoherence to the en-
vironment, if VB or VA is large this is expected to play a large role as it is very
energetically favourable for the electron to relax into lower energy states via inter-
action with the environment. This will therefore likely provide tighter restrictions
on the voltages.
Finally, relaxing both the temperature and voltage constraints simultaneously and
taking the full broadening function Eq. (5.40) gives us one further possibility for
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K → 0 (and therefore our protocol to fail) this is given by,
eVA  2πkBT, πkBT ∼ EA, (5.47)
eVB  2πkBT, πkBT ∼ Ed. (5.48)
We again see that our witness is no longer a necessary condition if Eq. (5.47) is
met and fails entirely in the case that Eq.(5.48) is satisfied. We therefore note that
in current experimental set-ups in condensed matter MZI experiments, where the
conditions are such that (at worse) πkBT ∼ EMZI > eV our protocol is still abso-
lutely valid. We do stress however that optimal conditions are EMZI  πkBT, eV as
this has the least broadening of the interference pattern and therefore the greatest
resolution of the V [φd] = 0 lines.
The above failing of the protocol are all a result of the fact the broadening func-
tion hides the interference oscillations at the detectors DB,A. When we take the
length difference ∆lB to be non-zero it affects the rotation we need to make at
QPCB1 to diagonalise the initial state so the situation becomes a little more com-
plicated, nonetheless we may include the case where all three length ∆lA,∆ld and
∆lB are taken to be non-zero. Adding a non-zero ∆lB can only affect the pro-
tocol if both K(∆ld − ∆lB), K(∆ld + ∆lB) → 0, in this case the protocol once
again ceases to become a necessary condition for discord. Using similar logic to
the previous cases we may deduce two further conditions where our protocol fails,
πkBT  ~vF|∆lB+∆ld| ,
~vF
|∆lB−∆ld|




In conclusion, we find our protocol is perfectly valid within the current experimen-
tal condition for Mach-Zehnders of temperature and voltage (albeit with reduced
experimental resolution when these parameters are non-zero). We have however
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also ignored dephasing of the electron to environment which would provide further
(though not necessarily tighter) restrictions on the total length of the Mach-Zehnders
as well as the temperature and voltages, however providing the electron remains co-
herent at the sort of length scales we are discussing (and we see from experiment
that they do [41, 13, 11]) we don’t anticipate this to effect the results at experimental
length scales. We proceed to consider the non-interacting many body effects.
5.8.3 Many-Body
Since our joint operator is a combination of single operators acting on the separate
systems, the finite-temperature single particle case contains most of the necessary
physics for a many-body, non-interacting description. Instead of the number projec-
tor N̂A and N̂B given in Eq. (5.36) we consider the current operators at the drains.
As discussed in section 1.2, the current operator for a linear dispersion is given by
ÎC,m(x, t) = evF : ψ
†
C,m(x, t)ψC,m(x, t) :, where C = A,B (describing current in sub-
systems A and B) and m =↑, ↓ (describes whether measurement is taken in ↑ or ↓
arm of the Mach Zehnder). We are interested only in current measurements after
QPCd (located at x = xQPCd) and QPCA1 at which points the systems ψ-operators












eik(x−vF t)dm,k, for x > xQPCd . (5.50)
Where the operators cA,k and dk are given by Eq. (5.35) and (5.34) respectively.
Note, similarly to in Eq. (1.16) we could construct the ψ-operators in all regions of
the MZIs using the scattering matrices for each QPC, but it is unnecessary for our
purposes so we choose not to. Using this formalism, the joint-current correlation
126 CHAPTER 5. OBSERVING DISCORD
expectation value at a measurement time t = 0 in upper arm of each MZI is given
as,
〈ÎA,↑(xA, 0)ÎB,↑(xB, 0)〉 = (evF )2 〈: c†A,↑,kcA,↑,k :〉 〈: d
†
↑,kd↑,k :〉 , (5.51)
where xA, xB are the position of the detectors on subspace A and B respectively. We
have used here that the electron operators on A and B subsystems are uncorrelated
and therefore can be separated into separate expectation values. We may then relate
the cA,↑,k and d↑,k operators to the corresponding subspace operators at the sources
(see Eq. (5.35) and (5.34)) and relate the expectation values of these operators to
the voltage bias by employing 〈a†A(B),m,kaA(B),m,k〉 = f(vFk−µA(B),m). Where, since
SA↓ and SB↓ are grounded, µA(B)↓ = 0 and as we bias SA↑ and SB↑ with voltages VA and
VB respectively, µA(B),↑ = eVA(B). Undergoing this process we see we are returned
close to the same expression given as Eq. (5.37), we define 〈N̂AN̂B〉single ≡ 〈N̂AN̂B〉
in this expression. We obtain the joint-current expectation value as,









Since the many-particle case is equivalent up to a factor, the investigation in the
previous section is still valid (although note that we are now returned the correct
zero particle limit when VA,B = 0). We therefore conclude that even in the presence
of many (non-interacting) particles at finite temperature in conditions in which cur-
rent experiments are conducted, our protocol is able to identify discorded states.
Conclusion
In this thesis we have investigated the physics of edge states in the quantum Hall
regime. We demonstrated that the nature of graphene’s two-valley, gapless spectrum
means that the PN junction in the quantum Hall regime prove to be an interesting
and useful device. Experiments in this system have generated conflicting results;
we provide evidence that it is the strength of disorder mediated tunnelling between
chiral modes that is the likely cause of these differences. Typically in quantum me-
chanics quantisation is associated with purity, but, perhaps counter-intuitively, one
of our key results describes how a high degree of disorder leads to the quantised
conductance observed in a number of experiments [26, 28, 90]. In more ordered
samples the high electron mobilities and similarity of the paths which excitations
on the different sides of a PN interface are forced to take, mean coherences of an
electron in a superposition of both sides of junction interface are robust [11]. The
system therefore lends itself as the basis of a high-quality electronic Mach-Zehnder.
We considered whether such a device in graphene may experience additional inter-
actions as a result of how close chiral modes are to each other. We explore and
catalogue interactions which are likely to be relevant along the PN interface. Then,
expanding on the work of others [30, 31], we build a MZI model which incorporates
these additional cross-channel terms. We calculate the Green’s function of the diag-
onal excitations of this Hamiltonian, and make use of this propagator to calculate
the oscillatory behaviour of the MZI current with the cross-channel interactions in-
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cluded. We find that (within the limits we consider) there is little differences to the
current found in the case of the intra-channel interactions only model.
We proceed to introduce the recently popularised concept of quantum discord [15,
16]. Discord characterises quantum correlations which go beyond entanglement. Its
robustness to decoherence, as compared to entanglement [19], means that it is an
attractive resource in quantum information and has had an array of suggested uses
[18, 116, 115]. In spite of the interest in the topic, actual witnesses of discord have
proved quite elusive. The difficulty in measuring discord stems from the fact it is
an entropic measure, which means it is a complex non-linear function of the den-
sity matrix, and therefore difficult (if not impossible) to measure directly without
full density matrix tomography. We propose a simple method of generating and
detecting discord within a solid-state system by using an electronic MZI as the ba-
sis. This protocol enables us to construct an experimentally accessible measure for
discord. The graphical form of our measure is similar to that of discord in its origi-
nal definition, but forgoes the need for direct evaluation of the information entropy.
Furthermore we consider more physical experimental conditions such as finite tem-
perature and the effects of many (non-interacting) electrons. We demonstrate that






In this appendix we give the results to all the integrals involving Fermi-Dirac func-












with β = kBT . We can compute this using a contour integral approach, the poles
of the argument of the integral are given by, φ(ε) ≡ eβ(ε−µ) + 1 = 0, which then give
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Consider next integrals which calculate the amount of states between distributions








Integrals involving combinations of Fermi-Dirac functions typically emerge from
cross-correlation functions e.g. noise. An example of such a combination that we
utilise in this thesis is,
ˆ
dε fα(ε)(1− fβ(ε)). (A.4)
If α = β we may use dfα(ε)
dε
= −βfα(ε)(1− fα) in which case,
ˆ




dfα(ε) = kBT (A.5)
For α 6= β,
ˆ








In this appendix we consider in depth how one goes about calculating noise using
the scattering formulation used throughout this theis. We use the expression for the





dt 〈Iα(xα, t)Iβ(xβ, 0)〉 − 〈Iα(xα, t)〉 〈Iβ(xβ, 0)〉 , (B.1)
where current operators can then be expressed as,
Iα(x, t) = evF : ψ
†
α(x, t)ψα(x, t) : . (B.2)
Evaluating the reduced current noise at D1, given by S11.





〈: ψ†α(x0, t)ψα(x0, t) :: ψ
†
β(x0, 0)ψβ(x0, 0) :〉
− 〈: ψ†α(x0, t)ψα(x0, t) :〉 〈: ψ
†
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In going from the first line to the second we use Wick’s theorem to expand the
two-body correlator, the first term in the expansion is then killed by the 〈Iα〉 〈Iβ〉








In the scattering theories used throughout this thesis the implicit assumption is that
although we don’t immediately know the distribution function of the ck operators,
we are able to deduce how these operators relate back to electrons states which are
in thermal equilibrium and are therefore described by known distribution functions.
The process of solving the Hamiltonian for its eigenstates is then finding the matrices
which relate these operators together. Two examples of these mappings are given
by Eq. (1.17) and Eq. (3.17). We can define a general tranfer matrix, A, which
describes ak propagation towards ck, ck = Aak In the case of Eq. (1.17), with




where the scattering matrices
SA,B are defined by Eq. (1.18). In the case of Eq. (3.17) for x0 > L the transfer
matrix is given by A = S, where S is defined by Eq. (3.16). We may therefore
rewrite Eq. (B.3) in terms of the elements of A









































2 sin((k3 − k1)vF τ/2)









In going from the first to the second line we used that a-operators are uncorre-
lated for different arm indices and different momenta, we proceeded to perform the
time integral to obtain the third line. In the limit that τ  L/vF the τ -dependent
part tends to δk1,k3 , which we may use to perform one of the momentum summa-
tions. Additionally we finally make use of our assumption that a-operators originate
from thermal reservoirs meaning that we may represent their expectation value as

























This formula is a general formula of noise for any number of (equal number) inputs
and outputs with different voltage biases. We generally restrict ourselves to 2 inputs
and 2 ouputs where only one input is biased (µ1 = eV , µ2 = 0) in this case,








































The above formula can be used to calculate the cross-correlation of noise between
any two outputs where the system determines how we define A. With the correct
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parameters put in, this formula gives Eq. (3.24) describing the noise along a PN




Determination of Sm(x, t) as defined Eq. (3.48) comes down to evaluation of a
combination of bosonic expectation values of the form 〈φm(x, t)φm(x′, t′)〉, these may
be evaluated by writing the field operators φm explicitly in terms of bosonic creation
and annhilation operators using Eq. (1.33) using standard bosonic commutation
relations this then gives,







′−um(t−t′)) + 2 cos
[





As the statistics is bosonic the expectation value is given by the standard Bose-
Einstein distribution, 〈b†q,mbq,m〉 = (eβ~umq−1)−1. Eq. (3.48) can then be determined
using this expression to be,










1 + cos(qx− umqt)
]
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We proceed to take the zero temperature limit,
lim
T→0








and then directly evaluate this sum by changing variables to nq = Lq/2π and making





































































This finally gives us Sm(x, t) in the zero temperature, L→∞ limit as,
Sm(x, t) = − ln
[
i(x− umt) + ε]. (C.4)
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