For a cardinal of the form κ = κ , Shelah's logic L 1 κ has a characterisation as the maximal logic above λ<κ L λ,ω satisfying Strong Undefinability of Well Order (SUDWO). SUDWO is a strengthening of the Undefinability of Well Order (UDWO). We prove that if κ is singular of countable cofinality, Karp's chain logic [14] is above L 1 κ , while it is already known that it satisfies UDWO and Interpolation. Moreover, we show that in these circumstances, the chain logic is-in a sensemaximal among logics with chain models to satisfy UDWO.
Introduction
In 2012 Saharon Shelah [19] introduced the logic L 1 κ , defined for κ such that κ = κ . The motivation was to find a strong logic which has many nice properties of first order logic, such as Interpolation, and which moreover, like first order logic, has a modeltheoretic characterisation. Lindström characterised [16] first order logic as the maximal abstract logic (a notion defined precisely below) satisfying the Downward Löwenheim-Skolem theorem to ℵ 0 and Compactness. In spite of the abundance of abstract logics discovered in the 1960s and 1970s, rare are those that have a characterisation of this type 2 . Shelah proved (Theorem 3.4 in [19] ) that L 1 κ has such a characterisation, namely it is the maximal logic which is above λ<κ L λ,ω and which satisfies a strong form of the Undefinability of Well Order, called SUDWO.
A feature of Shelah's logic is that it is defined via its elementary equivalence relation. In fact, no syntax is known for this logic in the sense of the syntax of logics such as L κ,λ . In joint but as yet unpublished work with A. Villaveces the second author has introduced a fragment of L 1 κ , which does have a simple syntax and which comes within the so called ∆-extension of L 1 κ . In joint but as yet unpublished work with B. Veličković the second author has introduced a strengthening of L 1 κ which has a syntax in the usual sense and which is equivalent to L 1 κ in the case that κ = κ . Coming back to the motivation for L 1 κ , it had became apparent early on that infinitary logics beyond L ω 1 ,ω do not permit a Completeness theorem or an Interpolation theorem in the same sense as first order logic. Already in 1964, Carol Karp introduced the concept of a chain model and showed, in co-operation with her students Ellen Cunningham and Judy Green, see [6] and [12] , that for κ strong limit of cofinality ω, the infinitary logic L κκ behaves quite nicely in chain models. In particular, they proved a Completeness theorem and the Interpolation theorem for chain logic. The main point about chain logic which allows it to have many nice properties, is that the notion of a model is changed to the notion of a chain model (see Definition 3.1) . The price we pay is that the notion of isomorphism is also changed, being replaced by the notion of chain-isomorphism (see Definition 3.1). However, both the notion of chain model and the chain isomorphism are rather simple and are also well studied in the literature, as is seen by the various references we quote, starting from [14] .
The advantage of chain logic is that its syntax is the same as the syntax of the classical L κ,κ . The difference is in the concept of a model. Our purpose in this paper is to establish the mutual relationships between different chain logics and Shelah's logic. The main difficulty is that chain logic and L 1 κ are based on a different concept of a model, chain versus the classical model. However, accepting the notion of a chain model, the logic L c κ,κ has syntax, Interpolation, Undefinability of Well Order (UDWO) and an associated EFgame. Moreover, in an appropriate sense, at singular cardinals of countable cofinality, it is also characterised as a maximal logic with UDWO. In fact, the only known property of L 1 κ for which it is not known if L c κ,κ has it, or if it even makes sense to require it, is SUDWO. SUDWO is a strengthening of UDWO by an extra property that Shelah calls an 'a posteriori' property, meaning that its definition is motivated by the proof of the characterisation theorem. We now explain some of our findings, which among other things suggest that SUDWO is strictly stronger than UDWO. For κ singular of countable cofinality satisfying κ = κ (such as the first fixed point of the -hierarchy), we prove that the chain logic L c κ,κ of [14] is above L 1 κ in the Chu order and that this is in some sense strict. The Chu order extends the one used in the characterisations above (Theorem 5.6 and Theorem 5.8). Our work also gives that chain logic provides a solution to Problem 1.4. from [19] , which was one of the motivations for L 1 κ : Problem 1.4. from [19] : Suppose that κ is a singular strong limit cardinal of countable cofinality. Is there a logic between L κ + ,ω and L κ + ,κ which satisfies Interpolation?
Our Corollary 7.10 shows that modulo replacing L κ + ,κ = L κ,κ (since κ is singular, see Observation 1.4) by a model class of L κ,κ , the chain logic has the required properties. The logic L 1 κ , although it has Interpolation, does not solve this problem, because it is not above L κ + ,ω (it is above λ<κ L λ,ω ).
As one of our main findings, we show that the chain logic has a Lindström-style characterisation as the maximal to satisfy UDWO, where UDWO and maximality is interpreted in the appropriate sense, Theorem 6.3. We also show (Theorem 7.3) that chain logic is not κ-compact, resolving a question about this logic which we have asked on numerous occasions.
The final part of our paper contributes to the further development of chain logic by proving the Union Lemma and identifying the chain-independent fragment of the logic, which surprisingly still has a lot of expressive power.
Organisation, background and notation
The paper is organised as follows. §1 describes the motivation and the main result, after which it gives the mathematical background and notation. §2 defines one of the main tools of the paper, which are Chu transforms, to be used in later sections for comparing various abstract logics. §3 introduces chain logic and its basic properties, and locates it between L κ,ω and a model class of L κ,κ . §4 introduces Shelah's logic L 1 κ . The main results on comparing chain logic and L 1 κ are found in §5. The characterisation of chain logic as the maximal chain logic to satisfy UDWO is in §6. Further results about chain logic appear in §7. §8 contains some concluding remarks.
Throughout the paper τ denotes a fixed relational language of countable size which in some contexts may be enriched with up to κ constant symbols, for some fixed cardinal κ to be specified. The arity of the relation symbols is always assumed to be < κ. When we wish to discuss different languages at the same time, we may also use the term 'vocabulary' to denote each of them. The words 'model of τ ' refer to non-empty sets equipped with the interpretation of the symbols of τ . The concept of a model, sometimes also called a 'structure', refers to models of τ in which we have also interpreted the satisfaction relation of the logic we are working with.
For simplicity, we work with a singular cardinal κ of countable cofinality and a cofinal strictly increasing sequence κ n : n < ω of cardinals with limit κ.
We study various logics simultaneously, so it is useful to have an abstract definition of a logic. From [10] :
where |= L ⊆ S × L and S comes with a notion of isomorphism, usually understood from the context. We think of L as the set or class of sentences of L, S as a set or class of models of L and of |= L as the satisfaction relation. The classes L and S can be proper classes. If the rest is clear from the context, we often identify L with L.
To be able to use the context of [19] , we need to assume some additional properties of the logics in question. Following Shelah's notation we define:
is nice iff it satisfies the following requirements:
• for any n-ary relation symbol P and constant symbols c 0 , . . .
is a sentence in L,
• L is closed under negation, conjunction and disjunction,
• for any ϕ ∈ L and M ∈ S, M L ϕ if and only if M |= L ¬ϕ, 
Remark. In this paper we deal with the logics of the form L λ,θ , the chain logics L c κ,κ and L c, * κ,κ , and Shelah's logic L 1 κ . They are all nice logics (a fact that is not trivial for Shelah's logic but is proved in Claim 2.7(1) of [19] ), except that the closure under isomorphism in L c, * κ,κ and *L c κ,κ has to be replaced by the closure under chain isomorphism (Definition 3.1). We also note that our investigation will include non-standard interpretations of |=, see for example equation (1) .
Our notation follows that of [9] . 3 We shall often discuss logics of the form L λ,θ , in which sentences are formed as in the case of first order logic, but we are allowed to use conjunctions and disjunctions of length < λ and strings of < θ quantifiers. The following is a well-known observation about such logics. Observation 1.4 If λ is a singular cardinal, then every L λ + ,θ sentence is expressible in an equivalent form as an L λ,θ sentence.
Proof. The proof is by induction on the complexity of the sentence, where i<λ ϕ i is translated into j<cf(λ) i<λ j ϕ i for an increasing sequence of cardinals λ j : j < cf(λ) converging to λ. ⋆ 1.4
Comparison between logics and Chu transforms
We develop a general approach for comparing logics by using the notion of Chu spaces.This notion, studied in category theory (cf. [1] and [5] ) has proven useful in computer sciences and generalised logic. A similar notion was studied in [10, Definition 2.2]. 4 The main difference with our definition is in the density condition below. We prove Theorem 2.4 as a version of Lemma 2.3 of [10] .
X is a set of states and the function r : A×X → K is a K-valued binary relation between the elements of A and the elements of X. When K = {0, 1} we just speak of Chu spaces and r becomes a 2-valued relation.
A Chu transform between Chu spaces (A, r, X) and (A ′ , r, ′ X ′ ) over the same set K is a pair of functions (f, g) where f : A → A ′ , g : X ′ → X and the adjointness condition r ′ (f (a), x ′ )) = r(a, g(x ′ )) holds.
We consider abstract logics (L, |=, S) (see Definition 1.1) as Chu spaces and we use the following notion of Chu transforms to quasi-order abstract logics.
where f preserves the logical operations in the following sense (*) for any boolean combination ϕ of sentences ψ 0 , . . . , ψ n of L, f (ϕ) of L is L ′equivalent to the corresponding boolean combination of f (ψ 0 ), . . . , f (ψ n ), and such that the range of g is dense in the following sense:
• for every φ ∈ L for which there is s ∈ S with s |= φ, there is s ∈ ran(g) with s |= φ.
For example, any g which is onto will satisfy the density condition. Proof. Let (f, g) be the Chu transform which witnesses (L, |=, S) ≤ (L ′ , |= ′ , S ′ ). Suppose that Σ ⊆ L is finitely satisfiable and let Σ ′ = {f (ϕ) : ϕ ∈ Σ}. We now claim that Σ ′ is finitely satisfiable. Any finite Γ ′ ⊆ Σ ′ is of the form {f (ϕ) : ϕ ∈ Γ} for some finite Γ ⊆ Σ. Therefore there is M ∈ S with M |= ϕ for all ϕ ∈ Γ. Since g is not necessarily onto, we cannot use it to obtain from M an element of S ′ . However, Γ is a sentence of L, by closure under conjunctions. Since |= satisfies Tarski's definition of truth for quantifier-free formulas, the fact that M |= ϕ for all ϕ ∈ Γ implies M |= Γ. By the density requirement on g, there is M ′ ∈ S ′ such that g(M ′ ) |= Γ and hence M ′ |= ′ f ( Γ). By the preservation of the logical operations by
With slight modifications the proof of Theorem 2.4 goes through for the higher degrees of compactness: Then, for any θ,
We consider two logics L and L ′ equivalent if L ≤ L ′ and L ′ ≤ L. For the purpose of studying various properties of logics, which is our main concern, once we prove that the relevant property is preserved by a Chu transform, two equivalent logics are the same with respect to that property. One such property is compactness, as we proved in Theorem 2.4.
Chain logic
In [8] the authors explored Karp's notion of a chain model and the associated model theory of L κ,κ based on that concept. The definition used in [8] was as follows.
Definition 3.1 A chain model (of length µ) consists of a model A and a sequence A α : α < µ , called a chain. It is assumed that A = α<µ A α , and that A α : α < µ is an increasing sequence of sets 5 satisfying |A α | < |A| for each α. A chain isomorphism between A and B is an isomorphism f : A → B such that for all α the image of A α is contained in some B β and, conversely, the preimage of any B α is contained in some A β . If there is a chain isomorphism between A and B we write A ∼ = c B.
Notice that the decomposition of a model A into a chain is not required to be elementary. The instance that we study specifically is µ = ω, when we shall often write A = (A n ) n<ω . The defining feature of chain models is the following modification of the truth definition of L λ,κ , given by the induction on complexity of ϕ. For quantifier-free sentences, the notions of |= and |= c agree, and the quantifier case is covered by the following:
wherex is a sequence of length < κ. If we restrict our attention to chain models, the model theory of L κ,κ (equivalently L κ + ,κ as κ is singular) is very much like that of L ω 1 ,ω . Karp proved several theorems about chain logic, and further results by various authors are the undefinability of well order UDWO (Makkai [17] ), Craig Interpolation Theorem, Beth Definability Theorem ( [6] ), and an extension of Scott's analysis of countable models to chain models of size κ (which is the contribution of [8] ). 6 Various kinds of chain models and their interaction are presented in §3.1 below. One can use the concept of a chain model to study other logics besides L κ,κ , adapting the truth definition from (1) accordingly, and in fact this was Karp's approach. See [6] for a historical overview.
Various kinds of chain models
As mentioned in the introduction, Definition 3.1 permits several modifications. We specify them in the following definition. Definition 3.2 (1) A weak chain model consists of a model A of L and a sequence A n : n < ω of subsets of A, called a chain, where the only assumption that is made is that for all n < ω, A n ⊆ A n+1 and A = n<ω A n .
We denote such a weak chain model as (A n ) n<ω . If the meaning is clear from the context, we may just use "chain model" for "weak chain model".
(2) (equivalent to Definition 3.1) A chain model of strict power at most κ is a weak chain model (A n ) n<ω where for each n, |A n | < |A|.
(3) A proper chain model is a weak chain model (A n ) n<ω where for each n, |A n | < |A n+1 |. Observation 3.3 (1) Any ordinary model A is a weak chain model, where all elements are the same set, the universe of A. In particular, weak chain models exist in all cardinalities.
(2) The cardinality requirements on proper chain models mean that such models can only exist in cardinals of countable cofinality.
(3) Every chain model (A n ) n<ω of strict power at most κ gives rise to a chain-isomorphic proper chain model of the form (A kn ) n<ω , obtained by a passing to a subsequence of A n : n < ω .
We give a simple example showing that the truth in chain models depends on the choice of the chain, namely we produce two chain models (A n ) n<ω and (B n ) n<ω with n<ω A n = n<ω B n , and a sentence ϕ true in (A n ) n<ω but false in (B n ) n<ω .
where < is a binary relation symbol. Let A be the model of L represented by the lexicographic sum of κ n : n < ω * , so each κ n is ordered as the corresponding ordinal and for m < n < ω we have that the block κ m is above the block κ n . We can see this sum as consisting of pairs (α, n) where n < ω and α < κ n , ordered by (α, n) < (β, m) if m < n or if m = n and α < β.
Let us choose a sequence α n : n < ω so that α n ∈ κ n , hence the sequence (α n , n) :
(2) 
Comparison with L κ,ω and L κ,κ
We start with the following easy observation.
Observation 3.7 (Karp) (1) Every formula of the logic L λ,ω is a formula of L c λ,κ and equally of L c, * λ,κ and on such formulas the notions of |= and |= c agree. Formulas of L λ,κ are also formulas of L c λ,κ , but then the notions |= and |= c do not necessarily agree.
Proof. (1) By definition.
(2) By induction on the complexity of ϕ. If ϕ is quantifier-free then the definition of |= c ϕ is the same as that of |= ϕ. Suppose that φ ≡ (∃x)ψ(x). If A |= ϕ then there is a witness x in some A n and hence (A n ) n<ω |= c ϕ. The other direction is similar. ⋆ 3.7
The following Theorem 3.8 is the reason that (weak) chain logic is not κ-compact, as we shall see in Corollary 7.1.
Proof.
(1) Let f be the identity function and let g((M n ) n<ω ) = n<ω M n . Notice that g is onto. By Observation 3.7 we have that (f, g) is a Chu transform witnessing the announced inequality.
(2) The pair (f, g) as above will still be a Chu transform, but it is not immediate that g satisfies the density condition as it now acts only on proper chain models, so models of size κ or some other singular cardinal of countable cofinality. The conclusion uses a downward Lowenheim-Skolem theorem for L κ,ω that holds in the following form and which uses the assumption that κ is a strong limit (see Theorem 3.4.1 in [7] ):
Lemma 3.9 Assume that κ is a strong limit cardinal. Then any sentence ϕ of L κ,ω that has a model of size ≥ κ also has a model of size κ.
The lemma immediately implies the density of g, since any model of L κ,ω of size κ can be represented as a proper chain model and the two will satisfy the same sentences by Observation 3.7(2).
(3) This time we take both f and g to be the identity functions. The adjointness property is easily verified, but the density condition needs an argument. It will be provided by Corollary 2.5 of [6] , which is a Downward Lowenheim-Skolem theorem for the chain logic. It states that every L κ,κ -sentence which has a chain model, must have a strict chain model of power at most κ.
So suppose that an L κ,κ -sentence ϕ has a chain model of (A n ) n<ω of power at least κ, but this model is not necessary a strict chain model of size κ. Notice that |A n | must converge at least to κ, therefore for any sequence of cardinals κ n : n < ω with supremum κ, for every n, there will be A m with |A m | ≥ κ n . Hence the sentence
is true in the chain model (A n ) n<ω and so is the conjunction θ ≡ n<ω θ n . This shows that the sentence ϕ ∧ θ has a chain model and hence by the Downward Lowenheim-Skolem theorem for the chain logic, we have that ϕ ∧ θ must have a strict chain model (B n ) n<ω of power at most κ. The definition of of θ m implies that for every n, the model (B n ) n<ω must have size at least κ m . Putting this together, we get that (B n ) n<ω has power exactly κ, and therefore (B n ) n<ω = g((B n ) n<ω ) is in the range of g and a model of ϕ. ⋆ 3.8
In this section we recall the definition and basic properties of Shelah's logic L 1 κ as defined in [19] . Throughout this section we assume that κ = κ , not necessarily singular.
Before defining L 1 κ we define its elementary equivalence by means of a game. The game is called the "borrowing game", BG, because the partitions into ω many blocks given by the functions h n let us "borrow" the time in which we have to "repay" the promise of constructing a partial isomorphism.
Definition 4.1 ([19])
Let β be an ordinal and θ a cardinal. When we define L 1 κ we assume θ < κ and β < θ + . Let A and B be models of some fixed vocabulary τ . 7 The game BG β θ (A, B) is defined as follows:
6. Player II picks h 2 : A 2 → ω and a partial isomorphism
7. ...
8.
Eventually β n = 0 and the game ends. Player II wins if she can play to the end. Otherwise Player I wins.
Let A ∼ β,θ B iff Player II has a winning strategy in BG β θ (A, B). We define the relation (of A and B)
to be the transitive closure of ∼ β,θ .
, so the first conclusion follows. The second conclusion follows from the first. The statement (2) is proved similarly. ⋆ 4.2
It is not known whether ∼ β,θ is an equivalence relation, although we suspect that it is not.
We define the satisfaction relation in L 1 κ by letting A L 1 κ K if A ∈ K. Note that L 1 κ does not (a priori) have a syntax, we just know its semantics. The definition of sentences is such that every sentence K is a proper class of models. The question arises how to define the basic logical operations, especially negation. The following theorem is helpful. Theorem 4.4 in particular shows that the family of the ≡ β θ equivalence classes is a set, and we have defined sentences as unions of subfamilies of elements of such sets. This allows to define the logical operations ¬ and ∨ (and hence all the other logical operations), as follows:
κ , so there are the least θ < κ and the least β < θ + such that K is a union of equivalence classes of ≡ β θ . Let E β θ denote the set of all equivalence classes of ≡ β θ . We define
For 1 ≤ n < ω and sentences K i (i < n), we find the least θ < κ and least β < θ + such that each K i is a union of equivalence classes of ≡ β θ (such θ, β exist by Observation 4.3). We define
If κ = κ is singular, L 1 κ has Craig Interpolation and a Lindstrom-type characterisation involving a strong undefinability of well-order called SUDWO. Moreover, L 1 κ is the classically maximal logic stronger than λ<κ L λ,ω which satisfies SUDWO. These facts are all proved in [19] .
Comparison between L 1 κ and the chain logic
In addition to the running assumption that κ is singular of cofinality ω, we assume that κ = κ . Based on the EF games for chain logic (see [8] ), we can define:
Definition 5.1 Suppose that A = (C n ) n<ω and B = (D n ) n<ω are chain models. For a sequencex of length < κ we say that it is bounded if it is contained in some C n or D n . For simplicity, assume ( n C n ) ∩ ( n D n ) = ∅. Let β < κ + . Define the game EF c κ,β in which Player I plays a sequence of bounded sequencesx i , each of length < κ, and ordinals β 0 > β 1 > ..., where β 0 < β (so the game is finite) and II responds by an increasing sequence g i of partial chain isomorphisms of cardinality < κ, includingx i in its domain ifx i is in A or in its range ifx i is in B. The first player that cannot move loses. We write A ∼ c κ,β B if Player II has a winning strategy in EF c κ,β . The global EF game EF c κ,∞ is defined so that Player I plays a sequence of bounded sequencesx i , each of length < κ and II responds by an increasing sequence g i of partial chain isomorphisms includingx i in its domain ifx i is in A or in its range ifx i is in B. The first player that cannot move loses and II wins if the game lasts ω steps.
It is worth noting that the relation ∼ c κ,β is an equivalence relation.
Lemma 5.2 Two chain models A = (C n ) n<ω and B = (D n ) n<ω are in the relation A ∼ c κ,β B iff they satisfy the same L c ∞,κ -sentences of quantifier rank < β. Proof. This is a standard proof, going back to [13] .
Lemma 5.3 Let κ be a singular strong limit cardinal of cofinality ω and K a class of chain models of a fixed vocabulary τ Then the following are equivalent:
Proof. We recall that the formulas of L c λ,κ are exactly the formulas of L λ,κ . The direction (1) =⇒ (2) follows from Lemma 5.2. To prove that (2) =⇒ (3), similarly to Lemma 7.55 in [21] , we show by induction on β that the number of formulas with quantifier rank < β over a set X of free variables has size ≤ β+1 (|X| + |τ |). Each ∼ c κ,β -equivalence class is determined by the set of sentences with the quantifier rank < β which are true in one or any model in the class. Therefore, there are ≤ β+2 (|τ |) such classes e. Choose for each e such that K ∩ e = ∅ a representative A e ∈ K. Hence K is definable by the formula Proof. In fact we prove that A ∼ β,θ B, by providing a winning strategy to II in the game BG β θ (A, B) . By the assumption A ∼ c κ,2·β B, we fix a winning strategy σ for II in EF c κ,2·β . The n-th move of II in the game BG β θ (A, B) is supposed to produce a pair of functions (h n , g n ). To define h n for n even we let for a ∈ A n : h n (a) = min{k : a ∈ C k } and for n odd, for b ∈ B n we let
That is, player II simply uses the existing chain partitions of A and B.
To find g n Player II uses σ twice. We first assume that n = 2k is even. Assume we have defined g n−1 (stipulating g −1 = ∅) so that the requirements for II in the game BG β θ (A, B) are satisfied. Then II extends g n−1 to a partial isomorphism whose domain includes h −1 0 (2k) ∪ . . . ∪ h −1 2k (0) by using σ in the play of EF c κ,β where σ has given g n−1 in the 2(n − 1)-th step of II and I has played h −1 0 (2k) ∪ . . . ∪ h −1 2k (0) \ dom(g n−1 ) in the step 2(n − 1) + 1. In this way we extend g n−1 to g ′ n . Then we continue that play of EF c κ,β by letting I respond by g −1 0 (2k) ∪ . . . ∪ g −1 2k (0) \ dom(g ′ n ) and letting II use σ to extend g ′ n to g n . The strategy for n odd is similar. Now suppose that K is closed under ≡ β θ and that
κ,κ -equivalent to A. Then, on the one hand, A ∈ K, by the definition of C(K) and on the other hand, A ≡ β θ B by the first part of the lemma. Hence B ∈ K, as K is closed under ≡ β θ -equivalence and therefore (D n ) n<ω ∈ C(K) by the definition of C(K). ⋆ 5.5
Theorem 5.6 For κ as above and τ a fixed vocabulary, we have:
where K is the class of all models of τ and K c the class of all weak chain models of τ .
Proof. We define a Chu transform (f, g). To define f , suppose that K is a sentence of L 1 κ . Thus there are β < θ + < κ such that K is the union of certain equivalence classes of A ≡ β θ B and in particular K is closed under the relation ∼ β,θ . To associate a sentence of L c κ,κ to K, we prove that C(K) is definable in L c κ,κ . By Lemma 5.3, since κ = κ , it is suffices to show that C(K) is closed under ∼ c κ,β . This follows from Lemma 5.5. To define g, we let g((C n ) n<ω ) = n<ω C n .
To prove that (f, g) satisfies the adjointness condition, suppose that for some chain model (C n ) n<ω and an L 1 κ sentence K we have that A = n<ω C n |= L 1 κ K. This means that for some relevant β, θ, K is a union of ≡ β θ -equivalence classes and that A ∈ K. By Lemma 5.5, C(K) is closed under ≡ L c,β κ,κ and by Lemma 5.3, it is L c κ,κ -definable by a sentence ϕ of quantifier rank < β. Moreover, we have chosen f (K) to be some L c κ,κequivalent representation of ϕ. Since (C n ) n<ω ∈ C(K), we have that (C n ) n<ω |= c ϕ and hence (C n ) n<ω |= c f (K). In the other direction, suppose that (C n ) n<ω |= c f (K) for some K. We can find the corresponding β, θ and ϕ, so that we now have that (C n ) n<ω |= c ϕ and by the choice of ϕ it follows that n<ω C n |= L 1 κ K. We check that f preserves negation. Suppose that for a class K of L 1 κ -models, the class C(K) is characterised by an L c κ,κ -sentence ϕ. Then ¬K contains exactly those models A which are not in any equivalence class contained in K and therefore C(¬K) contains exactly those chain models whose union is not in K. These are exactly those chain models that are not in C(K) and hence by the choice of ϕ, exactly those chain models that do not satisfy ϕ, which hence satisfy ¬ϕ. So f (¬K) is L c κ,κ -equivalent to ¬(f (K)).
To show that f preserves disjunction, suppose that we are given classes K i (i < n) of L 1 κ -models such that for any i the class C(K i ) is characterised by an L c κ,κ -sentence ϕ i . Then C( i<n K i ) = i<n C(K i ) and is hence characterised by i<n ϕ i .
The density condition is easy to prove since g is onto: any model is the union of a weak chain model. ⋆ 5.6
We now show that L c, * κ,κ is strictly stronger than L 1 κ in Shelah's sense. Namely, Shelah [19] only considers the classically studied order between logics, where L 1 ≤ L 2 means that for every τ and ϕ ∈ L 1 (τ ) there is ψ ∈ L 2 (τ ) such that for every model, M |= L 1 ϕ iff M |= L 2 ψ. In this definition, the models are fixed, so in the language of Chu transforms, g is the identity, whereas we wish to compare two logics for which the notions of a model are different, such as chain logic and L 1 κ . Then non-trivial Chu transforms are needed. In the spirit of the classical definition, our definition of a Chu transform says that g is 'practically' the identity. We shall use similar technology to show that L c, * κ,κ is not in this 'Chu identitary' sense weaker than L κ,κ , in contrast to our results in Theorem 7.6, which say that L c, * κ,κ is Chu below a model class of L κ,κ .
Definition 5.7 Suppose that (f, g) is a Chu transform between logics L 1 = (L 1 , |= 1 , S 1 ) and L 2 = (L 2 , |= 2 , S 2 ) is in the same vocabulary τ , where the elements of S 1 are chain models and the elements of S 2 are ordinary models. Let ∼ be an equivalence relation among the elements of S 2 .
We say that (f, g) is an ∼-identitary Chu transform if g is onto and, moreover, for every chain model (A n ) n<ω in S 1 and A ∈ S 2 with A = n<ω A n , there is B ∈ S 2 such that g(B) = A n : n < ω and B ∼ A.
We write L 1 ≤ ∼ i L 2 if there is an ∼-identitary Chu transform (f, g) between L 1 and L 2 .
Theorem 5.8 Suppose that κ is a singular cardinal of countable cofinality, τ is a fixed vocabulary containing a binary relation symbol <, K is the class of all models of τ and K c the class of all weak chain models of τ .
(1) Let ≡ stand for the elementary equivalence in L κ,κ . Then we have:
(2) Suppose that in addition κ = κ and for β < θ + < κ let ≡ β θ be the relation defined in Definition 4.1. For A, B ∈ K define A ≡ 1 κ B iff for all θ < κ and all β < θ + we have
Proof. Let ϕ be the L ω 1 ,ω 1 sentence which says that < is a well-order. In particular, this is an L c, * κ,κ -sentence. Similarly to the proof in Example 3.4, let us define an ordinary model A of ¬ϕ as the lexicographic sum of ω * many copies of κ, i.e. an infinite decreasing sequence of copies of κ. Then A |= ¬ϕ. We now define a chain model (A n ) n<ω such that each A n consists of the first n copies of κ within A. Therefore (A n ) n<ω |= c ϕ. Next, we define an ω-sequenceā by taking exactly one point from each copy of κ in A, soā is an infinite decreasing <-sequence in A. Finally, let B n = A n ∪ ran(ā), for each n. Then (B n ) n<ω |= c ¬ϕ and n<ω B n = n<ω A n = A. We shall use these models in both parts of the proof.
(1) By the definition of an identitary Chu transform, there are C and D in K such that:
By the defining property of elementary equivalence, we have that either C, D |= f (ϕ) or C, D |= ¬f (ϕ). However, the adjointness condition implies that C |= f (ϕ), since (A n ) n<ω |= c ϕ, while D |= ¬f (ϕ), since (B n ) n<ω |= c ¬ϕ. A contradiction.
(2) Consider f (ϕ). It is an L 1 κ -sentence, so there are β < θ + < κ such that f (ϕ) is a union of ≡ β θ -equivalence classes. By the definition of an identitary Chu transform with respect to ≡ 1 κ , there are C and D in S 2 such that:
In particular, C ≡ β θ D, which means by the properties of f (ϕ), that either C, D |= L 1 κ f (ϕ) or C, D |= L 1 κ ¬f (ϕ). However, the adojintness condition implies that
Example 5.9 In Theorem 7.6 (2) we show that (L c, * κ,κ , |= c , K c ) ≤ i L 2 for a model class L 2 of L κ,κ and an equivalence relation in which all models with the same τ -reduct are equivalent.
Maximality of the Chain Logic
Chain logic satisfies the undefinability of well order, by a theorem Theorem 6.1 of Makkai which we recall here. In this section we show that UDWO κ in a sense characterises the chain logic L c κ,κ , as per Theorem 6.3. further that ϕ is an L κ,κ -sentence in τ such that for each α < κ + there is a chain model B α satisfying that (U Bα , < Bα ) is a well order of type ≥ α. Then there is a strict chain model B of ϕ such that (U B , < B ) contains a copy of the rationals.
We abstract this property of L c κ,κ to arbitrary logics on chain models: Definition 6.2 We consider logics (L, |= L, , S), where S is a class of weak chain models. We call them logics on chain models. Such a logic is said to satisfy the property UDWO κ if every sentence in L with a distinguished binary predicate < which has for all α < κ + a weak chain model in S in which < is well-ordered in type ≥ α, has a proper chain model of cardinality ≤ κ in S in which < is non-well-ordered.
A logic is said to relativize if for every sentence ϕ of the logic with vocabulary τ and every unary predicate P / ∈ τ there is a sentence ψ in the logic which holds in a model with vocabulary τ ∪ {P } if and only if the relativization of the model to P (the "P -part" of the model) satisfies ϕ. Our chain logics satisfies this property but one has to bear in mind that the relativization of a proper chain model need not be a proper chain model. For details concerning relativization we refer to [3] . Theorem 6.3 Let κ be a singular cardinal of countable cofinality, τ a fixed vocabulary and K c the class of all weak chain models of τ . Suppose that L * is a logic on chain models such that:
Then for every sentence ϕ of L * there is α < κ + such that the class of models of ϕ is closed under ∼ c κ,α . Hence ϕ is definable in L c λ,κ , where λ = max(κ, ( β+2 (|τ |) + ).
To prove the theorem, we shall need some lemmas. The first lemma is the crucial one and the one where the singularity of κ is really essential. Lemma 6.4 Let κ be a singular cardinal of countable cofinality and suppose that (M n ) n<ω and (N n ) n<ω are weak chain models of the same vocabulary such that |M n | < κ and |N n | < κ for all n. If player II has a winning strategy in EF c κ,
Proof. We can choose an increasing sequence κ n : n < ω of cardinals such that κ = sup n∈ω κ n and so that |M n |, |N n | ≤ κ n . We play EF c κ (M, N) so that Player I starts by playing a sequence covering M 0 , then one covering N 0 , then M 1 , then N 1 , etc. Player II plays according to the winning strategy. In the end we have a chain isomorphism from (M n ) n<ω to (N n ) n<ω . ⋆ 6.4
We now prove two lemmas that work for weak as well as proper chain models. Then we formulate the same lemmas appropriately for chain models satisfying extra conditions. The proofs are standard arguments, based on [13] . Lemma 6.5 The following conditions are equivalent:
1. Player II has a winning strategy in the game EF c κ,β ((M n ) n<ω , (N n ) n<ω ), 2. There are sets I ξ : ξ < β, n < ω such that:
(c) if f ∈ I ξ , then for all η < ξ and all bounded A ⊆ n<ω M n of cardinality < κ there is g ∈ I η such that f ⊆ g and A ⊆ dom(g).
(d) If f ∈ I ξ , then for all η < ξ and all bounded B ⊆ n<ω N n of cardinality < κ there is g ∈ I η for some k < ω such that f ⊆ g and B ⊆ ran(g).
Proof. During the game EF c κ,β Player I plays, among other things, some elements of β in descending order. Let us call those move rank moves. If (1) holds then we let I ξ be the set of partial chain isomorphisms from (M n ) to (N n ) that arise in the game when II is playing her winning strategy and Player I has played ξ as his rank-move. Conversely, suppose such sets I ξ exist. The strategy of II is to make sure that the partial functions she plays after Player I plays ξ as his rank move, are in I ξ . More exactly, suppose she has played a partial chain isomorphism f in I ξ and then Player I plays a bounded set A of cardinality < κ as well as η < ξ as the rank move. Player II uses (c) above to find g ∈ I η such that f ⊆ g and A ⊆ dom(g). She plays this g in the game. ⋆ 6.7 Lemma 6.6 The following conditions are equivalent:
1. Player II has a winning strategy in the game EF c κ,∞ ((M n ) n<ω , (N n ) n<ω ).
2. There is a set J such that (a) J = ∅.
(b) if f ∈ J, then f is a partial chain isomorphism of cardinality < κ from (M n ) to (N n ),
(c) if f ∈ J, then for all bounded A ⊆ n<ω M of cardinality < κ there is g ∈ J such that f ⊆ g and A ⊆ dom(g).
(d) If f ∈ J, then for all bounded B ⊆ n<ω N n of cardinality < κ there is g ∈ J such that f ⊆ g and B ⊆ ran(g).
Proof. If (1) holds then we let J be the set of partial chain isomorphisms of cardinality < κ from (M n ) to (N n ) that arise in the game when II is playing her winning strategy.
Conversely, suppose such sets J exist. The strategy of II is to make sure that the partial functions she plays are in J. More exactly, suppose she has played a partial chain isomorphism f of cardinality < κ in J and then Player I plays a bounded set A of cardinality < κ. Player II uses (c) above to find g ∈ J such that f ⊆ g and A ⊆ dom(g). She plays this g in the game. ⋆ 6.8
For singular κ we can be more specific:
Lemma 6.7 Let κ be a singular cardinal of cofinality ω and κ = sup n κ n , where κ n < κ n+1 . The following conditions are equivalent:
1. Player II has a winning strategy in the game EF c κ,β ((M n ) n<ω , (N n ) n<ω ), 2. There are sets I n ξ : ξ < β, n < ω such that: Proof. If (1) holds then we let I n ξ be the set of partial chain isomorphisms of cardinality ≤ κ n from (M n ) to (N n ) which are subsets of cardinality ≤ κ n of partial functions that arise in the game when II is playing her winning strategy and Player I has played ξ as his rank-move. Conversely, suppose such sets I n ξ exist. The strategy of II is to make sure that the partial functions she plays after Player I plays ξ as his rank move, are in I n ξ for a suitable n. More exactly, suppose she has played a partial chain isomorphism f of cardinality ≤ κ n in I n ξ and then Player I plays a bounded set A of cardinality ≤ κ m , where m > n as well as η < ξ as the rank move. Player II uses (c) above to find g ∈ I m η such that f ⊆ g and A ⊆ dom(g). She plays this g in the game. ⋆ 6.7 Lemma 6.8 Let κ be a singular cardinal of cofinality ω and κ = sup n κ n , where κ n < κ n+1 . The following conditions are equivalent:
2. There are sets J n , n < ω, such that (a) J n = ∅.
(b) if f ∈ J n , then f is a partial chain isomorphism of cardinality ≤ κ n from (M n ) to (N n ),
(c) if f ∈ J n , then for all bounded A ⊆ n<ω M of cardinality ≤ κ m , m > n, there is g ∈ J m such that f ⊆ g and A ⊆ dom(g).
(d) If f ∈ J n , then for all bounded B ⊆ n<ω N n of cardinality ≤ κ m , m > n, there is g ∈ J m such that f ⊆ g and B ⊆ ran(g).
Proof. If (1) holds then we let J n be the set of partial chain isomorphisms of cardinality ≤ κ n from (M n ) to (N n ) which are subsets of cardinality ≤ κ n of partial functions that arise in the game when II is playing her winning strategy. Conversely, suppose such sets J n exist. The strategy of II is to make sure that the partial functions she plays are in J n for a suitable n. More exactly, suppose she has played a partial chain isomorphism f of cardinality ≤ κ n in J n and then Player I plays a bounded set A of cardinality ≤ κ m , where m > n. Player II uses (c) above to find g ∈ J m such that f ⊆ g and A ⊆ dom(g). She plays this g in the game. ⋆ 6.8
(of Theorem 6.3) We argue along the lines of the proof of Theorem 3.2 in [2] . By Lemma 5.3, it suffices to show that for all L * -sentences ϕ, there is α < κ + such that that all models in the same ∼ c κ,α -class of K c agree on the truth value of ϕ. Suppose that L * is as in the assumption and let ϕ be an L * -sentence. Suppose for a contradiction that for every α < κ + there are chain models (M α n ) n<ω and (N α
For each such α we get sets I n ξ , ξ < α, from Lemma 6.7. We now build a new L * sentence ϕ * in an extended vocabulary in which U, P, Q are new unary relation symbols, < * is a new binary relation symbol and I n is a new 1 + κ n + κ n -ary relation symbol for each n < ω. The sentence ϕ * is the conjunction of sentences saying:
1. the sentence ϕ holds in the P part of the (chain) model and ¬ϕ holds in the Q-part, 2. ≤ * is a linear order on U, 3. If I n (i, (a ξ ) ξ<ζ , (b ξ ) ξ<ζ ), then i ∈ U, (a ξ ) ξ<ζ ⊆ P and (b ξ ) ξ<ζ ⊆ Q, both bounded, 4. If i < * j and I n (j,ā,b), then I n (i,ā,b) for all bounded sequencesā andb of length κ n , 5. For each n < ω, if I n (i, (a ξ ) ξ<κn , (b ξ ) ξ<κn ) then for all j < * i, m > n, and all bounded (
6. If I n (i, (a ξ ) ξ<κn , (b ξ ) ξ<κn ), then for all atomic formulas φ((v ξ ) ξ<κn ) we have
where (M m ) m<ω is the P -part of (K m ) m<ω and (N m ) m<ω is the Q-part.
Using the fact that L c κ,κ is included in L * , we can express this by an L * -sentence, which we take to be ϕ * .
For every κ ≤ α < κ + we build a chain model (K n ) α n<ω of ϕ * in which < * has order type α, by declaring K α 0 to be the ordinal α, interpreting U as K α 0 and < * as the natural order on α, letting K α n+1 = M α n N α n and declaring n<ω M α n to be the P -part and n<ω N α n to be the Q-part of the model. The interpretation of the predicates I n in (K m ) α m<ω is as follows: I n (γ, (a ξ ) ξ<ζ , (b ξ ) ξ<ζ ), ζ < α, is defined to hold in (K m ) α m<ω if and only if the relation {(a ξ , b ξ ) : ξ < ζ} is in the set I n γ . Now we are in the situation to apply UDWO κ of L * . Doing so, we obtain a strict chain model (K n ) n<ω of ϕ * in which < * is not well-founded. Let e 0 > * e 1 > * e 2 . . . be a descending chain in < * in (K n ) n<ω . Let J n consist of functions f such that f (a ξ ) = b ξ for some pair ((a ξ ) ξ<ζ , (b ξ ) ξ<ζ ) for which (K n ) n<ω satisfies I n (e m , (a ξ ) ξ<ζ , (b ξ ) ξ<ζ ) for some m < ω. By Lemma 6.8, Player II has a winning strategy in the game EF c κ,∞ ((M n ) n<ω , (N n ) n<ω ), where (M n ) n<ω is the P -part of (K n ) n<ω and (N n ) n<ω is the Q-part. By Lemma 6.4, (M n ) n<ω ∼ = c (N n ) n<ω , contradicting the fact that (M n ) n<ω |= c ϕ and (N n ) n<ω |= c ¬ϕ. ⋆ 6.3
The above results in conjunction with Shelah's characterisation of L 1 κ as maximal above λ<κ L λ,ω to satisfy SUDWO, indicate that it is likely that SUDWO is a strict strengthening of UDWO. However, the conclusion cannot be drawn directly since Shelah's characterisation is obtained in the class of logics with the ordinary meaning of a model, which does not fit the chain logic.
Further properties of chain logic
We recall that Theorem 2.6 of Cunnigham [6] shows that L c, * κ,κ has Interpolation. (For a definition of Interpolation, see Definition 7.9). We now prove some further properties of the chain logic.
The incompactness of L c κ,κ
A property that does not seem to have been studied classically for chain logic is its degree of compactness. Positive compactness results have been obtained for restricted classes of chain models: Green [11] proved a Σ 1 -compactness result for admissible sets, which was given another proof by Makkai [17] . Possibly Karp and her school were aware of the incompactness of full chain logic, but in the absence of any literature on it, we give a proof. In fact we give two proofs, as the proofs for the logics L c κ,κ and L c, * κ,κ turn out to be different.
It is not straightforward to determine all cardinals λ such that the logic L θ,ω is λcompact or satisfies some weak version of λ-compactness. Clearly, if θ = λ is a strongly compact cardinal, this is the case. However, Boos [4] showed that it is even possible to have analogues of weak compactness of L θ,ω for θ below the continuum (though θ needs to be a large cardinal in L). 8 By the results of Keisler and Tarski [15] , see Theorem 3.1.4 of [7] , L κ,ω is never κ-compact for κ-singular. Moreover, see Corollary 3.1.6 in [7] , L λ,ω is λ-compact iff λ is a strongly compact cardinal. is κ-compact.
Proof. We construct a set Γ of L c κ,κ -sentences which is (< κ)-satisfiable but not κsatisfiable. We need the following lemma. Lemma 7.4 There is an L κ,ω -sentence θ in the language consisting of one binary predicate < * whose models are exactly the models of size κ, where < * is a well order of the domain of order type κ.
Proof of the Lemma. By Observation 1.4, it suffices to find an L κ + ,ω -sentence θ with the required properties. Following Dana Scott [18] , starting from the first order sentence stating that < * is a linear order, one can define by induction on α < κ an L κ + ,ω formula
Then one shows by induction on α that E α (x) means that the < * -predecessors of x form a well-order of order type α. The sentence for our proof is
8 Moreover, Stavi [20] showed that below a measurable cardinal this is true for basically any logic. 9 See Chapter IV of [7] . We now turn to upper bounds for the compactness number of the chain logic.
Convention 7.5 Let τ be a vocabulary.
(1) We define a new vocabulary τ ′ = τ ∪ {P n : n < ω} where P n are new unary predicate symbols.
(2) For each n < ω we define an L κ,κ -sentence ψ n in the vocabulary τ ′ as follows
(This sentence expresses that the realization of the predicate P n has size ≤ κ n .)
(Notice that if this sentence is true for any x then it is trivially true for finitaryx, but this is not necessarily the case forx of infinite length). Let σ 1 be σ 0 ∧ n<ω ψ n . (4) For l < 2, we define Mod(σ l ) to be the class of all L κ,κ -models of σ l .
Theorem 7.6 To avoid problems with extending vocabularies, for this theorem we assume that all statements are relativized to a vocabulary τ ′ as in convention 7.5, in particular, τ ′ was obtained from a vocabulary τ as in that convention. Then:
(1) (a) L c, * κ,κ ≤ (L κ,κ , |=, Mod(σ 0 )) and (b) L c κ,κ ≤ (L κ,κ , |=, Mod(σ 1 )). (2) For models A and B in Mod(σ 0 ) let be the equivalence relation saying that the reducts of A and B to τ are the same. Then, in addition to (1)(a), L c, * κ,κ ≤ i (L κ,κ , |=, Mod(σ 0 )).
(1) (a) For the first inequality, we define f (ψ) for sentences ψ in L c, * κ,κ by induction on the complexity of ψ. For atomic sentences we have f (ψ) = ψ and this is extended through the logical operations ¬ and conjunctions and disjunctions of size < κ. It remains to define f (ψ) for ψ of the form ∀x ϕ(x;ȳ) whereȳ is a sequence of parameters andx = x α : α < α * for some α * < κ.
We let f (∀x ϕ(x;ȳ)) be the sentence ∀x([ n<ω α<α * P n (x α )] =⇒ ϕ(x;ȳ)). To define g, let M be a model of σ 0 and define g(M) = (P M 0 , P M 1 , . . .) n<ω , which gives a weak chain model by the choice of σ 0 . The pair (f, g) is well defined, f preserves the logical operations of L κ,κ and g is onto. It remains to verify the adjointness condition, which will imply that (f, g) is indeed a Chu transform.
Suppose that ψ is in L c, * κ,κ and M ∈ S ′ 0 is such that M |= f (ψ). By induction on the complexity of ψ we have to check that (P M 0 , P M 1 , . . .) n<ω |= c ψ. The nontrivial case of this induction is the quantifier case, so suppose that ψ is of the form ∀x ϕ(x;ȳ), whereȳ bounded, that is,ȳ is such that there is n for which all individual elements of y are in P M n . Letx also be bounded. The definition is made so that M |= f (ψ) implies that M |= ϕ(x;ȳ), and therefore, sinceȳ is bounded we have that g(M)
The definition of f remains the same for this proof. The definition of σ 1 is such as to guarantee that for every M ∈ S ′ 1 and for every n < ω we have |P n | M ≤ κ n . Therefore, leaving the definition of g the same as in the proof of (a), we have that g(M) = (P M 0 , P M 1 , . . .) n<ω is a strict chain model. The proof of the adjointness property remains the same. However, g is not necessarily onto, as it is perfectly possible to have chain models (A n ) n<ω for which there are n that satisfy |A n | > κ n . We shall however show that g satisfies the density condition.
So suppose that ϕ is a sentence of L c κ,κ which has a proper chain model (A n ) n<ω . We shall define B n by induction on n < ω. For convenience let us define A 1 = ∅. Let B 0 be A k for the largest k such that |A k | ≤ κ 0 . Such a k exists because the sets A k are increasing and | n<ω A n | = κ. Having defined B n as A kn with |A kn | ≤ κ n and k n the largest k with that property, let B n+1 = A k for the largest k such that |A k | ≤ κ n+1 . In this way we necessarily have B n ⊆ B n+1 . The chain model (B n ) n<ω = g(M) for M in S ′ 1 which is obtained on n<ω (B n ) by interpreting each P n as the corresponding B n . By the same argument as in Observation 3.3(3), (B n ) n<ω is a model of ϕ.
(2) We use the same (f, g) as in (1)(a). Suppose that we are given a chain model (A n ) n<ω and A ∈ Mod(σ 0 ) with A = n<ω A n . Define B to be the the model whose reduct to τ is the same as that one of A, but P B n = A n for each n. Then it is easily seen that B A and g(B) = (A n ) n<ω . ⋆ 7.6
The following is a classical argument resembling the projective class arguments, for example Proposition II 3.1.9 in [3] .
Theorem 7.7 Suppose that σ is in L κ,κ and that θ is a cardinal such that L κ,κ is θcompact. Then so is (L κ,κ , |=, Mod(σ)).
Proof. Suppose that Γ is a set of θ many sentences of L κ,κ such that every subset of Γ of size < θ is satisfiable in Mod(σ). In particular, Γ ∪ {σ} is a (< θ)-satisfiable set of sentences of L κ,κ in the vocabulary τ ′ obtained by enlarging τ by the symbols in σ. Proof. By the definition of a strongly compact cardinal, L θ,θ is θ-compact. Let Γ be a (< θ)-satisfiable set of L κ,κ -sentences. Then Γ is in particular a set of L θ,θ -sentences and hence has a model in the sense of L θ,θ . By the definition of |= in the two logics, this model is also an L κ,κ model. So, L κ,κ is θ-compact. (In fact, all this just says that L κ,κ ≤ L θ,θ ). By Theorem 7.7, (L κ,κ , |=, Mod(σ l )) for l < 2 are θ-compact. Then, by Theorem 7.6 and Theorem 2.5, L c,w κ,κ and L c κ,κ are θ-compact. ⋆ 7.8
Let us recall the definition of Craig's Interpolation: Definition 7.9 (1) For a logic L and sentences ρ 0 , ρ 1 we say ρ 0 |= L ρ 1 if for any model M of L in a vocabulary including those of ρ 0 and ρ 1 , we have
(2) A logic L is said to satisfy Interpolation if for any two vocabularies τ 0 and τ 1 and sentences ρ l ∈ L(τ l )(l < 2), if ρ 0 |= L ρ 1 then there is a sentence ρ in L(τ 0 ∩ τ 1 ) such that ρ 0 |= L ρ and ρ |= L ρ 1 .
Problem 1.4. from [19] : Suppose that κ is a singular strong limit cardinal of countable cofinality. Is there a logic between L κ + ,ω and L κ + ,κ + which satisfies Interpolation.
Corollary 7.10 Suppose that κ is a singular strong limit cardinal of countable cofinality. Then the chain logic L c, * κ,κ satisfies L κ + ,ω ≤ L c, * κ,κ ≤ (L κ + ,κ + , |=, Mod(σ 0 )) and has the Interpolation, so modulo a model class, it gives a solution to Problem 1.4. from [19] .
Proof. Theorem 2.6 of Cunnigham [6] shows that L c, * κ,κ has Interpolation. The Chu inequalities are proved in Theorem 3.8 and Theorem 7.6 respectively (note also Observation 1.4). ⋆ 7.10
We recall that L 1 κ does not solve Problem 1.4. from [19] , since it is not above L κ + ,ω . Finally, we show that, as in the case of L 2 ω,ω , the second order logics (L c ω,ω ) 2 and (L c, * ω,ω ) 2 are not compact, or even (ω, ω)-compact. The definition of these logics is the same as in ordinary chain logic, except that we now consider all second order sentences of L 2 ω,ω , only allowing ordinary or set variables which are bounded by an element of the chain. Proof. Let φ be the second order sentence ∃X∀y (P (y) → X(y)).
Lemma 7.12
The chain models of φ are the chain models in which P is contained in one level of the chain.
Proof. Suppose that M = (M n ) n<ω as above is a chain model of φ. Then there is an interpretation Q of the variable X such that P M ⊆ Q. By the truth definition of chain models the variable X ranges over subsets of M which are included in some M n . Thus Q ⊆ M n for some n. Hence P M ⊆ M n . For the other direction, suppose that M = (M n ) n<ω is a chain model in which P M is contained in some M n . Then we can pick P M as the interpretation of X and φ becomes true.
Lemma 7.13
In models of φ we have full second order quantification over subsets of P .
Proof. Suppose M = (M n ) n<ω is a chain model of φ. By Lemma 7.12, there is n such that P M ⊆ M n . If we relativize second order quantification to P as follows:
then we can allow the standard interpretation for second order quantifiers because the relativization forces the bound second order variables to range over subsets of P , and hence to be always subsets of M n .
To finish the proof, let θ be the second order sentence which says that < is a well-order on the predicate P . In chain models of θ we have no guarantee that < is really a wellorder because a descending sequence may cross over all the sets M n . In models of θ ∧ φ we know by the above that < is really a well-order because any potential descending chain is a subset of P and hence a subset of some M n . We can now form a finitely consistent theory {θ, φ} ∪ {c 0 > c 1 > c 2 > . . .} ∪ {P (c n ) : n < ω}, which has no models. ⋆ 7.11
The Union Lemma
The Union Lemma features in several proofs about L 1 κ , see for example Remark 1.17. (b) in [19] 10 We show that the Union Lemma holds for chain logic. 1. Ifā is bounded in (A n ) n<ω , then it is bounded in (B n ) n<ω .
2. If (A n ) n<ω |= c φ and φ is existential sentence, then (B n ) n<ω |= c φ.
Definition 7.16
Suppose that for each m < ω we have a chain model (A m n ) n<ω and that these models satisfy (A m n ) ⊆ (A m+1 n ) for all m. Let A ω n = m≤n A m n , for each n. We define the union of the sequence (A n ) n<ω : m < ω , as the chain model (A ω n ) n<ω .
Observation 7.17 Using the notation of Definition 7.16, we have that (A m n ) n<ω ⊆ (A ω n ) n<ω for all m. Proof. By the usual Tarski-Vaught argument, noticing that every bounded sequence in the union is bounded in one of the models. ⋆ 7.18
The chain-independent fragment
A point in favour of chain models seems to be the difference between the views that various chain decompositions of the same model can take on the same sentence. The following theorem renders that intuition formal. To avoid trivialities, we formulate it in terms of proper chain models.
Definition 7.19 An L κ,κ -sentence ϕ is said to be chain-independent if for any proper chain models (A n ) n<ω , (B n ) n<ω we have that
The chain-independent fragment of L κ,κ is the set of chain-independent sentences of L κ,κ .
It is obvious that L κω is included in the chain-independent fragment of L κ,κ . Proof. For the proof we require the following lemma.
Lemma 7.21 Suppose that A is a τ model and ϕ an L κ,κ -sentence such that (A n ) n<ω |= c ϕ for any chain decomposition A n : n < ω of A. Then A |= ϕ.
Proof of Lemma 7.21. By induction on the complexity of ϕ. ⋆ 7.21
For the proof of the Theorem, first suppose that ϕ is chain-independent, A |= ϕ and (A n ) n<ω is a proper chain decomposition of A. If (A n ) n<ω c ϕ then by the definition of chain-independence it follows that for any proper chain decomposition (B n ) n<ω of A we have (B n ) n<ω |= c ¬ϕ. By Lemma 7.21 it follows that A |= ¬ϕ, a contradiction.
In the other direction, suppose that ϕ satisfies the equivalence, but ϕ is not chainindependent. Then there are proper chain decompositions (A n ) n<ω and (B n ) n<ω of A such that (A n ) n<ω |= c ϕ and (B n ) n<ω |= c ¬ϕ, a contradiction. ⋆ 7.20 Theorem 7.20 can be used to show that the chain-independent fragment can express a number of classical concepts: Theorem 7.22 Suppose that λ < κ and cf(λ) > ℵ 0 . The following properties can be expressed by chain-independent sentences of L κ,κ .
• G is a graph which omits a clique of size λ,
• T is a tree which omits a branch of length λ,
• < is a linear order with no decreasing sequences of length λ.
Proof. The proof is basically the same for all three examples, so let us show it for the case of graphs. Let ρ be an L κ,κ sentence which says that R is a binary relation and that it has no clique of size λ. We claim that ρ is chain-independent.
Let A be a model of ρ size κ and let (A n ) n<ω a proper chain model with n<ω A n = A. If A |= ρ then clearly no A n can have a clique of size λ. Suppose on the other hand that no A n has a clique of size λ, but that A has such a clique, say K. Since cf(λ) > ℵ 0 and A, there will be n such that K ∩ A n has size λ. Therefore (A n ) n<ω |= c ¬ρ. ⋆ 7.22
Concluding remarks
We have shown that in the case of a singular cardinal κ of countable cofinality which in addition satisfies κ = κ , the chain logic L c, * κ,κ satisfies all the motivating requirements for the introduction of the logic L 1 κ , including solving Problem 1.4 from [19] which was left open by L 1 κ . A caveat to note, however, is that L 1 κ and L c, * κ,κ have a major difference in what they consider a structure: the former has the classical concept of a structure while the latter is based on chain models.
One could look for further desirable properties of a logic at a singular cardinal, most importantly the property of κ-compactness. Neither L 1 κ nor chain logic have it.
