Abstract: It is well known that individual parameters of strongly correlated predictor variables in a linear model cannot be accurately estimated by the least squares regression due to multicollinearity generated by such variables. Surprisingly, an average of these parameters can be extremely accurately estimated. We find this average and briefly discuss its applications in the least squares regression.
Introduction
Consider the classical multiple linear regression model
where y is an n × 1 vector of observations, X = [1, x 1 , . . . , x p−1 ] a known n × p design matrix with 2 < p < n, β = (β 0 , β 1 , . . . , β p−1 ) T an unknown p ×1 vector of regression parameters, and ε an n × 1 vector of random errors with mean zero and variance σ 2 I. The (ordinary) least squares estimator for β isβ = (β 0 ,β 1 , . . . ,β p−1 ) T wherê
Suppose the first q variables x 1 , x 2 , . . . , x q are strongly correlated (2 ≤ q < p). Then, model (1) has a multicollinearity problem. Detailed discussions about this problem may be found in, for example, Draper and Smith (1998), Belsley, Kuh and Welsch (2004) , and Montgomery, Peck and Vining (2012). The most well-known consequence of the problem is that it leads to large variances for the least squares estimatorsβ 1 , β 2 , . . . ,β q . Consequently, individual parameters β 1 , β 2 , . . . , β q cannot be accurately estimated.
In this note, we study the estimation of linear combinations of β 1 , β 2 , . . . , β q ,
where w = (w 1 , w 2 , . . . , w q ) T is any q × 1 vector satisfying q i=1 |w i | = 1. Although none of the underlying parameters can be accurately estimated, surprisingly there are linear combinations of the form (3) that can be extremely accurately estimated. Tsao (2019) found such linear combinations for a special uniform model with a uniform correlation structure, but the uniform correlation condition is restrictive. In this note, we look for such linear combinations without assuming any parametric correlation structure. Our main results are (i) when variables x i in model (1) are standardized variables, an average of β 1 , β 2 , . . . , β q can be highly accurately estimated and (ii) when the variables are not standardized variables, a variability weighted average can be highly accurately estimated. We call these averages "group effects" of the strongly correlated variables. We also briefly discuss the applications of these group effects in the least squares regression.
Main results
We first study relevant limit properties of the correlation matrix of the strongly correlated variables x 1 , x 2 , . . . , x q . We then apply these properties to find linear combinations of the form (3) that can be accurately estimated.
Limit properties of the correlation matrix of strongly correlated variables
Let R be the full rank correlation matrix of
where r ij = corr(x i , x j ). 
Since all |r ij | are close to +1, configuration
satisfies that all pairwise correlations are positive; see Theorem 3.1 in Tsao (2019). So making the assumption amounts to choosing configuration (5) which does not affect the generality. We call (5) an all positive correlations arrangement of x 1 , x 2 , . . . , x q , and will illustrate this arrangement through a numerical example in Section 2.3.
An immediate benefit of making the assumption is that we can now use r M = min{r ij } to measure the level of multicollinearity and to formulate the question of interest. To see this, since all r ij satisfy 0 < r M ≤ r ij < 1, when r M goes to 1 all r ij will approach 1 which makes the multicollinearity problem worse. In this sense we say that an increase in r M represents an increase in the level of multicollinearity.
Our question of interest can now be formulated as that of finding linear combinations of the form (3) that can still be accurately estimated when r M approaches its upper bound 1. To find an answer to this question, we first study the limit properties of R and R −1 when r M goes to 1.
Since R is positive definite, it has q positive eigenvalues
. . , v q be their corresponding orthonormal eigenvectors, respectively, and
T be the q × 1 vector whose elements are all 1. We have 
Proof. Let A be the q × q matrix whose elements are all 1. Then, A has two distinct eigenvalues, λ Let P = [p ij ] be a perturbation matrix of A defined by
Then, P is real and symmetric and (Horn and Johnson, 1985) . Also, by λ 1 → q and r ij → 1,
Lemma 2.2 The inverse matrix
Proof. Since R is positive definite, R −1 is also positive definite. Let λ
q−i+1 and its eigenvector is v Horn and Johnson, 1985) , so
Since all λ i > 0 and trace(R) = q i=1 λ i = q, we have 0 < λ 1 < q. Setting x = 1 q and noting that 1 T q 1 q = q, the above inequality and 0 < λ 1 < q imply that
which proves (i). To show (ii), note that
Further,
This and (7) imply that
Average group effect of strongly correlated variables is estimable
We first consider the average group effect of a standardized version of model (1) and then a variability weighted average effect of the original model (1). For con-
T and write model (1) as
where 1 n is the n × 1 vector whose elements are all 1. Variables in X 1 are assumed to be strongly correlated in the sense that (i) their correlation coefficients are large in absolute value and (ii) they are at most weakly correlated with variables in X 2 .
Without loss of generality, we assume variables in X 1 are in an all positive correlations arrangement so that their correlation matrix is R in (4) where all elements are close to +1.
We call
the standardized variable which has mean zero and length one. Let y = (y 1 , y 2 , . . . , y n ) T , y = 1 n n j=1 y j and y ′ = y −ȳ. We can write (8) as
where
T , and
T . We call model (10) the standardized model. The relationship between parameters in model (10) and those in the original model (8) is
Let
is the correlation matrix for variables in models (8) and (10) where
. Partition this correlation matrix as follows:
where R 11 = R ∈ R q×q is the correlation matrix of the strongly correlated variables
Define the average group effect of the q strongly correlated variables in X ′ 1 as
Letβ
T be the least squares estimator for
Although none of the β We now prove Theorem 2.1.
Proof. For any constant vector c ∈ R p−1 , we have 
To show (i), when variables in X 
Applying Lemma 2.2 to the right-hand side of (18), we obtain (i 1 ) and (i 2 ).
To show (ii), note that the matrix [R 11 − R 12 R −1 (17) is a real symmetric matrix. When r M → 1, R 11 = R will approach matrix A in (6). Under the condition that elements of R 12 R −1 22 R 21 are small, we can again define a perturbation matrix P ′ where
like what we did in (6). If we are to let all elements of R 12 R 
for i = 1, 2, . . . , q. We call the following weighted average
the variability weighted average (group) effect of the strongly correlated variables in
The minimum variance unbiased linear estimator for ξ W iŝ
Although variances of individualβ i will go to infinity when r M → 1, the following corollary shows that the variance ofξ W will not. 
Hald cement data example
The Hald cement data has been widely used to illustrate the impact of multicollinearity. See, for example, Draper and Smith (1998) . The data set contains 13 observations with 4 predictor variables x 1 , x 2 , x 3 , x 4 and a response y: y = heat evolved in calories per gram of cement;
x 1 = amount of tricalcium aluminate;
x 2 = amount of tricalcium silicate;
x 3 = amount of tetracalcium alumino ferrite;
Here, we use this data set to illustrate several points of this section. We obtained this data set from the R package "ridge" by Moritz and Cule (2018).
We first illustrate the all positive correlations arrangement of a group of strongly correlated variables. In R display 1 below, the correlation matrix on the left is that of the four predictor variables in the original Hald data set. It shows that there are two strongly correlated groups {x 1 , x 3 } and {x 2 , x 4 } but correlation coefficients of both groups are negative. So {x 1 , −x 3 } and {x 2 , −x 4 } are the all positive correlations arrangements for these two groups. For convenience, we rename and rearrange signs of the variables so that "x 1 = x 1 " (that is, "new x 1 equals the old x 1 "), "x 2 = −x 3 ", "x 3 = x 2 " and "x 4 = −x 4 ". The correlation matrix of the renamed variables is on the right side of R display 1. The two strongly correlated groups are now {x 1 , x 2 } and {x 3 , x 4 }, both with positive correlations, and there are no strong correlations between variables from different groups. The estimated model parameters and average group effects (15) The four parameters are poorly estimated with large standard errors due to multicollinearity generated by the two groups of strongly correlated variables. The two average group effects, on the hand, are very accurately estimated. The estimated error variance isσ 2 = 2.306 2 . So the (estimated) lower bound for the standard errors of the two group effects from Theorem 2.1 isσ/2 = 1.153. We see from R display 3 that the standard errors of the two estimated group effects are not too far above the lower bound.
Concluding remarks
The average group effect ξ a has the interpretation as the expected change in response y ′ when variables in X ′ 1 all increase by (1/q)th of a unit. As such, it represents a group impact or a group effect on the response variable. In the Hald cement data analysis above, for example, when both (the renamed) x 1 and x 2 increase by half a unit, the response variable y ′ is expected to increase by 14.673 units. will be less accurately estimated. Individual parameters of the variables are special group effects at the maximum distance away from the average group effect. They cannot be accurately estimated. The variability weighted average effect is also the location around which other estimable effects of variables in X 1 may be found.
The average group effect (14) and the variability weighted average group effect Finally, we briefly discuss how estimable group effects could be used in the least squares regression. Traditionally, to handle multicollinearity due to strongly correlated predictor variables, the least squares regression is often abandoned in favor of alternatives such as ridge regression and principle component regression. But these alternatives are more complicated in implementation and interpretation. Although individual parameters of these variables cannot be accurately estimated by the least squares regression, estimable group effects can be. Indeed, with strong correlations among variables these group effects are more meaningful than individual parameters as we cannot speak of the impact of a variable in a strongly correlated group in isolation. As such, the group effects provide an alternative means for studying strongly correlated predictor variables to the individual parameters. When we focus on such group effects, the least squares regression works perfectly fine; multicollinearity gen-erated by these variables is not a problem but a source of useful information as it enables important group effects to be very accurately estimated.
