This article presents a new dust SED model, named HerBIE, aimed at eliminating the noise-induced correlations and large scatter obtained when performing least-squares fits. The originality of this code is to apply the hierarchical Bayesian approach to full dust models, including realistic optical properties, stochastic heating and the mixing of physical conditions in the observed regions. We test the performances of our model by applying it to synthetic observations. We explore the impact on the recovered parameters of several effects: signal-to-noise ratio, SED shape, sample size, the presence of intrinsic correlations, the wavelength coverage and the use of different SED model components. We show that this method is very efficient: the recovered parameters are consistently distributed around their true values. We do not find any clear bias, even for the most degenerate parameters, or with extreme signal-to-noise ratios.
INTRODUCTION
Dust grains are an important, but elusive, component of the interstellar medium (ISM). Their ubiquity makes them a potential asset to understanding galaxy evolution, but their inherent complexity impedes our ability to use them to their full potential. As a diagnostic tool, dust can be used to estimate gas masses, without suffering from the phase-bias that gas lines are subject to. For this reason, dust is a popular dark gas tracer (e.g. Grenier et al. 2005; Leroy et al. 2011; Planck Collaboration et al. 2011c ). However, our poor knowledge of the grain properties puts caution on the accuracy of these measurements. It is true that the grain crosssection per Hydrogen atom can be empirically calibrated in the ultraviolet (UV; e.g. Fitzpatrick & Massa 2007) , for extinction studies, or in the infrared (IR; e.g. Planck Collaboration et al. 2014a) , for emission studies. The problem is that these empirical laws lack an underlying physical model describing how dust properties vary in different environments.
As a modelling ingredient, dust provides the major source of heating of the gas in photo-dissociation regions (PDRs; e.g. Hollenbach & Tielens 1997) , through the photofrederic.galliano@cea.fr electric effect 1 (Bakes & Tielens 1994; Weingartner & Draine 2001; Kimura 2016) . The main discrepancies between different PDR codes actually originates in the diversity of assumptions about the grain physics (Röllig et al. 2007 ). In addition, grains are the catalysts for numerous chemical reactions, including the formation of H 2 , the most abundant molecule in the universe. Accounting for the stochastic temperature fluctuations of small grains has lead to a significant revision of H 2 formation rates (Le Bourlot et al. 2012; Bron et al. 2014) . Overall, detailed modelling of the PDR and molecular lines in star forming regions shows a qualitative agreement between the derived dust and gas physical conditions (e.g. Wu et al. 2015; Chevance et al. 2016) , although the quantitative comparison can be more difficult to assess (Wu et al., in prep.) .
The current census on interstellar dust relies mainly on observations of the Galaxy. Most dust models are designed to reproduce the extinction, emission and depletion pattern of the diffuse ISM (Zubko et al. 2004; Draine & Li 2007; Compiègne et al. 2011; Jones et al. 2017) . Some also take into account polarization constraints (Siebenmorgen et al. 2014; Guillet et al. 2017) . The dust properties in other environ-ments are more sketchy. For instance, there is clear evidence that the grain far-IR/submm emissivity increases by a factor of 2 − 4, from the diffuse ISM to denser environments (e.g. Stepnik et al. 2003; Planck Collaboration et al. 2011a; Roy et al. 2013 ). This increase can be explained by mantle accretion and coagulation (Köhler et al. 2012 . However, since the accretion of mantles in dense regions and their recycling back in the diffuse ISM is a hysteresis process (Jones et al. 2017) , parameterizing the dust properties as a sole function of the density of the medium, n, and the UV flux, G 0 , may be too simplisitc. Finally, the grain properties of other galaxies can exhibit significant differences (e.g. in the Magellanic clouds: Gordon et al. 2003; Galliano et al. 2011; Galametz et al. 2016; Chastenet et al. 2017) . In particular, the evolution of the dust-to-gas mass ratio with metallicty is a subject of debate (Lisenfeld & Ferrara 1998; Galliano et al. 2008a; Galametz et al. 2011; Rémy-Ruyer et al. 2014; De Vis et al. 2017 ). It appears to be nonlinear in nearby galaxies (Rémy-Ruyer et al. 2014) , consistent with theoretical models (Asano et al. 2013; Zhukovska 2014 ). On the contrary, studies in absorption on more distant systems suggest a constant dust-to-metal mass ratio down to extremely low-metallicity systems (Zafar & Watson 2013; De Cia et al. 2013 ).
One of the ways to tackle these open questions consists in studying how the observed grain properties vary with the physical conditions they are experiencing, in a large range of environments. A fundamental step in this process is the accurate retrieval of the parameters and their intercorrelations. The recent IR/submm space observatories Spitzer, Akari, Herschel and Planck have provided us with invaluable data on the spectral energy distributions (SED) of a wide variety of objects. However, despite a wealth of good quality observations, with complete spectral coverage, and calibration uncertainties down to only a few percents (Planck Collaboration et al. 2014b) , we are still facing limitations using basic analysis techniques. Among these limitations, there is a series of noise-induced false correlations between derived parameters, when performing least-squares fits (hereafter χ 2 ; Shetty et al. 2009) .
A very efficient way to treat these degeneracies was proposed by Kelly et al. (2012) . These authors designed a hierarchical Bayesian model (hereafter HB), accounting for both noise and correlated calibration uncertainties. We will explain in detail, in the present article, how an HB model works. For now, we just need to note that it deals with two classes of parameters: (i) the dust parameters of each source (mass, temperature, etc.); and (ii) a set of hyperparameters controlling the distribution of these dust parameters. It is called a multi-level approach, for that reason. A leastsquares fit is a single-level model, as it only deals with the dust parameters. In a single-level approach, the parameter's probability distribution of each source is independent of the other sources in the sample. Introducing hyperparameters allows one to sample a single large probability distribution for the parameters of all the sources. This way, the information about the distribution of parameters, among the different sources, has an impact on the likelihoods of individual sources. Kelly et al. (2012) were able to show that the HB approach could correct the false negative correlation between the temperature, T, and the emissivity index, β, of modified black bodies (hereafter MBB). We emphasize that it is the multi-level nature of the HB approach that could lead to such an improvement. Indeed, several non-hierarchical Bayesian codes had been developed to interpret dust SEDs (da Cunha et al. 2008; Paradis et al. 2010; Serra et al. 2011; Planck Collaboration et al. 2011b ), but those could not treat the degeneracies, due to their single-level nature. Following Kelly et al. (2012) , several articles presented HB codes for single MBBs (Juvela et al. 2013) , or the linear combination of two MBBs, and MBBs with parameterized emissivity (Veneziani et al. 2013) . Until now, we were lacking an HB code working with full dust models, including: (i) several types of grains (silicates and carbonaceous), (ii) with realistic optical properties, (iii) a size distribution, and (iv) accounting for the stochastic heating of small grains, (v) with the possibility to combine several components to account for the mixing of physical conditions in the observed regions. Such a model would allow us to apply state-of-the-art dust models to IR observations, extracting the physical parameters in an optimal way, consistent with the various known sources of uncertainties. This tool could provide unique constraints on dust evolution. This article discusses some efforts developed towards that goal. We present here a new hierarchical Bayesian dust SED model, named HerBIE (HiERarchical Bayesian Inference for dust Emission).
The paper is ordered as follows. In Section 2, we present the different physical components that can be combined to fit the data. Section 3 attempts at giving a comprehensive view on the statistical hypotheses of the HB model and its numerical implementation. In Sections 4-6, we extensively discuss the tests we have conducted in order to assess the performances of the code. Section 4 presents a systematic analyses of the code performances, varying signal-to-noise ratios, SED shape and sample size. Section 5 explores additional effects: wavelength coverage; the presence of intrinsic correlations; the addition of external parameters to the model. Section 6 briefly demonstrates the code performances using different physical models. Finally, Section 7 summarizes our results. We devote Appendices A-D to technical explanations that would otherwise alter the flow of the discussion. This is the first paper in a series of two articles. Paper II (Galliano, in prep.) will address the robustness of our model.
THE PHYSICAL MODEL

Notation conventions
HerBIE is designed to solve a generic problem: the fit of a linear combination of SED model components to a set of n sources, s i , observed through m frequencies, ν j . The sources, s i (i = 1, . . . , n), can be pixels in an image or individual objects (whole galaxies, star forming regions, etc.) in a sample. The frequencies, ν j ( j = 1, . . . , m), can be photometric bands or frequency elements in a spectrum. The total physical model is controlled by q parameters, x k (k = 1, . . . , q).
We note ì y, vectors of elements y i , and Y, matrices of elements Y i, j . We note |Y| the determinant of matrix Y. Probability density functions (PDF) are written p(. . .); the name of the variable between parentheses defines the actual density we are refering to.
Due to the inherent non-linearity of dust models, the derived PDF of several parameters is significantly skewed. Although this is natural, it makes quoting mean values and uncertainties complicated, as they do not coincide with the median nor the mode of the distribution. For these parameters, we rather consider the natural logarithm (noted ln), in order to obtain a more symmetric distribution.
We use the adjective specific to denote any quantity per unit mass.
Individual SED model components
Fitting an observed SED requires choosing the number and the nature of the physical components. Each case has to be adapted, depending on the assumed properties of the studied object (e.g. diffuse cloud, H ii region, whole galaxy, etc.) and on the wavelength coverage. In this section, we describe the different components that our code currently implements. This list is meant to grow with future developments.
Equilibrium grains (BBQ)
This component accounts for the emission of a collection of identical large grains at thermal equilibrium with a uniform radiation field. It is particularly useful to model H ii regions where strong solid-state emission bands can be observed (e.g. Wu et al. in prep.) . This approximation would not be valid for smaller grains as they would be stochastically heated (e.g. Draine 2003) . We designate this component as BBQ.
The parameters controlling this component are simply the mass (M i ) and temperature (T i ):
The monochromatic luminosity of source s i , at frequency ν j is expressed as:
where a is the grain radius, B ν is the Planck function, and Q abs is the absorption efficiency of the chosen material, with mass density ρ. We have a large database of optical properties to choose the Q abs from, depending on the spectral features we want to model. We arbitrarily set a = 30 nm 2 , as Q abs /a is almost perfectly independent of a in the IR-mm range.
Modified black body (MBB)
This component is similar to BBQ, in terms of physical assumptions. The only difference is that instead of considering a realistic Q abs , measured in the laboratory, we make the common assumption that it is a power-law of the frequency: Q abs ∝ ν β , the emissivity index β being a free parameter. This approximation is the most widely used dust model, as it is supposed to provide constraints both on the 2 Grains with a 10 nm are usually stochastically heated, and cannot be modelled with a single temperature; grains with a 0.1 µm have a size dependent equilibrium temperature, due to their grey UV extinction.
physical conditions experienced by the grains (through the temperature) and on their intrinsic properties (through β). We designate this component as MBB.
The parameters controlling this component are ì
The monochromatic luminosity of source s i , at frequency ν j is:
The opacity at reference wavelength λ 0 = c/ν 0 = 160 µm is fixed to κ(ν 0 ) = 1.4 m 2 kg −1 , as it corresponds to the Zubko et al. (2004, BARE-GR-S) Galactic dust model opacity. Although Hildebrand (1983) recommended normalizing the opacity in the submm regime, recent laboratory studies (e.g. Coupeaud et al. 2011) tend to show that dust analogs have less dispersion in the far-IR. This is the reason why we choose λ 0 = 160 µm rather than 850 µm.
Broken emissivity modified black body (BEMBB)
This component, introduced by Gordon et al. (2014) , is a refinement of MBB, accounting for a possible change of the emissivity slope at long wavelengths, similar to what is observed in the laboratory (e.g. Coupeaud et al. 2011 ). There are now two emissivity indices: β 1 for ν > ν b and β 2 for ν ≤ ν b . In practice, this component could be used to fit an observed SED, finely sampled in the far-IR/submm range. We designate this component as BEMBB.
where the broken emissivity is parameterized as:
Gordon et al. (2014) "calibrate" the opacity at reference wavelength κ(ν 0 ) on the diffuse ISM of the Milky Way. Here, we test this component with the same κ(ν 0 ) value as the MBB, for simplicity.
Uniformly illuminated dust mixture (deltaU)
This component represents a full ISM dust mixture, heated by a uniform interstellar radiation field (ISRF) with intensity U. This mixture is made of grains of different compositions (silicates, amorphous carbon, PAHs, etc.) each having a different size distribution. Several dust mixtures and their size distributions are implemented into our code: the BARE-GR-S model of Zubko et al. (2004) , the model of Compiègne et al. (2011) , the AC model of Galliano et al. (2011) and the THEMIS model (Jones et al. 2017) . We assume that the radiation field has the spectral shape of the solar neighborhood (with mean intensity noted J ν (ν); Mathis et al. 1983) scaled by the parameter U:
The mean intensity is normalized so that U = 1 corresponds to:
The parameters controlling this component are the mass (M i ), the radiation field intensity (U i ), the PAH mass fraction (q PAH i ) and the fraction of charged PAHs ( f + i ):
The last two parameters allow us enough flexibility to fit the complex mid-IR range: q PAH controls the relative strength of the aromatic features, while f + controls mainly the ratio between C-C and C-H bands (e.g. Allamandola et al. 1999; Li & Draine 2001; Galliano et al. 2008b ). The monochromatic luminosity of source s i , at frequency ν j , is:
where l X ν is the specific monochromatic luminosity of component X. The emission spectrum has been computed with the Guhathakurta & Draine (1989) stochastic heating method and has been integrated over the size distribution. We designate this component as deltaU.
Non-uniformly illuminated dust mixture (powerU)
The application of the previous component is often problematic as it does not allow us to account for the likely mixing of excitation conditions along the line of sight and in the instrumental beam. To account for non-uniform illumination, we adopt the prescription of Dale et al. (2001) , assuming that the dust mass is distributed in different radiation field intensities following a power-law:
where the normalization factor depends on the value of α:
The three parameters of this power-law U − , ∆U and α are free to vary to fit the shape of the observed SED. Since these three parameters are sometimes degenerate, we often discuss the more stable average starlight intensity, defined as:
which also depends on the value of α:
This component is simply the deltaU component integrated over the distribution of Eq. (7). The parameters controlling this component are thus ì
where
is the deltaU component (Eq. 6). We designate this component as powerU.
Near-IR emission by stellar populations (starBB)
Direct or scattered starlight can significantly contaminate the emission in the near-IR range. Thus, to properly model the emission by PAHs and small grains, one needs to account for the stellar continuum. This component is simply modelled as a T = 50 000 K black body, the only free parameter being its bolometric luminosity ì
where σ is the Stefan-Boltzmann constant and B ν is the Planck function. This parameterization is however too rough to provide any reliable constraint on the actual stellar populations. In addition, it is only realistic in the near-IR regime. We designate this component as starBB.
Free-free and synchrotron continua (radio)
In addition to dust emission, submillimeter bands also contain radio continuum. We therefore add the possibility to model this component, assuming it is the linear combination of two power-laws representing the free-free (F ν ∝ ν −0.1 ) and synchrotron continua (F ν ∝ ν −α s ; 0.7 α s 0.9). The free parameters are the νL ν at λ 1 = 1 cm, L 1,i , the fraction of free-free at λ 1 , f FF,i , and the synchrotron index, α s,i :
The monochromatic luminosity of source s i , at frequency ν j , is:
with ν 1 = c/λ 1 . We designate this component as radio.
Linear combination of individual components
We can linearly combine any of the previous components to fit an observed SED. Each parameter can be let free to vary (limits can be specified), or fixed to an arbitrary value. Alternatively, we can tie two parameters together (e.g. the β of two MBB components or the q PAH of a deltaU and powerU components).
From a numerical point of view, we have pre-computed large grids of models for a large range of all the parameters, and performed synthetic photometry for a wide list of instrumental filters. Our code then simply interpolates these grids of templates to evaluate the SED model for a combination of parameters. The model grids and the interpolation method are described in Appendix A.
HIERARCHICAL BAYESIAN INFERENCE APPLIED TO SED FITTING
Most of the formalism discussed in this section is the generalization to more complex dust models of the pioneering work of Kelly et al. (2012) .
The Non-hierarchial Bayesian point of view
Let's first start by laying down the standard Bayesian formalism. If, for now, we omit systematic uncertainties, we can simply express the observed SED of a single source as the sum of our emission model and a random deviation due to the noise:
where (ν) is a random variable with = 0 and σ( ) = 1. The probability density function of the noise p( (ν j )) can be arbitrary (gaussian, Student's t, etc.). We can reverse Eq. (14) to make explicit its dependence on the parameters ì x:
In the absence of correlations, the likelihood can be expressed as a conditional PDF:
, the SED vector containing the emission at each waveband. This is a well-kown expression. For instance, if we assume gaussian errors, finding the maximum of this likelihood is equivalent to minimizing the chi-squared.
From a Bayesian point view, we are more interested in the PDF of the parameters, knowing the observations, p( ì x| ì L obs ν ), rather than in the distribution of Eq. (16). Conveniently, Bayes' theorem states that:
In the equation above, p( ì x) is called the prior distribution. It represents the intrinsic distribution of the parameters. We usually do not have an accurate knowledge of this distribution. The term p( ì L obs ν ) is a constant, since it is independent of the parameters. It enters as the normalization factor in the second part of Eq. (17).
The left-hand term of Eq. (17) is called the posterior distribution. Standard Bayesian techniques consist of sampling it, i.e. mapping it in the space of parameters ì
x. An assumption has to be made on the prior. It is common to assume it is constant or slowly varying over the interval range covered by the parameters. From the knowledge of the distribution of Eq. (17), one can estimate parameter averages, standard deviations, estimate confidence intervals, test hypotheses, etc..
The Hierarchical model
The Posterior distribution
The hierarchical Bayesian method is built upon the previous formalism, with the difference that the prior distribution is now inferred from the data. This is achieved by parameterizing the shape and position of the new prior distribution with hyperparameters (which control the distribution of the parameters). It is common to assume a unimodal prior (e.g. multivariate gaussian or Student's t), where the hyperparameters are: (i) the average of the parameter vector, ì µ, and (ii) their covariance matrix, Σ. This approach is relevant only when analyzing a sample of n > 1 sources. Eq. (17) now becomes, for one source s i :
where p( ì x i | ì µ, Σ) is the new prior parameterized by ì µ and Σ. The posterior distribution of the parameters and their hyperparameters is then:
where p( ì µ) and p(Σ) are the prior distributions of the hyperparameters. They will be described in Section 3.2.4. Note that, in Eq. (19), there is only one common set of hyperparameters for all of the sources. Figure 1 illustrates how the HB method works. To make it simple, we consider a model with only one parameter x, such as, for example, the intensity of a single line fit. We simulate, in panel (a), what could be the actual distribution of parameters (in grey). We have drawn three values (color dotted lines) from this distribution, representing what we would get if we were observing a line in three different locations in a cloud:
. In panel (b), we introduce noise and show the likelihoods (color curves). We have assigned an arbitrary uncertainty to the three parameters: σ 1,2,3 . We have drawn a random deviation according to this uncertainty: ∆x 1,2,3 . If we were implementing a non-hierarchical Bayesian method or a least-squares fit, our estimate of the parameters would be the vertical dashed lines at the mean/mode of each likelihood:
. In panel (c), we show the inferred mean prior distribution (in grey). The color curves represent the HB posterior, i.e. the product of the prior and the likelihood.
The mean values that we would derive from the HB analysis are the x . The reason is that the multiplication by the prior reduces the dispersion of the values due to the noise. The posterior number 1 (in blue) has a high signal-to-noise ratio. Its likelihood is narrower than the prior. Thus, it is only weakly modified by the prior, and x . In contrast to this, the posterior number 3 (in red) deviates more, since it has a low signal-to-noise ratio. The prior thus has a major effect on this distribution and brings x One of the subtleties of this process is the inference of the prior. In our simple example, its hyperparameters are the mean,x, and standard deviation, σ x . The full posterior distribution (Eq. 19) is thus a 5-dimension PDF depending here on x 1 , x 2 , x 3 ,x and σ x . The most likely hyperparameters will be the values ofx and σ x for which the posterior is maximum, in the 5-dimension space. We can also estimate averages of the hyperparameters x and σ x , marginalizing the posterior over the rest of the variables. In that sense, the representation of panel (c) is a simplification. It actually shows unidimensional cuts of the prior and the posteriors, fixingx to x and σ x to σ x .
Introducing systematic uncertainties
Instrumental calibration uncertainties, on top of being partially correlated between wavebands, are assumed to be fully correlated between sources. Kelly et al. (2012) treat these calibration errors as nuisance parameters. Following their formalism, we can rewrite Eq. (15):
where we have introduced the calibration offset δ j at frequency ν j . The posterior distribution of Eq. (19) becomes:
We have also introduced the prior distribution of ì δ, p( ì δ). Its mean is δ j = 0 and its covariance matrix, V cal , is made of the calibration uncertainties of the different wavebands and their correlations.
The Noise distribution
The noise is assumed to be uncorrelated between wavelengths and between sources. Our model let us choose between different distributions for the variable, depending on the actual distribution of the noise measured on the data. We currently can choose between the three following types of noise.
Normal noise: this is the default case. The monochromatic likelihood of source s i , at frequency ν j , is in this case:
Robust noise: in case of outliers, we can assume that the statistical errors follow a Student's t distribution with f = 3 degrees of freedom. It has broader wings than a gaussian PDF with the same σ. The monochromatic likelihood of source s i , at frequency ν j , is then:
Asymmetric noise: background galaxies or Galactic cirruses can skew the noise distribution towards high fluxes. In this case, we use a split-normal PDF (Villani & Larsson 2006) :
where the position parameter, µ i, j , the scale parameter, λ i, j , and the shape parameter, τ i, j , are derived from the mean (0), standard deviation (σ noise ν,i, j ) and skewness of the noise (Appendix B1).
The Prior distributions
We follow Kelly et al. (2012) , and assume a g = 8 degrees of freedom multivariate Student's t distribution, for the distribution of our parameters:
where q is the number of parameters (Section 2.1). Notice that the factor 1/ |Σ|, in front of the exponential, is not a normalization constant here, since we are sampling the distribution as a function of the elements of Σ.
We assume a uniform prior on ì µ. For the q × q covariance matrix, Σ, we use the Barnard et al. (2000) separation strategy, decomposing it as: Σ = SRS, where S is the diagonal matrix of standard deviations, and R is the correlation matrix. We place wide, independent normal priors on the diagonal elements of ln S, centered on the standard-deviations of the least-squares best fit parameters (Appendix C), ln S χ 2 k,k , with σ(ln S k,k ) = 10:
The prior on R is chosen to make sure that each correlation coefficient is uniformly distributed between −1 and 1 and R is positive definite. The formalism developed by Barnard et al. (2000) assumes that p(Σ|S) is distributed according to an inverse Wishart distribution, with h = q + 1 degrees of freedom. The resulting prior on R is then:
where R (kk) is the principal submatrix of order k, i.e. the matrix of elements R k 1 ,k 2 , with k 1 = 1, . . . , k and k 2 = 1, . . . , k.
In the end, the prior distribution of the hyperparameters is:
Finally, the prior on the calibration offsets, ì δ, is designed to reflect the absolute calibration uncertainties recommended by each instrument's team, with m×m covariance matrix, V cal . Since the calibration factor (1 + ì δ) can not be zero, we draw the variable ì δ = ln(1 + ì δ). Noting that δ j 1, we can assume that δ j δ j , and thus that V cal can be used as the covariance matrix of ì δ . Similarly to the statistical error, we consider several types of distribution. The first case is a multivariate normal distribution:
The second case is a more robust multivariate Student's t distribution with f = 3 degrees of freedom:
(31)
The Numerical implementation
Sampling the distribution of Eq. (21) is a numerical challenge, as its number of dimensions is:
For a typical sample with n = 100 sources, observed through m = 11 photometric filters, modelled with q = 7 free parameters, the dimension is N dim = 767. It is thus impractical to map the posterior on a regular cartesian grid of parameters.
The Metropolis-Hastings move with ancillarity/sufficiency interweaving strategy
The most popular way to sample the posterior distribution is to use a Markov Chain Monte Carlo (MCMC). This class of algorithm allows one to randomly draw variables from the posterior distribution. An MCMC is essentially a sequence of values of the set of parameters and hyperparameters. The number density of values in the chain scales with the probability density, i.e. more models are computed around the maximum likelihood, and few or none in regions of the parameter space where the solution is unlikely. It makes this method efficient, as the SED model (which can be numerically intensive) is computed only for relevant combinations of the parameters. MCMCs also make post-processing simple, as one can easily marginalize over any parameter, estimate moments, test hypotheses, etc. without having to perform multidimensional integrals. The MCMC sampler we have developed applies Gibbs sampling within the Metropolis-Hastings algorithm (MH; e.g. Geman & Geman 1984; Gelman et al. 2004; Press et al. 2007 ). This particular method consists of drawing each parameter, one by one, from their unidimensional conditional posterior distribution, fixing all the other parameters to their current value in the chain. However, as noted by Kelly (2011) , calibration uncertainties introduce correlations within the MCMC, and thus require running very long chains to ensure convergence. The reason is that there is a degeneracy between the values of the calibration offsets, ì δ, and the SED model parameters, ì x. To address this problem, Kelly (2011) demonstrated that the ancillaritysufficiency interweaving strategy (ASIS; Yu & Meng 2011) could reduce the autocorrelation of the MCMC and thus obtain convergence towards the posterior distribution with a shorter chain. In simple terms, ASIS consits in inserting an extra step at each MCMC iteration. In this new step, we draw values of the parameters in a direction where
is constant, in order to decouple ì δ and ì x. Our code applies ASIS to all model parameters.
At first, we set the initial values of the parameters, ì x i , of the MCMC to the best fit values given by the least-squares fit (Section C). For the hyperparameters, we set ì µ and the diagonal elements of S to the mean and standard deviation of the least-squares parameters. The correlation coefficients (the non-diagonal elements of R) are set to 0. Finally, the initial calibration offsets, ì δ are set to ì 0. We then iterate the following steps N MCMC times.
(i) We draw the calibration offsets, for each frequency ν j , from:
If V cal is not diagonal (correlated calibration uncertainties), then all of the values of ì δ contribute to every frequency, ν j . Otherwise, only δ j contributes.
(ii) For each source, s i , we draw each parameter, x i,k , from:
(iii) We implement the component-wise interweaving strategy (CIS; Yu & Meng 2011) . To do so, we iterate the following steps by looping on each parameter of index k .
(a) For each source, s i , and each frequency, ν j , we compute the new following variable:
In practice, L mod ν ( ì x i , ν j ) can simply be the model component which is controlled by the parameter we are looping over. If the parameter is tied to another one, then its component needs to be added.
(b) Then, for one given source, s i , we draw a new value of the physical parameter we are looping over, keeping ì δ i constant:
where the second term of the right-hand side is simply the distribution of Eq. (30), replacing each δ j by
. In practice, we select a different i at each MCMC cycle, to improve statistical mixing. Notice that the likelihood does not appear, as we sample in a direction where it is constant. That is the key of the success of ASIS.
(c) We then compute the values of the parameters of the remaining sources, x i i ,k . This is achieved by inverting Eq. (35) for an arbitrarily chosen frequency ν j (we change j at each MCMC cycle) and eliminating δ j :
is the model inverse function, i.e. it is the value of parameter x k corresponding to the monochromatic luminosity in the argument, at frequency ν j , fixing the other parameters, x k k . Its numerical implementation is discussed in Appendix A3.
(d) We update the calibration offsets, for each frequency, ν j , by solving Eq. (35):
(iv) The prior on ì µ being uniform, we draw the µ k elements, one by one, from:
(v) The standard deviations, S k,k , are drawn, one by one, from:
(vi) Finally, the elements of the correlation matrix, R, are drawn, one by one, from:
Assessing optimal sampling
We derive several quantities in order to assess the convergence of the MCMC. The autocorrelation function (ACF) of a parameter, x, is, for a lag 3 , k:
where x (t) is the value of parameter x at the step t of the MCMC. The notations var t and cov t indicate that the variance and covariance are taken over the index t. We numerically evaluate it, using the FFT of the MCMC. From the ACF, we can estimate the integrated autocorrelation time (e.g. Foreman-Mackey et al. 2013):
following the method of Sokal (1996) . It quantifies the length after which the drawings are truly independent. The effective sample size, defined as:
provides an estimate of the number of effective independent draws. We let our MCMC run until N eff > 30, at least, for each parameter.
Derived quantities
Once the MCMC has been computed, we estimate a few quantities characterizing the parameter distribution. For each parameter and hyperparameter, y, we derive its mean and standard deviation, y and σ y , marginalizing over the other parameters. This is technically achieved by taking the average and standard deviation of the MCMC of the parameter. Similarly, we can estimate any other quantity (correlation coefficients, degree of confidence, etc.), by computing this quantity at each MCMC step, and estimating the average and standard deviation of the resulting distribution of values.
EFFECTS OF THE NOISE, SAMPLE SIZE AND SED SHAPE
In this section and in Sections 5 and 6, we dissect several tests aimed at assessing the performance of our HB code. These tests are all performed on simulated data, so that one can compare the results of the model to the true values of the parameters. In the present article, we exclusively simulate data with the same assumptions as in the HB model. These assumptions are the followings.
The noise: both the distribution (normal, asymmetric, etc.; see Section 3.2.3) and the amplitude of the noise have an effect on the results. In this paper, we exclusively use normal, uncorrelated noise and assume that we perfectly know its amplitude. The physical model: we simulate SEDs with the same combination of components (see Section 2.2) as in the HB method. In Sections 4 and 5, we use only the combination of the powerU (Section 2.2.5) and starBB (Section 2.2.6) components. This combination is indeed one of the most relevant, when modelling the near-IR-to-submm emission of interstellar regions. We use the grain properties of the AC model of Galliano et al. (2011) . We demonstrate the model performances with several other components in Section 6. The prior distribution: the assumed shape of the prior (Eq. 25) also has an impact on low signal-to-noise ratio sources. In what follows, we draw parameter values from the same distribution as in Eq. (25).
The Simulation grid
We start by studying the combined effects of signal-to-noise ratio, sample size and SED shape on the performance of the HB method. To do so, we simulate a grid of SED samples, varying these three quantities.
We simulate three different classes of SED shapes, labeled cold, warm and hot. The physical parameters of each simulation are drawn from the distribution of Eq. (25) with the hyperparameters listed in Table 1 . These SEDs are shown in Figure 2 . We assume that these SEDs are observed through a typical collection of photometric filters: the four Spitzer/IRAC bands (3.6, 4.5, 5.8 and 8 µm), the Table 1 . The dashed lines show the ±1σ ranges. For each class, we quote the average starlight intensity,Ū, of the mean, and the approximate equilibrium grain temperature, T d . The latter is derived from T d Ū 1/6 × 18 K. We have displayed the transmission of each filter used (grey densities) and labeled its nominal wavelength, in microns.
Spitzer/MIPS band at 24 µm, the three Herschel/PACS bands (70, 100 and 160 µm) and the three Herschel/SPIRE bands (250, 350 and 500 µm). For each SED shape, we generate three samples of n = 10, 100 and 1000 sources.
We add random deviations to the simulated SED samples. These deviations are divided in the two following categories.
Calibration offsets, δ j , are drawn from the distribution of Eq. (30), keeping the same values for each source in the sample. However, we draw different offsets for each sample, in order to average out biases that could result from a particular realization.
Noise deviations, i, j , are drawn from a normal distribution (Eq. 22). These variables are independent. We assume that the absolute noise level is the same in each source of a given sample. This is to mimic observations of spatially resolved regions, where the RMS per waveband is roughly constant. We set the noise uncertainty at a frequency, ν j , proportional to the simulated median of the monochromatic luminosities of all the sources, s i :
For each SED shape and sample size, we simulate three realizations of the noise with median signal-to-noise ratios, f S/N = 0.3, 3 and 30. Samples with f S/N = 0.3 are dominated by the noise, while samples with f S/N = 30 are dominated by the calibration errors.
In total, we have 3 3 = 27 simulations.
Dissection of a model's results
To start, we analyze in details the central run in the simulation grid (warm SED, with n = 100 and f S/N = 3), in order to demonstrate how the model works, on a concrete example.
The MCMC
In Figure 3 , we show the first 2000 steps of the MCMC of the parameter ln M, for the brigthest source in the sample. The distribution of values sampled by the chain, shown in the right panel of Figure 3 , is the marginal posterior distribution of the parameter. Notice that the fluctuations of the chain are not independent. There are structures, like the one highlighted in green, having a length of the order of the integrated autocorrelation time (τ int ; Eq. 43). We have chosen an example with a particularly short autocorrelation time, for clarity. However, τ int can reach up to 10 5 for some parameters (see Section 4.4). We have also highlighted the burn-in phase, in red. This phase corresponds to the time spent by the MCMC to walk from the initial condition to the region of relevant likelihood. It is advised to exclude this part of the chain from the analysis. Using the least-squares best fit parameters as initial conditions (Section 3.3.1), we have not witnessed any particularly long burn-in. It is usually of the order of τ int . The autocorrelation of the chain can be quantified. Figure 4 shows the ACF (Eq. 42) for two hyperparameters of the central simulation. These ACFs all have the same qualitative behaviour. They start around 1, at small lags. They then drop towards 0 in a time that is comparable to τ int . Finally, for large lags, they oscillate around 0 with a small amplitude. In Figure 4 , we compare the ACFs and integrated autocorrelation times obtained with: (i) our full method including ASIS (Section 3.3.1), in blue; and (ii) standard Gibbs sampling, switching off ASIS, in red. We can see that, using ASIS, τ int is reduced by a factor of 6 − 9, in this particular case. It illustrates that the implementation of ASIS can help reach convergence with a significantly shorter chain. Figure 5 shows examples of SED fits for the central simulation. Panel (a) shows the SED of the brightest pixel and panel (b), the faintest. The SED probability density is simply the distribution of SED models, computed with the values of the parameters, at each step in the MCMC. Obviously, the SED density is more dispersed for the low signal-to-noise ratio source. We see that, in both cases, the HB SED density is in better agreement with the true SED (in red) than the least-squares fit (in green). We also notice that the PAH fraction of the χ 2 , in panel (b), has been clearly underestimated, while the HB model is close to its true value. Panel (c) shows the calibration offsets ( ì δ). The simulated offsets are shown in red. We emphasize that they are common to all the sources in the sample. We can see that the inferred values of ì δ (in blue) are consistent with the true values. The scatter is considerably reduced, compared to the previous cases. In addition, there is no more false correlation between the parameters. The sizes of the error ellipses have also been greatly reduced, especially for the lowest signal-tonoise ratio sources. However, notice that these uncertainties are still consistent with the true values. Panel (c) of Figure 6 demonstrates, on a concrete case, the effect that panel (c) of Figure 1 was trying to illustrate: the reduction of the dispersion of low signal-to-noise ratio sources by the prior. Panel (a) of Figure 7 shows the nonhierarchical Bayesian posterior distribution (green density), for the brightest and faintest sources of the simulation, in the same parameter space as Figure 6 . The PDF of the faintest Figure 7 shows the HB posteriors, for the same sources. Comparing the two panels, we see that the PDF of the brigthest source is almost not modified by the prior. On the contrary, the PDF of the faintest source is brought back towards its true value. Comparing this PDF to its mean value and error ellipse, we see it is noticeably skewed. 
The SEDs
The Derived parameters
The Role of the prior distribution
To illustrate the role of the prior distribution, Figure 8 shows the results of the HB code on three of the simulations of Section 4.1: a warm SED, with n = 1000 sources. The three panels show the relation between the average starlight intensity,Ū, and the PAH mass fraction, q PAH . In panel (a), the median signal-to-noise ratio (Eq. 45) is high ( f S/N = 30). As a consequence, the parameters of each source are well constrained. The uncertainty ellipses have a characteristic size much smaller than the width of the distribution of parameters. The typical uncertainty in q PAH is indeed σ q PAH 2 × 10 −3 , while the standard deviation of the distribution along q PAH is S[q PAH ] 0.01. The prior distribution is thus rather flat compared to the likelihood of an individual source. Therefore, the multiplication of the likelihood by the prior (Eq. 19) does not have a significant effect. As a result, the posterior distribution is close to the non-hierarchical case (e.g. Figure 7 ).
In contrast, when the median signal-to-noise ratio decreases (panels b and c of Figure 8 ), the width of the parameter distribution is unchanged (S[q PAH ] 0.01 for each panel), but the uncertainty on the parameters of each source increases. In panel (b), with f S/N = 3, the two quantities are roughly equal. The multiplication of the likelihood by the prior thus has an effect on the posterior distributions. In particular, the sources at lowŪ, have a lower signal-tonoise ratio. Their mean values (blue stars) tend to delineate the shape of the prior distribution. The size of their uncertainty ellipses is also reduced by the prior. In panel (c), with f S/N = 0.3, the signal-to-noise ratio is so low that the individual likelihoods are much larger than the prior. As a result, the posterior distribution is very close to the prior distribution. Consequently, all the mean values of q PAH (blue stars) are almost perfectly equal to the prior's average ( q Figure 8 . It is in such a case that it provides results significantly better than non-hierarchical Bayesian and least-squares methods. In panel (c), the low signal-to-noise ratio prevents performing any relevant analysis of individual sources. However, the fact that the HB method deals with the whole probability distribution of the sample, allows us to recover average properties. In other words, any constraint, even with an extremely low signal-to-noise ratio, is taken into account in the HB approach.
Systematic analysis of the model's performances
After scrutinizing select model's results, let us now study the performances of the HB method over the whole simulation grid of Section 4.1. In particular, we need to understand how close the derived parameters are from their true values. We are also interested in knowing how the HB method improves the results, compared to the χ 2 fit. For that purpose, we define the following metric, for each parameter and hyperparameter, y: 
where y HB and σ HB y are the mean and standard deviation over the MCMC of y, y χ 2 , the least-squares value, and y true , the true value. With this definition, we can study the relative deviation of the HB values, from their true values: a value |D[y]| ≤ N σ means that the HB value is consistent within N σ . In addition, we can directly compare the HB and χ 2 deviations, as they have the same denominator. We can first note that the recovered values are tightly distributed around the true values. Most of the values of the hyperparameters are within 3σ of their true values. The quantity having the widest distribution is the standard deviation S k,k . Second, comparing the HB to the χ 2 results, we can see that the HB method systematically improves the results. In particular, the standard deviations, S k,k , and correlation coefficients, R k,k , are the quantities for which the improvement is the most notable. The χ 2 distribution of S k,k is clearly skewed towards positive values. It is due to the fact that the χ 2 method always leads to more dispersed parameter distributions (e.g. Figure 6 , panel a). Table 2 quantifies the main properties of these histograms. The fraction of outliers (> 3σ; column 4) is consistent with a gaussian distribution, except for the elements of S. The S k,k values are notably more spread out. They also have the most skewed distribution (largest absolute D HB [y] ; column 2). Inspecting these histograms, we notice that most of the outliers correspond to the PAH charge fraction, f + (Eq. 6). It is indeed the most degenerate parameter, with the collection of photometric filters we have chosen. This parameter controls mainly the 3.3, 11.2 and 12.7 µm PAH features. In our simulation grid, the only constraint on these bands is provided by the IRAC 3.6µm band, as can be seen on Figure 2 . However, this photometric band also constrains the stellar continuum, L , and the calibration offset, δ IRAC 3.6µm . In addition, the 3.3 µm-to-continuum ratio is often very low (e.g. panel b of Figure 5 ). The value of f + is thus very poorly constrained. All things considered, it R k, k ; and panel (d) , all the calibration offsets, ln(1 + δ j ). For the χ 2 method, we quote the mean relative residuals, as the calobration offsets. The blue histograms correspond to the HB values, while the red histograms represent the χ 2 results. We have highlighted the 1σ (in dark grey) and the 3σ (in light grey) ranges.
Performances for the hyperparameters
is remarkable that the values of this parameter are properly recovered, in most of the cases.
Column (6) of Table 2 shows that the standard deviations and correlation coeffcients are recovered a factor 8 times better for the HB method than with the χ 2 . Quoting the median instead of the mean of the ratio in column (6) is conservative, as there are more outliers with the χ 2 method. Figure 10 shows the distributions of D[y] for the four most physically relevant parameters (M,Ū, q PAH and f + ). Each of these panels contains the values of the parameter for each region in the 27 simulations (Section 4.1). Since, there are 9 simulations with 10 regions, 9 with 100 and 9 with 1000, the the ratio between the χ 2 and HB absolute deviations. The latter quantifies by how much the parameter recovery has been improved. The last two lines show the corresponding confidence levels of two common probability distributions: a gaussian and a Student's t distribution with f = 3 degrees of freedom.
Performances for the parameters
total number of points in each of these distributions is 9990. The HB distributions are tightly centered around 0. The two best constrained parameters, M andŪ, have a 3σ degree of confidence (column 4 of Table 2 ) close to a gaussian. The two other parameters, q PAH and f + , which are more degenerate, are still well constrained. They are, however, slightly more spread out, with a fraction of outliers between a Gaussian and a Student's t distribution. On average, there is no clear bias. After inspection, we do not find any clear trend of these residuals with signal-to-noise ratio, SED shape or sample size. The comparison to the χ 2 distribution demonstrates that the parameters are recovered 2 − 3 times better with the HB method (column 6 of Table 2 ). In addition, the outliers are more numerous with the χ 2 method, as the χ 2 uncertainties are less reliable (Section 4.2.3).
The Integrated Autocorrelation Times
The integrated autocorrelation times, τ int (Eq. 43), for each parameter and hyperparameters of the simulation grid are represented in Figure 11 . We can see that the calibration offsets and the elements of the covariance matrix converge faster than the averages and the parameters. The inspection of these distributions does not show any obvious trend of τ int with signal-to-noise ratio, sample size or SED shape. Overall, the maximum time in the whole grid is τ int 3×10 4 . It means that, to make sure the MCMC has converged towards the stationary posterior, a chain of length of N MCMC 10 6 , after the burn-in phase, is adequate.
Knowing where the burn-in phase ends is however more difficult. One can, for example, run several parallel chains, with different initial conditions. In our case, since we are applying our code to simulated data, we know the value towards which each parameter should converge. It is thus possible to estimate if the burn-in phase is passed. Inspecting our results, we did not find any parameter where the burn-in phase lasts longer than a few τ int . This reassuring feature seems to be the consequence of properly chosen initial conditions: the least-squares values (Section 3.3.1). Indeed, starting the chain with random initial conditions can lead to burn-in phases longer than 10 6 . In this paper, we have excluded the first 10 5 steps of each MCMC to account for burn-in.
VARIATIONS ON THE SIMULATION GRID
In this section, we demonstrate the performances of our HB code on additional effects, that were not covered by the simulation grid of Section 4.1.
The Presence of intrinsic correlations
The model grid studied in Section 4 was simulated with no intrinsic correlation between parameters (R[all] = 0; Table 1). The purpose was to stay as general as possible. However, our HB code is designed to efficiently recover correlation coefficients between parameters.
To demonstrate its efficiency, we have simulated two samples, with n = 100 sources, and a median signal-to-noise ratio, f S/N = 3. The distribution of hyperparameters is based on the warm SED shape (Table 1), with the following modifications:
The parameter ς is set to ς = −1, to induce a negative correlation between M andŪ, and to ς = 1, to induce a positive correlation. Figure 12 shows the results of the χ 2 and HB codes on these two simulations. As noted on the previous examples, the χ 2 method leads to a more dispersed distribution of values (panels a and c). More interestingly here, we see that: ; and panel (d), the charge fraction of PAHs, f + i . The blue histograms correspond to the HB values, while the red histograms represent the χ 2 results. We have highlighted the 1σ (in dark grey) and the 3σ (in light grey) ranges.
• when the true correlation is negative (panel a; ρ = −0.55), the χ 2 method finds a tighter correlation (ρ = −0.85);
• when the true correlation is positive (panel c; ρ = 0.62), the χ 2 method finds a negative correlation (ρ = −0.68).
In contrast, the HB method is able to consistently recover the correlation coefficients, whether the true correlation is negative (panel b) or positive (panel d). The quoted correlation coefficients, in panels b and d, for the HB method, have been derived directly from the MCMC, as explained in Section 3.3.3.
Effect of the wavelength coverage
It is obvious that the wavelength coverage has an impact on the recovery of the parameters. However, the nature of this impact on the HB results is not trivial. We have generated two simulations to illustrate this effect. We start from the central simulation of Section 4.1 (warm SED, with n = 100 and f S/N = 3) and make the following modifications.
Far-IR coverage: we remove the three SPIRE bands from the set of constraints. The longest wavelength constraint is thus moved from λ = 500 µm to λ = 160 µm. Mid-IR coverage: we add the following WISE and Akari/IRC bands: WISE 3.4µm , WISE 4.6µm , WISE 11.6µm , WISE 22.1µm , IRC 3.2µm , IRC 4.1µm , IRC 7.0µm , IRC 9.0µm , IRC 11µm , IRC 15µm and IRC 18µm . Figure 13 shows the results of the HB code, with reduced far-IR coverage. The parameters which are the most affected by this modification are those controling the shape of the far-IR part of the SED, mainly M andŪ. Comparing panels (a) and (c), we see that, without long wavelength constraints, the χ 2 results are significantly more dispersed. The noise induced correlation, discussed in Sections 4.2.3 and 5.1, is enhanced in panel (c). On the contrary, comparing panels (b) and (d), we see that the HB inference does not result in an increase of the dispersion, nor any false correlation. Most true values are within 1σ of their HB results. We note that decreasing the wavelength coverage has the same qualitative effect as decreasing the signal-to-noise ratio (see Section 4.3): the prior becomes dominant in the posterior distribution.
The mid-IR coverage has an effect, mainly on the PAH mass and charge fractions, q PAH and f + . We discussed in Section 4.4.1 the fact that f + was particularly poorly constrained. This can be seen in panel (a) of Figure 14 . Increasing the mid-IR wavelength coverage (panel b), this problem is solved and the distribution of parameters is now more accurately recovered.
The Introduction of an external parameter
As we start to see here, the HB method is particularly efficient at recovering intrinsic correlations between parameters of the SED model. However, the correlation of these SED parameters with other quantities (e.g. gas mass, metallicity, etc.) is also relevant. In order to treat these external parameters in the HB framework, we need to extend the prior distribution to them (see Appendix B3). Although these external parameters are not free parameters, their mean values are going to be modified consistently with their uncertainties. To demonstrate this process, we have drawn an SED sample and an associated distribution of gas mass M gas (assuming a typical Galactic M gas /M dust 100). This sample has n = 300 sources and a median signal-to-noise ratio of f S/N = 0.3. We adopt the warm SED distribution (Section 4.1), with the following modifications: S[ln U − ] = 0.6, S[ln ∆U] = 0.7, µ[ln M gas ] = ln(100 M ), S[ln M gas ] = 0.5 and R[ln M dust , ln M gas ] = 0.9, where we have noted the dust mass M dust to avoid confusion. We attribute a 10 % uncertainty to the gas mass. Figure 15 compares the results obtained with and without prior extension. Panel (a) shows that, when M gas is not in the prior, the correlation found is significantly weaker (ρ = 0.49 ± 0.04) than the intrinsic one (ρ = 0.9). Notice however that the inferred dust masses are consistent with the true values. The largest discrepancies (2 − 3σ) happen at low column density, where signal-to-noise ratio is low. Panel (b) presents the results with extension of the prior.
The correlation between the two parameters is better recovered (ρ = 0.78 ± 0.04). The efficiency of extending the prior to external parameters is increased if the number of sources is larger. Figure 13 . Effect of the far-IR wavelength coverage. The four panels show the results of different methods, applied on the central simulation of Section 4.1 (warm SED, with n = 100 and f S/N = 3). In each panel, the red dots show the true values of the dust mass, M, and average starlight intensity,Ū Eq. (10). Panels (a) and (b) correspond to the case where the whole wavelength coverage is used. Panels (c) and (d) show the results obtained, excluding the three SPIRE bands, from the set of constraints. The green stars and uncertainty ellipses, in panels (a) and (c), are the least-squares results. The blue stars and uncertainty ellipses, in panels (b) and (d), are the HB results.
APPLICATION TO OTHER PHYSICAL MODELS
Modified black bodies
As discussed in Section 2.2.2, MBB is the most widely used dust model, due to its simplicity. The HB dust codes that have been previously presented in the literature all implement it (Kelly et al. 2012; Veneziani et al. 2013; Juvela et al. 2013; Marsh et al. 2015) . In this section, we apply our HB code to one MBB simulation, in order to confirm its ability to correct the noise induced negative correlation between T and β (Shetty et al. 2009 ). This simulation is designed to mimic typical Planck observations of the diffuse Galactic ISM (e.g. Planck Collaboration et al. 2014a; Ysard et al. 2015) . We as- We draw n = 1000 sources, observed through the following COBE and Planck photometric bands: DIRBE 100µm , DIRBE 140µm , DIRBE 240µm , HFI 350µm , HFI 550µm and HFI 850µm . We set the median signal-to-noise ratio to f S/N = 10.
The results are presented in Figure 16 . Panel (a) displays the least-squares values. Notice the well-kown false β − T correlation. Panel (b) demonstrates that the HB method can indeed accurately correct this false correlation, Figure 15 . Extension of the prior to an external parameter. The two panels show the relation between the dust mass, noted M dust , for clarity here, and the gas mass, M gas , a parameter not controlling the SED model. The red dots are the true values in both panels. The blue stars and uncertainty bars/ellipses are the HB inference. Panel (a) shows the standard result, with the prior of Eq. (19): M dust is derived from the HB code and M gas is plotted as is. Panel (b) shows the result, introducing the gas mass as an extra parameter in the prior (see Appendix B3). We show error bars rather than ellipses in panel (a), because the two plotted quantities do not come from the same joint PDF.
as was also shown by Kelly et al. (2012) . Paper II will present more MBB simulations to discuss robustness.
Broken emissivity modified black bodies
BEMBB models (Section 2.2.3) have been used by Gordon et al. (2014) and Roman-Duval et al. (2014) to model the Magellanic clouds. To roughly mimic these data, we simulate a sample of n = 300 sources, observed through: PACS 100µm , We assume that the median signal-to-noise ratio is f S/N = 10. One of the derived quantities discussed by Gordon et al. (2014) is the submm excess, e 500 , defined as the relative difference between the actual emission at 500 µm and the emission of an MBB with the same temperature and β = β 1 : where ν 500 = c/500 µm. Since µ[β 1 ] = µ[β 2 ], our simulation exhibits on average a zero excess. Figure 17 presents the results. Panel (a) shows that the χ 2 method is unable to recover any meaningful excess. It is due to the fact that the parameters of this model are extremely degenerate. On the contrary the HB approach is able to provide a tight distribution, consistent with the true values (panel b).
Multi-component dust SED models
The number of combinations of dust models is almost infinite. We end this section with a widely used one, introduced by Draine & Li (2007) . It consists in the linear combination of a powerU (Section 2.2.5), a deltaU (Section 2.2.4) and a starBB (Section 2.2.6) component. It is aimed at approximating the multi-phase nature of the ISM of galaxies, the deltaU component being attributed to diffuse ISM and the powerU component to hotter PDRs. Several parameters are tied:
In addition, some parameters are fixed: ∆U powerU = 10 6 and α powerU = 2. This way, the powerU component represents dust hotter than the deltaU component and can account for the contribution of star forming regions to the mid-IR emission of galaxies. The two PAH parameters are tied, as they would otherwise be degenerate. The mass fraction of the powerU component is:
We have performed one simulation to illustrate the performances of the HB method with this model. We have drawn parameters from the warm SED distribution (Section 4.1), with n = 100 sources, and a median signal-tonoise ratio, f S/N = 1, with the following modifications: The results are presented in Figure 18 . It shows the relation between the mass of the two components, M tot = M powerU + M deltaU , and the parameter γ. As can be seen in panel (a), with the χ 2 method, γ is completely degenerate. It spreads the whole range of values between 0 and 100 %. On the contrary, the HB method is able to significantly reduce the uncertainties and provide a relevant distribution of parameters, consistent with their true values.
SUMMARY & CONCLUSION
This is the first article in a series of two papers presenting a new model, HerBIE, aimed at deriving dust parameters from infrared observations. The main originality of this model is to apply hierarchical Bayesian (HB) inference to full dust models, taking into account realistic optical properties, size distribution, stochastic heating and distribution of starlight intensities, as well as color correction and correlated calibration uncertainties. Simply put, the HB method consists of sampling the probability distribution of the physical parameters of an ensemble of sources. This distribution of parameters is modelled with a prior distribution controlled by hyperparameters. The inferred prior distribution does not significantly modify the PDF of sources for which the likelihood is much narrower than the dispersion of the distribution of parameters (Section 4.2.3 and 4.3). However, the prior has an important effect on sources with low signal-tonoise ratios.
We have described the formalism of our model and its numerical implementation (Sections 2-3). We have subsequently applied our model to synthetic observations, in order to quantify its performances (Sections 4-6). The main conclusions are the following.
(i) We have compared the performances of least-squares, non-hierarchical and hierarchical Bayesian methods (Section 4.2.3). We have shown that, although the nonhierarchical Bayesian approach is better than least-squares at estimating the uncertainties on derived parameters, it is not able to correct noise-induced correlations and scatter. On the contrary, the HB approach is particularly efficient at recovering true correlations between parameters and their intrinsic scatter (Sections 4.4 and 5.1). The HB inferred values are also consistently closer to their true values than the least-squares values (Section 4.4).
(ii) We have systematically studied the performances of our model, varying signal-to-noise ratio, SED shape and sample size (Section 4.4). We have shown that the recovered parameters are distributed symmetrically around their true values. We did not find any clear bias. The scatter of the best constrained parameters from their true values are close to a normal distribution, with almost 100 % of the distribution within 3σ (Section 4.4.2). Poorly constrained, degenerate, parameters are also consistently recovered, but with a fraction of outliers closer to a Student's t distribution.
(iii) The HB method can reasonably compensate for a partial lack of spectral coverage (Section 5.2).
(iv) We have demonstrated that one can easily include external parameters in the prior distribution in order to improve the recovery of a potential correlation between these external parameters and the dust properties (Section 5.3).
(v) We have applied our HB code with other physical models (different types of modified black bodies and multicomponent dust SED models; Section 6). We have demonstrated that it works well in these cases, too, and that it can help obtain better constraints on degenerate parameters.
(vi) We have discussed the issues of convergence towards the stationary posterior. Our choice of starting the MCMC at the least-squares values appears to lead to relatively short burn-in phases. The integrated autocorrelation times of the simulations in this paper are all shorter than a few 10 4 (Section 4.5). Having implemented ancillarity-sufficiency interweaving strategy to all parameters, we have demonstrated that it significantly reduces the autocorrelation of the Markov chain (Section 4.2.1).
The HB technique is quite general (e.g. Shahmoradi 2017). It has been successfully applied to several fields in astrophysics, among others: luminosity distribution of γ-ray bursts (Loredo & Wasserman 1998) ; supernova studies (Mandel et al. 2009 ); exoplanet eccentricities (Hogg et al. 2010) ; galaxy clusters (Andreon & Hurn 2010) ; Milky Way satellites (Martinez 2015) ; exoplanet mass-radius relationship (Wolfgang & Lopez 2015) 4 . We have demonstrated in this paper that it remains accurate over a wide range of sample sizes, source properties, signal-to-noise ratios and number of model parameters. Such a method can in principle be applied to any field. However, as discussed in Section 4.3, it is relevant mainly when the typical uncertainty on a model parameter is comparable or larger than the typical dispersion of this parameter through the sample. If, on the contrary, the uncertainties on the parameters are much smaller than the dispersion of the sample, this method does not provide significant improvements compared to simpler techniques.
The second article of this series (Paper II) will address the robustness of our code. For that purpose, we will apply it to data simulated with different hypotheses from the model (noise distribution, physical components and distribution of parameters; see Section 4). In parallel, several up-coming papers are presenting the application of this model to real astrophysical data: the Magellanic clouds (Galliano 2017, Galliano et al. in prep.) , the Carina nebula (Wu et al. 2018, Wu et al. in prep.) , the dwarf galaxy IC 10 (Lianou et al., in prep.) , and the DustPedia galaxy sample (Davies et al. 2017) .
Overall, observational dust studies need to emancipate themselves from dated techniques. Although a modified black body least-squares fit can be useful in some cases, the development of modern instrumentation renders it more and more obsolete. More precise observations mean that we 4 List found on astrostatistics.psu.edu/RLectures/hierarchical.pdf can access the complexity of the ISM conditions, beyond the simple isothermal approximation. In addition, more accurate fluxes call for an optimal way to extract relevant information from the data. With the model presented here, we have pursued this goal, hoping it will contribute to refining our understanding of dust evolution. Adopting such an approach represents a significant investment in terms of computation time and storage (Appendix D). However, this will naturally be facilitated in the near future by the increase of computational performances. Indeed, nowadays, the industry favors the development of large multi-core platforms and Gibbs sampling can be reasonably well parallelized. Finally, this type of study would benefit from a better synergy between observers and instrumentalists. Ideally, the development of new instruments and their reduction pipelines should account for the progress in data analysis techniques, and reciprocally. In particular, the various sources of uncertainties, their correlations, their biases, etc. should be considered as important as the measured fluxes. Their accurate knowledge should be planned in the design of the new detectors, and thoroughly documented. This will be particularly relevant for future IR missions like SPICA (e.g. van der Tak et al. 2017).
of each parameter x k . We separate components that can be linearly combined. For instance, for the deltaU and powerU components, we compute separate grids for each grain subspecies: neutral and ionized PAHS, small and large carbon grains, small and large silicates. The frequencies ν j belong to a list of the most widely used infrared photometric filters. Integration of the SED model into the filter bandpass and color corrections are thus included in l mod ν .
To build the templates, we start from a coarse parameter grid, and add a mid-point if the linear interpolation of ln l mod ν is less accurate than 10 −3 . We repeat this process until no more mid-points need to be added.
A2 SED model evaluation
At each iteration of the MCMC, we evaluate the template by performing a multidimensional linear interpolation of ln l mod ν ( ì x, ν j ), as a function of ì x. By construction of the grid, we know this interpolation will be more accurate than 10 −3 .
A3 SED model inversion
The model inversion used by ASIS (Section 3.3.1) is also performed with a multidimensional linear interpolation. The only difference here is that we now interpolate the parameter we are looking for, x k , as a function of ln l mod ν ( ì x, ν j ) and of the other parameters, x k k .
APPENDIX B: ADDITIONAL ELEMENTS ON THE HB METHOD
B1 The Split-Normal Distribution
The split-normal distribution (Villani & Larsson 2006, used in Section 3.2. 3) is defined as:
where:
and x 0 is a position parameter, λ, a scale paramter, and τ, a shape parameter. These parameters are linked to the mean, µ, standard devitation, σ, and skewness, γ 1 , through the following set of equations:
There is no simple inversion. We therefore solve τ numerically from Eq. (B6), and then inverse Eqs. (B4) and (B5).
B2 The Gibbs Sampling
Gibbs sampling consists in drawing each parameter, x k , one by one, from its conditional distribution, fixing the other parameters to their current value in the MCMC, p(x k |x k k ).
In practice, this distribution is a complex function, depending on the SED model. We numerically perform this drawing as follows. Let's assume that parameter x k is bound to the
We first compute the cumulative distribution function (CDF) as:
We then draw a random variable θ, uniformly distributed between 0 and 1. The updated value of x k is derived by solving F(x k |x k k ) = θ, by linear interpolation of the x k grid as a function of ln F. Gibbs sampling is more adapted to our problem than the rejection strategy of the Metropolis-Hastings method (e.g. Foreman-Mackey et al. 2013) or than importance sampling (e.g. Wraith et al. 2009 ). Indeed, the latter methods are not efficient when the number of dimensions, N dim (Eq. 32), becomes large. Several runs presented in this paper lead to N dim 7000.
To provide an accurate integration of Eq. (B7) in a reasonable computing time, we implement the following adaptative grid. We start from a regular grid of N (0) = 10 values, x (x (t) ). We then add a mid-point in each interval and compute the new trapeziums ∆F (1) (x (t) k ). We stop the refinement of element t if:
.
We iterate until no more refinement is needed. Most of the drawings require between 50 an 200 points.
B3 Consistent Treatment of External Parameters
There are several non-dusty parameters that we may want to correlate with the grain properties, like the gas column density, the metallicity, etc. In principle, we could study these extra correlations afterwards, using the final results of the MCMC. However, including these parameters within the MCMC sampler, as part of our hierarchical model, will help improve the correlation, as they will share a common prior distribution with the model parameters. Poorly constrained grain parameters could benefit from using these additional observations. Let's decompose the parameters of a source s i into q 1 SED model parameters and q 2 external parameters: 
where P(ȳ, σ 2 y ) is one of the noise distributions of Section 3.2.3, with meanȳ and variance σ 2 y . The posterior distribution of this extra parameter is then:
We sample these extra parameters, at each iteration of the MCMC, from Eq. (B11).
APPENDIX C: GENERALIZED LEAST-SQUARES WITH CORRELATED ERRORS
We have developped a chi-squared minimization SED fitter, having the same interface as our HB code. It can fit any linear combination of the individual SED components of Section 2.2 to an observed SED. It is based on the MIN-PACK (Moré et al. 1984 ) Levenberg-Marquardt method, that we have converted in Fortran 90. We have added the possibility to limit, fix and tie parameters, similarly to what Markwardt (2009) did in IDL.
C1 Total covariance matrix and chi-squared
In most of our cases, the uncertainties on the observed fluxes, ì L obs ν , come from two terms: (i) the noise, ì σ noise ν , which is uncorrelated between frequencies, with diagonal covariance matrix V noise ; and (ii) correlated systematic calibration uncertainties, ì σ syst ν , with non-diagonal covariance matrix V syst . The total covariance matrix is simply:
Similarly, the covariance of two functions of the parameters f ( ì x) and g( ì x) is:
C4 Monte-Carlo intial conditions
To avoid the LM algorithm to converge toward a local minimum, we generate N ini = 30 random initial conditions, drawn from a uniform distribution over the whole range of parameters. We then run the LM code from these initial conditions and keep only the parameters corresponding to the lowest of these N ini minimum chi-squared.
APPENDIX D: COMPUTING TIMES FOR THE LEAST-SQUARES AND BAYESIAN METHODS
Let's assume that we have a large number of sources, n 1, and that the bottleneck in terms of CPU is the calculation of one SED model at all the photometric filters, ì L mod ν ( ì x; ì ν). The LM method (Appendix C) typically performs N iter 50 − 150 iterations. At each iteration, the model is evaluated n × q times to compute the gradient, by finite differences on each one of the q parameters. Since we run Nini = 30 initial conditions (Appendix C4), the number of model calculations is:
The parameter space for the HB method (Eq. 32) becomes N dim n× q, when n 1. This is the number of Gibbs samplings of the parameters, per iteration. Each Gibbs sampling requires N samp 50 − 200 points (Appendix B2). For a chain of length N MCMC , the number of model calculations is thus:
Noting that N iter N samp , the ratio of χ 2 and HB CPU times is:
This approximation gives the correct order of magnitude. For instance, the central simulation of Section 4.1 had a ratio:
CPU HB CPU χ 2 3 weeks 90 s 2 × 10 4 .
The simulations presented in this paper add up to a total of 10 5 hours of CPU. It points out that the use of the HB method represents an important investment in terms of computing time. In terms of storage, the MCMCs of all the simulations in this study add up to 1 Tb of HDF5 5 files.
5 https://support.hdfgroup.org/HDF5/. Figure E1 . Test on rounding errors. This is the distribution of the difference between the inferred model parameters of each source i, x i , in single precision (SP) and in double precision (DP), divided by the uncertainty on the parameters, σ i , in SP. This test is performed on the central simulation of Section 4.1 (warm SED, n = 100, f S/N = 3).
APPENDIX E: ROUND-OFF ERRORS
Round-off errors could be a potential problem for such a code, as it requires a large number of operations (Eq. 32). Round-off errors are however extremely difficult to track. We note that all the tests we performed in this manuscript lead to a good agreement with the true values of the parameters. Thus, round-off errors, if any, do not significantly affect the results. The reason is likely due to the stochasticity of the HB code. Indeed, each step of the MCMC is only weakly dependent on the accuracy of the previous step.
In order to quantify the typical order of magnitude of rounding errors we have re-run the central simulation of Section 4.1 (warm SED, n = 100, f S/N = 3) in single precision (SP), while the rest of the runs in this paper were all performed in double precision (DP). If round-off errors were important, we would notice a significant difference between the results with the two precisions. Figure E1 shows the distribution of the difference of the model parameters of every source, x i , in both precisions, divided by the uncertainty on these parameters, σ i , in SP. It shows that for any parameter, reducing the floating number precision, from DP to SP, results in an absolute difference of only a few percents of its uncertainty. The actual round-off errors of the DP parameters are expected to be smaller than this value, as the precision is higher than SP. Thus these errors can reasonably be considered negligible. This paper has been typeset from a T E X/L A T E X file prepared by the author.
