Abstract. We investigate the rudiments of Riemannian geometry on orbit spaces M/G for isometric proper actions of Lie groups on Riemannian manifolds. Minimal geodesic arcs are length minimising curves in the metric space M/G and they can hit strata which are more singular only at the end points. This is phrased as convexity result. The geodesic spray, viewed as a (strata-preserving) vector field on T M/G, leads to the notion of geodesics in M/G which are projections under M → M/G of geodesics which are normal to the orbits. It also leads to 'ballistic curves' which are projections of the other geodesics. In examples (Hermitian and symmetric matrices, and more generally polar representations) we compute their equations by singular symplectic reductions and obtain generalizations of Calogero-Moser systems with spin. 
Introduction
Differential geometry deals ordinarily with smooth objects on smooth manifolds. However, in many cases this assumption is too restrictive. In various contexts different types of non-smooth manifolds or 'manifolds with singularities' appear naturally, like complex algebraic varieties, orbifolds, V -manifolds [24] , [7] , limits of Riemannian manifolds with respect to the Gromov-Hausdorff metric [9] , etc. In the present paper we consider a rather special but interesting and important class of non-smooth manifolds, namely the orbit spaces M/G of Riemannian manifolds M with respect to groups G of isometries. Our goal is to develop the Riemannian geometry of orbit spaces. An orbit space has the structure of a stratified manifold with smooth strata, namely the connected components of the sets (M/G) (H) of orbits of some given orbit type (or isotropy type) (H).
Let us describe the structure of the paper. The basic facts about the orbit stratification of an orbit space M/G is presented in section 2.
An orbit space of a complete Riemannian G-manifold M has a natural structure of a metric space. Some elementary properties of this metric structure are collected in section 3. In particular, we establish some convexity properties of the stratification with respect to distance minimizing curves which we call minimal geodesic arcs. For example, the set (M/G) reg of regular orbits is a convex open dense submanifold of M/G.
Some basic global differential geometric objects on M/G are defined in section 4. We define the algebra of smooth functions C ∞ (M/G) on M/G as the algbera
G of G-invariant smooth functions on M , and the Lie algebra of vector fields X(M/G) as the Lie algebra of all derivations of C ∞ (M/G) = C ∞ (M ) G which preserve all ideals of functions vanishing on some stratum. The deep result [26] of G. Schwarz states that the natural homomorphism X(M ) G → Der(C ∞ (M/G)) has X(M/G) as image. Each element of X(M/G) induces a derivation on the algebra of smooth functions on each stratum and thus defines an ordinary vector fields along each stratum. In order to define geodesics which connect different strata we consider the geodesic spray as a vector field on T M/G, the projection of the geodesic spray Γ ∈ X(T M ) G . The integral curves of the geodesic spray Γ on T M/G stay within the strata, but their projection to M/G connects different strata in M/G. We define geodesics in M/G as projections to M/G of integral curves of Γ on T M/G which are orthogonal to orbits, i.e., in T M their initial vector should be in in Nor(M ) x = T x (G.x)
⊥ for x ∈ M . More generally, the projection on M/G of an arbitrary integral curve of the geodesic spary Γ on T M/G is called a 'ballistic curve'. Imitating the classical Riemannian case, we establish some properties of the geodesic spray on T M/G and define Jacobi fields along gedesics and along ballistic curves.
Section 5 is devoted to a more systematic study of ballistic curves in M/G for the simple model case when the unitary group G = SU (n) acts on the space M = H(n) of Hermitian matrices by conjugation. Using the singular Hamiltonian reduction by Sjamaar and Lerman [27] , we derive the Hamiltonian equation for a ballistic curve in H(n)/SU (n). It turns out that it is a Calogero-Moser system with spin. In the special case when the momentum Y ∈ su(n) * has maximal isotropy group, i.e. when Y = √ −1(c.1 n + w ⊗ w * ) where w is a vector with |w| 2 = −c > 0 the equation is the classical Calogero Moser system, which reproduces results of Kazhdan, Kostant, and Sternberg, [10] .
The last section 6 is devoted to the generalization of the results on ballistic curves to the orbit space V /G where V is an Euclidean space and G ⊂ SO(V ) is a connected subgroup of the orthogonal group whose action on V is polar, i.e. admits a section.
We thank Nikolai Reshetikhin for helpful discussions and pointing out references [10] , [3] , and [11] .
Stratification of orbit spaces
2.1. The setup. Let M be a connected G-manifold, where G is a Lie group. The G-action is called
, is a proper mapping. It is well known that proper G-actions admit slices ( [20] , [21] , [16] ): For each x ∈ M there exists a submanifold S x ⊂ M containing x, an open G-invariant neighborhood W of G.x, and a smooth equivariant retraction r : W → G.x such that S x = r −1 (x). Moreover, for the isotropy group G x of x we have G x .S x ⊆ S x , and g ∈ G with g.S x ∩S x = ∅ must lie in G x . Moreover, the slice S x is a manifold and
We consider the orbit space M/G and the canonical projection π : M → M/G, and we endow the quotient space M/G with the following smooth structure: The quotient topology and the sheaf of smooth real valued functions
′ is called smooth if it respects these sheafs. For a slice S x as above on the orbit spaces we have
. Therefore the local smooth structure of M/G coincides with the smooth structure of
2.2.
Let H be a closed subgroup of G and let (H) denote the conjugacy class of H. For two closed subgroups H 1 and H 2 we write (H 1 ) ≤ (H 2 ) if H 1 is conjugated to a subgroup of H 2 . Let M (H) denote the set of points of M whose isotropy groups belong to (H). It is known that M (H) is a smooth submanifold of M for proper actions (see [16] , 7.4). Put (M/G) (H) := π(M (H) ) = (M (H) )/G, call this the isotropy stratum of type (H), and call any connected component of this an orbit stratum of M/G.
Proposition. [26] , [16] , [21] .
( 
The stratum (M/G) (K) is called the principal isotropy stratum and is denoted by (M/G) reg . Likewise we write M reg := M (K) .
2.4.
Let G be a compact group and let ρ : G → GL(V ) be an orthogonal representation of G on a real finite dimensional Euclidean vector space V . Let σ = (σ 1 , . . . , σ n ) : V → R n , where σ 1 , . . . , σ n is a system of generators for the algebra
G of invariant polynomials on V . The mapping σ is proper and induces a homeomorphism between V /G and the closed subset σ(V ) ⊂ R n , see [25] . Since σ is a polynomial map, σ(V ) is a semialgebraic subset, see [23] for an explicit description by polynomial equations and inequalities. By [28] and [13] the semialgebraic set σ(V ) has a canonical stratification into smooth algebraic submanifolds, called the Whitney stratification. The strata for this stratification are the connected components of the images under σ of the set of points in V where the rank of the system of polynomials σ 1 , . . . , σ n is constant.
Theorem.
maps the components of the isotropy strata of V /G diffeomorphically onto the strata of σ(V ) as a semialgebraic set.
G is a surjective homomorphism of algebras. There exists a continuous linear map ϕ :
2.5. Remark. Let M be a smooth proper G-manifold. Then the orbit stratification of M/G is locally given as the Whitney stratification of a semialgebraic subset in a vector space; by [14] this is in turn determined by the algebra of smooth functions on it. Thus the orbit stratification of M/G is determined by
The orbit space M/G as a metric space
Let (M, g) be a connected complete Riemannian manifold and let G be a Lie group of isometries which acts properly on M (or equivalently, is closed in the full group of isometries). Then we say that (M, g) is a complete Riemannian Gmanifold. Denote by π : M →M = M/G the natural projection of M onto the orbit space M/G.
Denote by d the natural metric structure on M/G induced by the Riemannian metric g of M . By definition the distance d(p,q) is the minimum of the lengths of all curves in M which connect the orbitsp,q.
Recall that a metric space (X, d) is called to be of inner type [2] or a path metric space [9] if the distance between any two points p, q is equal to the length of a curve pq connecting these points. Such a curve is called a minimal geodesic segment. Note that even if M is compact, in (3) one cannot choose the same r > 0 for all pointsp ∈ M/G in general, see example 3.3.
Proof. (1) and (2) . For p, q ∈ M there is a point g.q ∈ G.q such that d(p, g.q) is the distance from p to the (closed) orbit G.q. Since M is a complete Riemannian manifold, there is a geodesic c of minimal length from p to g.q. This geodesic is orthogonal to the orbit G.p: otherwise, by Gauss' lemma, we could find a shorter broken geodesic from p to g.q. By a well known lemma ( [16] , 8.1), c ′ (t) is orthogonal to each orbit which it meets. But then the length of π • c in M/G equals the length of c in M , which is the distance between the orbits G.p and G.q and thus equals d(p,q).
The metric space (M/G, d) is complete since each bounded closed set is compact: Use that the image of a closed geodesic ball B r (x) ⊂ M of radius r with center x ∈ M is the closed ball B r (π(x)) of the same radius in M/G.
(3) Letp,q are two points of M/G with sufficiently short distance d = d(p,q) and let γ, δ be two geodesic segments in M of length d connecting the orbitsp,q. Transforming one of the geodesics by an appropriate isometry, we may assume that the geodesics start from the same point p ∈p. Since the geodesics are normal to the orbitp , they belong to the slice S = exp p N , where N is a neighbourhood of the origin in the normal space of the orbitp at p. The end points γ(d), δ(d) of these geodesics belong to the orbitq. Hence, by the main property of a slice, there exist an isometry h in the stabilizer G p such that hγ(d) = δ(d). Since the geodesics are small, this implies hγ = δ and π(γ) = π(δ).
A normal geodesic γ in M is called a horizontal lift of the minimal geodesic segment π(γ) of M/G. The proof of (3) implies that any two horizontal lifts of a minimal geodesic segment of M/G differ by the action of an isometry in G.
We define the angle between two minimal geodesic ray segments in M/G from a pointp as the minimum of the angles between all their horizontal lifts through p ∈p. The angle is independent of the choice of p. Proof. By definition of a polar representation there exists a linear section S, i.e., a vector subspace of V which intersects all orbits orthogonally, see [8] . Denote by W the Weyl group of a section S, that is the quotient W = N G (S)/Z G (S), where N G (S) is the subgroup of G which preserves S and Z G (S) is its normal subgroup which acts trivially on S. It is known that W is a finite group generated by reflections in hyperplanes of S and that the orbit spaces V /G and S/W are isometric, [8] . This reduces the statement to the case when G is a finite group generated by reflections, i.e., the Weyl group of a root system. The orbit space of such group is the closure of a Weyl chamber which is a convex polyhedral cone of Euclidean space with the induced metric. Now the statement is obvious.
Note that up to now we know only minimal geodesic segments; geodesics as we will treat them in 4.4 below will turn out to be reflected at faces, so there will be many different geodesics connecting two points.
Example. Statement 3.2 is not true if the representation ρ is not polar.
Moreover, there may exist points x, y with arbitrary small distance ε which are connected by several minimal geodesic segments.
Let G ⊂ SO(V ) be a compact connected linear group such that V is the direct sum of two G-invariant subspaces V 1 , V 2 of dimension > 1. Choose x ∈ V 1 , y ∈ V 2 such that the stabilizer H = G x does not act transitively on the orbit G.y. For example, we may assume that H = G x = {Id}. Note that here y ∈ T x (G.x)
⊥ , but y is not contained in a slice at x. The maximal radius of a slice at x is just |x|.
Then for any z ∈ G.y the geodesic γ(t) = (1 − t)x + tz is normal, since γ ′ (t) = −x + z is normal to X.γ(t) = (1 − t)X.x + tX.z for each X ∈ g ⊂ so(V ). It is a minimal geodesic which connects the orbits G.x and G.y. Hence it defines a minimal geodesic segmentγ in the orbit space V /G. If z, z ′ ∈ Gy do not belong to one H orbit, then the corresponding geodesics are not G-equivalent and define different minimal geodesic segments of the orbit space connecting π(x) and π(y). In particular, if G p ∩ G q = {K}, the minimal stabilizer group, then all interior points ofpq are regular.
Proof. Assume for contradiction that there exist an isometry h ∈ G x \ G p . Appying h to a minimal geodesic px we obtain a minimal geodesic (hp)x of the same length which connects Gp =p and x. Then the broken geodesic (hp)xq has length d and connectsp andq. This is impossible. 
Theorem. [26]
The canonical mapping
has image X(M/G).
In [26] this is stated for compact G, but the proof works without change also for proper G-actions.
Thus we have the following exact sequence:
ver is the space of all G-invariant vector fields on M which are tangent to the orbits (vertical).
Thus a strata preserving smooth vector fieldX ∈ X(M/G) induces a derivation on the algebra of smooth functions on each stratum and thus a smooth vector field on each stratum which is tangent to this stratum. MoreoverX induces a local flow on each stratum. By using also a lift in X(M ) G , we get a strata preserving smooth mapping
, since this is true on each orbit stratum.
4.2.
If M is a complete Riemannian G-manifold we may also consider the vector space X(M ) G hor of all smooth horizontal G-invariant vector fields, which are normal to each orbit which they meet. The space X(M ) G hor is a Lie algebra if and only if the vector subbundle Nor(M )|M reg is integrable which is almost equivalent to the fact that M admits a section, since then the horizontal bundle over M reg is integrable; there might be topological difficulties, namely, the leaves of the horizontal bundle might be not closed.
Differential equations of second order on
where m M t is the scalar multiplication by t on T M . Let M be a proper G-manifold. Then the extension of the G-action to T M is also proper. The projectionΓ of a G-invariant second order differential equation or spray Γ ∈ X(T M ) G to X(T M/G) is called a second order differential equation or spray on M/G. By 4.1 we know thatΓ is tangent to all strata of T M/G, thus integral curves ofΓ make sense and are unique as integral curves of vector fields on manifolds. Clearly, the projection of an integral curve of Γ is an integral curve of Γ on T M/G. For
⊥ , the normal space to the orbit, which we may split as orthogonal direct sum of the subspace Nor
which is invariant under the isotropy group G x , and its orthogonal complement in Nor(M ) x . We consider Nor(M ) := x∈M Nor(M ) x ⊂ T M , and similarly for Nor inv (M ). These are G-invariant subsets of T M which can be considered as families of sub vector spaces with jumping dimensions: Over singular strata the dimension may become larger. Note that Nor(M ) x = Nor inv (M ) x if and only if x is a regular point.
Nor(M ) is invariant under the flow of the spray Γ since a geodesic which is orthogonal to one orbit is orthogonal to any orbit it meets. However, N or inv (M ) is not invariant under the flow of the spray Γ, since a geodesic starting at a regular point orthogonally to the orbit may hit later a singular point where its tangent vector is still orthogonal to the orbit but no longer invariant under the (larger) isotropy group. Consequently, Nor(M )/G ⊆ T M/G is invariant under the flow of the sprayΓ. We may consider Nor(M )/G as a substitute of the tangent bundle of the the orbit space M/G since the normal slices suffice to describe any tangent vector which moves an orbit infinitesimally. 
The Jacobi equation is given by:
This implies that in a canonical chart induced from a chart on
On a complete Riemannian G-manifold M with geodesic spray Γ we may thus consider the the G-invariant vector field κ T M • T Γ : T T M → T T T M and the induced smooth derivation
We have
We consider a flow lineȲ (t) = Fl
of this field which respects the orbit stratification. Then we have: The fiber over 0 is [0, ∞) again, and the fiber over t > 0 is R 2 . Normal geodesics on R 2 are lines through 0, so geodesics on R 2 /S 1 are constant speed curves coming in from infinity on [0, ∞) which are reflected at 0 and go out again at constant speed: t → |tv|. However, ballistic curves seem to carry a charge and behave as being repelled by a field carried by the singular orbit 0, namely
, where x, v are linearly independent in R 2 .
Simple Example.
Let SO(2) act on the space S(2) of symmetric (2 × 2)-matrices by conjugation, a polar representation, where the diagonal matrices form a section. A chamber is here given by the halfspace
Let us describe T S(2)/SO(2) → S(2)/SO(2) = C. Over a point A = diag(λ, λ) in the wall of C we can use the isotropy group SO(2) A = SO(2) to put the tangent vector in normal form, so the fiber there is the half space C. The fiber over an interior point is the whole vector space S(2). As in 4.5 geodesics in S(2)/SO(2) ∼ = C are straight lines which are reflected by the wall {λ 1 = λ 2 }. One can compute the ballistic curves. For
the curve of eigenvalues in C is
.
Here t → a 1 +a 2 +t(v 1 +v 2 ) is the component on the wall λ 1 = λ 2 of C which travels with constant speed, whereas (
is the distance from the wall. So again the ballistic curve is being repelled by a field carried by the wall. If it contains one regular orbit and is not a geodesic, then it never hits the wall.
5.3. The space of Hermitian matrices. Let G = SU (n) act on the space H(n) of complex Hermitian (n × n)-matrices by conjugation, where the inner product is given by the (always real) trace Tr(AB). This is a polar representation, where the diagonal matrices with real entries form a section Σ. A chamber is here given by the quadrant C ⊂ Σ consisting of all real diagonal matrices with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n . Geodesics in H(n)/SU (n) ∼ = C are straight lines which are reflected by all walls
A ballistic curve looks as follows: Let A be a diagonal matrix with eigenvalues a 1 ≥ · · · ≥ a n , and let V = (v i,j ) be a Hermitian matrix. The ballistic curve is then λ(t) = (λ 1 (t) ≥ · · · ≥ λ n (t)), the curve of eigenvalues of the Hermitian matrix A + tV .
Hamiltonian description.
Let us describe ballistic curves as trajectories of a Hamiltonian system on a reduced phase space. Let T * H(n) = H(n) × H(n) be the cotangent bundle where we identified H(n) with its dual by the inner product, so the duality is given by α, A = Tr(Aα). Then the canonical 1-form is given by θ(A, α, A ′ , α ′ ) = Tr(αA ′ ), the symplectic form is
, and the Hamiltonian function for the straight lines (A + tα, α) on
for X ∈ su(n), and with generating func-
. If we identify su(n) with its dual via the inner product Tr(XY ), the momentum mapping is J(A, α) = [A, α]. Along the line t → A + tα the momentum mapping is constant: J(A + tα, α) = [A, α] = Y ∈ su(n). Note that for X ∈ su(n) the evaluation on X of J(A + tα, α) ∈ su(n) * equals the inner product: 
is a subset which is described by polynomial equations since J is polynomial (in fact quadratic), so J −1 (Y ) is stratified into submanifolds; symplectic reduction works also for this case, see [27] . , so A and α commute. If A is regular (i.e. all eigenvalues are distinct), using a uniquely determined transformation g ∈ SU (n) we move the point A into the open chamber C o ⊂ H(n), so A = diag(a 1 > a 2 > · · · > a n ) and since α commutes with A so it is also in diagonal form. The symplectic form ω restricts to the canonical symplectic form on
By [27] we also use symplectic reduction for non-regular A and we get (see in particular [12] , 3.4) J −1 (0)/SU (n) = T * C, the stratified cotangent cone bundle of the chamber C considered asstratified space. Namely, if one root ε i (A) = a i − a i+1 vanishes on the diagonal matrix A then the isotropy group SU (n) A contains a subgroup SU (2) corresponding to these coordinates. Any matrix α with [A, α] = 0 contains an arbitrary hermitian submatrix corresponding to the coordinates i and i + 1, which may be brougth into diagonal form with the help of this SU (2) so that ε i (α) = α i −α i+1 ≥ 0. Thus the tangent vector α with foot point in a wall is either tangent to the wall (if α i = α i+1 ) or points into the interior of the chamber C. The Hamiltonian h restricts to
, so the trajectories of the Hamiltonian system here are again straight lines which are reflected at the walls. (1)
where all (stratified) diffeomorphisms are symplectic ones.
5.7. The Calogero Moser system. As the simplest case we assume that Y ′ ∈ su(n) is not zero but has maximal isotropy group, see [10] : So we assume that Y ′ has complex rank 1 plus an imaginary multiple of the identity,
, and A has to be regular. We may use the remaining gauge freedom in the isotropy group
and where α has arbitrary diagonal entries α i := α ii and off-diagonal entries
We can thus use a 1 , . . . , a n , α 1 , . . . , α n as coordinates. The invariant symplectic form pulls back to
The invariant Hamiltonian h restricts to the Hamiltonian
This is the famous Hamiltonian function of the Calogero-Moser completely integrable system, see [18] , [19] , [10] , and [22] , 3.1 and 3.3. The corresponding Hamiltonian vector field and the differential equation for the ballistic curve are then
Note that the ballistic curve avoids the walls of the Weyl chamber C. Let us now assume that the momentum Y is of the form Y = √ −1(cI n−2 +v⊗v * ) for some vector 0 = v ∈ C n−2 . We can repeat the analysis of 5.7 in the subspace C n−2 , and get for the Hamitonian
So the ballistic curves are just the trajectories of the Calogero-Moser integrable system inside the wall {a 1 −a 2 = 0} complemented by a geodesic in the coordinates orthogonal to this wall. Of course we may add other vanishing roots.
The case of general momentum Y and regular A. Starting again with some regular
We may pass to the coordinates a i and α i := α ii for 1 ≤ i ≤ n on the one hand, corresponding to J −1 (Y ) in 5.6.1, and Y ij for i = j on the other hand, corresponding to O(−Y ) in 5.6.1, with the linear relation Y ji = −Y ij and with n − 1 non-zero entries Y ij > 0 with i > j (chosen in lexicographic order) by applying the remaining isotropy group SU (n) A = S(U (1) n ) = {diag(e √ −1θ 1 , . . . , e √ −1θ n ) : θ i ∈ 2πZ}. We may use this canonical form as section
to pull back the symplectic or Poisson structures and the Hamiltonian function
The invariant symplectic form on T H(n) pulls back to
Since this Poisson 2-vector field is tangent to the orbit O(−Y ) and is SU (n)-invariant, we can push it down to the orbit space. There it maps dY ij to (remember that Y ii = 0)
So by (1) the Hamiltonian vector field is
The differential equation thus becomes (remember that Y jj = 0):
Consider the Matrix Z with Z ii = 0 and
Then the differential equations become:ä
This is the Calogero-Moser integrable system with spin, see [3] and [4] . is either tangent to the wall when α 1 = α 2 or points into the interior of the chamber C when α 1 > α 2 . We can then use the same analysis as in 5.9 where we use now that Y 12 = 0. In the general case, when some roots vanish, we get for the Hamiltonian function, vector field, and differential equation:
where we use the same notation as above. It would be very interesting to investigate the reflection behavior of this ballistic curve at the walls.
5.11. Example: symmetric matrices. We finally treat the action of SO(n) = SO(n, R) on the space S(n) of symmetric matrices by conjugation. Following the method of 5.9 and 5.10 we get the following result. Let t → A ′ + tα ′ be a straight line in S(n). Then the ordered set of eigenvalues a 1 (t), . . . , a n (t) of A ′ + tα ′ is part of the integral curve of the following vector field:
where
where we also note that Y ij = Z ij = 0 whenever a i = a j .
5.12. Remark. Along the same line one can investigate the action of the quaternionic unitary group Sp(n) on the space of all quaternionic hermitian matrices. Since the results are more complicated to write down and since they are a special case of section 6 we do not dwell on them here. By Dadok, [8] , proposition 6, which follows from his classification, for any polar representation there exists an isotropy representation of a symmetric space with the same orbits, and it suffices to investigate those latter ones. Thus we can assume that l = g ⊕ V is a reductive decomposition of a compact semisimple Lie algebra l, where g is the compact Lie algebra of G, and where , is an invariant positive definite inner product on l, the negative of the Killing form, and where l = g ⊕ V is an orthogonal decomposition. Moreover the infinitesimal action ρ ′ of g on V is by the adjoint action, ρ
As section Σ we may use any maximal abelian subspace in V . Moreover we shall use the following lemma.
Lemma. In the situation above we have:
(1) For A ∈ V let g ′ be the orthogonal complement of the centralizer Z g (A) in g and let V
′ be the orthogonal complement to the centralizer Proof.
(1) The result follows from the Fitting decomposition l = Z l (A) + ad A (l) of the skew-symmetric endomorphism ad A : g → g which we may write as
since ad A interchanges g and V .
(2) It is known (see e.g. [8] ) that the G-regular elements in a polar G-module V are exactly those A ∈ V such that Z g (A) is of minimal dimension. Moreover, any A ∈ V is contained in some section Σ, and any section Σ is a maximal commutative subspace of V ⊂ l = g ⊕ V . Since a section Σ generates a compact torus in the Lie group L, there exists an element A ∈ Σ such that Z V (A) = Σ. These elements are characterized as those such that Z V (A) is of minimal dimension, since for any A ∈ V the centralizer Z A (V ) contains a section Σ. By (1) the element A ∈ V is G-regular if and only if dim(Z V (A)) is minimal, i.e. Z V (A) = Σ is a section.
(3) follows from (2) . (4) The first assertion follows from (3), and the rest is well known in the theory of symmetric spaces.
(5) Denote by Σ ′ a maximal commutative subspace of V containing A and α. Then Σ ′ is a section. Now the isotropy group G A = Z G (A) acts transitively on the set of all sections of V which contain A. So in particular there exists g ∈ G A such that g.Σ ′ = Σ, and hence g.α ∈ Σ.
6.3. Hamiltonian description and symplectic reduction. Generalizing 5.4, under the assumption of 6.1, we consider
where we identify V with V * via the inner product. The canonical 1-form is then given According to principles of symplectic reduction [1] , 4.3.5, [27] , [12] , [22] , we have to consider a regular value Y ∈ g (and later for an arbitrary value) of the momentum mapping J and the submanifold J −1 (Y ) ⊂ T V . The null distribution of ω|J −1 (Y ) is integrable (with jumping dimensions) and its leaves (according to the StefanSussmann theory of integrable distributions) are exactly the orbits in J −1 (Y ) of the isotropy group G Y for the coadjoint action. So we have to consider the orbit space
If Y is not a regular value of J, the inverse image J −1 (Y ) is a subset which is described by polynomial equations since J is polynomial (in fact quadratic), so J −1 (Y ) is stratified into submanifolds; symplectic reduction works also for this case, see [27] . We may use g ∈ G to move (A, α) such that A ∈ C ⊂ Σ ⊂ V . If A ∈ Σ is regular for the G-action then by lemma 6.2.2 it is also regular in the sense that Σ = Z V (A), thus α ∈ Σ also, and the reduced phase space is T C o = C o × Σ. The Hamiltonian is still h(A, α) = 1 2 α, α , the line A + tα is in Σ, and thus projects to a geodesic in C which is reflected at walls.
If A is not regular and [A, α ′ ] = 0 then there exists g in the isotropy group G A such that α = g.α ′ ∈ C, by 6.2.5. If A is in a wall {λ = 0}, and if λ(α) = 0, then the geodesic is in the same wall. If λ(α) > 0 then the geodesic is reflected at this wall. We start again with some regular A ∈ V which we may move into C o ⊂ Σ ⊂ V by using some suitable g ∈ G. Given α ∈ V we consider [A, α] = Y ∈ g. According to the restricted root space decomposition 6.2 we can decompose α = α Σ + λ∈R,i α So the ballistic curve in C avoids the walls whenever Y λ (t) = 0 for all restricted roots λ ∈ R, and just one time t.
6.6. Symplectic reduction at singular points. Let us now consider a singular A ∈ V which we may move into C ⊂ Σ ⊂ V by using some suitable g ∈ G. Then A is contained in some intersection of walls of C so µ(A) = 0 for µ ∈ R 0 ⊂ R. Given α ∈ V we consider [A, α] = Y ∈ g. Using the decompositions α = α Σ + λ∈R,i α shows that Y µ = 0 along the the whole ballistic curve for µ ∈ R 0 . So the ballistic curve is composed of one just like in (6.5.2) inside the intersection of walls {B ∈ C : µ(B) = 0 for all µ ∈ R 0 } together with a geodesic (reflected at walls) transversal to this intersection of walls.
