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ABSTRACT
A STUDY ON HOMOGENEOUS SHEARED STABLY
STRATIFIED TURBULENCE
MAY 2019
GAVIN D PORTWOOD
B.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Stephen de Bruyn Kops
Homogeneous sheared and stably stratified turbulence is considered as a funda-
mental flow relevant to the study of geophysical turbulence and, generally, anisotropic
turbulence. Numerical experiments are performed via high resolution direct numerical
simulation (DNS) in a geophysically-relevant parameter space previously inaccessible
to simulation. Turbulent dynamics relevant to the modeling of geophysical hydrody-
namics are investigated as a function of mean flow and fluid parameters.
An active tuning scheme is implemented to induce temporally stationary turbulent
kinetic energy in order to evaluate turbulence that is statistically independent of
initial conditions and spatio-temporally homogeneous. Subject to this constraint, the
parametric dependence of the flow reduces to a single Reynolds number, here defined
as the shear Reynolds number Res ≡ (LC/LK)4/3 (Corrsin, 1958; Itsweire et al., 1993),
where LC is the smallest turbulent anisotropic scale in the flow and LK represents the
smallest scales of turbulence associated with viscosity, which parameterizes the range
of length scales that are associated with isotropy for stationary flow configurations.
vi
By varying Res independently from other parameters, commonly suggested em-
pirical scalings of the rate of mixing are shown to not hold. The turbulence and scalar
dynamics approach an asymptotic state for Res ' 300, as evidenced by small-scale
isotropy, an asymptotic partitioning of available potential energy to kinetic energy
and two-point scaling. In light of this asymptotic state, an alternative parameteriza-
tion is suggested, from robust classical scaling arguments, with dependence only on
classical universal constants and mean energetics in the high Res limit.
In an effort to simplify the conceptual description of geophysical turbulence, we
suggest a unified length-scale framework based on the work of Gargett et al. (1984).
Based on this framework, a parameterization for the isotropic length scale regime is
suggested for generic (non-stationarity) flow configurations, which is evaluated with
a series of decaying simulations.
vii
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CHAPTER 1
INTRODUCTION
In constant-density flows, turbulence is a chaotic flow state that has overcome
the stabilizing effects of viscosity. In the presence of a stratifying convectively sta-
ble density gradient, turbulence must also overcome stabilizing effects of buoyancy.
Since stable stratification is observed throughout the world’s oceans and atmosphere,
turbulence subject stable stratification is thought to describe a broad spectrum of
geophysical flows (Riley & Lindborg, 2008).
In the absence of sufficient forcing to maintain overturning motions, turbulence
decays. However, despite their association with the stabilization of turbulence, vis-
cosity and stratification can also induce localized flow instabilities which can generate
overturning turbulence (Lilly, 1983). In density stratified flows, these instabilities are
associated with localized shearing of motions perpendicular to stratification (Riley &
de Bruyn Kops, 2003). At larger scales, persistent shear can also exist in geophysical
flows (Mahrt, 2014). When sufficiently strong, mean shear can energize a flow to
overcome the stabilizing forces effects of stratification and viscosity. Beyond the geo-
physical relevance, mean shear can serve as a simplified forcing mechanism wherein
sustained energetic contributions to the turbulent energy balance can induce, sustain
and critically modify turbulent dynamics.
Even where more complex turbulence generation mechanisms play a role, the use
of simple shear to model some large-scale forcing mechanism may be appropriate as
a simplified flow model which can be studied and unambiguously parameterized. In
the study of turbulent flows, it is advantageous to conduct experiments which are
1
both tractable for parameterization and interpretation. The use of single-parameter
functional forms for mean density and shear simplifies flow parameterization. This
simple-but-no-simpler approach motivates the use of a linear ambient density parallel
to gravity to study the effects of stratification in turbulent flows (Riley et al., 1981).
Similarly, a mean gradient of streamwise velocity is a simplified forcing configuration
which is tractable for the study turbulence (Rogallo, 1981). The combination of the
two elicits a more complex flow configuration which is a good candidate to study
stratified turbulence subjected to external forcing (Rohr, 1985; Holt et al., 1992).
Such a flow system configuration is known as homogeneous stratified sheared turbu-
lence (HSST) and has been studied extensively in theoretical, computational, and
experimental domains (e.g. Rohr, 1985; Holt et al., 1992; Itsweire et al., 1993; Jaco-
bitz et al., 1997; Shih et al., 2000, 2005; Chung & Matheou, 2012; Piccirillo & Van
Atta, 1997).
The balance of the mean stratification to mean shear can parameterize the ener-
getic evolution of a flow. In the absence of turbulence, when the shear is sufficiently
strong, laminar flow can become unconditionally unstable relative to momentum per-
turbations (Miles, 1961; Howard, 1961). Likewise, strong enough stratification can
induce a relaminarization of a turbulent flow. However, an intermediate stationary
state exists wherein density stratification and shear are balanced, such that both
remain dynamically relevant and neither dominating. Stationarity is defined in the
statistical sense such that time derivatives of the averaged kinetic energy evolution
equation is zero. Such assumptions are frequently made in mathematical and the-
oretical circumstances for the development of models (e.g. Osborn, 1980; Lindborg,
2006), for which such a parametric study of this flow is a valuable tool for model
validation and calibration.
Initial and boundary conditions also determine the transient energetic evolution of
a flow. Initial conditions and boundaries in geophysical flows can become very com-
2
plex and require a very high dimensional parameterization. However, the assumptions
of homogeneity and statistical stationarity can leave these complicating factors for fu-
ture studies. These constraints, in addition to the flow configuration described above,
is deemed stationary homogeneous stratified sheared turbulence (SHSST).
The use of DNS has proved to be a valuable tool in understanding turbulence
(Orszag & Patterson, 1972; Riley et al., 1981; Rogallo, 1981). In direct numerical
simulation, accommodating an increasing range of this dynamic range is limited by
computational capacity. As computational capacity has increased, the role of increas-
ing dynamic, active scales in turbulent flows has been revealed to play an essential
role in geophysical anisotropic turbulence (de Bruyn Kops, 2015).
However, in simulations of more complex geophysical or engineering flows, it is
not practical to simulate the smallest scale statistics, and they are modeled (e.g. Ivey
et al., 2008; Ferrari & Wunsch, 2009; Gregg et al., 2018). Calibration, validation
and development of such models can rely on the statistical completeness of direct
numerical simulations (DNS), which resolve the smallest scales of interest. Accurately
simulating the smallest scales of turbulence is also necessary if HSST is to serve as a
simplified model for anisotropic turbulence in pursuing a better understanding of the
phenomenon.
In this study, the forefront of computational capacity is leveraged to study SHSST
in a parameter space defined by turbulent dynamic range below anisotropic scales, as
characterized by a Reynolds number. The subsequent chapter reviews the background
of stratified turbulence and dynamic range. In chapter 3, a theoretical background
and parameterization framework is discussed. Analysis of homogeneous stratified tur-
bulence, presented in chapter 4, suggests that turbulent dynamics are fundamentally
distinct when parameterized by some measure of isotropic scale separation which
motivates the study of these high dynamic range regimes. Chapter 5 discusses the
numerical approach used in the simulation of this flow. Application of this methodol-
3
ogy for stationary flow configurations is discussed in chapter 6, where the majority of
results are presented. Finally, a first-order attempt to suggest the broader applicabil-
ity of these results is presented in chapter 7 followed by further discussion in chapter
8.
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CHAPTER 2
REVIEW OF PREVIOUS WORK
The importance of dynamic range below classically anisotropic scales is reviewed
here. Further discussion on this topic is included in the following chapter, which
motivates the study of these turbulence regimes. Next, since homogeneous sheared
and stably stratified turbulence has a substantial history in the context of direct
numerical simulations, a summary of previous studies is provided with emphasis on
results pertaining to high Reynolds number regimes.
2.1 Dynamic range
It is widely acknowledged that the effects of large-scale, or mean-scale, dynamics
will become less dynamically-relevant at increasingly smaller scales, though there are
well-posed arguments which suggest that while these dynamics may have decreas-
ing effects on smaller scales, they never become completely irrelevant (Corrsin, 1958;
Durbin & Speziale, 1991). Such an understanding has proven to be a valuable tool
in the modeling of anisotropic turbulent flows because it allows for the application of
theoretical models based on the application of isotropy, for instance, to dynamic mod-
eling. For example, the observation of Kolmogorov scaling, dependent on localized
isotropy and homogeneity (Kolmogorov, 1941a), has been observed provided the scale
separation between anisotropic turbulence scales and the dissipative viscous scales is
sufficiently large (Gargett et al., 1984; Shen & Warhaft, 2002). However, whereas
these regimes are certainly observed in geophysical or engineering applications, there
are equally relevant observations which do not exist in these limiting regimes (Jackson
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& Rehmann, 2014; de Bruyn Kops, 2015). Therefore, an effective transfer of classical
scaling or modelling arguments to an anisotropic flows relies on the identification of
limiting regimes in the proper parameter space and a description of the transient
approach to those limiting regimes.
Central to this concept is the definition and relevance of such scales and their
relation to fundamental turbulent dynamics. As this relates to stably stratified tur-
bulence, these scales have been studied on rigorous theoretical and empirical grounds
(e.g. Mater & Venayagamoorthy, 2014). However, distinguishing the turbulent dy-
namics from that of the scalar, there are only preliminary results related to the study
of dynamic range on fundamental scalar dynamics with respect to the suggested
Reynolds number regimes where limiting turbulent dynamics are thought develop
(Gargett et al., 1984; de Bruyn Kops, 2015). This is even more exaggerated in the
study of stratified turbulence subject to shear, which is a fundamental combination
of large-scale effects relevant to geophysical flows which motivates the development of
hydrodynamic models. Informed by the passive scalar dynamics subject to sheared
turbulence, these limiting regimes are thought to occur at large microscale Reynolds
numbers, O(103), compared to those currently computationally (or experimentally)
accessible and the transitions thereto are subject to fundamental and significant tran-
sient scalar dynamics (Sreenivasan, 1991).
The importance of turbulent dynamic range in stratified ocean flows was reported
by Gargett et al. (1984) in terms of the activity parameter Gn ≡ (LO/LK)4/3, where
LO is the Ozmidov length scale associated with the smallest turbulent scales affected
by stratification and LK is the Kolmogorov length scale, associated with the tur-
bulent scales affected by viscosity (these are discussed in more detail in chapter 3).
The notation Gn is used in recognition of the work by Gargett and of the seminal
work by Gibson (Gibson, 1980). Gargett et al. studied several classes of turbulence
in order to identify the conditions where isotropy assumptions for the dissipation of
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kinetic energy is appropriate. Gargett observed that Kolmogorov inertial ranges (Kol-
mogorov, 1941a; Oboukhov, 1941a) emerge in many statistics where Gn ∼ O(104),
though she observed that streamwise longitudinal spectra exhibit Kolmogorov-type
scaling where Gn ∼ O(102); isotropy assumptions into the dissipation range were
observed to be valid at Gn ∼ O(102) by the study of the ratios longitudinal spec-
tra. Jackson & Rehmann (2014) summarizes oceanic and atmospheric observation
to show that the geophysical Gn−space spans the regimes studied by Gargett et al.
(1984) and beyond. In the study of sheared turbulence, Itsweire et al. (1993) showed
that scalar variance dissipation rate surrogates collapsed to a curve when the param-
eterized by Res ≡ /νS2, where S is the mean vertical shear, suggesting that when
subject to mean-scale shear, the parameter quantifying dynamic range might not be
characterized by Gn.
The understanding of large dynamic-range stably stratified turbulence subject to
horizontal shear is also a fundamental issue to relating carefully constructed labora-
tory or DNS experiments to observational data, which are inevitably associated with
more complex geophysical flow configurations where vertical shear of horizontal ve-
locity is a fundamental combination with broad geophysical relevance. The presence
of a mean, outer-scale shear, with respect to the scales of turbulence, is observed in
critical observational studies (Mahrt, 2014) for which laboratory and computational
studies attempt to explain their phenomenology. For instance, the measured shear in
the FAME cruises (Sanford & Hogg, 1977) and the relevance of shear implied by basin
models (Lamb, 2004) in the Knights Inlet sill as reported in (Gargett et al., 1984).
Of course, shear is inevitably a single complicating component observed in such cases
amongst many, for instance, Prandtl number effects which are not considered in this
paper, it has been noted that the presence of shear has a strong first-order effect on
turbulence dynamics such that even some of the most easily presupposed models or
scalings fail to be realized (Sreenivasan, 1991; Shen & Warhaft, 2002).
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2.2 Previous studies on homogeneous sheared stratified tur-
bulence
Uniform stably stratified turbulence subject to simple, interpretable forcing mech-
anisms can be utilized as a functional flow model for developing an understanding for
stratified geophysical turbulent flows. Forcing by single-component, uniform shear
imposes low parameter forcing while maintaining relevance to stratified flow config-
urations related to geophysical and engineering applications. This, combined with
a geophysically relevant combination mean-scale dynamics, has lead to the uniform
shear and stable stratification mean flow configuration to be used as a canonical flow
model for model development (Osborn, 1980; Large et al., 1994), model implemen-
tation (Madec et al., 2015, ch. 10) and empirical studies (Holt et al., 1992; Itsweire
et al., 1993; Jacobitz et al., 1997; Shih et al., 2000, 2005; Chung & Matheou, 2012). In
such a flow configuration, the turbulence is energized by shear while being dissipated
via the dual effects of density stratification and viscosity. The balance between strat-
ification and shear is characterized by a Richardson number, where sufficiently small
value are associated with unbounded energetic growth and large values are associated
with decay; some intermediate critical Richardson number lie therein in which sta-
tionary configurations of the flow can become realized. We deem this configuration
stationary homogeneous stratified and sheared turbulence (S-HSST).
Understanding of S-HSST has been developed beginning in the laboratory with the
experiments of Rose (1966) and numerically with the simulations of Rogallo (1981).
These studies were in flows with mean shear but no stratification, which is fundamen-
tally different from HSST in that there is no buoyancy force to stabilize the effects of
the continual energy input by mean shear. Nevertheless, studies without stratification
have resulted in techniques valuable to the work reported here. In particular, Ro-
gallo’s method of separating the governing equations into those for the planar mean
quantities and those for the perturbations relative to the planar means and then
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solving the latter in a triply periodic domain is the basis for many simulations with
stratified shear simulations, including those reported here; this approach is detailed
in the next chapter along with discussion of other studies in unstratified shear that
support the numerical approach used for this study.
Counter gradient fluxes were observed (Gerz et al., 1989; Holt et al., 1992) as
were the rates at which turbulence developed toward the statistically stationary case
under different conditions (Jacobitz et al., 1997; Shih et al., 2000). Diamessis & No-
mura (2000) examine the direction preferences in vorticity, rate-of-strain, and scalar
gradient. More recent studies in HSST include that of Hirabayashi & Sato (2010), in
which numerical forcing, in addition to mean shear, is used to achieve a stationary
flow with the Froude number as a free parameter, and of Chung & Matheou (2012),
in which the planar mean velocities increase (in absolute value) in time, and of Mater
& Venayagamoorthy (2014) in which alternative parametrizations are considered for
the data of Shih et al. (2000). These approaches are referenced in more detail later in
this study . They motivate, however, the second open question forming the basis of
this research, namely, what are the characteristics of S-HSST now that the computa-
tional capability is available to consider these flows for very long times (i.e. St > 100
at high Reynolds number) to minimize the effects of the initialization process.
A primary focus of research has been the parameterization of the critical Richard-
son number associated with stationarity, where
Ri ≡ N2/S2 (2.1)
and N is the frequency scale relevant to density stratification and S is the mean
vertical shear. The first laboratory experiments in HSST were those of Rohr (1985);
Rohr et al. (1988). By adjusting the shear rate, a flow that was approximately
statistically stationary was found with gradient Richardson number
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Ri = 0.25± 0.05. (2.2)
Holt et al. (1992) performed direct numerical simulations which suggested the sta-
tionary Ri increased with Reynolds number, apparently independent of the initial
shear number,
S∗ ≡ SEk

(2.3)
where Ek is the turbulent kinetic energy. Piccirillo & Van Atta (1997) found that
the Richardson number for stationarity depended on both the Reynolds number and
the shear number of the initial conditions, which is a characteristic of SHSST at low
Reynolds number (Jacobitz et al., 1997). These conflicting results were reconciled
by Shih et al. (2000), concluding that the critical Richardson number depends solely
on the Reynolds number, provided that the Reynolds number is high enough (a
conclusion that is disputed in chapter 6 of this dissertation). This value was observed
to be Ri ≈ 0.16 in their parameter space, but they suggest an asymptotic increase
with Reynolds number. All these studies estimate the stationary Richardson number
by sampling the Richardson number parameter space then evaluating the energetic
growth rate at some finite time (typically St ≈ 10). Another consequence of this
high Reynolds number regime is the convergence of the shear number at stationary
conditions. Shih et al. (2000) observe that
S∗ ≈ 5 (2.4)
and Gn & O(10) at stationary states, such that the Froude number,
Fr ≡ 
NEk
, (2.5)
emerges to be a constant Fr ≈ 0.5, which is large with respect to proposed low
Froude number limits, suggesting that scalar dynamics may be described in reference
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to sheared studies of the passive scalar (i.e. Sreenivasan, 1991) as opposed to limiting
low Froude number limits.
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CHAPTER 3
THEORETICAL CONSIDERATIONS
3.1 Equations of motion
The Navier-Stokes equations and associated scalar transport equation can be de-
composed into mean and fluctuating components (see Appendix A for more details).
For the flows considered here, we restrict the mean flow to have dependence purely in
the vertical dimension and restrict the mean velocity vector, u¯, to a single streamwise
dimension as indicated in figure 3.1:
u¯i = (x3S, 0, 0), (3.1a)
ρ¯ = x3
dρ¯
dx3
(3.1b)
and the mean pressure is in hydrostatic balance with the above. For the above
single-component means, the system obeys
∂tui + uj∂jui + x3S∂1ui + u3Sδi1 = −∂ip/ρ0 − gρ/ρ0 + ∂jν∂jui , (3.2a)
∂tρ+ uj∂jρ+ x3S∂1ρ+ u3d3ρ¯ = D∂j∂jρt , (3.2b)
∂iρ0ui = 0 (3.2c)
where the notation ∂i· respresents a partial derivative with respect to xi, ∂t· represents
a partial derivative with respect to time, δ is the delta function, D is the scalar
diffusivity. The fluctuating pressure, fluctuating velocity and fluctuating density on
the coordinate system (x1, x2, x3) are indicated by p, u and ρ, respectively.
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u¯(x3)ρ¯(x3)
Figure 3.1: An illustration of the domain and mean quantities.
3.2 Parameterization framework
Dimensional analysis suggests that (3.2) can be written in terms of at least four
dimensionless parameters. The choice of these parameters is the subject of Mater &
Venayagamoorthy (2014), who demonstrate the advantages of choosing them to be a
Reynolds, a Froude, a shear, and a Prandtl number, but note that other parameters,
such as a Richardson number, are often used. The basis of their analysis is that
turbulence is central to HSST and so it is crucial for the turbulence length or time
scale to be explicit in all the groups except for the Prandtl number. Their analysis is
not repeated here, and instead, we consider parametrization in terms of the ratios of
length scales, that is, in terms of the dynamic range available for various aspects of
the flow dynamics.
Figure 3.2 includes a sketch of an energy spectrum on which are indicated the wave
numbers k associated with the outer scale of the turbulence, the buoyancy length,
the shear length, and the viscous length. The length scales are indicated by L so
that, for example, Lviscous ∝ 1/kviscous. Here only conceptual definitions are used
for these quantities because our purpose is to connect ratios of length scales with
dimensionless flow parameters, as shown in the table to the right of the figure. The
relations between classical scales and nondimensional parameters is summarized in
the table on the right of figure 3.2. A key consideration is that turbulence scales also
specify orientation in anisotropic flow, which we do not explicitly describe in these
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kouter
kbuoyancy
Re
Reb
Res
kviscous
kshear
Lviscous Lshear Lbuoyancy Louter
Lviscous 1 Res
−3/4 Reb−3/4 Re−3/4
Lshear Res
3/4 . . . Ri3/4 S∗2/3
Lbuoyancy Reb
3/4 Ri−3/4
. . . Fr−2/3
Louter Re
3/4 S∗−2/3 Fr2/3 1
Figure 3.2: Left: Model kinetic energy spectral, indicating turbulent flow scales and
parameters which characterize their separation. Right: Relation between nondimen-
sional parameters and length scales, where each row defines some nondimensional
parametrization at constant Prandtl number. Note that the table considers scale
separation but not scale anisotropy, where some nondimensional parameters typically
include both considerations.
simplified relations. For example, in homogeneous stratified flows, the outer scale of
turbulence and a stratified length scale defines a Froude number,
Fr ∼ (Lbuoyancy/Louter)2/3, (3.3)
where Lin & Pao (1979) remarked that the anisotropic Froude number, defined by a
vertical buoyancy scale and horizontal outer scale, is observed to be much less than
O(1) in buoyancy-dominated turbulence. Lilly (1983) then argued that buoyancy-
dominated turbulence evolves such that the buoyancy length scale defines the co-
oriented vertical outer scale of the flow such that Frv remains constant, ostensibly
O(1).
A fundamental extension to this parametrization is that if scale separation be-
tween buoyancy and outer scales is sufficiency high (Fr < 1) and that the previously
described anisotropy is sufficiently large, the shearing horizontal motions may sus-
tain, or become susceptible to, three-dimensional turbulence through shear instabil-
ity (Billant & Chomaz, 2000; Riley & de Bruyn Kops, 2003). Such a configuration
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is summarized by the buoyancy Reynolds number, Reb, which includes anisotropy
information and scale separation between the outer and viscous scales, i.e.
Reb ∼ (Lbuoyancy/Lviscous)4/3, (3.4)
where it is noted that this parameter, and others, can have different dynamical rele-
vance depending on the precise choice of length scales (a point discussed in Chapter
4.)
In shear driven flows, the energetic stationarity of the flow is thought to be char-
acterized by the gradient Richardson number, measuring the scale separation between
the driving shear scales and stabilizing buoyancy scales. It is thought that turbulent
flow configurations persistent where Ri < 1, where we distinguish between sustained
turbulent flows and linear hydrodynamic instability theory (Zhou et al., 2017, See
for more discussion). In this scale-based parameterization, in order for turbulent
production to exist there must be some range of scales which are directly affected
by the energizing influence of shear yet which are necessarily less-influenced by the
stabilizing effects of stratification such that the Richardson number,
Ri ∼ (Lbuoyancy/Lshear)−4/3, (3.5)
takes a value less than unity. Indeed, it is observed to be < 1 for stationary homoge-
neous shear flow (Shih et al., 2000; Holt et al., 1992). Since Lshear < Lbuoyancy in this
configuration, it would indicate that the smallest isotropic scales, i.e. the range of
scales which can be described by Kolmogorov-type similarity, must be characterized
by the scale separation between the shear and viscous scales as described by the shear
Reynolds number
Res ∼ (Lshear/Lviscous)4/3, (3.6)
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and not necessarily the parameter Reb (Itsweire et al., 1993; Corrsin, 1958; Uberoi,
1957), though the latter describes isotropic scale separation for homogeneous stratified
flows where the gradient Richardson number is asymptotically large (Gargett et al.,
1984). Alternatively, the vertical shear scale could be interpreted as being induced by
stratification as suggested by Billant & Chomaz (2000) such that Lshear ∼ Lbuoyancy.
Regardless, the smallest isotropic scales in stratified flows without a distinguishable
shear scale are parameterized by Reb. Lastly, the shear number may be interpreted
as the range of scales affected by shear,
S∗ ∼ (Lshear/Louter)−2/3. (3.7)
3.2.1 Specific parameterization
Here the approximate outer scale of turbulence is defined as the large-eddy length
scale, and the Kolmogorov length scale characterizes the viscous length scale:
LE ≡ Ek3/2/ , LK ≡ (ν3/)3/4 (3.8)
where Ek ≡ 〈uiui〉/2 is the turbulent kinetic energy, the notation 〈·〉 indicates an
ensemble average, and  ≡ ν〈∂jui∂jui〉.
When subject to stratification, it is thought that the Ozmidov scale,
LO ≡ (/N3)1/2 (3.9)
defines the lower limit of scales affected by buoyancy forces. With an explicit shear
scale applied in HSST, the Corrsin length scale is thought to characterize the lower
limit of scales affected by shear,
LC ≡ (/S3)1/2, (3.10)
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where scales smaller than LC have been suggested to define a locally isotropic regime
of length scales in the absence of additional smaller-scale affects of the mean-flow
(Saddoughi & Veeravalli, 1994).
Given the scales defined in (3.8), (3.9) and (3.10), the parameters summarized in
figure 3.2 can be reduced to three independent parameters. These are
Res ≡ 
νS2
, Ri ≡ N
2
S2
and Fr ≡ 
NEk
. (3.11)
where we have chosen these three for their relevance in the subjects studied here. The
shear Reynolds number Res accounts for the total turbulent dynamic range below
classically anisotropic scales, which represents the most conservative bound for the
existence of isotropic properties or scaling amongst all Reynolds numbers, i.e. Re >
Reb > Res >> 1 for Ri < 1. The Richardson number indicates the energetic growth
of the flow, and determining the critical Ri associated with stationarity is a primary
concern of this research. Finally, the Froude number is a critical parameter in the
study of stratified turbulence. However, this parameterisation is likely incomplete as
it does not account for the scalar, a point which we seek to investigate in this research.
3.2.2 Scalar parameterization
The smallest scales of the scalar are characterized by the Batchelor length scale
LB,
LB ≡ (νD2/)1/4 (3.12)
which coincides with LK at Prandtl number as considered here. Though, empirically,
it has been observed that scalar fluctuations persist at smaller scales when compared
to the turbulence by spectral analysis.
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Obhukhov-Corrsin similarity, which is either applicable in the low Froude number
limit or at scales below those affected by buoyancy, i.e. LO, implies an outer-scale
scalar length scale
LOC ≡ E3/2p 1/2/χ3/2 (3.13)
where Ep is the available potential energy, χ is its irreversible dissipation rate, defined
in the linearly stratified limit to be
Ep ≡
〈
g2/ρ20
2N2
ρ2
〉
and χ ≡ D
〈
g2/ρ20
N2
∇ρ2
〉
(3.14)
respectively.
More recently, Odier et al. (2009) suggests the scales relevant to the mixing of the
scalar is given by
Lρ ≡
(
B
N2S
)1/2
(3.15)
as the length scale that emerge by scale analysis if the mixing coefficient is assumed to
be composed of non-linear combinations of the Corrsin length scale, Ozmidov length
scale and an unknown length (Ivey et al., 2018).
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CHAPTER 4
MOTIVATING ANALYSIS OF HOMOGENEOUS
STRATIFIED TURBULENCE
This analysis of homogeneous stratified turbulence, a stratified flow configuration
without the simplifying mean shear forcing, was performed to robustly support the
hypothesis that stratified turbulence is dynamically distinct when parameterized by
some measure of locally isotropic scale separation. Here we show that a type of
transitional turbulence exists which emerges to contain spatially localized regions,
the most energetic of which exhibit dynamical similarity with fully turbulent and
space-filling stratified turbulence. Because these parameter regimes are observed in
geophysical flows, it motivates the use of a simplified model flow which can study
the fully-turbulent, space-filling turbulence regime independently and without the
complication of large-scale intermittency.
Here, a new robust method is presented for identifying three dynamically dis-
tinct regions in a stratified turbulent flow, which we characterize as quiescent flow,
intermittent layers, and turbulent patches. The method uses the cumulative filtered
distribution function of the local density gradient to identify each region. We apply
it to data from direct numerical simulations of homogeneous stratified turbulence,
with unity Prandtl number, resolved on up to 8192 × 8192 × 4096 grid points. In
addition to classifying regions consistently with contour plots of potential enstrophy,
our method identifies quiescent regions as regions where /νN2 ∼ O(1), layers as
regions where /νN2 ∼ O(10), and patches as regions where /νN2 ∼ O(100). Here 
is the dissipation rate of turbulence kinetic energy, ν is the kinematic viscosity, and N
is the (overall) buoyancy frequency. By far the highest local dissipation and mixing
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rates, and the majority of dissipation and mixing, occur in patch regions, even when
patch regions occupy only 5% of the flow volume. We conjecture that treating strat-
ified turbulence as an instantaneous assemblage of these different regions in varying
proportions may explain some of the apparently highly scattered flow dynamics and
statistics previously reported in the literature.
4.1 Introduction
In flows stratified by a mean density gradient, it is well known that turbulence
can be sustained if inertial effects overcome the twin stabilizing effects of viscosity
and stratification. Sufficiently strongly stratified turbulent flows are known to be
highly anisotropic with relatively small characteristic velocity and length scales in
the vertical direction. Lin & Pao (1979) reported observations of quasi-horizontal
‘pancake’ eddies, whose characteristic horizontal length scale is much bigger than its
vertical scale, i.e. Lh  Lv. Subsequently Lilly (1983) argued on scaling grounds
that the time-evolution of such pancakes should ensure that the velocity scale of the
energy containing motions remains correlated with Lv such that Lv  U/N , where N
is an appropriately defined buoyancy frequency and U is the r.m.s. velocity. Inspired
by this argument, Riley & de Bruyn Kops (2003) presented further scaling arguments
that shear instabilities can lead to turbulence provided that the parameter, which we
refer to as the ‘buoyancy Reynolds number’ Reb = Frh
2Reh is sufficiently large, where
the horizontal Froude number and Reynolds numbers, Frh and Reh, may be defined
as
Frh ∼ Uh
LhN
, Reh ∼ UhLh
ν
, Reb = Frh
2Reh =
U3h
LhνN2
, (4.1)
with Uh a horizontal velocity scale and ν the kinematic viscosity of the fluid. Due
to the generic anisotropy of the flow, with characteristic layers such that Lh  Lv,
Frh  1, and so Reh must be extremely large for Reb to be large.
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More recently, scaling analyses in the distinguished limit of Frh → 0 and Reh →∞
such that Reb  1 have been applied to the governing equations and then tested for
consistency with simulated or measured flows (e.g. Billant & Chomaz, 2001; Lindborg,
2006; Brethouwer et al., 2007; Riley & Lindborg, 2008). Although this asymptotic
regime is sometimes referred to as ‘(strongly) stratified turbulence’ in the fluid dy-
namical literature, this nomenclature can lead to confusion as ‘stratified turbulence’
is typically used in a much broader sense in the geophysical literature. Therefore,
following Falder et al. (2016), we refer here to this specific regime as the ‘layered
anisotropic stratified turbulence’ or LAST regime.
Of course, all actually realized flows are inevitably associated with finite values of
Reb and so a natural complementary approach is to test the limits of applicability of
scaling analyses based on the assumption that Reb is asymptotically large by exploring
the accessible parameter space of the LAST regime with laboratory experiments and
simulations exhibiting the largest feasible Reb (e.g. Praud et al., 2005; Kimura &
Herring, 2012; Almalkie & de Bruyn Kops, 2012b; de Bruyn Kops, 2015). It is also
of inherent interest to understand the dynamics of turbulence in stratified flow at a
range of parameters, in particular to identify in what ways flows not in the formally
asymptotic LAST regime differ from or resemble flows actually in the LAST regime.
Of course, just such an analogous research effort in unstratified flows has led to the
identification of essentially empirical ranges of Reynolds number where the statistics
of interest become (at least close to) independent of the Reynolds number. For
example, the classical example of the ‘mixing transition’ as reviewed by Dimotakis
(2005) is assumed to occur for appropriately defined Reynolds numbers of O(104) and
higher.
Indeed, as numerical and experimental advances allow the consideration of flows
with ever larger Reh and ever smaller Frh, an open and crucially important issue is the
characterization of stratified turbulent flow at a particular finite value of Reb. The
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significance of this issue can be understood by considering figure 4.1, which follows
from figure 18 of Brethouwer et al. (2007). In the figure, Ret and Frt are the turbulent
Reynolds and Froude numbers with the generic horizontal length scale Lh of (4.1)
equated to the turbulence length scale
Lt = Au
′
h
3/ (4.2)
and the generic Uh defined as the r.m.s. horizontal velocity, u
′
h so that
Frt ≡ u
′
h
LtN
and Ret ≡ u
′
hLt
ν
. (4.3)
In the definition of Lt, A is a constant of order unity and  is the dissipation rate of tur-
bulent kinetic energy. The threshold for the LAST regime, as defined by Brethouwer
et al. (2007) assuming A = 1, is Frt ≈ 0.02 as indicated by a dashed line on the figure.
The grey band indicates the uncertainty in this threshold taking into account that
A in isotropic homogeneous turbulence ranges between 0.4 and 1.81 (Sreenivasan,
1998), and that A is observed to be as low as 0.3 in stratified turbulence (Maffioli
& Davidson, 2016). The diagonal line is an estimate for the threshold above which
turbulence is significantly affected by viscosity. Turbulence is associated with suffi-
ciently large Ret, i.e. sufficiently far to the right on this regime diagram. Furthermore,
if Frt is sufficiently large, it is to be expected that the effect of stratification becomes
insignificant.
As described in more detail below, in this paper we consider three simulations,
which we denote F1, F2, and F3. Their parameters are listed in table 4.1, and we
mark their location on the regime diagram. We believe that the value of Ret chosen
for these simulations is sufficiently large for turbulent flow, and we vary Frt so that
these simulations straddle the transition from the ‘weakly’ stratified turbulence regime
22
100
102
104
106
100 102 104 106 108 1010 1012
1/Fr
Re
HST-F1
HST-F2
HST-F3
Re
Fr
2 =
1
Stratified Limit
Vis
cos
ity
-aff
ect
ed
flow
Figure 4.1: Regime diagram in terms of Ret and Frt following Brethouwer et al.
(2007). The grey band represents the range of estimates for the lowest value of 1/Frt
in the LAST regime based on the range for A reported in the literature. The dashed
line indicates the limit of the LAST regime assuming A = 1. The three symbols mark
the parameter values for the simulations discussed in detail in this paper.
(using the nomenclature of Brethouwer et al. (2007)) to the ‘strongly’ stratified or
LAST regime.
When the inertial scaling assumption inherent in (4.2) is applied to (4.1) with A =
1 then Reb = /νN
2. We wish to draw a distinction between the formal scaling Reb 
1 required for the asymptotic formulation of the governing equations to describe
dynamics in the LAST regime and this inertial scaling and so we distinguish between
Reb as defined in (4.1) and the parameter
Gn ≡ /νN2. (4.4)
We use the symbol Gn for this parameter (sometimes called the activity parameter) in
recognition of Gibson’s seminal work with this quantity and of Gargett’s association
of it with the dynamic range available for fully three-dimensional turbulence (Gibson,
1980; Gargett et al., 1984). Gn is widely used to characterize ocean flows within a
wide range of stratification strengths whereas the scaling arguments underlying the
definition of Reb apply to the LAST regime alone. It is important to appreciate that
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Gn is an appropriate nondimensional parameter for any turbulent flow in a stratified
fluid, yet is not necessarily equivalent to Reb unless A = 1 and Lh, defined rationally
for the flow under consideration, is equal to Lt.
The parameter range Gn ∈ [1, 100] is observed to occur widely in the world’s
oceans (Gargett et al., 1984; Jackson & Rehmann, 2014; Salehipour et al., 2016), and
so it is of geophysical interest to investigate this intermediate range further. This
intermediate range is also of particular interest as different dynamical regimes have
been identified with different ranges of Gn. Specifically, turbulence is expected to
be suppressed leading to largely quiescent (though not exactly laminar) flow when
Gn ∼ O(1) (Shih et al., 2005). In the flows considered by Bartello & Tobias (2013),
they found that the turbulence dynamics is very sensitive to Gn unless Gn is larger
than order O(10), which is consistent with some of the earliest scaling analyses on
the subject (Gargett et al., 1984; Gibson, 1986; Rohr et al., 1988; Itsweire et al.,
1993). Such sensitivity is also observed in the results reported in both Hebert &
de Bruyn Kops (2006a) and Hebert & de Bruyn Kops (2006b). More recently,
de Bruyn Kops (2015) found that the dynamics of stratified flows are different at
Gn = 48 and Gn = 220, which suggests another threshold at Gn ∼ O(100), consis-
tent with the findings of Shih et al. (2005) and Salehipour & Peltier (2015).
Although it is clearly not possible to characterize all turbulent stratified flows,
particularly in the presence of shear, in terms of a single parameter, as discussed
recently by, for example (Maffioli et al., 2016; Salehipour et al., 2016), there are sub-
tleties concerned with spatio-temporal averaging of flow characteristics. Specifically,
it is inevitable that the turbulent dissipation rate will vary in space and time, and suf-
ficiently strongly stratified turbulent flow appears to be generically spatio-temporally
intermittent. This observation raises a significant implicit issue with the definition
of Gn (4.4) which must be appreciated. Even in a flow where it is possible to define
a single (time-independent) buoyancy frequency N , any calculation of Gn will thus
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require the determination of some appropriate domain over which  is averaged. Typ-
ically, the studies just cited considered globally averaged measures of stratification
strengths (i.e. N) and turbulence characteristics (i.e. ) to describe a flow. Here,
motivated by the clear spatio-temporal variability of stratified turbulence flow, we
investigate whether it is possible to subdivide such a flow in a rational, quantitative
and robust fashion into different regions with qualitatively different turbulence and
mixing properties.
Therefore, we wish to test two inter-related hypotheses. Our first hypothesis is
that it is possible to use the density field to categorize a general flow into three
characteristic types of region: ‘quiescent regions’ where an appropriately locally
averaged Gn ∼ O(1), ‘intermittent layers’ where Gn ∼ O(10) and ‘turbulent patches’
where Gn & O(100). For widest possible applicability, it is important that this sorting
is useful for both ‘strongly’ and ‘weakly’ stratified turbulent flows, i.e. for general
turbulent flows whether or not they may be considered to be in the asymptotic LAST
regime. Our second hypothesis is that each of these three regions is associated with
qualitatively different, yet largely generic local flow dynamics. If these hypotheses
are validated, we will then be in a position to conjecture that at least some of the
observed and previously reported sensitivity of the properties of ‘weakly’ or ‘strongly’
stratified turbulence to reported values of Gn is due to the fact that the flows are an
instantaneous assemblage of such different flow subregions with different dynamical
properties in (typically) time-varying proportions. Our conjecture, if true, would
imply that the overall dynamics of any particular flow can be more clearly understood
by quantifying the proportion of the flow domain at any particular instant which is
occupied by regions of these three broad types characterized by their values of Gn,
determined essentially by averaging locally the dissipation rate over the individual
subregion, rather than globally over the whole flow domain.
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Clearly, central to the hypotheses is the requirement for robust identification of
such individual subregions. Here, we present just such an identification method based
on the space-filtered probability density of the vertical derivative of the fluid density.
In this paper, we exclusively demonstrate this method by consideration of data from
numerical simulation. Nevertheless, it is important to stress that a particular attrac-
tion of this method, unlike ones based on enstrophy for example (see Watanabe et al.
(2016)) is that it could in principle be applied to experimental data if the instanta-
neous density field at some resolution is captured on a horizontal-vertical plane using
laser-induced fluorescence (LIF).
To test our hypotheses the rest of this paper is organized as follows. In S2,
we briefly describe three simulations with different characteristic horizontal Froude
numbers, and thus different relative strength of overall stratification. We also present
contour plots that suggest that the different flows are indeed assemblages of quali-
tatively different subregions in varying proportions. In S3, we present our method
based on the cumulative filtered distribution of the local density gradient. We apply
this method to our simulation data in S4, finding that both our hypotheses appear
to be consistent with our data. Finally, we present our conclusions in S5.
4.2 Direct numerical simulations
We consider statistically stationary direct numerical solutions of the Navier-Stokes
equations subject to the non-hydrostatic Boussinesq assumption and with unity Prandtl
number. We impose periodic boundary conditions in all directions. The flow has no
mean shear, but a uniform background ambient stratification is maintained so that
the flow statistics are homogeneous and independent of (horizontal) direction. We
maintain quasi-stationarity by forcing the largest scales of the horizontal velocities to
have a prescribed spectrum using the method denoted Rf in Rao & de Bruyn Kops
(2011). Local shear is induced by random low-energy perturbations to the horizontal
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velocity components at small vertical wave numbers. The prescribed spectrum for the
forcing is obtained by repeating the simulations of Lindborg (2006) using his forcing
method and so the current flows are very similar in structure to those in that paper.
As already noted, parameters for the three simulations, which we denote F1, F2,
and F3, are listed in table 4.1. Since the largest scales of the horizontal velocities are
forced to the same target spectrum for all simulations, and the viscosities are the same,
the key difference between the simulations is the magnitude of the ambient density
gradient, which allows us to investigate the transition from the weakly stratified to
the LAST regime, as shown in figure 4.1. (See Almalkie & de Bruyn Kops (2012b) and
de Bruyn Kops (2015) for more detailed discussion of these simulations.) We define
the buoyancy (Lb), Ozmidov (Lo), Taylor (λ), and Kolmogorov (Lk) length scales
in the usual way in terms of the r.m.s. velocity u′, dissipation rate of turbulence
kinetic energy , and the buoyancy frequency, N ≡ √−g/ρ0 dρ¯/dx3, each of which
is averaged over the entire domain. In particular, in these flows it is natural to use
such a global buoyancy frequency in the calculation of Gn, although the dissipation
rate typically has large spatial variation. Here g is the gravitational acceleration
antiparallel to the x3 coordinate, and the total density ρt is the sum of reference,
ambient and fluctuating components, i.e., ρt = ρ0 + ρ¯(x3) + ρ(x, t). The fluctuating
density ρ satisfies periodic boundary conditions. The factor of 2pi is retained in the
definition of Lb.
The direct numerical simulations are computed using a Fourier pseudo-spectral
method. A fractional step method with the Adams-Bashforth scheme is used for time
integration. The nonlinear term in the momentum equation is computed in rotational
form, and the corresponding term in the internal energy equation is computed in
convective and conservation forms on alternating time steps to approximate the skew-
symmetric form and ensure energy conservation. The simulations are fully dealiased
by truncating the Fourier series. The domain is collocated on 8192 × 8192 × Nz
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Ret × 10−4 Frt × 102 Gn Lo/λ Lb/λ λ/Lk Lk/∆ Nx = Ny Nz
F1 3.91 7.43 218 1.3 22 42 1.4 8192 4096
F2 4.30 3.40 49.8 0.44 12 43 1.4 8192 2048
F3 5.73 1.52 13.4 0.16 6.1 44 1.4 8192 1024
Table 4.1: Simulation parameters for the cases considered in this paper. The uniform
grid resolution is denoted by ∆. Note that the Froude number and buoyancy length
include a factor of 2pi retained in the conversion of buoyancy frequency to buoyancy
period where all quantities have been defined in S2. See table 1 in Almalkie &
de Bruyn Kops (2012b) for more details.
uniformly spaced grid points, where Nz is the number of grid points in the vertical
dimension as listed in table 4.1.
As discussed in the introduction, we are interested in the identification of regions
of dynamically distinct turbulence. It has been proposed by Watanabe et al. (2016)
that potential enstrophy Π ≡ (ω · ∇ρt)2, where ω is vorticity, is effective in distin-
guishing turbulence from internal waves. A vertical plane though the Π field in the
most strongly stratified simulation F3 is shown in figure 4.2a. Qualitatively, layered
structures can be seen toward the left of the image, whereas a patch of turbulence
dominates the flow to the right. As we discuss in more detail below, only a small
fraction (less than 5%) of the volume of this flow is occupied by such patches, but
this plane has been carefully chosen to show the full variety of regions which arise and
can be identified by our method in a stratified turbulent flow. Figure 4.2b illustrates
(∂ρt/∂x3)/(dρ¯/dx3) for the same plane, with a color map chosen to emphasize the
sign of (∂ρt/∂x3)/(dρ¯/dx3). The visual similarity between figure 4.2a and 4.2b is one
of the two motivations of our identification method, the other being the practical
issue that planar data on the instantaneous density field, and in particular point-wise
vertical gradients of the density field, are more accessible in the laboratory than all
the components of velocity gradient tensor necessary to determine enstrophy.
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Figure 4.2: A vertical slice through case F3 illustrating (a) the logarithm of potential
enstrophy normalized by its domain average (b) ∂ρt/∂x3/dρ¯/dx3 and (c) the results
of the flow classification as implemented in S3. The coloring in (b) highlights the
convectively unstable fluid elements in red. The coloring in (c) corresponds to the re-
gion classification where red indicates a turbulent patch region, green an intermittent
layer region and white a quiescent flow region.
4.3 Methodology
Our proposed method for identifying dynamically different regions in stratified
turbulence generalizes the method discussed by Hedley & Keffer (1974) for making
what they refer to as ‘turbulent/non-turbulent decisions’. This three-stage method
involves first choosing a diagnostic field variable, φ(x), then computing a detector
function Q(φ,x) to identify values of the diagnostic field variable using a characteristic
filter size ` to remove the effects of internal intermittency, and finally discriminating
between turbulent and non-turbulent regions by identifying as turbulent regions where
Q ≥ Q∗ for some threshold value Q∗. These three stages have been used effectively to
distinguish between two flow regions with different characteristics (e.g. Kuo & Corrsin,
1971; Antonia, 1981; Nolan & Zaki, 2013). However, we hypothesize that stratified
turbulent flow can be subdivided into three dynamically different flow regions, and
so it is necessary to use two different filter widths, as we detail below.
Watanabe et al. (2016) report that both enstrophy and potential enstrophy are
needed to identify the turbulent/non-turbulent interface in stratified wakes. However,
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since our purpose here is not to determine precisely the edge of a turbulent region
but rather to compute a robust (and substantially less computationally demanding)
detector function of a diagnostic variable indicative of sufficiently spatially extended
and connected turbulent regions, we choose the diagnostic field variable to be defined
as φ = ∂ρt(x)/∂x3. It is at least plausible that active turbulence will lead to a high
probability of inverted density gradients and so we believe that φ > 0 should be a
good indicator of turbulence.
Not least due to the inherent range of scales associated with turbulent motions,
the inherent nonlocality of turbulence requires that any suitable identification method
to distinguish turbulent patches, intermittent layers and quiescent flow regions must
depend on an appropriate filter function G(x; `). For the results shown here, G is
the Gaussian function with variance `, but a spherical filter with diameter ` yields
comparable results. Furthermore, since we wish to be able to distinguish between two
different types of turbulent regions, corresponding to anisotropic intermittent layers
(in the sense that the horizontal extent of such layers is typically much larger than
the vertical extent) and more three-dimensional turbulent patches, we choose two
different filter widths, `1 and `2, in an attempt to capture the different geometry of
the two types of regions. This leads to the filtered density functions qi(x, φ
′) and the
associated cumulative filtered density functions (c.f.d.f.) Qi(x) defined as
qi(x, φ
′) =
∫ ∞
−∞
δ [φ′ − φ(x− r)]G(r; `i)dr , Qi(x) =
∫ ∞
Φi
qi(x, φ
′)dφ′ . (4.5)
where δ is the Dirac δ−function, r is a dummy variable for the convolution, `i are
the filtering scales, Φi is an appropriate upper limit and i = 1, 2. Since the diagnostic
field variable φ is the vertical derivative of the total density, we set Φ1 = Φ2 = 0 so
that the Qi give the fraction of locations within the filter region at which the density
gradient is unstable.
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To identify the critical lower threshold for the existence of turbulence (in either
layer or patch regions) we set the small filter length equal to the Taylor length scale,
`1 = λ, based on the observation that there appears to be power-law scaling of
the internal intermittency at this length scale even at the relatively modest Reynolds
numbers accessible in simulations (Almalkie & de Bruyn Kops, 2012a; de Bruyn Kops,
2015). Kuo & Corrsin (1971) suggest a filter width of 10Lk, which corresponds to
approximately λ/4 for our data, and our conclusions do not change qualitatively if
this (smaller) length scale is used for the filter length `1. To identify ‘patch’ regions
of overturning with vertical extent greater than that typical of intermittent layers, we
choose the filter length `2 = Lb, the buoyancy length scale, as this scale is thought to
characterize the thickness of layers in the ‘strongly stratified’ or LAST regime (Billant
& Chomaz, 2001; Brethouwer et al., 2007).
The final stage in the identification method is the determination of appropriate
threshold values Q∗1 and Q
∗
2 for the two detector functions. We denote I1 and I2
as the sets of all points in the domain where Q1 ≥ Q∗1 and Q2 ≥ Q∗2, respectively.
Since the buoyancy length exceeds the Taylor length, Lb > λ, for all cases, I2 is the
set of regions with density inversions down to a relatively large vertical length scale,
whereas I1 is the set of regions with density inversions down to a relatively small
vertical scale. It is thus natural to identify energetic turbulent patches as the set of
points IP contained in both I1 and I2, while intermittent layers can be identified as
the set of points IL which are in I1 but are not in I2. Quiescent regions can then be
defined as all the remaining points, i.e. the set of points IQ which are in neither I1
nor in I2, and so:
I1 ≡ {x |Q1 ≥ Q∗1 }, I2 ≡ {x |Q2 ≥ Q∗2 }, (4.6a)
IP ≡ I1 ∩ I2, IL ≡ I1 ∩ IC2 , IQ ≡ IC1 = (IP ∪ IL)C . (4.6b)
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where ( · )C indicates a complement. Within the framework of strongly and weakly
stratified turbulence (e.g. Brethouwer et al., 2007), Q∗1 and Q
∗
2 distinguish weakly
stratified regions from strongly stratified layers and Q∗1 further distinguishes the qui-
escent (though not necessarily completely laminar) regions within the layers, which
are characteristic of strongly stratified turbulence in the LAST regime, c.f., (Hebert
& de Bruyn Kops, 2006a, figure 5), (Brethouwer et al., 2007, figure 8), (Bartello &
Tobias, 2013, figure 19).
4.4 Results
The method discussed in S4.3 allows for different flow regions to be identified
given threshold values Q∗1 and Q
∗
2. We analyze the simulation data to identify (if
possible) values for Q∗1 and Q
∗
2 for which the regions identified as patches, layers,
and quiescent regions are at most weakly sensitive to those threshold values. In
figures 4.3a and 4.3b respectively, we plot the fractions V (I1) and V (I2) of the total
flow volume identified to be in the sets I1 and I2 for the three different simulations
under consideration as a function of the threshold values Q∗1 and Q
∗
2. Appropriate,
relatively robust values of these thresholds can be determined by considering the blue
lines, which represent the data for the least strongly stratified simulation, F1, which
is, unsurprisingly in the ‘weakly stratified’ regime in figure 4.1. In simulation F1,
virtually all of the filtered volumes include significant overturning. This simulation
is used to define turbulent patch regions with V (I1) ' 1 and V (I2) ' 1 so that the
patch region nearly fills the volume. Based on figures 4.3a,b, we set Q∗1 and Q
∗
2 to the
largest possible values which maintain V (I1) ' 1 and V (I2) ' 1. Larger values of Q∗1
and Q∗2 are preferred since this results in a detection method that is more sensitive
to changes in flow behavior. Therefore, we choose these values (marked with vertical
lines on the figures) as appropriate thresholds to identify turbulent regions (either
layers or patches) in the other two flows, which clearly also contain quiescent regions.
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Figure 4.3: (a) V (I1) as a function of threshold Q
∗
1 and (b) V (I2) in set I2 as a
function of threshold Q∗2. The thin vertical lines show the chosen values Q
∗
1 = 0.2
and Q∗2 = 0.35 used in our analysis. (c) Variation of Gn as a function of the volume
identified with patch regions (solid lines) and layer regions (dashed lines) as the
parameter Q∗2 is varied. The symbols correspond with the volumes in table 4.2.
Generally, the thresholds may be chosen at the edge of a region insensitive to Q∗1 and
Q∗2, and not necessarily where V (I1) and V (I2) achieve approximate unity.
Using these chosen values, it is now possible to identify the three different regions,
which we hypothesize have different dynamical properties, using (4.6). As an example
for the most strongly stratified case F3, such an identification on a particular plane
is shown in figure 4.2c. It is important to remember that our proposed identification
method is not intended to classify the turbulence properties of every single point in
the flow independently, but rather to characterize somewhat more extended regions of
the flow in terms of the proportion of the region which has inverted density gradients
over physically motivated length scales. Nevertheless, as is apparent on the figure,
our method appears to be able to identify the layered structures extending to either
side of the patch, as well as the intrusion of a quiescent region into the lower left edge
of the patch.
A further test of the sensitivity of our results to the threshold value Q∗2 is the
variation of the conditionally averaged Gn in each type of region as a function of
the volume identified with regions of that type. We define the conditional Gn for
regions I = IP , IL, IQ as 〈Gn|I〉 ≡ 〈0|I〉/ν〈N20 |I〉, where the notation 〈·|I〉 denotes a
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conditional average over the set indicated by I. Here 0 is the local dissipation rate
of kinetic energy and N0 ≡
√−g/ρ0 ∂ρt(x)/∂x3. The conditional Gn over the points
identified with each region are plotted in figure 4.3c for the full range of possible values
of Q∗2. We do not show curves for case F1 because this case is used to determine the
appropriate threshold values, and we wish to test the robustness of this determination.
To aid in interpreting figure 4.3c, note that for case F2 with Q∗1 = 0.2, about 55%
of the volume is identified as turbulent and the average Gn for the turbulent volume
is about 120. The right end of the solid green curve in figure 4.3c corresponds to
Q∗2 being chosen so as to define all the turbulence as patches. The right end of the
dashed green line corresponds to a different value of Q∗2 such that all the turbulence
is identified as layers. Neither of these values of Q∗2, though, results in classifications
consistent with contour plots for F2 similar to figure 4.2a. For almost any intermediate
value of Q∗2 chosen, Gn ∼ O(10) in the layers and ∼ O(100) in the patches. In fact
the long plateau in the dashed green line indicates that the statement Gn ∼ O(10)
for layers is very insensitive to the volume fraction identified as layers based on the
choice of Q∗2. For all the cases, Gn ∼ O(100) is completely insensitive to Q∗2. The
numerical values for the conditionally-averaged values of Gn in the various regions
and simulations when the thresholds are set to Q∗1 = 0.2 and Q
∗
2 = 0.35 are given in
table 4.2.
It is apparent that the first hypothesis set forth in the Introduction is validated,
i.e. three elemental regions can be identified using the density field, which are charac-
terized by distinct values of Gn. It is also clear that this identification is largely robust
with respect to the choice of threshold values, and also to the particular turbulent
regime of the flow under consideration.
We now turn our attention to the second hypothesis, i.e. that patches, layers, and
quiescent regions are associated with qualitatively different, yet largely generic local
flow dynamics. As an example test of this hypothesis, we apply our method to inter-
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pret the dissipation and irreversible mixing characteristics of the flows. de Bruyn Kops
(2015) showed that the shapes of the p.d.f.s of the local dissipation rate of turbulence
kinetic energy, 0, and the local rate at which available potential energy is lost due to
molecular mixing, χ0, depend strongly on the value of the domain-averaged Gn. In
particular, for flows with sufficiently large values of Gn, e.g. as in case F1, the p.d.f.s
are very similar to those for isotropic homogeneous turbulence with a mean (passive)
scalar gradient.
In figure 4.4, these p.d.f.s are plotted along with the separated contributions from
the patch, layer, and quiescent regions. We see that virtually all of the high dissipation
rates and high mixing rates occur in patch regions, with, in particular, the evident
‘shoulder’ in the p.d.f. of dissipation at high values being associated with the patch
regions. Indeed, in absolute terms, the majority of the dissipation and mixing occurs
in patch regions, as tabulated in table 4.2, even for the flow case F3, where less than
5% of the flow volume is identified as being in turbulent patch regions. (As already
noted, the plane chosen for figure 4.2 was carefully chosen to show all three kinds of
regions: patches; layers; and quiescent regions.)
Fundamentally, the identification method proposed here allows us to identify re-
gions where dissipation and mixing have qualitatively different character, thus con-
firming our second hypothesis. Further dynamical differences between cases F1, F2,
and F3, such as markedly differing transfer rate spectra and differing relative im-
portance of vertical shear to the dissipation rate of kinetic energy, are reported in
Almalkie & de Bruyn Kops (2012b) and de Bruyn Kops (2015).
These simulations are similar in some respects to those of Lindborg (2006), al-
though we have used a different forcing protocol to speed convergence. Lindborg
prescribed the average dissipation rate, irrespective of the flow’s organization into
‘patches’, ‘layers’ or ‘quiescent regions’. This is consistent with the concept that
the small scales of turbulence adjust to the energy being fed from the larger scales.
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Figure 4.4: P.d.f.s of the logarithms of the local kinetic energy dissipation rate 0 and
scalar mixing rate χ0 normalized by their means and variances. The solid curve in
each panel is a p.d.f. The remaining curves sum to the solid curve but are not p.d.f.s
themselves.
F1 F2 F3
Patch Layer Quiesc. Patch Layer Quiesc. Patch Layer Quiesc.
Gn 240 56 9.0 371 42 5.0 177 49 2.5
 % 99.5 0.2 0.3 69.0 24.9 6.10 56.0 27.3 16.7
χ % 99.3 0.1 0.6 73.9 20.2 5.98 66.3 21.3 12.4
Vol. % 96.3 0.72 2.98 9.53 44.4 46.1 4.28 13.3 82.5
Table 4.2: Local Gn averaged for the points in each region, the local kinetic and
available potential energy dissipation rates averaged for the points in each region as
ratios of their totals in the domain, and the volume percentage associated with each
region.
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In the current simulations, the average dissipation rate over the entire flow domain
is not prescribed, but it is comparable for all three cases. Nevertheless, the trans-
fer rate spectra are very different between the cases (Almalkie & de Bruyn Kops,
2012b), which is evidence that the flows dynamically adjust to dissipate the energy
provided by the (forced) large scales. This is clear evidence that the flows adjust to
satisfy the dissipation rate constraint through modifying the relative proportions of
the flow which are active and closer to isotropic at least geometrically (i.e. patches),
anisotropic (with high aspect ratio) and intermittent (i.e. layers) and quiescent, con-
sistently with the externally imposed stratification.
4.5 Conclusions
In summary, we have defined a method for identifying distinct dynamical regions
in a stratified flow that is robust to the choice of threshold values. By applying it
to simulation data, it is observed that by far the majority of dissipation and mixing
occurs in regions identified as patches of turbulence, even when these regions comprise
a very small fraction of the total volume. Interestingly, the patches in simulation
F3 appear to be very similar dynamically to the patches in F1, in terms of their
dissipation and mixing properties. The central stabilizing effect of stratification,
associated with F3 being in the strongly stratified or LAST regime and F1 being in the
weakly stratified regime as classified by Brethouwer et al. (2007) does not appear to be
that turbulence when it occurs is always less intense. Rather, ‘strong’ stratification
appears to reduce the proportion of the flow that is in intensely turbulent patches,
as the flow adjusts to have significant proportions of the flow domain identifiable as
intermittent (and more weakly turbulent, at least as quantified by the appropriate
local value of Gn) geometrically anisotropic layers, or indeed essentially quiescent
regions.
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We also believe that our proposed method is well-suited to the identification of in-
tensely mixing turbulent patches from laboratory density measurements using LIF at
sufficiently high spatial and temporal resolution, particularly since it is not necessary
to resolve the very smallest-scale of structures in the density field, but rather just
identify regions of local inversion. This identification appears to be independent of
where the flow’s parameters are located in the regime diagram (following Brethouwer
et al. (2007)) figure 4.1, in particular the identification appears to be robust (for
sufficiently high Reh) across the weakly stratified and LAST regimes. Furthermore,
our result that the turbulence in (identifiable) patches is largely similar for the three
simulations considered appears to explain the p.d.f.s of mixing and dissipation rates
in the literature.
Finally, we propose that this methodology could be applied to analyze in detail
the characteristics of turbulence and mixing objectively in highly spatio-temporally
intermittent stratified flows with a wide range of flow parameters, including for exam-
ple flows with large-scale shear, as our method is inherently local in its analysis of the
density field’s structure. Specifically, it could be used to understand other published
results which appear to be very sensitive to small changes in flow configuration or
bulk properties. We conjecture that such sensitivity is due to variations in the relative
proportions of the different types of regions, with for example a slight reduction in the
proportion of the volume which can be classified as a turbulent patch region leading
to a marked reduction in the total amount of dissipation and mixing occurring within
the flow.
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CHAPTER 5
DIRECT NUMERICAL SIMULATIONS OF
HOMOGENEOUS SHEARED STRATIFIED
TURBULENCE
5.1 Numerical method
Whereas the numerical treatment of the governing equations is not trivial, it has
been described compreherensively by previous studies such that a detailed, rigorous
explanation here would be superfluous. A triply periodic domain is used in conjunc-
tion with a Fourier pseudospectral method. Timestepping is performed with frac-
tional step method where non-linear terms are advanced with a third-order Adams-
Bashforth scheme. A sharp-spectral filter treats aliasing at 15/16kmax, where kmax is
the largest Fourier wavenumber supported by the discretized domain, which proved
to be sufficient in a-posteriori analysis. Pressure is handled by the exact pressure pro-
jection technique, which exactly satisfies the continuity condition (3.2c) in periodic
domains (Perot, 1993). The rest of the solver is derived from the method used in Al-
malkie & de Bruyn Kops (2012a); de Bruyn Kops (2015), with further details therein,
except for the handling of the shear term in (3.2a) and (3.2b) which we discuss in
this section.
5.1.1 Review of shear-integration methods
Temporal integration of (3.2) includes treatment of viscous diffusion and the in-
homogeneous shear term by an integrating factor approach (for the treatment of the
shear term, see Sekimoto et al. (2016), Appendix A.) Whereas treatment of viscous
diffusion by an integrating factor is common for spectral simulation, the latter is less
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so. Indeed, various approaches to handle mean flow advection of the turbulent flow
have been proposed.
Rogallo (1981) performs a coordinate system transformation of (3.2), derived in
Appendix A. This practice dates from linearization for treatment with rapid distor-
tion theory (Pearson, 1959) and hydrodynamic instability (Lin, 1955, e.g.). Almost
identical schemes have been used by others (Holt et al., 1992; Jacobitz et al., 1997;
Shih et al., 2000, e.g.), wherein a computational coordinately system is allowed to
shear against the mean flow until it is periodically remapped at discrete intervals
on the order of the shear timescale, in a “remeshing” step. The scheme effectively
integrates the shear term at integral timescales and requires heavy dealiasing follow-
ing the remeshing step, resulting in anomalies in small scale quantities as illustrated
later, in figure 5.1.
A related approach has been to incorporate the shear integration at each timestep
(Brucker et al., 2007; Chung & Matheou, 2012; Sekimoto et al., 2016), which rep-
resents a fundamentally more consistent discretization of the continuous problem.
Using a similar scheme, Chung & Matheou (2012) shows that the fluctuating quanti-
ties accrue significant horizontal means relative to the prescribed means which have a
strong influence on the flow dynamics. Motivated by a mimetic scheme, we have opted
to remove any turbulent upscale transfer to planar means in interest of maintaining
the imposed mean profile implied by the problem statement.
Alternative approaches have been made in the simulation of this flow. Gerz et al.
(1989) use a similar scheme, except with a finite difference scheme in the vertical.
Kaltenbach et al. (1994); Schumann & Gerz (1995) use a similar scheme to the pre-
vious in series of large-eddy simulations. Sekimoto et al. (2016) use a compact-finite-
difference scheme with free-slip boundary conditions. Kasbaoui et al. (2017) uses a
hybrid finite-volume/spectral scheme with an implicit time integration scheme.
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5.1.2 Timestepping
For turbulent flows dominated by advection, the discretized domain imposes a
velocity scale, ∆x/∆t, which is thought to correspond to the maximum supported
flow velocity on the discretized grid such that
U < ∆x
∆t
, (5.1)
where U is a velocity scale typically implemented as the maximum velocity on the
grid, ∆x is the grid spacing and ∆t is the step size for the temporal integrator.
In more practical terms this parameter is used as a condition for stability, and
requires some relaxation that depends on the spacial and temporal discretization:
U ∆t
∆x
< NC . (5.2)
where NC is the Courant number (Courant et al., 1928).
5.2 Validation
Validation of the numerical technique was performed with these methods designed
to isolate potential sources for error in solution accuracy and precision. Two of the
more interesting and relevant cases are included in this section, but are by no means
exhaustive. Additional validation was performed by energetic balances and decaying
stratified turbulence.
5.2.1 Validation Case 1: Taylor-Green
The Taylor-Green initial conditions are a rare example of analytical solutions from
Navier-Stokes (Taylor & Green, 1937). Three-dimensional asymptotic solutions exist
for flow at early times, therefore the numerical solution with these initial conditions
offer a reference test case which does not rely on previous numerical or experimental
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Figure 5.1: Left: A figure from Taylor & Green (1937) showing the kinetic energy
dissipation rate of a truncated asymptotic solution. Superimposed in color are the
numerical solutions implemented in the pseudospectral code used in this work. Right:
A figure from Shih et al. (2000), with superimposed validations. These figures are
reproduced and modified from their respective publications under fair use.
solutions. A series of cases which vary by Reynolds number are compared to an
analytic solution in the left panel of figure 5.1. We obtain accurate solutions for the
first few integral times, when the analytic solution is valid. Accuracy was compared
against other Fourier pseudospectral codes (Mortensen & Langtangen, 2016) and
equivalent results were observed.
5.2.2 Validation Case 2: Transient Homogeneous Stratified Sheared Tur-
bulence
The early time “stationary” cases of Shih et al. (2000) were simulated with the
methodology presented in this section, whereas the original simulations were done us-
ing the Rogallo scheme . The simulations were parametrically identical apart from the
validation cases using an isotropic grid. Results for the instantaneous shear param-
eter are shown in the right panel of figure 5.1. Some deviations may be attributed
to the random initialization procedure used in Shih et al. (2000). However, most
notably, the validation cases do not suffer from the dramatic periodic decreases of
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kinetic energy dissipation associated with the Rogallo solution procedure. As such,
a-posteriori analysis indicates the method used in this study presents significantly
better energy conservation properties.
5.3 Computational expense
Using the interpretation of the Reynolds number as a measure of scale separa-
tion in a flow, it is possible analyze the computational expense of direct numerical
simulations apriori. Considering isotropic turbulence for now, the domain length L
is characteristic of the integral length scales of the flow and the grid spacing ∆x is
characteristic of the smallest length scales of the flow, that is
L ∝ LE and ∆x ∝ LK , (5.3)
By the scale-separation analogy of the Reynolds number in 3.2,
Re ∼ L
∆x
4/3
, (5.4)
For isotropic grid spacing, N ≡ (L/∆x)3 where L is a domain length,
Re ∼ N4/9, (5.5)
since the memory usage for a discretized field is proportional to the number of grid
points, the necessary scaling for memory is poor where, for instance, a doubling of
the Reynolds number requires increasing the memory requirements by more than a
factor of four.
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An alternative to the length scale parameterization presented in 3.2 would be to
express the parameters as a ratio of timescales. For instance,
Re ∼
(
τ
τK
)2
, (5.6)
where τ is a timescale characteristic of a large integral timescale and τK is char-
acteristic of the smallest timescales in the flow. As above, assuming τ and τK are
proportional to longest timescale T and smallest timescales ∆t resolved in simulations,
respectively. Then,
Re ∼ N2t (5.7)
where Nt is the number of timestep in the simulations, which is related to the runtime
of the simulation. The temporal scaling is another performance-affecting consequence
of resolving all relevant flow scales in direct numerical simulation. Noting that total
computational cost c can be interpreted as a function of memory accesses, it may be
approximated by c ∼ Re11/4.
44
CHAPTER 6
STATIONARY HOMOGENEOUS SHEARED
STRATIFIED TURBULENCE
In this chapter, some fundamental open questions outlined in chapter 2 are con-
sidered by the generation and analysis of stationary configurations of HSST. Firstly,
the determination of the Reynolds-number-independent critical Richardson number
associated with stationarity is considered by implementing a tuning scheme to im-
pose approximately constant kinetic energy over O(100) integral timescales. The
stationary turbulence is then used to compare against parameterization of the eddy
diffusivity of heat and momentum, which are necessary components of geophysical-
scale hydrodynamic models. General turbulent dynamics of the flow is discussed then
an alternative modeling framework is proposed based on fundamental classical scaling
theories.
6.1 Design of experiments
6.1.1 Large scales
The effect of the domain size was rigorously considered in the design of the exper-
iments. The effect of the box size on unstratified homogeneous shear flow has been
studied in Sekimoto et al. (2016), though caution is advised in porting results from
such unstratified flows because the means of establishing stationarity is strongly re-
lated to artificially constraining length scales without the stabilizing effects of stratifi-
cation. Thus, the stationarity of HSST appears to be a better posed physical problem
compared to the unstratified case provided the physical mechanism of stratification to
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balance shear production. Therefore, it was deemed necessary to evaluate the effects
of the domain size on the flow given the lack of such a study for HSST.
The parameterization of the domain size is described by three aspect ratios, de-
fined by each domain length and the turbulence length scale
Axy ≡ Lx
Ly
, Ayz ≡ Ly
Lz
and Az ≡ Lz
LLE
. (6.1)
All published studies of HSST, as described in chapter 2, have assumed the same
criteria for domain sizes, wherein stationary and transient numerical experiments
have used Axy = 2, Ayz = 1. It has been observed that these domain aspect ratios
are both inconsistent with observed inertial length scales and inhibitive to domain-
size-independent solutions. By a parameter-space study discussed in Appendix B, we
have instead opted for Axy = 4 and Ayz = 2 where stationary solutions were observed
to be approximately independent of domain scale after Az ≈ 10. Such a domain
configuration is supported, a posteriori, by measured length scales.
6.1.2 Small scales and timescales
Due to our interest in high Reynolds number flow, we have assumed that small-
scale resolution is approximately similar to the constraints observed for homogeneous
isotropic turbulence (Eswaran & Pope, 1988; de Bruyn Kops & Riley, 1998) and not
compounded by the influences of large-scale intermittent phenomena of homogeneous
stratified turbulence (de Bruyn Kops, 2015). The resolution constraint
kmaxLK ≈ 2 (6.2)
proved to adequately resolve the small-scales of interest for this study.
Energetic stationarity is considered at large timescales, i.e. St ∼ O(100), to
accurately resolve the means and variances of fundamental flow parameters. Provided
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the empirical relation (2.4) hold, results are considered at O(10) integral timescales.
Energetic stationarity is defined such that
〈∂Ek
∂t
〉
≈ 0 (6.3)
where 〈·〉 denotes an ensemble average. The smallest timescales of the flow were
resolved by dynamically adjusting the numerical integrator timestep, ∆t, in the time
integration scheme according to the CFL criteria
NC < 0.2 . (6.4)
6.2 Stationarity tuning
Stationarity is induced by fixing a value of ν, choosing a target turbulent kinetic
energy Et then adjusting the Richardson number via g (c.f. Taylor et al., 2016) using
a mass-spring-damper control system:
c0SRi
′(t) + 2αωE˜ ′k(t) + ω
2(E˜k(t)− 1) = 0 (6.5)
where the prime notation denotes a temporal derivative, E˜k(t) ≡ Ek/Et is the normal-
ized turbulent kinetic energy, ω is the characteristic frequency of oscillation and α is a
dimensionless damping factor. The control system has been derived by assuming that
the kinetic energy follows a second order linear system (e.g. Rao & de Bruyn Kops,
2011), and then by applying the first-order approximation E˜ ′k(t) ≈ c0S(Ri(t) − Ric)
such that E˜ ′′k (t) ≈ c0SRi′(t). The parameter c0 ≈ −1 is supported by Jacobitz et al.
(1997), the characteristic frequency ω is determined by the mean shear, and a damp-
ing coefficient α = 1.5 was found to work well.
It has been observed that both the effects of damping and tuning at integral
timescales is essential for converging on a critical Ri with small fluctuations and also
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Case Gn Ri Fr Nx
SHSST-R1 36 0.163 0.46 1024
R2 48 0.159 0.47 1280
R3 59 0.162 0.48 1536
R4 81 0.154 0.50 1792
R5 110 0.155 0.52 2048
R6 160 0.157 0.48 3072
R7 240 0.156 0.48 4096
R8 390 0.146 0.46 6144
R9 550 0.163 0.45 8192
R10 900 0.152 0.42 9600
Table 6.1: Simulation parameters. Nx is the number of grid points in the x-direction
and the grid spacing is isotropic.
ensures stationarity is a result of Ri and not Ri′(t), where the later is assumed to be
asymptotically small for the system (3.2) (see Chung & Matheou (2012) for further
discussion). Dimensionally, in the simulation, Ri is tuned by adjusting g (c.f. Taylor
et al., 2016).
6.3 Simulation summary
The relations and criteria 2.2, 2.4, 6.1 and 6.2 determine the dimensional sys-
tem parameters for a series of experiments which vary by Reynolds number. The
simulations presented here are summarized in Table 6.1. Time series are shown in
figure 6.1a to illustrate convergence. Crucially, following this procedure, Ri ≈ 0.16
emerges without presupposition for all our cases, as shown in the table 6.1 along with
other emergent parameters; flow statistics are averaged over a period of St ≈ 100
unless noted otherwise. In the left panel of figure 6.1, Richardson numbers tend to
fluctuate by 0.01 from their means, a confidence interval at least as precise as critical
Richardson numbers reported by Jacobitz et al. (1997); Shih et al. (2000). Energetic
fluctuations are more substantial than higher dimensional forcing schemes (i.e. Over-
holt & Pope, 1998; Rao & de Bruyn Kops, 2011), which dynamically control the flow
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Figure 6.1: Left, sample time histories of the relative kinetic energy fluctuation about
the target energy and the Richardson number. Smaller fluctuations with increasing
Reynolds number were observed, but generally, the kinetic energy remains within
10% of its target. Right, longitudinal streamwise velocity spectra for case A5 sam-
pled throughout the run period illustrating small spectral fluctuations, where the
most significant fluctuations are about the smallest wavenumbers. The dashed line
represents k−5/3.
with more granularity, but nonetheless accurately resolve mean statistics. We show
in right panel of figure 6.1, that these fluctuations occur at the lowest of wavenumbers
such that turbulence at scales sufficiently smaller than the scales of production can
be analyzes by instantaneous statistics without time averaging.
An increase of the critical Richardson number with Reynolds number is not ob-
served in these simulations as suggested by Holt et al. (1992); Shih et al. (2000), who
suggested an asymptotic approach to the Miles-Howard critical Richardson number
for hydrodynamic instability. The lowest Reynolds number to robustly maintain sta-
tionarity according to our stringent criteria corresponds approximately to case R1.
Case R1 corresponds to Gn ≈ 36, which is consistent with critical values observed
and estimated for sustained three-dimensional turbulence (Gibson, 1980; Shih et al.,
2005; Portwood et al., 2016).
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6.4 Emergent dynamics
6.4.1 Energetics
Just as the non-dimensional parameters emerge as a results of the stationarity
constraint, so does the turbulent and scalar dynamics and the partitioning of energy
amongst forms and components. The ratio of potential energy to kinetic energy,
RPK ≡ Ep/Ek , (6.6)
is a critical component to mixing models wherein Reynolds number, or Gn, depen-
dence is often omitted and the mixing is assumed to be a function of Ri (Osborn &
Cox, 1972; Schumann & Gerz, 1995; Pouquet et al., 2018). In ‘strongly’ stratified
turbulent flow, Billant & Chomaz (2001) suggests that there should be approximate
equipartition between potential and kinetic energy, i.e. RPK ≈ 1, an assumption
also used by Lindborg (2006). These models do not account for Reynolds number
effects; therefore, parameterization of the energetic partition is an important a priori
validation necessary for model evaluation.
Recalling that the kinetic energy amongst cases is the same by our definition
of stationarity, we observe a significant decrease in potential energy with increasing
dynamic range as shown in figure 6.2. In comparison, the results of Brethouwer et al.
(2007), which span up to Gn ∼ O(10) at much lower Froude number in homogeneous
stratified turbulence, report RPK ≈ 0.15 at Gn ≈ 16, noting a asymptotic trend
to this value from RPK ≈ 0.05 at Gn ≈ 0.1. Though we observe similar values at
Res ≈ 5 (corresponding to Gn ≈ 30), higher values of Gn reveal a subsequent decline
in RPK , as suggested by Remmler & Hickel (2012). Past Res ≈ 40 (Gn ≈ 300), RPK
assumes an apparently asymptotic value of 0.08 in these simulations.
A distinguishing characteristic of sheared stratified turbulence, relative to other
stratified flows, is the absence of axisymmetry normal to gravity such that anisotropy
must be parameterized in each dimension. Inertially-relevant anisotropy can be
50
00.05
0.1
0.15
0.2
0.25
101 102
E
p
/
E
k
Res
Ep/Ek
Ep/3〈w2〉
Figure 6.2: The ratio of potential energy to kinetic energy and vertical velocity
variance, with the Ep-Ek ratio approaching asymptotic values near 0.08 for Rs > 40.
characterized by the variance of individual velocity vector components as they con-
tribute to the mean turbulent kinetic energy. These velocity variances resulting from
anisotropic dynamics are shown in figure 6.3. We observe turbulent kinetic energy is
dominated by streamwise velocity fluctuations with the smallest contributions com-
ing from vertical velocity fluctuations. Notably distinct from axisymmetric flows, the
horizontal components of velocity variance represent approximately 80 percent of the
total contributions to kinetic energy. The cross-stream velocity variance accounts
for only 30 percent of the total energy. The vertical variance, subject to exchanges
to potential energy, is typically suggested to vary as a function of Froude number
(Brethouwer et al., 2007), here accounting for approximately 20 percent of the total
energy and remaining constant as a function of Gn.
Perhaps surprisingly, anisotropy of velocity fluctuations increases with increasing
dynamic range. That is, the streamwise velocity component becomes increasingly
dominant with increasing Reynolds number apparently at the expense of the cross-
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Figure 6.3: The partition of kinetic energy amongst each velocity component where
a value of 1/3 would be expected for a statistically isotropic velocity vector.
stream velocity variance. One possible interpretation is that declining viscous effects
at inertial scales allow the flow to evolve to an intrinsic inertial equilibrium state.
6.4.1.1 Energetic contributions
It might be assumed that the significant energetic transitions in this parameter
regime would be explained by transient dynamical phenomena. Here we analyze
the stationary behavior of the dynamics relevant to the kinetic and potential energy
balances. The ensemble-averaged energy equations, as derived from (3.2), obey
∂Ep
∂t
= B − χ and (6.7)
∂Ek
∂t
= P −B −  , (6.8)
with the turbulent production from mean shear P = 〈uxuz du¯x/dz〉eˆx, the buoyancy
flux B = 〈(g/ρ0)~uρ〉eˆz which have anisotropic effects on the evolution of 〈u2x〉, 〈u2z〉
respectfully.
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Figure 6.4: Relationships between dynamic quantities as a function of Reynolds num-
ber. The dashed line at unity corresponds to the unimposed, but emergent condition
that χ = B. The dashed line at 0.2 indicates the threshold for Γ suggested by Osborn
(1980). Note that all dynamic ratios appear approximately constant.
Note that the left hand sides of (6.8), (6.7) reduce to approximately zero due
to stationarity constraint such that the dynamics may be summarized by mixing
coefficient, defined
Γ ≡ χ/ (6.9)
and another parameter. We choose Γ in recognition of its application to hydrodynamic
modeling, which is discussed in the next subsection.
The ratio of terms in the energetic balance is shown in figure 6.4. We observe
a slight decline of Γ from 0.2 to approximately 0.175 until Res ≈ 40, remaining
approximately constant thereafter such that we do not observe the proposed Reb
−1/2
scaling observed in a similar flow by Shih et al. (2005) for their energetic regime of
Reb > 100. We also note that this implies Prt ≈ 1 in recognition of the approximately
constant Richardson number at 0.16. Due to the condition of stationarity being
imposed on the kinetic energy, accompanying induced stationarity of the potential
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energy is guaranteed, though observed in figure 6.4 for reference such that χ ≈ B.
By this virtue, we also note the parameter
Rf ≡ B/P ≈ Γ (6.10)
remains approximately constant, as shown in figure 6.4.
6.4.2 Mixing parameterization
In modeling the mean flow analogue of (3.2), the exact eddy diffusivity of mo-
mentum and scalar diffusivity are defined
κm ≡ P/S2 and κρ ≡ B/N2, (6.11)
respectfully. The development of parametric models to to approximate the eddy
viscosities and scalar diffusivities is an important challenge relevant to hydrodynamic
models wherein small-scales cannot be appropriately resolved.
As defined here, the vertical scalar diffusivity is amongst the most challenging
and broadly-impacting closures wherein many models have been proposed based on
experiments and simulations of a variety of different flows (e.g. Ivey & Imberger, 1991;
Barry et al., 2001; Shih et al., 2005; Ivey et al., 2008; Maffioli et al., 2016; Venaille
et al., 2017; Salehipour et al., 2016; Mashayek et al., 2017; Zhou et al., 2017; Gregg
et al., 2018; Monismith et al., 2018). Amongst these models, a central framework
has been proposed by Osborn (1980) which suggest that the B, or equivalently χ for
these stationary flows, can be related to  via a mixing coefficient, i.e. Γ as defined
in (6.9), such that
κT = νΓReb. (6.12)
This framework reasserts the modelling problem to that of finding the functional
dependence of Γ. Though many, often conflicting, parametric models have been pro-
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posed (see reference cited above), Osborn (1980) suggests an upper bound of Γ = 0.2
by empirical results and analysis of the kinetic energy transport equation. More
recently, the flow configurations where this bound is appropriate has been studied
studied by Gregg et al. (2018); Monismith et al. (2018). Central to Osborn’s argu-
ments is a homogeneous single-component shear and the stationarity condition, as
considered here.
Similarly, Crawford (1982) suggests a similar model framework implies for the
flows considered here (Venayagamoorthy & Stretch, 2010; Salehipour & Peltier, 2015,
for more details),
κm = ν(1 + Γ)Res. (6.13)
such that the turbulent Prandtl number
Prt =
κT
κm
=
Γ
1 + Γ
Ri−1 (6.14)
is observed to be approximately unity throughout our Reynolds number range. We
plot the turbulent mixing coefficient Γ ≡ χ/ in figure 6.5a. Whereas there is some
modest decrease with increasing Gn from the peak Γ of approximately 0.19, remark-
ably close to Osborn’s suggested upper bound, there is no evidence of the commonly-
suggested Gn−1/2 scaling (e.g. Shih et al., 2005; Ivey et al., 2008; Monismith et al.,
2018). A decrease in mixing efficiency with respect to Gn by only 10% is observed
until Gn ≈ 200, above which Γ ≈ 0.17; there is no evidence of the ‘energetic’ regime
of Shih et al. (2005) for Gn > 100. There is evidence that the upper bound proposed
by Osborn is a useful estimate, at least in flows where the underlying assumption of
stationarity is well-justified, as such flows naturally adjust to Ri ≈ 0.16 and Fr ≈ 0.5.
Prt is plotted in 6.5b, and proves to be close to unity for all values of Gn. This
is perhaps unsurprising, but makes clear that the turbulent processes that mix heat
and momentum in these flows are highly coupled, and in particular that the stratifi-
cation is not sufficiently ‘strong’ to modify the turbulent processes greatly, but rather
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Figure 6.5: a: Variation of turbulent flux coefficient Γ with Gn. The upper bound
proposed by Osborn is indicated by the gray dashed line where Γ ≈ 0.2, and the
Gn−1/2-based parameterization suggested in Shih et al. (2005) is plotted for their
‘energetic’ regime of Gn > 100. b: Variation of turbulent Prandtl number Prt with
Gn.
that the irreversible conversion of kinetic into potential energy occurs in a balanced,
equilibrated manner.
6.5 Ramp-cliff
The ramp-cliff phenomenon is a common large-scale feature observed in scalars
with a mean gradient (Gibson et al., 1977; Warhaft, 2000). It is described, phe-
nomenologically, by gradual increases in scalar magnitude (ramps) followed by sharp
decrease (cliffs) in space or time. The imposition of large-scale shear drives the pro-
duction of ramp-cliff, organized by the mean shear and the mean scalar gradient
(Antonia et al., 1986), in the same way that spontaneously generated shear almost
randomly orients ramp-cliff in non-sheared flows (Vassilicos & Hunt, 2000; Holzer &
Siggia, 1994, pp 146). Thus the large-scale structures observed in momentum-derived
and scalar-derived statistics are considered to be related to the analogous intermit-
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Figure 6.6: Domain subsections of ρ, measuring 5LE in each dimension to show the
effects of increasing dynamic range on the coherency of the inclined structures. Panels
indicate, left to right, cases R1, R3, R5, R8 and R9. The colormap is linear, bounded
at three standard deviations less than the mean (white) and greater than the mean
(blue).
tent phenomenon of ramp-cliff, except that the mean shear induces non-axisymmetric
anisotropy which serves to untangle the orientation of the structures (Warhaft, 2000,
pp 215). Tong & Warhaft (1994) showed that there is a tendency for the ramps
to become sharper and more intense with Reynolds number. Richardson number
parameterization of this phenomenon has been studied in transient and short-time
stationary HSST (Jacobitz & Moreau, 2016). It is not obvious that these structures
would persist at large Reynolds numbers, therefore it is necessary to ask whether they
stay coherent in the presence of increasing dynamic range, or if they succumb to the
tendency of higher Reynold number flows toward isotropy. Figure 6.6 illustrates the
fluctuating density in slices normal to shear. By observation, the dominant alignment
with shear is revealed to be complicated with increasing dynamic range – allowing
the smaller scale fluctuations to disrupt the structure observed in lower Re flows.
The anisotropy associated with such structures is thought to be characterized by
scalar gradient skewness (Warhaft, 2000). In order to illustrate the dependence of
gradient skewness on the ramp-cliff phenomena, the skewness as a function of direc-
tional derivative orientation is shown in figure 6.7b for a few cases. If the anisotropy
due to the persistent inclination of these structures is characterized by the derivative
skewness, the derivative skewness should be maximized in the direction normal to
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Figure 6.7: (a) Probability density function of the magnitude of the turbulent scalar
directional derivative normalized by the mean gradient, where the derivative is taken
in angles from the streamwise axis. The grey shaded region indicates a circular
uniform distribution. Note the gradient is not reflectionally symmetric with respect
to any angle, indicating ramp-cliff behaviour. The derivative is also minimized at an
angle consistent with the observed orientation in figure 6.6. (b) Absolute directional
gradient skewness. The magnitudes show little dependence with Reynolds number,
indicating that the ramp-cliff phenomena is robust and not low dynamic-range large
scale behaviour.
the inclination. This is observed, with no discernible Reynolds number effects. When
compared to figure 6.6, the skewness also appears minimized when the derivative is
parallel to the inclined large-scale structure.
Further evidence for ramp-cliff behaviour is observed in figure 6.7a, which shows
the magnitude of the turbulent scalar directional derivative as a function of angle
from the streamwise axis. The noted asymmetry with respect to the inclination angle
implied by 6.7b, is characteristic of the ramp-cliff phenomena as described earlier.
Since this phenomena is not aligned with coordinate system of the bulk flow, and
the inclination angle being a function of Richardson number (Jacobitz & Moreau,
2016), we suggest that using gradient skewness with respect to the bulk flow coor-
dinate system as a turbulence diagnostic is not robust and likely to be extremely
scattered in laboratory or field measurements. This is supported by the extreme
variation with angle from streamwise axis in skewness measurements observed here.
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6.6 Dissipation anisotropy
The existence of anisotropy at dissipative length scales would require dynamical
estimates of κT to account for anisotropy. Therefore, it is necessary to evaluate
common dissipation surrogate models to assess their applicability and to characterize
small-scale anisotropy in these flows. Here, we use single component surrogate models
which rely on a single derivative and the isotropy assumption:
˜ij =

15ν
〈(
∂ui
∂xj
)2〉
if i = j
15/2ν
〈(
∂ui
∂xj
)2〉
if i 6= j
(6.15a)
χ˜j = 3κ
〈
g2
ρ20N
2
(
∂ρ
∂xj
)2〉
. (6.15b)
In flows that are inherently anisotropic due to mean shear or mean flux, it is
widely assumed that small-scale isotropy is a reasonable assumption when the scale
separation is large (e.g. Gargett et al., 1981). However, evidence suggests that
isotropy assumptions can be very inaccurate in stably stratified flows (Itsweire et al.,
1993; Hebert & de Bruyn Kops, 2006b) and even for some statistics in homoge-
neous isotropic turbulence (Almalkie & de Bruyn Kops, 2012a). de Bruyn Kops
(2015) determined that the isotropic assumption is reasonable in homogeneous strat-
ified turbulence provided Gn ' 200, yet suggested that an even higher Gn threshold
may be appropriate. The validity of (6.15) is tested with the help of figure 6.8 in
which is plotted the relative error (˜ij − )/ of the various single-component dissipa-
tion estimates. As with energy partition, there is an apparently asymptotic regime
for Gn ' 300 in which the assumption of isotropy applied to dissipation rate is
valid within approximately 10% error. Nevertheless, there is evidence of small-scale
anisotropy as expected from the analysis in Durbin & Speziale (1991), which shows
that dissipation-range isotropy should only exist when S∗  1; in these simulated
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Figure 6.8: Instantaneous measurements of small-scale anisotropy, where the dashed
line represents perfect isotropy at the small scales.
flows S∗ ≈ 5. However, in figure 6.8 it is observed that the longitudinal cross-stream
and vertical derivatives yield good estimates of the dissipation rate even in cases
in which the small scales are strongly anisotropic. The same can be said for the
cross-stream derivative of the buoyancy relative to the buoyancy variance dissipation.
6.7 Length scales
Whereas we have observed the relationship between turbulent scales to remain
approximately constant amongst all cases, as evidenced by equilibrium S∗ and Fr, the
relationship behavior of energetics and dynamics discussed in this section implies that
the scales characteristic of the scalar exhibit a transient trend. Recalling the scalar
outer-scale associated with Obukhov-Corrsin similarity, LOC as presented in section
3.2.2, we show the ratio of the outer-scale to the Ozmidov length scale, which remains
approximately constant, in the left panel of figure 6.9. Here, this value is transient
until Gn ≈ 300, where it appears to remain constant near 0.5. This implies that
the scaling χ ≈ EpN is valid in this high Reynolds number regime, such that outer-
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total dynamic range, determined by (6.17) and (6.16), illustrating anomalous scaling
with the range of isotropic scales associated with the scalar with the dashed line
indicated the expect Res
3/4 scaling.
scales adjust to the Ozmidov length scale such that the scales are almost completely
contained within a regime unaffected by the effects of stratification. This is indeed a
condition of a Obkhov-Corrsin sub-regime in anisotropic flows.
The decrease of the LOC implies that the total dynamic-range associated with the
scalar anomalously scales with the shear Reynolds number Res. We define the total
range of dynamic-scales for turbulence and the scalar as
δ`t = (LL − LK) and (6.16)
δ`ρ = (LOC − LB) , (6.17)
respectively, and show them as a function of Reynolds number in the right panel
of 6.9. With respect to the turbulence scales, after an initial transient the range of
total dynamic scales appear to increase with Res
3/4, as predicted by our definitions in
section 3.2. With the scalar, there is clearly a flatter-than-predicted scaling regime at
high Reynolds number which is characteristic of the transient outer-scales observed
in the left panel of 6.9. Furthermore, the range of dynamic scales associated with
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Figure 6.10: (a) Power-law fits of scaling exponents (c.f. Sreenivasan, 1991) illustrat-
ing a tendency toward powerlaw spectra associate with Kolmogorov scaling (≈ 1.67),
error bars indicated 99% confidence intervals. (b) Power law spectra for the scalar,
where the dashed line indicates the power laws predicted by Oboukhov-Corrsin scaling
(≈ 1.67).
the scalar is significantly smaller than that of the turbulence, suggesting that if a
dynamic-range threshold exists, it will not occur simultaneously with the scalar and
the turbulence.
6.8 Two-point scaling
It is clear that the transitions of length scales become consistent with the dy-
namical scaling arguments of Obukhov, however in order to assess the applicability
of the two-point scaling properties associated with the scaling theory we now look
at the power-law behavior of the spectra as the dynamic increases. In figure 6.10,
we show the power law behaviors of the spectra of turbulence and the scalar as they
correspond to Kolmogorov and Obukhov similarity, respectively. Whereas this is not
the most robust measure of power-law behavior (compared to compensated spectra,
for instance, c.f. de Bruyn Kops (2015)), it does provide a useful summary measure
of the transition to classical scaling behavior.
Literature indicates that the convergence of power law behavior in shear flows of
transverse turbulence spectra and scalar spectra to their theoretical values may occur
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at very large microscale Reynolds numbers (O(1000)) (Sreenivasan, 1991; Shen &
Warhaft, 2002). Here we observe that whereas the longitudinal spectra of turbulence
converge near the values expected by Kolmogorov scaling, the transverse components
do not. At lower Res, the coherence of a power law is doubtful due to the large errors
observed by the power-law fit.
Moving to the scaling of the scalar, in figure 6.10b, while we observe a tendency
toward Obukhov-Corrsin scaling, the power laws do not achieve the values predicted
by the similarity theory. The value of approximately 1.4 for the scalar spectra by
our largest Reynolds number is, however, consistent with the passive scalar measure-
ments shown in Sreenivasan (1991), who comments that this phenomena is consis-
tent with viscous effects inhibiting the downscale transfer process, suggesting that
broader dynamic scales will allow for convergence on the predicted power laws pro-
vided sufficiently large Reynolds number. Therefore we can assume that whereas the
fundamental dynamical processes associated with Obhukhov-Corrsin scaling become
relevant by Res ≈ 100, a point we discuss in the next section, the two-point statistics
may require a much higher dynamic range to capture.
6.9 Implications of a classical inertial range
Local isotropy is a state wherein statistical symmetries of multi-point statistics,
such as homogeneity, isotropy and stationarity, are present in a spatio-temporal lo-
calized region (Monin & Yaglom, 1975). In the presence of anisotropic integral scales,
the conditions of local isotropy are defined, in the spatial sense, by a quasi-equilibrium
range of scales which are sufficiently smaller than integral scales, by Kolmogorov’s first
hypothesis (Kolmogorov, 1941a). This is a prerequisite of classical inertial subrange
scaling arguments (Kolmogorov, 1941a; Oboukhov, 1941a; Corrsin, 1951), which state
that scales within the quasi-equilibrium regime exists such that turbulence is indepen-
dent of the effects of viscosity. In shear flows, conditions for the application of local
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isotropy are thought to be valid at scales smaller than LC (Corrsin, 1958; Uberoi,
1957). Kolmogorov scaling (Kolmogorov, 1941a, 1962) in the presence of anisotropic
outer-scales have been revealed to coincide at scales consistent with locally isotropy
(Champagne et al., 1970; Saddoughi & Veeravalli, 1994). The equivalent local isotropy
justification of the Kolmgorov subrange may be applied to Oboukhov-Corrsin passive
scalar scaling (Oboukhov, 1949; Corrsin, 1951) such that it is fit to describe an active
scalar below scales affected by stratification (Monin & Yaglom, 1975, pg 391). There-
fore, the one-dimensional spectra of the potential energy is expected to be determined
by the energetic dissipation rates and a wavenumber, i.e. for the cross-stream spectra
EOCp (ky) = β1χ
1−1/3k−5/3y f
OC
L (kyL
O
yy)f
OC
v (kyLB) , (6.18)
where β1 is the one-dimensional Oboukhov-Corrsin constant, the functions denoted
by fv, fL are the viscous and outerscale correction functions which are necessary
without implicit assumptions of local isotropy, and the notation LOij indicates the
outer-scale of locally isotropic turbulence associated with the velocity component
i with respect to the direction j, which is ostensibly the Corrsin length scale but
inevitably anisotropic as suggested in section 3.2 and discussed by Kaimal (1973) in
the stably stratified boundary layer. Equivalently, according to (Kolmogorov, 1941b)
for an isotropic inertial subregime, the one-dimensional cross-stream longitudinal and
streamwise transverse energy spectra are expected to follow:
EKy (ky) = C1
2/3k−5/3y f
K
L (kyL
O
yy)f
K
v (kyLK) , (6.19)
EKx (ky) = C
′
1
2/3k−5/3y f
K
L (kyL
O
xy)f
K
v (kyLK) , (6.20)
where the ratio of (6.18) and (6.19) yields
EOCρ (ky)
EKy (ky)
=
β1
C1
χ

fOCL
fKL
fOCv
fKv
. (6.21)
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From empirical studies of turbulence, even in the absence of the effects of strat-
ification and shear, we expect the correction functions fL, fv to be non-trivial (e.g.
Muschinski & de Bruyn Kops, 2015b). However, it is plausible that a subrange exists
wherein
fOCL
fKL
≈ 1 and f
OC
v
fKv
≈ 1 , (6.22)
either due to sufficiently high scale separation amongst isotropic scales, i.e. Res >> 1,
or due to shared functional forms such that fOCL = f
K
L . Subject to either condition,
it would be expected that (6.23) can be observed as
EOCρ (ky)
EKy (ky)
=
β1
C1
χ

, (6.23)
even without the limiting high dynamic-range condition where FKL = F
OC
L = F
K
v =
FOCv = 1. A similar, yet distinct, phenomena is the 4/3 relation between transverse
and longitudinal velocity spectra in the presence of anisotropic outer-scales such that
FKL (kyL
O
12) 6= FKL (kyLO22) in order to obtain
EKx (ky)
EKy (ky)
=
C ′1
C1
=
4
3
. (6.24)
We now move to evaluating (6.23) and (6.24) and focus on the cross-stream spec-
tra. The relation (6.23) is evaluated with appropriately scaled one-dimensional spec-
tra in figure 6.11, where we would expect the relation to coincide with the local
isotropy wavenumber regime where LCky ∼ O(1) (Saddoughi & Veeravalli, 1994).
We observe a tendency for the local minima of the spectra to decrease with increas-
ing Reynolds number. The minima for cases R8, R9 and R10, cease to decrease at
approximately 0.72, within the range of values reported for the universal constants
(Sreenivasan, 1995; Sreenivasan & Kailasnath, 1996). In the stratified boundary layer,
Wyngaard (1971) report measurements of each constant independently, in a flow con-
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Figure 6.11: The compensated ratio of one-dimensional energy spectra in the cross-
stream direction. At high wavenumbers, the spectra lie in order of Reynolds number
with R1 on the left and R10 on the right as labelled. The coexistence of Kolmogorov
and Oboukhov-Corrsin scaling, even when subject to non-trivial correction functions,
suggests a subregime below anisotropic scales which features a plateau corresponding
to the ratio of the Oboukhov-Corrsin constant to the Kolmogorov constant as pre-
dicted by (6.23) which is expected to occur at LCky ≈ 1. The dashed line at 0.76
indicates measurements made in the stratified boundary layer by (Wyngaard, 1971)
where the surrounding shaded region represents its uncertainty from report standard
deviations and the dotted line indicates an estimate of the asymptotic value of β1/C1
at 0.72.
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figuration very similar to the one studied here, which imply 0.76± 0.11 which agrees
with the results observed here.
The wavenumbers associated with this regime also tend toward the smaller scales
as Res increases. In cases R8, R9 and R10, the lower-bound for this regime appears to
remain fixed at approximately kyLC = 0.4 as the right bound begins to increase such
that the flat region of the spectra broadens. We note that this apparently asymptotic
behaviour in cases R8, R9 and R10 occurs while Res increases by a factor of two,
such that there is a strong degree of confidence that the scaling established in 6.23 is
dynamically-relevant.
The ratio of transverse to longitudinal one-dimensional spectra, (6.24), is shown in
figure 6.12. We observe a similar downward trend of the locally isotropic wavenumber
regime with Res where it has good agreement with the 4/3 law by case R10. As similar
with 6.11, the locally isotropic regime become higher wavenumbers more consistent
with the Corrsin length scale at approximately kyLC ≈ 2. The misalignment of the
wavenumber regimes consistent with (6.23) and (6.24) might be seen as a consequence
of the anisotropy of outer-scales, as accounted for in our definitions of anisotropic
length scales by fKL and the outer-scale of the scalar coinciding with the Ozmidov
length such that LOC/LC ∼ Ri−3/4, such that the wavenumber regime associated with
(6.24) is expected to be approximately a factor for 4 larger than (6.23), as observed
here.
6.9.1 Application to mean dynamics
We have observed that the ratio of the potential energy spectra to a longitudinal
energy spectra to be consistent with the underlying scaling arguments central to
coexistent Kolmogorov and Oboukhov-Corrsin regimes in the previous section. An
extension of this, to the mean flow and energetics, is that the parameter
Π ≡ RPK/Γ = (LOC/LLE)2/3 , (6.25)
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Figure 6.12: The ratio of one-dimensional streamwise-transverse and cross-stream-
longitudinal spectra, which have a predicted ratio as shown in (6.24) at high Res,
expected to occur at wavenumbers a factor of Ri−3/4 ≈ 4 greater than the locally
isotropic regime in figure 6.11.
which characterises the scale separation between the outer-scales of turbulence and
the scalar, assumes a universal form consistent with the two scaling hypotheses. A
basic consequence of the coexistence of the two dynamical scalings (e.g. Monin &
Yaglom, 1975) is that
Π =
β
C
=
6
11
β1
C1
, (6.26)
where β and C are the, three-dimensional, Obhukhov-Corrsin and Kolmogorov con-
stants, respectively. A similar relation for the vertical kinetic energy, potential en-
ergy and dissipation rates has been obtained via Monin-Oboukhov scaling by Li et al.
(2015). For these flows, this parameter should be assumed to be universal to the
extent that C and β are universal. For reasons outlined in (Sreenivasan, 1991) and
observed here, measuring individual constants from a sheared flow is problematic and
that measuring β requires an accurate measure of χ, which is difficult in experimental
flows. Nonetheless, estimates of the (3D) Kolmogorov and Oboukhov-Corrsin con-
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Figure 6.13: Verifications of (6.26) and (6.27), error bars correspond to standard
deviations associated with estimates of C and β from Wyngaard (1971).
stants in literature would imply (Wyngaard, 1971; Sreenivasan, 1991; Sreenivasan &
Kailasnath, 1996; Yeung, 2002; Andreas, 1987; de Bruyn Kops, 2015) Π ≈ 0.42 with
estimates of the individual constants are typically reported within 15% of each other
in the literature cited. Robust estimates of Π from the relation (6.26) and empirical
observations in figure 6.11 indicate Π ≈ 0.39 which is certainly within the range of
values reported in literature. We show this (6.26) to be valid within the range of
uncertainty for reported values of β/C in figure 6.13.
Furthermore, given the empirical observation that LOC = LO (figure 6.13) at
sufficiently high Reynolds number,
Π ∼ Fr (6.27)
such that the stationary Froude number is simply a consequence of the two universal
constants at high Reynolds numbers, as validated in figure 6.13, which implies N ≈
χ/Ep and Γ ∼ Fr−1 at high Reynolds numbers.
Furthermore, acknowledging the coupling between the outer-scales of turbulence
to the scales characteristic of shear,
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Ri ≈ Π−2S∗−2 , (6.28)
which implies, at stationary conditions with empirically robust S∗ ≈ 6 and Π ≈ 0.42,
Ric ≈ 0.157 ± 0.06 is consistent with to the critical Richardson numbers observed
here and apparently conflict with the conclusions of Shih et al. (2000) which suggests
that the Richardson number is only a function of of the Reynolds number, when the
Reynolds number is high enough. Instead, this relation indicates that the critical
Richardson number is a constant when the shear Reynolds number is high enough.
Here, we stress that the broad applicability of this scaling to other flows is not
obvious. In particular, low Froude number flows which do not equilibriate so that
potential energy is contained within the quasi-equilibrium regime, as observed here.
6.9.2 Implications for dynamic range limits
Quantifying the critical Res associated with turbulent transition is of broad inter-
est in stratified flows wherein mean shear plays a significant role, just as establishing
a critical value of Gn has been for unsheared flows (Gibson, 1980). Most notably, the
estimation of transitional Gn ≈ 30 is derived from the Miles-Howard critical Richard-
son number criteria and broad assumptions regarding the relations of certain viscous
length scales.
A simple Mile-Howard-agnostic estimation can be derived based on a Reynolds
number constraint whereby an anisotropic Reynolds number, which characterizes the
vertical scale separation of horizontal motion (c.f. Sreenivasan, 1991)
Rehv ≡
〈
(du/dz)2
〉
/S2 (6.29)
where we have Rehv > 1 for vertically overturning, shear-induced turbulence. For
turbulent shear flows, a fundamental feature associated with the transition to tur-
bulence is that turbulent shear becomes stronger and more dynamically relevant at
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turbulent scales compared to the mean shear. At higher Reynolds number, the turbu-
lent shear might be better characterized by the isotropy relation in the dissipation rate
|∂u
∂z
| ≈ √2/15/ν, though we must stress that this is a rough approximation due to
high shear numbers which inevitably contribute to high Reynolds number anisotropy.
Thus, at transitional Reynolds number
 ≈ (15/2)CaνS2, (6.30)
where Ca is constant with ostensible Reynolds number dependence which characterises
the flow’s dissipation-range anisotropy and the rest of the expression is derived from
(6.29) and classical isotropy Therefore,
LC ≈
(
15/2Caν
S
)1/2
LK ≈
(
ν2
15/2CaS2
)1/4
(6.31)
such that
Resc ≈ 15/2Ca (6.32)
where Ca can be estimated empirically by the dissipation-range anisotropy results
presented previously, Ca ≈ 2/3. Similarly,
LO ≈
(
15/2CaS
2
N3
)1/2
(6.33)
such that
Gnc ≈ 15/2CaRi−1 (6.34)
which recovers Gnc ≈ 30 with Ri = 0.16, in agreement with estimates by Gibson
(1980); Itsweire et al. (1993) and others.
Furthermore, noting the tendency of LOC < LE, the total bandwidth of dynamic
scales of the scalar is conceptually smaller than that of the turbulence. If we take
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the Resc criteria to be a dynamic-range threshold, then the similar dynamic-range
threshold for for the scalar-independence might imply
Resc,ρ = Resc
(
LOC
LC
)4/3
(6.35)
and is approximately 40, or Gnc,ρ ≈ 240 at stationary Richardson numbers, which is
consistent with regime associated with asymptotic energetics as observed here.
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CHAPTER 7
DECAYING MULTIPARAMETER HOMOGENEOUS
SHEARED STRATIFIED TURBULENCE
The objective of the work discussed in this chapter is to place the results of the
previous chapter, especially those associated with asymptotic dynamics, in the context
of flows where Ri > 1 and Pr > 1, as are observed in some geophysical flows. From
the standpoint of local isotropy, these two parameter regimes redefine the outer and
inner scales of locally-isotropic turbulence, as discussed in the previous chapter, by
making LO the smallest anisotropic outer length scale and LB the smallest canonical
scale associated with scalar fluctuations.
We consider turbulence subjected to mean stable density stratification and mean
shear as a geophysically-relevant model flow to investigate the trend toward isotropy
in kinetic energy and buoyancy variance dissipation rates using direct numerical sim-
ulation. We aim to reconcile apparently conflicting parameterisations of dissipation
anisotropy in literature when applied to flows where the gradient Richardson that
span Ri ≡ N2/S2 = O(0.1) to O(1), where N is the buoyancy frequency due to the
mean stratification and S is the derivative of mean streamwise velocity aligned in
the direction of the stratification. From fundamental arguments of locally isotropic
subranges, we hypothesize that dissipation anisotropy is parameterized by the small-
est turbulent length scales directly affected by the mean flow relative to a viscous
length scale. In sheared and stratified turbulent flows, these scales are classically
defined as the Corrsin and Ozmidov lengths, LC and LO respectively. In decaying
configurations of this flow at several Richardson, Reynolds and Prandtl numbers,
we show that dissipation rates are better parameterized by min(LC , LO), suggesting
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that proposed parameterizations by LC and LO individually are only relevant when
Ri ≡ (LC/LO)4/3 < 1 and Ri > 1, respectfully, such that we unify two proposed
parameterizations in literature.
7.1 Introduction
A full accounting of velocity and scalar derivatives is typically inaccessible to tur-
bulence measurements outside of direct numerical simulations (DNS). In geophysical
observation, experimental measurements and some numerical simulations, the dissi-
pation rates of kinetic energy and potential energy are typically estimated by the
use of isotropy assumptions. In practice, these approaches typically do not account
for the effects of scale-separation, though mounting evidence suggests they should
(Gargett et al., 1984; Itsweire et al., 1993; Hebert & de Bruyn Kops, 2006b). It is
therefore necessary to parameterise the the anisotropy of dissipation in geophysical
turbulent flows as to either establish a threshold where isotropy assumptions are valid,
or parameterize the tend toward isotropy in terms of mean flow parameters.
In recent years as computational capability enables the use of DNS to simulate
geophysically-relevant parameter spaces, several parameterisations of the isotropy of
dissipation have been proposed in turbulence subject to geophysically-relevant mean
flow. For flows subject to stable density stratification, Gargett et al. (1984) suggests
that dissipation anisotropy may be parameterized by scale separation between the
smallest length scales directly affected by stratification and the viscous length scales,
where these length scales are classically defined by the Ozmidov length scale and
Kolmogorov length:
LO ≡
(
/N3
)1/2
and LK ≡
(
ν3/
)1/4
,
where  is the kinetic energy dissipation rate and N is the constant buoyancy fre-
quency. This parameterization is motivated by very fundamental arguments stem-
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ming from local isotropy, a prerequisite for classical inertial scaling (Kolmogorov,
1941a), a turbulent state obeying multiple statistical symmetries (see Monin & Ya-
glom, 1975, for further details) which is though to develop at scales sufficiently far
from large, potentially anisotropic, scales associated with energetic production. Some
of the earliest verification and discussion local isotropy was discussed for uniformly
sheared turbulence by (Corrsin, 1958; Uberoi, 1957), which suggest that a locally
isotropic regime should only exist where LC/LK >> 1, where LC is thought to char-
acterise the smallest scales directly affected by the mean shear, defined
LC ≡
(
/S3
)1/2
, (7.1)
where S is the derivative of mean streamwise velocity in the direction of stratification.
We note that Corrsin (1958) originally discussed the quantity (LC/LK)
2/3, however
to simplify the discussion of these theories relative to others we omit the exponent as
we will continue to do throughout this paper with scaling limits proposed by others.
In flows subject to simultaneous stratification and shear, the relation between the
two is parameterized by the Richardson number
Ri ≡ N2/S2 = (LC/LO)4/3.
In flows with Ri < 1, (Itsweire et al., 1993) observed that the dissipation anisotropy of
potential energy dissipation is better parameterized by LC/LK as opposed to LO/LK .
In stratified turbulence without mean velocity, such that Ri is asymptotically high,
(Hebert & de Bruyn Kops, 2006b) observed that the dissipation of kinetic energy
is dominated by vertical shear at LO/LK ∼ O(1) and that it is parameterized by
the quantity when LO/LK > O(10). de Bruyn Kops (2015) observed that isotropy
assumptions for the dissipation rates are valid where LO/LK ∼ O(100). However,
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with Ri ≈ 0.15, (Portwood et al., 2019, in press) shows that stratified and sheared
turbulence still has considerably anisotropic dissipation rates when LO/LK ∼ O(100).
Additionally, we consider the instances where classically-defined inner scales, i.e.
the Kolmogorov and Batchelor length scales,
LB ≡
(
D3/
)1/4
,
where ν is the kinematic viscosity and D the diffusivity, do not coincide. These are
coupled via a bulk fluid property, the Prandtl number
Pr ≡ ν
D
.
where in many geophysical flows Pr > 1. Following dynamic range argument of the
locally isotropic subrange, for the scalar, it is plausible that the dissipation anisotropy
of the scalar variance is parameterized by some outer-scale and an inner-scale, osten-
sibly LB.
Since stratification and shear is a fundamental combination is geophysical tur-
bulence, parameterizing the dissipation anisotropy away from theoretical limit is of
critical importance to the interpretation of geophysical and experimental data. In
this research we robustly evaluate these proposed parameterizations with respect to
the isotropy of dissipation rates, normalized as deviations from isotropy assumptions,
i.e. as defined previously in (6.15).
7.2 Data
Hypothesis testing is performed via decaying stratified and sheared turbulence
simulated with pseudospectral direct numerical simulation. In order to extend the
analysis of Itsweire et al. (1993) and appeal to a broader audience, we investigate the
simulations of Shih et al. (2000) with an extended parameter-space. Details on this
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Re0 Ri Pr Nx
DSST-Re1Ri1Pr1 89 0.4 .72 512
Re1Ri2Pr1 89 1.2 .72 512
Re1Ri3Pr1 89 3.6 .72 512
Re1Ri1Pr2 89 0.4 2.2 1024
Re1Ri2Pr2 89 1.2 2.2 1024
Re1Ri3Pr2 89 3.6 2.2 1024
Re1Ri1Pr3 89 0.4 6.5 2560
Re1Ri2Pr3 89 1.2 6.5 2560
Re1Ri3Pr3 89 3.6 6.5 2560
Table 7.1: Bulk flow parameters, Re0 is associated with the initial conditions and the
other parameters are constant in time. Other parameters associated with the initial
conditions can be inferred from (Jacobitz et al., 1997; Shih et al., 2005) where we
have used an initial shear parameter, S∗0 = SEk/ = 8.
scheme is presented in Portwood et al. (2019, in press). Experimental setup gener-
ally follows the initialization procedures of the work done at Stanford (e.g. Jacobitz
et al., 1997; Shih et al., 2000, 2005) except that we increase the Reynolds number,
Prandtl number and Richardson number parameter space as shown in the table be-
low. Validation was performed by running the high Reynolds number cases of Shih
et al. (2005).
Parameters associated with these experiments are designed to provide distinguish-
able scale separation between the scales of interest, as outlined the section above. The
experiments were designed to vary scale separation between two sets of variables: LC ,
LO and LK , LB. Whereas the first set of parameters are coupled by bulk flow prop-
erties, the latter is emergent. However, LC and LO may be related to LLE and LOB
(Portwood et al., 2019, in press).
Flows are simulated until St = 20. The initial transient associated with rapid
distortion of the flow and scalar to the mean shear and stratification is not of interest
in this study such that we only consider the turbulence state whereby the turbulent
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scales come into equilibrium with each other, therefore we only consider time intervals
where the ratio of the scales are approximately constant in time.
Experiments are designed such that, for each scale separation, there are multiple
case in which the scale separation remains the same and all other proposed parametri-
sations change, allowing us to discover the underlying parametrisation unambiguously
if the data is to collapse clearly.
7.3 Results
Figure 7.1, has three panels which illustrate the parameterization of scalar vari-
ance dissipation anisotropy by LO/LK , LC/LK and min(LC , LO)/LK , denoted a,b
and c respectively. For each parameterization, we calculate an sample mean and
standard deviation. We observe that the sample standard deviation from each em-
pirical parameterization is minimized by min(LO, LC)/LK , suggesting that for scalar
dynamics, the outerscale of locally isotropic scalar dynamics determined by the min-
imum amongst all anisotropic scales. This is perhaps unsurprising, however, it is
necessary to recall that these turbulent scales are conceptually accurate within an
O(1) constant and the Richardson numbers studied here are within O(1) from each
other. Furthermore, these anisotropic length scales are associated with fundamentally
different contributions to the flow; where the density stratification is associated with
net a energetic sink and the shear contributing as a source.
Now, moving to the kinetic energy dissipation, we examine the same cases to com-
pare to the potential energy dissipation phenomenology. Restricting our attention to
three dissipation surrogates, we compare the proposed parameterizations in figure
7.2. Comparing the components ˜22 and ˜11 amongst all parameterizations, we ob-
serve reduced variability by min(LO, LC). The turbulent vertical shear of streamwise
velocity, as captured by ˜13, is distinctly variable amongst all cases. This is observed
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Figure 7.1: Sample mean dissipation anisotropy for the χ, at constant initial
Reynolds number and constant Prandtl number where errorbars indicate three sample
standard deviations from the mean and trajectories of individual cases are shown in
grey in the background. Panels a,b and c test the parameterizations of outer locally
isotropic scales by LC , LO and min(LO, LC) respectively. For flows with asymptoti-
cally high Richardson number, Gargett et al. (1984) suggests LO and Itsweire et al.
(1993) suggests LC for flows with Ri < 1. Note that the scatter (i.e. the error bars)
for each dissipation surrogate is minimized in panel (c).
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Figure 7.2: Sample mean dissipation anisotropy for the , see caption to figure 7.2 for
further discussion. ˜13 is fairly variable amongst all parameterizations, as discussed
by Hebert & de Bruyn Kops (2006b), the paramerization of other components by
min(LC , LO) (panel c) minimizes the variability amongst the other two parameteri-
zations.
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even in cases without mean shear as discussed in Hebert & de Bruyn Kops (2006b),
thought to be due to the presence of localized spontaneous shear instabilities.
While we have observed no Prandtl number dependence amongst all cases, it
is plausible that only these small-scale effects will only appear at higher Reynolds
numbers.
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CHAPTER 8
SUMMARY AND FUTURE WORK
8.1 Summary
We have utilised a canonical flow at a statistically stationary state to probe high
Reynolds number stratified turbulence and its effects on scalar dynamics and ener-
getics. We have observed nearly constant gradient Richardson numbers and Froude
numbers at a wide range of Reynolds numbers as a consequence of stationarity, con-
trary to hypotheses widely cited in literature.
When these parameters are controlled, we have observed that common parame-
terizations of mixing by Γ are not observed.
Turbulence has been described, parametrically, in a length-scale-based framework
which reduces to commonly used parameters (such as Reynolds number, Froude num-
bers, etc) under some common assumptions for parameterizing length scales. Whereas
parameters associate with turbulence become coupled at Res ≈ 7, it takes until
Res ≈ 40 in order for length scales associated with the scalar to become coupled to
mean-scales.
Most crucially, we have observed that the potential energy varies drastically in this
domain but asymptotes to approximately a constant. This phenomena is consistent
with the coupling of the Ozmidov length scale and the inertial outer-scale associated
with Obukhov-Corrsin similarity such that the relationship between energetics and
dissipation rates is predicted by the underlying dynamics fundamental to Kolmogorov
and Oboukhov-Corrsin similarity. Therefore, the fundamental parameter associated
with this relationship, Π, is the ratio of the Oboukhov-Corrsin constant and Kolm-
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gorov constant and should be considered universal to the extent that its constitutive
constants are universal.
Additional phenomenology has been established, such as the anisotropy of dissi-
pation which is necessary for accurate estimates of the dissipation rate where direct
measurement is inaccessible. We have shown, robustly, that the large-scale ramp-
cliff structures account for scalar gradient skewness in shear flows and that these
structures have a strong impact on the integral-scale structure of scalar turbulence.
8.2 Future work
From the framework proposed in chapter 2, and validated (at least to first-order)
in chapter 7, we suggest an alternative parameterization of local isotropy as a prereq-
uisite for an inertial subrange, by
min(LO, LC)/LK (8.1)
or, in the form of a Reynolds number,
(min(LO, LC)/LK)
4/3 . (8.2)
However, it is suggested in Chapter 6 that
min(LO, LC)/LB (8.3)
may be more appropriate. Equivalently, for the stationary case,
(LC/LB)
4/3, (8.4)
which is distinct from Res at non-unity Prandtl number. The next logical step to-
ward distinguishing (8.4) from Res would be to consider high Prandtl number flows
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where (LC/LB)
4/3 is equal the high Res limit observed here and to observe where the
asymptotic potential energy partition is achieved.
Furthermore, the parameterization of mixing by Π is suggested to be much more
tractable quantity than other frameworks because of its dependence on only large-
scale properties and purportedly universal constants. Crucially, we have observed
that the potential energy varies drastically in this domain but asymptotes to approx-
imately a constant. We’ve shown this phenomena is consistent with the coupling
of the Ozmidov length scale and the inertial outer-scale associated with Obukhov-
Corrsin similarity such that the relationship between energetics and dissipation rates
is predicted by the underlying dynamics fundamental to Kolmogorov and Oboukhov-
Corrsin similarity. Therefore, the fundamental parameter associated with this rela-
tionship, Π, is the ratio of the Oboukhov-Corrsin constant and Kolmgorov constant
and should be considered universal to the extent that its constitutive constants are.
For this flow, the modelling implication is that
Γ = RPK
C
β
(8.5)
and we have suggested Reynolds number regimes, Res > 40 or Reb > 240 for station-
ary flows, where this is appropriate. An extension to parameter spaces below this
regime might replace C/β by a parameterized Π, which certainly has a more rigorous
theoretical basis than the direct modelling of Γ and can be informed by existing mod-
els for fl and fv (e.g. Pope, 2000; Muschinski & de Bruyn Kops, 2015a). We suggest
that this is an important limiting relation which is relevant as a diagnostic for mixing
models which operate at locally isotropic scales.
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APPENDIX A
TRANSPORT EQUATIONS
A.0.1 Total Newtonian Boussinesq Equations
The Navier-Stokes momentum equations subject to the nonhydrostatic Boussinesq
approximation and Newtonian viscous stresses are
∂tU i + U j∂jU i = −∂iP/ρ0 − g(ρt − ρ0)/ρ0 + ∂jν∂jU i (A.1)
where time spaciotemporal dependence as been omitted for notational simplicity.
Here the Boussinesq approximation has been made, such that density variations are
sufficiently small, i.e. max |ρ|  ρ0, so that a linear equation of state is appropri-
ate and density variations are only significant in the buoyancy force (see Spiegel &
Veronis, 1960; Lilly, 1996, for more details).
Assuming the thermodynamic density is proportional to a single component species
that may be advected as a scalar, such as temperature, the density may be advected
as
∂tρt + U j∂jρt = D∂j∂jρt. (A.2)
The Boussinesq continuity equation reduces to
∂iρ0U i = 0 . (A.3)
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A.0.2 Turbulent decomposition
The imposition of mean stratification and shear allows the total fields to be con-
sidered as a composition of mean, fluctuating and reference quantities, that is,
U i = u¯i + ui (A.4a)
ρt = ρ¯+ ρ+ ρ0 (A.4b)
P = p¯+ p+ p0 (A.4c)
where the quantities denoted by ·¯ indicate mean quantities, the lowercase quanti-
ties indicate fluctuating quantities and the subscript 0 indicates Boussinesq reference
quantities.
The decomposition (A.4) may be applied to (A.1), (A.2) and (A.3), in order to
solve for the turbulent transport:
∂tui + uj∂jui + u¯j∂jui + uj∂ju¯i = −∂ip/ρ0 − gρ/ρ0 + ∂jν∂jui (A.5a)
∂tρ+ uj∂jρ+ u¯j∂jρ+ uj∂j ρ¯ = D∂j∂jρt (A.5b)
∂iρ0ui = 0 (A.5c)
A.0.3 Simplified system
For the flows considered here, we specialize the mean flow to have dependence
purely in the vertical dimension and restrict the velocity vector to a single streamwise
dimension as indicated in figure 3.1:
u¯i = (x3S, 0, 0) , (A.6a)
ρ¯ = x3
dρ¯
dx3
, (A.6b)
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and the mean pressure is in hydrostatic balance with the above. With respect to the
above single-component definitions, the system (A.5) becomes
∂tui + uj∂jui + x3S∂1ui + u3Sδi1 = −∂ip/ρ0 − gρ/ρ0 + ∂jν∂jui , (A.7a)
∂tρ+ uj∂jρ+ x3S∂1ρ+ u3d3ρ¯ = D∂j∂jρt , (A.7b)
∂iρ0ui = 0 . (A.7c)
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APPENDIX B
DETERMINATION OF THE APPROPRIATE DOMAIN
SIZES FOR SHSST
The discussion of measured scale dependence on domain size in homogeneous
shear flows has been illustrated in unstratified flows. In such a flow configuration, the
domain size plays a strong role in inducing stationarity by constraining the develop-
ment of length scales (Sekimoto et al., 2016). In stratified homogeneous shear flows,
the same relationship has been purported to exist, yet is complicated by stationarity
being induced by a physical process, that is, the stabilizing effect of stratification.
Therefore it is necessary to evaluate the effects of the domain for SHSST to identify
the point of domain independence.
This analysis is performed empirically at the lower range of Reynolds numbers
considered in this work. The parameter space discussed in 6.1.1 is searched for
aspect ratios for which the bulk nondimensional parameters illustrate aspect-ratio-
independence. The parameter space was constrained to
Axy ≤ Axz and 1 ≤ Axz ≤ 8 (B.1)
and the parameter Az was searched until independence was found. Results on the
convergence and Richardson number are shown in figure B.1. The tendency for Ri is
observed to increase with domain height until Az ≈ 10. Then, the effects of aspect
ratios were empirically observed to become independent at Axy ≈ 2 and Axz ≈ 4.
While this analysis is performed with the lowest Reynolds numbers considered
in the study, these parameters were used throughout the entire range of Reynolds
88
−0.4
−0.2
0
0.2
0.4
0 2 4 6 8 10
(a)
0
0.05
0.1
0.15
0.2
0.25
0 2 4 6 8 10
(b)
−0.4
−0.2
0
0.2
0.4
0 2 4 6 8 10
(c)
0
0.05
0.1
0.15
0.2
0.25
0 2 4 6 8 10
(d)
S
∗
Lx/Lz
Lz/LE ≈ 2.5
Lz/LE ≈ 5
Lz/LE ≈ 10
R
i
Lx/Lz
E
k
/
E
0 k
−
1
Ly/Lz
R
i
Ly/Lz
Figure B.1: Figures a,c indicate the convergence of the stationarity tuning as a
function of aspect ratios. Figures b,d indicate the stationary Richardson number as
a function of aspect ratios.
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numbers considered here. A posteriori analysis of the ramp-cliff inclination, discussed
in chapter 5, is consistent with the numerical study discussed above. An anisotropic
flow would roughly be design such that
Axz ∝ Lxx
Lzz
, (B.2)
where the constant of proportionality is O(10) in DNS.
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