Equations of evolution of a hybrid soliton nuclear reactor  by Gaveau, Bernard et al.
J. Math. Pures Appl. 85 (2006) 633–670
www.elsevier.com/locate/matpur
Equations of evolution of a hybrid soliton nuclear reactor
Bernard Gaveau a,e, Jacques Maillard b,c,a,∗, Gérard Maurel d,a, Jorge Silva e,a
a MAPS, Université Paris VI, 4 place Jussieu, 75005 Paris, France
b IN2P3, 3 rue Michel Ange, 75794 Paris Cedex 16, France
c CNRS IDRIS, Bt 506, BP167, 91403 Orsay Cedex, France
d Université Paris VI, Faculté de Médecine Saint Antoine, 27 rue de Chaligny, 75012 Paris, France
e Analyse et Physique Mathématique, 14 av. Félix Faure, 75015 Paris, France
Received 11 July 2005
Available online 5 January 2006
Abstract
In this article we give a detailed presentation of a new concept of nuclear reactor which was introduced in [G. Maurel, J. Silva,
B. Gaveau, J. Maillard, Hybrid soliton nuclear reactors: a model and simulation, Nucl. Eng. Des. 235 (15) (2005) 1665]. This
reactor is an accelerator-driven-system functioning without core intervention during its full life time and which can be used to
destroy its own waste products. A mathematical model is developed and we show that this system is stable if the velocity of the
neutron source is high enough. Numerical simulations, using GEANT3, give more precise description of the behavior.
© 2005 Elsevier SAS. All rights reserved.
Résumé
Dans cet article nous donnons une présentation détaillée d’un nouveau concept de réacteur nucléaire qui a été introduit dans
l’article [G. Maurel, J. Silva, B. Gaveau, J. Maillard, Hybrid soliton nuclear reactors: a model and simulation, Nucl. Eng. Des.
235 (15) (2005) 1665]. Ce réacteur est un « système piloté par accélérateur » fonctionnant sans intervention sur le coeur durant
toute la durée de sa vie et pouvant être utilisé pour détruire ses propres déchets. Un modèle mathématique est développé et nous
montrons qu’un tel système est stable si la vitesse de déplacement de la source de neutrons est suffisamment élevée. La simulation
numérique, utilisant GEANT3, donne une description plus précise du comportement de ce type de réacteur.
© 2005 Elsevier SAS. All rights reserved.
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1.1. General motivations
The conception of new methods for producing energy has become both vital and urgent. Fossil sources of en-
ergy may come rapidly to an end and they contribute badly to the productions of green-house effect gases and other
pollution. Other sources of energy, so called clean, are not yet well developed. On the other hand, the current nuclear
technology is based on very large nuclear reactors whose life-time is about thirty years. Two defects of these archi-
tectures are the following: they are not easy to control, in particular their functioning must be completely stopped at
regular time intervals, in order to refill the reactor with nuclear combustible and unload it from dangerous nuclear
waste products accumulated during the previous period of functioning. These last features are obviously related to
questions of proliferation, diversion and safety. Thus, more satisfying concepts of nuclear reactors should combine
the following advantages. They should:
(i) evidently, produce energy for a long period of time without too much core intervention,
(ii) be smaller in size than the current reactors and more easily controllable,
(iii) destroy as much as possible their nuclear waste products,
(iv) be encapsulated to avoid problems related to interruption of functioning and consequently proliferation of dan-
gerous nuclear matter.
It is the purpose of this article to describe a new kind of reactor satisfying these criteria, to develop a mathematical
model for the evolution of the reactor and to present simulations of the functioning of this reactor. In the next section,
we shall give a brief historical account of the subject, and describe roughly this new concept of reactor. In the following
sections, we describe a very simple mathematical model of the reactor. The evolution of the reactor behavior can
be reduced to a nonlinear parabolic equation with an external source. We prove that this equation has a physical
solution and show that this solution behaves asymptotically as a soliton. Our method is to reduce the equation to a
fixed point problem for an integral equation using a Wiener integral, which we solve by successive iterations. The
integral equation is sufficiently precise to allow asymptotic estimates of the solution. The main result is a proof of non
criticality for the reactor when the velocity of the external source is sufficiently large. In the last section, we present
simulations of this model of reactor. We show that, indeed, if the velocity of the external source of neutrons is high
enough, the reactor is sub-critical. We show also that after a short transient regime, the behavior of the reactor, namely
the behavior of the neutron concentration and of the chemical composition, resembles a travelling wave (or a soliton).
The simulations were run using programs based on GEANT3.
1.2. Historical introduction
This article is based on three main concepts which have been developed for the last thirty years.
(i) Accelerator driven systems: These are also known as “hybrid systems” by some authors and several international
institutions [2–5]. These systems combine two different subsystems, for example a fusion and a fission system, or
an accelerator and a reactor. In this article, we consider only the second situation: an accelerator is used to produce
neutrons on a spallation target, and the neutrons induce fission in the usual way. In the accelerator fuel enricher
or regenerator concept, fuel elements, initially containing thorium and natural uranium, would be enriched by
irradiation before being used in a normal reactor. Such fresh fuel elements, would not pose any proliferation
risk, since they contain no fissile material. On the other hand, these systems could rejuvenate already spent fuel
elements to increase their fissile content by irradiation, avoiding partially the need of reprocessing. In any case,
diversion of spent fuel would be extremely difficult because of their highly radioactive content.
(ii) Encapsulated reactor systems: Our second source of inspiration has been the concept of encapsulated reactor
systems. The idea is to use a small power (= BE 300 MW) reactor which can function without core intervention
for the full life-time (30 years) of the reactor. These reactors would both produce energy and destroy their nuclear
waste products. This has been studied by several groups for the last ten years (see for example [6]).
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E. Teller [7], L.P. Feoktistov [8,9] and also by H. Sekimoto [10]. The chemical composition of the reactor is
initially determined by the user. It evolves naturally according to nuclear processes, without external interven-
tion, apart the control of the neutron source, during the full life time of the reactor. In a previous article [11], we
have presented a concept of a small hybrid reactor. This concept was extended in the more recent publication [1],
in order to combine the three features described above: accelerator-driven systems, encapsulated reactor and
soliton reactor, to address efficient production of energy, to destroy, at least partially, the nuclear waste products
and solve the problems posed by potential proliferation. We note that other systems have also been proposed by
C. Browman [2] and C. Rubbia [3].
1.3. A simple design of a RHYS reactor
Our model of “réacteur hybride à soliton” (RHYS) is designed to be used for about 30 years. It is a long and
thin cylinder containing both fertile and fissile matter (as well as other nuclear waste products to be destroyed) (see
Fig. 11). The axis of the cylinder is empty: it is a kind of channel through which a source of neutrons moves at a
velocity which can be controlled by the user. The source of neutrons could be a beam of protons which hits the wall of
the internal channel to produce neutrons. The displacement of the source is thus the displacement of the proton beam
by an external electromagnetic control. The internal wall is made of tungsten to resist high temperatures. Initially, the
chemical composition of the reactor is fixed, the source of neutrons is switched on at one extremity of the cylinder
and slowly moved inside the channel. The neutrons produced by the source induce:
– transmutation of fertile matter into fissile matter,
– fission, together with production of other neutrons,
– degradation of the highly excited nuclear waste products.
Due to the diffusion of neutrons, these processes will continue, at least for some time, after the source has passed by.
In a concrete system intended to produce around 100 MW and function for about 30 years, the length of the cylinder
can be estimated to 20 meters, the diameter being about 60 cm. We can consider the source of neutrons as point-like
(compared to the length of the cylinder), the energy of the beam being about 300 MeV. In this article we do not address
the question of evacuating and using the heat produced by nuclear processes. We shall be interested in the evolution
of the state variables of the reactor (chemical composition and concentration of neutrons), as well as the conditions of
criticality and stability of the soliton wave shape.
2. Evolution equations of a hybrid nuclear reactor
2.1. Geometry and state variables
The nuclear reactor is a long thin cylinder. We use coordinates x, y, z such that x is the abscissa along the axis of
the cylinder and y, z are orthogonal coordinates in the plane perpendicular to the axis.
Moreover, the cylinder is pierced, along its axis, by a very thin cylinder along which a source of neutrons will move
slowly. This source of neutrons will generate the nuclear reactions inside the cylinder (see also Fig. 11).
At any point r = (x, y, z) in the cylinder, the state of the reactor is described, in first approximation, by four state
variables which evolve in time:
(i) the first variable n(r, t) is the density of neutrons at point r and time t , that is, the number of neutrons per unit
volume,
(ii) the last three variables qj (r, t), j = 1,2,3, describe the chemical composition of the reactor at point r , time t ,
namely
– q1(r, t) is the concentration of fertile matter, for example U238, which can absorb neutrons and transmute in fissile
matter,
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tion of neutrons, and can produce fission when it is hit by neutrons,
– q3(r, t) is the concentration of products of fission which are smaller nuclei, usually excited, which can be de-
stroyed by absorption of neutrons.
We shall assume here that the heat produced by the nuclear power is transferred instantaneously to the outside.
Moreover, we shall replace the quantities n(r, t) and qj (r, t) by their average values on each cross section of the
cylinder, so that they become functions of x and t only. This assumption is justified by the relative thinness of the
cylinder with respect to its length.
2.2. Control of the reactor
At time t = 0, the chemical composition of the reactor is given qj (x,0) = q(0)j for j = 1,2,3 and the quantity of
neutrons is n(x,0) = 0.
Once this initial composition is given, the only control of the reactor is the source of neutrons which moves along
the axis of the cylinder. When this source of neutrons is placed at x = 0, it produces at point x nearby 0 a quantity
σ(x) of neutrons per unit time. Here σ(x) is a function of x, concentrated near x = 0, which is 0 when |x| a, where
a is small. For example, one can take a delta function:
σ(x) = σ0δ(x).
This source will move at a velocity v (not necessarily constant). At time t , the source produces at point x, a quantity
of neutrons per unit time
σ(x, t) = σ(x − vt) (for constant v).
The control parameters of the source are thus, the velocity v of its displacement along the cylinder and the overall
intensity of the source, for example the parameter σ0 if σ(x) = σ0δ(x).
2.3. Derivations of the equations
We need four equations for the quantities qj (x, t) and n(x, t). First, we write the equation for qj :
∂q1
∂t
= −a1nq1, (2.1)
∂q2
∂t
= a1nq1 − a2nq2, (2.2)
∂q3
∂t
= a2nq2 − a3nq3, (2.3)
where the ai are positive constants given by the rate constants of the nuclear reactions.
Eq. (2.1) says that the fertile matter disappears at a rate a1 per unit time, per neutron and unit of matter. The
parameter a1 is the inelastic cross-section time the elastic mean path of a neutron (that is the average path of a neutron
before an inelastic event occurs). Eq. (2.2) for the fissile matter, says first that the fertile matter is a source of fissile
matter, producing ∂q1
∂t
quantity of fissile matter per unit time. Moreover the fission events (rate a2) transform fissile
matter in fission products, so that q2 decreases by a2nq2 per unit time. Finally Eq. (2.3) says that fission products
accumulate at the rate a2 and are destroyed by inelastic collisions with neutrons at a rate a3.
Notice here, that we neglect completely the diffusion of the chemical components of the reactor.
Now, we derive the equation of evolution of the density of neutrons. The total variations of the quantity of neutrons
is:
∂n
∂t
=
(
∂n
∂t
)
Nucl
+
(
∂n
∂t
)
Diff
+
(
∂n
∂t
)
loss
+ σ(x, t). (2.4)
In Eq. (2.4), the last term is the effect of the source which creates neutrons. The term ( ∂n
∂t
)loss is due to losses of
neutrons at the boundary of the cylinder.
B. Gaveau et al. / J. Math. Pures Appl. 85 (2006) 633–670 637We approximate this term as, (
∂n
∂t
)
loss
= −bn, (2.5)
where b > 0 depends on the geometry and of the boundary effects.
The term ( ∂n
∂t
)Diffis the diffusion term: indeed the elastic collisions of the neutrons with the matter inside the reactor
can be approximated, as a net effect, by diffusion processes with a Fick type law:(
∂n
∂t
)
Diff
= D∂
2n
∂x2
, (2.6)
where D > 0 is a certain diffusion constant.
Finally the term ( ∂n
∂t
)Nucl is the variation of neutrons due to the nuclear reactions. We can take:(
∂n
∂t
)
Nucl
= −a1nq1 + μa2nq2 − λa3nq3. (2.7)
In Eq. (2.7), the term −a1nq1 is the amount of neutrons absorbed per unit time and unit volume due to the absorption
of neutrons by fertile matter transforming it into fissile matter. The term μa2nq2 is the quantity of neutrons created
by fission events, usually μ > 0 because each fission absorbs one neutron but produces more than one neutron. In the
same way, −λa3nq3 is the loss of neutrons absorbed by the fission products which then decay to stable matter. Again
λ is not necessarily 1.
From Eqs. (2.4)–(2.7), the evolution of n is given by:
∂n
∂t
= D∂
2n
∂x2
− a1nq1 + μa2nq2 − λa3nq3 − bn + σ(x, t). (2.8)
Eqs. (2.1)–(2.3), (2.8) describe completely the evolution of the reactor, provided we give the
(i) initial conditions at t = 0,
qj (x,0) = q(0)j , n(x,0) = 0; (2.9)
(ii) boundary conditions.
We assume that the neutrons reaching the extremities of the cylinder are absorbed by the external medium, so that
n(x, t) = 0 for x = −L,+L (2.10)
if the cylinder extends from −L to +L.
3. Preliminary reduction of the system of equations
3.1. Determination of the qj in term of n
We start by the system of Eqs. (2.1)–(2.3). Write,
q =
(
q1
q2
q3
)
, (3.1)
A =
(−a1 0 0
a1 −a2 0
0 a2 −a3
)
, (3.2)
so that the system of Eqs. (2.1)–(2.3) can be written
∂ q = nAq. (3.3)
∂t
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V1 =
⎛⎝ 1a1a2−a1
a1a2
(a2−a1)(a3−a1)
⎞⎠ , V2 = ( 01
a2
a3−a2
)
, V3 =
(0
0
1
)
. (3.4)
To find q , we use the basis of the Vj , namely we write,
q =
3∑
j=1
fj Vj , (3.5)
with new functions fj so that
q1 = f1, q2 = a1
a2 − a1 f1 + f2, q3 =
a1a2
(a2 − a1)(a3 − a1)f1 +
a2
a3 − a2 f2 + f3, (3.6)
or
f1 = q1, f2 = q2 − a1
a2 − a1 q1, f3 = q3 −
a2
a3 − a2 q2 +
a1a2
(a3 − a1)(a3 − a2)q1. (3.7)
Because A Vi = −ai Vi , we obtain from Eqs. (3.3) and (3.5) that
dfi
dt
= −ainfi, i = 1,2,3,
which can be integrated immediately
fi(x, t) = f (0)i exp
(
−ai
t∫
0
n(x, s)ds
)
, (3.8)
where f (0)i = fi(x,0) are the initial conditions obtained from Eq. (3.7) with qi replaced by q(0)i . From the fi given by
Eq. (3.7), the qj can be obtained easily using Eqs. (3.6).
More precisely, we define the integrated density of neutrons:
N(x, t) =
t∫
0
n(x, s)ds. (3.9)
This is the total amount of neutrons up to time t at point x (per unit volume). Then
q1(x, t) = q(0)i exp
(−a1N(x, t)), (3.10)
q2(x, t) = q(0)i exp
(−a2N(x, t))+ a1
a2 − a1 q
(0)
i
[
exp
(−a1N(x, t))− exp(−a2N(x, t))], (3.11)
q3(x, t) = q(0)3 exp
(−a3N(x, t))+ a2
a3 − a2 q
(0)
2
[
exp
(−a2N(x, t))− exp(−a3N(x, t))]
+ a1a2q(0)1
[
exp(−a1N)
(a2 − a1)(a3 − a1) −
exp(−a2N)
(a3 − a2)(a2 − a1) +
exp(−a3N)
(a3 − a1)(a3 − a2)
]
. (3.12)
Remark. We shall see, later, the importance of these detailed expressions.
3.2. Reduction of the equation for n
Eq. (2.8), for n, contains the term due to nuclear reactions,
R(q,n) ≡ (−a1q1 + μa2q2 − λa3q3)n. (3.13)
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R ≡ −
3∑
i=1
Kiain exp(−aiN), (3.14)
where the Ki are constants which are linear combinations of the initial concentrations q(0)i , namely
K1 = q(0)1
[
1 − μa2
a2 − a1 +
λa2a3
(a2 − a1)(a3 − a1)
]
,
K2 = q(0)1
a1
a2 − a1
[
μ − λa3
a3 − a2
]
+ q(0)2
[
−μ + λa2
a3 − a2
]
,
K3 = q(0)1
λa1a2
(a3 − a1)(a3 − a2) − q
(0)
2
λa2
a3 − a2 + λq
(0)
3 . (3.15)
Then the equation for n is given by Eq. (2.8), or
∂n
∂t
= D∂
2n
∂x2
−
3∑
i=1
Kiain exp (−aiN) − bn + σ(x, t). (3.16)
This equation contains n, as well as N , which is the integral of n from 0 to t .
Notice that
−ain(x, t) exp
(−aiN(x, t))= ddt (exp(−aiN(x, t)))
so that we can rewrite easily Eq. (3.16) in term of N only as a total derivative in t ,
∂
∂t
(
∂N
∂t
−
3∑
i=1
Ki exp(−aiN) + bN − D∂
2N
∂x2
)
= σ.
We can integrate once in t using the facts that at t = 0,
∂N
∂t
∣∣∣∣
t=0
= n(x,0) = 0,
and
N(x,0) = 0,
we obtain:
∂N
∂t
= D∂
2N
∂x2
+
3∑
i=1
Ki
(
exp(−aiN) − 1
)− bN + S(x, t) (3.17)
with
S(x, t) =
t∫
0
σ(x, s)ds, (3.18)
and the initial condition
N(x,0) = 0. (3.19)
We define the function G(N) as
G(N) =
3∑
i=1
Ki
(
exp(−aiN) − 1
)
. (3.20)
So that Eq. (3.17) can be rewritten as
∂N
∂t
= D∂
2N
∂x2
+ G(N) − bN + S(x, t).
Useful properties of G(N) are given in Appendix A.
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To get some idea of the behavior of the solution, we consider various special cases: no nuclear reactions, no
diffusion of neutrons, and then exact soliton situation.
4.1. No nuclear reaction
This is an uninteresting case, for which Eq. (2.8) reduces to
∂N
∂t
= D∂
2N
∂x2
− bn + σ(vt − x).
Call ξ = vt − x. We look for a solution,
n(x, t) = n(ξ).
This satisfies
Dn′′ − vn′ − bn = −σ(ξ).
The characteristic roots are:
α± = v ±
√
v2 + 4bD
2D
.
Assume that σ(ξ) = σ0δ(ξ) and n(±∞) = 0. Then the solution is:
n(vt − x) =
⎧⎪⎨⎪⎩
σ0√
v2 + 4bD exp(α+(vt − x)) (vt − x < 0),
σ0√
v2 + 4bD exp(α−(vt − x)) (vt − x > 0).
We can draw the graphs of n(x, t), for t = t0 and for x = x0 (see Fig. 1).
These graphs show obviously the nature of the soliton solution with a maximum at vt0 (with respect to x) propa-
gating to the right when t0 increases and decaying exponentially fast.
4.2. No diffusion of neutrons
In this case Eq. (3.17) reduces to
dN
dt
= F(N) + S(x, t), (4.1)
where
F(N) = G(N) − bN. (4.2)
Fig. 1.
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σ(x, t) = σ0δ(vt − x),
so that
S(x, t) =
t∫
0
σ0δ(vs − x)ds =
⎧⎪⎨⎪⎩
0 if t <
x
v
,
σ0
v
if t >
x
v
.
(4.3)
Thus Eq. (4.1) reduces to
dN
dt
− F(N) =
⎧⎪⎨⎪⎩
0 if t <
x
v
,
σ0
v
if t >
x
v
.
Obviously, one has:
N(t, x) = 0 if t < x
v
, (4.4)
and for t > x/v, N(t, x) is implicitly given by the formula:
N(t,x)∫
0
dN
F(N) + σ0
v
= t − x
v
(
t >
x
v
)
. (4.5)
The result of Eq. (4.4) is obvious. Given a point x, if the source has not yet reached that point, namely for t < x
v
,
no neutrons can be created at x until time x
v
, because in our assumption, the neutrons remain in the cross section x of
the cylinder where they have been created, if there is no mechanism of transport of neutrons in the x direction.
Using the results of Appendix A, we see that
F ′(0) = −{a1q(0)1 + λa3q(0)3 + b − μa2q(0)2 }, (4.6)
F ′′(0) = a1(a1 + μa2)q(0)1 + λa23q(0)3 − a2
(
μa2 + λ(a2 + a3)
)
q
(0)
2 . (4.7)
We see from Eqs. (4.6), (4.7) that
• for q(0)2 small enough, F ′′(0) > 0, F ′(0) < −b < 0;
• one can reverse the signs of F ′′(0) > 0 and F ′(0) provided q(0)2 is large enough.
Moreover for N large,
F ′(N) ∼ −b,
F (N) ∼ −bN − q(0)1 (1 − μ + λ) + q(0)2 μ − q(0)3 λ.
We can have several situations for the graphs of F ′ and F .
1st situation F ′(0) < −b (q(0)2 small). A first case (Fig. 2) corresponds to the case:
−q(0)1 (1 − μ + λ) + q(0)2 μ − q(0)3 λ < 0.
A second case corresponds to the case:
−q(0)1 (1 − μ + λ) + q(0)2 μ − q(0)3 λ > 0.
Here q(0)2 is small because F
′(0) < −b, then:
The first case corresponds to μ < 1 + λ.
The second case corresponds to μ > 1 + λ.
642 B. Gaveau et al. / J. Math. Pures Appl. 85 (2006) 633–670Fig. 2.
Fig. 3.
2nd situation: F ′(0) > −b. Here cases (1), (2) for the graph of F correspond to the previous discussions (see Fig. 3).
We discuss now the behavior of the solution of Eq. (4.5).
N(t,x)∫
0
dN
F(N) + σ0
v
= t − x
v
.
The denominator in the integral has in general a unique zero, called N0,
F(N0) = −σ0
v
.
When t → +∞, N(t, x) → N0.
Moreover one can write for N ∼ N0,
F(N) + σ0
v
∼ F ′(N0)(N − N0),
so that for N < N0,
N∫ dN
F(N) + σ0
v
∼ − 1|F ′(N0)| log(N0 − N),
0
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N(t, x) ∼ N0 − Ae−t |F ′(N0)|, n(t, x) ∼ A
∣∣F ′(N0)∣∣ e−t |F ′(N0)|. (4.8)
In general for t > x/v
n(t, x) = ∂N(t, x)
∂t
= F (N(t, x))+ σ0
v
, n
((
x
v
)+
, x
)
= F(0) + σ0
v
= σ0
v
.
Moreover
∂N(t, x)
∂x
= −F(N(t, x)) + σ0/v
v
< 0,
∂N(t, (vt)−)
∂x
= −σ0
v2
.
We have drawn the graphs of N and n in Figs. 4 and 5.
There could also be a situation, where
F ′(0) > 0,
in case q(0)2 is large enough.
In that case F(N) starts increasing (see Fig. 6)
Then for a fixed x,
n(t, x) = F (N(t, x))+ σ0
v
starts increasing in t (above σ0/v) (see Fig. 7)
Fig. 4.
Fig. 5.
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Fig. 7.
4.3. Evolution of the chemical composition
We consider q(0)2 = 0, q(0)3 = 0.
Then
q1(x, t)
q
(0)
1
= exp(−a1N(x, t)).
For a fixed t0, one has the case as in Fig. 8.
Then, one has:
q2(x, t)
q
(0)
1
= a1
a2 − a1
(
e−a1N − e−a2N ).
Now e−a1N − e−a2N has an extremum at a value N = N2.
Thus we have two cases:
(i) N0 < N2 (Fig. 9).
(ii) N0 
 N2 (Fig. 10).
Finally q3 has the same behavior (roughly speaking) as q2.
4.4. Exact soliton solution
An exact soliton solution is a solution of the system of Eqs. (2.1)–(2.3), (2.8) which is a function of the variable
ξ = vt − x.
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Strictly speaking, such a solution can exist only for an infinitely long reactor, so −∞ < x < +∞ and the reactor must
function starting at t = −∞.
In this case, we must define:
N(x, t) =
t∫
−∞
n(x, s)ds =
t∫
−∞
n(vs − x)ds,
so that N(x, t) can be written as a function N(vt − x) and N(x, t) satisfies,
∂N
∂t
= D∂
2N
∂x2
+ F(N) + σ0
t∫
−∞
δ(vs − x)ds.
But
σ0
t∫
−∞
δ(vs − x)ds = s0
v
θ(vt − x),
where
θ(ξ) =
{
0, ξ < 0,
1, ξ > 0.
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−DN ′′ + vN ′ − F(N) = σ0
v
θ(ξ). (4.9)
The prime N ′ denotes the derivative with respect to ξ .
In Appendix B, we prove that there exists a positive solution of this equation such that
N(−∞) = 0, N(+∞) = N0,
where N0 is the solution of
F(N0) = −σ0
v
.
5. General case: existence of the solution
5.1. Two preliminary problems
We consider Eq. (3.17) for N : ⎧⎨⎩ ∂N∂t = D∂
2N
∂x2
− bN + G(N) + S(x, t),
N |t=0 = 0,
(5.1)
G(N) =
3∑
i=1
Ki
(
e−aiN − 1). (5.2)
Here a  x  b, and N is 0 at the extremities a, b of the cylinder and −∞ a < b+∞.
First of all, we consider the following problem for a function u(x, t):⎧⎨⎩ ∂u∂t = D∂
2u
∂x2
+ V (x, t)u, t  s,
u|t=s = ϕs(x),
(5.3)
and u is 0 at the extremities a, b. Here V is a given function of (x, t). The problem (5.3) is a linear problem in u,
which can be solved using a linear semi-group. Namely, one can write the solution of this problem as
u(x, t) =
b∫
a
P (t, x|s, x′;V )ϕs(x′)dx′. (5.4)
Here P(t, x|s, x′;V ) is a kernel depending on t, x, s, x′, which is a functional of V . This kernel is studied in Appen-
dix C, using a Wiener integral. The kernel is given by Feynman–Kac formula.
Its main properties are:
P(t, x|s, x′;V ) → δ(x − x′) for t → s+, P  0, (5.5)
so that if ϕs  0, then u 0.
Then, we consider the problem: ⎧⎨⎩ ∂v∂t = D∂
2v
∂x2
+ V (x, t)v + f (x, t),
v|t=0 = 0.
(5.6)
This problem can be solved by Duhamel’s principle, namely:
v(x, t) =
t∫
0
ds
b∫
a
P (t, x|s, x′;V )f (x′, s)dx′. (5.7)
Indeed, one has:
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=
t∫
0
ds
∂
∂t
( b∫
a
P (t, x|s, x′;V )f (x′, s)dx′
)
+
b∫
a
P (t, x|t−, x′;V )f (x′, t−)dx′. (5.8)
But because the function u = ∫ b
a
P (t, x|s, x′;V )f (x′, s)dx′ satisfies
∂u
∂t
= D∂
2u
∂x2
+ V u,
and because
P(t, x|t−, x′;V ) = δ(x − x′),
we see immediately from Eq. (5.8) that v satisfies the conditions of problem (5.4).
In particular, if f  0, then v  0.
5.2. Reduction to an integral equation for N
Assume that Eq. (5.1) has a solution N(x, t). One can write:
∂N
∂t
= D∂
2N
∂x2
+ V (x, t)N + S(x, t), (5.9)
where
V (x, t) = G(N(x, t))
N(x, t)
− b. (5.10)
First, we prove that N(x, t) > 0 for t > 0 and a < x < b.
Consider the first time t0 such that there exists an x0 with N(x0, t0) = 0. Then for t  t0, N(x, t) 0, and thus the
function V given by Eq. (5.10) is bounded from above. As a consequence, N(x, t) is given by a formula of the form
of Eq. (5.5) for t  t0, with f replaced by S, namely using Eq. (C.2),
N(x, t) =
t∫
0
dsE
{
exp
( t∫
s
V (Bs′ , s
′)ds′
)
S(s,Bt )χ(T > t) | Bs = x
}
. (5.11)
But, if a < x < b, χ(T > t) > 0, S  0 and not identically 0, so that N > 0 as an integral of a functional which is
 0 and not identically 0. So we get a contradiction with the hypothesis N(x0, t0) = 0.
Now, because N  0 and V is bounded from above for N  0, we see that Eq. (5.11) holds for any (x, t).
Moreover,
S(t, x) =
t∫
0
σ(vs − x)ds  1
v
∫
σ(x)dx ≡ σ0
v
(5.12)
is uniformly bounded. We deduce:
If G(N)
N
− b−β with β > 0, we see immediately from Eq. (5.11) that
N(x, t)
t∫
0
σ0
v
e−β(t−s) ds = σ0
vβ
(
1 − e−βt). (5.13)
Now we can rewrite Eq. (5.1) in the following way:
∂N
∂t
= D∂
2N
∂x2
− bN + G(N(x, t))+ S(x, t),
and we can consider that it is an equation of the type (5.4) with V ≡ −b and with
f (x, t) = G(N(x, t))+ S(x, t)
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N(x, t) = E
{ t∫
0
ds e−b(t−s)
[
S
(
s,B(t)
)+ G(N(B(t), s))]χ(T > t) | B(s) = x}. (5.14)
Clearly, one can assume that we start the Brownian path B(s) at s = 0 from x = 0 but then inside the Wiener expec-
tation of Eq. (5.14) B(t) must be replaced by B(t − s) + x and the condition T > t by T > t − s, so that
N(x, t) = E
{ t∫
0
ds e−b(t−s)
[
S
(
s, x + B(t − s))+ G(N(x + B(t − s), s))]χ(T > t − s)} (5.15)
where we have skipped the conditional . . . |B(0) = 0}.
This formula proves immediately that N is uniformly bounded, because G is uniformly bounded by a constant γ
for N  0,
γ = Max
N0
G(N), (5.16)
and in fact
N(x, t)
(
σ0
v
+ γ
)(
1 − e−bt
b
)
. (5.17)
This bound is more powerful than the bound of Eq. (5.13) when G(N)
N
− b becomes positive. We define:
Φ(N) = G(N)
N
− b. (5.18)
Then Eq. (5.11) defines an integral equation which is satisfied by N , namely
N(x, t) =
t∫
0
dsE
{
exp
( t−s∫
0
Φ
(
N
(
x + B(u), s + u))du)S(s, x + B(t − s))χ(T > t − s)}. (5.19)
Both Eqs. (5.15) and (5.18) define nonlinear integral equations satisfied by N(t, x).
5.3. Solution of the integral equations (5.19)
Call F(N) the nonlinear operator which associates to a function N(x, t) the second member of Eq. (5.19), so that
symbolically N satisfies:
N =F(N).
We solve this equation by iteration: define N0 ≡ 0, N1 =F(N0), . . . , Nk =F(Nk−1), . . . so that
Nk = N0 + (N1 − N0) + · · · + (Nk − Nk−1). (5.20)
Clearly all the Nk are positive so that
Φ+(Nk) c
(
Φ+ = max(Φ,0)),
and
Nk(t, x)
σ0
v
(
ect − 1
c
)
. (5.21)
Moreover in the sum of Eq. (5.20), one has:
Nl+1(t, x) − Nl(t, x) =F(Nl)(t, x) −F(Nl−1)(t, x), (5.22)
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F(Nl) −F(Nl−1) =
t∫
0
ds E
{
S
(
s, x + B(t − s))χ(T > t − s)
×
[
exp
( t−s∫
0
Φ
(
N
(
x + B(u), s + u))du)− exp( t−s∫
0
Φ
(
N−1
(
x + B(u), s + u))du)]}. (5.23)
Now
∣∣ea − eb∣∣= ∣∣∣∣∣
a∫
b
ex dx
∣∣∣∣∣ ( Maxaxb ex)|a − b|
so that in Eq. (5.23) the square bracket is:
[ . . .] ec(t−s)
(
Max
N0
|Φ ′(N)|
)
(t − s) Max
axb
st
∣∣Nl(x, s) − Nl−1(x, s)∣∣,
and thus
Max
axb
0st
∣∣F(Nl) −F(Nl−1)∣∣ σ0
v
ect
(
Max
N0
|Φ ′|
) t2
2
Max
axb
st
∣∣Nl(x, s) − Nl−1(x, s)∣∣. (5.24)
If one chooses t  t0, with t0 small enough so that
σ0
v
ect
(
Max
N0
∣∣Φ ′(N)∣∣) t2
2
 k < 1, (5.25)
one has from Eqs. (5.22)–(5.25):∣∣Nl+1(t, x) − Nl(t, x)∣∣ k∣∣Nl(t, x) − Nl−1(t, x)∣∣ kl∣∣N1(t, x) − N0(t, x)∣∣Kkl,
so that the series of Eq. (5.20) is convergent uniformly for t  t0, a  x  b. Here t0 is given by Eq. (5.25) and
depends on the various constants c, σ0/v and MaxN0 |Φ ′(N)| of the problem.
As a consequence the limit,
N(x, t) = lim
k→∞Nk(x, t),
satisfies the integral equation (5.19) as well as the integral equation (5.15) and the bound (5.17) at least for t  t0,
a  x  b. In particular,
Max
axb
N(t0, x)
(
σ0
v
+ 1
)
1
b
. (5.26)
We shall now extend the solution of the integral equation,
N =F(N),
beyond t0. For t > t0, N(t, x) satisfies the Cauchy problem:⎧⎨⎩
∂N
∂t
= D∂
2N
∂x2
+ Φ(N(x, t))N(x, t) + S(x, t) (t  t0),
N |t=t0 = N(t0, x).
(5.27)
As a consequence N satisfies for t > t0 an integral equation:
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{
exp
( t−t0∫
0
Φ
(
N
(
x + B(u), t0 + u
))
du
)
N
(
t0, x + B(t − t0)
)
χ(T > t − t0)
}
+
t−t0∫
0
ds E
{
S
(
t0 + s, x + B(t − s)
)
χ(T > t − s)
× exp
( t−t0−s∫
0
Φ
(
N
(
x + B(u), t0 + s + u
))
du
)}
. (5.28)
Exactly as above, we can prove that this integral equation has a solution for t0 < t < t1. Indeed, call F0(N) the
linear operator in the second member of Eq. (5.28). We iterate as before with,
Nl+1 =F0(Nl),
starting with a function N0(t, x) 0 satisfying at t = t0,
N0(t0, x) = N(t0, x).
Then clearly all the Nl are positive. Moreover one verifies that
Max
t0tt1
axb
∣∣F0(Nl) −F0(Nl−1)∣∣ [ec(t1−t0)(Max
N0
∣∣Φ ′(N)∣∣)(t1 − t0)( Max
axb
N(t0, x)
)
+ ec(t1−t0)
(
Max
N0
∣∣Φ ′(N)∣∣) (t1 − t0)2
2
σ0
v
](
Max
axb
t0st1
∣∣Nl(x, s) − Nl−1(x, s)∣∣). (5.29)
In the second member of Eq. (5.29), the first term in the bracket comes from the first Wiener integral of the second
member of Eq. (5.28), and the second term in the bracket comes from the second Wiener integral of the second
member of Eq. (5.28) and is analogous to the bound of Eq (5.24). Moreover one can use the bound of Eq. (5.26) for
Max N(t0, x), so that finally,
Max
t0tt1
axb
∣∣F0(Nl) −F0(Nl−1)∣∣K(t1 − t0) Max
t0st1
axb
∣∣Nl(x, s) − Nl−1(x, s)∣∣, (5.30)
with
K(t1 − t0) = ec(t1−t0)
(
Max
N0
∣∣Φ ′(N)∣∣)(t1 − t0)[(σ0
v
+ γ
)
1
b
+ (t1 − t0)
2
σ0
v
]
. (5.31)
So for t1 − t0 small enough,
K(t1 − t0) k < 1,
and one has a solution of N = F1(N) for t0  t  t1, as well as an extension of the solution of N = F(N) for
0 t  t1. Then N satisfies Eq. (5.15), and thus has a bound like (5.17), in particular:
Max
axb
N(t1, x)
(
σ0
v
+ γ
)
1
b
.
Now, suppose one has extended the solution N(t, x) up to t = tk with
Max
axb
N(tk, x)
(
σ0
v
+ γ
)
1
b
. (5.32)
Then, we extend N(t, x) for t  tk using⎧⎨⎩
∂N
∂t
= D∂
2N
∂x2
+ Φ(N)N + S (t  tk), (5.33)N |t=tk = N(tk, x).
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operator Fk(N) which preserves the positivity of N and one has a bound analogous to Eq. (5.30)
Max
axb
tkttk+1
∣∣Fk(Nl) −Fk(Nl−1)∣∣K(tk+1 − tk) Max
axb
tkttk+1
∣∣Nl − Nl−1∣∣, (5.34)
and the main remark is that K(t) in Eq. (5.34) is exactly the same as in Eq. (5.30) because the bound of N(tk, x)
is given by ( σ0
v
+ γ ) 1
b
(see Eq. (5.32)) which is the same as the bound of N(t0, x). So one can choose tk+1 − tk =
t1 − t0 to insure that K(tk+1 − tk)  k < 1. In this way, we have extended the solution of N = F(N) up to time
tk+1 = (k+1)(t1 − t0)+ t0, N(t, x) satisfies also the integral equation (5.15) and the bound of Eq. (5.17), in particular
at time tk+1,
Max
axb
N(tk+1, x)
(
σ0
v
+ γ
)
1
b
,
and using this bound, one can continue the solution up to time
tk+2 = (k + 2)(t1 − t0) + t0.
Remark. We cannot use directly the simpler integral equation (5.15) a priori. The reason is that the function G(N)
is not positive, so that we are not sure, that, in the iteration procedure for that integral equation, the Nk would stay
positive. But when the Nk become negative, G(N), being a sum of exponentials exp(−aiN), could grow without
control.
5.4. Estimation of the concentration of neutrons
We are interested in the concentration of neutrons:
n(t, x) = ∂N(t, x)
∂t
. (5.35)
This function satisfies Eq. (3.14), ⎧⎨⎩ ∂n∂t = D∂
2n
∂x2
+ F ′(N)n + σ(x, t),
n|t=0 = 0.
(5.36)
Here
F ′(N) = −
s∑
i=1
aiKi e
−aiN − b. (5.37)
So n(x, t) is given by a formula as in Eq. (5.5) with f = σ , V (x, t) = F ′(N(x, t)) which we rewrite using a
Feynman–Kac formula as in Appendix C, so that
n(x, t) =
t∫
0
ds E
{
exp
( t−s∫
0
F ′
(
N
(
x + B(u), s + u))du)σ (s, x + B(t − s))χ(T > t − s)}. (5.38)
In particular, n 0, and as a consequence N(x, t) is increasing in t . Because N(x, t) is uniformly bounded, N(x, t)
has a limit when t → +∞,
N∞(x) = lim
t→∞N(x, t). (5.39)
Moreover n(x, t) has also a trivial bound:
n(x, t)
t∫
0
ds exp
(
(MaxF ′)s
)
E
{
σ
(
t − s, x + B(s))χ(T > t − s)}. (5.40)
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If we take the derivative with respect to the space variable of Eq. (5.1), we obtain:
∂
∂t
(
∂N
∂x
)
= D ∂
2
∂x2
(
∂N
∂x
)
+ F ′(N)∂N
∂x
+ ∂S
∂x
.
We can also study this equation, write an integral formula for ∂N
∂x
as in Appendix C and prove bounds as in
Eq. (5.40).
6. Asymptotic behavior for large time
6.1. The limit N∞(x)
We have seen above that N(x, t) has a finite limit denoted by N∞(x) which is uniformly bounded when t → ∞.
We know that
∂N(x, t)
∂t
= D∂
2N(x, t)
∂x2
+ F (N(x, t))+ σ0
v
θ(vt − x).
Let us integrate this equation with respect to t from t = 0 to t . We obtain:
N(x, t) = D ∂
2
∂x2
( t∫
0
N(x, s)ds
)
+
t∫
0
F
(
N(x, s)
)
ds + σ0
v
(
t − x
v
)
θ(vt − x). (6.1)
But for t large,
t∫
0
N(x, s)ds ∼ tN∞(x),
t∫
0
F
(
N(x, s)
)
ds ∼ tF (N∞(x)),
so that for large t , we can identify the terms of 0(t) in (6.1) and obtain:⎧⎨⎩D d
2N∞(x)
dx2
+ F(N∞(x)) + σ0
v
= 0.
N∞(x) positive and bounded uniformly.
(6.2)
We prove in Appendix D, that
(i) For an unlimited reactor,extending from −∞ to +∞, N∞(x) ≡ N0, where N0 is the solution of :
F(N0) + σ0
v
= 0; (6.3)
(ii) For an unlimited reactor, extending from 0 to +∞, N∞(x) is a certain function of x such that
N∞(0) = 0, N∞(x) − N0 ∼ C exp(−λx), (6.4)
for x large, where
λ =
√−F ′(N0)
D
. (6.5)
In this case, we have a kind of boundary layer at x = 0 with thickness λ−1.
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We use Eq. (5.38) for n(x, t).
First let us assume that
MaxF ′(N) ≡ −β < 0. (6.6)
Then from Eq. (5.38), one gets:
n(x, t) I (x, t), (6.7)
where I (x, t) is given by,
I (x, t) =
t∫
0
ds e−β(t−s)E
{
σ
(
s, x + B(t − s))χ(T > t − s)}. (6.8)
Let us assume that the reactor extends from 0 to +∞ and that
σ(s, x) = σ0δ(vs − x). (6.9)
Then, in the second member of Eq. (6.8), the Wiener integral E{. . .} is a functional integral over the absorbed
Brownian motion at 0 and if we denote by P0(t, y|x) the probability density of the absorbed Brownian motion to be
at y at time t , starting from x at time 0 one has:
E
{
σ
(
s, x + B(t − s))χ(T > t − s)}= ∞∫
0
σ(s, y)P0(t − s, y|x)dy = σ0P0(t − s, vs|x) (6.10)
for a source like (6.9). Now
P0(t, y|x) = 1√
4πDt
[
exp
(
− (x − y)
2
4Dt
)
− exp
(
− (x + y)
2
4Dt
)]
(6.11)
so that from Eqs. (6.8)–(6.11), one deduces:
I (x, t) = σ0
t∫
0
ds
e−β(t−s)√
4πD(t − s)
[
exp
(
− (x − vs)
2
4D(t − s)
)
− exp
(
− (x + vs)
2
4D(t − s)
)]
.
Here x > 0, and we can neglect the second exponential compared to the first, so
I (x, t) ∼ σ0
t∫
0
du√
4πDu
exp
(
−
[
βu + (x − v(t − u))
2
4Du
])
. (6.12)
We call:
ϕ(u) = βu + (x − v(t − u))
2
4Du
, (6.13)
and we treat the integral in Eq. (6.12) by the saddle point method. One has:
ϕ′(u) = 1
4Du2
[
u2
(
4Dβ + v2)− (x − vt)2].
The extremum is obtained for
u0 = vt − x√
v2 + 4Dβ
for large t , and this is indeed < t , and
ϕ(u0) =
(
vt − x)(√
v2 + 4Dβ − v).
2D
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ϕ′′(u0) = (v
2 + 4Dβ)3/2
2D(vt − x) .
Then by the saddle point method,
I (x, t) ∼ σ0√
4πDu0
e−ϕ(u0)
√
2π
ϕ′′(u0)
,
or finally
I (x, t) ∼ σ0√
v2 + 4Dβ exp
(
−
(
vt − x
2D
)(√
v2 + 4Dβ − v)), (6.14)
and
n(x, t) I (x, t). (6.15)
A better estimation of n(x, t) is obtained as follows for large t . In Eq. (5.38), for large t , and thus for large s,
N(x + B(u), s + u) will approach N0 for large x. So the exponential is like
exp
(
(t − s)F ′(N0)
)
.
The calculation is the same as in Eqs. (6.14), (6.15) except that now, β = −F ′(N0).
7. Soliton asymptotic
7.1. Equations in the soliton coordinates
We use a moving frame tied to the source of neutrons. So we define the coordinates:
y = vt − x, t ′ = t. (7.1)
For any function f (x, t) we denote by a f˜ the same function in the soliton coordinates:
f˜ (y, t ′) = f (x, t) = f (vt − y, t). (7.2)
Then ∂
∂t
= ∂
∂t ′ + v ∂∂y , and the functions n˜ and N˜ satisfy:(
∂
∂t
+ v ∂
∂y
)
n˜ = D∂
2n˜
∂y2
+ F ′(N˜)n˜ + σ(y), (7.3)
(
∂
∂t
+ v ∂
∂y
)
N˜ = D∂
2N˜
∂y2
+ F(N˜) +
t∫
0
σ
(
v(s − t)+ y)ds. (7.4)
Now,
N˜(y, t) = N(vt − y, t) =
t∫
0
n(vt − y, s)ds =
t∫
0
n
(
vs − y + v(t − s), s)ds
N˜(y, t) =
t∫
0
n˜
(
y − v(t − s), s)ds. (7.5)
The initial conditions are still
N˜(y,0) = 0, n˜(y,0) = 0. (7.6)
For a reactor limited to 0 x < +∞, the boundary conditions are:
N˜(vt, t) = 0, n˜(vt, t) = 0. (7.7)
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t∫
0
σ
(
v(s − t) + y)ds = σ0
v
vt∫
0
δ(y − u)du = σ0
v
θ(y)θ(vt − y). (7.8)
Using Eq. (6.15), we see immediately that for fixed x, n(x, t) → 0 if t → ∞. On the other hand, Eqs. (6.15) and
(6.16) prove that an upper estimate of n(x, t) is given in term of the soliton coordinate y = vt − x only.
We shall prove that N˜(y, t) and n˜(y, t) have well defined limits when t → +∞, for fixed y.
7.2. Asymptotic of N˜(y, t) for large t
We define:
N˜ ′(y, t) = ∂N˜(y, t)
∂t
. (7.9)
Notice that N˜ ′ is not n˜ = ∂˜N
∂t
, because
n˜ = ∂˜N
∂t
= ∂N˜
∂t
+ v ∂N˜
∂y
. (7.10)
Nevertheless, we can differentiate Eq. (7.4) with respect to t and deduce:
∂
∂t
N˜ ′ = D∂
2N˜ ′
∂y2
− v ∂
∂y
N˜ ′ + F ′(N˜)N˜ ′ + σ0δ(vt − y) (7.11)
for a source σ(x, t) = σ0δ(y), using Eq. (7.8) so that
∂
∂t
t∫
0
σ
(
v(s − t) + y)dy = ∂
∂t
(
σ0
v
θ(y)θ(vt − y)
)
= σ0δ(vt − y).
Moreover, using Eq. (7.10),
N˜ ′
∣∣
t=0 = n˜|t=0 − v
∂n˜
∂y
∣∣∣∣
t=0
= 0. (7.12)
So, the problem given by Eqs. (7.11) and (7.12) can be solved using again the Duhamel principle, and the Feynman–
Kac formula. More precisely we consider:⎧⎨⎩
∂g(t, y)
∂t
= D∂
2g
∂y2
− v ∂g
∂y
+ V (y, t)g + S(y, t),
g|t=0 = 0.
(7.13)
Then
g(t, y) =
t∫
0
gs(t, y)ds,
where gs solves ⎧⎨⎩
∂gs
∂t
= D∂
2gs
∂y2
− v ∂gs
∂y
+ V (y, t)gs,
gs |t=s = S(y, s).
(7.14)
But gs(t, y) is given by a Feynman–Kac type formula:
gs(t, y) = E
{
exp
( t∫
ds′V
(
y + B(s′ − s) − v(s′ − s), s))S(y + B(t − s) − v(t − s), s)},s
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g(t, y) =
t∫
0
ds E
{
exp
( t−s∫
0
duV
(
y + B(u) − vu, s + u))S(y + B(t − s) − v(t − s), s)} (7.15)
so that using V = F ′(N˜), one obtains after a change of variable:
N˜ ′(y, t) =
t∫
0
ds E
{
exp
( s∫
0
duF ′
(
N˜(y + B(u) − vu, t − s + u))S(y + B(s) − vs, t − s)}. (7.16)
Here the source S is obtained from Eq. (7.11),
S
(
y + B(s) − vs, t − s)= σ0δ(vt − B(s) − y). (7.17)
First, we assume that
MaxF ′(N) ≡ −β < 0. (7.18)
We deduce immediately:
N˜ ′(y, t)
t∫
0
ds e−βsσ0E
{
δ
(
vt − y − B(s))} σ0 t∫
0
ds
e−βs√
4πDs
exp
(
− (vt − y)
2
4Ds
)
,
or
N˜ ′(y, t) σ0√
4πDβ
exp
(
− (vt − y)
2
4Dt
) ∞∫
0
ds
e−s√
s
(7.19)
so that N˜(y, t) is integrable when t → ∞ and
N˜∞(y) =
∞∫
0
N˜ ′(y, s)ds (7.20)
exists and is uniformly bounded in y.
Clearly, N˜ ′  0 and N˜∞(y) 0. Moreover using the estimation of Eq. (7.19), we see that
N˜∞(y) → 0, y → −∞.
Let us now define β+ as the upper bound of F ′(N)+:
Max
N0
(
F ′(N)+
)= β+ (where β+  0)
(indeed F ′(N)+ is always bounded uniformly for N  0). Then instead of Eq. (7.19), one has:
N˜ ′(y, t) σ0√
4πDβ+
exp
(
− (vt − y)
2
4Dt
) β+t∫
0
ds
es√
s
. (7.21)
So if
β+ < v
2
4D
, (7.22)
N˜ ′(y, t) is bounded from above by a negative exponential in t , and N˜∞(y) exists and is uniformly bounded in y.
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We define:
n˜′(t, y) = ∂n˜(t, y)
∂t
= ∂
∂t
(
n(t, vt − y))= ∂n
∂t
(t, vt − y) + v ∂n
∂x
(t, vt − y).
Then
n˜′(0, y) = ∂n
∂t
(0,−y) + v ∂n
∂x
(0,−y).
But n|t=0 = 0, so
∂n
∂x
∣∣∣∣
t=0
= 0.
Moreover at t = 0,
∂n
∂t
(0,−y) = D∂
2n
∂x2
(0,−y) + (F(N)n)(0,−y) + σ(y),
so that because n|t=0 = 0,
n˜′(0, y) = ∂n
∂t
(0,−y) = σ(y). (7.23)
Then we differentiate Eq. (7.3) with respect to t and we obtain the Cauchy problem for n˜′:⎧⎨⎩
∂
∂t
n˜′ = D ∂
2
∂y2
n˜′ − v ∂
∂y
n˜′ + F ′(N˜)n˜′ + F ′′(N˜)N˜ ′n˜,
n˜′(0, y) = σ(y).
(7.24)
The solution of this problem is the sum of two terms,
n˜′(t, y) = n˜′1(t, y) + n˜′2(t, y), (7.25)
with n˜′1(t, y) the solution of the initial value problem⎧⎪⎨⎪⎩
∂n˜′1
∂t
= D ∂
2
∂y2
n˜′1 − v
∂
∂y
n˜′1 + F ′(N˜)n˜′1,
n˜′1(0, y) = σ(y),
(7.26)
and n˜′2(t, y) the solution of: ⎧⎪⎨⎪⎩
∂n˜′2
∂t
= D∂
2n˜′2
∂y2
− v ∂
∂y
n˜′2 + F ′(N˜)n˜′2 + F
′′
(N˜)N˜ ′n˜,
n˜′2(0, y) = 0.
(7.27)
First, we write the solution n˜′1(t, y) using a Wiener integral,
n˜′1(t, y) = E
{
exp
( t∫
0
F ′
(
N˜(y + B(s) − vs, s))ds)σ (y + B(t) − vt)}. (7.28)
The solution n˜′2(t, y) can be written as the solution of Eq. (7.13) with
S ≡ F ′′(N˜)N˜ ′n˜, V ≡ F ′(N˜). (7.29)
We use Eq. (7.15), with a change of variable t − s = s′ and we obtain:
n˜′2(t, y) =
t∫
ds E
{
exp
( s∫
duF ′
(
N˜
(
y + B(u) − vu, t − s + u)))S(y + B(s) − vs, t − s)}. (7.30)0 0
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(i) Estimation of n˜′1(t, y)
If F ′(N)−β , we obtain immediately:
n˜′1(t, y)
σ0√
4πDt
exp
(
−
[
βt + (vt − y)
2
4Dt
])
; (7.31)
(ii) Estimation of n˜′2(t, y)
The only difficulty is to estimate S given by Eq. (7.29), S = F ′′(N˜)N˜ ′n˜.
First ∣∣F ′′(N)∣∣= ∣∣∣∣∣
3∑
i=1
a2i Kie
−aiN
∣∣∣∣∣K0 (N  0). (7.32)
Moreover by Eqs. (6.14), (6.15),
n˜(y, t) σ0√
v2 + 4Dβ exp(−Ly), L =
1
2D
(√
v2+4Dβ − v). (7.33)
Finally N˜ ′ is given by Eq. (7.19):
N˜ ′(t, y) σ0√
4Dβπ
exp
(
− (vt − y)
2
4Dt
)
. (7.34)
Then from Eqs. (7.32)–(7.34):∣∣S(y, t)∣∣ K0σ 20
2(Dβ(v2 + 4Dβ))1/2 exp
(
−
(
Ly + (vt − y)
2
4Dt
))
. (7.35)
Finally, we obtain:
∣∣n˜′2(t, y)∣∣ C
t∫
0
ds e−βsE
{
exp
[
−(L(y + B(s) − vs)+ (vt − y − B(s))2
4D(t − s)
]}
. (7.36)
In Eq. (7.36), the Wiener integral reduces to
E{. . .} = e−L(y−vs)
∫
dx e−Lx e−
(vt−y−x)2
4D(t−s) e
− x24Ds√
4πDs
. (7.37)
We calculate the Gaussian integral. In the exponential, the exponent is:
− t
4Ds(t − s)x
2 − x
(
L − vt − y
2D(t − s)
)
− (vt − y)
2
4D(t − s)
= − t
4Ds(t − s)
[
x2 − 2Ds(t − s)
t
(
2L − vt − y
D(t − s)
)
x
]
− (vt − y)
2
4D(t − s)
= − t
4Ds(t − s)
[
x − Ds(t − s)
t
(
2L − vt − y
D(t − s)
)]2
− (vt − y)
2
4D(t − s) +
Ds(t − s)
4t
(
2L − vt − y
D(t − s)
)2
.
As a consequence the integral in (7.37) is an exponential of the type,
exp
[
Ds(t − s)
4t
(
2L − vt − y
D(t − s)
)2
− (vt − y)
2
4D(t − s)
]
.
So the exponent of the Gaussian integral in Eq. (7.37) is:
− (vt − y)
2
(t + s) − L(vt − y)s + DL2 s(t − s) .4Dt2 t t
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exp
(
−Ly
(
t − s
t
)
− y
2(t + s)
4Dt2
+ vy
Dt
(t + s)
)
exp
(
DL2s − v
2
4D
(t + s)
)
. (7.38)
So in Eq. (7.36), the time integral is controlled by:
e−
v2
4D t
t∫
0
e−(β+
v2
4D −DL2)s ds. (7.39)
But now this is like
e−(β+
v2
2D −DL2)t − e− v
2
4D t .
One has:
DL2 − β − v
2
2D
= − v
D
√
v2 + 4Dβ < 0, (7.40)
because DL2 = 1
D
(v2 + 2Dβ − v√v2+4Dβ ) (see Eq. (7.33)).
In fact, we obtain from Eqs. (7.36)–(7.40):∣∣n˜′2(t, y)∣∣ C exp(− y24Dt + y
(
2v
D
− L
))
exp
(
− v
D
√
v2 + 4Dβ t
)
. (7.41)
Eqs. (7.31) and (7.41) show that n˜(t, y) is dominated by a function which is integrable with respect to t .
So
n˜(t, y) =
t∫
0
n˜′(s, y)ds (7.42)
has a limit when t → +∞, which we denote:
n˜∞(y) =
∞∫
0
n˜′(t, y)dt. (7.43)
We have thus proved that the neutron concentration n(t, x) is asymptotic to a soliton for large t .
Moreover using the estimation of Eqs. (7.31) and (7.41), we see that for a fixed t , n˜′(t, y) tends to 0 when |y| →
+∞ (essentially like exp(− y24Dt )), while being controlled by an integrable function of time (negative exponential). So
by Lebesgue theorem,
n˜∞(y) → 0 for |y| → ∞. (7.44)
7.4. Derivatives of the soliton
We have:
v
∂N˜
∂y
=
(˜
∂N
∂t
)
− ∂(N˜)
∂t
= n˜ − ∂N˜
∂t
.
We have seen in Section 7.2, that ∂N˜
∂t
→ 0, so that
v
dN˜∞
dy
= n˜∞. (7.45)
Moreover, Eq. (7.4) for N˜ show that for t → ∞, all terms have a limit, except perhaps the diffusion term. So the
diffusion term has also a limit and N˜∞ satisfies:⎧⎪⎨⎪⎩D
d2N˜∞
dy2
− v dN˜∞
dy
+ F(N˜∞) + σ0
v
θ(y) = 0,
N˜∞(−∞) = 0,
which is the soliton of Section 4.
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To illustrate the concept and the principle of the Soliton Hybrid Reactor, we take as an example a “small” hybrid
reactor which is designed to be used for 30 years. Obviously, larger configurations can be explored. But the limitation
due to computing power implies a limitation on the number of neutrons simulated per day and therefore a limitation
on the number of cells that we can use. In order to keep a realistic representation of our system, we select in a first
approach a simple example in order to illustrate the concept, rather than to describe a full operational system.
8.1. Choice of the geometry of a Soliton Hybrid Reactor
In practice, an Soliton Hybrid Reactor (Fig. 11) is a vessel Φ , filled with cylinders of fuel φ, with an external
cylindrical reflector ρ. The center of the cylinder is occupied by a coaxial tube α through which the source of neutrons
can move. The internal surface of the tube is covered by a target τ with which a beam β can interact to produce
neutrons. This beam β is guided by an electromagnetic system ε. This system allows us to choose the position σ of
impact: the dispersion, due to multiple scattering and frontal events, avoids a too rapid destruction of the window by
the beam impact. This window is composed of tungsten in order to withstand very high temperatures. The overall
length of the system is about 20 meters, and the diameter of the core is about 60 cm. In this kind of design, we can
consider that the transversal dispersion is homogeneous, that the source is point-like because we choose an energy of
the beam of 300 MeV and the length of the reactor is long compared to the extension of the source.
8.2. Simplified configuration of the simulation
We have used GEANT 321 [12] to simulate our system. We also used the program of tracking of neutrons and
evolution of reactors that we had developed in previous publications [13,11].
We choose the following geometry: the fuel tubes have a diameter of 2 cm (Fig. 12). The fuel evolution is deter-
mined with sections of 4 cm each along the x axis of the reactor. A radial symmetry is assumed. The evolution of more
than 6000 different zones of fuel can be studied in one run. The concentrations of fertile matter (e.g., U238), fissile mat-
ter (e.g., Pu239), and fission products, are crudely simulated. Our program has been tested on various configurations
of nuclear reactor [14].
Fig. 11. Hybrid Reactor Design. Fig. 12. GEANT RHYS geometry.
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and the spot of the beam moves along the tube during about 30 years: this allows us to simulate reactors up to a power
of 100 MW, to maintain the computation time and the precision requirements in admissible bounds.
In the present article, crude but realistic, simulations of the evolution and of the description of the reactor allow
us to predict the behavior of such a system. In the future, more precise simulations should be developed in order to
provide precise estimations of the parameters of the system.
8.3. Results of the simulations
8.3.1. Representation of the data
We simulate 105 protons of 300 MeV (Fig. 13). Different configurations and fuel compositions at the beginning
of a run induce different criticalities for the reactor. The intensity of the beam is in the range between 1 and 100
milliamperes.
The fission rate determines the power of the reactor, and therefore the whole behavior of the evolution of the
system. The fission number per unit time is proportional to the flux (for a given chemical composition).
Fig. 13 displays the fission distribution for 300 MeV protons and a 10 milliamperes current as function of the
x coordinate and as function of time. Both projections in space x and time t (Fig. 14 shows x distribution and
Fig. 15 shows time distribution) are roughly flat in their center, and no fission appears outside a region around the
diagonal: When the source is moved away, fission events do not occur any more. There is a small start-up period.
When the source approaches the other end of the cylinder, effects due to source dispersion are important, because of
our technological choice, of the geometry of the reactor: a loss of neutrons obviously appears.
Fig. 16 shows the evolution of fission products with time (no destruction of fission products by neutrons has been
taken into account in this simple model). This would correspond to q3 which is given in (3.12).
The simulations show that a stable soliton regime is reached after a short distance (about 1 meter). Therefore any
soliton reactor must have a reasonable length (more than 10 meters).
Fig. 15 shows the evolution of fission, and therefore of the power of the reactor, with time. Let us define k(t), the
neutron multiplication factor at a time t , as the number of neutrons produced in the reactor (in average) by an incoming
neutron. This parameter k, called “criticity”, is the quantity which is normally used for characterizing and controlling
the behaviour of a nuclear reactor (Ref. [15]). The neutron production in the hybrid reactor (k < 1) is the product
of the number of neutrons produced in the target by the factor 1/(1 − k). The power of the reactor, or the number of
fissions, is proportional to the number of produced neutrons. After a certain time, due to initial condition of the reactor
(on the left side), the neutron flux in the soliton system (see (7.1)) n˜(y, t) stabilizes to a value nstable(y) corresponding
Fig. 13. Fission distribution: horizontal axis is the longitudi-
nal position of the fission event, vertical axis is the time.
Fig. 14. Fission distribution as function of x, the longitudinal
axis (horizontal projection of Fig. 13).
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Fig. 16. Fission products distribution in the reactor: this
shows the weight of fission product versus the number of
the cells (proportional to longitudinal position x), for 10
different values of time.
Fig. 17. Neutron flux for the first days, at 5000 days and at
8000 days, along x.
Fig. 18. Above: evolution of neutron flux nstable (arbitrary units) with
the current of proton beam (in milliamperes). Below: kstable as function
of the current of proton beam.
to an amplification factor kstable depending of the velocity of the neutron source (or, for a given velocity, to the current
of the proton beam).
Fig. 17 shows the neutron flux n(x, t) at three different times: at the beginning of the reactor, at 5000 days and
8000 days: the two flux at 5000 and 8000 are very similar. Eq. (5.37) shows that the integrated N(x, t) for a given x,
tends to a finite constant when t goes to infinite. This means that n(x, t), in these conditions tends to zero. This can
be seen in Fig. 17: at −250 cm, for example, at 5000 days, we are on the peak of neutron flux, and for 8000 days, the
flux is zero.
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of the current, that we can see on this results given by Fig. 18.
After a linear and slow increasing mode, a fast increasing mode exist, just before the unstable mode of the reactor.
8.3.2. Limit for the existence
The limit (7.22) predicts that, given a certain accelerator current, the system is stable provided that the velocity of
the source of neutrons is sufficiently large; F ′(N) is related to the local variation of neutron flux with time related to
material evolution: captures, fissions. Following Eq. (3.4), F ′(N) has a maximum value β+. The “critical velocity” of
the source is given Eq. (7.22); v is the geometrical average of this upper limit and the diffusion constant: v =√4Dβ+.
It is equivalent to have constant current, therefore intensity of the source, (σ ) and variable velocity, and constant
velocity and variable current, therefore variable intensity of the source. For each velocity, above this critical value,
corresponding also to a current below a critical current, we obtain a certain neutron multiplication factor kstable after a
certain time of evolution of the reactor.
The amplification factor, giving the neutron flux or the fission rate at a certain time, is related to 1/(1 − kstable), and
increases as an exponential of an exponential with current intensity.
Under this critical velocity, or above this critical current, keff increases, without reaching a kstable, and become
larger than 1. In this case the reactor “explodes”.
Indeed we observe two kinds of behaviors: In the first case, no fission event occurs after the passage of the source
(Fig. 13). In the second case, fission events occur even after the passage of the source (Fig. 19): in this case the system
explodes.
To illustrate this later situation, we simulate the evolution of the reactor with a beam of proton of the same energy,
300 MeV, but a current of 20 milliamperes. The reactor explodes after 65 000 events (equivalent to 6500 days of
running). We show the evolution during 6000 days of working: the limiting current which also defines the limit of
stability of the reactor has been reached.
Fig. 19 shows the time and x distribution of fission events in the case of this more intense source. The distribution
in x (Fig. 20) and in time (Fig. 21) are no longer flat. For example, the distribution in x of the fission events increases
with time, contrary to the case for 10 milliamperes (Fig. 15).
The fission product distribution does not increase linearly with time (Fig. 22).
Simulations show that the change of behavior is extremely rapid and steep: a few percent of intensity destabilizes
completely the soliton behavior.
Fig. 19. Fission distribution in the case of increasing k with
time, the axis have the same definition (time versus x) as in
Fig. 13.
Fig. 20. Fission distribution as a function of x, horizontal
projection of Fig. 19.
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jection of Fig. 19.
Fig. 22. Weight of fission products versus the number of the
cells (proportional to x, longitudinal position), at 4 different
times, before the divergence of the reactor.
9. Conclusion: Toward a new concept of a hybrid reactor
This preliminary work uses crude simulations to confirm the propagation of a soliton in a hybrid reactor, and its
main characteristics: rapid convergence, limit on the velocity under which the system is unstable.
More precise simulations should indicate the actual feasibility of this concept. The Soliton Hybrid Reactor allows
both constant conditions of functioning and constant characteristics for an hybrid system, because the burn-up does
not depend on the path used for energy production.
Then the Hybrid Soliton Reactor should be a simple tool, easily controllable: The intensity of the beam determines
the power of the system, and the velocity is fixed in order to maintain the soliton system. Such soliton system could
deliver energy for a long range time schedule without further external intervention (change of fuel) inside the system,
during its entire lifetime.
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Appendix A. Properties of G(N)
(i) Calculation of the derivatives at N = 0
The derivative of order p of G(N) is:
G(p)(N) = (−1)p
3∑
i=1
a
p
i Ki exp(−aiN) (p > 0).
We find, using Eq. (3.15),
G′(0) = −[a1q(0)1 − μa2q(0)2 + λa3q(0)3 ],
G′′(0) = a1(a1 + μa2)q(0)1 − a2
(
μa2 + λ(a2 + a3)
)
q
(0)
2 + λa23q(0)3 , (A.1)
G′′′(0) = −[a1(a2 + μa2(a1 + a2) + λa2a3)q(0) − a2(μa2 + λ(a2 + a2a3 + a2))q(0) + λa3q(0)].1 1 2 2 3 2 3 3
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 q(0)1 , q(0)3 , then
G′(0) < 0, G′′(0) > 0, G′′′(0) < 0. (A.2)
(ii) Calculation of G(∞)
G(∞) = −
3∑
i=1
Ki.
Using Eqs. (3.15), one has:
G(∞) = −q(0)1 (1 − μ + λ) + q(0)2 μ − q(0)3 λ. (A.3)
Appendix B. Existence of a soliton
We shall assume that D = 0 here. We denote:
M(ξ) = N ′(ξ), (B.1)
so that
n(ξ) = ∂N
∂t
= vM(ξ).
Eq. (4.7) can be rewritten as a system:⎧⎨⎩N
′ = M,
M ′ = vM
D
− F(N)
D
− σ0
vD
θ(ξ).
(B.2)
We study the phase picture of this system in the plane (M,N).
B.1. The case ξ < 0
In this case, the stationary point is (N = 0, M = 0). The Jacobian matrix of the system (B.2) at (0,0) for ξ < 0 is:( 0 1
−F
′(0)
D
v
D
)
,
and the characteristic roots are:
α± = 12
(
v
D
±
√(
v
D
)2
− 4F
′(0)
D
)
,
with α+ > 0, α− < 0 and the point (see Fig. 23) is a saddle point with an attracting direction of negative slope α−
and a repulsive direction of positive slope α+. The physical soliton trajectory starts at ξ = −∞ from the point (0,0)
and follows the unique trajectory which is tangent to the repulsive direction. Let us call (N+(ξ), M+(ξ)) this special
trajectory. In particular
lim
ξ→−∞
M+(ξ)
N+(ξ)
= α+. (B.3)
Notice that this trajectory is not uniquely defined, because (N+(ξ + ξ0),M+(ξ + ξ0)) for any ξ0 is a trajectory with
the same property as (B.3).
In the case where F(N) = −bN (no nuclear reaction), one has:
N+(ξ) = A eα+ξ , M+(ξ) = Aα+ eα+ξ ,
so that the repulsive trajectory is a straight line of slope α+ and the change of parameter ξ → ξ + ξ0 is just a rescaling
of A,A → A eα+ξ0 .
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B.2. The case ξ > 0
In this case, one has a stationary point,
(M = 0, N = N0),
with F(N0) = −σ0/v.
The Jacobian matrix of the system (B.2) is then( 0 1
−F
′(N0)
D
v
D
)
,
with two characteristic roots:
β± = 12
(
v
D
±
√(
v
D
)2
− 4F
′(N0)
D
)
,
and β+ > 0, β− < 0. This stationary point is a saddle point (see Fig. 24), the attracting direction has the slope β− and
one has a unique trajectory (N−(ξ),M−(ξ)) attracted by the point (N0,0) with
lim
ξ→+∞
M−(ξ)
N−(ξ)
= β−. (B.4)
Again any trajectory (N−(ξ + ξ0),M−(ξ + ξ0)) satisfies the system together with the condition (B.4).
B.3. Construction of the soliton
We draw the phase picture of the system (B.2) for ξ < 0 and for ξ > 0.
(a) For ξ < 0, the vector field is: (
M
vM
D
−F(N)
D
)
.
Assuming F(N) < 0, the picture is shown in Fig. 25.
(b) For ξ > 0, the vector field is, (
M
vM
D
−F(N)
D
− σ0
vD
)
,
and the picture is shown in Fig. 26.
We can now construct the soliton.
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Fig. 27.
(1) One starts at ξ = −∞, from (N = 0,M = 0) and follow the repulsive curve (denoted (α+)) with a solution
(N+(ξ + ξ0), M+(ξ + ξ0)) where ξ0 is unknown.
(2) This (α+)-curve intersects the attractive curve (denoted (β−)) of the point (N0,0) in the other phase picture at a
unique intersection point, because of the relative disposition of these phase pictures.
We call (N1,M1) this unique intersection point.
(3) We can always arrange ξ0 so that (
N+(0),M+(0)
)= (N1,M1).
So we define now the soliton as(
Ns(ξ),Ms(ξ)
)= { (N+(ξ),M+(ξ)) (ξ< 0)
(N−(ξ),M−(ξ)) (ξ > 0).
The picture is shown in Fig. 27.
Appendix C. Feynman–Kac formula
We sketch very briefly the statement of the Feynman–Kac formula (see [16–18] for general references to Brownian
motion and relation to parabolic equations). We consider a Brownian motion with diffusion coefficient 2D, and we
denote by B(t) the trajectory of the Brownian particle. This trajectory is a random trajectory with the following
properties:
(i) the successive increments B(t2) − B(t1), B(t3) − B(t2), . . . , B(tn) − B(tn−1) for t1 < t2 < t3 < · · · < tn are
independent random variables;
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Prob
(
x  B(t) − B(t ′) x + dx)= exp(− x2
4D(t − t ′)
)
dx√
4πD(t − t ′) .
We denote by E(. . . | Bs = x) the Wiener expectation on the Brownian trajectories such that at time s, B(s) = x.
Then we consider the problem (5.3): ⎧⎪⎪⎨⎪⎪⎩
∂u
∂t
= D∂
2u
∂x2
+ V (x, t)u, t > s,
u|t=s = ϕs(x),
u|x=a,b = 0.
(C.1)
The solution of this problem is given by the Feynman–Kac formula (see [16–18]).
u(x, t) = E
{
exp
( t∫
s
V (Bs′ , s
′)ϕs(Bt )χ(T > t) | Bs = x
}
, (C.2)
where χ(T > t) is the characteristic function of the event T > t , where T is the first exit time from the interval [a, b]
of the Brownian trajectory. In other words, in Eq. (C.2), the Wiener expectation is only on the trajectories which
remain in the interval [a, b] during the time interval [s, t].
Eq. (5.4) is thus an abbreviation for Eq. (C.2). In particular, from Eq. (C.2), one sees that if V  0,∣∣u(x, t)∣∣ Max
ax′b
∣∣ϕs(x′)∣∣ (t > s), (C.3)
because the exponential is less than 1 and χ is 0 or 1.
More generally if
V = V + − V −,
V + = max(V ,0), V − = min(V ,0),
then for t > s, ∣∣u(x, t)∣∣ exp((t − s)Max[a,b] V +) Maxax′b∣∣ϕs(x′)∣∣. (C.4)
Appendix D. Determination of the function N∞(x)
We use the same method as in Appendix B, to solve he differential equation:
D
d2N
dx2
+ F(N) + σ0
v
= 0.
Define M = dNdx . Then, one has: ⎧⎪⎪⎨⎪⎪⎩
dN
dx
= M
dM
dx
= − 1
D
(
F(N) + σ0
v
)
.
(D.1)
In the plane of coordinates (N,M), (N(x),M(x)) follows a trajectory of the vector field with components
(M,− 1
D
(F(N) + σ0
v
)). The stationary point of this vector field is (N = N0, M = 0) where N0 is the zero of
F(N0) + σ0/v = 0.
The Jacobian matrix is: ( 0 1
−F
′(N)
D
0
)
,
which has two eigenvalues λ± = ±
√
−F ′(N0) .
D
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So the stationary point (N0,0) has a repulsive direction with slope λ+ and an attracting direction with slope λ−.
For N < N0, −(F (N) + σ0/v) < 0.
For N > N0, −(F (N) + σ0/v) > 0.
One can draw easily the phase picture of the vector field (Fig. 28).
When x → +∞, the only trajectory which is bounded and positive is the arc AN0 of the attracting trajectory to
the point (N0,0), extending from the intersection point A of that arc with the M-axis to the point (N0,0), or is the
constant (N0,0).
This trajectory is (N∞(x), dN∞dx (x)) but any (N∞(x + x0), dN∞dx (x + x0)) is also such a trajectory:
(i) For a reactor extending from −∞ to = ∞, when x → −∞, whatever x0 might be, the trajectory would enter in
the region N < 0 and has to be discarded. The only possibility is the trajectory which is constant (N0,0).
(ii) For a reactor extending from 0 to +∞, because N∞(0) = 0, we must adjust the x0 in such a way that the trajectory
starts at x = 0 from the point A on the M axis and then follows the arc AN0. Notice that the rate of approach of
N∞(x) to N0 is |λ−|.
On the other hand if we multiply Eq. (6.2) by dN∞dx and integrate over x, we find:
D
2
(
dN
dx
)2
+ E(N) + σ0
v
N = K, (D.2)
where K is a constant of integration, and
E(N) =
N∫
0
F(N)dN
is the primitive of F .
For a reactor extending from 0 to = ∞, we deduce immediately from Eq. (D.2) that N∞(x) is implicitly given as
x =
√
D
2
N∞(x)∫
0
dN√
K − (E(N) + σ0
v
N)
. (D.3)
Now because x is allowed to increase to +∞, and because N∞(x) stays bounded, the only possibility is that the
straight horizontal line K is tangent to the graph of the function,
E(N) + σ0
v
N.
This happens only if the graph has an horizontal tangent, namely at point N0 (the derivative of E(N) + σ0/vN is
F(N) + σ0/v) and thus,
K = E(N0) + σ0
v
N0.
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