INTRODUCTION
We consider the problem of reconstructing a real valued function, dcfincd on an interval of the real line, from a finite sample of, possibly noisy, function values. We assume given a priori information about the shape of the function. The shape constraints restrict the reconstruction to some closed convex subset of the relevant function space. The approximation procedures used here include interpolation and least squares approximation. There may also be additional linear constraints; e.g., the sum of the fitted values should be equal to a given value. Our approach is based on using a minimization principle: the smoothing spline principle [25, 231 . This paper parallels our papers [2, 1, 111 , in which we considered constraining the second derivative. For a similar approach see also [ZO, 171. The starting point is a characterization of (a derivative of) the constrained smoothing spline as the orthogonal projection of a finite sum (with unknown coefficients) of certain basis functions. The projection is onto the convex set determined by the particular shape constraint at hand. The unknown coefficients are defined from interpolation conditions which lead to a set of nonlinear equations. These are solved by Newton's method.
The area of interpolation under monotonicity constraints has attracted considerable attention (the case of smoothing less). Early papers include 14, 191 . In [13] conditions on the derivatives are given to insure monotonicity of a piecewise Cl-cubic. This result was recently generalized in [S] . Other papers are [16, 26, 7, 9 , 241 and more recently [3, 12] . The last paper also gives a nice overview of the area. Utreras in [27} studies approximation properties of monotone smoothing splines; see also (for interpolation) [ 3, 91. To our knowledge Hornung [14] was the first to consider using a minimal principle when computing monotone interpolation splines. Dauner and Reinsch [5] have recently given algorithms for computing monotone (and positive; see also [22] ) splines based on the minimization principle. Hornung [ 151 and Varas [28] use methods from optimal control to devise numerical methods. One difference between [S] and this paper is that, apart from the fact that in [S] only interpolation is considered, the algorithms in [S] are not of Newton type (they do not exhibit a quadratic rate of convergence). On the other hand the numerical results presented show that the suggested schemes perform quite well.
Our paper is organized as follows. In Section 2 we provide a selfcontained proof of an important characterization theorem for constrained spline interpolation given by Micchelli and Utreras [21] . As a corollary a similar theorem for smoothing is obtained. Section 3 deals with monotonicity constraints. We apply the results of Section 2 and arrive at characterization results for interpolation, Theorem 3.4 (fixed end derivatives) and Theorem 3.9 (free end derivatives). Theorems 3.5 and 3.10 give the corresponding results for smoothing.
In order to transform the results of Section 3 into numerical algorithms, it is necessary to compute the orthogonal projections. In Section 4 we investigate the general structure of the projection operator for the case of monotonicity constraints. For the important case when the function to be projected is piecewise linear and continuous we provide the characterizations of the projection in Theorem 4.6. For this case we supply an algorithm which requires order n2 operations (n + 2 being the number of data points) for the computation of the projection.
In Section 5 Newton-type methods are derived, both for interpolation and for smoothing. We also give local convergence results for these schemes. In the last section we discuss computer implementation and present some numerical results.
THEORY: GENERAL CONVEX CONSTRAINTS
In this section we study two abstract convex minimization problems in a Hilbert space H. The first, Pi, corresponds to an interpolation problem and the second, P,, to an approximation problem. Here C is a closed convex subset of H and I: H -+ R" denotes a bounded linear mapping, Z* denotes its dual, and A, K are linear mappings. K R"+' -+ R" has a full rank matrix, and A : R"+' + R". The vectors U, WERE, yeR"+', and de R" are given, as well as the positive definite correlation matrix Q and the smoothing parameter p > 0. We may always, by the Riesz representation theorem, write If= (W,,f), . ..> W,,f))= = (Mf) eRn, (2.3 1 where Mi E H, i = 1,2, . . . . n, and M = (M,, M,, . . . . M,)= E H". If u = (ul, u2, . . . . urn)= E R" we will use in the following the notation UT&l = MTu = xi"= 1 UjMj.
A theorem very similar to the following for Pi is given in [21] . We provide a self-contained proof. THEOREM 2.1. Suppose that int(C) n Z-'(w) # 0. Then Pi has a unique solution f and f has the structure f = P,(&V) = P,(z*a) with P, denoting the projection onto the closed convex set Cc H and a = (a,, lx*, . ..) cc,,)= some vector in R". Conversely, iffor a ER" the vector f = P,(crTM) satisfies th e condition Zf = w, then f is the solution of Pi.
ProoJ Since the domain of the mapping f ++ I/ f /I 2 is the closed convex set Cn Z-i(w), it is clear that Pi has a unique solution which we denote by f and we may write Z-'(w) =f + {Al,, M,, . ..) AI,}5 Let c,"= I fiiMi be the vector in Z-'(w) having the smallest norm and q=cy= 1 BjMj-f:
N ow take C,=(VEZ-l(w):(q,v-f)>O}. We have that Cl and C are convex, f E aC, int(C) # /zr, and C n Cl = 0; cf. Fig. 1 . It is then a well-known consequence of the Hahn-Banach theorem (see, e.g., [lS] ) that there exists a hyperplane B through f with the equation (nf, v -f) = 0, separating C and Cl and so that (nf, v -f) < 0 if v E int( C) (nf is an outward normal to C). Now there exists a vector u,EZ~~(W) n int( C). Therefore u0 -f E {M, , M,, . . . . M, } 1 and (nr, u0 -f) < 0. It follows
BT Side view
Top view FIGURE 1 that the projection of nf on {M, , M,, . . . . M, > ' is non-vanishing. Since, by construction, 9 n Z-'(w) =X, it follows that this projection is a multiple of q. Since also (q, u0 -f) < 0, this multiple is positive and therefore we may take nf=q+ i yiMi. and therefore f= P,(aTM). By definition of duality, a'(Zf) = ((z*x),f )W> whence we conclude, also using (2.3), that Z*cc = olTM E H. Next assume that a E R" is given and that g= P,(aTM) satisfies the condition Zg = w. Let /YTM denote the orthogonal projection of aTM on I-l(w). It follows that g = p'TM -q', where q' is a normal vector to the set Z-'(w) n C. But B'TkZ must also be the projection of the null vector on Z-'(w), previously denoted by fiTA From this we conclude that q' = q and that g =J: i COROLLARY 2.2. Suppose that int(C)n{f:32,Az=d,Zf=Kz+u]#~. (2.41 Then problem P, has a unique solution (f, z)' E H x Rnf' and this solution has the structure f = P,(crTM) = P,(z*ff), Z=y+pQP'(ATfi-KTa), 
J* a P (2.6) for some element (a, /?)T E R" x R", i.e., 0 0
To complete the proof we need to calculate J* (z) when a ER" and fi eRm. and it follows that (f, z)' solves P,.
Conversely, if (f, z)~, as defined by (2.5), satisfies (2.7) it follows that F= (f, z)' satisfies (2.6) and by the previous theorem F is the solution of P,. 1 Remark 2.3. If, in particular, A = 0 and d= 0, i.e., if the condition AZ =d is not present, then, since K has full rank, the condition (2.4) is satisfied as soon as int (C) # a.
THEORY:MONOTONICITY CONSTRAINTS
In this section we apply the previous theory to problems Pi and P, with a constraint set obtained by restricting the values of x'(t), for example by requiring that x'(t) > 0 everywhere or that q(t) d x'(t) d I/X(~). In the analysis we make a difference between two cases. In the first case we assume that the derivative x' is given in one or both of the endpoints. In the second case we consider problems with free end derivatives, i.e., we impose no additional restrictions in the endpoints. Before proceeding let us recall the following characterization of projections in a Hilbert space, to be used later on. For a reference, see, for example, [IS] . We introduce some further notation. Let { (ti, yi))7=+:, a = tl < t, < . '. < t II + 2 = b, be given data points in R2 which are to be interpolated or approximated by some function x(t), t E [a, b]. A f and A; are first and second order divided differences of this data set, where XL and x6 are given constants. Now let us consider the following constrained interpolation problem. If, e.g., the mean value of the function values is to be fixed, one should take A = (1, 1, . ..) 1). This problem also has a unique solution, provided that there exists at least one function XE C, n C' so that AZ = d. In t following we will often refer to the problems Pi,,(C'), P,,,(C') as simply pi,m, pa,m2
respectively. It should then be clear from the context which set C' is presumed.
We will make a reformulation of the problems Pi,, and P,,, so as to conform to the abstract problems Pi and P, of section 2. Taking divided second differences in Taylor's formula, one may easily establish the Peano formula (see [6] ), then there is a unique function XE W2(a, b) with x(ti)=yi for i = 1, 2, . ..) n+2 and x"=J: At this point it will be convenient to distinguish between the two cases, fixed and free end derivatives.
3A. Fixed End Derivatives
Here we consider problems P,,,(C') and P,,,(C') with C' = C, or C,,; i.e., we require that the derivative x' be given in one endpoint or in both endpoints.
We now show that the monotonicity problems Pi,,(C') and P,,,( are instances of the abstract problems Pi and P,. The variants given after "or" below apply to the case when both x'(a) and x'(b) are given.
We take C as the convex closed set Taylor's formula at t = a may be written where
and where K: R"+2+R"+1 or K: Rn+2 -PR"+~ is a mapping with a full rank, three-banded upper triangular matrix depending only on t,, t2, . ..> tn+2, ~For the condition (int C) n I-'(Ky + U) # @ of Theorem 2.1 we now have the following lemma. The proof is similar to that of the previous lemma and is omitted. Using Lemmas 3.2 and 3.3 and the preceding discussion we obtain the following theorems for Pi, ,,, and P,,,. THEOREM 3.4. Suppose that 5p and $ satisfy (3X-(3.11 ). Let C = CT;. Then the unique solution XE W'(a, b) of Pi,, has the property that X" = P~(~~~) for sume a E Rntl or Rnt2. Co~~e~~e~~~ if a E R"+' or R"*' satisfies the system [" MP&*M) dt = Ky -I-u. (3.14) Then x" = PC{ clrM). Conversely, if a, j3 solves (3.16) then x" = P,(aTM).
3B. Free End Derivatives
We now consider P,,,(C') and P,,, (C') without any restrictions on x'(a) or x'(b) (C'= W'(a, b)), i.e., with the constraint set
In order to handle this case we first introduce the closed convex set Then we formulate, for r > 0, the versions P,(r) and P,(r) of Pi and P,. To prove the claim we first note, using the implication that aTM-f, is constant on some interval [a, a + E) and the constant is which proves the claim. To summarize we may now formulate the following theorem. and that x,, + 0 as r -+ 0+ through all real values. Therefore we have either x& = v,(a) or @(a), orfo(tl) = 0 and q(a) <XL < $(a).
From the preceding we obtain the following theorems. Az=d, (3.26 ) where p(a) < xi < $(a), then x" = P,.
(N~M). a 4. THE PROJECTION OPERATORS
In this section we assume that XL E R is given and that
where XL, q, and $ satisfy (3. As a special case we have the following corollary. In order to construct explicit algorithms for the computation of P&u) it is convenient to extract additional information about u = P&U) under various assumptions on the regularity of U, p, and t,6. In the following qk(t,) denotes the left and right derivatives at t,, i.e., By BV(a, b) c L'(a, b) we understand the class of functions with bounded variation. THEOREM (4.17)
Assume that u E BV(a, b). Then v = PC(u) E BV(a, 6). Further, zf t E EL and if qo'+ (t) exist
Proof Let t E EL. Then we have x2 + sz u(s) ds 2 cp(z) with equality for z = t. Therefore f: v(s) ds > q(z) -q(t), whence (4.14) follows. Since, by (4.5) (u-v)'>O in a neighbourhood of t we obtain The next theorem deals with a case which is important for applications. Ca, bl\E+. Without loss of generality assume that t, E [a, b]\E-and that the intervals Ik = (ak, bk) c E_ n E, are located to the right of t, and that uk + t,, as k + co. Now there exists an E > 0 so that u and cp are linear on (to, t, + a) with u'(t) = cc and q'(t) = /I and we may assume that (to, t,,+E)xUkm,lZk.
If E >O is small enough we also have (to, t, + E) c E, A (a, b) and by (4.4) and (4.5) we conclude that (ii) If .I, contains some point to where 47' has a jump discontinuity, then c may have a jump discontinuity at t,, satisfying (4.14) and, by (4.18). v+G*' (4.27 ) everywhere (i.e., case (ii) cannot appear). The solution x of problem Pi,,, or problem P,,, in this case is consequently a cubic spline, which is C2-continuous. We finish this section by indicating very briefly an algorithm for the numerical computation of o = P&U) for the case when XL is fixed, u = aTM, I,+ E co, and q(t) is linear on the whole of [a, b] . To this end we formulate a theorem which summarizes the previous discussion and Corollary 4.2. THEOREM 4.6. Let C= C,. be defined by (3.6), where XL is given, q(t) is linear on (a, b), and $(t) = co. Assume that u is piecewise linear and continuous. Then for the projection v = P&u) it holds that
On each interval Ii it holds that x; + s ' u(s) ds > q(t). * Since xi + s: v(s) ds -q(t) is a function which is a piecewise second degree polynomial over the intervals (ti, tj+ 1), i= 1, 2, . . . . n + 1, the following algorithm requires, apart from rational and logical operations, only that we solve equations of the first or second degree on the intervals (ti, ti+ 1). Apart from round-off errors the algorithm is exact. The maximal number of operations needed is O(n'). constant and xh = 0 (this last case however is not covered in the algorithm above). We remark that it would be interesting to generalize the algorithm to include both upper and lower constraints.
ALGORITHMS
In this section we provide Newton-type methods for problems Pi,,(C') and P,,,(C'), assuming that we have no upper bound, i.e., $2 co. We start with the case of fixed end derivatives, i.e., C' = C, or C' = Cab. Using the expression for v = Pc(aT'M) as given in Theorem 4.6, the Peano equations (3.14) for problem Pi,m become ~ornb~~i~g this equation with (5.6) we can verify (also using that ~~(ff~~~ is continuous) that
The lemma follows by differentiating (5.1) and using (5.7).
Newton's method for solving (5.1) is E-yak) cP+ l= P'(nk) CLk -F(mk). is-81
We shall derive a more explicit expression and first note, by (5.5) and (5. Then if CI' is chosen close enough to a*, the iterates (cx"} of method (5.11) converge toward a* at an asymptotic rate which is at least quadratic.
ProoJ: The assumption (a) implies that F'(a) is continuous in a neighbourhood of a*. The assumption (b) implies that F'(a*) is invertible. Finally, It can be verified that this last expression is a bounded function of a in some neighbourhood of a* (we omit the details). fi
We now consider the smoothing problem P,,,(C), with C' = G, or C' = C,. Let Remark 5.8. In the special case that rn = 0 then, since K has fill rank, G2 is always positive definite. Then if tx" is chosen close enough to a *, the iterates {IX"} of method (5.16) converge toward CI* at an asymptotic rate which is at least quadratic.
We now study briefly the case with free end derivatives. Remark 5.12. The Jacobian matrix J in the above iteration is no longer positive definite (J, + 2, n + 2 = -l/I1 < 0). However, in our computer experiments we still obtain good convergence properties (e.g., quadratic convergence).
We leave it to the interested reader to write down the corresponding Newton iteration for problem P,,,(C'), C'= W2(a, b).
NUMERICAL RESULTS
We first give a brief description of the computer implementation of the Newton schemes. At each iteration. step k, the projection P,, (ak'M) is 0 computed (by the algorithm in Section 4), producing the numbers (M;, bf, cf >. Then the matrices T and G are formed. The integrals occurring in T and G are evaluated exactly using Simpson's rule. T is a symmetric, tridiagonal matrix. The matrix G is also symmetric but has a. more complex structure. Note that there are at most two terms in the sum deeding g,,
3), because suppled) = [li, tit-J and there are at most two new knots in any interval [tj, rj+ 1]. The matrix G therefore has a block structure (the numbers of blocks is equal to L). For an illustration, see Figure 2b . We solve the linear system in Newton's method by Gaussian elimination Note that pivoting is not needed for the case with given end derivatives. the Newton iteration has converged the second derivative, x"( recovered (using (iii), u = o1'M, and (iv) in Theorem 4.6, with 9 = 0, in our case) and stored as a piecewise linear continuous function. We now discuss two ways of obtaining x(t) from x"(t). In method I, at all knots fj, which coincide with with an original tj-knot, interpolation is done using pi] (or zi in the case of smoot~ing~. At other knots ~o~ti~uit of x and x' provides the necessary equations. This ~ro~~d~re is des~~i~~ in detail in [ 1 ] .
In method 2 the given (or computed) value of XL is used. integrate the first segment of x"(t) from t = tl and use y, (or z1 ) and xl, as initial values. Then proceed sequentially over all segments.
The two integration methods distribute possible errors in the ~~~f~cie~ts ak quite ~~erently. By construction, method 2 will produce a solution x(t) belonging to C'(a, b). However, x(t) will, in case of errors in elk, not satisfy the interpolation conditions exactly. On the other hand, method 1, by construction, always interpolates correctly at (tj}. However, if the Peano equations are only approximately satisfied, .x'(r) will fail to be continuous at (ij).
The choice of p and Q should be dictated by the noise component in data vector y. One possibility is to use cross-validation for estimatingp Q [29] . We have adopted this technique in another context (a n~~li~e~~ programming problem) [lo] . It is quite obvious that the same ap could be used here. We will however not pursue this in the present qii = l/h3, qij=o, i#j, h=max jti+l-2i/, using a dimension argument. The value of p was varied in the tests. We conclude this section by presenting the results from a few ~urn~rie~l tests. These were all run in double precision (with a FORTRAN compilers on a SUN workstation. As error measure in the Newton iteration we use In the figures we have listed the number of iterations needed for err < 10-l'. In several cases, due to the quadratic convergence, err -10 -I5 As start value we picked an CI' such that P,(aoTA4) = aoTM; i.e., the next iterate a1 is associated with the unconstrained spline (a" = (1, 1, . ., l)= was used throughout).
We present tests for either a given value of x'(a) (x'(a) was approximated by (yz -vl)/(tZ -ti)), Figs. 4, 4, 6 ; or free end derivatives, Fig. 5 . Figure 3 contains plots of monotone reconstructions of the RPN-14 data of [ 131 for p = 0 (p = 0 corresponds to interpolation; cf. (5.11) and (5.16)) and p = 1 (smoothing). Only the reconstruction up to t = 11 is shown. From then on the two curves are almost identical and constant (for p = 0 in the interval [ 11.99, 15 .91, 1 x"(t)/ is less than 10p4). For p = 0 the two first active intervals are picked up in the early iterations whereas the last one occurs for the first time in the seventh iteration. The quadratic convergence starts at iteration 11 (there err -0.1).
The next data set is a slight modification of the previous one. Now x(12) = 0.975, x( 15) = 0.965, x(20) = 0.990, and all other values are identical to the RPN-14 data. The modification means that the dataset no longer corresponds to sampling a monotone function (and hence interpolation using cp = 0 is no longer possible). In Figure 4 the reconstruction using rp = 0 and p = 0.01 is shown. The reconstruction using the additional constraint C zi = constant was also computed (using (5.14)). However, in this case the effect is simply adding a constant to the reconstruction obtained RPN-data reveals that x'(a) = q(a) =0 is the value corresponding to natural boundary conditions (cf. Theorem 3.9). Finally, we have corrupted the function exp( -x2 )(an "S-curve") with additive noise. Figure 6 shows reconstructions for two values of the smoothing parameter p.
