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The first generation of small noisy
quantum processors have recently become
available to non-specialists who are not re-
quired to understand specifics of the phys-
ical platforms and, in particular, the types
and sources of noise. As such, it is use-
ful to benchmark the performance of such
computers against specific tasks that may
be of interest to users, ideally keeping both
the circuit depth and width as free param-
eters. Here we benchmark the IBM Quan-
tum Experience using the Deterministic
Quantum Computing with 1 qubit (DQC1)
algorithm originally proposed by Knill and
Laflamme in the context of liquid state
NMR. In the first set of experiments we
use DQC1 as a trace estimation algorithm
to produce visibility plots. In the second
set we use this trace estimation algorithm
to distinguish between knots, a classically
difficult task which is known to be com-
plete for DQC1. Our results indicate that
the main limiting factor is the length of
the circuit, and that both random and sys-
tematic errors become an issue when the
gate count increases. Surprisingly, we find
that at the same gate count wider circuits
perform better, probably due to random-
ization of coherent errors.
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1 Introduction
Small noisy quantum processors can now be im-
plemented in various platforms and architectures
including superconducting circuits [4, 21, 26],
trapped ions [9], optics [24] and NMR [16]. These
and other near-future processors are not expected
to be universal for quantum computation [22] and
need to be benchmarked in tasks that are suit-
able for noisy processors with little or no error
correction. The deterministic quantum comput-
ing with one qubit (DQC1) algorithm, which was
originally developed for noisy NMR quantum pro-
cessors, offers a good way to benchmark these
processors. In this work we benchmark two IBM
quantum processors, first using simple DQC1 cir-
cuits to calculate the trace of a unitary, and then,
in a specific task, using DQC1 to distinguish be-
tween knots.
The experiments used between 3 and 8 qubits
and were initially run on the IBM Q 16 Rüsch-
likon [3] and later on the IBM Q 14 Melbourne[2].
The first set of experiments (Sec. 4) involved
the estimation of the normalized trace of 1 and
3 qubit unitaries. The results allow us to make
some general statements about the noise in the
circuit, in particular depolarizing noise and sys-
tematic (coherent) errors. Somewhat surpris-
ingly, the performance of the 3 qubit algorithms
as a function of the number of gates was better
than the 1 qubit algorithms, most likely due to
the reduction in correlated noise when the gates
act on different qubits. In the second set of exper-
iments, we used the DQC1 algorithm to evaluate
various Jones polynomials (Sec. 5). The results
show that while the evaluated Jones polynomi-
als tend to be far from theoretical values, the er-
rors are consistent for the different circuits. This
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implies that the processors can be used to dis-
tinguish between various knots made by closing a
braid of up to 3 strands, as long as the evaluations
are run at approximately the same time (i.e., not
days apart) using the same subset of qubits, such
that systematic errors in gate operations remain
approximately the same from run to run.
2 DQC1
The DQC1 model was originally proposed by
Knill and Laflamme [12] in the context of room
temperature, liquid state NMR quantum comput-
ing where the initial (thermal) state ρi is very
noisy. As a consequence of the noise, the signal-
to-noise ratios in the readout are small and the
computation is done on an ensemble with ensem-
ble readout, i.e., the result is an estimate of the
expectation value of some observable. Knill and
Laflamme noted that in an N + 1 qubit NMR
processor it is possible to prepare an initial state
of the type ρi = [α |0〉 〈0| + (1 − α)I1] ⊗ IN
(where In = 12n1n is the n qubit maximally
mixed state) efficiently1. Under the assumption
that the evolution is given by a unitary opera-
tor V , the final readout on the first qubit will
be Tr(V ρiV †σ(1)k ) = αTr(V (|0〉 〈0| ⊗ IN )V †σ(1)k )
where σ(1)k is a Pauli operator on the first qubit
and k ∈ {x, y, z}. Noting that the polarization
parameter α is simply used to re-scale the expec-
tation value, it is possible to assume α = 1 with-
out loss of generality, as we will do throughout
this work. Under this assumption the first qubit
is initially pure, or “clean”, while the other qubits
are completely mixed. This model is therefore
sometimes called the ‘one clean qubit’ model [25].
In the DQC1 model the classical input de-
scribes the unitary operator V which is assumed
to have an efficient description, i.e., it can be de-
composed into a (polynomial in N) sequence of
one and two qubit gates. It is common to fur-
ther restrict V to a Hadamard operator on the
first qubit, followed by a controlled unitary from
the first qubit, U , targeting all other qubits, i.e.,
V = (|0〉 〈0|1N + |1〉 〈1|U)H(1). Here U is an N
qubit unitary with an efficient classical descrip-
tion and H(1) is a Hadamard operator on the first
1The initialization procedure works for some fixed α
1 that depends on the parameters of the experiment, and
does not scale badly with N .
}
U
|0 H
IN
Figure 1: A DQC1 circuit for estimating the trace of a
unitary U with the first qubit initialized in a pure state.
The same computation is run a large number of times
with the final measurement is cycled between σx and σy
to get an estimate of the the real and imaginary parts
respectively.
qubit (this is sometimes called cDQC1 [7]). In
this restricted model, the state of the first qubit
at the end of the computation (before readout) is
given by
ρ
(1)
f =
1
2
(
I1 +
TrU
2N |1〉 〈0|+
TrU †
2N |0〉 〈1|
)
(1)
so that 12N TrU = 〈ρ
(1)
f (σx + iσy)〉. That is,
the model can be used to estimate the normal-
ized trace of the unitary U . A number of results
suggest that the trace estimation algorithm can-
not be simulated efficiently by a classical com-
puter, with some recent results including the use
of DQC1 for parity learning [18], and a sampling
version [17] which follows the standard definition
above, but allows single shot readout.
Shor and Jordan [25] used the DQC1 model to
define a computational complexity class. They
then showed that the trace estimation algorithm
is computationally equivalent to the full DQC1
model and furthermore showed that adding a
small (at most logarithmic in N) number of pure
qubits does not change the computational power
of the model. They also showed that the estima-
tion of the Jones polynomial for the trace closure
of a braid at the fifth root of unity (a problem in
knot theory, see Sec. 5 below) is DQC1 complete.
2.1 Noise in DQC1
The DQC1 model is designed to handle noisy ini-
tial states but, to the best of our knowledge, its
performance under noisy dynamics has not been
analyzed. An N qubit unitary V can generally
be decomposed into a sequence of fundamental
2
unitaries {Wk} such that V =
∏
kWk. Ideally,
these fundamental unitaries correspond to gates
that are physically implementable on the proces-
sor. But in practice, the gates are imperfect and
errors that are often difficult to characterize de-
grade the computation[8, 27].
One fairly simple model is to assume depo-
larizing noise, where each gate is a probabilistic
mixture of the desired unitary Wk and a com-
pletely depolarizing channel. The ideal trans-
formation ρ → WkρW †k of the state is replaced
by ρ → αkWkρW †k + (1 − αk)1 where αk is the
purity of the channel. All subsequent unitary
operations and depolarizing channels leave the
identity unchanged, so the full sequence will be
αV ρiV
† + (1− α)1 with α = ∏k αk.
The fact that the purity falls exponentially
with the number of gates does not bode well for
the computation. Standard quantum error cor-
rection methods rely on a supply of pure qubits so
they are not suitable for DQC1. However, for our
purposes, focusing on small or intermediate size
processors, the issue of exponential noise might
not be debilitating especially when one consid-
ers a logical implementation of the model using
some clean physical qubits and single shot mea-
surements to combat errors.
The relatively simple behavior of the DQC1
algorithm in the presence of depolarizing noise
makes it a good tool for benchmarking against
a depolarizing noise model. In our results be-
low, we used the R2 of a fit to the depolarizing
noise model as a benchmark. The behavior of the
circuits as a function of the number of gates pro-
vided evidence that the most significant source of
error was a systematic error in the CNOT gates.
3 Implementation of the algorithm
We implemented DQC1 on IBM superconducting
qubit quantum processing units (QPU) via a web-
based application programming interface (API).
The code is available online [1] and a technical
descriptions of the processors can be found in
Ref. [4]. All results described in the present work
are limited to data obtained via the web API,
and not direct physical access to IBM hardware.
Basic tests to benchmark DQC1 performance on
gate-based machines, described in Section 4, were
executed on the 16-qubit “Rüschlikon” QPU. Ap-
plication of DQC1 to a useful task (evaluation of
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8
Q0 Q15 Q14 Q13 Q12 Q11 Q10 Q9
Q0 Q1 Q2 Q3 Q4 Q5 Q6
Q13 Q12 Q11 Q10 Q9 Q8 Q7
Clean
(a) IBM Q 16 Rüschlikon
(b) IBM Q 14 Melbourne
Mixed Auxiliary
Figure 2: (a) Qubits used on the IBM Q 16 Rüschlikon
chip. Qubit 6 (red) was the clean qubit. Qubits 5, 7, and
11 (blue) were the mixed qubits. Mixed states were gen-
erated by first performing an entangling operation with
auxiliary qubits 4, 8, and 10 (green), respectively. Black
arrows show the control-target relationship for coupled
qubits. The statistical uncertainty is upper bounded by
1/27.5. (b) The IBM Q 14 Melbourne was used for the
knot experiments. Qubits 0 and 1 were used for the pure
and mixed states, respectively, in the first set of knot ex-
periments. Subsequent experiments used all 18 pairs of
connections between qubits.
Jones polynomials), described in Section 5, was
executed on the 14-qubit “Melbourne” QPU.
A single qubit (shown in red in Fig. 2) was des-
ignated the “clean” qubit whereas another disjoint
subset of qubits (shown in blue in Fig. 2) was cho-
sen to be “noisy”. A gate-based QPU, however,
is usually designed to operate with pure states
under unitary evolution as much as possible. To
prepare these “noisy” qubits in the (I/2)⊗N state,
we used two techniques. In the first set of ex-
periments we first entangled each qubit with an
adjacent qubit to produce the (pure) Bell state∣∣Φ+〉 = (|00〉 + |11〉)/√2, and then ignored (or
traced away) that adjacent qubit. This approach
introduces a 2X overhead in the number of qubits
required for state preparation of these “noisy”
qubits. For the estimation of the Jones polyno-
mial, we used bit flip on the “noisy” qubit for half
the experiments and averaged over the results.
This method can be modified for a multiple qubit
scenario by randomly flipping all “noisy” qubits
and averaging over the results.
3
4 Trace estimation on the quantum
processor
We implemented the N = 1 version of the trace
estimation algorithm (Fig. 1) with
U
(l)
N=1(θ) = U1(θ)(U1(θ)
†U1(θ))l−1
where l ≥ 1 is the number of repetitions and
U1(θ) = e−iθ/2 |0〉 〈0| + eiθ/2 |1〉 〈1| (see top RHS
of Fig. 3). We also implemented the N = 3 ver-
sion, replacing U (l)1 (θ) with U
(l)
3 (θ) = U
(l)
1 (θ)⊗3
so
U
(l)
N=3(θ) = U3(θ)(U3(θ)
†U3(θ))l−1
(see bottom RHS of Fig. 3).
The circuit was chosen to maximize contrast
with respect to θ (i.e., Tr[U (l)1 (0)] = 1 and
Tr[U (l)1 (pi)] = −1) for any value of l. Increasing
l merely introduces repetition of a gate sequence
that should, logically, be equivalent to the iden-
tity. In practice, however, gate errors and noise
means increasing l yields noisier outputs. Re-
sults for a final measurement of σx, σy and σz
are shown in Fig. 3.
As expected, the results deviate further from
the ideal as we go to higher gate counts. The re-
duction of the absolute values in the σx plots can
be attributed to depolarizing noise, however the
fact that the shape changes in all three plots (and
in particular the deviations from 0 in σy), indicate
a coherent error, probably as a result of a system-
atic error in the CNOT gates. For a quantitative
indication of the coherent errors (more precisely
the deviation from depolarizing noise) we defined
the visibility
Vis = max
θ
〈σx〉 .
This function decays exponentially with the num-
ber of gates when imperfections are due to depo-
larizing noise. A plot of visibility as a function
of the number of gates (Fig. 4) shows that this
is clearly not the case for qubit 11 (paired with
5) where there is a spike in visibility around 20
CNOT gates. The other couplings show the ex-
pected qualitative behaviour, but a fit to a depo-
larizing noise model shows some deviations (see
Table 1).
Generally, it is possible to convert biased noise
channels into a depolarizing channels by adding
some randomness and averaging. This is appar-
ent when comparing the 1+1 and 1+3 qubit re-
sults. In Table 1 we see that fit for the 1+3 qubit
result is better than each of the individual results.
This is most likely a result of averaging over dif-
ferent coherent errors for the 3 different pairs of
interacting qubits. We note that in general this
is not an indication of better performance over-
all. Though the exponential depolarizing rate ap-
pears slower in the 1+3 qubit case, the circuit will
have to be 3 times longer to perform a similar
task.
Qubits τ R2 = 1−
∑
i
(yi−fi)2∑
i
(yi−y¯)2
Q5 24.50 0.933
Q7 25.81 0.995
Q11 28.91 0.695
Q5, Q7, Q11 30.75 0.997
Table 1: Assuming only depolarizing noise, we fit a decay
model f(x) = ae−x/τ to the data in Fig. 4 (linear fit to
the logarithm of the data).
Running the experiment at different times pro-
duced different results, in particular the system-
atic (coherent) errors were not consistent over
long periods of time. Results for the expectation
value of σy taken on the same pair of qubits 5 days
apart are plotted in Fig. 5. Since the theoretical
expectation value should be constant (〈σy〉 = 0)
the plots are a good indication of coherent errors
which, even at a circuit depth of 6 CNOT gates,
produce a visibly different plot.
5 Distinguishing knots with Jones
polynomials
The task of identifying whether two knots
(smooth closed curves in R3) are topologically
equivalent has implications beyond mathematics,
reaching into statistical mechanics, quantum field
theory and quantum gravity [6, 23]. Knots can
be faithfully represented in two-dimensional pic-
tures, and so the task can be recast as determin-
ing whether two pictures of knots can be made
equal using transformations called Reidemeister
moves. This task is computationally intensive
and even in the simplest case, identifying a knot
as the unknot, there is no known efficient solu-
tion [14]. Here we consider a particular type of
knot, the trace closure of a 3-strand braid, which
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Figure 3: Expectation values 〈σx〉, 〈σy〉 and 〈σz〉 when applying the c−U(θ) from the control qubit to one mixed
qubit (Q7, top row), and three mixed qubits (Q5, Q7, Q11, bottom row). Colored curves represent applying the
c−U(θ) multiple times(The data for 0 CNOTs means no operation applied at all). As expected, the deviations from
the theoretical curve get larger as the number of gates increases, however the gate errors are not random and the
contribution of non-depolarizing noise is significant. This is especially apparent in the σy plot which is expected to
be near 0 at all times. Note that for large numbers of CNOT gates the deviation from 0 is far above the statistical
uncertainty which is upper bounded by 1/27.5 < 0.01. The coherent errors are partially suppressed in the 1+3 qubit
circuit, probably due to coherent errors being averaged out over the different qubits.
can be represented by drawing a two-dimensional
braid and closing each end at the bottom with
the associated strand at the top (right-most to
right-most etc., see Fig. 6(c). Another type of
knot, the plat closure, is constructed by connect-
ing adjacent strand ends at the top and at the
bottom.
The Jones polynomial is a complex function in-
variant for oriented knots [10, 11], which allows
one to distinguish one knot from another. How-
ever, constructing the polynomial for a given two-
dimensional picture of a knot is not trivial. The
number of terms in the polynomial (before sim-
plification) scales exponentially with the number
of strand crossings. Evaluating the Jones polyno-
mial at a single point would give sufficient infor-
mation to tell if two knots are different. Equiva-
lent knots must have the same Jones polynomial
value at any given point, whereas knots that are
not the same might not. Approximating the value
of the Jones polynomial at e2pii/5 is a particu-
larly interesting task for quantum computers. If
one takes the plat closure of a braid, rather than
the trace closure, the task is known to be BQP-
complete [5].
In 2007 Shor and Jordan [25] showed that ap-
proximating the polynomial at e2pii/5 for the trace
closure of a braid is a complete task for DQC1.
Passante et al. [19] demonstrated this task in a
four-qubit liquid-state NMR processor, studying
knots with four strands and multiple crossings.
Here we use DQC1 to approximate the Jones
polynomial for knots of three strands for the pur-
pose of benchmarking the IBM Q 14 Melbourne
quantum processor. We consider knots which are
constructed by taking the trace closure of braid
words up to 9 crossings (see Fig. 6). We study the
same knots constructed by multiple iterations of
either the σ12 crossing (first strand over the sec-
ond), or the σ23 crossing (second over the third).
Since approximating the values of Jones polyno-
mials with a noisy machine is difficult, we are
content with the ability to classify knots as dif-
ferent when they are indeed different. As in the
previous sections, we do not perform any type
of error mitigation during the computation or in
post-processing, apart from simplifying the cir-
cuit to require fewer gates.
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Figure 5: σy expectation value of 1+1 data (qubit 7)
taken on different dates, 5 days apart. The variations
between results at different times, is far greater than
the statistical uncertainty which is upper bounded by
1/27.5 < 0.01, and indication that systematic calibration
errors change significantly over time.
Following the treatment in Ref. [19], the uni-
tary used in the DQC1 protocol is related to the
braid through the Fibonacci representation. For
a three-strand braid, the σ12 and σ23 unitaries are
given by
σ12 =

a 0 0 0
0 b 0 0
0 0 a 0
0 0 0 1
 , σ23 =

e d 0 0
d c 0 0
0 0 a 0
0 0 0 1
 ,
(2)
where a = e3pii/5, b = e−4pii/5, c = b
φ2 +
a
φ ,
d = b−a
φ3/2
, e = bφ +
a
φ2 , and φ = (1 +
√
5)/2.
For braids with n strands we require m×m sized
σ23
(a)
(c)
1 2 3
σ12
(b) 1 2 3
σ312
Trace 
Closure
Figure 6: Visualization of σ12 (a) and σ23 (b) crossing
operations on three strands. (c) The braid word σ312,
three consecutive σ12 crossings. By taking the trace
closure, connecting the bottom of a strand to its top,
the first two strands form the trefoil knot while the third
strand forms the unknot. The braid closures of (a) and
(b) are topologically equivalent, but the different braid
words lead to different circuit implementations in the
experiment.
unitaries where m is the nth number in the Fi-
bonacci sequence. For 3 strands the unitaries
map between 3 states, requiring 2 qubits. This
results in an unused portion of the Hilbert space
– the |11〉 state is not used for the approximation
and adds a constant term to the trace which is
straightforwardly dealt with.
To implement DQC1 we must construct con-
trolled versions of the braid word unitaries. How-
ever, a single controlled-σ23 operation requires
approximately 50 CNOT gates, meaning any
braid word would be prohibitively long on current
quantum processors. Indeed, Sec. 4 shows that
〈σx〉 and 〈σy〉 on the clean qubit would decay sub-
stantially after just one controlled-σ23 gate. To
simplify the problem we use the fact that both σ12
and σ23 are block diagonal, and so any braid word
will also be. We perform a controlled version of
each block of a braid word in separate experi-
ments, measure their traces via the clean qubit,
and combine them afterwards. The controlled im-
plementations of the blocks require substantially
fewer CNOT gates: σ(u)12 , σ
(u)
23 , and σ
(l)
12 = σ
(l)
23 ,
where u (l) refers to the upper (lower) block of the
unitary, can be performed with 2, 5 and 2 CNOT
gates respectively. The braidword for the trefoil
knot outlined in Fig. 6, σ312, requires 6 CNOT
gates for each of the upper and lower blocks. Per-
6
=
Rz(θ/2)
Rz(θ/2)
Rz(−θ/2)Rz(θ)
= =
σ
(l)
23σ
(l)
12
X XRz(3pi/5)
σ
(u)
23
=
Ry(250.9
◦) Ry(−250.9◦)Rz(2pi/5) Rz(2pi/5)
σ
(u)
12
=
Rz(3pi/5)
Rz(3pi/5)
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(
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)
,
and Rz (θ) =
(
1 0
0 eiθ
)
.
forming the braidword σ323, which gives the same
knot upon taking the trace closure, requires 15
CNOT gates for the upper block and 6 for the
lower.
Having used the DQC1 protocol to measure the
trace of each block of a braid word unitary, we
then estimate the value of Jones polynomial at
the fifth root of unity for each knot. To do this
we combine the measurements on each block of
the unitary, e.g., U = σ312, to find the weighted
trace of the braid word. First, we subtract off
the contribution to the trace of the lower block,
U (l), from the |11〉 state. We then add the traces
of the two blocks together while weighting the
upper block by a factor of φ [19, 20],
WTrU = φ× TrU (u) + TrU (l) − 1 (3)
= φ× (〈σx〉(u) + i 〈σy〉(u))
+ 〈σx〉(l) + i 〈σy〉(l) − 1.
We then calculate the Jones polynomial value as
VU (t = e2pii/5) = (−(e2pii/5)4)3w × 1
φ
WTrU, (4)
where w is the writhe of the knot, defined as the
difference between left-over-right crossings (σ12
and σ23) and right-over-left crossings (σ
†
12 and
σ†23). In this work we only consider knots with
w > 0.
In Fig. 8 we plot one set of results of the Jones
polynomial, VU (e2pii/5), estimation for knots with
0 to 9 crossings, constructed solely by either σ12
or σ23 crossings. We find that as the numbers
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Figure 8: Results of Jones polynomial evaluations on
qubits Q0 and Q1 of the IBM Q 14 Melbourne. Knots
are given by the trace closure of σk12 (blue points), and
σk23 (red points), k runs from 0 to 9 crossings. Gray
points mark the theoretical Jones polynomial values for
each knot, with numbers represent the crossings in the
associated braid word, for each k the knots represented
by σk12 and σk23 are equivalent. Ellipses represent the
standard deviation of 12 trials (212 shots each) for each
knot. The distance between ellipses measures, in some
sense, how well two knots can be distinguished on the
IBM QPU. The black arrow between σ312 and σ23 marks
the distance between the two Jones polynomial estimates
with a similar gate count (see also Table 2). For clarity,
results from knots with 2, 5, and 8 crossings (which are
closer to the center) are not plotted. Note that while
the results generally get closer to the center as the gate
count increases (a signature of depolarizing noise), re-
sults for 7 and 9 crossings appear in the wrong quadrant
in both representations (a signature of systematic er-
rors).
7
Figure 9: Distance between the evaluated Jones poly-
nomial from σ12 unitaries, σ23 unitaries and theory for
knots with varying numbers of crossings. Distances are
normalized by the theoretical values of the polynomials
to account for values close to the origin. σ23 estimates
deviate from the theoretical values for fewer crossings,
likely due to the fact that a single σ12 unitary requires
2 CNOTs while a σ23 requires 5 CNOTs. The distance
between polynomial estimates for σ12 and σ23 imple-
mentations increases with number of crossings (with the
exception of the final point where they both tend the
origin), making two versions of the same knot distin-
guishable from one another.
CNOTs
in σk23
Unitaries J.P. dist.(Exp.)
J.P. dist.
(Theory)
5 |σ23 − σ212| 1.42± 0.05 2.15
5 |σ23 − σ312| 2.50± 0.08 3.62
10 |σ223 − σ512| 0.66± 0.05 1
15 |σ323 − σ712| 2.6± 0.2 4.25
15 |σ323 − σ812| 2.0± 0.2 3.24
Table 2: Comparison of Jones polynomial estimates for
implementations of different knots using the similar cir-
cuit depths. A large distance, relative to the error, indi-
cates that two knots can be distinguished using the IBM
QPU.
of crossings are increased the estimated polyno-
mials quickly deviate from theoretical values (see
Fig. 9). This is to be expected from the studies in
previous sections. As the circuit depth increases,
the measured 〈σx〉 and 〈σy〉 on the clean qubit de-
cay exponentially. This in turn causes the Jones
polynomial values to tend to the origin on the
complex plane with increasing circuit depths.
Though the deviation from the theoretical
value is not ideal performance, the principle be-
hind estimating the Jones polynomial is to distin-
guish between knots. In this spirit, we note that
the distance between the two implementations of
each knot (using either σ12 or σ23) remains rel-
atively low compared to the distance from their
theoretical value. Differences between the two
experimental implementations of the same knot
are likely driven by the significantly higher cir-
cuit depth for each σ23 unitary (5 CNOTs vs. 2
CNOTs). Importantly, if we compare different
knots that have the same circuit depth – e.g., σ512
and σ223 each use 10 CNOT gate for their upper
blocks, and represent different knots – we see that
they are largely distinguishable from one another
when the gate count is low.
At higher gate counts the values are not only
closer to the origin (as expected), but also be-
have qualitatively different from the theoretical
results, for example in Fig. 9 the real part of the
braid with 7 crossings should be more negative
than that of 6 crossings, but in both implemen-
tations (σ12 and σ23) the knot with 7 crossings is
positive while the knot with 6 is negative. More-
over these types of errors, while fairly consistent
on a single run of the experiment, appear to be
very different when the experiment is repeated
later and/or on different qubits. In Fig. 10(a) we
show the results for 0 and 3 crossings (σ12) taken
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on all 18 different pairs of qubits. The results
indicate that both the mean and the spread de-
pend on the choice of qubits. In Fig. 10(b) we
compare the results of the braids with 0 and 3
crossings (σ12) at different times, where we chose
the qubits pairs Q5,Q6 and Q4,Q5 for best per-
formance. Even at relatively low gate counts, we
observe deviations from one run of the experiment
to the next. One consequence of these results is
that there is no simple way to correct for errors
in post-processing. Such corrections would have
been possible if the dominant source of error was
depolarization, in which case we could multiply
the results by a factor that depends on the num-
ber of gates.
6 Discussion
As quantum computers become more available to
the non-specialists, there is need for tools that
can be used and understood by users who are
not interested in the inner workings of the ma-
chine. Benchmarking protocols have usually been
designed with the experimental physicist in mind,
often to quantify performance in terms of noise
per gate, and usually with an outlook towards
fault tolerance [13, 15]. The benchmarking exper-
iments we used in this work were designed with
the end user of a small noisy quantum processor
in mind. Using two protocols based on the DQC1
trace estimation algorithm we benchmarked IBM
14- and 16-qubit processors and showed how per-
formance degrades with circuit depth, in one case
for the useful task of distinguishing knots.
In the first set of experiments we looked at
how visibility drops as a function of circuit depth,
and showed that coherent errors can be particu-
larly harmful. For example we noted a spike in
visibility (Fig. 4) for the DQC1 experiment with
Qubit 11 on the "Rüschlikon". We also observed
an undesired buildup of an imaginary component
(coherence in the σy axis) as the gate count in-
creased. This was evident as early as 10 CNOT
gates in a 2-qubit experiment (Fig. 3). Surpris-
ingly, we noted that the performance is not re-
duced (and was even enhanced on average) in a
4-qubit experiment compared to the 2-qubit ex-
periments when results with a similar CNOT gate
count were compared (Fig. 3 and Fig. 4). Finally,
we saw that the results were not consistent when
the same experiment was performed at different
Q0 Q1 Q2 Q3 Q4 Q5 Q6
Q13 Q12 Q11 Q10 Q9 Q8 Q7
(a)
(b)
Q4,Q5 before calibration
Q4,Q5 after calibration
Q5,Q6 before calibration
Q5,Q6 after calibration
Figure 10: (a) Jones polynomial results of the σ012 (right)
σ312 (left) unitaries using different qubit combinations on
the Melbourne processor. Shown in bold are the Q4-Q5
(dark green) and Q5-Q6 (dark purple) pairs which gave
the best performance. Computations were performed on
February 22, 2019 (before calibration). (b) Comparing
qubit pairs Q4-Q5 (dark green) and Q5-Q6 (dark pur-
ple) before (solid) and after (dashed, filled) the February
25, 2019 re-calibration. The second set of computations
was performed on February 26, 2019 (after calibration).
A routine calibration process was performed on the ma-
chine by the IBM team between these two dates. For
both (a) and (b) ellipses represent the standard devia-
tion of estimating Jones polynomials over 10 trials (1024
shots each).
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times (Fig. 5). However, the qualitative results
regarding performance at different gate counts re-
mained the same.
In the second set of experiments we used 2
qubits on the IBM "Melbourne" to estimate the
Jones polynomial at the 5th root of unity for var-
ious knots. While the results deviated from the-
ory (Fig. 9) it was possible to compare knots at
low gate counts (Fig. 8). However, at higher gate
counts both depolarizing and systematic errors
start to dominate the results. While depolarizing
noise can be countered by repeating the experi-
ment more times and normalizing 2, the system-
atic errors (which are not constant in time) are
difficult to deal with even in a small circuit. We
note that these errors prevented us from outper-
forming the 4-qubit liquid state NMR experiment
[19].3
The relatively simple benchmarking procedure
leads us to the conclusion that at least from the
end user’s perspective, a major issue with cur-
rent small noisy quantum computers is constantly
changing environmental conditions that leads to
frequently changing systematic errors. While it is
clear that this is a major engineering challenge for
superconducting architectures due to the sensitiv-
ity to environmental conditions, it is worthwhile
considering alternative architectures that may be
more stable. A different approach might be a
method to reduce systematic errors on the soft-
ware side for example by using wider and shal-
lower circuits or to turn these into statistical er-
rors by using various randomization techniques.
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