We extend a thermally accurate model for coarse grain dynamics (Strachan and Holian 2005 Phys. Rev. Lett. 94 014301) to enable the description of stressinduced chemical reactions in the degrees of freedom internal to the mesoparticles. Similar to the breathing sphere model, we introduce an additional variable that describes the internal state of the particles and whose dynamics is governed both by an internal potential energy function and by interparticle forces. The equations of motion of these new variables are derived from a Hamiltonian and the model exhibits two desired features: total energy conservation and Galilean invariance. We use a simple model material with pairwise interactions between particles and study pressure-induced chemical reactions induced by hydrostatic and uniaxial compression. These examples demonstrate the ability of the model to capture non-trivial processes including the interplay between mechanical, thermal and chemical processes of interest in many applications.
Introduction
Understanding the coupling between thermo-mechanics and chemistry remains a significant challenge in condensed-phase materials physics. Applications and processes that depend on this coupling range from polymer fracture [1] and toughening mechanisms that involve chemistry, including self-healing [2] , to explosives and energetic materials [3] . Another possible application of mechano-chemistry is the use of endothermic, volume-reducing reactions as an avenue to absorb impact or shortwave energy and provide structural protection. The motivation of this work is to provide guidance towards the development of materials for the last class of applications via coarse grain modeling, where mesoparticles represent groups of atoms and chemical reactions are represented in an averaged way. This paper combines complementary coarse-graining methods to describe coupled mechano-thermochemical processes; we make use of the dynamics with implicit degrees of freedom (DID) model [4] and the 'breathing spheres model' [5] in order to explore pressure-induced, endothermic reactions in a model material.
A detailed, predictive understanding of the coupling between thermo-mechanics and chemistry requires modeling phenomena that span multiple time and spatial scales: from microstructure-dependent mechanical energy localization processes at the microns to millimeters scales, to nanoscale processes involving defects and interfaces and to chemical reactions in the angstrom and femtosecond regimes. While progress in experimental techniques enable the detection of chemical processes with exquisite resolution, see for example [6, 7] , a full description of condensed-matter chemistry (at extreme conditions of temperature and pressure in the case of dynamical loading or high-energy density materials) remains elusive and only synergistic combinations of computer modeling and experimentation will be able to fill the remaining gaps in our understanding. Atomistic simulations, using either quantum mechanics methods [8, 9] or reactive inter-atomic potentials [10] [11] [12] [13] , are providing valuable information but remain restricted to relatively small system sizes, precluding the characterization of the role of nanostructure or phenomena involving long timescales. Mechano-chemical processes under quasi-equilibrium conditions can be described thanks to recent breakthroughs in theory [14] that enable the prediction of timescales not achievable with explicit dynamical simulations. Despite this progress, significant challenges remain at the mesoscales, specifically in the coupling of microstructure and defects, chemical reactions and mechanical load. At these scales, an attractive alternative to all-atom simulations is coarse grain modeling, or mesodynamics, where mesoparticles describe groups of atoms (often molecules). The development and application of such a mesoscale capability is the focus of this paper.
An interesting model successfully applied to describe non-equilibrium dynamics of laser ablation is the so called breathing sphere model. Zhigilei et al [5, 15] achieved a timescale beyond what is possible with an all-atom MD using particles to describe groups of molecules, the sizes of which are allowed to breathe in order to describe the vibrational relaxation of excited molecules. This approach uses the fact that molecules in such systems form tightly bound internal structures with weak interparticle interactions. As will be shown below, this approach can be extended to describe chemical reactions involving volumetric changes. Another, successful method used in shock loading is that of dissipative particle dynamics [16] or dynamics with implicit degrees of freedom (DID) [4, 17, 18] . DID has been shown to capture the thermo-mechanics of complex materials at a fraction of the computational cost of all-atom simulations. Furthermore, coarse grained models have been extended by Maillet and collaborators to describe the exothermic reactions of explosives [19] .
In this paper, we extend DID to couple thermo-mechanics with chemical reactions internal to the mesoparticles borrowing from the breathing sphere model. Specifically, we are interested in stress-induced chemical reactions that involve degrees of freedom (DoFs) internal to the mesoparticles, and thus are to be described implicitly. The method, denoted as ChemDID, is introduced in section 2 where we also introduce a model material that will be used to test the methodology. Section 3 applies ChemDID to characterize chemical reactions induced by hydrostatic pressure, and in section 4 we study reactions induced by uniaxial compression where plastic deformation helps localize stress and nucleate chemical reactions. In section 5, we discuss the implications of our results and provide and outlook for the method; conclusions are drawn in section 6.
Coarse grain dynamics with chemical reactions

Coarse grain description of coupled thermo-mechano-chemical processes
Chemical reactions are dominated by electronic processes and can be described from first principles by ab initio electronic structure calculations. In recent years, powerful reactive force fields have been developed capable of mimicking the quantum nature of chemical reactions at a fraction of the computational cost of ab initio calculations, see, for example [20] . We are interested in an even coarser description: we will content ourselves with capturing the evolution of centers of mass and overall size of molecules that can undergo chemical reactions and accounting for the energetics of the process via an internal potential that relates the effective size with an internal energy which includes the energy of the reagents, products and transition state.
Consider a molecular solid composed of molecules whose degrees of freedom can undergo a chemical reaction that involves significant changes in molecular volume. The coarse grain state of the molecules will be described at two separate scales. At an inter-molecular scale, we describe the dynamics of the molecular centers of mass { R i } of the particles (three translational DoFs), and at a finer intra-molecular scale, we will reduce the remaining (3N − 3) modes internal to each molecule (where N is the number of atoms making up the molecule) to two internal variables: a molecular radius {σ i } will be used to describe mesoparticle volumetric changes and the remaining modes will be described implicitly by an internal temperature (T int i ). We will assume that the molecules interact via a simple pairwise potential that depends on the distance between the effective surface of each molecule (separation between the centers of mass minus the corresponding radii). Thus, the inter-molecular potential energy will be given by
In order to describe chemical reactions internal to the mesoparticles, the model needs to incorporate the internal energy of each molecule as a function of their radius {σ i } and internal temperature T int i . We will use the molecular radius as an order parameter that determines the intra-molecular state and define an intra-molecular potential energy, figure 1 , that depends on the molecular radius to capture intra-molecular chemistry. The total intra-molecular potential energy is obtained as a sum over the molecules:
The intra-molecular potential energy family shown in figure 1 describes molecules that exhibit two states: the ground state with a relatively large-volume and a high-energy state of lower volume. The intra-molecular potential energy is described as a function of molecular radius by a polynomial:
where we fix the values of σ 1 = 3.5 and σ 2 = 5.0, while the parameters K and A control the barrier and the endothermicity of the potential, respectively. This model system starts in the high-volume state (the molecular ground state) and pressure can induce a phase transition to a metastable state with an increase of energy of H * = 25 kcal mol −1 and a volume reduction of 65% per molecule. The two states are separated by an activation G that needs to be overcome for the chemical reactions to occur; we will explore a range of activation barriers from 30 to 75 kcal mol −1 . Such endothermic chemistry with volume reduction could provide the desired capability of shockwave energy dissipation. One possible system with such characteristics is the anthracene molecule; Jezowski et al [21] have found that the application of mechanical force reduces the rection rate involved in chemical bond formation, while Slepetz et al [22] have calculated a possible intermediate pathway occurring between reactants and products, which involves molecular volume reduction.
With the potential energy fully determined in terms of the system variables, we can write the system Hamiltonian from which we will derive equations of motion:
where P i and m i are the linear momentum and mass of particle i, and π i and m * i are the momentum conjugate to the molecular radius σ i and its associated mass. The mass conjugate to the molecular radius will be related to the vibrational frequencies of the metastable molecular states. Nevertheless, we will fix this mass as m * i = m i for all molecules in this first application. We note that the thermal energy associated with the internal DoFs to the mesoparticles will be described via DID in a non-Hamiltonian way, as explained below. The equations of motion describing the system can then be written in the usual way aṡ
The last piece of the model involves the accurate description of the exchange of thermal energy between explicit DoFs (c.m. of the molecules) and the internal DoFs that are not explicitly described in the Hamiltonian (3N − 4 modes per molecule). To achieve this, we use DID where local, finite thermostats associated with each mesoparticle account for their thermal response and couple to the dynamics of the mesoparticles, as discussed in [4] . Here we briefly review this method for completeness. DID describes the exchange of energy between the mesoparticles and their internal DoFs using two temperatures. The mesoscopic temperature in the vicinity of particle i (T meso i ) is obtained from the kinetic energy associated with the centers of mass of the particles around i measured from the average velocity around the particle (see [4, 23] for more details). In contrast, the internal temperature of particle i (T int i ) is a dynamical variable that captures the energy of the DoFs not explicitly captured by the Hamiltonian (translational and breathing). Any differences between these two temperatures for a given particle will result in energy flow between the external and internal modes as to achieve local thermal equilibration. In our approach, this energy exchange between mesoparticles and their internal DoFs is done through a local coupling via the position-update equation:
where ν is a coupling rate, ω 2 is the mean-square frequency of the mesoscale DoFs and o is a reference temperature [4] . Note that the difference between internal and mesoscale temperatures controls the sign of the energy exchange. For example, if T meso i > T int i , then particle i is moved by an additional amount in the direction of its force, removing energy from the mesoparticles; as we will see next, this energy is transferred to the internal DoFs. We use direct feedback to couple the internal and mesoscale DoFs akin to the Berendsen thermostat [24] since it provides a more physical approach to equilibrium than integral feedback formulations like Nosé-Hoover [25, 26] . As shown explicitly in section A.1 of the appendix, DID leads to Galilean invariance.
To find an expression for the rate of internal temperature of each mesoparticle, we impose energy conservation.
where χ i = ν(
In the last step, we made use of a property in Poisson's brackets where canonical terms will cancel while the dissipative term is exposed.
In DID equations, the rate of change of the mesoparticle's internal energy is related to the change in the internal temperature via a specific heat:
The internal heat capacity will be, in general, a function of internal temperature and the internal state of the mesoparticle, but in this paper we will take it as a constant; this approximation amounts to being in a classical harmonic regime where specific heat is only a function of the number of atoms in the mesoparticles. Therefore, we arrive at the updated equation describing energy exchange between the explicit mesoscale DoFs and intra-molecular ones aṡ
In this manner, a mesoparticle will increase (decrease) its internal energy depending on whether its internal temperature is below (above) its local external temperature obtained by using its translational degrees of freedom, i.e. the mesoscopic temperature. The Hamiltonian part of the model is time reversible, however, the thermal coupling to the internal DoFs introduces irreversibility. For example, after a potential energy relaxation has taken place, the newly acquired kinetic energy would be quickly absorbed by its (3N − 4) internal modes, and as a result, the possibility for a reverse transition is significantly reduced. In summary, the proposed coarse grain model provides a coupled description of chemistry, mechanics and thermal processes and exhibits several desired features. As will be shown numerically in the next sub-section, our mesoscale model conserves energy (the sum of inter and intra-molecular terms) as energy is exchanged between the various explicit and implicit DoFs. Furthermore, by introducing the damping variable in the position-update equations, Galilean invariance follows immediately (see section A.1 of the appendix). Indeed, other approaches couple the damping to the momentum update equations and construct the damping term in the relative velocity frame in order to make the model Galilean invariant; see, for example, Maillet et al [19] . In Maillet's model, the progress variable representing the chemical reaction follows a first-order kinetic equation for the forward and backward rates of the chemical reaction, where the reaction constants depend on the internal temperatures, much in the spirit of Arrhenius formula. In our approach, on the other hand, the variable representing the internal state of the system and its momentum are part of the Hamiltonian whose parameters can be adjusted to describe specific pressure-induced chemistry, and consequently the evolution of the system is derived from the equations of motion.
A model material
We will explore the ability of the model to capture coupled thermal, mechanical and chemical processes using a model molecular crystal with the fcc lattice. The interactions between molecules are described with a Lennard-Jones potential:
where the parameters 0 = 7.0 kcal mol −1 and σ 0 = 3.7 Å. This results in a lattice parameter of a = 20 Å assuming a rigid radii σ i = 5 Å for all molecules.
Verification tests
To verify the implementation of the method, we now analyze simulations where the system is allowed to come to thermal equilibrium. The initial condition of the simulations consist of a perfect fcc crystal obtained by replicating the four-atom fcc unit cells 20 times along the x, y and z directions leading to a system with 32 000 molecules with 3D periodic boundary conditions. In the initial condition for the simulation, we use a time step of 0.005 ps to integrate the DID equations of motion and set their internal temperature T i int = 100 K for all molecules, whereas the velocities of the molecules are drawn from a Maxwellian distribution also at the same temperature. The mesoscopic temperature will drop immediately to T i meso ∼ 50 K due to the principle of equipartition of energy, since all particles initially start at their relaxed position in the crystal. Figure 2 shows the time evolution of the various energy terms during this equilibration and the inset shows how the meso and internal temperatures come towards equilibrium. Furthermore, this figure shows that the total energy of the system is conserved during ChemDID simulations. We seek an analytical expression for the timescales required to reach equilibrium between the internal and mesoscopic temperatures. In the NVE ensemble, the total energy of the system will be constant, which we can write as H = C meso T meso + C int T int , where the average symbol . denotes the arithmetic average over all the particles. In the first term, we will combine the translational modes and the breathing modes of the mesoparticles, hence this value will be set to C meso = 4 k B (this is a good approximation for relatively small temperatures where the system can be considered harmonic). In the second term, C int accounts for other implicit DoFs internal to the particle with average internal temperature T int . Now, we can make use of equation (12) to reduce the (average) energy equation into a differential equation for either T meso or T int . Note, however, that this change introduces the immediate force F i on particle i which depends explicitly on the location of a given particle. In our case, the system remains isolated and does not experience any external perturbations, hence the spatial dependencies can be assumed to be uncorrelated during thermalization. In this manner, we can approximate the immediate force by its ensemble average value at any given time. Furthermore, it can be shown that this ensemble average is related to the average mesoscopic temperature [27] (see section A.2 of the appendix), namely,
This relation allows us to write a mean-field expression for the time evolution of the internal temperature-in an average sense. Given that energy is conserved ( dH dt = 0), then the solution to equation (12) can be readily seen to be
where A is a constant satisfying the initial boundary conditions. We estimate the equilibration timescales (obtained by finding the time in which the above temperature gets within 2 K from its asymptotic value) and compare this value to the simulated data. This is illustrated in figure 3 for different values of C int and coupling ν. This exercise shows that our model is internally consistent, since using the equipartition assumption and some mean-field assumption on the average force, we can arrive at an estimated value for the equilibration times that agrees quite well with the simulated data. 
Pressure-induced chemistry: hydrostatic case
In this section, we focus on the response of the ChemDID model material under hydrostatic compression. We start with the particles forming an fcc crystal, obtained by replicating the four-atom unit cell with lattice parameter a = 20 Å, 30 times along the x, y and z directions. All molecules start with the same intra-molecular radius (σ i = 5 Å). The resulting simulation cell has a size V = L × L × L (L = 400 Å) with 108 000 molecules. As is customary in MD simulations, we make use of 3D periodic boundary conditions and draw the initial velocities from a Maxwellian distribution at the initial temperature T = 100 K. We studied defect-free systems and also introduced vacancies to explore how localization of stress influences chemical reactions. Samples with 1% through 10% vacancies were obtained by selecting the desired fraction of atoms at random and removing it. We use a time step of 0.005 ps to integrate the ChemDID equations of motion and volumetrically compress the simulation cell dimensions (in all directions) at a velocity of 0.1 Å ps −1 , leading to a strain rate of˙ xx =˙ yy =˙ zz = 1.66 × 10 8 s −1 . The following sub-sections describe the thermodynamics of the pressure-induced chemical reactions, the nucleation and propagation of chemistry and the role of the physical parameters that describe the reactive material (activation barrier, specific heat and inhomogeneities) on the reactions.
Thermodynamics of the pressure-induced chemical reactions
In figure 4 , we show the pressure (a) and average intra-molecular radius (b) as a function of scaled volume during the hydrostatic compression of a reactive material with an activation energy G = 45 kcal mol −1 and internal heat capacity of the mesoparticles C int = 60k B . Figure 4 (c), also shows the corresponding intra-molecular potential energy as a function of the molecular radius that will be useful to interpret the results. The simulations start with V = V 0 and a molecular radius of 5 Å. The initial decrease in volume is accompanied by a reduction in the intra-molecular radius and an increase in pressure. The change in molecular radius gives rise to a restoring force from the intra-molecular potential which results in an internal pressure that is in equilibrium with the inter-molecular pressure. This early stage of increasing pressure continues until the inflection point of the intra-molecular potential energy as a function of molecular radius is reached, see the dashed lines marked as (1) in figure 4 . Beyond this point, the intra-molecular pressure the molecules can withstand decreases (due to the softening of the intra-molecular potential energy) and the overall pressure also decreases with compression. As the maximum of the intra-molecular potential energy is reached (dashed line 2), rapid chemical reactions are observed as the internal radius of some molecules decrease towards the value corresponding to the high-energy, low-volume state (dashed line 3). This simulation shows that this relatively small, defect-free system can exist in the thermodynamically unstable region of negative compressibility (∂P /∂V > 0) for the timescales explored in the simulation; such a state is unstable with respect to phase separation. Nonetheless, the introduction of defects either pre-existing or caused by the mechanical deformation facilitate the nucleation of chemical reactions and the formation of two-phase states as we will see next. Figure 5 shows the pressure-volume curves for samples with various amounts of vacancies. We see that the introduction of defects helps nucleate chemical reactions and reduces the thermodynamic pressure needed for the material to convert to the low-volume state. As will be shown in detail below, this occurs due to stress localization around defects and leads to an abrupt drop in pressure instead of negative compressibility region of the defect-free system.
To better understand the pressure response for our material, let us distinguish the different components giving rise to the overall thermodynamic pressure. Individual particles will likely exhibit a wide range of local pressures around the overall thermodynamic pressure of the system and additional insight can be gained by comparing the thermodynamic pressure with the intra-molecular one assuming all mesoparticles have the same volume. The thermodynamic pressure is defined as
Assuming a mono-dispersed distribution of internal radii, the intra-molecular pressure can be written as a function of the mean intra-molecular radius during compression, namely,
In the latter, the mean distance between particles R ij (σ ) and Volume V (σ ) have been parametrized by a linear and cubic functions of the molecular radius σ , respectively. For a small barrier, G = 30 kcal mol −1 , the two pressures coincide over the entire range as can be seen on figure 6 ; this is because the distribution of molecular volumes remains relatively narrow and mono-dispersed throughout the entire compression. On the other hand, a steeper activation barrier leads to a bimodal distribution of molecular radii during the transition. As some particles overcome that barrier to chemical reactions (σ ≈ 4.2), they quickly convert to the low-volume state, leading to an abrupt decrease in the mean molecular radius that can be seen in figures 6 and 4. Interestingly, nearby molecules will recede to the high-volume state and this sudden transition gives rise to a bimodal distribution in the molecular diameters.
Nucleation and propagation of pressure-induced chemical reactions
We now turn our attention to the process of nucleation and propagation of stress-induced chemical reactions. We analyze cross-sections of the material around the time the first chemical reaction takes place. Figure 7 shows two consecutive layers of molecules with color denoting the magnitude of the local pressure (green represents positive values while the blue represents negative values) and the size representing the chemical state (molecular diameter). The top row shows snapshots corresponding to a defect-free simulation and the bottom row to one with 10% of vacancies.
As discussed above, in the defect-free case, it is necessary to compress the material to a relatively larger pressure in order to initiate chemistry. As shown in figure 7(a) P tot P intra Figure 6 . Pressure as a function of mean molecular radius obtained from the simulation (P tot ), compared to the intra-molecular pressure (P intra ), for two activation energies.
cause the first molecular transition to the low-volume state. The molecule marked with the arrow is undergoing chemistry to the low-volume state and exhibits negative (tensile) local pressure. This transformation will ripple to nearby regions via stress waves and, interestingly, neighboring molecules nearest to the one transformed expand into the newly space. This leads to large variations of local stress and molecular radii at molecular scales as the reactions propagate, see figure 7 (b). We observe a pattern of coexisting reacted and unreacted molecules and compressive and tensile states that persists as the reaction propagates away from the nucleation center, section 7(c). The propagation occurs relatively fast under strain-controlled conditions. In the simulation with vacancies, a lower thermodynamic pressure is needed to initiate chemical reactions as the defects localize stress and nucleate chemical reactions. As can be seen in figure 7(d) , the local pressures do not vary significantly from one molecule to another, except around the vacancies. The molecules right next to the vacancies (first nearest neighbors) can expand into it and chemical reactions start in nearby molecules (see arrow in figure 7(e) ). The propagation of the chemical reactions occurs in a manner similar to the defect-free case but in a less isotropic way.
Interestingly, the snapshots above reveal spatial correlations between the chemical state of nearby molecules . Molecules that have transformed to the low-volume state are often surrounded by molecules in the large-volume state that can occupy the newly available space but significant differences in spatial arrangement of reacted and unreacted molecules is observed between defect-free and defective samples, see figure 8 where we show the resulting microstructures with reacted molecules (in red) against the unreacted molecules (in blue). The heterogeneous nucleation at a relatively lower pressure in the defective sample allows for localization of reacted molecules in thin slabs, while in the case of the defect free sample reacted and unreacted molecules are rather homogeneously distributed throughout the sample.
Role of intra-molecular specific heat and activation barrier for chemistry
We now study the effect of activation barrier, internal specific heat and defects on the chemical reactions and final reacted state of the system. Figure 9 shows pressure and temperature profiles as a function of the reduced volume. The fast chemical reactions observed when the maximum in intra-molecular potential energy is reached leads to local heating as the intra-molecular potential energy decreases. Thus, increasing the activation barrier leads to an increase in the temperature of the system after transformation. As expected, an increase in the activation barrier also leads to an increase in the pressure required to induce chemical reactions. We note that for a low barrier, the pressure profiles will follow a continuous curve for these perfect crystal with a mono-dispersed distribution of molecular volumes. Increasing the activation barrier to exothermic chemistry leads to larger driving forces at the top of the barrier and to stochastic nucleation of chemical reactions, causing a bimodal distribution of molecular radii. The intramolecular specific heat does not have a strong effect on the conditions required for chemical reactions to occur but they affect the final temperature after pressure-induced chemistry. As shown in figure 9 , higher specific heat leads to a smaller temperatures. The effect of vacancies on our sample material tends to reduce the effective barrier, and consequently this leads to an earlier nucleation time and a prolonged heating profile.
Chemical reactions induced by uniaxial compression
In this section, we investigate the pressure-induced chemical reactions in our model under uniaxial loading. In contrast to the hydrostatic case, uniaxial compression can give rise to plastic deformation that involve the relative displacement of particles on either side of the so called slip planes. In fcc crystals, this process is mediated by the motion of dislocations (partials in our small samples). We now turn our attention to explore the interplay between plasticity and chemical reactions.
To model the uniaxial compression, we use a larger dimension along the loading direction (x direction); the simulation cell is obtained by replicating the four-atom fcc unit cell 80 times along x and 20 times along y and z, resulting in V = 1600 × 400 × 400 Å 3 and 108 000 atoms. Periodic boundary conditions are applied in all three dimensions and we compress the system on the x direction at a velocity of 5 Å ps −1 , leading to a strain rate of˙ xx = 1.25 × 10 10 s −1 , while the simulation cell dimensions along y and z remain constant. As in the previous section, all molecules start with the same intra-molecular radius (σ i = 5 Å). The activation energy is fixed to G = 45 kcal mol −1 , the internal heat capacity is set to C int = 60k B and the starting temperature is set to T = 300 K. Figure 10 shows the total energy (dotted blue line) and the stress along the compression direction (solid red line) as a function of strain during compression. These plots are similar to those in figure 4 except that they are functions of strain instead of fractional volume. As in the hydrostatic case, the total energy and corresponding stress exhibit a three-stage behavior. Initially, compression results in increasing total energy and stress. As the stress reaches around 1 GPa, we observe rapid stress relaxation as plastic deformation and chemical reactions occur. Contrary to the hydrostatic case, stress relaxation occurs abruptly under uniaxial compression even for initially defect-free samples. As will be shown below, this occurs because plastic deformation provides a mechanism for the nucleation of chemical reactions by providing stress localization at the intersection between active slip planes. After this initial nucleation of chemical reactions, the average stress along the compression direction remains relatively constant as an increasing fraction of the material transforms to the low-volume conformation with increasing strain. Once all molecules have transformed, the stress begins to climb up again as the fully reacted material is further compressed.
As mentioned above, uniaxial compression leads to non-zero resolved shear stresses that give rise to plastic deformation. Partial dislocations are the carriers of plasticity in our fcc model material and they play a dominant role in the nucleation of chemistry by providing stress concentration. at various times. In order to show the progress of plastic deformation and chemical reaction, we color atoms based on their local structure and internal state. The local lattice structure of individual molecules is characterized using an algorithm by Ackland [28] , as implemented in the Ovito software [29] . Fcc atoms are colored green and hcp atoms (that form the stacking faults left by gliding partial dislocations) are displayed in blue color, molecules that are neither fcc nor hcp are colored white and molecules that have transformed to the low-volume state (with radius σ i < 4.25 Å) are colored red. As expected, at short times, the entire material is fcc 
(c) (f) Figure 11 . Local structure types on the compressed system at various times. The color assignment corresponds to fcc (green), hcp (blue), conversions (red) and undetermined type (white).
with no chemical transformation; we can see that at t = 27 ps ( figure 11(a) ), corresponding to a strain of 0.084375, the system remains all fcc. At time t = 29 ps (strain of ∼0.09 and shown in figure 11(b) ), we observe the initiation of plastic activity (blue molecules) that is responsible for the abrupt relaxation in axial stress. As expected for the fcc lattice, we observe partial dislocation slip on 1 1 1 planes. At the intersection between active slip planes, the molecular structure is distorted as shown by the white spheres. Interestingly, the molecules in these regions experience higher pressure and become the first ones to undergo pressure-induced chemical reaction, see the red molecules in figure 11 (c). The chemical reaction propagates rapidly in directions normal to the loading axis as shown in figure 11 (d) at t = 40 ps. This can be explained by considering local pressures. As a few molecules transform to the low-volume state, the remaining molecules on the same plane have to withstand a higher compressive stress in the direction of the load and, consequently, they will be more likely to transform. We observe multiple independent nucleation events that leads to several transformed slabs which then grow and merge along the loading direction, see snapshots figures 11(e)-(f ) at times between 85 and 116 ps. The patters of reacted and unreacted molecules are akin to those observed in hydrostatic compression of samples with vacancies. These simulations clearly shows the ability of our model to capture the interplay between complex mechanical processes at the molecular level and stress-induced chemistry.
Discussion and conclusions
In this paper, we extended DID to describe reversible chemistry associated with DoFs internal to the mesoparticles and its coupling to interparticle thermo-mechanical processes using a Hamiltonian formulation. This ChemDID model has several desirable features: (i) the coupling between intra-molecular chemistry and inter-molecular processes results naturally from the Hamiltonian equations of motion; (ii) the total energy of the system (including intra-and intermolecular degrees of freedom) is conserved; (iii) the equations of motion are Galilean invariant and describe correctly the ballistic limit of particles in free flight. We tested the method using a simple model material using two-body Lennard-Jones interactions between mesoparticles and demonstrate its capability to describe non-trivial processes including: (i) thermal equilibration between all degrees of freedom in the system (intra-and inter-molecular); (ii) pressureinduced chemical reactions including the internal heating that occurs after the barriers for intra-molecular transformations are overcome; (iii) the coupling between complex thermomechanical processes like plastic deformation, which lead to energy and stress localization, and chemical reactions.
The simple ChemDID parameterization presented here was designed with realistic parameters in terms of molecular size and energetics but not to describe any specific material. More complex inter-molecular and intra-molecular potentials should be developed to describe real molecular systems. The intra-molecular potential can be parametrized in terms of ab initio calculations [14] and the mass associated with these modes adjusted to the vibrational frequencies. We foresee the need for multiple internal DoFs to describe complex reactions and this can be accomplished with a straightforward extension of the model. Finally, in this first use of the model, we assume the internal specific heat and inter-molecular potentials to be independent of the intra-molecular state. The incorporation of this information into the model would allow for a better description of non-reversible phenomena, and at the same time, become applicable to a broader spectrum of pressure-induced processes.
We believe that ChemDID will be useful to explore general aspects of coupled thermomechano-chemical processes at mesoscales with the ability to capture micro-structural effects. We are currently applying the model to study the conditions necessary for this class of materials to be able to absorb shockwave energy to help in the design of protective systems against high strain loads.
Let us change to another reference frame given by:˙ R i =˙ R i + v 0 , where v 0 is a constant velocity. It is clear that the breathing modes will be unaffected by the coordinate transformation, and the total derivative on these variables will be zero as before. Let us focus on the remaining terms which do not trivially vanish, in the new frame we have
where we use the fact that the inter-molecular potential depends on the relative distance between particles, and hence the force term above is unaffected by the change of frame. Now, suppose we incorporate the damping term χ in the momentum update equations, namely,˙ P i = F i + χ i F i .
In this scenario, in order to conserve total energy, the rate of change of internal energy needs to depend on the velocity frame. On the order hand, if we incorporate the damping term χ in the position-update equations, namely,˙ R i = P i m
We get back the same expression as in equation (10) and thus the rate of change of the internal energy is independent of the frame chosen.
A.2. Average force
We show a brief derivation, first shown in [27] , relating the ensemble average of the force to the mesoscopic temperature in DID dynamics. An ensemble average is obtained, under the ergodic hypothesis [30] , by constructing an average in phase space with the help of the canonical partition function defined as 
In the third line, we use the fact that we are dealing with periodic boundary conditions, hence the surface term vanishes. Furthermore, we get an expression which explicitly defines the mean-square frequency of the mesoparticle vibrational modes, namely ω 2 . This demonstrates the relationship between the ensemble average of the force squared and the mesoscopic temperature used in section 2.3.
