This is a self-contained and hopefully readable account on the method of creation and annihilation operators (also known as the Fock space representation of the "second quantization" formalism) for non-relativistic quantum mechanics of many particles. Assuming knowledge only on conventional quantum mechanics in the wave function formalism, we define the creation and annihilation operators, discuss their properties, and introduce corresponding representations of states and operators of many-particle systems.
Introduction to the "second quantization" formalism for nonrelativistic quantum mechanics A possible substitution for Sections 6.7 and 6.8 of Feynman's "Statistical Mechanics"
Hal Tasaki * This is a self-contained and hopefully readable account on the method of creation and annihilation operators (also known as the Fock space representation of the "second quantization" formalism) for non-relativistic quantum mechanics of many particles. Assuming knowledge only on conventional quantum mechanics in the wave function formalism, we define the creation and annihilation operators, discuss their properties, and introduce corresponding representations of states and operators of many-particle systems.
1 As the title of the note suggests, we cover most topics treated in sections 6.7 and 6.8 of Feynman's 2 "Statistical Mechanics: A Set of Lectures" (Westview Press, 1988) .
3
Although the style of the present note may be slightly more mathematical than standard physics literatures, we do not try to achieve full mathematical rigor. 1 Wave functions of many particles
Single particle We start by recalling the standard quantum mechanical description of a single particle, such as an electron or an atom. A state (at an instantaneous moment) of a particle in the three dimensional space is described by a wave function ϕ(r), which is a complex valued function of the position r = (x, y, z) ∈ R 3 . The wave function ϕ(r) satisfies the condition of square integrability:
We denote by H 1 the set of all wave functions satisfying (1.1), and call it the single-particle Hilbert space. Recall that the function which is identically 0 is contained in H 1 , but does not describe any physical state. Let us use "mathematicians' notation" and denote the whole wave function ϕ(r) (where r runs over the whole space R 3 ) as ϕ. (We shall reserve the bra-ket notation for the Fock space description.) For two wave functions ϕ, ψ ∈ H 1 , we define their inner product by ϕ, ψ := d 3 r {ϕ(r)} * ψ(r).
( 1.2)
The norm of a state ϕ ∈ H 1 is defined as ϕ := ϕ, ϕ .
Distinguishable particles Before dealing with indistinguishable particles, we consider a system of mutually distinguishable particles. First consider a system of two particles, which we call particle 1 and particle 2. Suppose that the particle 1 is in a single-particle state ϕ ∈ H 1 and the particle 2 in ψ ∈ H 1 . By denoting the positions of the particles 1 and 2 as r 1 and r 2 , respectively, the whole state may be described by the wave function ϕ(r 1 ) ψ(r 2 ), which is a complex-valued function of (r 1 , r 2 ). Likewise one can take a state κ(r 1 ) η(r 2 ) of the same two-particle system. Then from the principle of superposition, we see that states of the form α ϕ(r 1 ) ψ(r 2 ) + β κ(r 1 ) η(r 2 ) with α, β ∈ C are also allowed. Note that such a state is in general not written in the form (function of r 1 ) × (function of r 2 ). Since any such superpositions are allowed, a general state of the two-particle system is described by a wave function Φ(r 1 , r 2 ), which is an arbitrary complex valued function 5 of (r 1 , r 2 ) ∈ R 6 .
In exactly the same manner, we see that a quantum mechanical state of a system of N distinguishable particles is described by a wave function Φ(r 1 , . . . , r N ), a complex valued function of r 1 , . . . , r N , where r j is the position of the j-th particle. The wave function should satisfy the condition of square integrability:
We again denote the whole wave function Φ(r 1 , . . . , r N ) (where each of r 1 , . . . , r N runs over the whole space) as Φ. The inner product of two wave functions Φ, Ψ is 4) and the norm of a wave function Φ is Φ := Φ, Φ .
Two indistinguishable particles As a warmup, let us consider a system of two identical particles. A state of the system is described by a wave function Φ(r 1 , r 2 ) satisfying the square integrability condition (1.3).
Note that when we write r 1 , r 2 , we are assigning labels (i.e., 1 and 2) to the particles. It is known, however, that, in quantum physics, two identical particles are intrinsically indistinguishable. This implies that one gets exactly the same physical state when the labels of the two particles are exchanged. 6 In terms of the wave function, this implies that Φ(r 1 , r 2 ) = ζ Φ(r 2 , r 1 ), (1.5) for any r 1 , r 2 ∈ R 3 , where ζ is a complex constant such that |ζ| = 1. 7 Since r 1 and r 2 are arbitrary, we get Φ(r 2 , r 1 ) = ζ Φ(r 1 , r 2 ), (1.6) by switching r 1 and r 2 in (1.5). The two equation together then imply Φ(r 1 , r 2 ) = ζ 2 Φ(r 1 , r 2 ), (1.7)
for any r 1 , r 2 ∈ R 3 , which further implies ζ 2 = 1. Solving this (trivial) quadratic equation, we find that ζ can be either 1 or −1. This observation suggests that particles in our universe are classified into one of the two classes with ζ = 1 and ζ = −1. This is indeed the case, and particles with ζ = 1 are known as bosons, and with ζ = −1 as fermions. Electrons are fermions, and atoms may be fermions or bosons. In the rest of the present note, we always understand that ζ is fixed to either 1 or −1 depending on the kind of particles that we are treating.
N indistinguishable particles Let us extend this consideration to a system of N identical particles. We take a wave function Φ(r 1 , . . . , r N ) which satisfies the square integrability condition (1.3). To take into account the symmetry with respect to the change of the labels of the particles, we further assume that the wave function satisfies
for an arbitrary permutation P of {1, 2, . . . , N }. We here set ζ P = 1 for bosons with ζ = 1, (−1) P for fermions with ζ = −1, (1.9)
where (−1) P = ±1 denote the parity of the permutation P . The inner product and the norm of these states are defined exactly as in the distinguishable case. See (1.4). For any N = 1, 2, . . ., we denote by H N the space consisting of all such wave functions. We call H N the N -particle Hilbert space. We also identify the 0-particle Hilbert space H 0 with C, the set of complex numbers.
Creation and annihilation operators
Let us discuss the creation and annihilation operators, which will play a central role in the present note.
6 It should be stressed that we are not physically exchanging the two particles. We are not making any changes to the physical state of the particles, and merely changing the labels that we assigned (rather arbitrarily).
7 Recall that the physical state does not change when one multiplies a wave function by a complex constant.
Creation operator For any ψ ∈ H 1 and N = 1, 2, . . ., we wish to define the creation operatorâ † (ψ) : H N −1 → H N , which "adds" the state ψ to an arbitrary N − 1 particle state Φ to generate a new N particle stateâ † (ψ)Φ. When N = 2 a natural definition of such an operator is
where ϕ ∈ H 1 is an arbitrary single-particle state. 8 Note that ψ(r 1 )ϕ(r 2 ) + ζ ψ(r 2 )ϕ(r 1 ) is the only symmetric or antisymmetric two particle wave functions that one can generate from ψ(r) and ϕ(r). The norm of the new state is readily found to be
Suppose that ψ and ϕ are normalized, i.e., ψ = ϕ = 1. We see from (2.2) that the new stateâ † (ψ)ϕ is normalized only when ψ, ϕ = 0. Note also that, for fermions with ζ = −1, we haveâ † (ψ)ϕ = 0 when ψ = e iθ ϕ. This is a mathematical expression of the Pauli exclusion principle, which inhibits two fermions to occupy the same single-particle state. Let us consider the most straightforward extension of (2.1) to general N . For an arbitrary
Here and in what follows we denote by r 1 , . . . ,ȓ j , . . . , r N the sequence without r j , i.e., r 1 , . . . , r j−1 , r j+1 , . . . , r N . Thus (2.3) with N = 3 reads
Note that the right-hand side of (2.3) or (2.4) satisfy the symmetry (1.8). For N = 1 and
It is clear from the definition (2.3) that the creation operatorâ † (ψ) is linear in ψ, i.e.,
for any states ψ 1 , . . . , ψ n ∈ H 1 and coefficients c 1 , . . . , c n ∈ C.
Annihilation operator We define the annihilation operatorâ(ψ) :
It should be the operator that "removes" the state ψ from an arbitrary N particle state Φ to generate a new N −1 particle stateâ(ψ)Φ. Let us determine the action ofâ(ψ) from the identity
for arbitrary Ξ ∈ H N −1 and Φ ∈ H N with N = 1, 2, . . .. From (2.3), we find
Let us fix j, and write the sequence (r 1 , . . . ,ȓ j , . . . , r N ) as (s 1 , . . . , s N −1 ) (or, in other words, set s i = r i for i < j and
, where we used the symmetry (1.8). Since (ζ j−1 ) 2 = 1, we now have
By rewriting r j as q, we see that the summands with different j produce exactly the same expression, and hence
By comparing this expression with the right-hand side of (2.7), we find for any Φ ∈ H N with N = 1, 2, . . . that
which is the desired characterization of the annihilation operator. The wave function (â(ψ)Φ)(r 1 , . . . , r N −1 ) clearly satisfies the desired symmetry (1.8). We also definê
for any states ψ 1 , . . . , ψ n ∈ H 1 and coefficients c 1 , . . . , c n ∈ C. This is clear from the expression (2.9), but follows readily from (2.6).
Anticommutation relations We shall derive the (anti)commutation relations (2.15), (2.16), and (2.23), which provide the essential characterization of the creation and annihilation operators. Let ϕ, ψ ∈ H 1 . For any Ξ ∈ H N wit N = 2, 3, . . ., we find by using (2.9) twice that
14)
for any Ξ ∈ H N wit N = 2, 3, . . .. Let us define [Â,B] −ζ :=ÂB − ζBÂ for any operatorŝ A andB. For bosons, where ζ = 1, this defines the standard commutator, and for fermions, where ζ = −1, this defines the anticommutator. Recalling that Ξ is arbitrary in (2.14), we find the following (anti)commutation relations for the annihilation operators
for any ϕ, ψ ∈ H 1 . By taking the adjoint, we find for the creation operators that
For fermions, where we set ζ = −1, one finds by setting ϕ = ψ in (2.15) and (2.16) that
This is another mathematical expression of the Pauli exclusion principle. To evaluate the (anti)commutator [â(ϕ),â † (ψ)] −ζ is interesting but a little complicated. We encourage the reader to explicitly write down the following derivation in the case with N = 2. 9 Take an arbitrary Ξ ∈ H N with N = 1, 2, . . .. First it is easy to see from (2.3) and (2.9) that
Next we simply use (2.9) to observe that
To rewrite the right-hand side, we note that (2.3) implies
Note that j in this expression corresponds to j − 1 in (2.3). Substituting this back to (2.19), we get
From (2.18) and (2.21), we finally obtain
for any Ξ. This leads to the (anti)commutation relation
for any ϕ, ψ ∈ H 1 .
Examples of annihilation and creation operators Take an arbitrary complete orthonormal system {ξ α } α=1,2,... of the single particle Hilbert space H 1 . We then definê 24) which are annihilation and creation operators of the state ξ α . We see immediately from (2.15), (2.16), and (2.23) that 25) for any α, β = 1, 2, . . .. It is remarkable that, for bosons, these are nothing but the commutation relations for the raising and lowering operators in a system of harmonic oscillators. For an arbitrary x ∈ R 3 , consider a state η x (r) := δ(r − x), in which the particle is completely localized at x. 10 Recall that the inner product of two such states is
Consider the annihilation and creation operators corresponding the state η x , i.e., 27) which annihilates or creates a particle at x. 11 From (2.15), (2.16), (2.23), and (2.26), we see that they satisfy the (anti)commutation relations
for any x, y ∈ R 3 . Let us see how the operatorψ † (x) is related to the standard operatorsâ † (ϕ) with ϕ ∈ H 1 . First, take an arbitrary single-particle state ϕ ∈ H 1 . Since ϕ(r) = d 3 x ϕ(x) δ(r − x), we see that ϕ = d 3 x ϕ(x) η x . Then from the linearity (2.6) of the creation operator, we havê
Next take an arbitrary complete orthonormal system {ξ α } α=1,2,... of H 1 , and note that 12 δ(r − x) = ∞ α=1 {ξ α (x)} * ξ α (r), and hence η x = ∞ α=1 {ξ α (x)} * ξ α . Again by using the linearity, we
which will turn out to be useful later.
For an arbitrary wave number vector k ∈ R 3 , define the standard plane wave state 13 by
From the standard expression of the delta function 32) one finds that the inner product of two plane wave states is given by
for any k, k ′ ∈ R 3 . We then define the corresponding annihilation and creation operators as 14
which satisfies the (anti)commutation relations
for any k, k ′ ∈ R 3 . From (2.31) and (2.32), we see that
This equality, with the linearity (2.6), implieŝ
Our notation is also standard. The careful reader might have noticed that η x does not satisfy the square integrability condition (1.1), and is not a proper single-particle state. We nevertheless define the operatorsψ(x) andψ † (x) (rather formally), since they turn out to be useful.
12 This is the condition of completeness of {ξ α }α=1,2,.... To see this relation, take the inner product of the state ξα(r) and the assume the expansion δ(r − x) = ∞ β=1 c β ξ β (r) to find that cα = {ξα(x)} * . 13 This state does not satisfy the square integrability condition (1.1). 14 In Feynman's notation,â(k) andâ † (k) becomeâ(k) andâ † (k). In this case his notation seems to be standard.
The Fock space representation
We now discuss the description, which is often called the Fock space representation, of manyparticle quantum mechanics in terms of the creation and annihilation operators. This formalism is also known by the name "second quantization" formalism. But one should note that the formalism is nothing more than a clever way of rewriting the standard quantum mechanics based on wave functions. The unfortunate and misleading name "second quantization" simply reflects the (constructive) confusion in the early history.
For convenience let us summarize the (anti)commutation relations (2.15), (2.16), and (2.23) obeyed by the creation and annihilation operators:
The representation of states We start by introducing a new description of the states in H N with N = 1, 2, . . .. First let us take 1 ∈ H 0 = C, which is a "state" without any particles, and write it as |Φ vac . Here "vac" stands for the "vacuum". From (2.10), the vacuum state satisfiesâ (ϕ)|Φ vac = 0, (3.2)
for any ϕ ∈ H 1 . This relation is repeatedly used in most applications of the Fock space representation. For an arbitrary ϕ ∈ H 1 , we see from (2.5) thatâ † (ϕ)|Φ vac is the state ϕ itself. Then for an arbitrary ψ ∈ H 1 one sees thatâ † (ψ)â † (ϕ)|Φ vac represents the state (2.1) with two particles. Although not all states in H 2 is written in the form (2.1), one can recover any state in H 2 by considering arbitrary superpositions of two-particle states of the form (2.1).
This consideration can be readily generalized to an arbitrary N = 1, 2, . . .. Let ϕ 1 , . . . , ϕ N ∈ H 1 be arbitrary states. Thenâ † (ϕ 1 ) · · ·â † (ϕ N )|Φ vac (if non-vanishing) is a state in H N . The N particle Hilbert space H N is recovered by considering arbitrary superpositions of states of the formâ † (ϕ 1 ) · · ·â † (ϕ N )|Φ vac .
Take arbitrary ϕ 1 , . . . , ϕ N , ψ 1 , . . . , ψ N ∈ H 1 , and consider two states
To state the following fundamental and useful result, we define, for any N × N matrix A = (a i,j ) i,j=1,...,N ,
where the sum runs over all N ! permutations of {1, 2, . . . , N }. Thus |A| − is the standard determinant, and |A| + is the quantity known as permanent.
Theorem 3.1 The inner product of the two states defined in (3.3) is given by
Proof : The relation can be shown by noting that (3.6) and repeatedly usingâ(ϕ)â † (ψ) = ζâ † (ψ)â(ϕ)+ ϕ, ψ , which is the first of the (anti)commutation relations (3.1), andâ(ϕ)|Φ vac = 0. First observe that
(3.7) whereâ † (ψ j ) is missing in the summand. We can repeat this process in a(ϕ N ) · · ·â(ϕ 1 )â † (ψ 1 ) · · ·â † (ψ N ) until allâ † andâ are gone. The reader should work out the case with N = 3 explicitly to check that the desired (3.5) follows. For general N , we clearly seeâ (3.8) and hence
where P is summed over all permutations of {1, . . . , N }, and η(P ) = ±1 is a certain (still undetermined) sign factor which depends only on P . For bosons with ζ = 1, it is clear that η(P ) = 1, and we are done. We still need to show η(P ) = (−1) P for fermions with η = −1. This can be done by examining the sign appearing in relations like (3.7), but there is an easier trick. Fix a permutation P 0 , and note that the anticommutation relation (3.1) implies
Exactly as before the right-hand side can be rewritten as in (3.9), but we immediately see (without any calculations) that the result contains the term (−1) P 0 N j=1 ϕ j , ψ P 0 (j) , which has the desired sign factor. Since all the states ϕ 1 , . . . , ϕ N , ψ 1 , . . . , ψ N are arbitrary, and P 0 is also arbitrary, we have shown that η(P ) = (−1) P .
Let us make a short remark on the wave function representation of the basic states. We have already seen that the two-particle stateâ † (ψ)â † (ϕ)|Φ vac corresponds to the wave function {ψ(r 1 )ϕ(r 2 )+ζ ψ(r 2 )ϕ(r 1 )}/ √ 2. Similarly one can show that the wave function representation of the stateâ
where P is summed over all permutations of {1, . . . , N }.
Proof : We give an inductive proof. 15 The statement is already shown for N = 1 and 2. We assume that it is valid for N − 1, i.e., the wave function representation of the (N − 1) particle
The proof is not interesting, and may be skipped.
where P ′ is summed over permutations of {2, 3, . . . , N }. By using the basic definition (2.3), the desired wave function representation ofâ
Here, in order to incorporate the relabelling (r 2 , . . . , r N ) → (r 1 , . . . ,ȓ j , . . . , r N ) of the variables, we defined
(3.14)
We can now define permutation P of {1, . . . , N } by P (1) = j and P (k) = P ′ j (k) for k = 2, . . . , N . Since one finds ζ j−1 ζ P ′ = ζ P by inspection, we get the desired expression (3.11).
Slater determinant states for fermions For fermions, where we set ζ = −1, the statê a † (ϕ 1 ) · · ·â † (ϕ N )|Φ vac is called the Slater determinant state. This is because its wave function representation (3.11) has a precise form of determinant. Slater determinant states, although being very special N particle states, play important roles in the theory of many fermions. Let us state two important properties of Slater determinant states.
The first property is about the essential role of linear independence of the single-particle states ϕ 1 , . . . , ϕ N . Proof : We note that (3.5) implies Φ|Φ = det [G] , where G is the Gramm matrix associated with ϕ 1 , . . . , ϕ N , i.e., an N ×N matrix defined by (G) j,k = ϕ j , ϕ k . It is a well known theorem in linear algebra that det [G] is nonzero if and only if ϕ 1 , . . . , ϕ N are linearly independent.
The second property shows that a Slater determinant stateâ † (ϕ 1 ) · · ·â † (ϕ N )|Φ vac is fully determined by the subspace spanned by the states ϕ 1 , . . . , ϕ N . Theorem 3.3 Suppose that the two sets {ϕ 1 , . . . , ϕ N } and {ψ 1 , . . . , ψ N } of states in H 1 span the same N -dimensional subspace of H 1 . Then there is a nonzero constant c ∈ C, and we havê (3.15) i.e., the two Slater determinant states are the same.
Proof : From the assumption we have ϕ j = N k=1 β j,k ψ k with some β j,k ∈ C for any j = 1, . . . , N . Then we havê
We have thus proved thatâ † (ϕ 1 ) · · ·â † (ϕ N ) = câ † (ψ 1 ) · · ·â † (ψ N ) with some c ∈ C. But Theorem 3.2 guarantees that c = 0.
Complete orthonormal systems We fix an arbitrary complete orthonormal system {ξ α } α=1,2,. (3.17) with α 1 , α 2 , . . . , α N = 1, 2, . . .. To avoid overcounting, we only consider α 1 , α 2 , . . . , α N such that α 1 ≤ α 2 ≤ · · · ≤ α N for bosons, and α 1 < α 2 < · · · < α N for fermions. We find from ( Here n α is the number of j such that α j = α, which clearly satisfies ∞ α=1 n α = N . We here use the convention 0!=1.
Thus a complete orthonormal system of H N is formed by the states ( α n α !) −1/2 |Ξ α 1 ,...,α N for any α 1 , . . . , α N = 1, 2, . . . such that α 1 ≤ α 2 ≤ · · · ≤ α N for bosons, and by the states |Ξ α 1 ,...,α N for any α 1 , . . . , α N = 1, 2, . . . such that α 1 < α 2 < · · · < α N for fermions. Interestingly the completeness condition of these systems can be compactly written as (3.19) where the right-hand side denotes the identity operator on H N . Here we are intentionally overcounting the states by summing over all α 1 , . . . , α N = 1, 2, . . ., without restricting their ordering. Both for fermions and bosons, the state (3.17) can be rewritten as 20) where n α is defined as above. We have n α = 0, 1, 2 . . . for bosons and n α = 0, 1 for fermions. Note that only a finite number of n α can be nonzero because of the constraint ∞ α=1 n α = N . This motivates us to define another representatin of the basis state 17 (3.21) where the sequence n 1 , n 2 , n 3 , . . . takes any combinations of allowed values with the constraint ∞ α=1 n α = N . These states clearly forms a complete orthonormal system of H N . Note that n α can be interpreted as the number of particles occupying the single-particle state ξ α . The description of many-particle states in terms of the basis (3.21) is known as the occupation number representation.
The "second quantization" of operators We still fix an arbitrary complete orthonormal system {ξ α } α=1,2,... of H 1 , and writeâ † α :=â † (ξ α ). Letô be an arbitrary operator on H 1 . We then define an operatorB(ô) on H N with any N bŷ
The operatorB(ô) is often called (again misleadingly) the "second quantization" ofô, although there is nothing "quantized". It is crucial to note that the operatorB(ô) does not depend on the choice of a complete orthonormal system. To see this take another arbitrary complete orthonormal system {κ µ } µ=1,2,... of H 1 . Since ξ α = ∞ µ=1 κ µ κ µ , ξ α , we see from the linearity (2.6) of the creation operator thatâ
which shows the desired independence. For an arbitrary ϕ ∈ H 1 , we find from the (anti)commutation relations (3.1) that
From the linearity (2.6), we see that the second term in the right-hand side is Note that, in a system of electrons or atoms, it is unphysical to consider superpositions of states with different particle numbers. Such states can never be realized, or, more precisely, can never be observed. The Fock space therefore should be regarded as a purely theoretical object. Nevertheless states in the Fock space can be quite useful in some problems, notably, mean-field theories for superconductivity and Bose-Einstein condensation.
Schrödinger equation and Hamiltonians
The Schrödinger equation (in the wave function representation) of interacting (non-relativistic) particles is (Ĥ 0 +Ĥ int ) Φ(r 1 , . . . , r N ) = E Φ(r 1 , . . . , r N ).
(4.1)
The Hamiltonian of a non-interacting system iŝ
where V (r) is the single-particle potential. The interaction Hamiltonian iŝ
where V int (r−r ′ ) denotes the two-body interaction potential. Let us rewrite these Hamiltonians using the creation and annihilation operators.
Non-interacting Hamiltonian Comparing (4.2) with (3.29), one immediately finds that H 0 =B(ĥ), whereĥ =p 2 2m + V (r) (4.4) is the single-particle Hamiltonian. We shall derive the standard expression ofĤ 0 in terms of ψ(x). Note first that where we used (2.30) to get the third line.
which follows from (4.10) and the definition (3.22). Heren α =n(ξ α ) is the number operator for the state ξ α . The expression (4.14) is the well-known diagonalized form of H 0 . Assume, for simplicity, that the energy eigenvalues ofĥ are non-degenerate and ordered as ǫ α < ǫ α+1 for α = 1, 2, . . .. Then the ground state of the non-interacting Hamiltonian H 0 is obtained by minimizing the energy eigenvalue N j=1 ǫ α j . For bosons, this is realized when α j = 1 for j = 1, . . . , N , and hence the ground state and the ground state energy are |Ξ 1,1,...,1 and N ǫ 1 , respectively. For fermions, the minimum is realized if we take α j = j for j = 1, . . . , N , and the ground state and the ground state energy are |Ξ 1,2,...,N and N α=1 ǫ α , respectively.
Interaction Hamiltonian The interaction Hamiltonian (4.3) can be written in terms of the creation and annihilation operators aŝ
(4.15)
