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Abstract
Let (C,E, s) be an Ext-finite, Krull-Schmidt and k-linear extriangulated category with
k a commutative artinian ring. We define an additive subcategory Cr (respectively, Cl) of
C in terms of the representable functors from the stable category of C modulo s-injectives
(respectively, s-projectives) to k-modules, which consists of all s-projective (respectively, s-
injective) objects and objects isomorphic to direct summands of finite direct sums of all third
(respectively, first) terms of almost split s-triangles. We investigate the subcategories Cr and
Cl in terms of morphisms determined by objects, and then give equivalent characterizations
on the existence of almost split s-triangles.
1 Introduction
In algebra, geometry and topology, exact categories and triangulated categories are two
fundamental structures. As expected, exact categories and triangulated categories are not inde-
pendent of each other. A well-known fact is that triangulated categories which at the same time
are abelian must be semisimple [24]. Also, there are a series of ways to produce triangulated
categories from abelian ones, such as, taking the stable categories of Frobenius exact categories
[11], or taking the homotopy categories or derived categories of complexes over abelian categories
[24].
On the other hand, because of the recent development of the cluster theory, it becomes
possible to produce abelian categories from triangulated ones, that is, starting from a cluster
category and taking a cluster tilting subcategory, one can get a suitable quotient category, which
turns out to be abelian [16, 25]. In addition, exact categories and triangulated categories share
properties in many homological invariants, for example, in the aspect of the approximation the-
ory [1, 21, 25]. The approximation theory is the main part of relative homological algebra and
the representation theory of algebras, and its starting point is to approximate arbitrary objects
by a class of suitable subcategories. In this process, the notion of cotorsion pairs [21, 22, 26]
provides a fruitful context, in particular, it is closely related to many important homological
structures, such as t-structures, co-t-structures, cluster tilting subcategories, and so on. In gen-
eral, to transfer the homological properties between exact categories and triangulated categories,
one needs to specify to the case of stable categories of Frobenius exact categories, and then lift
∗2010 Mathematics Subject Classification: 18E30, 18E10, 16G70.
†Keywords: extriangulated categories, almost split s-triangles, right C-determined morphisms, s-deflations,
s-inflations.
‡E-mail: tiweizhao@qfnu.edu.cn (Corresponding Author), tanll@qfnu.edu.cn, huangzy@nju.edu.cn
1
2 T. Zhao, L. Tan, Z. Huang
(or descend) the associated definitions and statements, and finally adapt the proof so that it
can be applied to arbitrary exact (or triangulated) categories.
However, it is not easy to do it in general case, especially in the third step above. To
overcome the difficulty, Nakaoka and Palu [27] introduced the notion of externally triangulated
categories (extriangulated categories for short) by a careful looking what is necessary in the
definition of cotorsion pairs in exact and triangulated cases. Under this notion, exact categories
with a suitable assumption and extension-closed subcategories of triangulated categories (they
may no longer be triangulated categories in general) both are externally triangulated ([27]), and
hence, in some levels, it becomes easy to give uniform statements and proofs in the exact and
triangulated settings [22, 27, 30, 31].
The Auslander-Reiten theory, initiated in [4, 5], plays a crucial role in the representation
theory of algebras and related topics, especially in the aspect of understanding the structure
of module categories of finite dimensional algebras [3] and that of exact and triangulated cate-
gories [8, 14, 15, 19]. As a simultaneous generalization and enhancement of the Auslander-Reiten
theory in exact categories and triangulated categories, recently, Iyama, Nakaoka and Palu [13]
investigated the Auslander-Reiten theory in extriangulated categories. They gave two different
sets of sufficient conditions in the extriangulated category so that the existence of almost split
extensions is equivalent to that of an Auslander-Reiten-Serre duality. In this paper, as a contin-
uation of their work, we will investigate the existence of almost split triangles in extriangulated
categories. The paper is organized as follows.
In Section 2, we give some terminologies and some preliminary results.
Let (C,E, s) be an Ext-finite, Krull-Schmidt and k-linear extriangulated category with k a
commutative artinian ring. In Section 3, we introduce an additive subcategory Cr (respectively,
Cl) of C in terms of the representable functors from the stable category of C modulo s-injectives
(respectively, s-projectives) to the category of k-modules. For an indecomposable object Y in C,
if Y is non-s-projective (respectively, non-s-injective), then Y ∈ Cr (respectively, Y ∈ Cl) if and
only if there exists an almost split s-triangle ending (respectively, starting) at Y (Proposition
3.3). Moreover, we get two quasi-inverse functors τ and τ− in the stable categories of Cr and Cl
(Theorem 3.7), and the pair (τ−, τ) forms an adjoint pair (Proposition 3.8).
In Section 4, we mainly characterize the subcategory Cr via morphisms determined by ob-
jects. We prove that for any C ∈ Cr and Y ∈ C, if H is a right EndC(C)-submodule of C(C, Y )
containing the class P(C, Y ) of s-projective morphisms, then there exists an s-triangle
K // X
α // Y
η
//❴❴ ,
such that α is right C-determined, K ∈ add(τC) and H = ImC(C,α) (Theorem 4.7). Under
the so-called WIC condition (see Section 4.2 for the definition), we get that an s-deflation is
right C-determined for some object C if and only if its intrinsic weak kernel lies in Cl (Theorem
4.10). Moreover, we have the following
Theorem 1.1. (Theorem 4.13) Under the WIC condition, the following statements are equiv-
alent for any non-s-projective and indecomposable object C in C.
(1) C ∈ Cr.
(2) For each object Y and each right EndC(C)-submodule H of C(C, Y ) satisfying P(C, Y ) ⊆
H, there exists a right C-determined s-deflation α : X → Y such that H = ImC(C,α).
(3) C is an intrinsic weak cokernel of some s-inflation α : X → Y which is left K-determined
for some object K.
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(4) There exists an almost split s-triangle ending at C.
(5) There exists a non-retraction s-deflation which is right C-determined.
(6) There exists an s-deflation α : X → Y and a morphism f : C → Y such that f almost
factors through α.
In Section 5, we give some examples to illustrate the subcategories Cr and Cl.
2 Preliminaries
Throughout C is an additive category and E : Cop × C → Ab is a biadditive functor, where
Ab is the category of abelian groups.
2.1 E-extensions
Definition 2.1. ([27, Definitions 2.1 and 2.5]) For any A,C ∈ C, there exists a corresponding
abelian group E(C,A).
(1) An element δ ∈ E(C,A) is called an E-extension. More formally, an E-extension is a triple
(A, δ,C).
(2) The zero element 0 in E(C,A) is called the split E-extension.
Let a ∈ C(A,A′) and c ∈ C(C ′, C). Then we have the following commutative diagram
E(C,A)
E(C,a)
//
E(c,A)

E(c,a)
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
E(C,A′)
E(c,A′)

E(C ′, A)
E(C′,a)
// E(C ′, A′)
in Ab. For an E-extension (A, δ,C), we briefly write a⋆δ := E(C, a)(δ) and c
⋆δ := E(c,A)(δ).
Then
E(c, a)(δ) = c⋆a⋆δ = a⋆c
⋆δ.
Definition 2.2. ([27, Definition 2.3]) Given two E-extensions (A, δ,C) and (A′, δ′, C ′). A mor-
phism from δ to δ′ is a pair (a, c) of morphisms, where a ∈ C(A,A′) and c ∈ C(C,C ′), such that
a⋆δ = c
⋆δ. In this case, we write (a, c) : δ → δ′.
Now let A,C ∈ C. Two sequences of morphisms
A
x // B
y
// C and A
x′ // B′
y′
// C
are said to be equivalent if there exists an isomorphism b ∈ C(B,B′) such that the following
diagram
A
x // B
y
//
b∼=

C
A
x′ // B′
y′
// C
commutes. We denote by [ A
x // B
y
// C ] the equivalence class of A
x // B
y
// C . In particular,
we write 0 := [ A
(1
0
)
// A⊕ C
(0 1)
// C ].
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Note that, for any pair δ ∈ E(C,A) and δ′ ∈ E(C ′, A′), since E is biadditive, there exists a
natural isomorphism
E(C ⊕ C ′, A⊕A′) ∼= E(C,A)⊕ E(C,A′)⊕ E(C ′, A)⊕ E(C ′, A′).
We define the symbol δ⊕ δ′ to be the element in E(C⊕C ′, A⊕A′) corresponding to the element
(δ, 0, 0, δ′) in E(C,A) ⊕ E(C,A′)⊕ E(C ′, A)⊕ E(C ′, A′) through the above isomorphism.
Definition 2.3. ([27, Definition 2.9]) Let s be a correspondence which associates an equivalence
class s(δ) = [ A
x // B
y
// C ] to each E-extension δ ∈ E(C,A). The s is called a realization of E
provided that it satisfies the following condition.
(R) Let δ ∈ E(C,A) and δ′ ∈ E(C ′, A′) be any pair of E-extensions with
s(δ) = [ A
x // B
y
// C ] and s(δ′) = [ A′
x′ // B′
y′
// C ′ ].
Then for any morphism (a, c) : δ → δ′, there exists b ∈ C(B,B′) such that the following
diagram
A
x //
a

B
y
//
b

C
c

A′
x′ // B′
y′
// C ′
commutes.
Let s be a realization of E. If s(δ) = [ A
x // B
y
// C ] for some E-extension δ ∈ E(C,A),
then we say that the sequence A
x // B
y
// C realizes δ; and in the condition (R), we say that
the triple (a, b, c) realizes the morphism (a, c).
For any two equivalence classes [ A
x // B
y
// C ] and [ A′
x′ // B′
y′
// C ′ ], we define
[ A
x // B
y
// C ]⊕ [ A′
x′ // B′
y′
// C ′ ] := [ A⊕A′
x⊕x′
// B ⊕B′
y⊕y′
// C ⊕ C ′ ].
Definition 2.4. ([27, Definition 2.10]) A realization s of E is called additive if it satisfies the
following conditions.
(1) For any A,C ∈ C, the split E-extension 0 ∈ E(C,A) satisfies s(0) = 0.
(2) For any pair of E-extensions δ ∈ E(C,A) and δ′ ∈ E(C ′, A′), we have s(δ⊕δ′) = s(δ)⊕s(δ′).
Let s be an additive realization of E. By [27, Remark 2.11], if the sequence A
x // B
y
// C
realizes 0 in E(C,A), then x is a section and y is a retraction.
2.2 Externally triangulated categories
Definition 2.5. ([27, Definition 2.12]) Let C be an additive category. The triple (C,E, s) is
called an externally triangulated (or extriangulated for short) category if it satisfies the following
conditions.
(ET1) E : Cop × C→ Ab is a biadditive functor.
(ET2) s is an additive realization of E.
(ET3) Let δ ∈ E(C,A) and δ′ ∈ E(C ′, A′) be any pair of E-extensions with
s(δ) = [ A
x // B
y
// C ] and s(δ′) = [ A′
x′ // B′
y′
// C ′ ].
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For any commutative diagram
A
x //
a

B
y
//
b

C
A′
x′ // B′
y′
// C ′
in C, there exists a morphism (a, c) : δ → δ′ which is realized by the triple (a, b, c).
(ET3)op Dual of (ET3).
(ET4) Let δ ∈ E(C,A) and ρ ∈ E(F,B) be any pair of E-extensions with
s(δ) = [ A
x // B
y
// C ] and s(ρ) = [ B
u // D
v // F ].
Then there exist an object E ∈ C, an E-extension ξ with s(ξ) = [ A
z // D
w // E ], and a
commutative diagram
A
x // B
y
//
u

C
s

A
z // D
w //
v

E
t

F F
in C, which satisfy the following compatibilities.
(i) s(y⋆ρ) = [ C
s // E
t // F ].
(ii) s⋆ξ = δ.
(iii) x⋆ξ = t
⋆ρ.
(ET4)op Dual of (ET4).
For examples of extriangulated categories, see [12, Remark 3.3], [27, Example 2.13], [30,
Example 2.8] and [31, Corollary 4.12 and Remark 4.13].
Definition 2.6. ([13, Definition 1.16]) Let (C,E, s) be a triple satisfying (ET1) and (ET2).
(1) If a sequence A
x // B
y
// C realizes an E-extension δ ∈ E(C,A), then the pair
( A
x // B
y
// C , δ) is called an s-triangle, and write it in the following way
A
x // B
y
// C
δ //❴❴ .
In this case, x is called an s-inflation, and y is called an s-deflation.
(2) Let A
x // B
y
// C
δ //❴❴ and A′
x′ // B′
y′
// C ′
δ′ //❴❴ be any pair of s-triangles. If a triple
(a, b, c) realizes (a, c) : δ → δ′ as in the condition (R), then we write it as
A
x //
a

B
y
//
b

C
c

δ //❴❴❴
A′
x′ // B′
y′
// C ′
δ′ //❴❴❴ ,
and call the triple (a, b, c) a morphism of s-triangles.
Remark 2.7. Let (C,E, s) be a triple satisfying (ET1) and (ET2), and let A
x // B
y
// C
δ //❴❴ be
an s-triangle.
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(1) For any a ∈ C(A,A′), there exists a morphism of s-triangles
A
x //
a

B
y
//

C
δ //❴❴❴
A′
x′ // B′
y′
// C
a⋆δ //❴❴❴ .
(2) For any c ∈ C(C ′, C), there exists a morphism of s-triangles
A
x′ // B′
y′
//

C ′
c

c⋆δ //❴❴❴
A
x // B
y
// C
δ //❴❴❴ .
The following lemma is used frequently in this paper.
Lemma 2.8. ([27, Corollary 3.5]) Assume that (C,E, s) satisfies (ET1),(ET2),(ET3),(ET3)op.
Let
A
x //
a

B
y
//
b

C
c

δ //❴❴❴
A′
x′ // B′
y′
// C ′
δ′ //❴❴❴ ,
be any morphism of s-triangles. Then the following statements are equivalent.
(1) a factors through x.
(2) a⋆δ = c
⋆δ′ = 0.
(3) c factors through y′.
In particular, in the case δ = δ′ and (a, b, c) = (IdA, IdB , IdC), we have
x is a section ⇔ δ is split ⇔ y is a retraction.
Definition 2.9. Let (C,E, s) be a triple satisfying (ET1) and (ET2).
(1) Let f ∈ C(C ′, C) be a morphism. We call f an s-projective morphism if E(f,A) = 0, and
an s-injective morphism if E(A, f) = 0 for any A ∈ C.
(2) Let C ∈ C. We call C an s-projective object if the identity morphism IdC is s-projective,
and an s-injective object if the identity morphism IdC is s-injective.
We call an s-triangle A
x // B
y
// C
δ //❴❴ split if δ is a split E-extension.
Lemma 2.10. Let (C,E, s) be a triple satisfying (ET1), (ET2), (ET3) and (ET3)op, and let
f ∈ C(C ′, C) be a morphism. Then the following statements are equivalent.
(1) f is s-projective.
(2) f factors through any s-deflation y : B → C.
(3) For any s-triangle A
x // B
y
// C
δ //❴❴ , if there exists a morphism of s-triangles
A
x′ // B′
y′
//
g

C ′
f

f⋆δ
//❴❴❴
A
x // B
y
// C
δ //❴❴❴ ,
(2.1)
then the top s-triangle is split.
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Proof. (1) ⇔ (3) It follows from the definition of s-projective morphisms.
(3) ⇒ (2) Since y′ is a retraction by Lemma 2.8, it follows that there exists a morphism
y′′ : C ′ → B′ such that y′ ◦ y′′ = IdC′ . Then y ◦ (g ◦ y
′′) = f ◦ y′ ◦ y′′ = f , and hence (2) holds.
(2)⇒ (3) For any s-triangle A
x // B
y
// C
δ //❴❴ , consider the diagram (2.1). By assumption,
f factors through y, and so x′ is a section by Lemma 2.8. Thus f⋆δ = 0, that is, the top s-triangle
is split.
We denote by P (respectively, I) the ideal of C consisting of all s-projective (respectively,
s-injective) morphisms. The stable category (respectively, costable category) of C is defined as
the ideal quotient
C := C/P (respectively, C := C/I).
Lemma 2.11. Let α : X → Y be an s-deflation. Then a morphism f : T → Y factors through
α in C if and only if f factors through α in C.
Proof. It suffices to show the sufficiency. Assume that f factors through α in C. Then there
exists some morphism g : T → X in C such that f = α ◦ g in C. We have that f − α ◦ g is
s-projective in C. Since α is an s-deflation, there exists some morphism h : T → X such that
f − α ◦ g = α ◦ h in C. It follows that f = α ◦ (g + h), factoring through α in C.
From now on, unless otherwise stated, we assume that the extriangulated category (C,E, s) is
an Ext-finite, Krull-Schmidt and k-linear extriangulated category with k a commutative artinian
ring. Here, an extriangulated category (C,E, s) is k-linear if C(A,B) and E(A,B) are k-modules
such that the following compositions
C(A,B)× C(B,C)→ C(A,C),
C(A,B)× E(B,C)× C(C,D)→ E(A,D),
are k-linear for any A,B,C,D ∈ C; and is Ext-finite if E(A,B) is a finitely generated k-module
for any A,B ∈ C.
2.3 Almost split extensions
In [13], Iyama, Nakaoka and Palu introduced the notion of almost split E-extensions.
Definition 2.12. ([13, Definition 2.1]) A non-split (i.e. non-zero) E-extension δ ∈ E(C,A) is
said to be almost split if it satisfies the following conditions.
(AS1) a⋆δ = 0 for any non-section a ∈ C(A,A
′).
(AS2) c⋆δ = 0 for any non-retraction c ∈ C(C ′, C).
Definition 2.13. ([13, Definition 2.7]) Let A
x // B
y
// C
δ //❴❴ be an s-triangle in C. It is called
almost split if δ is an almost split E-extension.
The following class of morphisms is basic to understand almost split s-triangles.
Definition 2.14. ([13, Definition 2.8]) Let C be an additive category and A an object in C. A
morphism a : A→ B which is not a section is called left almost split if
• any morphism A→ B′ which is not a section factors through a.
Dually, a morphism a : B → A which is not a retraction is called right almost split if
• any morphism B′ → A which is not a retraction factors through a.
8 T. Zhao, L. Tan, Z. Huang
It was showed that for an s-triangle A
x // B
y
// C
δ //❴❴ , it is almost split if and only if x is
left almost split and y is right almost split ([13]).
Recall that a morphism f : X → Y is called right minimal, if each g ∈ EndC(X) with f ◦g = f
is an automorphism. Dually, a morphism f : X → Y is called left minimal, if each g ∈ EndC(Y )
with g ◦ f = f is an automorphism.
By [13, Propositions 2.5 and 2.10], for an s-triangle A
x // B
y
// C
δ //❴❴ , we have
• if x is left almost split, then A is indecomposable and y is right minimal;
• if y is right almost split, then C is indecomposable and x is left minimal.
So if the s-triangle A
x // B
y
// C
δ //❴❴ is almost split, then x is left minimal, y is right minimal
and A,C are indecomposable.
3 Two subcategories and two functors
3.1 Two subcategories Cr and Cl
Let k be a commutative artinian ring and kˇ the minimal injective cogenerator for the category
k-mod of finitely generated k-modules. We write D := Homk(−, kˇ).
The following two lemmas are essentially contained in [13, Proposition 3.1] and its proof.
Lemma 3.1. Let C be a k-linear extriangulated category and
X // E // Y
η
//❴❴
an almost split s-triangle, and let γ ∈ DE(Y,X) such that γ(η) 6= 0.
(1) For each M , we have a non-degenerated k-bilinear map
〈−,−〉M : C(M,X) × E(Y,M) −→ kˇ, (f, µ) 7→ γ(f⋆µ).
If moreover C(M,X) ∈ k-mod for each M , then the induced map
φY,M : C(M,X) −→ DE(Y,M), f 7→ 〈f,−〉M ,
is an isomorphism and natural in M with γ = φY,X(IdX).
(2) For each M , we have a non-degenerated k-bilinear map
〈−,−〉M : E(M,X)× C(Y,M) −→ kˇ, (µ, g) 7→ γ(g
⋆µ).
If moreover C(Y,M) ∈ k-mod for each M , then the induced map
ψX,M : C(Y,M) −→ DE(M,X), g 7→ 〈−, g〉M ,
is an isomorphism and natural in M with γ = ψX,Y (IdY ).
Lemma 3.2. Let C be a k-linear extriangulated category and Y ∈ C an indecomposable object.
(1) Assume DE(Y,Z) ∈ k-mod for each Z ∈ C. If the functor DE(Y,−) is isomorphic to
C(−, Y ′) for some Y ′, which has a non-s-injective indecomposable direct summand, then
there exists an almost split s-triangle ending at Y .
(2) Assume DE(Z, Y ) ∈ k-mod for each Z ∈ C. If the functor DE(−, Y ) is isomorphic to
C(Y ′,−) for some Y ′, which has a non-s-projective indecomposable direct summand, then
there exists an almost split s-triangle starting at Y .
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We introduce two full subcategories of C as follows.
Cr =
{
X ∈ C | the functor DE(X,−) : C→ k-mod is representable
}
,
Cl = {X ∈ C | the functor DE(−,X) : C→ k-mod is representable} .
Here, both Cr and Cl are additive subcategories which are closed under direct summands. As a
consequence of Lemmas 3.1 and 3.2, we have the following description of indecomposable objects
in Cr and Cl.
Proposition 3.3. Let Y be an indecomposable object in C.
(1) If Y is non-s-projective, then Y ∈ Cr if and only if there exists an almost split s-triangle
ending at Y .
(2) If Y is non-s-injective, then Y ∈ Cl if and only if there exists an almost split s-triangle
starting at Y .
We also have the following easy observation.
Proposition 3.4. Let X and Y be two objects in C.
(1) If X ∈ Cr and X ≃ Y in C, then Y ∈ Cr.
(2) If X ∈ Cl and X ≃ Y in C, then Y ∈ Cl.
Proof. (1) The assertion follows from the fact that DE(X,−) ≃ DE(Y,−) as functors.
(2) It is dual to (1).
3.2 Two functors τ and τ−
For each Y in Cr, we define τY to be an object in C such that there exists an isomorphism
of functors
φY : C(−, τY ) −→ DE(Y,−).
Then τ gives a map from the objects of Cr to that of C. Dually, for each X in Cl, we define τ
−X
to be an object in C such that there exists an isomorphism of functors
ψX : C(τ
−X,−) −→ DE(−,X).
Then τ− gives a map from the objects of Cl to that of C.
Lemma 3.5. Let X and Y be two objects in C.
(1) If X,Y ∈ Cr and X ≃ Y in C, then τX ≃ τY in C.
(2) If X,Y ∈ Cl and X ≃ Y in C, then τ
−X ≃ τ−Y in C.
Proof. (1) We observe that C(−, τX) ≃ C(−, τY ), since they are both isomorphic toDE(X,−) ≃
DE(Y,−). Then the assertion follows from the Yoneda’s lemma.
(2) It is dual to (1).
We denote by Cr the image of Cr under the canonical functor C → C, and by Cl the image
of Cl under the canonical functor C→ C. Then we have
Proposition 3.6.
(1) τ induces a functor from Cr to Cl.
10 T. Zhao, L. Tan, Z. Huang
(2) τ− induces a functor from Cl to Cr.
Moreover, we have
(3) If Y ∈ Cr, then Y ≃ τ
−τY in Cr.
(4) If Y ∈ Cl, then Y ≃ ττ
−Y in Cl.
Proof. (1) Let Y ∈ Cr. We may assume that Y is indecomposable and non-s-projective. By
Lemma 3.3(1), there exists an almost split s-triangle
X // E // Y
η
//❴❴ .
Then we have C(−,X) ≃ DE(Y,−) and C(Y,−) ≃ DE(−,X) by Lemma 3.1. We then obtain
X ∈ Cl. It follows from the Yoneda’s lemma that τY ≃ X in C, and τ
−X ≃ Y in C. So τY ∈ Cl
by Proposition 3.4(2), and hence τ−τY ≃ τ−X ≃ Y in C. Here, the first isomorphism follows
from Lemma 3.5(2).
For each morphism f : Y → Y ′ in Cr, we define the morphism τ(f) : τY → τY
′ in Cl such
that the following diagram commutes
C(−, τY )
φY //
C(−,τ(f))

DE(Y,−)
DE(f,−)

C(−, τY ′)
φ′Y // DE(Y ′,−).
Here, the existence and uniqueness of τ(f) are guaranteed by the Yoneda’s lemma. Then it
follows that τ is a functor from Cr to Cl. Moreover, if f is s-projective, then DE(f,−) = 0 and
thus τ(f) = 0 in Cl. Thus τ induces a functor from Cr to Cl which we still denote by τ .
(2) Similarly, we have a functor τ− : Cl → Cr. For each g : X → X
′ in Cl, the morphism
τ−(g) : τ−X → τ−X ′ is given by the following commutative diagram
C(τ−X ′,−)
ψX′ //
C(τ−(g),−)

DE(−,X ′)
DE(−,g)

C(τ−X,−)
ψX // DE(−,X).
(3) Since τY ≃ X in C, we have τ−τY ≃ τ−X ≃ Y in C by Lemma 3.5(2). Of course,
τ−τY ≃ Y in Cr.
(4) It is similar to (3).
For each Y ∈ Cr, set
θY := ψ
−1
τY,Y (φY,τY (IdτY )) : τ
−τY −→ Y
in Cr. Dually, for each X ∈ Cl, set
ξX := φ
−1
τ−X,X
(ψX,τ−X(Idτ−X)) : X −→ ττ
−X
in Cl. The following result shows that the functors τ and τ
− are mutually quasi-inverse equiva-
lences between Cr and Cl.
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Theorem 3.7. Under the above definitions,
θ : τ−τ → IdCr and ξ : IdCl → ττ
−
are both natural isomorphisms. This implies that the functors τ and τ− are quasi-inverse to
each other.
Proof. We only prove that θ : τ−τ → IdCr is a natural isomorphism, the other is similar.
We first prove that θ : τ−τ → IdCr is a natural transformation. Indeed, for each f : Y → Y
′
in Cr, consider the following diagram
C(τY, τY )
φY,τY
//
C(τY,τ(f))

DE(Y, τY )
DE(f,τY )

C(τ−τY, Y )
ψτY,Y
oo
C(τ−τY,f)

C(τY, τY ′)
φY ′,τY
// DE(Y ′, τY ) C(τ−τY, Y ′).
ψτY,Y ′
oo
The left square commutes by the definition of τ(f), and the right square commutes since the
isomorphism ψτY is natural. By a diagram chasing, we have
τ(f) = φ−1Y ′,τY (ψτY,Y ′(f ◦ θY )).
We have the following commutative diagram
C(τY ′, τY ′)
φY ′,τY ′
//
C(τ(f),τY ′)

DE(Y ′, τY ′)
DE(Y ′,τ(f))

C(τ−τY ′, Y ′)
ψτY ′,Y ′
oo
C(τ−τ(f),Y ′)

C(τY, τY ′)
φY ′,τY
// DE(Y ′, τY ) C(τ−τY, Y ′).
ψτY,Y ′
oo
The right square commutes by the definition of τ−τ(f). By a diagram chasing, we have
τ(f) = φ−1Y ′,τY (ψτY,Y ′(θY ′ ◦ τ
−τ(f))).
We then obtain f ◦ θY = θY ′ ◦ τ
−τ(f). It follows that θ is a natural transformation.
Next we prove that θY is an isomorphism for each Y ∈ Cr. We may assume that Y is
indecomposable and non-s-projective in C. Let α = ψτY,τ−τY (Idτ−τY ) in DE(τ
−τY, τY ) and let
β = φY,τY (IdτY ) in DE(Y, τY ). By the definition of θY , we have β = ψτY,Y (θY ). Consider the
following commutative diagram
C(τ−τY, τ−τY )
ψτY,τ−τY
//
C(τ−τY,θY )

DE(τ−τY, τY )
DE(θY ,τY )

C(τ−τY, Y )
ψτY,Y
// DE(Y, τY ).
Since ψτY,τ−τY (Idτ−τY ) = α and C(τ
−τY, θY )(Idτ−τY ) = θY , we have
β = DE(θY , τY )(α) = α ◦ E(θY , τY ).
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By Lemma 3.3(1), there exists an almost split s-triangle
X // E // Y
η
//❴❴ .
By Lemma 3.1(1), we have a natural isomorphism φ′ : C(−,X)→ DE(Y,−) such that φ′X(IdX)(η)
6= 0. Setting β′ := φ′X(IdX), we have β
′(η) 6= 0. By the Yoneda’s lemma, there exists some
s : X → τY such that C(−, s) = φ−1Y ◦ φ
′. We obtain
β′ = φ′X(IdX) = (φY,X ◦ C(X, s))(IdX) = φY,X(s).
Consider the following commutative diagram
C(τY, τY )
φY,τY
//
C(s,τY )

DE(Y, τY )
DE(Y,s)

C(X, τY )
φY,X
// DE(Y,X).
Since φY,τY (IdτY ) = β and C(s, τY )(IdτY ) = s, we have
β′ = DE(Y, s)(β) = β ◦ E(Y, s) = α ◦ E(θY , τY ) ◦ E(Y, s).
Thus we have
0 6= β′(η) = α(θY
⋆(s⋆η)) = α(s⋆(θY
⋆η)),
which implies that the s-triangle
X // E′ // τ−τY
θY
⋆η
//❴❴
is non-split. We claim that θY : τ
−τY → Y is a retraction in C. Otherwise, suppose that
θY : τ
−τY → Y is not a retraction in C. Since η is almost split, we have the following commu-
tative diagram
X // E′ //

τ−τY
θY
⋆η
//❴❴❴
{{
X // E // Y
η
//❴❴❴❴ .
By Lemma 2.8, the top s-triangle is split, which is a contradiction. Thus θY is an isomorphism
in C since we have already known τ−τY ≃ Y in C.
The following proposition shows that the pair of functors (τ−, τ) forms an adjoint pair with
unit ξ and counit θ.
Proposition 3.8. We have
(1) τ(θY ) ◦ ξτY = IdτY for each Y ∈ Cr.
(2) θτ−X ◦ τ
−(ξX) = Idτ−X for each X ∈ Cl.
Proof. We only prove (1). Consider the following diagram
C(τY, ττ−τY )
φτ−τY,τY
//
C(τY,τ(θY ))

DE(τ−τY, τY )
DE(θY ,τY )

C(τ−τY, τ−τY )
ψτY,τ−τY
oo
C(τ−τY,θY )

C(τY, τY )
φY,τY
// DE(Y, τY ) C(τ−τY, Y ).
ψτY,Y
oo
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The left square commutes by the definition of τ(θY ), and the right square commutes since ψτY
is natural. By the definitions of θY and ξτY , we have
φ−1Y,τY (ψτY,Y (θY )) = IdτY ,
φ−1
τ−τY,τY
(ψτY,τ−τY (Idτ−τY )) = ξτY .
By the above commutative diagram, we have
IdτY = C(τY, τ(θY ))(ξτY ) = τ(θY ) ◦ ξτY .
4 Characterizing the subcategory Cr via morphisms determined
by objects
4.1 s-deflations determined by objects
We first recall the concept of morphisms being determined by objects, which was intro-
duced by Auslander in [2] and closely related to the Auslander-Reiten theory [3] and Auslander
bijections [29].
Definition 4.1. ([2, 29]) Let f ∈ C(X,Y ) and C ∈ C. We call f right C-determined (or right
determined by C) and call C a right determiner of f , if the following condition is satisfied: each
g ∈ C(T, Y ) factors through f , provided that for each h ∈ C(C, T ) the morphism g ◦ h factors
through f .
If moreover C is a direct summand of any right determiner of f , we call C a minimal right
determiner of f .
Lemma 4.2. Consider a morphism of s-triangles as follows:
X
e′ // Y ′
f ′
//
g′

Z ′
δ′ //❴❴❴
g

X
e // Y
f
// Z
δ //❴❴❴ .
If f is right C-determined for some object C, then f ′ is also right C-determined.
Proof. Let h : T → Z ′ be a morphism such that for each u : C → T , there exists some morphism
v : C → Y ′ satisfying h ◦ u = f ′ ◦ v. Then we have g ◦ h ◦ u = g ◦ f ′ ◦ v = f ◦ g′ ◦ v. Since f is
right C-determined, there exists some morphism s : T → Y such that g ◦h = f ◦s. We illustrate
these by a commutative diagram as follows.
C
∀u
v
  
T
s
  
∀h
X
e′ // Y ′
f ′
//
g′ 
Z ′
δ′ //❴❴❴
g
X
e // Y
f
// Z
δ //❴❴❴ .
Thus, to show that f ′ is right C-determined, it suffices to find a morphism t : T → Y ′ such that
h = f ′ ◦ t. Indeed, by [27, Proposition 3.3], we have the following commutative diagram with
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exact rows
C(T, Y ′)
C(T,f ′)
//
C(T,g′)

C(T,Z ′)
δ′♯
//
C(T,g)

E(T,X)
C(T, Y )
C(T,f)
// C(T,Z)
δ♯
// E(T,X).
Since C(T, g)(h) = g ◦ h = f ◦ s = C(T, f)(s) ∈ ImC(T, f) = Ker δ♯, we have
δ′♯(h) = δ♯(C(T, g)(h)) = 0,
and hence h ∈ Kerδ′♯ = ImC(T, f
′). Thus there exists a morphism t : T → Y ′ such that h =
f ′ ◦ t.
Given two objects X and Y , we denote by radC(X,Y ) the set of morphisms f : X → Y , that
is, for any object Z and any morphisms g : Z → X and h : Y → Z, the morphism h ◦ f ◦ g lies
in radEndC(Z). Then radC forms an ideal of C. By [18, Corollary 2.10], we have
radC(X,Y ) = {f : X → Y |f ◦ g ∈ radEndC(Y ), for each g : Y → X} . (4.1)
A morphism g : Z → Y is said to almost factor through f : X → Y , if g does not factor
through f , and for each object T and each morphism h ∈ radC(T,Z), the morphism g ◦h factors
through f ([28]).
Proposition 4.3. Consider a morphism of s-triangles as follows:
X
e′ // Y ′
f ′
//
g′

Z ′
δ′ //❴❴❴
g

X
e // Y
f
// Z
δ //❴❴❴ .
If Z ′ is indecomposable and g almost factors through f , then f ′ is right almost split.
Proof. Since g does not factors through f , f ′ is not a retraction. Given an object T , assume
that h : T → Z ′ is not a retraction. Since Z ′ is indecomposable, h ∈ radC(T,Z
′) by (4.1). Thus
there exists s ∈ C(T, Y ) such that g ◦ h = f ◦ s. By using an argument similar to that in the
proof of Lemma 4.2, there exists t ∈ C(T, Y ′) such that h = f ′ ◦ t. It follows that f ′ is right
almost split.
Lemma 4.4. Let C be an object and α : X → Y an s-deflation. Then the following statements
are equivalent.
(1) α is right C-determined in C.
(2) α is right C-determined in C.
Proof. (1) ⇒ (2) Let f ∈ C(T, Y ) such that for each g ∈ C(C, T ), the morphism f ◦ g factors
through α in C. By Lemma 2.11, the morphism f ◦ g factors through α in C. Since α is right
C-determined in C by (1), f factors through α in C. It follows that f factors through α in C,
and hence α is right C-determined in C.
(2)⇒ (1) Let f ∈ C(T, Y ) such that for each g ∈ C(C, T ), the morphism f ◦g factors through
α in C. Then f ◦ g factors through α in C. Since α is right C-determined in C by (2), we have
that f factors through α in C. By Lemma 2.11, the morphism f factors through α in C. It
follows that α is right C-determined in C.
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Proposition 4.5. Let C,C ′ ∈ C such that C ≃ C ′ in C. Then an s-deflation α : X → Y is right
C-determined if and only if it is right C ′-determined.
Proof. Note that α is right C-determined in C if and only if α is right C ′-determined in C. Then
the assertion follows by applying Lemma 4.4 twice.
The following lemma generalizes [29, Corollary 3.5].
Lemma 4.6. Let
K // X
α // Y
η
//❴❴
be an s-triangle with K ∈ Cl. Then α is right τ
−K-determined.
Proof. Let f ∈ C(T, Y ) such that for each g ∈ C(τ−K,T ), the morphism f ◦ g factors through
α, that is, there exists the following commutative diagram
τ−K
∀g
	

T
∀f
K // X
α // Y
η
//❴❴❴ .
By Lemma 2.8, (f ◦ g)⋆η = 0. Since K ∈ Cl, there exists a natural isomorphism
φ : C(τ−K,−) −→ DE(−,K).
Set γ := φτ−K(Idτ−K). By the naturality of φ, we have the following commutative diagram
C(τ−K, τ−K)
φτ−K //
C(τ−K,g)

DE(τ−K,K)
DE(g,K)

C(τ−K,T )
φT // DE(T,K).
Thus
φT (g) = DE(g,K)(γ) = γ ◦ E(g,K),
and hence
φT (g)(f
⋆η) = γ(g⋆f⋆η) = γ((f ◦ g)⋆η) = 0.
Note that φT (g) runs over all maps in DE(T,K), when g runs over all morphisms in C(τ
−K,T ).
It follows that f⋆η = 0 and hence, by Lemma 2.8, the morphism f factors through α, that is,
there exists the following commutative diagram
τ−K
∀g
⇓
✆✆
✆
✆
✆
✆
✆
✆
✆
T
	yy
∀f
K // X // Y
η
//❴❴❴ .
Thus α is right τ−K-determined.
Note that P(C, Y ) is the subset of C(C, Y ) consisting of all s-projective morphisms. The
following existence theorem generalizes [3, Corollary XI.3.4] to extriangulated categories.
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Theorem 4.7. Let C ∈ Cr and Y ∈ C, and let H be a right EndC(C)-submodule of C(C, Y )
satisfying P(C, Y ) ⊆ H. Then there exists an s-triangle
K // X
α // Y
η
//❴❴ ,
such that α is right C-determined, K ∈ add(τC) and H = ImC(C,α).
Proof. By assumption, τC ∈ Cl and τ
−τC ≃ C in C. Then there is a natural isomorphism
φ : C(C,−) −→ DE(−, τC).
Set γ := φC(IdC). By the naturality of φ, for each object Z and each f ∈ C(C,Z), we have the
following commutative diagram
C(C,C)
φC //
C(C,f)

DE(C, τC)
DE(f,τC)

C(C,Z)
φZ // DE(Z, τC).
So
φZ(f) = DE(f, τC)(γ) = γ ◦ E(f, τC).
Then for each µ ∈ E(Z, τC), we have
φZ(f)(µ) = γ(E(f, τC)(µ)) = γ(f
⋆µ).
Set H := H/P(C, Y ) and
H⊥ := {µ ∈ E(Y, τC)|φY (h)(µ) = 0 for each h ∈ H} .
We observe that H⊥ is a left EndC(C)-submodule of E(Y, τC). Here, for any f ∈ EndC(C)
and µ ∈ E(Y, τC), the action of f on µ is given by τ(f)⋆µ. Then there exists finitely many
η1, η2, · · · , ηn in E(Y, τC) such that H
⊥ =
∑n
i=1 ηi EndC(C). Assume that we have an s-triangle
τC // Xi
αi // Y
ηi //❴❴
for each i = 1, 2, · · · , n. Then αi is right τ
−τC-determined by Lemma 4.6, and thus αi is right
C-determined by Proposition 4.5. Note that
⊕n
i=1 αi is an s-deflation. It is easy to verify that⊕n
i=1 αi is right C-determined.
Consider the following commutative diagram
⊕n
i=1 τC
// X
α //

Y
△⋆(
⊕
ηi)
//❴❴❴❴
⊕n
i=1 τC
//
⊕n
i=1Xi
⊕n
i=1 Y
△
⊕n
i=1 αi//
⊕
ηi
//❴❴❴ ,
where △= (IdY , IdY , ..., IdY )
tr. We have that α is an s-deflation and
⊕n
i=1 τC ∈ add(τC). By
Lemma 4.2, α is right C-determined. By a direct verification, we have
ImC(C,α) =
n⋂
i=1
ImC(C,αi).
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For each i = 1, 2, · · · , n, set
⊥(ηi EndC(C)) := {h ∈ C(C, Y )|φY (h)(µ) = 0 for each µ ∈ ηi EndC(C)} .
We observe that ⊥(ηi EndC(C)) is a right EndC(C)-submodule of C(C, Y ). Since αi is an s-
deflation, P(C, Y ) ⊆ ImC(C,αi).
Claim. ⊥(ηi EndC(C)) = ImC(C,αi)/P(C, Y ).
Let h : C → Y be a morphism in ImC(C,αi). We have h
⋆ηi splits. Then
φY (h)(τ(f)⋆ηi) = γ(h
⋆τ(f)⋆ηi) = γ(τ(f)⋆h
⋆ηi) = 0,
for each f : C → C. It follows that ImC(C,αi)/P(C, Y ) ⊆
⊥(ηi EndC(C)).
On the other hand, let h ∈ C(C, Y ) such that h ∈ ⊥(ηi EndC(C)). Then we have φY (h)(τ(f )⋆ηi) =
0 for each f : C → C. Consider the following commutative diagram
C(C, Y )
φY // DE(Y, τC)
C(C, Y )
φY // DE(Y, τC).
C(f ,Y )

DE(Y,τ(f))

By using diagram chasing, we have
φY (h ◦ f) = φY (C(f , Y )(h))
= (DE(Y, τ(f)) ◦ φY )(h)
= φY (h) ◦ E(Y, τ(f)).
Then for each ηi, we have
φY (h ◦ f)(ηi) = φY (h)(τ(f)⋆ηi) = 0.
It follows that
φC(f)(h
⋆ηi) = γ(f
⋆h⋆ηi) = γ((h ◦ f)
⋆ηi) = φY (h ◦ f)(ηi) = 0.
Observe that φC(f) runs over all maps in DE(C, τC), when f runs over all morphisms in
EndC(C). It follows that h
⋆ηi splits and the morphism h factors through αi. Then we have
h ∈ ImC(C,αi) and
⊥(ηi EndC(C)) ⊆ ImC(C,αi)/P(C, Y ). The claim is proved.
Because
H = ⊥(H⊥) = ⊥(
n∑
i=1
ηi EndC(C)) =
n⋂
i=1
⊥(ηi EndC(C)),
where the first equality follows from the isomorphism φY , we have
H =
n⋂
i=1
ImC(C,αi)/P(C, Y ) = ImC(C,α)/P(C, Y ).
Then the assertion follows since P(C, Y ) ⊆ H.
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4.2 A characterization for s-deflations determined by objects
In this section, we give a characterization for an s-deflation being right C-determined for
some object C.
Recall from [9] that two morphisms f : X → Y and f ′ : X ′ → Y are called right equivalent
if f factors through f ′ and f ′ factors through f . Assume that f and f ′ are right equivalent.
Given an object C, we have that f is right C-determined if and only if so is f ′.
In what follows, we always assume that the following weak idempotent completeness (WIC
for short) given originally in [27, Condition 5.8] holds true on C.
WIC Condition:
(1) Let f ∈ C(A,B), g ∈ C(B,C) be any composable pair of morphisms. If g ◦ f is an
s-inflation, then so is f .
(2) Let f ∈ C(A,B), g ∈ C(B,C) be any composable pair of morphisms. If g ◦ f is an
s-deflation, then so is g.
Under this condition, we have that f is an s-deflation if and only if so is f ′ provided that f
and f ′ are right equivalent.
Since C is Krull-Schmidt, each morphism f : X → Y has a right minimal version; see [7,
Theorem 1]. Given a morphism f : X → Y , we call a right minimal morphism f ′ : X ′ → Y
the right minimal version of f , if f and f ′ are right equivalent. Assume that f : X → Y is an
s-deflation and there exists an s-triangle
K // X ′
f ′
// Y //❴❴ ,
then, following [28, Section 2], we call K a intrinsic weak kernel of f .
Dually, two morphisms f : X → Y and f ′ : X → Y ′ are called left equivalent if f factors
through f ′ and f ′ factors through f . We have that there exists some left minimal morphism
g : X → X ′ such that f and g are left equivalent. We call g the left minimal version of f .
Assume that f : X → Y is an s-inflation and there exists an s-triangle
X
g
// X ′ // Z //❴❴ ,
then, we call Z an intrinsic weak cokernel of f .
Lemma 4.8. Let a : X → Y be an s-deflation and C an indecomposable object. If there exists a
morphism f : C → Y which almost factors through a, then there exists an almost split s-triangle
K // E
r // C
ρ
//❴❴
such that K is a direct summand of an intrinsic weak kernel of a.
Proof. We may assume that a is right minimal. Since a : X → Y is an s-deflation, we have an
s-triangle
L // X
a // Y
σ //❴❴ .
Consider a morphism of s-triangles
L // Z
b //

C
δ //❴❴❴
f

L // X
a // Y
σ //❴❴❴ .
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Then b is an s-deflation. By Proposition 4.3, b is right almost split. Let r : E → C be the right
minimal version of b. Then r is a right almost split s-deflation. Let
K // E
r // C
ρ
//❴❴
be an s-triangle. Since b and r are right equivalent, we have the following morphisms of s-
triangles
K //

E
r //
s

C
ρ
//❴❴❴
L //

Z
b //
t

C
δ //❴❴❴
K // E
r // C
ρ
//❴❴❴ .
Since r is right minimal, t ◦ s is an isomorphism, and hence K is a direct summand of L by [27,
Corollary 3.6].
We claim that
K
p
// E
r // C
ρ
//❴❴
is an almost split s-triangle. Indeed, assume f⋆ρ 6= 0 for any non-section f ∈ C(K,K
′). Let
K ′ // E′
r′ // C
f⋆ρ
//❴❴
be an s-triangle. Consider the following commutative diagram
K
p
//
f

E
r //

C
ρ
//❴❴❴
K ′ // E′
r′ // C
f⋆ρ
//❴❴❴ .
The s-deflation r′ is not a retraction, and hence factors through r. We then obtain the following
commutative diagram
K
p
//
f

E
r //
g

C
ρ
//❴❴❴
K ′ //
f ′

E′
r′ //
g′

C
f⋆ρ
//❴❴❴
K
p
// E
r // C
ρ
//❴❴❴ .
Since r is right minimal, the morphism g′ ◦ g is an isomorphism. We obtain that f ′ ◦ f is an
isomorphism, which is a contradiction since f is not a section. This shows that f⋆ρ = 0 for
any non-section f ∈ C(K,K ′). By the same argument, we have g⋆ρ = 0 for any non-retraction
g ∈ C(C ′, C). The claim is proved.
By using an argument similar to that in the proofs of [3, Proposition XI.2.4 and Lemma XI.2.1],
we get that if C is a minimal right determiner of an s-deflation α : X → Y , then an indecom-
posable object C ′ is a direct summand of C if and only if there exists a morphism f : C ′ → Y
which almost factors through α.
Corollary 4.9. A minimal right determiner of an s-deflation has no non-zero s-projective direct
summands and lies in Cr.
20 T. Zhao, L. Tan, Z. Huang
Proof. Let α ∈ C(X,Y ) be an s-deflation and C a minimal right determiner of α. It suffices to
show that each indecomposable direct summand C ′ of C is not s-projective and lies in Cr. By
assumption, there exists a morphism f : C ′ → Y which almost factors through α. We have that
C ′ is not s-projective, since f does not factor through α. By Lemma 4.8, there exists an almost
split s-triangle ending at C ′. Then the assertion follows from Proposition 3.3.
Now we give a characterization for an s-deflation being right C-determined for some object
C.
Theorem 4.10. For any s-deflation α ∈ C(X,Y ), the following statements are equivalent.
(1) α is right C-determined for some object C.
(2) The intrinsic weak kernel of α lies in Cl.
Proof. (1)⇒ (2) We may assume that C is a minimal right determiner of α. By Corollary 4.9,
we have C ∈ Cr. We observe that ImC(C,α) is a right End(C)-submodule of C(C, Y ). Since α
is an s-deflation, we have P(C, Y ) ⊆ ImC(C,α). By Theorem 4.7, there exists an s-triangle
K // Z
β
// Y
ρ
//❴❴
such that β is right C-determined, K ∈ add(τC) and ImC(C,α) = ImC(C, β). For any f ∈
C(C,X) and g ∈ C(C,X ′), we have that α ◦ f and β ◦ g factor through β and α respectively.
Since α and β are right C-determined, α and β factor through each other. It follows that α and
β are right equivalent.
Let α′ : X ′ → Y be the right minimal version of α. Then α′ and β are right equivalent. Let
K ′ // X ′
α′ // Y
δ //❴❴
be an s-triangle. Then K ′ is an intrinsic weak kernel of α′. Since α′ and β are right equivalent,
there exist s : X ′ → Z and t : Z → X ′ such that α′ = β ◦ s and β = α′ ◦ t, and hence we have
the following morphisms of s-triangles
K ′ //
s′

X ′
α′ //
s

Y
δ //❴❴❴
K //
t′

Z
β
//
t

Y
ρ
//❴❴❴
K ′ // X ′
α′ // Y
δ //❴❴❴ .
Since α′ is right minimal, t ◦ s is isomorphic, and so is t′ ◦ s′. Thus K ′ is a direct summand of
K. The assertion follows since K ∈ add(τC) and τC ∈ Cl.
(2)⇒ (1) Let α′ : X ′ → Y be the right minimal version of α. Then α′ is an s-deflation. Let
K ′ // X ′
α′ // Y
δ //❴❴
be an s-triangle. Then K ′ ∈ Cl by (2). By Lemma 4.6, we have that α
′ is right τ−(K ′)-
determined. It follows that α is right τ−(K ′)-determined since α and α′ are right equivalent.
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4.3 Characterizations for objects in Cr
In this subsection, we will give some characterizations for an object lying in Cr via morphisms
determined by objects.
Proposition 4.11. For an object K without non-zero s-injective direct summands, the following
statements are equivalent.
(1) K ∈ Cl.
(2) K is an intrinsic weak kernel of some s-deflation α : X → Y , which is right C-determined
for some object C.
Proof. (1) ⇒ (2) Let K ∈ Cl. Decompose K as the direct sum of indecomposable objects
K1,K2, · · · ,Kn. We have that each Ki is non-s-injective. Then, by Proposition 3.3, for each
i = 1, 2, · · · , n, there exists an almost split s-triangle
Ki // Xi
αi // Yi
ρi //❴❴ .
We have that
⊕n
i=1 αi is an s-deflation. It follows from Lemma 4.6 that
⊕n
i=1 αi is right τ
−K-
determined. Moreover, since αi is right minimal, so is
⊕n
i=1 αi. It follows that K is an intrinsic
weak kernel of
⊕n
i=1 αi.
(2)⇒ (1) It follows from Theorem 4.10.
The following lemma is the converse of Theorem 4.7.
Lemma 4.12. Let C ∈ C. If for each Y ∈ C and each right End(C)-submodule H of C(C, Y )
satisfying P(C, Y ) ⊆ H, there exists a right C-determined s-deflation α : X → Y such that
ImC(C,α) = H, then C ∈ Cr.
Proof. It suffices to show that each non-s-projective indecomposable direct summand C ′ of C
lies in Cr.
We claim that each f ∈ P(C,C ′) is not a retraction. Otherwise, if some f ∈ P(C,C ′) is a
retraction, then there exists g ∈ C(C ′, C) such that fg = IdC′ . Since f is s-projective, we have
that IdC′ = fg is s-projective, and hence C
′ is an s-projective object, which is a contradiction.
The claim is proved. Notice that radC(C,C
′) is formed by non-retractions, so P(C,C ′) ⊆
radC(C,C
′). Because radC(C,C
′) is a right End(C)-submodule of C(C,C ′), by assumption there
exists a right C-determined s-deflation α : X → C ′ such that radC(C,C
′) = ImC(C,α).
Since ImC(C,α) = radC(C,C
′) is a proper submodule of C(C,C ′), the s-deflation α is not a
retraction. Thus IdC′ does not factor through α. Let f ∈ radC(T,C
′). For each g : C → T , the
morphism f ◦ g lies in radC(C,C
′) = ImC(C,α). It follows that f ◦ g factors through α. Since
α is right C-determined, we have that f factors through α and IdC′ almost factors through α.
By Lemma 4.8, there exists an almost split s-triangle ending at C ′. Now the assertion follows
from Proposition 3.3.
Collecting the results obtained so far, we list some characterizations for an object lying in
Cr.
Theorem 4.13. For any C ∈ C, the following statements are equivalent.
(1) C ∈ Cr.
(2) For each Y ∈ C and each right End(C)-submodule H of C(C, Y ) satisfying P(C, Y ) ⊆ H,
there exists a right C-determined s-deflation α : X → Y such that H = ImC(C,α).
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If moreover C is non-s-projective indecomposable, then all statements (1)–(6) are equivalent.
(3) C is an intrinsic weak cokernel of some s-inflation α : X → Y which is left K-determined
for some object K.
(4) There exists an almost split s-triangle ending at C.
(5) There exists a non-retraction s-deflation which is right C-determined.
(6) There exists an s-deflation α : X → Y and a morphism f : C → Y such that f almost
factors through α.
Proof. By Theorem 4.7 and Lemma 4.12, we have (1) ⇔ (2).
Assume that C is non-s-projective indecomposable. Then the dual of Proposition 4.11 implies
(1)⇔ (3), and Proposition 3.3 implies (1)⇔ (4). By Lemma 4.8, we have (6)⇒ (4).
It is easy to see that the right almost split s-deflation ending at C is a non-retraction and
right C-determined. Then we have (4)⇒ (5). Let α be a right C-determined s-deflation which
is not a retraction. We have that C is a minimal right determiner of α. Thus (5) ⇒ (6) holds
true.
5 Examples
5.1
In [13], Iyama, Nakaoka and Palu introduced the following notions in order to study the
existence of almost split extensions. Let (C,E, s) be a k-linear extriangulated category.
(1) A right Auslander-Reiten-Serre duality is a pair (τ, η) of an additive functor τ : C → C and
a binatural isomorphism
ηA,B : C(A,B) ≃ DE(B, τA) for any A,B ∈ C.
(2) If moreover τ is an equivalence, then (τ, η) is called an Auslander-Reiten-Serre duality.
Following [13, Proposition 3.5 and Theorem 3.4], we have
Proposition 5.1. Let C be a k-linear Ext-finite Krull-Schmidt extriangulated category.
(1) C = Cr if and only if C has a right Auslander-Reiten-Serre duality (τ, η), in which τ is
fully faithful.
(2) C = Cr = Cl if and only if C has an Auslander-Reiten-Serre duality. In this case, the
Auslander-Reiten-Serre duality is exactly the pair (τ, ψ) defined in Section 3.2.
Let A be a finite-dimensional algebra over a field k and A-mod the category of finitely
generated left A-modules. We use P(A) to denote the subcategory of A-mod consisting of
projective modules, and use GP(A) to denote the subcategory of A-mod consisting of Gorenstein
projective modules.
Example 5.2.
(1) It is well known that A-mod has an Auslander-Reiten-Serre duality. Moreover, if A is self-
injective, then the stable category A-mod has an Auslander-Reiten-Serre duality ([11]).
(2) If A is Gorenstein (that is, the left and right self-injective dimensions of A are finite), then
the stable category GP(A) has an Auslander-Reiten-Serre duality. In fact, since GP(A)
is an extension-closed functorially finite subcategory of A-mod, GP(A) has almost split
sequences, and they induce almost split triangle in GP(A). Moreover, if A is Gorenstein
and GP(A) is of finite type, then the Gorenstein derived category Dbgp(A) has an Auslander-
Reiten-Serre duality ([10]).
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(3) If the global dimension of A is finite, then the bounded derived category Db(A) has an
Auslander-Reiten-Serre duality ([11]).
(4) If X is an extension-closed functorially finite subcategory of the bounded homotopy cate-
gory Kb(P(A)), then X has an Auslander-Reiten-Serre duality [13, Proposition 6.1].
5.2
Let Q = (Q0, Q1) be a quiver, where Q0 consists of all vertices, and Q1 consists of all arrows.
For x ∈ Q0, we use the symbol x
+ (resp. x−) to denote the set of arrows starting (resp. ending)
with x. For x, y ∈ Q0, let Q(x, y) stand for the set of paths in Q from x to y. Then
• Q is called locally finite if x+ and x− are finite for each x ∈ Q0.
• Q is called interval-finite if Q(x, y) is finite for each pair x, y ∈ Q0.
• Q is called strongly locally finite if it is locally finite and interval-finite.
Let k be a field. A k-representation M of a quiver Q consists of a family of k-spaces Mx
with x ∈ Q0, and a family of k-maps Mα :Mx →My with α : x→ y in Q1. A k-representation
M is called locally finite-dimensional if Mx is of finite k-dimensional for each x ∈ Q0, and called
finite-dimensional if
∑
x∈Q0
dimMx <∞.
In the following, we will use frequently three kinds of k-representations Sa, Pa and Ia which
are defined by the following way:
• Sa is the k-representation such that Sa(a) = k and Sa(x) = 0 for any x ∈ Q0 \ {a}.
• Pa is the k-representation such that Pa(x), for any x ∈ Q0, is the k-space spanned by
Q(a, x) and Pa(α) : Pa(x) → Pa(y), for any α : x → y ∈ Q1, is the k-map sending every
path p to αp.
• Ia is the k-representation such that Ia(x), for any x ∈ Q0, is the k-space spanned by
Q(x, a) and Ia(α) : Ia(x)→ Ia(y), for any α : x→ y ∈ Q1, is the k-map sending every pα
to p and vanishing on the paths which do not factor through α.
We use the following notations:
• Rep(Q) :=the category of all k-representations of Q.
• rep(Q) :=the full subcategory of Rep(Q) consisting of all locally finite-dimensional k-
representations of Q.
• Inj(Q) :=the full additive subcategory of Rep(Q) generated by the objects isomorphic to
Ia ⊗ Va with a ∈ Q0 and Va some k-space.
• Proj(Q) :=the full additive subcategory of Rep(Q) generated by the objects isomorphic to
Pa ⊗ Ua with a ∈ Q0 and Ua some k-space.
• inj(Q) := Inj(Q) ∩ rep(Q) and proj(Q) := Proj(Q) ∩ rep(Q).
• rep+(Q) :=the full subcategory of rep(Q) consisting of all finitely presented k-representations
of Q.
• rep−(Q) :=the full subcategory of rep(Q) consisting of all finitely co-presented k-representations
of Q.
Here a k-representation M is called finitely presented if there exists an exact sequence
0→ P1 → P0 →M → 0
with P0, P1 ∈ proj(Q), and finitely co-presented if there exists an exact sequence
0→M → I0 → I1 → 0
with I0, I1 ∈ inj(Q).
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By [6, (1.15)], rep+(Q) and rep−(Q) are Hom-finite k-linear abelian categories, and hence
they are extriangulated categories in which the corresponding E and s were given in [27, Example
2.13].
Following [20, Theorem 5.2] and Proposition 3.3, we have
Theorem 5.3. Let Q be a strongly locally finite quiver (for example, type of A∞ or A
∞
∞) and
M an indecomposable k-representation in rep(Q).
(1) If M ∈ rep+(Q) is not projective, then M ∈ rep+(Q)r if and only if τM is finite-
dimensional.
(2) If N ∈ rep−(Q) is not injective, then N ∈ rep−(Q)l if and only if τ
−M is finite-
dimensional.
Here τ and τ− are defined to be the Auslander-Reiten translations DTr and TrD (see [6, Defi-
nition 2.4]).
Now let Q be a quiver of type A∞ as follows:
1→ 2← 3→ 4→ 5→ · · ·
and C = rep+(Q).
(1) Let C = S1 be non-projective indecomposable. Since τS1 = S2 is finite-dimensional, we
have S1 ∈ rep
+(Q)r. Moreover, there exists an almost split sequence
0 // S2
α // P1 // S1 // 0 ,
and α is left S2-determined by the dual of Lemma 4.6.
(2) Clearly, P4 is not injective in rep
+(Q). By [6, Proposition 3.6], there exists no almost split
sequence starting with P4 in rep
+(Q). Thus, by Proposition 3.3, P4 /∈ rep
+(Q)l. Consider
the canonical epimorphism p : P4 → S4. It is easy to see that the intrinsic weak kernel of
p is P5 and P5 /∈ rep
+(Q)l. Thus, by Theorem 4.10, p could not be right determined by
any object in rep+(Q).
Now we let C = Db(rep+(Q)) be the derived category of the bounded complexes in rep+(Q).
Following [6, Theorem 7.11], we have
Theorem 5.4.
(1) Db(rep+(Q))l = D
b(rep+(Q)) if and only if Q has no left infinite path.
(2) Db(rep+(Q))r = D
b(rep+(Q)) if and only if Q has no right infinite path.
(3) Db(rep+(Q))l = D
b(rep+(Q)) = Db(rep+(Q))r if and only if Q has no infinite path.
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