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In [7], it was shown that every language accepted by an S(n) tape-bounded 
probabilistic Turing machine can be accepted by a deterministic Turing machine 
within tape O(S(&. In this note, we extend this result by showing that S(n) 
tape-bounded probabilistic machine transducers, not just probabilistic acceptors, 
can be simulated deterministically in tape @(S(n’j36). An earlier result [2] showed 
that tape 2O(‘(“)) was sufficient for the simulation of an arbitrary S(n) tape-bounded 
probabilistic machine. The theorem presented here is proven by combining the 
techniques of [7] and [2]. 
2. Definitions and preliminary results 
The model of computation studied in this paper is the probabilistic Turing 
machine. We recall definitions given in [2]. A probabilistic Turing machine (PTM), 
similar to the multitape Turing machine described in [4], consists of a finite control 
unit, a read-only input tape, a fixed number of read/write work tapes, and a 
write-only, one-way output tape. 
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At any time during the computation of a deterministic multitape Turing machine, 
the next move is uniquely determined by the current state of the finite control and the 
symbols that appear beneath the heads of the input and work tapes. (A move consists 
#A overprinting a symbol under each of the work tape heads, independently shifting 
the input and work tape heads up to one position in either direction, optionally 
writing a symbol on the output tape and shifting the head one position to the right, 
and changing the state of the finite control unit.) In contrast, the finite control of a 
probabilistic Turing machine contains a set of special states called coin-tossing states. 
A PTM, finding itself in one of these coin-tossing states with some configuration of 
symjbols beneath its tape heads, has exactly two possible next moves it can make. It 
decides which move to perform next by tossing an unbiased coin. 
Tine computation of a probabilistic machine is completely determined by the input 
and the outcomes of the coin tosses performed by the PTM. It is convenient to 
imagine that a PTM tosses a coin at every step of its computation, ignoring those coin 
tosses performed while in a state other than a coin-tossing state. Thus, a PTM making 
n moves can perform any of 2” computations corresponding to each of the possible 
sequences of coin toss outcomes of length n. 
The output random variable M(x) of the probabilistic machine A.4 with input x is 
the string written on the output tape when 1M halts. By convention, &?(x) is 
undefined for nonhalting computations. We denote the ifh bit printed in a compu- 
tation of M(X) by the random variable M[i](x) taking values in (0, 1, f}. By 
de,finition, M[i]<x) = t (that is, M[i](x) is undefined) for a particular computation 
only if fewer than i bits are printed. In the following, we occasionally use n/n(x) to 
denote the random process of possible computations of probabilistic Turing machine 
M’ with input X. The reader will be able to determine by context whether M(x) refers 
to a random variable or to a random process. 
Definition 1. The partial function 4 computed by probabilistic machine A4 is defined 
bY 
40 ( Y9 if P{M(x) = y}$, x = 
undefined, if no such y exists, 
where M(x) is the random variable denoting the output of a possible computation of 
M with input x and P{M(x) = y} is the probability that the output M(x) is y. 
Definition 2. The Blum tape S of probabilistic Turing machine M is defined by 
least ~TZ such that P{M(x) = #I(X) in tape m}>$, 
S(x) = if b(x) is defined 
* 
I 
00, if 4(x) is not defined, 1 
where (b is the partial function computed by 1w. We say that 1M is S(n) tape-b,ounded 
{M(x) = 4(x) in tape S(n)} > $ for every x of length n in the domain of .I’M. 
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In what follows we consider only constructable tape bounds S(n). A function S(n) 
is constructable if there exists a deterministic Turing machine with one storage tape 
such that, given any input of length n, the machine will halt after a computation in 
which the storage tape head scans exactly S(n) tape squares. 
We now cite two results needed in the next section. The first result gives an upper 
bound on the length of the output o!f a probabilistic Turing machine in terms of the 
tape used by the machine. 
Lemma 1 (121). If S is the Hum tape of the probabilistic Turing machine M, then the 
length of the output of M(x) is no more than the number of instantaneous descriptions of 
M(x) in tape S(x). In particular if S(x) 2 loglxl, then there is a constant c depending on 
M such that 14 (x)1 G c’(‘), where 4 is the partial function computed by M. 
The second result states that 1;robabilistic acceptors can be simulated by deter- 
ministic Turing machines in at most polynomially more space. 
Theorem 2 ([73). Every language recognized by a probabilistic Turing machine within 
tape S(n) Z= log n can be recognized by a deterministic Turing machine within tape 
O(S(n )% 
We outline very briefly the proof of Theorem 2. The computation of an S(n) 
tape-bounded probabilistic machine can be viewed as a Markov process with cScn) 
states. Using techniques for MRAM’s developed by Hartmanis and Simon [3] and 
Pratt and Stockmeyer [6], and the fast matrix inversion algorithm of Csanky [l], 
the transition matrix of the Markov process associated with M(x) can be constructed 
and the limiting probabilities of that matrix can be computed within space O(S~X~)~) 
on a deterministic Turingbmachine. Thus one can deterministically compute the 
probability of accepting at a cost that is only a polynomial in the space used by the 
probabilistic Turing machine being simulated. 
3. The simulation 
In this section we describe the deterministic simulation in space O(S(n)36) of 
arbitrary S(rz) tape-bounded probabilistic Turing machines, thereby extending the 
result of [7] on the simulation of PTM’s that compute 0, l-valued functions. 
Lemma 3. Let C$ be the partial function computed by the Frobabilistic Turing machine 
M, and let qS[i](x) denote the i fh bit of 4(x). If t.@(x) is defined, then B{M[i](x) = 
4[i](x)} > $ for i s 14(x)1 and P{M[i](x) = t}>$ for i > 14(x)1. 
Proof. The majority of possible computations of M with input x halt after printing 
output 4(x). For these computations, if 1 ‘s Ic$(x)l, then M[i](x), the it” bit printed by 
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M(x), equals 4[i](x); and if i B 1+(x)1, then AJ[i](x) = t, since fewer than i bits are 
printed. 
What complicates the construct;ion described below is that the converse to Lemma 
3 does not hold. To see this, let M be a probabilistic machine that outputs two bits, 
chosen independently, so that P(M[i](x) = 1) = $ for i = 1,2. Then P{M[i](x) = 1) > 
4 for I = 1,2 and P{M[i](x) = t}>$ if i > 2, even though the output of M(x) is 
undefined (since the most probable output string has probability $). Thus, in addition 
to computing &[i](x), one must be able in a small amount of tape to determine 
whether d(x) is defined. The earlier result of [2] solved the problem of recognizing 
the domain of 4 by successively verifying that the most probable sequence of bits in 
longer and longer initial substrings of the output was printed by 1M with probability 
greater than i. Unfortunately, no polynomial space bounded deterministic simula- 
tion can afford to store the output of the PTM being simulated, since2 by Lemma 1 the 
output may be exponential in length. 
Lemma 4, P;br every S(n) tape bounded probabilistic Turing machine M, there is a 
deterministic Turing machine that for b in @,I) decides in tape O((log(i) + S(]xl))“) 
whether P{M[i](x) = b) > 5. 
Proof. First we construct aprobabilistic acceptor M’(i, x, b) that accepts (i, x, b) with 
probability P{M[i](x) = b}. M’ behaves much as M would given input x. However, 
M’ prints no output bits, but rather keeps count of the number of output bits written. 
Each time the simulated computation of M(x) prints a bit, M’(i, x, b) increments its 
count of bits written and checks if the count has reached i. When the count equals i, 
then M’ compares b with bi, the bit M(x) has just written, and accepts if and only if 
bi = 6. On the other hand, if the count is less than i, then M’(i, x, b) continues its 
computation just as if it were M(x) and had just printed a bit. 
Since the output tape is write-only, P{M’(i, x, b) accepts} =P{M[i](x) = b}, and in 
particular, M’ accepts (i, x, b) if and only if P{M[i](x) = b}> $. 
A straightforward implementation of M’(i, x, b) can be accomplished in tape 
log(i) + S(lxl). By Theorem 2, M’(i, x, b) can be simu.lated by a deterministic Turing 
machine within tape O((log(i) +S(~X)))~), and therefore we can deterministically 
discover in tape O((log(i) + S(~XI))~) if P{M[i](x) = b} > $. 
Theorem 5. Let M be a probabilistic Turing machine that computes a partial function 
4 within tape S(n ) > log n. There exists a deterministic Turing machine that computes 
4 within space 0(S(n)36). 
roof. WC first construct a probabrhstic machine: M’ that accepts the domain of 4. 
Let c be a constant such that cSfn) bounds above the number of instantaneous 
descriptions of Ad with input x. By Lemma 1, if 4(x) is defined, then 14(x)1 s C? 
Tape-bounded probabilistic Turing machine tram&cc:, s 337 
Given any input, M’ behaves like M except for the printing of output bits. 
Consider the situation when some computation of M(x) is about to write a bit b. 
Instead of printing b, the corresponding computation of M”(x) invokes a deter- 
ministic procedure to decide if P{M[i](x) = b}> $, where i - 1 is the count of output 
bits already written by (the simulated) M(K). If P{M[i](x) = b} > 3, then M’(x) 
increments i and continues its computation exactly as M(x) would after M(x) 
printed b; otherwise M’(x) rejects and halts. 
The probabilistic acceptor M’ simulates M as long as at each output instruc- 
tion M attempts to write only the most probable bit. Thus M’ computes until 
either it reaches the halt state of M, at which point M’ accepts, or until i > cscx) 
or P{M[i](x) = b} c 5, in which cases M’ rejects. 
Suppose that x is in the domain of M. From the construction of M’ we see 
that 
F{M’(x) accepts} = P{M (x) = ~,6 (x)} > i. 
By restricting i to be at most cS(“), we guarantee that log(i) = O(SlxI)). Thus the 
probabilistic acceptor M’ uses tape at most O(S(IX])~) in its deterministic alculation 
of P{M[i](x) = b}, and so by Theorem 2, M’ can be simulated deterministically 
within tape O(S(JXI)~~). 
To conclude the proof, let M” be a deterministic Turing machine that operates as 
follows on input X. First M” simulates M’(x) (deterministically in tape O(S(I,XI)~~) to 
test if x is in the domain of 4. If 4 (x) is defined, then M” successively outputs &l(x), 
the bits of 4(x), until 14 (x)1 bits have been printed. By Lemma 3, M” can calculate 
4[i](x) by seeing which of the probabilities P{M[i](x) = 0) or P{M[i](x) = 1) is 
greater than 4, and by Lemma 4, tape O(S(JxJ)“) is sufficient for these calculations. M” 
halts when all the bits of 4(x) ha.ve been printed, which is determined by both 
P{M[i](x) = 0) G 1 and P{M[i](x) = 1) s $. 
We have established that the cost of deterministically simulating a probabilistic 
Turing machine is only polynomial in the space used by that machine. Nevertheless it
does seem that we are paying an inflated price. One would hope that the space 
required is closer to O(S(n)6) than to 0(S(n)36). Clearly we are paying a premium to 
deterministically simulate the probabilistic acceptor M’. This deterministic simula- 
tion is costly because M’ requires a deterministic simulation of yet another prob- 
abilistic acceptor. Unfortunately, a straightforward application of Simon’s result 
yields an 0(S(n)36) tape bound. 
However, our intuition tells us that the deterministic simulation of a deterministic 
subroutine within a probabilistic procedure should incur a relatively small linkage 
overhead in addition to the space used by the subroutine. In fact, with some minor 
modifications of Simon’s constructions we can show [5] that the probabilistic 
acceptor ’ can be simulated in space 0(S(n)6). 
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