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Re´sume´. L’objectif de ce travail est de proposer une e´criture unifie´e des GLMs (Gen-
eralized Linear Model) multinomiaux permettant d’aborder, en plus des cas classiques de
donne´es cate´gorielles nominales et ordinales, le cas des donne´es cate´gorielles partiellement
ordonne´es. Cette e´criture unifie´e repose sur trois crite`res pour de´finir un GLM multino-
mial et permet de de´finir de nouveaux mode`les. Le choix de la fonction de lien est aussi
plus facilement interpre´table dans ce nouveau cadre. Enfin cette e´criture unifie´e permet le
de´veloppement d’une proce´dure d’estimation unique, base´e sur l’algorithme des scores de
Fisher. Sur cette base, nous proposons une mode´lisation hie´rarchique a` n e´tapes (n ≥ 2),
ge´ne´ralisant le Nested Logit Model de McFadden (1978), le Two-Step Model de Morawitz
et Tutz (1990) et le Partitioned Conditional Model de Zhang et Ip (2012). L’ide´e est de
be´ne´ficier a` chaque e´tape de la mode´lisation de cette e´criture unifie´e. Nous de´taillons le cas
n = 2. Il comprend une e´tape de partitionnement des cate´gories en sous-ensembles et une
e´tape de conditionnement pour chaque sous-ensemble. Cette mode´lisation hie´rarchique
est illustre´ par le cas ce donne´es partiellement ordonne´es.
Mots-cle´s. Donne´es cate´gorielles, GLM multinomial, Donne´es partiellement ordonne´es,
Mode`le hie´rarchique.
Abstract. The objective of this work is to propose a unified writing of multinomial
GLMs (Generalized linear Model) that enables to tackle not only the classical cases of
nominal and ordinal categorical data but also the case of partially ordered categorical data.
This unified writing relies on three criteria to define a multinomial GLM and enables to
define new models. The choice of the link function is also more easily interpretable in this
new setting. Finally, this unified writing enables to design a single estimation procedure
based on Fisher scoring algorithm. On this basis, we propose a hierarchical modelling
with n steps (n ≥ 2) that generalizes the Nested Logit Model of McFadden (1978), the
Two-Step Model of Morawitz and Tutz (1990) and the Partitioned Conditional Model of
Zhang and Ip (2012). The idea is to benefit from this unified writing at each step. We
detail the case n = 2. It involves a partitioning of categories in subsets and a conditioning
step for each subset. This hierarchical modelling is illustrated with the case of partially
ordered categorical data.
Keywords. Categorical data, Multinomial GLM, Partially ordered data, Hierarchical
model.
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1 E´criture unifie´e des GLM multinomiaux
Soient Y la variable re´ponse, a` J cate´gories (J ≥ 2), et x le vecteur des variables ex-
plicatives. Par convention la dernie`re cate´gorie est choisie comme re´fe´rence. La de´finition
d’un GLM multinomial comprend une description de la fonction de lien g entre l’espe´rance
pi = E[Y |X = x] = (pi1, ..., piJ−1)T et le pre´dicteur line´aire η = (η1, ..., ηJ−1)T . C’est un
C1-diffe´omorphisme deM dans S, ou` S est un ensemble ouvert de RJ−1 etM est de´fini par:
M = {pi = (pi1, ..., piJ−1) ∈ ]0, 1[J−1 |
J−1∑
j=1
pij < 1}.
Nous proposons de de´crire les diffe´rentes fonctions de lien g = (g1, . . . , gJ−1) usuelles, sous
la forme suivante :
gj = F
−1 ◦ rj , j = 1, . . . , J − 1,
ou` F est une fonction de re´partion continue et strictement croissante sur R et r =
(r1, . . . , rJ−1)T est un C1-diffe´omorphisme de M dans P , ensemble ouvert de ]0, 1[J−1.
Ainsi :
rj(pi) = F (ηj) , j = 1, . . . , J − 1.
A` partir des diffe´rents mode`les existant dans la litte´rature (cf. Agresti (2002) et Fahrmeir
et Tutz (2001)), nous de´crivons les ratios ci-dessous et e´nume´rons ensuite les lois et
pre´dicteurs line´aires classiques :
Le ratio r
Reference
rj(pi) =
pij
pij + piJ
, j = 1, . . . , J − 1,
Adjacent
rj(pi) =
pij
pij + pij+1
, j = 1, . . . , J − 1,
Sequential
rj(pi) =
pij
pij + . . .+ piJ
, j = 1, . . . , J − 1,
Cumulative
rj(pi) = pi1 + . . .+ pij , j = 1, . . . , J − 1.
La loi de la variable latente F
Toutes les lois continues, avec pour support R, conviennent. Les lois syme´triques les plus
souvent utilise´es sont Logistic et Gaussian . On peut ajouter la loi de Cauchy et de
Student(d) (d e´tant le degre´ de liberte´). Les lois asyme´triques les plus souvent utilise´es
sont Gumbel max et Gumbel min .
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Le pre´dicteur line´aire η
Fahrmeir et Tutz (2001) e´crivent η comme le produit d’une matrice de design Z et du
vecteur de parame`tres β. Les matrices de design classiques sont :
Intercept
Z =

1
1
. . .
1
 ,
Shift
Z =

1 xT
1 xT
. . .
...
1 xT
 ,
Threshold
Z =

1 xT
1 xT
. . .
1 xT
 ,
Threshold-shift
Z =

1 xT1 x
T
2
1 xT1 x
T
2
. . .
...
1 xT1 x
T
2
 .
Finalement, nous caracte´risons un GLM multinomial particulier par le choix des trois
crite`res (F, r, Z) et le re´sumons de la manie`re suivante :
r(pi) = F(Zβ)
ou` F(η) = (F (η1), . . . , F (ηJ−1))T .
La mode´lisation est ainsi simplifie´e et plus facilement interpre´table.
• Le choix de r correspond au choix d’un mode`le totalement ordonne´ (Sequential ou
Cumulative) ou non-ordonne´ (Reference ou Adjacent).
• Le choix de F mode´lise l e´volution des probabilite´s rj(pi) en fonction de x (Fig. 1).
Une loi syme´trique ou non, ou avec des queues plus ou moins lourdes permet de
caracte´riser cette e´volution.
• Le choix de Z correspond a` aucun effet de x (Intercept), un effet commun sur toutes
les cate´gories (Shift) ou un effet diffe´rent (Threshold).
Voici quelques exemples de mode`les classiques (cf. Fahrmeir et Tutz, 2001) e´crits sous
cette forme :
Logit multinomial model :
P (Y = j) =
exp(αj + x
T δj)
1 +
∑J−1
k=1 αk + x
T δk
, j = 1, . . . , J−1 ⇔ (Reference, Logistic, Threshold)
3
Fig. 1 : Re´partion des probabilite´s rj(pi) en fonction de x ∈ R
a. Loi de Gauss b. Loi de Student(1) c. Loi de Gumbel max
Grouped Cox model :
P (Y ≥ j) = exp(− exp(αj+xT δ)), j = 1, . . . , J−1 ⇔ (Sequential, Gumbel min, Shift)
Odds proportional logit model :
log
(
P (Y ≤ j)
1− P (Y ≤ j)
)
= αj + x
T δ, j = 1, . . . , J − 1 ⇔ (Cumulative, Logistic, Shift)
Nous obtenons aussi de nouveaux mode`les graˆce a` certaines combinaisons non-explore´es
(comme (Reference, Gumbel min, Shift) par exemple) ou encore graˆce a` l’ajout des lois
de Cauchy et de Student(d).
Cette e´criture unifie´e permet l’imple´mentation d’une proce´dure d’estimation unique
pour tous les GLMs multinomiaux. Elle est base´e sur l’algorithme des scores de Fisher.
Le calcul de la fonction score se de´compose en une partie de´pendante du triplet (r, F, Z)
et une partie inde´pendante :
∂l
∂β
= ZT ∗ ∂F
∂η
∗ ∂pi
∂r︸ ︷︷ ︸
de´pendant
∗Cov(Y )−1 ∗ [y − pi]︸ ︷︷ ︸
inde´pendant
.
Enfin cette e´criture unifie´e facilite la ge´ne´ralisation a` des GLM multinomiaux hie´rarchiques,
qui permettent, par exemple, la prise en compte d’un ordre partiel sur les cate´gories.
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2 GLM multinomial hie´rarchique
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Dans cette partie nous introduisons le GLM multinomial
hie´rarchique sur un exemple comprenant cinq cate´gories. Sup-
posons qu’il existe un ordre partiel sur celles-ci, re´sume´ par le treillis
ci-contre. Zhang et Ip (2012) de´finissent des e´tapes de partition-
nement des cate´gories en sous-ensembles, de telle sorte qu’a` chaque
e´tape les sous-ensembles soient totalement ordonne´s (au sens faible)
ou bien non-ordonne´s. Ils proposent ainsi a` chaque e´tape, respec-
tivement le GLM ordinal (Cumulative, Logistic, Shift) ou bien le
GLM nominal (Reference, Logistic, Threshold). Nous ge´ne´ralisons
cette ide´e en proposant, a` chaque e´tape, respectivement un GLM
ordinal quelconque ou bien un GLM nominal quelconque.
E´tape de partitionnement des cate´gories en sous-ensembles
Soit la partition suivante: G1 = {1}, G2 = {2}, G3 = {3, 4}, G4 = {5}. Notons p∗ le
vecteur des poids associe´ a` cette partition:
p∗ = (P (Y ∈ G1), P (Y ∈ G2), P (Y ∈ G3)) = (pi1, pi2, pi3 + pi4).
Les ensembles G1, G2, G3 et G4 e´tant totalement ordonne´s (au sens fort), nous choisissons
un GLM ordonne´, c’est-a`-dire un triplet (r∗, F ∗, Z∗) avec un ratio r∗ = Sequential ou r∗ =
Cumulative.
E´tape de conditionnement des cate´gories par rapport a` chaque sous-ensemble
Les groupes G1, G2 et G4 ne contenant qu’une cate´gorie chacun, une deuxie`me e´tape de
mode´lisation n’est pas ne´cessaire. Au contraire, pour le groupe G3, il reste une e´tape de
diffe´rentiation. Notons p3 le vecteur de probabilite´s de taille |G3| − 1 = 1:
p3 = P (Y = 3|Y ∈ G3) = pi3
pi3 + pi4
.
Nous de´finissons alors un GLM pour cette loi conditionnelle par un triplet (r3, F 3, Z3).
Il existe des mode`les hie´rarchiques pour donne´es cate´gorielles comme le Nested Logit
Model de McFadden (1978) ou encore le Two-Step Model de Morawitz et Tutz (1990).
Les deux permettent un changement du pre´dicteur line´aire a` chaque e´tape. L’ide´e du
Nested Logit Model est un peu diffe´rente : les variables explicatives peuvent changer d’un
groupe a` l’autre mais ne le doivent pas d’une cate´gorie a` l’autre d’un meˆme groupe. Cela
revient a` choisir des matrices de design de´pendant de covariables diffe´rentes selon l’e´tape
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de partitionnement (Z∗(x∗)) et selon l’e´tape de conditionnement par rapport a` chacun
des L groupes (Z(1)(x(1)), . . . , Z(L)(x(L))). Pour une partition donne´e, on peut re´sumer
ces deux mode`les comme suit :
Two-Step Model :

r∗ = r1 = . . . = rL = Cumulatif ,
F ∗ = F 1 = . . . = FL,
Z∗(x), Z1(x), . . . , ZL(x).
Nested Logit Model :

r∗ = r1 = . . . = rL = Re´fe´rence,
F ∗ = F 1 = . . . = FL = Logistique,
Z∗(x∗), Z1(x1), . . . , ZL(xL).
On remarque que ces mode`les hie´rarchiques ne modifient pas r et F (c’est-a`-dire la fonction
de lien) d’une e´tape a` l’autre. Au contraire, Zhang et Ip (2012) de´finissent le Partitioned
Conditional Model qui modifie r entre Reference et Cumulative. On peut le re´sumer
comme suit:
Partitioned Conditional Model :

r ∈ {Reference, Cumulatif }L+1,
F ∗ = F 1 = . . . = FL = Logistique,
Z∗(x), Z1(x), . . . , ZL(x).
Finalement Le GLM multinomial hie´rarchique est modulable et la proce´dure d’estimation,
base´e sur l’algorithme des scores de Fisher, se de´compose de la manie`re suivante:
∂l
∂β
= ZT ∗ ∂F
∂η
∗ ∂p
∂r
∗ ∂pi
∂p︸ ︷︷ ︸
de´pendant
∗Cov(Y )−1 ∗ [y − pi]︸ ︷︷ ︸
inde´pendant
L’estimation des GLMs hie´rarchiques pour donne´es cate´gorielles, est ainsi simplifie´e et
leur comparaison se fait a` l’aide de crite`res AIC et BIC par exemple. Nous illustrerons
l’utilisation de ces mode`les sur des donne´es d’architecture de plantes.
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