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Abstract: Vibration measurements provide useful information about a structural system’s 14 
dynamic characteristics and are used in many fields of science and engineering. Here, we present 15 
an alternative non-contact approach to measure dynamic displacements of structural systems using 16 
digital videos. The concept is that intensity measured at a pixel with a fixed (or Eulerian) 17 
coordinate in a digital video can be regarded as a virtual visual sensor (VVS). The pixels in the 18 
vicinity of the boundary of a vibrating structural element contain useful frequency information, 19 
which we have been able to demonstrate in earlier studies. Our ultimate goal, however, is to be 20 
able to compute dynamic displacements, i.e. actual displacement amplitudes in the time domain. 21 





mounted to locations of interest on the structure. By using these targets, intensity can be directly 23 
related to displacement, turning a video camera into a simple, computationally inexpensive, and 24 
accurate displacement sensor with notably low signal-to-noise ratio (SNR). We show that subpixel 25 
accuracy with levels comparable to computationally-expensive block matching algorithms can be 26 
achieved using the proposed targets. Our methodology can be used for laboratory experiments, on 27 
real structures, and additionally we see educational opportunities in the K-12 classroom. In this 28 
paper we introduce the concept and theory of the proposed methodology, present and discuss a 29 
laboratory experiment to evaluate the accuracy of the proposed BWT target, and discuss the results 30 
from a field test of an in-service bridge.  31 
 32 
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 35 
1 Introduction 36 
Structural vibrations contain important information about a structural system’s dynamic 37 
characteristics. Changes over time in the vibration response can be caused by alterations in the 38 
loading, boundary conditions, or degradation of the structural system. As such, structural health 39 
monitoring (SHM) has emerged as a modern asset management support tool to help owners and 40 
managers make more informed decisions regarding repair, optimal intervention, and management 41 
of lifeline assets such as bridges during regular service and after extreme events such as natural 42 
disasters. Vibration-based SHM methods use dynamic characteristics such as natural frequencies 43 
and mode shapes to detect the occurrence of damage and estimate its location and severity [1]–[3]. 44 





The ultimate goal is to have a sensing system that produces objective, quantitative, and accurate 46 
data, inexpensively. Conventional contact-type sensors such as strain gages or accelerometers that 47 
are attached to specific locations of a structure are capable of measuring the response at that 48 
specific point. Accessibility of the member of interest combined with wiring issues in addition to 49 
high local-only sensitivity are some drawbacks of conventional sensors, which have urged 50 
innovation to develop non-contact sensors. On the other hand, laser interferometry instruments are 51 
reliable but comparatively expensive as they use sophisticated equipment and require specialized 52 
trained operators [4]. Photogrammetry methods have been used in the measurement of static 53 
displacements and strains in bridges. More recently, digital image correlation (DIC) and other 54 
block matching algorithms [5],[6] that use digital video data to measure static displacement fields 55 
with high accuracy have been explored [7]–[10]. However, the computational cost of these 56 
methods is relatively high. Efficient yet accurate non-contact methods are needed that are 57 
computationally inexpensive and work with standard digital video cameras. 58 
 59 
In this paper, we propose a simple alternative way to measure structural vibrations using 60 
Eulerian-based virtual visual sensors (VVS), for which the fundamental basis we have developed 61 
earlier [11]–[13] We show that for a black-and-white target (BWT), a linear intensity-displacement 62 
relationship exists for a patch of pixels on the boundary of the target. We refer to this as intensity-63 
to-displacement transform (IDT). It should be noted that this same transform can also be applied 64 
without using BTWs, for example to the edge of a structural member where a distinct boundary 65 
between the member and the background exists. Fig. 1 illustrates the concept of our proposed 66 
methodology: a BWT target is attached to a location of interest. From the digital video extracted 67 





time (green curve) and by employing a linear transformation (= IDT) converted to actual 69 
displacement (blue curve). Also shown is a frequency analysis (red curve), which can be obtained 70 
directly from the intensity time history by using a Fast Fourier transform (FFT). The focus of this 71 
paper is on how to compute displacement time histories (blue curve). 72 
  73 
 74 
Figure 1. Illustration of the proposed methodology to measure structural vibrations using 75 
Eulerian-based virtual visual sensors (VVS). Acronyms: BWT = black-and-white target, FFT = 76 
Fast Fourier transform, IDT = intensity-to-displacement transform. 77 
 78 
2 Background and Theory 79 
As we discussed in [11], [12], change of intensity observed by our Eulerian-based virtual visual 80 
sensor (VVS) did previously not directly correspond to a physical quantity such as displacement, 81 
velocity, or acceleration. In this study, we evaluate the use of simple printed black-and-white 82 
targets (BWT) that allow the measurement of actual dynamic displacements, as visualized in Fig. 83 





pattern colors are represented by the minimum and maximum intensity values (Imin. and Imax., 85 
respectively) corresponding to 0 (= black) and 255 (= white), respectively. The displacement varies 86 
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 90 
where Ip(t) is the average pixel intensity across the patch area, Ap = Wp x Lp (pixel x pixel) for a 91 
frame at time instant, t (sec), x(t) (pixel) measured displacement, and Lp (pixel) is the length of the 92 
patch. It is assumed that intensity across the width of the patch, Wp (pixel) is constant and it 93 
therefore does not appear in Eq. (1). It should be noted that the patch length, Lp (pixel) should be 94 
large enough to account for the maximum displacement amplitude, A (pixel), i.e. Lp > A. At the 95 
same time, the length of the target, Lt (pixel) needs to be able to accommodate for the patch length, 96 
Lp (pixel), i.e. the target cannot leave the patch, otherwise the relationship becomes non-linear. 97 
Finally, there is no perfect BWT target (with perfect black (I = 0) or white (I = 255) intensity 98 
values) in a real setting and measurement noise is always present. The total average noise of the 99 
patch, np(t) can be defined as: 100 
 101 
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Figure 2. Illustration of the VVS measurement process using a black-and-white target (BWT): 107 
the target, which is attached to the vibrating structural element, moves in the x-direction relative 108 
to a fixed patch of pixels, i.e. having Eulerian-coordinates, as a function of time, t.  109 
 110 
As an alternative to Eq. (1), VVS patch intensity, Ip(t) can also be computed as the average 111 
intensity value of all pixels across the patch area, Ap: 112 
 113 
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Figure 3. Illustration for the case where the camera is not oriented perpendicular to the 119 
displacement component of interest, uact. O denotes the camera location and T the center 120 
location of the target mounted to the vibrating structure. a and b represent horizontal and 121 
vertical distance between the camera and the center of the target. 122 
 123 
In order to correlate the observed intensity values to actual displacement, a calibration constant, 124 
B (mm/pixel) needs to be determined. This is done by dividing the actual length of the BWT (mm) 125 
by the corresponding number of pixels (pixels) observed from a selected frame of the video. For 126 
the case where the camera is not oriented perpendicular to the displacement component of interest, 127 
i.e. when b ≠ 0, a geometric correction factor, C (unitless) applies. This factor is calculated based 128 














 (4) 131 
 132 
Motion observed at angles ≠ 90 Degrees about the axis aligned with that motion (in our case 133 





Considering that Ip(t) is known and by using the calibration constant, B (mm/pixel) and the 135 
geometric correction factor, C, the actual dynamic displacement of the target, uact(t) can be 136 
computed using the following relationship: 137 
 138 
    act pu t B C I t    (mm) (5) 139 
 140 
Changing lighting conditions affect the measured intensity values and thus introduce an error in 141 
the prediction of uact(t). This is really only a problem for long-term measurements (e.g. for SHM 142 
applications) but can be addressed by continuously normalizing the difference of the measured 143 
intensity values on the target (Imax – Imin) when lighting conditions change. For short-term 144 
measurements (e.g. annual impact or load tests) where the test time can be selected accordingly, 145 
this effect is negligible. 146 
 147 
The presence of noise may require implementation of a noise reduction technique. Fortunately, 148 
for a BWT the averaging process (expressed by Eqs. (1) and (3)) by itself helps reducing the noise, 149 
i.e. the power of the noise reduces directly with the number of pixels in the patch, N. Assuming 150 























Eq. (6) relates the size of the VVS patch and the power of the noise and the signal. As can be 156 
seen from the second term of the right hand side of Eq. (6), as the number of pixels increases the 157 
power of the noise decreases. However, increasing the length of the patch will have the same effect 158 
on the power of the signal, hence keeping the length as short as possible and the width as large as 159 
possible will maximize the SNR. Substituting N for WpLp in Eq. (6), which is width x length of the 160 
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 164 
Eq. (7) shows that in order to reach the maximum SNR one has to maximize the Wp-to-Lp ratio 165 
keeping in mind that Lp should be able to cover the maximum displacement amplitude, A, as 166 
discussed earlier. For a specific camera and lighting conditions, the pixel noise power can be 167 
assumed constant and the appropriate size of the patch can be specified based on the desired SNR. 168 
The other factor that should be discussed in Eq. (7) is the second factor,  max minI I , which has a 169 
more significant effect on the SNR. It can be concluded from Eq. (7) that the higher the contrast 170 
between black and white in the target, the higher the SNR will be. 171 
 172 
3 Experiments  173 
3.1 Laboratory Setup and Instrumentation 174 
A laboratory-scale three-degree-of-freedom structural system (Total height = 610 mm (2 ft) as 175 





The structure was excited by introducing random initial displacements at two locations on the 177 
structure by hand followed by a sudden release to initiate free vibration. A digital camera (GoPro 178 
Hero 3, shown in Fig. 4 (c))) capturing the free vibration response was located 305 mm (1 ft) away 179 
from the structure. The displacement of the first floor was also measured using a 12.7 mm (0.5 in) 180 
amplitude potentiometer (Fig. 4 (b)) connected to a high-speed data acquisition system (Fig. 4 (a)) 181 
using a sampling frequency of 1200 Hz. The frame rate of the digital camera was 60 frames per 182 
seconds (fps).  183 
 184 
 185 
Figure 4. Experimental setup: (a) high-speed data acquisition system, (b) potentiometer to 186 
measure displacements at the first story mass, (c) digital camera to collect VVS data, and (d) 187 
three-degree-of-freedom laboratory structure. 188 
 189 





In order to compare the two measured signals, two steps have to be taken: (1) synchronization of 191 
the signals in the time domain and (2) multiplication of the measured signals by their appropriate 192 
calibration factors to obtain actual displacement from the measured data. It is good to mention that 193 
the  max minI I  value was assumed to be constant, which proved to be a correct assumption based 194 
on the data. Also the calculation of this value was based on the average of a black and white patch 195 
of pixels on the target that was taken from a snapshot of the videos.  For step (1), both camera and 196 
potentiometer data were interpolated linearly to two equivalent 3000 Hz signals. Based on the 197 
maximum correlation between the two signals, the time lag between the two signals was calculated 198 
and one of the signals shifted so that they had a common time axis. In order to achieve actual 199 
displacement for step (2), the potentiometer was calibrated against a precision height gage. The 200 
mean calibration factor was found to be 1.257 mm/V (0.0495 in/V). For the camera intensity data, 201 
the known target length, Lt was measured in a video frame in terms of pixels, which produced a 202 
mean calibration factor of 0.279 mm/pixel (0.011 in/pixel).  203 
 204 
In addition to the independent application of calibration factors as described above, it was also 205 
possible to multiply the VVS intensity data by a factor that minimizes the second norm of 206 
difference, or error, between the two measurements. This case represents the optimal estimate of 207 
the displacement for the VVS, assuming the potentiometer represents an accurate reference 208 
measurement. Obviously, in a real life scenario only the first approach can be used where a 209 
calibration factor has to be estimated from the video data. It should be noted that the potentiometer 210 
serves as the reference measurement but does not necessarily produce a more accurate 211 
displacement. This was particularly visible at the peak displacement points and is discussed in 212 






4 Results 215 
4.1 Accuracy of Proposed Approach 216 
Two VVS patch sizes, Wp x Lp = 40 x 50 and 40 x 100 pixels, were selected to study how the 217 
accuracy of the measurements change with the size of the VVS patch, Ap. Fig. 5 shows a snapshot 218 
of a video frame with the target and the two evaluated VVS patch sizes. 219 
 220 
 221 
Figure 5. Photo of BWT target with two VVS patch sizes: (a) 40 x 50 pixel patch and (b) 40 x 222 
100 pixel patch. 223 
 224 
Fig. 6 shows a comparison of a sample measurement using independent calibration factors, as 225 
described in Section 3.2. As can be observed from Fig. 6 (a), the displacements measured by the 226 
VVS and the potentiometer are, qualitatively, in close agreement for both patch sizes. However, 227 
the inserts in Fig. 6 (a) reveal that the end of the signal of the 40 x 100-pixel patch resembles the 228 
potentiometer’s measurement more closely. A direct correlation between the two measurements 229 
(Fig. 6 (b)) shows approximately a straight line with a slope of 0.95 and 0.92 with a squared 230 
correlation coefficient of 99.6 and 99.9% for the patch size of 40 x 50 and 40 x 100 pixels, 231 





measuring the distance between the 95% prediction limits shown in Fig. 6 (b) (red dotted lines) 233 
and found to be 0.12 and 0.24 mm (0.0047 and 0.0094 in) for the patch size of 40 x 50 and 40 x 234 
100 pixels, respectively. Furthermore, in Fig. 6 (c), which shows the absolute value of the 235 
difference between the two measurements, less than 2% of the signal difference is greater than a 236 
pixel size and roughly 90% of the time the difference is less than half of a pixel size. It can further 237 
be observed that the difference shows distinct evenly-spaced peaks that are highest at the beginning 238 
of the signal. Also, they appear to coincide with the peak amplitudes of the signal. The difference 239 
is likely due to an error in the potentiometer measurement, when the direction of the displacement 240 
changes. Unfortunately, it was not possible for us to ascertain this claim completely. In the future, 241 
we plan to perform further laboratory tests using a laser vibrometer. Despite this uncertainty, our 242 
data shows that subpixel-level accuracy is achievable with high confidence. The actual difference 243 
in terms of noise can be observed by visually comparing the curves in Fig. 6 (c) between 4 and 6 244 
s. The distribution of the error with mean,  and standard deviation,  is shown in Fig. 6 (d). It can 245 
be observed from the distribution of the signal difference that it appears to follow a Normal 246 






Figure 6. Comparison of results using independent calibration factors, 40 x 50 pixels (left 249 
column) and 40 x 100 pixels (right column): (a) Time history signals of VVS patch data and 250 
potentiometer, (b) correlation between the two measurements with regression lines, (c) absolute 251 






Fig. 7 shows the case where the calibration factor for the VVS was optimized as discussed in 254 
Section 3.2. Fig. 7 (a) compares with Fig. 6 (a) while correlation plots shown in Fig. 7 (b) are even 255 
better compared to Fig. 6 (b). The slope of the prediction line in Fig. 6 (b) is 0.99 and 0.98 with a 256 
squared correlation coefficient of 99.5 and 99.9% for the patch size of 40 x 50 and 40 x 100 pixels, 257 
respectively. The absolute prediction error at the 95% confidence level, computed as described 258 
earlier, was found to be 0.26 and 0.11 mm (0.01 and 0.0043 in) for the patch size of 40 x 50 and 259 
40 x 100 pixels, respectively. The maximum signal difference (Fig. 7 (c)) is reduced by almost 260 
half of a pixel size as compared to Fig. 6 (c). Comparing the patch sizes in Fig. 7 (d), it can be 261 
observed that the standard deviation of the pixel error has been significantly decreased from 0.23 262 
pixels to 0.12 pixels for the 40 x 50-pixel patch compared to the 40 x 100-pixel patch, respectively. 263 
Also, with a confidence of more than 90%, the error in the smaller patch is less than one third of a 264 
pixel size while in the bigger patch it is less than one fifth of a pixel size. Again, this approach 265 
represents the case where the calibration factor for the VVS sensor was optimized by minimizing 266 
the difference between the two measurements.  267 
In conclusion from Figs. 6 and 7, we have demonstrated that subpixel accuracy can be achieved 268 
with high confidence, even without implementing a computationally-expensive block matching 269 
algorithm, and that estimates of the dynamic displacement can be achieved in a laboratory setting 270 







Figure 7. Comparison of results using calibration factors based on minimized difference 274 
between measurements, 40 x 50 pixels (left column) and 40 x 100 pixels (right column): (a) 275 
Time history signals of camera and potentiometer, (b) correlation between the two 276 
measurements with regression lines, (c) absolute value of the difference between the two 277 






Table 1 summarizes the main results of the accuracy evaluation presented in this section. It can 280 
be seen that the larger VVS patch (40 x 100 pixels) was closer to the potentiometer reading 281 
compared to the smaller patch (40 x 50 pixels). For the displacements computed using the 282 
independent factors, the larger sized VVS patch was closer to the potentiometer measurement. 283 
However, the standard deviation of the difference for the larger patch remained the same because 284 
of the calibration issues explained earlier. While this type of comparison can likely not be 285 
performed in the field, as it would require an independent physical measurement of the 286 
displacement, it allowed us to isolate and study the calibration errors and the inherent irreducible 287 
noise using the proposed VVS. 288 
 289 
4.2 Relationship of Noise and Patch Size 290 
Fig. 8 (d) shows the relationship between patch noise and number of pixels in a VVS patch as 291 
defined theoretically by Eq. (7) and observed experimentally. As can be seen in Fig. 8 (a), the 292 
power of the noise is close to the theoretical values. Figs. 8 (b) and (c) show the distribution of the 293 
noise for one pixel and a patch of 10 x 10 pixels. As can be observed, the noise in the patch follows 294 
a Normal distribution and its power is one order of magnitude smaller than that for one pixel. Also, 295 
the SNR values approximately change linearly with the width to length ratio of the patch as 296 







Figure 8. Noise power and the signal-to-noise ratio (SNR): (a) Power of the noise vs. the 300 
number of pixels in the VVS patch (N), (b) histogram of noise in one pixel, (c) histogram of noise 301 
in a 10 x 10-pixel patch, and (d) the SNR values vs. width over length of the patch. 302 
 303 
4.3 Dynamic In-Service Load Test on the Streicker Bridge  304 
In order to evaluate the applicability of the proposed methodology in a real-world scenario, the 305 
Streicker Bridge was tested dynamically with a black-white target (BWT) to compute 306 
displacement. Located on the Princeton University campus, the bridge has a unique design with a 307 
straight main deck section supported by a steel truss system underneath and four curved ramps 308 
leading up to the straight sections, as shown in Fig. 9. One of the ramps was instrumented with a 309 
fiber-optic measurement system during construction by Br. Branko Glisic from Princeton 310 





standard Canon EF 75-30mm zoom lens aimed at one of the ramps, to take a 60 fps video while a 312 
number of volunteers jumped up and down on it. A VVS patch having 60 x 20 pixels was chosen 313 
to compute displacements. As can be seen in Fig. 8, the VVS is located at a black-and-white edge 314 
on a target mounted to the edge of the bridge slab. This target was set up by Dr. Maria Feng’s 315 
research team from Columbia University, who collected data for evaluation of their own video-316 
based monitoring methodology [15]. The relationships in Eqs. (1) and (5) were used to compute 317 
the actual vertical dynamic displacement from the collected VVS patch. The calibration constant, 318 
B was estimated from the target size as 17.3 (mm/pixel); the geometric correction factor, C 319 







Figure 9. Photograph of the Streicker Bridge showing the measurement setup and the location 323 
of the VVS. The insert shows the location of the 60 x 20 pixel VVS patch (red rectangular). The 324 
target was installed by Dr. Maria Feng’s research team from Columbia University [15]. 325 
 326 
The computed vertical displacement response of the ramp section due to the described dynamic 327 
forcing for a duration of 15 seconds is presented in Fig. 10. In our earlier paper we already reported 328 
that the natural frequencies for this same test were found to be the same as those measured by the 329 
fiber-optic measurement system [14]. Although we have no other physical measurement available 330 





the Columbia University team reported [15]. Also, the frequency peak is exactly the same as 332 
reported by the same group. 333 
 334 
 335 
Figure 10. Results from the dynamic load test on the Streicker Bridge: (a) Computed actual 336 
vertical displacement time history and (b) frequency response of signal (a). 337 
 338 
5 Discussion and Conclusions 339 
The objective of this study was to evaluate the possibility of computing actual dynamic 340 
displacements using Eulerian-based virtual visual sensors (VVS) . This is based on the idea that 341 
either an edge of a vibrating structural element or a black-and-white target (BWT) can be 342 
monitored by a patch of pixels. The noise in the VVS sensor was found to be inversely related to 343 





 The use of BWT allows for accurate computation of dynamic displacements of a vibrating 345 
structural element comparable to the measurements from a potentiometer. 346 
 The laboratory tests demonstrated that sub-pixel accuracy can be achieved similar to block 347 
matching algorithms. The absolute prediction error at the 95% confidence limit was found to 348 
be approximately 0.25 mm (0.01 in) relative to the reference measurement. 349 
 The accuracy in the measurement of the displacement implies that change of intensity is highly 350 
sensitive to even tiny amounts of movement, which results in the fact that natural frequencies 351 
can be measured as proposed in [11]–[13] even if the displacement is much less than a pixel 352 
size.  353 
 Our proposed approach also works in the field, as demonstrated by the measurements of the 354 
Streicker Bridge. A direct validation was not possible since no other physical displacement 355 
data was available, which is typically the case for field measurements. However, the frequency 356 
content of the signal has already been verified in [18] and the displacement amplitude as well 357 
as the frequency peak is comparable to what the team from Columbia University found [15]. 358 
 The influence of camera movement and changes in lighting conditions need to be addressed 359 
further in future research. 360 
 361 
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(see Fig. 6) 
Minimization of signal 
difference 
(see Fig. 7) 
Size of the patch 40 x 50 40 x 100 40 x 50 40 x 100 
Correlation Coefficient 0.998 1.000 0.998 1.000 
Maximum difference in pixel size 1.5 1.2 1.5 0.6 
Mean of the difference 0.105 0.007 0.018 -0.014 
Standard deviation of the difference 0.277 0.300 0.236 0.124 
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