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Abstract
Second-order optimality conditions for vector nonlinear programming problems
with inequality constraints are studied in this paper. We introduce a new second-order
constraint qualification, which includes Mangasarian-Fromovitz constraint qualification
as a particular case. We obtain necessary and sufficient conditions for weak efficiency of
problems with a second-order pseudoconvex vector objective function and quasiconvex
constraints. We also derive Lagrange multiplier characterizations of the solution set of
a scalar problem with a second-order pseudoconvex objective function and quasiconvex
inequality constraints, provided that one of the solutions and the Lagrange multipliers
in the Karush-Kuhn-Tucker conditions are known. At last, we introduce a notion of a
second-order KKT-pseudoconvex problem with inequality constraints. We derive suf-
ficient and also necessary conditions for efficiency of second-order KKT-pseudoconvex
problems. Three examples are presented.
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1 Introduction
Second-order optimality conditions of Karush-Kuhn-Tucker type play essential role in devel-
opment of the contemporary vector optimization. In the necessary conditions, the authors
suppose some constraint qualifications to ensure the vector of the Lagrange multipliers in
front of the components of the objective function to be different from zero. Several second-
order constraint qualifications (in short, SOCQ) have been introduced for this aim.
In the present paper, we deal with optimality criteria of Karush-Kuhn-Tucker type for
the nonlinear programming problem with inequality constraints:
Minimize f(x) subject to g(x) ≦ 0, (VP)
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where f : X → Rn and g : X → Rm are given vector real-valued functions, defined on
some open set X in the finite-dimensional space Rs. All results given here are obtained for
nonsmooth problems in terms of the standard second-order directional derivative.
In Section 3, we derive second-order necessary conditions for a weak efficiency for prob-
lems with C1 (i.e. continuously differentiable) data. We introduce a new second-order
constraint qualification. It includes a second-order derivative and extends the Mangasarian-
Fromovitz constraint qualification [14]. We call it second-order Mangasarian-Fromovitz
constraint qualification (in short SOMFCQ). If the constraints satisfy the Mangasarian-
Fromovitz CQ, then they satisfy the second-order one. We show that the necessary con-
ditions without any constraint qualification are sufficient for weak global efficiency. In our
necesary and sufficient conditions, we suppose that all components of the objective function
are second-order pseudoconvex, a notion recently introduced by Ginchev and Ivanov [5], and
the constraint functions are quasiconvex.
In particular, we extend the result [4, Theorem 1] to the multiobjective case. We also
improve several classical sufficient optimality conditions concerning first-order case (see for
example, [1, Theorem 4.2.11]).
In 1988, Mangasarian [12] obtained characterizations of solution sets of convex programs
in terms of a known solution. Later appeared other characterizations of the solution set of the
scalar nonlinear programming problem, which concern convex, pseudolinear, pseudoconvex,
invex and other types of problems. Jeyakumar, Lee and Dinh obtained Lagrange multiplier
characterizations of a convex problem with inequality constraints and more general ones,
provided that the Karush-Kuhn-Tucker multipliers are also known. Recently Suzuki and
Kuroiwa [16] obtained characterizations of the solution set of quasiconvex set-constrained
problem in terms of the Greensberg-Pierscalla subdifferential. Ivanov [9] derived charac-
terizations of the solution sets of differentiable quasiconvex set-constrained and inequality-
constrained problems.
In Section 4, we derive characterizations of the solution set of the scalar problem with
inequality constraints in terms of a known solution x¯ and known Karush-Kuhn-Tucker mul-
tipliers. We suppose in them that the objective function is second-order pseudoconvex, the
inequality constraints are quasiconvex, and the set-constraint is convex, not necessarily open.
In Section 5, we introduce a notion of a pseudoconvex vector function. We obtain nec-
essary and sufficient conditions for global efficiency in pseudoconvex vector problems. In
particular, we extend [7, Theorem 3.1 a] to the vector case.
The preprint [8] contains an initial version of this work. Especially, the sufficient condi-
tions in Theorems 1 and 3 appeared there.
2 Preliminaries
We begin with some preliminary definitions. Denote by R the set of reals, by Rn+ the orthant
in Rn with non-negative components, and let R = R ∪ {−∞} ∪ {+∞}. We suppose the
following rule for multiplication with infinities: 0.(±∞) = 0.
Let the function f : X → Rn with an open domain X ⊂ Rn be differentiable at the point
x ∈ X . Then, the second-order directional derivative f ′′(x, u) of f at the point x ∈ X in
direction u ∈ Rs is defined as element of R by
f ′′(x, u) = lim
t→+0
2t−2[f(x+ tu)− f(x)− t〈∇f(x), u〉].
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The function f is called second-order directionally differentiable on X , iff the derivative
f ′′(x, u) exists for each point x ∈ X and any direction u ∈ Rs.
The above derivative exists for large class of nonsmooth functions, including l1-functions,
max-functions, and exact penalty functions [2]. If the function belongs to the class C1,1,
then it is always finite.
Recall that a scalar function f : X → R is said to be (semistrictly) quasiconvex at the
point x ∈ X (with respect to X ⊂ Rs) [13], iff the conditions
y ∈ X, f(y) ≦ f(x), t ∈ [0, 1], (1− t)x+ ty ∈ X imply f((1− t)x+ ty) ≦ f(x)
(y ∈ X , f(y) < f(x), t ∈ (0, 1), (1− t)x+ ty ∈ X imply f((1− t)x+ ty) < f(x)).
When the set X is convex the function f is called quasiconvex or semistrictly quasiconvex
on X , iff these implications are satisfied for every x ∈ X .
Throughout this paper, we use the following notations comparing the vectors x and y
with components xi and yi in finite-dimensional spaces:
x < y, if xi < yi for all indexes i;
x ≦ y, if xi ≦ yi for all indexes i;
x ≤ y, if xi ≦ yi for all indexes i with at least one being strict.
A feasible point x¯ ∈ S is called a (weak) local Pareto minimizer, or (weakly) efficient,
iff there exists a neighborhood U ∋ x¯ such that there is no x ∈ U ∩ S with f(x) ≤ f(x¯)
(f(x) < f(x¯)). The point x¯ ∈ S is called a (weak) global Pareto minimizer, iff there does
not exist x ∈ S with f(x) ≤ f(x¯) (f(x) < f(x¯)).
It is obvious that every efficient point is weakly efficient. The converse is not satisfied
(see, for example, the book [15]).
Consider the problem (VP). Denote
S := {x ∈ X | gj(x) ≤ 0, j = 1, 2, . . . , m}.
For every feasible point x ∈ S let A(x) be the set of active constraints
A(x) := {j ∈ {1, 2, . . . , m} | gj(x) = 0}.
A direction d is called critical at the point x ∈ S, iff
〈∇fi(x), d〉 ≦ 0 for all i ∈ {1, 2, . . . , n, } and 〈∇gj(x), d〉 ≦ 0 for all j ∈ A(x).
Consider the following scalar problem:
Minimize h(x) subject to gi(x) ≦ 0, i = 1, 2, ...m, (SP)
where h : X → R, gi : X → R, i = 1, 2, ..., m are given real-valued functions, defined on
some open set X ⊂ Rs.
The following theorem, which contains second-order necessary conditions for the scalar
problem (SP), is due to Ginchev and Ivanov [4]:
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Lemma 1. Suppose that X is an open set in the space Rs, and the functions h, gi, (i =
1, 2, ..., m) are defined on X. Let the feasible point x¯ be a local minimizer of the problem
(SP), and the functions h, gi belong to the class C
1, i ∈ A(x¯)}. Suppose that they are second-
order directionally differentiable at x¯ in every critical direction d ∈ Rn, and the functions gi
(i /∈ A(x¯)) are continuous at x¯. Then corresponding to any critical direction d there exist
non-negative multipliers λ, µ1, ..., µm, not all zero, such that
µigi(x¯) = 0, i = 1, 2, ..., m, ∇L(x¯) = 0,
λ∇h(x¯) = 0, µi〈∇gi(x¯), d〉 = 0, i ∈ A(x¯),
L′′(x¯, d) = h′′(x¯, d) +
∑
i∈A(x¯)
µig
′′
i (x¯, d) ≧ 0.
The following result is known and it could be found, for instance, in the book [13] (see
Theorem 9.1.4]).
Lemma 2. Let X be an open set in Rs, and let f be a real scalar function, defined on
X, which is both differentiable and quasiconvex at the point x ∈ X. Then, the following
implication holds:
y ∈ X, f(y) ≦ f(x) =⇒ 〈∇f(x), y − x〉 ≦ 0.
Let the scalar function f : X → R with an open domain X ⊂ Rs be differentiable at the
point x ∈ X . Then, f is said to be pseudoconvex at x ∈ X , iff y ∈ X and f(y) < f(x) imply
〈∇f(x), y − x〉 < 0. If f is differentiable on X , then it is called pseudoconvex on X , when
f is pseudoconvex at each x ∈ X .
The following definition is due to Ginchev and Ivanov [5].
Definition 1. Consider a function f : X → Rn with an open domain X, which is differ-
entiable at x ∈ X and second-order directionally differentiable at x ∈ X in every direction
y − x such that y ∈ X, f(y) < f(x), 〈∇f(x), y − x〉 = 0. Then, f is called second-order
pseudoconvex at x ∈ X, iff for all y ∈ X the following implications hold:
f(y) < f(x) implies 〈∇f(x), y − x〉 ≦ 0;
f(y) < f(x), 〈∇f(x), y − x〉 = 0 imply f ′′(x, y − x) < 0.
Suppose that f is differentiable on X and second-order directionally differentiable at every
x ∈ X in each direction y − x such that y ∈ X, f(y) < f(x), 〈∇f(x), y − x〉 = 0. Then, f
is second-order pseudoconvex on X, iff it is second-order pseudoconvex at every x ∈ X.
It follows from this definition that every differentiable pseudoconvex function is second-
order pseudoconvex. The converse does not hold.
The following result is a particular case of Theorem 4 in [5]:
Lemma 3. Every radially lower semicontinuous second-order pseudoconvex function, which
is defined on some convex set X ⊂ Rs, is semistrictly quasiconvex on X, and moreover, it
is quasiconvex on X.
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Consider the following sets:
Ck = {x ∈ X | g(x) ≦ 0, fi(x) ≤ fi(x¯), i 6= k}. (1)
The following result is due to Luc and Schaible [11]:
Lemma 4. Let the functions fi (i = 1, 2, . . . , n) be quasiconvex and semistrictly quasiconvex.
Then, the point x¯ is a weak Pareto minimizer, if and only if there exists an index k ∈
{1, 2, . . . , n} such that x¯ minimizes some component fk of the vector function f over the
constraint set Ck, defined by equation (1).
It is said that Mangasarian-Fromovitz constraint qualification [14] holds at the point x¯,
iff there exists a vector u such that
〈∇gj(x¯), u〉 < 0, ∀ j ∈ A(x¯).
3 Necessary and sufficient conditions for a weak global
minimum
In this section, we derive necessary and sufficient optimality conditions for weak efficiency
in the problem (VP).
We introduce the following more general constraint qualification:
Definition 2. The following condition is an extension of Mangasarian-Fromovitz constraint
qualification: there exists a direction d ∈ Rn and a set of indexes K, K ⊂ A(x¯) such that
〈∇gj(x¯), d〉 = 0, g
′′
j (x¯, d) < 0, j ∈ K
〈∇gj(x¯), d〉 < 0, j ∈ A(x¯) \K.
(2)
The constraint qualification from Definition 2 can be easy verified. We call it second-order
Mangasarian-Fromovitz constraint qualification (in short, SOMFCQ), because second-order
derivatives appear in SOMFCQ.
Theorem 1. Let the point x¯ be feasible for the problem (P). Suppose that the set X is convex,
the vector function f and the scalar functions gj, j ∈ A(x¯) are continuously differentiable,
the functions gj, j /∈ A(x¯) are continuous at x¯, f and g are second-order directionally differ-
entiable at x¯ in every critical direction d, all components of f are second-order pseudoconvex,
all components of g are quasiconvex.
Let x¯ be a weak Pareto minimizer. Then, for every direction d ∈ Rs there exist Lagrange
multipliers λ ∈ Rn+, µ ∈ R
m
+ with (λ, µ) 6= (0, 0) such that
µigi(x¯) = 0, i = 1, 2, ..., m,
and the following conditions are satisfied:
〈∇L(x¯), d〉 > 0, (3)
if d is not critical, or
∇L(x¯) = 0, L′′(x¯, d) =
n∑
i=1
λif
′′
i (x¯, d) +
∑
j∈A(x¯)
µjg
′′
j (x¯, d) ≧ 0, (4)
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if d is critical. If we suppose additionally that SOMFCQ holds, then there exists a direction
d and vector multipliers λ, µ with non-negative components such that (3) and (4) hold with
λ 6= 0. Here, L is the Lagrange function L =
∑n
i=1 λifi +
∑m
j=1 µjgj.
Conversely, suppose that for every critical direction d ∈ Rs there exist Lagrange multipli-
ers
λ = (λ1, λ2, . . . , λn) ∈ R
n
+, µ = (µ1, µ2, . . . , µm) ∈ R
m
+ with λ 6= 0
such that conditions (4) are satisfied. Then, x¯ is a weak global Pareto minimizer.
Proof. Let x¯ be a weak minimizer. We prove that conditions (3) and (4) hold. It follows
from Lemma 3 that all components of f are semistrictly quasiconvex and quasiconvex. Then,
it follows from Lemma 4 that there exists an index k ∈ {1, 2, . . . , m} such that x¯ minimizes
the function fk over the set Ck.
We prove that the second-order KKT conditions are satisfied. Let 〈∇fi(x¯), d〉 > 0 for
some index i ∈ {1, 2, . . . , n}. Then the condition (3) is fulfilled with
µ1 = µ2 = · · · = µm = 0, λk = 0, when k 6= i, λi = 1.
Consider the case, when 〈∇fi(x¯), d〉 ≤ 0 for all indexes i = 1, 2, . . . , n. It is possible that
for some index j ∈ A(x¯) is satisfied the inequality 〈∇gj(x¯), d〉 > 0. In this case, we could
take µj to be a sufficiently large positive number and µk = 0, when k 6= j, λi = 1 for all
i = 1, 2, . . . , n. This choice will ensure condition (3). Otherwise, we have 〈∇gj(x¯), d〉 ≤ 0,
j ∈ A(x¯), which implies that d is a critical direction. Then, the Fritz-John type second-order
conditions
∇L(x¯) = 0,
n∑
i=1
λif
′′
i (x¯, d) +
∑
j∈A(x¯)
µjg
′′
j (x¯, d) ≥ 0, (λ, µ) 6= (0, 0) (5)
follow directly from Lemmas 4 and 1, taking into account that the constraints fj(x)−fj(x¯) ≦
0 are active at x¯.
Let SOMFCQ hold. We prove that there exists a direction d and multipliers λ, µ such
that λ = λ(d) 6= 0. Suppose the contrary that λ = 0 for every direction d. Let d¯ be the
direction, which satisfies SOMFCQ. It is impossible that 〈∇fi(x¯), d¯〉 > 0 for some index
i ∈ {1, 2, . . . , n}, because the choice µ1 = µ2 = · · · = µm = 0, λk = 0 when k 6= i, λi = 1
will ensure 〈∇L(x¯), d¯〉 > 0 and λ 6= 0, which is impossible according to our assumption.
Therefore, 〈∇fi(x¯), d¯〉 ≤ 0 for all indexes i = 1, 2, . . . , n. It follows from here that d¯ is
critical, because it satisfies SOMFCQ. By Fritz John conditions (5) and λ = 0, we conclude
that there exists a multiplier µ = (µ1, µ2, . . . , µm) ∈ R
m
+ with µ 6= 0 such that
µj〈∇gj(x¯), d¯〉 = 0, j ∈ A(x¯), (6)
∑
j∈A(x¯)
µjg
′′
j (x¯, d¯) ≧ 0. (7)
Denote by K1(d) the index set, which depend on d, such that
K1(d) := {j ∈ A(x¯) | 〈∇gj(x¯), d〉 = 0}.
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According to the SOMFCQ the direction d¯ and the set of indexes K(d¯) satisfy the conditions
〈∇gj(x¯), d¯〉 = 0, g
′′
j (x¯, d¯) < 0, j ∈ K(d¯)
〈∇gj(x¯), d¯〉 < 0, j ∈ A(x¯) \K(d¯).
(8)
By SOMFCQ, we could suppose without loss of generality that K1(d¯) = K(d¯). By the
equations (6), we have µj(d¯) = 0 for all j ∈ A(x¯) \ K(d¯). It follows from µ(d¯) 6= 0 that
K(d¯) 6= ∅, and for every j ∈ K(d¯) such that µj(d¯) 6= 0, we have 〈∇gj(x¯), d¯〉 = 0, g
′′
j (x¯, d¯) < 0.
This is a contradiction to the condition
∑
j∈A(x¯)
µj(d¯)g
′′
j (x¯, d¯) ≧ 0,
which follows from (7).
Conversely, suppose that for every critical direction d there exist λ and µ, which satisfy
conditions (4). We prove that x¯ is a weak global Pareto minimum. Assume the contrary that
there exists x ∈ S with f(x) < f(x¯). We prove that x− x¯ is a critical direction. By second-
order pseudoconvexity, 〈∇fi(x¯), x− x¯〉 ≦ 0 for all i = 1, 2, . . . , n. Due to quasiconvexity and
gj(x) ≦ gj(x¯), j ∈ A(x¯), by Lemma 2, we have 〈∇gj(x¯), x − x¯〉 ≦ 0 for all j ∈ A(x¯), which
implies that the direction x− x¯ is critical. Using the assumptions of the theorem, we obtain
that there exist vector multipliers λ and µ with non-negative components such that
µjgj(x¯) = 0, j = 1, ..., m, 〈∇L(x¯), x− x¯〉 = 0, L
′′(x¯, x− x¯) ≧ 0.
Therefore, µj = 0, when j /∈ A(x¯). Using that the direction x− x¯ is critical, we obtain
〈∇L(x¯), x− x¯〉 =
n∑
i=1
λi〈∇fi(x¯), x− x¯〉+
∑
i∈A(x¯)
µi∇gi(x¯)(x− x¯) ≦ 0.
Hence,
λi〈∇fi(x¯), x− x¯〉 = 0, ∀ i = 1, 2, . . . , n
µj〈∇gj(x¯), x− x¯〉 = 0, ∀ j ∈ A(x¯).
Then, 〈∇fi(x¯), x− x¯〉 = 0 for all indexes i with λi > 0, and 〈∇gj(x¯), x− x¯〉 = 0 when µj > 0.
It follows from second-order pseudoconvexity that f ′′i (x¯, x− x¯) < 0 for all i = 1, 2, . . . , n such
that λi 6= 0. It follows from quasiconvexity of g that
g′′j (x¯, x− x¯) = lim
t→+0
gj(x¯+ t(x− x¯))− gj(x¯)− t〈∇gj(x¯), x− x¯〉
t2/2
≦ 0.
for all j ∈ A(x¯) with µj > 0. There exist Lagrange multipliers λi with strictly positive
values, because λ 6= 0. We conclude from here that
L′′(x¯, x− x¯) =
n∑
i=1
λif
′′
i (x¯, x− x¯) +
∑
j∈A(x¯), µj>0
µj g
′′
j (x¯, x− x¯) < 0,
which is a contradiction.
The following example shows how Theorem 1 can be applied in practical problems.
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Example 1. Consider the problem
Minimize f(x) = (f1(x), f2(x)) subject to g(x) ≦ 0,
where the function f1 : R
2 → R is defined as follows:
f1(x) =


x21 + x
2
2, x1 ≥ 0, x2 ≥ 0,
x22 − x
2
1, x1 ≤ 0, x2 ≥ 0,
−x21 − x
2
2, x1 ≤ 0, x2 ≤ 0,
x21 − x
2
2, x1 ≥ 0, x2 ≤ 0,
f2 : R
2 → R and g : R2 → R are the functions of two variables
f2(x) = −x1 − x2 +
√
(x1 − x2)2 + 4, g(x1, x2) = −x1 − x2.
The function f1 is second-order pseudoconvex and continuously differentiable, f2 is con-
vex, and g is linear.
The points x = (x1, x2) such that x1 = x2 ≥ 0 are weakly effective. Indeed, let x1 > x2 ≧
0, or x1 + x2 > 0, x1 > 0, x2 < 0, or x1 + x2 = 0, x1 > 0. Then the direction d = (d1, d2)
such that d1 + d2 = 0, d1 < 0 ensure 〈∇f1(x), d〉 < 0, 〈∇f2(x), d〉 < 0. Let x2 > x1 ≧ 0, or
x1 + x2 > 0, x1 < 0, x2 > 0, or x1 + x2 = 0, x2 > 0. Then the direction d = (d1, d2) such
that d1 + d2 = 0, d2 < 0 ensure 〈∇f1(x), d〉 < 0, 〈∇f2(x), d〉 < 0. Therefore, these points
are not weakly effective. Let x1 = x2 ≧ 0, d1 + d2 ≧ 0. Then f1(x + td) > f1(x) for all
sufficiently small positive numbers t. Let x1 = x2 ≧ 0, d1+ d2 < 0. Then f2(x+ td) > f2(x)
for all sufficiently small positive t. Suppose that x1 = x2 = 0. If d1 ≧ 0, d2 ≧ 0, d 6= 0, or
d1 > 0, d2 < 0, d1 + d2 > 0, or d1 < 0, d2 > 0, d1 + d2 > 0, then f1(x+ td) > f1(x) for all
sufficiently small positive t. If d1 + d2 = 0, then f1(x + td) = f1(x), but f2(x + td) > f2(x)
for all sufficiently small positive numbers t.
Let us find the weakly efficient points applying Theorem 1. The points, which satisfies
the equations
λ1∇f1(x) + λ2∇f2(x) + µ∇g(x) = 0, µg(x) = 0,
λ1 ≧ 0, λ2 ≧ 0, µ ≧ 0, (λ1, λ2) 6= (0, 0)
have the form x¯ = (t, t), t ≧ 0 with multipliers λ1 = 1, λ2 = 2t, and µ = 0. The critical
directions at x¯ = (0, 0) are d = (d1, d2), where d1 + d2 ≧ 0. The critical directions at
x¯ = (t, t), t > 0 are d = (d1, d2), where d1 + d2 = 0. The second-order conditions are
satisfied also. Then, it follows from the sufficient conditions from Theorem 1 that x¯ is weak
minimizer.
This example cannot be solved with the first-order conditions, because f1 is not pseudo-
convex.
Proposition 1. If the active constraints satisfy Mangasarian-Fromovitz constraint qualifi-
cation, then the second-order Mangasarian-Fromovitz constraint qualification holds.
Proof. Suppose that Mangasarian-Fromovitz constraint qualification is satisfied. Then,
SOMFCQ holds with K = ∅.
Recall that the closed convex hull of the tangent cone is called the pseudotangent cone.
Let us consider the linearizing cone
L(x¯) = {d ∈ Rn | 〈∇gi(x¯), d〉 ≤ 0, i ∈ A(x¯)}.
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It is said that the Guignard constraint qualification [6] is satisfied, iff the pseudotangent
cone P (S, x) of the feasible set S at some feasible point x coincides with the linearizing cone
of the feasible set L(x) at x.
The following example shows the possibility that SOMFCQ is satisfied, but the Mangasa-
rian-Fromovitz and Guignard constraint qualifications do not hold:
Example 2. Consider the following example:
Minimize f = x41 + x
4
2
subject to the constraints g1(x1, x2) ≦ 0, g2(x1, x2) ≦ 0, where g1 and g2 are the functions
g1 =
{
x21, x1 ≧ 0
−x21, x1 < 0
g2 =
{
x22, x2 ≧ 0
−x22, x2 < 0
The feasible set is S = {x = (x1, x2) | x1 ≤ 0, x2 ≤ 0}. The point x¯ = (0, 0) is a global
solution and A(x¯) = {1, 2}. The pseudotangent cone P (S, x¯) coincides with the feasible
set, and the linearizing cone L(x¯) coincides with the whole space R2. The Guignard CQ
L(x¯) ⊂ P (S, x¯) is not satisfied. Mangasarian-Fromovitz CQ is not satisfied also. On the
other hand, the second-order Mangasarian-Fromovitz CQ is satisfied.
It is easy to verify Mangasarian-Fromovitz CQ. Another CQ, which is easy verified, is the
Slater CQ. It is said that the Slater CQ is satisfied, if the constraint functions gj , j ∈ A(x¯)
are pseudoconvex, and there exists a point x0 such that gj(x
0) < 0, j ∈ A(x¯). We introduce
another constraint qualification.
Definition 3. We say that the constraint functions satisfy the second-order Slater CQ, iff
the functions gj, j ∈ A(x¯) are second-order pseudoconvex, and there exists a point x
0 such
that gj(x
0) < 0, j ∈ A(x¯).
It is easy to see that every problem which satisfies Slater CQ satisfies the second-order
Slater CQ also.
It follows from second-order pseudoconvexity that, if x¯ is locally effective and x0 satisfies
second-order Slater CQ, then the direction d = x0− x¯ satisfies the SOMFCQ. Therefore, we
can replace the SOMFCQ by the second-order Slater CQ in Theorem 1.
4 Lagrange Multiplier Characterizations of the Solu-
tion Set
In this section, we derive Lagrange multiplier characterizations of the solution set of a scalar
problem with second-order pseudoconvex objective function and quasiconvex inequality con-
straints. We suppose that the problem has multiple solutions and one of them x¯, and the
Lagrange multipliers, which satisfy KKT necessary conditions, are known.
Consider the problem with inequality constraints
Minimize f(x) subject to x ∈ X, g(x) ≦ 0, i = 1, 2, ..., m, (P)
where f : Γ→ R and g : Γ→ Rm are defined on some open set Γ ⊆ Rs, X is a convex subset
of Γ, not necessarily open. Let S be the feasible set.
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Suppose that C ⊆ Rs is a cone. Then, the cone
C∗ := {c ∈ Rs | 〈c, x〉 ≤ 0 for all x ∈ C}
is said to be the negative polar cone of C. Let TX(x) be the tangent cone of the set X at
the point x. Then, its negative polar cone is called the normal cone NX(x).
Definition 4. [3] It is said that the constraint functions satisfy generalized Mangasarian-
Fromovitz constraint qualification (in short, GMFCQ) at the point x¯, iff there is a direction
y ∈ (NX(x¯))
∗ such that 〈∇gi(x¯), y〉 < 0 for all i ∈ A(x¯).
The following necessary optimality conditions of Karush-Kuhn-Tucker type (in short,
KKT conditions) are consequence of Proposition 2.2.1, Definition 2.4.1 and Proposition
2.4.1 in [3]:
Karush-Kuhn-Tucker’s Theorem. Let x¯ be a local minimizer of the problem (P). Suppose
that f , gi, i ∈ A(x¯) are Fre´chet differentiable on Γ ⊆ R
n at x¯, gi, i /∈ A(x¯) are continuous
at x¯, the set X ⊆ Γ is convex. Suppose additionally that GMFCQ holds at x¯. Then, there
exists a Lagrange multiplier
µ ∈ Rm, µ = (µ1, µ2, ..., µm), µi ≥ 0, i = 1, 2, . . . , m
such that
〈∇f(x¯) +
∑
i∈I(x¯)
µi∇gi(x¯), x− x¯〉 ≥ 0, ∀ x ∈ X, µigi(x¯) = 0 ∀ i = 1, 2, ..., m.
Denote by A˜(x¯, µ) the following index set
A˜(x¯, µ) := {i ∈ {1, 2, ..., m} | gi(x¯) = 0, µi > 0}
and the set
X1(µ) := {x ∈ X | gi(x) = 0 ∀i ∈ A˜(x¯, µ), gi(x) ≤ 0 ∀i ∈ {1, 2, . . . , m} \ A˜(x¯, µ)}.
In the proofs of the theorem in this section, we apply the following two results from the
paper by Ivanov [9]:
Lemma 5 ([9], Lemma 3.7). Let the functions f and g be differentiable and quasiconvex,
x¯ ∈ S¯ be a solution. Suppose that the set X is convex, GMFCQ is satisfied at x¯ and KKT
optimality conditions are satisfied at x¯ with a multiplier µ. Then, S¯ ⊆ X1(µ).
Lemma 6 ([9], Lemma 2.6). Let Γ ⊆ Rs be an open convex set, S ⊆ Γ be a convex one.
Suppose that f : Γ → R is a continuously differentiable quasiconvex function. Then exactly
one of the following alternatives holds:
I) ∇f(x) 6= 0 for all x ∈ S¯ and the normalized gradient ∇f(x)/‖∇f(x)‖ is constant over
the solution set S¯;
II) ∇f(x) = 0 for all x ∈ S¯.
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Let Γ ⊆ Rs be an open set. Recall that the following directional derivative of a Fre´chet
differentiable function f : X → Rn at a point x ∈ Γ in direction d ∈ Rs
f ′′
−
(x, d) := lim inf
t→0+
2t−2 [f(x+ td)− f(x)− t〈∇f(x), d〉]
is usually called the second-order lower Dini directional derivative (or Peano derivative).
Every Fre´chet differentiable function has a second-order lower Dini derivative, eventually
infinite.
Consider the following sets:
S1 := {x ∈ X1(µ) | 〈∇f(x¯), x− x¯〉 = 0, ∃p(x) > 0 : ∇f(x) = p(x)∇f(x¯),
∃f ′′(x, x¯− x), f ′′(x, x¯− x) = 0};
S2 := {x ∈ X1(µ) | 〈∇f(x¯), x− x¯〉 ≦ 0, ∃p(x) > 0 : ∇f(x) = p(x)∇f(x¯),
∃f ′′(x, x¯− x), f ′′(x, x¯− x) ≧ 0};
S3 := {x ∈ X1(µ) | 〈∇f(x¯), x− x¯〉 = 0, ∃p(x) > 0 : ∇f(x) = p(x)∇f(x¯),
∃f ′′(x, x¯− x), f ′′(x, x¯− x) = f ′′
−
(x¯, x− x¯)};
S4 := {x ∈ X1(µ) | 〈∇f(x¯), x− x¯〉 ≦ 0, ∃p(x) > 0 : ∇f(x) = p(x)∇f(x¯),
∃f ′′(x, x¯− x), f ′′(x, x¯− x) ≧ f ′′
−
(x¯, x− x¯)};
S5 := {x ∈ X1(µ) | 〈∇f(x¯), x− x¯〉 = 0, ∃p(x) > 0 : ∇f(x) = p(x)∇f(x¯),
∃f ′′(x, x¯− x), f ′′(x, x¯− x) = f ′′
−
(x¯, x− x¯) = 0}.
We do not suppose that the existence of the second-order directional derivatives is gua-
ranteed. This case is more general than the case, which includes the assumption that f is
second-order differentiable in every direction. For example, if f ′′(x, x¯ − x) does not exist,
then x /∈ A˜.
Theorem 2. Let the function f be continuously differentiable and second-order pseudocon-
vex, g be differentiable and quasiconvex, X be a convex set x¯ ∈ S¯ be a known solution of (P),
Γ ⊆ Rs be an open convex set, and GMFCQ be satisfied. Suppose that µ ∈ Rm+ is a known
vector Lagrange multiplier, which fulfills KKT conditions. Then,
S¯ = S1 = S2 = S3 = S4 = S5.
Proof. It is obvious that S5 ⊆ S1 ⊆ S2 and S5 ⊆ S3 ⊆ S4.
Consider the case, when ∇f(x¯) 6= 0. We prove that S¯ ⊆ S5. Suppose that x ∈ S¯.
Therefore, f(x) = f(x¯). By Lemma 3 the function f is quasiconvex. By quasiconvexity, the
level sets of f are convex. Therefore, S¯ is also convex. Thus, we obtain that
f [x¯+ t(x− x¯)] = f [x+ t(x¯− x)] = f(x¯) for all t ∈ [0, 1].
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It follows from here that 〈∇f(x¯), x − x¯〉 = 0. We can prove using similar arguments,
interchanging x¯ and x, that 〈∇f(x), x¯ − x〉 = 0. We conclude from the definition of the
second-order derivative that f ′′(x, x¯− x) exists and
f ′′(x, x¯− x) = lim
t→+0
f [x+ t(x¯− x)]− f(x)− t〈∇f(x), x¯− x〉
t2/2
= 0.
We can prove using similar arguments, interchanging x¯ and x, that f ′′
−
(x¯, x − x¯) = 0. It
follows from Lemma 5 that S¯ ⊆ X1(µ). By Lemma 6 and the assumption ∇f(x¯) 6= 0, we
conclude that ∇f(x) 6= 0 and ∇f(x)/‖∇f(x)‖ = ∇f(x¯)/‖∇f(x¯)‖. Then, we obtain that
∇f(x) = p(x)∇f(x¯), where p(x) = ‖∇f(x)‖/‖∇f(x¯)‖. It is obvious that p(x) > 0. It
follows from all these arguments that x ∈ S5.
We prove that S4 ⊆ S2. Let x ∈ S4. Therefore, there exists the second-order derivative
f ′′(x, x¯− x) and
f ′′(x, x¯− x) ≧ f ′′
−
(x¯, x− x¯). (9)
Since the set X is convex, and the functions gi are quasiconvex, then the feasible set S is
convex. It follows from here, by x ∈ S and x¯ ∈ S¯, that f [x¯ + t(x − x¯)] ≧ f(x¯) for all
t ∈ [0, 1]. Using that 〈∇f(x¯), x − x¯〉 ≦ 0, we infer from the definition of the second-order
lower derivative that
f ′′
−
(x¯, x− x¯) = lim inf
t→+0
f [x¯+ t(x− x¯)]− f(x¯)− t〈∇f(x¯), x− x¯〉
t2/2
≧ 0.
Then, (9) implies that f ′′(x, x¯− x) ≧ 0. Therefore x ∈ S2.
At last, we prove that S2 ⊆ S¯. Let x ∈ S2. Assume the contrary that x /∈ S¯. Hence
f(x¯) < f(x). By second-order pseudoconvexity, we obtain that
〈∇f(x), x¯− x〉 ≤ 0.
Then, the condition ∇f(x) = p∇f(x¯), p > 0 leads us to the conclusion that
〈∇f(x¯), x− x¯〉 ≧ 0.
The last inequality together with 〈∇f(x¯), x− x¯〉 ≦ 0 implies that 〈∇f(x¯), x− x¯〉 = 0. Again
from the equation ∇f(x) = p∇f(x¯), p > 0, we get that 〈∇f(x), x¯ − x〉 = 0. Then, by
second-order pseudoconvexity of f and f(x¯) < f(x), we conclude that f ′′(x, x¯ − x) < 0,
which contradicts the relation x ∈ S2.
The proof in case, when ∇f(x¯) = 0, can be obtained using the same scheme. It is simpler,
than the presented proof.
Example 3. Consider the function f : R2 → R and the problem
Minimize f(x) subject to x ∈ X, g(x) = g(x1, x2) ≦ 0,
where X = {x = (x1, x2) | x1 ≧ 0, −∞ < x2 < +∞}, g(x1, x2) = −x1, and
f(x) =


x21 + x
2
2, x1 ≥ 0, x2 ≥ 0,
x22, x1 ≤ 0, x2 ≥ 0,
−x22, x1 ≤ x2 ≤ 0,
−x21, x2 ≤ x1 ≤ 0,
x21, x1 ≥ 0, x2 ≤ 0.
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The solution set is S¯ := {x ∈ R2 | x1 = 0, x2 ≦ 0}. The constraint function g is linear;
therefore quasiconvex and differentiable. GMFCQ is satisfied, because
(N(X))∗ = X∗ = {y = (y1, y2) | y1 ≤ 0, y2 = 0}.
The objective function is not differentiable only over the set
B := {(x1, x2) | x1 = x2 < 0}.
In particular, it is differentiable over the feasible set S. It is also continuously differentiable
and second-order pseudoconvex over S. The function f is not pseudoconvex. We can apply
Theorem 2, because Lemma 2.6 in Ref. [9] is satisfied, if the objective function is continuously
differentiable over the feasible set. Let us take x¯ = (0, 0). The Lagrange multiplier, which
satisfies KKT conditions at x¯ is µ = 0. Only the points from the feasible set such that
x1 = 0, x2 ≦ 0 are solutions of the equation ∇f(x) = p∇f(x¯) = (0, 0). It is easy to check
that 〈∇f(x¯), x− x¯〉 = 0 and f ′′(x¯, x− x¯) = 0 hold if x1 = 0, x2 ≦ 0. Then, it follows from
Theorem 2 that S¯ := {x ∈ R2 | x1 = 0, x2 ≦ 0}.
5 Necessary and sufficient conditions for an efficient
solution
In this section, we derive necessary and sufficient optimality conditions for efficiency in the
vector problem (VP).
We introduce the following definition:
Definition 5. We call the problem (VP) second-order KKT-pseudoconvex at the point x ∈ S,
iff the following implication holds:
y ∈ S,
f(y) ≤ f(x)
]
⇒


〈∇fi(x), y − x〉 ≦ 0, i = 1, 2, . . . , n
〈∇fi(x), y − x〉 = 0 implies f
′′
i (x; y − x) < 0,
〈∇gj(x), y − x〉 ≦ 0 for all j ∈ A(x),
〈∇gj(x), y − x〉 = 0, j ∈ A(x) imply g
′′
j (x; y − x) ≦ 0,
provided that all necessary derivatives exist. We call the problem (VP) second-order KKT-
pseudoconvex, iff it is second-order KKT-pseudoconvex at each x ∈ S.
In the case when n = 1 this notion reduces to the notion of KT pseudoconvex scalar
problem (see Ivanov [7]).
Theorem 3. Let the point x¯ be feasible for the problem (VP). Suppose that the set X is
convex, the vector function f and the functions gj, j ∈ A(x¯) are continuously differentiable,
the functions gj, j /∈ A(x¯) are continuous at x¯, f and g are second-order directionally
differentiable at x¯ in every critical direction d, the problem (VP) is second-order KKT-
pseudoconvex.
Let x¯ be a Pareto minimizer. Then, for every direction d there exist Lagrange multipliers
λ, µ with non-negative components such that (λ, µ) 6= (0, 0) and conditions (3), if d is not
critical, (4), if d is critical, are satisfied. Suppose additionally that SOMFCQ holds. Then,
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then for every direction d, satisfying SOMFCQ, there exist vector multipliers λ, µ with non-
negative components such that (3) and (4) hold with λ 6= 0.
Conversely, let for every critical direction d there exist Lagrange multipliers λ, µ with
non-negative components such that λ 6= 0 and conditions (4) are satisfied. Then, x¯ is a
globally efficient solution.
Proof. The necessity follows from Theorem 1 and the fact that every efficient point is weakly
efficient.
We prove the sufficiency. Suppose that x ∈ S is a second-order Karush-Kuhn-Tucker
stationary point, but it is not a global Pareto minimizer. Therefore, there exists y ∈ S such
that f(y) ≤ f(x). It follows from second-order KKT-pseudoconvexity of (VP) that
〈∇fi(x), y − x〉 ≦ 0, ∀i = 1, 2, . . . , n,
〈∇gj(x), y − x〉 ≦ 0, ∀j ∈ A(x).
(10)
We obtain from here that the direction y−x is critical at the point x. According to second-
order Karush-Kuhn-Tucker conditions we have 〈∇L(x), y − x〉 = 0. Then, it follows from
(10) that
λi〈∇fi(x), y − x〉 = 0, µj〈∇gj(x), y − x〉 = 0, ∀i = 1, 2, . . . , n, ∀j ∈ A(x¯).
We conclude from here that
〈∇fi(x), y − x〉 = 0, 〈∇gj(x), y − x〉 = 0
for all i and j such that λi > 0 and µj > 0. Then it follows from second-order KKT-
pseudoconvexity of (VP) that
f ′′i (x; y − x) < 0, g
′′
j (x; y − x) ≦ 0
for all i and j ∈ A(x) such that λi > 0 and µj > 0. There exist Lagrange multipliers λi with
strictly positive values, because λ 6= 0. We conclude from here that
L′′(x¯, y − x) =
n∑
i=1
λif
′′
i (x¯, y − x) +
∑
j∈A(x¯)
µjg
′′
j (x¯, y − x) < 0,
which contradicts the second-order Karush-Kuhn-Tucker condition (4).
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