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ABSTRACT 
This study investigates lateral rnixing of tracer fluids in 
turbulent open-channel flows when the tracer and an1bicnt fluids have 
different densities. Longitudinal dispersion in flowo with longitudinal 
density gradients is investigated also. 
Lateral mixing was studied in a laboratory flume by introducing 
fluid tracers at the ambient flow velocity continuously and uniformly 
across a fraction of the flume width and over the entire depth of the 
ambient flow. Fluid samples were taken to obtain concentration 
distributions in cross-sections at various distances, x, downstream 
from the tracer source. The data were used to calculate variances 
of the lateral distributions of the depth-averaged concentration. When 
there was a difference in density between the tracer and the ambient 
fluids, lateral mixing close to the source was enhanced by density-
induced secondary flows; however, far downstream where the density 
gradients were small, lateral mixing rates were independent of the 
initial density difference. A dimensional analysis of the problem and 
the data show that the normalized variance is a function of only three 
dimensionless numbers, which represent: (1) the x -coordinate , 
(2) the source width, and (3) the buoyancy flux from the source . 
A simplified set of equations of motion for a fluid with a hori-
zontal density gradient was integrated to give an expression for the 
density-induced velocity distribution. The dispersion coefficient due 
-v-
to this velocity distribution was also obtained. Usin g thi s dispersion 
coefficient in an analysis for predic ting later a l mixing rates in the 
e x periments of this investig ation gave only qualitative a greernent with 
the data. However, predicted longitudinal salinity distributions in an 
id e alized laboratory estuary a g ree well with pub lished data. 
Chapter 
1. 
2. 
3. 
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CHAPTER 1 
INTRODUCTION 
1. 1 PURPOSE 
Many waste effluents which are discharged into streams have 
densities slightly different from those of the receiving waters. This 
study investigates the effects of density differences on the horizontal, 
cross stream mixing of such effluents. Longitudinal mixing under 
certain restrictive conditions is also examined. 
Two typical cases in which the effluents and the receiving waters 
have different densities are: heated cooling water discharges from 
industries or steam power plants, and domestic or industrial waste 
discharges into brackish estuary waters. In the case of the cooling 
water discharges, a temperature difference of 10°C causes a density 
difference of approximately 0. 25 percent. In the second case, a waste 
discharging into an estuary, the density differences due to differences 
is concentrations of dissolved salts can be as high as 2. 5 percent. In 
both these cases the densities of the effluents are less than that of the 
receiving waters. 
Situations also exist where the effluents are more dense than 
the receiving waters. These include wastes with high concentrations 
-2-
of dis solved matter that are discharged into fresh water streams, 
and alsn waste discharges with suspensions of fine particulate matter 
t Ii at. i:.; 1nore dense than water. Density differences dne to con-
centration::; of dissolved or suspcn<led 1nattl~r can range up to a few 
percent, although'. a fraction of a percent may be h1ore typical. 
Alt.hough the magnitude of the density differences gi vcn above 
n.1ay secni sn1all, differcncc~s of these magnitudes and snialler often 
have large effects on the dynamics of oceans, lakes and the 
atmosphere. This study investigates their importance in streams. 
1. 2 METHOD OF INVESTIGATION 
In this study the effects of density differences on cross stream 
n 1ixing were studied experimentally in a laboratory flume. In the 
c ;-.; pednients, which are described in Chapter 3, tracer fluids with 
densities equal to and slightly different from the density of the 
;:rn1bicnt water in the flunH'! were introduced over some part of the 
width a nd uniformly over the whole depth. If the tracer and 
arnbient fluids have the same density, ;crosswise mixing is primarily 
by turbule nt diffusion. However, if the densities of the tracer and 
ambient fluids are different, crosswise mixing is enhanced by a 
density-induced secondary flow. The forces driving the secondary 
fl o w ar c due to an inbalance of hydrostatic pressure caused by lateral 
cknsity g radients. The phenomenon of density-induced circulation is 
d Lscussed in more detail in the literature review of Chapter 2 and in 
the discussion of the data in Chapter 4. 
., 
-· ' -
So111t· o f tK111 ~ cl cd . . l, sliuwing l:h t: c h a ract: oriK:~ t:ic r~K· -dK 11 1 ·c11 of the 
c I >11~cnt t·dKtion di::;triliution:-; obsc1·ved in th e t•xperin1e11t s , arc g iv en 
in Chapter 4. The concentrations n1easured at all points in all 
experin1ents are made available in Ref. 1, but they are not included 
in this t ext because the data are too numerous. 
A dimensional analysis of the problem of lateral mixing in 
an open channel is given in Chapter 5 . The results of the analysis 
a nd the experimental data yield empirical curves for parameters which 
c harac terize the trace r-plume width and the variation of concentration 
wi l:h depth as fnnctions of distance downstrcan1 frorn tl1e source, the 
ini lial density difference, th e sour ce width, and the hydraulic 
para1neters of the stream. Concentration distributions can be 
estimated by using these curves . 
A s implifie d theory for the effect of horizontal density gradients 
on hori zontal mixing is given in Chapter . 6. The velocity distribution 
c:.:i..us e d by a horizontal density gradi ent was derived, and an 
e:~ pression for the dispersion coefficient due to the d e nsity-induced 
velocity was calculated. An analysis using this dispe rsion coefficient 
p 1·edicb: that the c harac ter istic width of a tracer plurn1· in a.n ope n 
we re obtaine d from the diinensional analysis and data . However, 
be c ause some of the s implifying assumptions rnade in the derivation of 
the density-induced velocity distribution a re not valid for this problem, 
quantitative ·agreement between theory and exp eriment is not good. 
-4-
The approximations in the derivation of the density-induced velocities 
are more nearly correct for some experiments in an idealized 
laboratory estuary described by Ippen, Harleman, and Lin (2 ). Good 
a g reement was found between their experimental data and the theory 
derived herein. 
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·CHAPTER 2 
BACKGROUND AND REVIEW OF PREVIOUS WORK 
) ,_. Tl! E CONSEHV ATION EQUATION 
.In most n1athemati cal analysis of turbule nt flow s, the transport 
of solutes or other tracers is often described by an appropriate time-
averaged c onservation equation for the tracer. The equation usually 
used for aqueous solutions, which are nearly incompressible but not 
n e cessarily of uniform density, is 
(2. 1) 
(see e . g . Harleman (3)). In this expressi on, tis time ; c is a time -
avc r a.µyd c oncentration: u, v, and w arc tin1c-averagcd velocitie8 in 
the rc•cl:ilinear coordina te directiorrn, x, y , and :1.; a11d e , r-: , and ,.; 
x y z 
a :re turbulent diffusion coefficients for mas s . (The velocities and 
concentrations in Eq. 2. 1 are averages over a time that is long 
c ompared to the time scale for turbulence, but short compared to 
the time scale f or the gross phenomena being investigated. ) 
If the density of the fluid is a function of c, then u, v, w, 
E: and r:: may be functions of c also. Under these conditions, 
' y' z 
€ , 
x 
E q . 2 . 1 is nonlinear in c and must be solved simultane ously with 
th e e quations of n1otion for the fluid. For tracers whose presence 
-6-
does not affect the dynamics of the flow, Eq. 2. I is linear in c and 
the equations of n1otion for the fluid n1ay be solved separately. 
However, even under these simplified conditions, analytic solutions 
for Eq. 2. 1 have been obtained only for very simple flow fields. 
Below, a review is given of existing information on mass 
transport in turbulent open-channel flows of homogeneous density. 
It is followed by a discussion of the effects of density differences on 
mass transport. 
2. 2 MASS TRANSPORT IN OPEN-CHANNEL FLOWS OF 
HOMOGENEOUSDENfilTY 
2. 2. 1 Longitudinal Dispersion.- The coordinate system for an 
open channel flow is chosen with the origin on the channel bottom, 
the x-axis in the direction of flow, the y-axis normal to the bottom 
and positive upwards, and the z-axis horizontal and in the lateral 
direction. For a uniform steady flow of a fluid of uniform density 
in a wide channel of uniform depth, v = w = o, and ae: I ax = ae I az = o. 
x z 
For these conditions, Eq. 2. 1 becomes 
(2. 2) 
One now substitutes into Eq. 2. 2 the expressions: 
u = u + u' 
c = c + c' 
and 
-7-
where the overbarred quantities are depth-averaged variables and 
the primed quantities denote deviations from the averages. Averaging 
th e r e sulting expression over the d epth, and reco gni zing that 
au I I ox :::: O, yields 
(2. 3) 
The second term on the left-hand side of Eq. 2. 3 represents 
differential convection by the mean velocity, u, and the third term 
represents diffe rential convection due to the correlation between u' 
and c'. Elder (4) showed that for two - dimensional flows in which 
fk/oz = O, one can write for larg e time 
u'c' = -D Ile 
x ax ' (2. 4) 
where D is called the longitudinal dispersion coefficie nt. 
x 
He showed 
that D is only a function of u' and € and is given by 
x y 
1 T\ T\1 
Dx = - d 2 J u' (T)) J € tri•) J u' (T\ 11 ) dT) dri' dn" , 
0 0 y 0 
(2. 5) 
where T), ri', and T) 11 are y Id. Using the Prandtl-von Karman 
logarithmic velocity distribution to obtain u' and the Reynolds analogy 
to obtain € (see Subsection 2 . 2. 3 ), Elder inte grated Eq. 2. 5 to y 
give 
where k is von Karman's constant; u * is the shear velocity, and d 
(2. 6) 
is the water depth. When k = O. 41, the coefficient in Eq. 2. 6 equals 
5. 86. His experiments confirmed this result. 
-8-
2. 2. 2 Longitudinal Diffusion. Because transport by longitudinal 
dispersion, as described above, and transport in the longitudinal 
direction by turbulent diffusion are additive, and because D > > E: 
x x' 
little experimental data on e exist. 
x 
Data on longitudinal diffusion at the free surface are available 
from experiments by Sayre and Chang (5) and by Engelund (6 ). In 
these studies, small floating particles were released at a point on 
the free surface, and either the distribution in time for particles to 
travel a fixed distance or the longitudinal distribution of particles 
after a fixed time from release were observed. Longitudinal 
turbulent diffusion coefficients at the free surface, e , were 
XS 
calculated using 
E: 
XS (2. 7 a) 
or 
(2. 7b) 
where cr~ and Cg~ are the variances of the distributions of the particles 
m space and time, and u is the mean longitudinal particle velocity. 
s 
Sayre and Chang normalized E:xs by dividing by u,;,d, but 
Engelund chose to divide his coefficients by u d. Both normalizations 
s 
were made on both sets of data and the results are given in Table 2. I. 
Neither normalization of the published data give ·s more consistent results 
than the other; however, using the re-evaluated coefficient for Engelund 1 s 
Run B, which is obtained by recomputing E: from his published basic 
xz 
data, the normalization by uI~d gives slightly more consistent results. 
Normalization by U:*d is also more appropriate becaus e u ,." characterize s 
turbulence better than u . 
s 
Table 2. 1 Summary of published data on longitudinal diffusion of floating particles in open channels. 
Reference Run No. Channel 
Engelund (6) A Laboratory flume 230 cm wide; 
2. 3 cm diam. eand 
roughneu on bottom 
B Laboratory flume 
230 cm wide; 
O. l cm diam. •and 
roughneu on bottom 
Sayre and LO-P- 1 Laboratory flume 
Chang (5) 239 Cm wide; rough-
LO-P- 2 neu blodte 1. 9 cm 
LO- P-3 1 
high. 7. 6 cm wide, 
l . 6 cm long on bottom 
1 Average-;;! two eJl:l>erimente. 
a Published data. 
3 Re-evaluated data. 
Floating Depth Shear Velocity Particles d 
u* (cm) (cm/sec ) 
Plastic ball 5.45 3. 60 
0. 9 cm diam 
sp. gr. = O. 288 
Plaetic ball 17. 3 l. 60 
O. 9 cm diam. 
•P· gr. = O. 288 
Polyethylene diace 14. 8 3.81 
O. 3Z cm diam. 
0. 16 cm thick Z4.8 4.90 
sp. gr. = O. 96 
37. 1 6.04 
Ave. Water Particle Diffusion I Velocity Velocity Coefficient £XS £ XS 
\l u CX& u*d Ud s 8 (cm/eec) (cm/sec) (cm2 / sec) 
30.0 38. 3 10.0 0.510 0.0479 
30.6 34. 4 25. 0 3 0. 903 ~ o. 0420 3 
(18. 5 )3 (0. 668 )3 (0. 031 03 
23. 5 33.S 30.7 o. 5-l4 0.0639 
34. 4 45.5 57.0 0.470 0.0505 
47.5 65. 9 23.8 l. 06 o. 0975 
I 
-.D 
- 1 () -
Cotnpari11Kt~ thE~ data in Table l. 1 wit;1 Eq. 2. 6 <·crnfir111~: I.hat. 
].) : .... > 1·: 
x x 
2 . 2. 3 .Lateral Diffusion 
2 . 2. 3. 1 Diffusion at the Free Surface. Data from 
experiments with floating particles have also been used to obtain 
values of E: , the lateral diffusion coefficient at the free surface. 
ZS 
Experiments of this type were first made by Or lob (7 ), later by other 
investigators, and also in this study. A summary of the experimental 
data from. these investigations is given in Table 2. 2. Values of E: zs 
were calculated by either the formula 
or 
da:a 
1 s 
E:zs = Zat 
E: = 
ZS 
u da2 
·S S 
2 dx 
(2. 8a) 
(2.8b) 
where (J2 is the variance of the lateral distribution of particles at a 
s 
fixed time after release or after traveling a fixed distance. The 
dim.ensionless coefficient a is defined by 
s 
(2. 9 ) 
The avera ge values of a. from each of the studies listed in Table 2. 2 
s 
range from O. 172 to 0. 241. They are less than the normalized 
longitudinal coefficients given in Table 2. 1. 
2. 2. 3. 2 Depth-Averaged Diffusion Coefficient. Because 
of vertical mixing, observations of late~Kal mixing of solutes yield only 
Table 2. 2 Summary of published data on lateral diffusion of floating particles in open channels. 
Depth Shear Water Particle 
Reference Run No. Channel Floating Velocity Velocity Velocity Particles d 
u* ii' u (cm) I (cm/sec) (cm/aec) (cm/sec) 
Orlob (7) Laboratory flume Polyethylene disc• l. 62 122 cm wide, 0. 32 cm diam. to 
expanded metal screen 0. 16 cm thick 12. 8 
roughness on bottom ep. gr. =0. 975 
Sayre and Laboratory flume Polyethylene discs 
Chamberlain (8) 239 cm wide, O. 32 cm diam. 17.4 3. 51 49.8 62.5 
sa_nd dunes on bottom O. 16 cm thick 
ep.gr.=0.96 
Sayre and LA-P-1 Laboratory flume Polyethylene discs 14. 8 3. 81 23.5 33.5 
Chang (5) 239 cm wide; roughne11 0. 32 cm diam. LA- P-2 blocks 1. 9 cm high, ·o: 16 cm thick 24.8 4.90 34.4 45. 5 
LA-P-3 7. 6 cm wide, •P· gr. =O. 96 37. I 6.04 47.5 65. 9 I. 6 cm long on bottom 
Engelund (6) A Laboratory flume Plutic ball 5.45 3.60 30. 0 38.3 230 cm wide; 0.9 cm diam. 
2. 3 cm diam. sand ep.gr.=0.288 
roughness on bottom 
B Laboratory flume Plaetic ball 17. 3 l. 60 30.6 34. 4 
230 cm wide; O. 9 cm diam. 
O. l cm diam. sand ep.gr.=0.288 
roughne u on bottom 
Thie study Laboratory flume Polyethylene 3.90 110 cm wide; particlee about 
smooth bottom or O. 35 cm diam. to 
expanded metal screen sp. gr. =O. 95 11. I 
roughness on bottom 
1 Averag., o! lZO experiments. The values of u* and d were corrected for blockage as de1cribed in Subsection 4. l. 3. 
3 Average o! 13 experiments. Data for all experimenta are given in Tables 4. 1 and 5. l . 
Diffusion 
Coefficient 'zs 
E: a,= u*d ZI 
(cm3 /sec) 
o. 172 1 
15. 0 0. 241 
13. 3 0.236 
23.4 o. 196 
59.2 0.264 
--
0. 232 
4.0 0.204 
6.5 0.234 
--
0.219 
0.204 3 
...... 
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t. , the depth-averaged value of the lateral turbulent diffusion 
z . . 
coefficient. This coefficient is usually calculated with the formula 
or 
E: 
z 
where o 2 is the variance of the lateral distribution of the depth-
averaged concentration, c, and o~ is the variance of the lateral 
distribution of ac I az. 
(2. lOa) 
(2. lOb) 
Eq. 2. lOa and b are obtained from Eq. 2. 3 as follows. Far 
downstream from a source of a neutrally buoyant tracer, experimental 
data show that c' <<·c; therefore, one can delete each of the terms in 
Eq. 2. 3 that contain c' because there are corresponding similar terms 
containing c. One can also delete the term~ aac because it is less than 
x x 
a --
the dele ted t e rm ax (u'c' ). Therefor e , for a steady source Eq. 2. 3 
becon1es 
- a-c - a2 c-
u - = e: --· ax z8z2 (2. 11) 
Taking moments of this expression in the z-direction yields Eq. 2. lOa, 
or taking the derivative of Eq. 2 . 11 with respect to z and then taking 
moments yields Eq. 2. lOb. 
Values of e and the dimensionless coefficient 
z 
e 
z 
Cl = U o!< d 
from a number of investi gations are given in Table 2. 3. 
(2. 12) 
These data can 
be divided into two groups, one from experiments in straight channels 
-13-
Table 2. 3 Sum1nary of published data on lateral diffusion of 
solutes in open channels.· 
Elder (4) 
Sayre a.nd 
Ch&J?I (!>) 
Sullivan (9) 
Olover a,.• 
110. p . 26 ) 
Fi•cher ( 11) 
vatauKkura~ 
Flache r , 
a.nd Sayre ( 12) 
Fieche r (13 ) 
Oko ye (14 ) 
Thi• etudy 
Run No. 
Laboratory flume 
lS. 5 cm wide ; 
amooth bo ttom. 
Trac•r 
Pota•elum 
permanaan•k 
dye 
Concentration• 
D•t.rmlned 
by 
Depth 
d 
Analyeh of ..... 5 
photo1raph• with 
mlcrodanettomater 
LA- D-1 Laboratory Ou.ma .Fluoreecent ContinUOlH 
eamplin1 
fiuororneter 
14. 8 
239 cm wide; rouahn••• dye• 
L.A- D-2 block• 1. 9 cm hiah, 24. s 
37. I 
1 . 6 cm wide 
LA-D-3 I. 6 cm lona on bottom. 
6 / 21 
6/23 
Laboratory fiwna, 
76 cm wide ; 
amooth bottom. 
Analyeta of 
pboto1raphe with 
microd.enattometer 
10. 2 
8. 9S 
7. ]] 
Laboratory Own•• Salt Meuureanent of 
fluid conducd vity 
~~ 
14. 7 
13. 8 
28. 8 
Z<&Z cm and IZZ cm 
wide, rO\l&b and emootb 
bottom•. 
Colwnbla River near 
Richland. Waeh.; 
approx 300 m wide 
Radlonucllde• Radiation cou.ntin.1 
ta a coolln1 of •ample• 
water dlecbu1e 
Atrl•co Fe9der Canal Rbodamlne WT Analy•t• of aample• 68. J 
with tluorometer near Bernalillo. N. M.; dye 
approx 17. S m widei 
30-cm- hlah , •and dune• 
on bottom atriU1ht reach 
66. 7 
Mbaourt River Rbodamlne B Analyeh of •amplti• ...270 
with tluorometer nea.r Blair, Nabruka dye 
a.pproa. ZZS m wide. 
C urved laboratory Ahodaml.ne WT Analyete of •ample• 3. OZ 
channel: 76. l cm dye with tluorometer 5. 28 
l. 72 
2. 03 
2 . 20 
wide, •mooth 
bot:tnm . 
La.bora.tory flwne• 
110 cm 'fl'ida and 
8 5 cm wt.de; unooth 
and 1ravel bottoma. 
Laboratory tlume 
110 cm wide; 
•mooth and rou1h 
bo ttom•. 
Sodium chloride Meaaurecnent of 
fluid conductivity 
!!:!~ 
5odlwn chloride Mea•urement ol 
apecillc re•latance 
of aamplea 
1. 6 
lo 
21. I 
l . 90 
lo 
11.l 
Shear Water Oiffu•lon 
Velocity V• loclty Coeftlcient 
u. u c. 
(czn/••ol (c m/•ec ) (cm• / ••c) 
3. 81 
4 . 90 
6. 04 
0. 827 
o. 988 
1. 21 
6. 29 
6. 13 
7.4 
2. 66 
1. 70 
2. 13 
I . )7 
I. 68 
23. s 
3 4 ... 
31. l 
ts. 1 
18. s 
22. 9 
134 
63. s 
66. I 
... 11s 
31. 7 
27. 0 
26. 8 
19. 0 
19. 7 
9 . SB 
zo. 2 
36 . 9 
0. 90 2 
O. 97a 
l. 18 2 
H.S 
8. 28 
7. 16 
1860 
102 
102 
1200 
11. 3 
z I. .. 
10.6 
l. 96 
I . 88 
1 Eld•r 1• 1"-•hlhhie ct Averaee vah.ae , o. ~ O. 2 28, waa multiplied by 0/1, ll)• becau•e A..:corJtn1 to 9.iWvan (9), Elder uaad half the diatanc e 
betw•en po int• where &he concentration• ware h...U the pealt Yalue tn place of O tn Eq. 2 . 10a. 
• Su.lU yan'• r e port•d v&J1J•• hav • b••n divided by Z bec•u•• h• o mitted the factor t ln i:.q. z . lOa. 
~ T r• cer• were not nautrall.f buoyant. 
• Hydrauli c radlue u•ed tn pl•c• of d•pth for compu.tin1 Q. 
6 Averaae of 13 e.xperbnea.t•. Data for all ex:perim.ente are atvan in Table• ' · 1 and S. 1. 
o. 164 l 
0. 170 
o. 17'1 
o. 160 
0. 167 
O. 107 a 
0. 110 a 
0. 133 2 
0. 11 7 
0. 36 
o. 22 
0 . 14 
o. 12 
a. z4 
0. ZS 
0. 6 
I. 4 
2. 4 
I. l 
o. 70 
0 .115 1 
.. o. 14 
o. 135 6 
-14-
(Ref. 4, 5, 9, 10, 11, 14, this study) and the other from experiments 
in curved channels (Ref. 10, 12, 13). Except for the data by Glover, 
which were fron1 experin1ents in which the tracer was not neutrally 
buoyant, the data from straight channels yield values of a between 
O. 10 and 0. 25. (One should observe that the often quoted value 
published by Elder (4) has been corrected in Table 2. 3). All 
v a 1 u e s from curved ch an n e 1 s are greater than 0. 5. The 
higher values in curved channels have been explained by Fischer ( 13) 
as due to secondary currents induced by the bends. These currents 
transport material in the lateral direction by a process analogous to 
longitudinal dispersion as described in Subsection 2. 2. 1. Fischer 
was able to calculate a lateral dispersion coefficient using Eq. 2. 5 
with lateral velocity deviations, w', in place of the longitudinal 
velocity deviations, u 1 • 
A suitable explanation for the variation in a for straight channels 
does not yet exist. However, it is worth noting that the range in a 
found by one investigator is usually not as large as the range of the 
means of values given by different investigators. Therefore, much 
of the variation may be due to weak secondary currents characteristic 
of the different flumes or channels. Attempts to correlate a to the 
width-to-depth ratio of the flow cross-section and to other parameters 
is presently being investigated by Okoye (14). 
In both the study by Sayre and Chang (5) and in this study, where 
experiments were made to obtain both a and a , one finds that a is 
s s 
about 50 percent larger than a. Although Sayre and Chang found that 
-15-
the difference between a and as was s n1all if they used u in plac e 
of u in Eq. 2. 8, the data from this study do not confirm this re~;ultK 
s 
2. 2. 4 Vertical Diffusion. An estimate of the vertical diffusion 
coefficient for mass in a wide open-channel flow, € , can be obtained y 
from the R e ynolds analogy. One first expresses 'fxy' the apparent 
shear stress on a horizontal plane1 as 
'f - ( \ € ) au 
xy - y y p oy , (2. 13) 
where p is the fluid density, and the product A. € is the eddy viscosity. y y 
The term t. is the turbulent Schmidt number and is the ratio of y 
the diffusion coefficients for momentum to mass. Using the Prandtl-
von Karman logarithmic velocity distribution, 
u ,:c 
u(y) - u(d) = k tn~I (2. 14) 
and a linear distribution of shear stress, 
(2. 15) 
Eq. 2. 13 yields 
(2. 16) 
This expression for A. t. is zero at y = 0 and y = d, and is s ymmetric y y 
d 
about y =z· The depth-averaged value is given by 
k 
\yey = 6 u*d . (2. 17) 
Vanoni ( 15) observed the vertical distributions of suspended sedi-
ment in an open-channel flow and.used the data to calculate e for ·sediment. y 
He found that the distribution of E: was similar to € A. given by Eq. 6. 12, y . y y 
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and that A ~ 1. Jobson and Sayre (16) introduced dye a t the surface y 
of an open-channel flow and observed the v e rtical distributions of 
dye as a function of distance downstream. They used the data to 
calculate i:: and also found that E: and A E: were sirnilarly distributed y y y y 
and tha t >.. :-"'3 1. Similar e x p e rime nt s with fine sedim ent gave nearly y 
1 '1<' t; ;11111· r es ult !~ K 
/... 1 1 ~ : ct• D l •~Cqp OF DENSITY DIFFEHENCES ON MASS T HA NSFEH 
2. 3 . 1 V ertical Density Gradients. Observations of vertical tur-
bulent diffusion in the atmosphere, in natural water bodies, and in the 
l a boratory show that stable vertical density gradients reduc e vertical 
diffusion (Ref. 17 and 18). Observations also show that the 
vertical diffusion of mass or heat is reduced more than the diffusion 
of momentum. Taylor ( 19) noticed that stable density g radients in 
th e atnwsphere reduce turbulent wind velocity fluctua tions in all three 
dir.ect:iom;; h ence, one n1ay suspect that a stable vertical d e nsity 
).;.rad il.' nt. J1"1ay r1K~ d11c< · turb1d.cnt diffu i,;ion in th e hori.zont al dire c tion 
a l so. 
Ellison and Turner ( 18) have given a physical expl a nation for the 
r e duction in vertical diffusion by a stable density gradient. They 
r easoned that a parcel of fluid which is displaced from its equilibrium 
pos tition by turbulence m a y return to i ts equilibrium position before 
i t mixes c o mpl etely w ith the surrounding fluid. They a lso r eason that 
the reduction in the diffusion of momentum is not as great as the 
reduction in the diffusion of heat or mass because the parcel can 
-17-
exchang e m01nentum without .mix ing by the action of pressure, but jn 
order to transfer heat or mass the parcel of fluid must mix with its 
surroundings. 
Most investigators a ttempt to relate the decrease in diffusion 
caused by a stable density g radient to Ri, the Ric hardson number, 
Ri = g_ ~ / ( au)a 
p Hy Cly ' (2. 18 ) 
whcrv !-'. is the ~cceleration due to g ravity, a n d 8u/()y lA the vertical 
gradient of the primary flow which is considere d to be horizontal. 
Munk and Anderson (17) sugges t the empirical e quation s : 
e A. = (e A. )0 (l +Ri)- t y y y y (2. l 9) 
and 
e = (e )o (1+130 oiF-~I y y (2. 20) 
whe r e ( e: )., )0 and ( t. )0 ar e the values of e A. and e under neutr a l y y y y y y 
conditions , Ri -= 0. Okubo (20) reviews formulae suggested by othe r 
i.1 tVf' H tig ;ttnr H. 
Because the longitudinal dispersion coefficient , D , given by 
x 
Eq. 2. 5 is inversely proportional to e , one may expect that D would y . x 
b e larger for stable density-stratified flows than for flows of uniform 
density. 
2. 3 . 2 Horizontal Density Gradients . Observations show that 
density differences in the horizontal direction can increase mass 
transfer by inducing density currents. Harleman, Jordaan, and Lin (21) 
observed the horizontal mixing of two fluids of different density in a 
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homogeneous turbule nt field. They found that the rate of mixing of the 
two fluids increased with increasing density difference. Jen, Wiegel , 
and Mobarek (22) and Hayashi and Shuto (23) performed experiments 
with heated jets of water that discharged horizontally near a free 
surface; they found that lateral spreading of the jets increased with 
increasing difference in temperature between the discharged and 
ambient fluids. 
Density-induced velocities also occur in estuaries, where longi-
tudinal density gradients exist due to the difference in density between 
salt water frorn the ocean and fresh water from rivers. Experim e nts 
in an idealized laboratory estuary by Ippen, Harleman, and Lin (2 ), 
which are analysed and are des c ribed in more detail in Chapter 6, show 
that as the difference in density between the water in the o cean and 
incoming river increases, the apparent longitudinal diffusion coefficient 
increases also. Ippen (24) has explained conceptually the effect of 
longitudinal density gradients on the velocity distributions in estuaries, 
and Hansen and Rattray (25) have treated the problem analytically. If 
the pressure distribution over the vertical is hydrostatic, and if the 
es tua ry is well nlixcd vertically so that the variation in density with 
depth is small, the pressure is given by 
p = (d-y) pg. 
If the x-axis is horizontal, the longitudinal pressure gradient is then 
given by 
(y-d) g* + Spg = - .££ ax , (2. 21) 
where S = -ad/ ax is the longitudinal water surface slope. The 
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vertical distribution of each of the terms in Eq. 2. 21 are shown in 
Fig. 2. 1 for a seaward sloping water surface. Because the pressure 
gradient due to the water surface slope is invariant with depth, and 
because the pressure gradient due to the density gradient is zero at 
the water surface and reaches a maximum at the botto1n, the resultant 
pressure gradient near the surface and near the bottom can be in 
opposite directions. The result can be an upstream flow near the 
bottom but a downstream flow near the surface. When used in Eq. 2. 5, 
velocity distributions of this type yield higher longitudinal diffusion 
coefficients than unidirectional velocity distributions with the same 
xnean velocity. Because the upstream flow in the lower layer must 
return seaward in the upper layer, the flow pattern resembles a 
longitudinal circulation of the primary flow. 
The present study investigates the effects of density-induced 
secondary circulation on lateral mixing in turbulent open-channel flows 
with lateral density gradients. 
y 
ap (y-d) g ax + Spg = 
""" \ 
' . / 
Figure 2. 1 Longitudinal pressure gradients and velocity 
distributions in an estuary. 
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CHAPTER 3 
EXPERIMENTAL APPARATUS AND TECHNIQUES 
3. 1 DESCRIPTION OF EXPERIMENTS 
Experiments were n1ade in a laboratory flume to observe the 
lateral mixing of fluids with densities different from that of the 
ambient flow. The objective of the experiments was to obtain data 
for developing and checking techniques for predicting horizontal 
mixing rates in turbulent flows with horizontal density gradients. 
In the experiments, a tracer fluid was introduced continuously 
into the flume uniformly over the depth and across some fraction 
of the flume width. The tracer fluid was introduced into the flume at 
the same velocity as the ambient flow in the flume. In most 
experiments, the source was located on the flume center line, and the 
width of the source was small compared with the width of the flume. 
However, in some experiments that were made to observe the 
mixing of two wide parallel streams, the tracer fluid inihally occupied 
all that part of the cross -section on one side of the flume center 
line . 
Most experiments were made with tracer fluids whose densities 
were slightly greater or the same as the density of the ambient water 
in the flume. However, two experiments were made with tracer 
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fluids which were less dense than th() ambient water. All tracer 
fluids were salt water (NaCl) solutions. The densities of the heavy 
tracer fluids were varied by changing the salt concentrations. Tracer 
fluids of neutral density were prepared by adding methyl alcohol to 
a salt-water solution. The light tracer fluids were made by adding 
additional amounts of alcohol. The tracer fluids were often colored 
with an organic dye to make them visible. 
Distributions of tracer fluid in cross -sections downstream from 
a source were obtained by taking water samples from points in the 
cross- sections and by measuring the specific electrical resista~ce 
of each sample to determine the tracer concentration in each sample. 
The lateral diffusion of small floats was observed during experi-
ments in which the tracer fluid was neutrally buoyant and also in 
experiments in which no tracer fluid was introduced into the flume. 
The purpose of these experiments was to provide additional data to 
compare the turbulent diffusing characteristics of the flows in the 
flumes used in this study with the flows in the flumes used by other 
investigators. 
3. 2 FLUME 
3. 2. 1 Description. The experiments were conducted in a 
40-meter-long recirculating flume located in the sub-basement of the 
W. M. Keck Laboratory of Hydraulics and Water Resources. 
Fabrication details of the flume are given by Vanoni, Brooks, and 
Raichlen ( 26). The flume is shown schematically in Fig. 3. 1, and 
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in the photograph in Fig. 3. 7. The bottom of the flume is made of 
stainless steel plate and is 110 cm wide; the vertical sidewalls arc 
(il cn1 high and are glass alollg most of the flunw's length. An 
instrument carriage rides on rails which are n10unted on the tops of 
the sidewalls. 
The flume is supported in pivot bearings near its mid -point and 
i s supported elsewhere by four pairs of power-driven screw jacks 
(as shown in Fig. 3. 1 ). The flume slope is obtained by reading a 
vertical staff attac hed to the flume approximately 17 meters upstream 
from the pivot. The staff was calibrated by observing the slope of 
the flume bottom with respect to a still water level. 
3. 2. 2 Water Circulation. Water entered the upstream end of 
the flum e through a metal screen (8 mesh/ inch) from a baffled inlet 
tank. An adjustable weir was installed at the downstream end of 
the flume to control the tail-water depth. Water flowed over the 
weir into an outlet tank. 
The design of the flume permits a number of alternative s for 
returning the water fron1 the outlet tank to the inlet tank. In order 
to n1inimize changes in the tracer concentration of the ambient 
flow during an experiment, the return system was modified to 
utilize the maximum water volume. Water flowed from the outlet 
tank through a pipe and a laboratory floor drain into the farthest 
of the four reservoi rs. The reservoirs are connected in series 
by short lengths of 10-inch pipes. The reservoirs have a combined 
capacity of approximately 63 cubic meters. Water was pumped 
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frorn the last reservoir, which is under the outlet tank, through a 
nominal 8-inch pipe, which runs under the flume, to the inlet tank. 
The pump was driven by a IO-horsepower motor through a contin-
uously variable V-belt drive. Water discharge was measured with 
a venturi meter (Keck Lab. No. Q-6) in the 8-inch pipe. The 16-
inch pipe which runs beneath the flume was not used for the return 
flow and was capped near the outlet tank but was allowed to fill with 
water from the inlet tank. 
3. 2. 3 Rough Bottom. The bottom of the flume was made rough 
for s01ne experiments by laying expanded metal sheets (Fig. 3. 2) on 
the stainless steel bottom. The sheets, which are manufactured for 
use as plastering lath, are made of steel and are galvanized; their 
approximate dimensions are given in Fig. 3. 3. Although the total 
thickness of the lath is 0.31 cm,the solid volume is equivalent to 
that of a solid sheet only 0. 025 cm thick. 
The lath was cut into panels 73 cm by 109 cm which were 
installed with the 109 cm length spanning the width of the flume. 
The panels were held to the stainless steel botom with mastic 
stripping 1 /2 inches wide by 1 /8 inches thick. Single strips of 
mastic were laid about 5 cm from each wall along the e ntire length 
of the flun1.e, and three pieces about 8 cm long were laid longitudin-
ally at the joints between panels. The panels were pressed into the 
mastic so that they lay flat on the stainless steel bottom. 
The hydraulic resistance of this rough bottom is given with 
other hydraulic data in Chapter 4. 
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Figure 3. 2 Photograph of expanded metal lath 
used for roughness on the bottom 
of the flume. 
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Figure 3. 3 Dimensioned sketch of metal lath used for 
roughness on the bottom of the flume. 
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3. 3 WATER DEPTH AND VELOCITY MEASURING EQUIPMENT 
Water depths in the fluine were measured with a point gage 
which could be read to the ncarcHt 0. 01 ctn and which waH rnountt-~cr 
on the instrurnent carriage. 
Water velocities were measured with a 1 /8 inch (0. 32 - cm) 
diameter pitot- static tube. The differences in pressure between 
the dynamic and static ports were measured electronically with 
a pressure transducer and strip-chart recorder. The system was 
calibrated by imposing pressures on the transducer with a water 
manometer which could be read to within O. 001 inches (0. 0025 cm). 
The difference between calibrations before and after an experiment 
was always less than two percent. 
The pitot-static tube was attached to the traveler of a point 
gage on the instrument carriage for positioning it in the flume. To 
obtain the velocity at a point,the output of the pres sure transducer 
was recorded for 30 seconds and was averaged by eye. 
3. 4 TRACER FLUID SYSTEM 
3. 4. 1 Fluid Handling System. The tracer fluids were prepared 
in a mixing tank and were pumped into the flume through various 
types of sources which are described in Section 3. 4. 2. The mixing 
tank was open at the top and had a capacity of approximately 600 liters. 
The tank and associated plumbing are shown schematically in Fig. 3. 4. 
The mixing tank was filled with water from the 16-inch 
pipe which runs under the flume. Weighed amounts of salt and 
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alcohol (if any) were adde d to the tank and were mixe d by pumping 
water out of the bottom of the tank and returning it at the top. 
For soni.e experiments dye was also added to the solution. 
During most experiments , fluid was pumped from the rnixing 
tank to the source in the flume . However, for some experiments, 
wat·er with no trace r and w ith the sam e density as th e flu.id i n the 
flt11.111· w:IN p1111q>1 :d d i n •c.,'. Ll. y ft• t1nl tlu· J(, .. inch pip1 ~ l.o I.hi : 1-101n· cc. 
qht~ .r.l ow ra te tn tli e source was ineasured with a variable area 
flown1eter (Keck Lab. No. Q-29) and was r egulated with a gate 
valve. A shutoff ball valve was put in series with the re gulating 
valve fo r c onvenience. 
3. 4 . 2 . Sources . The tracer sources in the flume were designed 
to distribute the tracer uniformly over the depth and across some 
sel ec t ed width within the flume. They w ere also designed to cause 
rninimun1 disturbances to the ambie nt flow. Three designs were 
11 :-;ed: 0 11c d esi gn was used for the narrow sources, cm and 2 cm 
,vidc ; a second desi gn was used for the 12 . 5 -cm - and 20-cm-wide 
i.nternicdiate width sonrces; and the third design was used for the 
w ide source in which the tracer was distributed o ver one -half of 
the 110-cm-wide flume. 
3 . 4. 2 . 1 Narrow Sources . The narrow I - cm-wide 
sour ce, w hich is s how n in Fig. 3 . 5, was made by placing a vertical 
manifold b e tween two vertical guide walls. The manifold was a 
fl ath med len gth of thin -walled brass tubing with holes drilled in 
t;h(' dow11 strc an1 edge. The holes were spaced at appr oximat e ly 
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1 OT09 . 
Figure 3. 5 The 1-cm-wide source. 
10114 
Figure 3. 6 The 20-cm-wide source . 
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0. 3 cn1. intervals along a vertical line starting near the botto1n and 
extendi ng about 11 cm hi gh. Holes above the water surface were 
cove:r.ed with pla stic tap b:~ K The h o l es were 1nadf'. with a l /8-inch -
di;U.))1:: t ,• 1.· drill and overy th'i1·rl hole: w;ui t•nl;1rged t:o a J/1(1- inch-
d i.:irnch' r. A µiece of rolled wire screen was placed in front of the 
manifold to break up the jets from the manifold. 
T h e vertical guide walls were made of 24 -gage (0. 028-inch) 
galvani :;,ed steel sheet. They were 1 cm apart and parallel at the 
downstr e a1n end but met to form a sharp edge at the upstream end. 
The tota l length of this source was 25 cm. The surface waves 
generated by this shape were less than 0. 15 cm high and were not 
much lar ger than the wave s 1nade by a single piece of sheet metal 
placed p a rallel to the flow. 
T he di::; c h a.rge fron 1 the 1- c rn-wicle source was equal to the 
dischar~e through a l-cn1-wide vertical strip in the central part 
o f the flltmc . T h e veloci ty distribution at the mouth of the source 
was oh8erved to be approxim.atcly uniform over the depth. The 
downstream e nd of this source was locate d 15 meters down stream 
from the s creen in the inlet box of the flume. 
A 2 - cm-wide source, 61 cm long, was constructed similar to 
the I- cm-wide source. However, the 2-cm-wide source was·us.ed 
o n ly i n an experiment to observe the lateral diffusion of floating 
particles. 
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3. 4. 2. 2 The Intermediate Width Sources. The 12. 5- c rn-· 
and 2 0 - c rn - wide sour ces w e re n1adc by placing a hori z ontal manifold 
between two parallel v e rtical guide walls. The guide walls were 
open at each end to allow th e watc:~r in the flunw to flow l.rntwe c n 
th e n1. A tracer fluid fron1 the mixing tank was s praye cl by the 
in a nifold onto the surface of the water flowing betwe en the guide 
walls. This design did not require mixing, storing, and pumping 
large volumes of water as would be required if the sources were 
constructed in the same way as the narrow sour ce s. The 20-cm-
wide source is shown in Fi g . 3. 6. 
The sa1ne guide walls were used for both source s. They were 
9 J. ,5 crn long, 20. 3 cm high, and were made from 18- gage (0 . 049-
inch) sta inless steel s heet. The walls w e re fa s tened to metal rods 
of the pr o per length which held them apart and upright. The contac t 
b e tween the guide walls and the rough lath botto m was sealed with 
mastic . Plastic tape was used to seal the c ontact b etwe e n the guide 
walls and the smooth bottom. 
An inverte d T-shape d manifold was fabricated for each source. 
T he vertica l inle t stem w a s a short piece of bra ss pipe which was 
solde r e d to the mid-point of a horizontal cros s-piece. The cross-
p i ece was a piece of 1-f- i nch . thin-walled brass tubing w hic h was 
c a ppe d a t both e nds. The l ength of the cross - piece w a s slightly 
l e ss than the width of the source. Outlet ports were made in each 
m anifold by drilling a s ingle line of holes along the l e n g th of the 
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c r o s s -piece . T h e holes were spaced 1. 25 cn1 apart i n lhe nianifo l <l 
f o r the 20-cni-wide source, and 0. 65 cn1 apart in the 1nanifold . fo r 
the 12. 5-cin-wide source. The holes were approximately O. 25 crn 
in diarn t• tcr; thl~ holes were niadc s li 1i;htJy l ar g er n c <.1r !:he ct•n tc:r 
a 1HJ s1nalh'! r 11<::.n· the C'nd ~; i. n ord<~r t.o 1nake th e tracer co n cn11tratio11 
di s tribution n1ore ne a rly uniforin across the sour ce. 
Flow rates through these manifolds w ere the s ame or less than 
the flow rates through the manifold in the narrow I-cm-wide 
source. The combination of these flow rates and manifold p o rt 
si z es produced jets which penetrated the water to give sufficient 
rnixing over the depth but did not excessively di s turb the flow. The 
manifolds wer e tilted slightly to give the jets a small downstream 
con1ponent of rr\01nentun1 to oppose the hydr a ulic re s i stance of the 
~u id e w a Us on th e flo w between them. The downstre an1. ends of the . 
g ltide wall s for both these s ources were ] 7 . 8 n1e t e rs d ownstrean1 
fron1 the s c ree n in the inle t box. 
Almost all expe riments with the 1- c m-, 12. 5-cm-, and 20 -cm-
wide s our c es were conducted with the sources on the center line of 
the flume . To t e st the applicability of the data from the expe riments 
to proble1ns in w hich an effluent is discha rged a long the bank of a 
stream, a 10-crn-wide source was placed against the left sidewall 
of the flun1e. Data fro1n experiments with this source were analysed 
as if the w all we r e a line of symme t r y for the 20-cm-w ide source . 
The 10-cm-wide source was constructed u s in g a manifold similar 
-3 3 -
111 lhl):.;c 11~: c: d i. :1 lhc ll.. r; _ , ·n1 · .11H] /. O · cl1.1 ··wjd,· :-:11111·1·1•1·:, l11d: 'Jtllll)!. 
unly Pti. · ~·K 11id1 ~ w .. \.11, wllil· l1 w .-H• placed JO 1·111 .1'1·11111 tl1t• :'1id.·wa..ll 
o J th e .f Jn 1 nc. 
3. 1. 2. 3 ticl~D Source. The widest source used i11 the 
c .x peri.n1 e nts occupied half the width of the 110-crn -wide fhune. 
This source was used to study mixing of two wide paralle l streams 
of the sa1ne depth and flowing with the same velocity but having 
different concentrations or densities . This wide source, shown 
in Fig . 3. 7, was made by partitioning the flume along part of its 
l1·11 µ; th w it.h a longitudinal di vidi.ng wall and spraying a tracer into 
<ll h' :3lcl1· <Jf t.IJ<• flu1nc . nc·c-a111:1e of the 1:1y·nnnc•t:ry of t111~ app a rat:ui:;. 
on1• c an observe sin1.ultaneously ir1 one experi.n1ent th.e rnixing of a 
heavy fluid into a light one, and a light fluid into a heavy one. 
The dividing wall was 7. 3 meters long and 20 cm high. The 
upstream end was 5. 3 meters downstream from the screen in the 
inlet box of the flume. The wall was made from three pieces of 18-gage 
(0. 049-inch) galvanized steel sheet which were put end to end. Each 
sheet was stiffened by bending the top at a right angle to form a 
narrow flange. The wall was laterally braced every 60 cm by 
wcdgii1g wooden st:rnts between the wall and th<~ sides of th e flum e . 
L cal<. ag(' 11ndcr t·hc wall was prevented by sealing the contact betwe e n 
the w a ll and the smooth botton1 with tape; the contact between the 
wall and the rough lath bottom was sealed with mastic. 
10048 
Figure 3. 7 Photograph looking down the flume. 
The splitter wall for the wide source 
is in the center, and the manifold is on 
the left. 
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Figure 3. S The manifold fo:r -the w ide sou rce. 
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The tracer fluid was sprayed from a n1anifolc1 into the fluni e 
on the lefl side (looking clownstrea1n) of t:h e dividing wall. The 
111;ud foJcl, which can be soen in Fig. 3. 7 and in niorc· detan in Fi g. 'L H, 
wa8 loc<tt('(l approxirnat:ely 1 n1etcr down::;treani fron1 the upHtreani 
edge of 1:h e wall. The tracer was !:>prayed into the flu1ne through 
four fan-shaped, garden sprinklers. The flow rate through each 
sprinkler was regulated with a right angle globe valve. 
The discharge from the sprinklers into the flume hindered the 
free flow of water down the flume on the left side of the splitter w all. 
Equal flow rates on both sides of the wall were obtaine d by slightly 
hind ering the flow on the right side of the wall also. For this purpose 
a l-inch by 3/ 16-inch galvanized steel bar was laid fl a t on the bottom 
avross the right half of the flun1e at the upstream end of the dividing 
w;\ll. 
O ne c an see in Fig. 3. 8 that the dischar ge from the sprinklers 
caused a major disturbanc e to the flow. . This disturbance decaye d 
and the vertical velocity profiles became re-established before the 
flow reached the end of the dividing wall. 
3 . 5 FLUID SAMPLING APPARATUS 
Water sa:r:nples were taken from .the flume to obtain 
tracer distributions in cross-sections downstream from 
th e s our ce . For this purpose a suction type samplin g system was 
construc ted, which was capable of sampling at 40 points in a cross-
section simultaneously. This system consisted of 8 rakes of 5 
sampling tubes each, a pres sure box to hold the rack of 40 test 
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lubes in which the sarnplcs were collected, a vacu1un purnp and a 
reservoir to supply suction, a cornpressed air source to purge the 
sampling lines and to stop the sampling, plus control valves and 
interconnecting tubing. 
Each sampling rake (see Fig. 3. 9 and 3. 10) was made from 
five .L-shaped brass tubes and a bracket. The tubes had a 1/8-inch 
outside diameter and a 0. 085 inch inside diameter. The vertical 
positions of the tubes were adjustable in the brackets. The brackets 
were clamped onto a rectangular steel bar which was suspended across 
the flume from the instrument carriage. The lateral positions of the 
rakes could be changed by sliding them along the bar, and they could 
be rigidly clamped to the bar with a thumb screw. The lateral 
coordinates of the rakes were read to the nearest O. 1 cm on a scale 
which was cemented to the top surface of the bar and also on a scale 
which was laid on the bottom of the flume at the tips of the sampling 
tubes. 
The water samples were collected in 40 test tubes contained 
in a pressure box which was mounted on top of the instrument 
carriage (see Fig. 3. 10 ). The test tubes contained approximately 
35ml samples each when filled. The pressure box was fab·ricated 
with a steel bottom and sides but with a transparent plastic top so 
that one could see when the test tubes were full. Nipples made from 
short pieces of 1/8-inch brass tubing penetrated the plastic top above 
each test tube. Lengths of transparent vinyl tubing connected the 
nipples to the sampling tubes. 
10041 
'Figure 3. 9 A fluid sampling rake. 
10046 
·Figure 3. 10 The pressur e box and sampling rakes 
on the instrument carriage. 
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The pressure inside the box could be made positive or negative 
as controlled with a three-port valve mounted on the box. Compressed 
air at 1. 5 atmospheres was supplied through a pres sure r egulator 
from a central compressed air source in the laboratory. Suction 
up to one atmosphere was supplied from a 13-liter r t~servoir which 
was evacuated continuouHly with a vacuurn pump. A ne e dle valve 
was nsed lo control the :rate at: which air was SU ('ked o nt of the box. 
\II/ hell th eK-~ pressure in the box was negative, water flowed into the 
sampling tubes and discharged into the test tubes. When the pressure 
was positive, the water in the sampling lines was forced back into 
the flume. The lengths of tubing used in each of the sampling lines 
were identical so that the flow rate through each sampling line was 
the same. 
3 . 6 SAMPLE ANALYSIS 
3 . 6. l Description of the T echnique. The NaCl concentrations 
111 wah~ r sa1nplcs wcr(' dt~lE:rtnined by measuring the i:;pccific 
r es i stances and t emperatur es of the samples, and then c alculating 
the concentrations using published data which relates the specific 
re s istance to NaCl concentration and temperature. This concent-
r ation was us ed to calculate a relative concentration appropriately 
normalized with respect to the concentration of the tracer fluid in 
the mixing tank. The accuracy of this method is discussed in 
Subsection 3. 6. 2. 
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The specific resi s tance of each sample was n1easured with an 
r•lect.ronic brid ~c· (Model HC 1(,) and pipette c ell (CE L Ci 1) hotb 
n i.anufactured by Industrial Instrunwnts, Inc. Because the specifi c 
r e sistance of a solution is a fun c tion of temperature, the samples 
were put into a constant temperature bath prior to analysis. All 
samples frorn any one experiment were analyzed within 0. 1°C of 
some arbitrary reference temperature , which was usually close 
h t tu 2 l oc. to t e room empera re, The specific resistance of a 
0 
sample at 18 C was calculated from the 1measured specific resistance 
and ten1perature by using the formula 
R 18o = RTo / [ 1-(0. 020/°C) (T
0
-18°)] , (3. 1) 
0 0 
w here R 180 and RTo are the specific resistances at 18 and T C , 
respectively. The temperature coefficient 0. 020/ 0 c is an a verag e 
value for NaCl solutions betwee n 18° and 25° C. Table 3. 1, a table 
of NaCl concentrations and their logarithms as a function of specific 
resistances at 18° C and their logarithms, was prepared .from data 
in Ref. 27, Vol. 6, ,p 233. The NaCl concentrations of the samples 
were calculated by using line ar interpolation in the logarithmic 
columns of this table. This interpolation scheme was used because 
it is more accurate than linear interpolation in the arithmetic 
c olumns and is more convenient than using hi gher order schemes. 
When using Table 3. 1 it is necessary to assume that NaCl 
is the only material present in a water sample which affects its 
specific resistance. Because tap water containing other dissolved 
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Tabl e 3 . 1 Specific resis tance at 18° C as a 
f unc t i o n of N a Cl concentration. 
NaCl Concentration Specific Re olotance 
c Log IO c Log l O(R 180) Rl8o 
10-3 molee /liter ohn1•cm 
0 . I -1.00000 4. %706 926?5. 0 
0.2 - 0.69897 4.66715 46468.0 
0.5 -0.30 103 4. 27184 18700. 0 
I. 0 0 . 00000 3 . 97359 9410.0 
2.0 0 .30103 3. 67651 4748. 0 
5 . 0 0 . 69897 3. 28592 l 931. 6 
10 . 0 l .00000 2. 99260 983. 1 
20.0 1.30103 2.70157 503. 0 
50. 0 I. 69897 2.32098 209.4 
100.0 2.00000 2.03703 108 . 9 
200. 0 2 . 30103 1. 7 5679 57. 12 
soo.o 2.69897 1. 39375 24. 76 
1000. 0 3.00000 I. 12%? 13 . 48 
2000.0 3. 3 0 103 0 . 8882? 7.732 
3000. 0 3.47712 o. 7715'1 5 . 910 
4000. 0 3 . 60Z06 0 . 76849 5.868 
Tabl e 3 . 2 D ata from tests t o check a ccuracy of technique fo r 
det e r mini ng relative c o n c entr a t ions. 
Tracer F luid Al Tracer Fluid B 3 
Actual Concentration Calcul ated Actual Concentration Calculated 
Relative from Relative Rel ative from Relative 
Concentration Table 3. I Concentration C..oncentration · Table 3. I Concentration 
c c c c c c 
10 - a moles/liter 10-3 molea/liter 
I 174 o. 9096 l 587 0. 9965 
o. 1000 30. 4 0 . 0994 0 . 1000 68. 0 • o. 1000 
0.0500 Z I . 7 + 0.0500 0.0100 15.8 0.0099 
o.ozoo 16. 4 0.0199 0. 00 10 10. 7 0.0010 
0.0 100 14. 7 O. OlOZ 0.0001 10. 2 0.0001 
0.0040 13.6 0 . 004 0 0 10. 1•• 0 
o. 0010 13. 0 0.0006 
0 I Z. 9** 0 
' Tracer fluid made by adding appr oximately 10 . 3 gm • T race r fluid made by adding 34. 2 gm Na Cl to water NaCl and (1 0 . 3 gm)• (3 . 88)=40. 0 gm methyl alcohol t o make 1. 000 liters of solution. 
to water to make 1 .. 000 liters of solution. 
• Con centration cdt 
• Co ncentration cdt 
** Concentrations ca and Cd 
** Conc entrations ca and Cd 
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is not true. However, the data given in Subse c tion 3 . 6. l ~-; how that 
the erro rs introduced into this study by the use of Table 3 . l a re 
s n 1all . 
Fn-r the purpose of this stndy,ouly the relative concentration s 
"' lr;1cc·r i 11 tht: san 1pl c ~; Wt !:1·1·! require d; alisolul<:: NaCl vo11 c entr;tf.in11 n 
"··re not needed. The s ea.le for the relative concentr a ti on was 
u s ually chosen so that the concentrat ion of the ambient fluid w as 
z .:!ro and the concentration of the trace r fluid in the mixing tank 
"\V::tS u nity. The relative concentration, C , of a sample was defined 
uy the exp r ession 
c = 
c-c 
a 
c - c t a 
where c, ca and ct are the apparent NaCl concentrations of the 
(3. 2) 
flt 1i cl ~·~w1plmI llll~ an1bit~11t fluid, and the trace r fluid in th e n-1.ixing tank. 
I 11 tht: c:x pcr.i11h'11b; with two wide parallel streanHl, C wa.::; redefined 
s <> that it equall1~ d unity for one stream and zero for the other. 
Both c and c were obtained by measuring the specifi c resistances 
a 
o f th e solutions and then using Table 3. l; however, c t was determined 
from the specific resistance of a diluted tracer solution for reasons 
given b e low. 
B ecause the NaCl concentrations in the tracer fluids were 
relative ly high, their specific r esis tances were low and were difficult 
t o meas ure accurately with the bridg e and cell that were used. 
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Also the concentrations of nwthyl alcohol in the neutrally buoyant. 
tracer fluids had measurable effects on the specific resistances 
of these fluids. Therefore, tracer fluids were diluted about 20 or 
50 to 1 to raise their specific resistances to acceptable levels 
and to minimize the effects of methyl alcohol. The specific 
resistances of the diluted tracer fluid and the diluting fluid were 
rn easured,and their NaCl concentrations were obtained from Table 3. 1. 
The NaCl concentration of the tracer -fluid, ct, was calculated with 
the formula 
(3. 3) 
where cdt and cd are the NaCl concentrations of the diluted tracer 
fluid and the diluting fluid, and D is the dilution ratio defined as 
the volume of the diluted tracer fluid divided by the volume of the 
tracer fluid. The concentration ct given by Eq. 3. 3 was used in 
Eq. 3. 2 to calculate the relative concentration, C. 
3. 6. 2 Accuracy of the Technique. The accuracy of the above 
technique for determining C, the relative concentration, was tested 
for several different tracers. The tests showed that the accuracy 
of the technique was better than 2 percent of the peak concentration 
(C= 0. 03) typically observed in a cross-section. The results of 
two of these tests are given in Table 3. 2. 
In each test known dilutions of a tracer were prepared. The 
specific resistance of each dilution was measured, and C was 
calculated according to the procedure given in the preceding section. 
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Tracer A was a typical neutrally buoyant tracer fluid made hy adding 
salt, alcohol, and dye to water taken fron\ the flun1e. Tracer R 
was a dense tracer fluid made by adding only salt to water. The 
accuracy was good over most of the range 0 < C < O. I for both of 
these tracers. The apparent error at C = 0. 0010 for tracer A is 
due to the poor resolution of the difference c - c in Eq. 3. 2. The 
a 
accuracy at C = I for tracer A was poor because of the effect of 
alcohol on the specific resistance of the fluid. The accuracy was 
good over the entire range of C for tracer B because the higher salt 
c oncentrations gave better resolutions at the lower values of C and 
because there was no alcohol in the tracer fluid to cause errors 
at the high values of C. 
Additional tests were made to determine more specifically 
the effects of alcohol and dye on the specific resistances of the 
solutions. The tests showed that the effects were not important 
at the concentrations found in samples taken during experiments. 
3. 7 MEASUREMENTS OF FLUID DENSITY 
The difference between the density of the tracer fluid dis -
charged fron1 the source, p1 , and the density of the ambient fluid 
in the flu1ne, p , was obtained from measurements of the specific 
a 
gravities of the tracer fluid in the mixing tank and the ambient 
fluid in the flume. The densities in gm/cm3 were assumed to equal 
the specific gravities. The specific gravities of fluids with densities 
between 0. 993 gm/ cm3 and 1. 038 gm/ cm3 were measured with a 
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hydrometer gradu ated in increments of 0. 001 and which could be 
r e ad to the nearest 0. 0002. Fluids with densities outs ide this range 
wer e e ither diluted vvith water from the flume to rnak e their dcni:;itics 
fall within this range or their specific gravities were nwasurcd with 
a bydro1neter with a wider range but which was graduate d in incre-
tnents of 0 . 005 and which could be read only to the neares t 0. 001. 
The difference Lelwecn the densities of the fluid in the mixing tank, 
t\ • and the density of the ambient fluid could always b e d e t e rrnined 
with an accuracy of better than two percent of the difference. 
In experin1.ents with the narrow 1-cm-wide sour c e, fluid 
fr on1 the rnixing tank was discharged undiluted from the source. 
Therefore, in these experiments the difference 6 p = p1 -pa was 
equal to pt - Pa· 
In experin1ents with wider sources, the tracer fluids from the 
n1 i~1Kng tank were diluted between the guide walls of the sources; 
a.,; a r e ::;ult, the differences, Lip, usually were too sni.all to be deter -
n1ined accurately by measuring with a hydrome ter the specific 
gravitie s of the ambient fluids and the diluted tracer fluids which 
w e- re di s charged from the sources. Therefore, 6p was c alculated 
from th(' densities of the undiluted fluid in the rnixing tank, r , and 
' t 
the d e n s ity of the an1bient fluid, p ; froni. the relative c oncentration, 
a 
C , of the fluid <lischarged from the source ; and by using a graph of 
the difference in densities between salt water and fresh water as a 
function of salt concentration. The graph was prepared from data 
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in Ref. 28 p.1909. This graph was also used to determine Pt from 
1neasurements of the specific gravity of diluted tracer fluids. To 
calculate 6 p for these experiments, a concentration corresponding 
to a density difference of pt - pa was obtained from the graph. This 
con centration was multiplied by the relative concentration of the 
fluid discharged from the source. The quantity 6p was then read 
from the graph as the density difference corresponding to a concent-
ration equal to the above product. The accuracy of !::ip determined 
by this method is believed to be better than 4 percent. 
3. 8 EX P ERIMENTAL PROCEDURES 
3. 8. 1 Preparation. In preparation for an experiment, uniforn1 
flow was established in the flume, and the tracer fluid was prepared 
in the mixing tank. Uniform flow was established in the flume 
by adjusting the speed of the main pump to give the desired flow r ate 
in the flume, by setting the slope of the flume to the proper g rade 
for that discharge and the desired normal depth, and by adjusting 
the elevation of the weir at the downstream end of the flume until 
normal depth ex isted a few meters upstream from the weir. 
Because the flow was subcritical, uniform flow at normal depth 
existed upstream from this point. The tracer-fluid punip was used 
to pump water f rom the 16-inch pipe to the source while uniform 
flow was being established. 
The proper slope for uniform flow at a particular discharge 
and depth was determined by trial and error in previous e x periments. 
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Periodic checks showed that this slope did not vary with time, nor 
was it a function of the type of source, i£ any, in the flume. Los s es 
caused by flow around the sampling tubes did not measurably affect 
the water depth. 
The tracer was prepared by first filling the mixing tank with 
water to the level of one of several reference marks on the wall 
of the tank. A measured amount of salt and alcohol (if any) were 
added to the water, and the solution was mixed thoroughly. Some-
times dye was added also. The specific gravities of water samples 
taken from the flume and from the mixing tank were measured. If 
the tracer fluid was supposed to be neutrally buoyant, a small 
sample of dyed tracer fluid was put into a beaker of quiescent water 
taken from the flume. The motion of the dyed tracer fluid was 
observed to assure that the two fluids were the same density. 
The temperature of the water in the flume and the tracer 
fluid in the mixing tank were measured in place. In the majority 
of the experiments the temperature of the water i n the flume was 
within i 0 c of 20. s0 c, and the temperature of the water in the 
rnixing tank seldom differed from the temperature of the water 
0 
in the flume by more than 1 C. 
3. 8. 2 Positioning the Sampling Tubes. The vertical positions 
of the sampling tubes in the sampling rakes were set before the 
start of an experiment. The vertical coordinates of respective 
tubes in all rakes were the same and were not changed during 
an experiment. The sampling tubes in a rake were spaced closer 
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together in the region where vertical concentration gradients were 
the largest. In experiments with dense tracers the sampling tubes 
were spaced closer together near the botton1 of the flunl.c. For 
1· 1111vc11i<'11cr· ;uJ1l 1.'.0ll ffi1;;te11vy t:hia H;.tn1c Bp;:icini.: waH 11,.;ed i11 ex1wri. · 
11 1.- 111: : "'i th 1w11l.rally h11oy.11d t:n.1<'<'l'H. ln ll1c t:wo t·x1w1· i111 EDKl d K ~1 'vvl tl1 
a li ght tracer fhdd the tubeti were spaced c loser l:ogt:l:h c r lH,ar the 
s urface. 
The lateral spacing of the sampling rakes in a cross-section 
depended on the width of the tracer plume in each cross- section. 
In the experiments with the sources of narrow and intermediate 
width,the rakes were spaced approximately uniformly across that 
part of the cross-sectio11 occupied by the tracer plum.e. In the 
t'x perin1ents with the wide source,the rakes were distributed across 
th e rnixcd zone between the two fluid masses. The width of the 
tr a cer plu1ne or mixed zone was estim.ated in advance from the 
w idth s at other cross-sections during the same experiment or from 
data from previous experiments . Widths estimated by visually 
observing a dyed tracer plume were usually too narrow. 
3. 8. 3 Taking the Samples. When the above preparations were 
complete and the sampling tubes were distributed across the desired 
cross-section, tracer fluid was pumped from the mixing tank through 
the source into the flume . After about one minute, which was 
require d for the tracer distribution in the flume to r each a steady 
s tate, the pressure box containing the test tubes for the water samples 
was put under positive pressure to blow out the water pre sent in 
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the sample lines. Next, the box was put under vacuum and water 
from the flume was drawn up into the lines. Just before the water 
was about to be discharged into the test tubes, the box was again 
put under positive pressure to purge the lines. To assure tha t 
the samples to be taken would not be contaminated, the sampling 
lines were filled and purged at least three times before water was 
allowed to flow into the test tubes. The rate at which air was removed 
from the pressure box was regulated so that water entered the 
sampling tubes at a velocity equal to or less than the free stream 
velocity. About 20 seconds were required to fill the test tubes. When 
the test tubes were full, the box was put under positive pressure to 
stop the sampling and the tracer-fluid pump was shut off. The test 
tubes were then taken out of the pressure box and an empty set was 
put in. Next, the carriage was moved to a · different cross- section, 
the sampling rakes were redistributed across the width, and the 
sampling procedure was repeated. 
Every time sarnples were taken from the flume to determine 
the conc e ntration distribution in a cross-section, a 100 ml sample 
was siphoned from the flume upstream from the source to d e fine 
the tracer concentration of the ambient fluid. Changes in concent-
r ation of the ambient fluid during the 20 seconds required to take 
the samples were too small to be detected. 
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·~K ') EX P ERIMENTS WITH FLOATING PARTICLES 
:L 'J. I ~£!K!b_atu~•K The additional 111alc riaJ and c quipn1 e nt 11ccdc<I 
ln ~t11dy t·ht· latKt~ ral dHf1a; iun of fl.oati11g pa.1· 1.i. c h·t-1 wor·<·: lli<' pa1"licl1·~; K 
a. device f o r putting thenl ·into the flutnc, and a d t.· vict! for dy~ terrniKni11g 
the ir lateral c1i::;trihutions at locations downstrearn. 
The experirnents were made with polyethylene partic les which 
had a specific gravity of 0. 95; a sample is shown in Fig. 3. 11. 
All particles passed through a No. 5 sieve (0. 396-cm-diam. ) and 
were retained on a No. 6 sieve (0. 337-cm-diam. ). Individual 
particles were dropped manually into the flume through a funnel. 
The tip of the funnel was about 1 cm above the water surface. The 
particles were always dropped onto the center line of the flume at 
the downstrean1 end of the tracer-fluid source, if one were being 
used. If no source was in the flume, the particles were introduced 
into the flume 15 meters downstream from the inlet screen. 
The particles were caught at various distances downstream in 
a con1partmented-sieve particle collector. The particle collector, 
shown in Fig. 3. 12, was constructed similar to those used by Or lob 
( 7 ), and also by Sayre and Chamberlain ( 8 ) and by Sayre and 
Chang ( 5 ). It was 104 cm wide, 5. 5 cm high, and 1. 6 cm deep. 
The hack. and bottom of the collector was made from one piece of 
vvire n1csh (8 n1esh/inch) screen which was fas tened to the back of 
a rigid a.lun1inum bar. The screen was divided into 104 compartrnents, 
each 1 cn1 wide, by strips of 26-gage (0. 018-inch) stainless steel 
sheet. Each of the compartments was numbered. The entire 
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Figure 3. 11 Sample of polyethylene particles used in study of 
lateral diffusion at the free surface. 
10040 
Figure 3. 12 Compartmented-sieve particle collector; the compartments are 1 cm wide. 
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assembly was suspended from the instrument carriage across the 
flume with the bottom 1/2 cm of the collector submerged. A particle 
floating downstream was stopped by the screen and remained in 
one compartment until purposely removed. 
3. 9. 2 Procedures. In preparation for the experiments to 
observe lateral diffusion of particles at the free surface, uniform 
flow was established in the flume. If a tracer source were in the 
flume, water was pumped from the 16-inch pipe to the source. 
The flume slope, water discharge, and water depth were adjusted 
with the particle collector in the flume by following the procedures 
described in Section 3. 8. The particle collector had a small 
influence on the water depth; therefore, the elevation of the weir 
had to be changed in order to maintain uniform flow upstream from 
the particle collector whenever the collector was moved. 
During an experiment,particles were dropped individually 
into the flume at intervals of 3 to 5 seconds until 50 to 80 particles 
were caught in the collector at some cross-section downstream. 
The collector was then taken out of the flume and the number of 
particles in each compartment was counted and recorded. Next, 
the collector was emptied and put back into the flume. This process 
was repeated until an accumulated total of approximately 400 
particles were collected at a cross-section. The collector was 
then moved to a different cross- section, the elevation of the weir 
was adjusted, and particles were collected at the new location. 
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The average velocity of the particles waH dctcrrnined d11ring 
each experiment by measuring the length of time required for 
particles to travel a measured distance of about 20 meters. The 
velocities of 20 particles were calculated and averaged in each 
experiment. 
The data from the experiments were used to calculate the 
variance, cr2 , of the lateral distribution of particles collected 
s 
in each cross - section. The variance and velocity were used to 
calculate diffusion coefficients, which are presented in Chapter 4. 
Visual observations during the experiments showe d that the 
c ollector was capable of holding 50 to 80 particles without seriously 
disturbing the flow pattern in front of the collector and without 
allowing particles to move from one compartment to another. 
Visual observations also showed that dropping the particles at 
3 to 5 second intervals spaced them far • enough apart so that the 
motion of any one particle was statistically independent of the 
motion of the others. 
The number of particles collected at a cross-section, 400, 
was a compromise between a larger number, which would yield 
a better estimation of · cr2 but would require more effort, and a 
s 
smaller number, which would require less effort but would give 
a poorer estimate of a:. If the motion of each particle were 
statistically independent of the motion of all others , the error in 
the experimental determination of cr~ can be estimated from the 
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~; tatistil·al µropertics of the varia.rH.:ea of Han1plcH tak(!l1 1."ron1 a 
norn1al population. The error in a2 as a function of the nun1.ber 
s 
of particles collected was calculated from the chi-square probability 
distribution (see e.g. Mendenhall (29) p. 205 , and tables and 
approximate formulae by Abramowitz and Stegun (30) p. 941, 
984-985); the results of the calculations are tabulated in Table 3. 3. 
The number 400 was selected subjectively after observing the data 
in this table. 
Table 3 . 3 P robability that the error in cra i s exceeded as a 
s 
function of the number of particles colle c ted. 
Number Er r o r 
of 
Particles ±5% ±10% . ±15% ±25% 
100 0.70 0.47 0.28 0.09 
200 0.60 o. 31 o. 14 0 . 02 
400 0.47 0. 16 0.04 <0.01 
800 o. 31 0.05 <O. 01 <0.01 
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CHAPTER 4 
EXPERIMENT AL DAT A 
Experirnental data are presented in the three sections of this 
c hapter. In the first section, the hydraulic data for the flows used 
in the experiments are given; in the second, data from the experiments 
performed to observe lateral mixing of fluids are presented; in the 
third, data from the experiments with floating particles are given. 
4. 1 HYDRAULIC DATA 
Five different flows were used in the experiments . The 
hydraulic data for each of these flows is given in Table 4. 1 and a 
brief explanation of the data in each column is given below. 
4 . J. 1 Flow Condition Code and Flume Bottom. The flow 
condition codes in Col. 1 are introduced here for convenient use 
later. The letters S or R denote whether the bottom was stainless 
steel plate or if the bottom was rough metal lath. 
4. 1. 2 Water Depth. The water depth given in Col. 3 is the 
average of 10 or more measurements made along the axis of the 
flume. The average depth was reproducible from one experiment 
to the next to within 0. 02 cm;: however, the depths measured at 
some of the individual points differed from the average by more 
T able 4. I Summ a r y of hydraulic data . 
(I ) (2) (31 (4 ) (5) (6) (7) (8) i9 1 
Flow Shear Metered Discharge Difference Velocity in 
Condition Bottom Depth Slope Velocity Discharge Velocity Between Cer.tral 60 cm 
Code Computed of Flume 
d s u ,,=.jgdS (cm 3 /sec) (cm/secl a.nd 
-Metered u 
(cm ) (cm/ sec) Discharges 
•cm / sec ) 
SI stainless 4. 05 o. 000961 I. 96 15,300 34.4 2. 6% 35.·P 
steel 
plate 
S2 stainless 6 . 55 0.000803 2. 27 3 1,600 43 . 8 3. 6% 45. 2*" 
steel 
pl ate 
S3 stainless 11. I 0 . 000432 2. 17 54,500 44.6 I. 8% 46. 0 
steel 
plate 
RI rough 3. 90 0. 003 91 3. 86 15 , 300 35. 7 I. 4% 37. 3 
lath (4. 05) i3. 94) (34. 4 ) (35 . 9 ) 
R2 rough 6. 40 0.00284 4.23 31,600 44. 8 4. 8% 45.9 
lath (6. 551 (4 . 28 ) (4 3. 8) i44. 81 
::: Average of four experiments 
····· Average of two experim ents 
Numbers in parentheses a r e data from experiments with rough lath bottom uncorre cted for blockage. 
(J O) ti I ! 
von Karman 1 s Friction 
k Factor 
1r~ · 2 
f=B -, _ , 
u 
0.405 0. 0246 
o. 359 0.0202 
0.389 0 . 0178 
0. 3 55 0. 08 54 
(0 . 311 ) (0 . 0963 ) 
0.370 0 . 0680 
(0. 373 ) (0 . 07 31 I 
11 2) 
Reynolds 
:"lum ber 
4~d 
., 
5. 78xl 04 
I. 19xl o 5 
< 2. 06x l 0 ' 
5.87xl 04 
I. 18x l05 
fl 3 1 
F!"oude 
:-<um ber 
-
_ u_ 
.. gd I 
0. 562 
I 
o. 564 i 
I 
I 
0.H I I 
I 
o. 601 I I 
10. 56Q i I 
I 
o. 580 i 
(0. 560 1 1 
! 
I 
' 
I 
! 
I 
JI 
.J'. 
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than 0. 10 cm partly because of difficulties in estimating the mean 
position of a wavy water surface but mostly because of slight warps 
in the stainless steel plate bottom. 
The depth measured in the laboratory was the distance between 
the water surface and the stainless steel bottom; however, for those 
flows with the rough lath bottom this distance was corrected by 
subtracting O. 15 cm in order to adjust the cross-sectional area 
for blockage caused by the lath in the lower O. 31 cm of the cross-
section (see Fig. 3. 3) • . Better agreement between data from experi-
ments with the smooth bottom and data from experiments with the 
rough bottom was obtained when the corrected depth was used in 
the analysis in Chapter 5. Similar corrections have b een made by 
other investigators who studied flow over very rough surfaces. 
(See, for example, Einstein and El Samni (31), and Taylor (32).) 
The corrected depths are given in Col. 3 and are used in the 
co1nputations of the other hydraulic parameters. For comparison, 
hydraulic paran1eters calculated using the uncorrected depths are 
given in parentheses. 
4. 1. 3 Slope. The slope given in Col. 4 is the slope of the 
e nergy g rade line, which is also equal to the slope of the water 
surface and bottom of the flume. A profile for flow S2 is s hown in 
Fig. 4. 1. The elevation of the bottom given in Fig. 4. 1 was 
determined by measuring the distance ·between the bottom and a 
ti till water level. The a ccuracy of the slope is governed mostly 
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by the accuracy of the measurement of the change in water s urface 
elevation in a dista nce of 20 meters. The probable e rror is about 
±0. 04 cm/2000 cm = ±0. 000020. 
4. 1. 4 Shear Velocity. The bottom she ar velocity, u ,:, • given 
in Col. 5 was calculated from the expression 
( 4. 1) 
which is valid for infinitely wide channels but gives values slightly 
too lar ge when used for channels of finite width because of the shear 
on the side walls. 
4. 1. 5 Metered Discharge and Discharge Velocity. The dischar g e 
in Col. 6 is the sum of the discharge entering the upstream e nd of 
the flume, which was measured with the venturi meter, and the 
dischar ge pumped from the mixing tank, which w as measured with 
the variable area flowmeter. The flow pumped to each of the source s, 
e x cept the widest, was about 1 percent of the total; the flow to the 
widest source was about 3 percent of the total. The error in the 
s um is governed by the error in the venturi meter c alibration, 
w hich is probably l e ss than 1 percent. 
The discharge velocity given in Col. 7 was obtained by dividing 
the dis c h a r g e in Col. 6 by the cros s - s e ctional area which is the 
product of the depth, given in Col. 3, and the flume width, 110 cm. 
4. 1. 6 Velocity in Central 60 cm of Flume. The mean velocity 
in the central 60 cm of the flume cross-section, where most of the 
m ixing in the e x p e riments occurred, was calculated fr o m velocitie s 
measured with the pitot-static tube and from the m e ter e d di s char ge. 
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Cross-sections of the flume showing isovels for each of the flows 
are presented in Fig. 4. 2, and some vertical velocity profiles for 
flows S 1 and R 1 are shown in Fig. 4. 3. 
Velocity profiles were measured along vertical lines spaced 
4 to 10 cm apart in the central part of the flume and closer together 
near the side walls. The velocities measured at O. 2, 0. 4, and O. 8 
depths from the stainless steel bottom were averaged to estimate 
the aver a.ge velocity for each profile. These average v e locities 
w e re nmltiplied by the depth and integrated acro1:1s the central 60 cm 
of the flume to give a discharge through that part of the cross-section. 
The discharge through the total cross - section was calculated in the 
same way. Because the calculated total discharge was always a 
f e w percent greater than the metered discharge (by the amount 
shown in Col. 8), and because the metered discharge is probably 
more accurate, the discharge through the central 60 cm of the 
flume was corrected by subtracting the percentage shown in Col. 8. 
This corrected discharge through the central 60 cm of the flume 
was used to con1putc the 1nean velocity, ~K listed in Col. 9. 
4. 1. 7 von K arman 1 s k. Values of von Karman 1 s k were cal-
culated using Eq. 4. 2 with the slopes of the velocity profiles drawn 
on semi-logarithmic coordinates, and the shear velocity in Col. 5; 
k = 2. 3u,:J (change in u per log10 y cycle). (4. 2) 
The values given in Col. 10 are averaged over the central 60 cm 
of the flume cross-section. Velocity profiles with local values of k 
for flows Sl and R 1 are shown in Fig. 4. 3. 
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4. 1. 8 Friction Factors. The friction factorH given i n Col. l I 
were c alc ulated with the forrnula 
(4. 3 ) 
where u ,:, and u were obtained from Col. 5 and 9, respectively. D a ta 
from experiments with flow over the plain stainless steel plate bottom 
showed that this boundary is in transition between hydraulic ally 
smooth and rough. The equivalent sand grain roughness for the 
steel plate boundary is about 0. 013 cm. Data from experiments 
with the rough lath bottom showed that this boundary is hydraulically 
rough. The e quivalent sand grain roughness for the lath is about 
1. 1 c1n but is a function of the water depth. 
4. 1. 9 Reynolds Number and Froude Number. The Reynolds 
numbers in Col. 11 and Froude numbers in Col. 12 were calculated 
using the depths in Col. 3 and the velocities in Col. 9. A viscosity 
of 0. 99 1 x 10- 2 cm2 /sec, which is the viscosity of water at 20. 5 ° C, 
was used in the c alculations of the Reynolds numbers. 
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4. 2 EXPERIMENTS WITH FLUID TRACERS 
4. 2. 1 Introduction. In this section, data are presented fron~ 
experiments performed to observe lateral mixing of tracer fluids 
of different densities. Although most analyses and interpretations 
. 
of the data are given in Chapter 5, this section includes the methods 
used to reduce the basic data to obtain some of the dependent integral 
paran1eters which are used in the subsequent analyses. 
Because of the large volume of the data, the conce ntrations 
observed at all the points in all the experiments are not included 
in this text. Instead, these data have been made available in Ref. 1 
(Technical Memorandum 70-3 of the W. M. Keck Laboratory of 
Hydraulics and Water Resources, California Institute of Technology, 
Pasadena, California 91109 ). A sample of the data from one of 
the experiments, as given in the Memorandum, is given in this 
section. Also, samples of reduced data from various experiments, 
including most of the different cases studied, are presented graph-
ically in this section. These data include detailed concentration 
distributions in cross - sections, lateral distributions of the depth-
averaged concentrations, and. vertical concentration profiles. The 
variances of the lateral distributions of the depth-averaged 
concentrations, and averaged coefficients of variation for the 
theoretical concentration distributions are presented for all 
experiments in this section because they form the basis for the 
a nalyses in Chapter 5. 
A list of all ex periments made with tracer fluids with some of 
the parameters is given in Table 4. 2. 
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Table 4. 2 List of experiments with tracer fluid s . 
l~ c .. ..<: 
"' ~ :§i .. .. 0 
"..c - l:- u i ll ·~ .. c .. ii: .. .0 ~:a .. ~ ~ .0 5 ;; ~ Q. ~ c u ·~KII .. E _.,, 0 c 
-
.. .. : { .. .. .. ~ "4 g u 
.g ii: - .. .. Q. .. Q .. .. 0 Q. 0 l:l <l .. .. i~ z .. • u iS ~ p., .. r.i 0 
113 S2 1.0 0.0100 68,84 , 111.131 12'> 
114 S2 I .O 0.0160 111 
115 S2 1.0 0 Ill 
lib S2 1.0 0 b7,A3,lll,130 174 
117 S2 1.0 0.0307 Ill 
l lH sz 1 . 0 0.030'> Ill 124 
l i'O SI 1.0 0 106 120 
111 SI 1.0 o.01sH 106 170 
1n St 1.0 0.03 1A 106, 164 
125 53 i . o 0 82 .102 .I 13 
127 S3 1.0 0.0159 113 
17.A S2 1.0 -O.OJ 5A &9,85.tll .132 17.'> 
129 s3 1 . 0 0.0078 I 13 
130 SI 1 .0 0.045 3 106 17.0 
131> SI 7.0. 0 0 ! OR 
13 7 SI 20 . 0 o.OOOR8 I OR 
13<> SI · 20.0 0 I OA 123 
140 SI 7.0 . 0 O .OOl5R 101'9 16 4 
14 1 SJ 20 .0 O.OOZ3A I OR 
14 2 SI 20 . 0 0.00487 IOR 1?3 
J4 3 SI 20.0 o.on210 I OR 1 23 
144 SI 20 . 0 tl .00373 IOR 
14 7 S I 1. 0 -0.011>4 106 170 
l ':>O 57. lO.l} 0 RA, 11 7 
15 1 S2 7.0 .0 0 .00079 11 2 
15 7. S2 20 . 0 0 .OO·IRb A9, 11 2 
153 S2 20 .0 o 11 2 
154 52 20 . 0 0.0012 1 11 2 
156 SI 12.5 0 
1<;7 SI 1 2 . 5 0 
158 3 SI 12.5 0.00132 
159 3 SI 12.5 0 . 0 07.83 
tno 3 S I 12.5 0.0043) 
1 /'Jp/pa "> O dcnotce tracer fluids more denec than ambient fluid. 
t>.p /pa < O denotes trac~r fluide les t1 dense than ambient fluid . 
a Data frorn thc~c expcrin1er1t ft not u.9rd "i n ~naly·aesK 
ii ~ .. ~ ~ >-.. .. ~ ~ .. ~ -s - l:- u ~ ~ § .. c .. 
" 
.0 ·; ~ Q. :3 0 ... 'O ~:sKo ~ .. E -.,, 0 c 
-
.. .. : :g_ .. i t&t gu .g ii: - .. .. 0. .. Q .. Q. Q l:l <J .. .. .. t:I l) iS .. p., .. p., 0 
lb 1• SI 12. 5 0.00636 
lb 2 SI 12.5 0 107 
163 SI 1 2 . 5 0 . OOl3R 107 
l b'> SI 12.5 O. OOZ75 107.lb'> 
lb5 SI 12.5 0.00'>14 107 
lbb SI 12. 5 0 107 
11>7 SI I Z .5 0 . 00,43 10 ·1 
170 SI 2XIO 0 10'1 
171 SI ZX IO 0.00145 109 
172 SI 2XIO 0.004 14 109 
175 SI WIDE 0 110 
177 SI WIDE 0 76,91, 94, 110,\ 33 
178 SI WIDE 0.00057 110 
179 SI WIDE 0.00 114 1 10 
180 Sl WIDE 0 .00173 110 
18 I Sl WIDE 0 . 00232 77,92,94,110.134 
183 SI WIDE 0 . 002Rb 1 10 
192 R2 1.0 0 11 6 
193 R 2 1.0 0 116 
194 R2 1.0 0.0<;45 li b 
195 R2 1 . 0 0 .031,0 Jib 
191> RI 1.0 0 11 4 
197 RI 1.0 0.03RH 1 14 
l9A RI 1.0 0 .075f> 11 4 
19 9 R 2 20.0 0 117 
200 R2 20.0 0.00203 117 
201 R2 20.0 o.0040b 11 7 
202 R2 20 .0 0 . 005 71 117 
203 RI W IOE 0 11 5 
204 RI WI DE 0 115 
205 RI WIDE 0.00432 11 5 
206 RI WIDE 0.0086 1 11 5 
207 RI WID E 0.0114 11 5 
-s ~ ·~ Q. ii: .. 
.. 
.. .. 
.. 0 
..-
.. 0 
o..tf 
121> 
126 
121 
17. 1 
1 2 1 
1 25 
17.5 
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4. 2 .. 2 Concentration Distributions in Cross-Sec: tion1:>. The 
relative concentration, C, of tracer fluid in each of the samples 
collected during an experiment was determined hy the procedure 
given in Chapter 3 . All calculations were done on a digital 
contpntcr. The c omputer output giving the relative concentration 
al ea.ch of the 40 sampling points in each cross- section for a 
ty pi cal experiment, Exp. 113, is shown in Table 4. 3. Ref. 1 is 
made up of similar tables for all experiments. The longitudinal 
conrdi11;1 te x i::; measured f:rc.nn the downstream end of the sonrcc, 
y u; th e distance above the stai nless steel bottom of the flun1e, and 
z 1 s measured laterally, usually from the center line of the source. 
The rows labeled AVE., and C. V. are depth-averaged concent-
rations, and coefficients of variation for the vertical concentration 
distributions, respectively. The precise definition used in the 
calculation of both these quantities is given later. 
The con c entration distributions in cross - sections downstream 
fron1 the I-cm-wide source are shown for three experiments in 
Fig . 4. 4 , 4. 5, and 4. 6. The hydraulic conditions for all three 
experin1ents were the same; only the differences in density 
between the tracer and ambient fluids were different. In Exp. 116, 
shown in Fig. 4. 4, the densities .of the ambient and tracer fluids 
were equal. The variation in tracer concentr ation over the depth 
wa s small in cross-sections 500 cm or more downstream from the 
so urc t' . but the tracer had spread ov~r a slightly greater 
width in the u pper part of the flow than in the lower part. The 
/ 
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Table 4. 3 Sarnple table from Ref. 1. AVE is depth-averaged 
concentration; c. v. is coefficient of variation .for 
vertical concentration distribution. 
EXPt:R 114t:NT Nllo l13 
RELATIVE CONCENTRATIONS AT )(a 200 CC:NT IHETERS 
l ICMI -l'to 0 -9.0 -4.0 o.o z.o o.o ll oO 17.0 
y CCHI 
bo 0 0.0001 Oo001t8 0.0121 0.0111 0.0130 0.0091 0.0011 0.0001 
... o 0.0020 0.01113 0.0335 o. 02!>7 Oo02o3 000322 0.008.z OoOOOl 
2.5 Oo005't Oo01tll7 Oo0b't5 o. Oit32 Oo01t5't Oo Oo2 5 0.0190 0.0002 
lo 5 0.001-. 0.0816 0.0934 0.0025 o.oo!>J 0001190 Oo031l 0.000 .. 
0.5 0.008" o. 1183 0.120 l Oo097't 000995 Oo llb't OoO'tl'il 0.0003 
AYE. 0.0043 Oo0'tb2 o.05dO 0.0430 0.0 .... 2 0.05't't OoOl7b 0.0002 
c.v. 0.1130 0.11059 OoolHd Ooo5Sb Oo660't Ooolloo 001108!> 0 . 3920 
RHATIVt: CONCENTRATIONS AT X• 500 Ct:NT 1'4HERS 
l 
( "'" 
-2 ... 0 -10.0 -1:1.0 o. 0 ... o l2o0 20.0 211.0 
y ICMI 
o.O uo0005 0.0082 0.0205 0.021 .. 0.0.a.1 0.0159 0.0022 o.o 
... o 0.0001 o.0131t 0.0302 Oo03l't 000311 0.0211 0.0026 0.0001 
2. 5 0.0010 0.0151 o.o39't O.O'tlO 0.0 .. 03 0.02111 Oo003't o.o 
lo 5 0.0010 0.0113 OoO't't't O.O't57 000457 0.0325 0.0035 o.o 
o.5 0.0011 0.011:12 o.o47b 0.0479 000482 0.03't" 000040 o.o 
AYEo 0.0008 0.0139 Oo03'to 0.0357 0.0357 0.0253 0.0030 0.0000 
Co Yo Oo.l921 J.2533 o. 28'tl o. 27't2 0.2b90 0.2732 o.;.1&e loo't85 
RELATl YI: C~kCbkqoAqflkp AT X• 1000 CENTIMETERS 
l ICMI -25.0 -10.0 -8.o o.o 4.0 l.:.o 21io0 32.0 
y ICMI 
6.0 0.0035 o.u1•1t Oo02't7 0.0290 Oo027'i 0.01111 000076 c.oooa 
... 0 0.0039 O.Olb5 o. 021 .. o.o311t MKMO9~ 0.0.£0:. 0.001:1 .. O. Oul't 
2.5 O.OO't2 0001113 0.029.l 0.0331 o.o:uo Oo02lo 0.0099 0.0008 
lo5 Oo00't2 0.01110 ei.029<1 0.0333 0.0319 Oo023<t OoC099 0.0011 
o.s o.OO't3 o. 01110 o.1H08 0.0329 o. 031 7 Oo021tl 0.0101 o. ooua 
AYl:o OoOO'tO 0.0108 o. 02110 o.oua o.OJ03 o.o.u .. 0.0090 0.0010 
c.v. o.0738 0.08'ilS o.0763 o.o ...... o. 049 l o.1cu 0.1123 o. 2 553 
RtLATIYE CONCENTRATIONS AT K• 1500 CcNTIHt:HRS 
l CCMI -Jo.o -21t.O -12.0 o.o i. .o 111.0 30.0 't.£. 0 
y ICMI 
6.C 0.0000 o. 0059 0001811 Oo027'il o.02s8 0.0122 u.0022 0 . 000 1 
4o0 0.0000 0.0007 0.0200 o. 02 79 Oo025i 0.0123 0.0025 0.0001 
2.5 OouOOo o.OOo6 0.0204 0.0283 000262 0.01.u 0.0020 o.o 
1. 5 0.0009 oKooo~ 0.0205 0.0281 0.0200 0.0131 0.0024 c. .o 
0.5 0.00011 0.0009 0.0204 Oo028.J Oo02b6 0.0135 0 . 0025 o.o 
AYE. 0.0001 0.0006 0.0199 o.021n o.02t.1 (,.Ci l "" 0 . 002 .. c .oooo 
c.v. 0.1151 Jo05:H vo 0327 o.oo;o OoOl<.o OoC't'16 o. uou l lK1vK:K ~ 
RELATIYt: CONCENTRATIONS AT ~· 2000 CENTIHETt:RS 
l ICHI -lo.o -24.0 -12 .o o.o ooO 18.0 30.0 42.Q 
y CCHI 
6.0 0.0010 000079 0.0193 0.0255 Oo024't 0.0139 d.OO't2 0.000 .. 
4o0 OoOOlb 0.00111 0.0203 Oo02!H Oo02'to 0.0139 OoOO't't 0.0001 
2.5 0.0010 o.ooe5 OoO.lOS o.025s Oo024o 000139 Oo00't2 0.0000 
lo S 0.0010 000089 0.0208 o.02ss o.021t8 Oo0l3'i Oo00't2 0.0003 
0.5 O.OOlb o. 00119 0.0200 0.0251 0.0248 0.0139 000039 O.OOOlt 
AYE. OoOOlb O.OOll't 0.0202 0.0253 Oo0Zlt6 0.0139 Oo004t2 u o0005 
c.v. 0.0000 0.0452 o. 02 5'o o.oon 0 00054 0.0000 o.O lt-0 3 Oo l 011 0 
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Figure 4. 4 Lines of equal relative concentration in cross - sections down-
stream from a 1-cm-wide source which discharged a fluid with a density 
the same as the ambient fluid and with a relative concentration of 1. 0. 
The flow condition was S2. The crosses desi gnate sampling points. 
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LATERAL COORDINATE, z, IN CM 
Figure 4. 5 Lines of equal relati ve concentr ation in cross - sections down -
s t ream from a 1-cm-wide source which discharged a fluid with a density 
0. 0160 gm/ cm3 greater than the ambient flu id and with a relative concent -
ration of 1. 0 . The £10\'I.' condition was S2. The crosses designate sampling 
points . 
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Figure 4. 6 Lines of equal relative concentration in cross-sections down -
stream from a 1-cm-\ .. -ide source which discharged a fluid with a density 
0. 0158 gm/cm3 less than the ambient fluid and with a relative concent-
ration of 1. 0. The flow condition was S2. The crosses designate sampling 
points. 
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greater width in the upper part was probably due to the later a l 
turbulent diffusion coefficient at the surface being hi gher than the 
depth-ave raged value as was mentioned in Subsection 2. 2. 3. The 
highe r concentrations near the bottom of the flume at x = 200 cm 
were probably due to the velocity from the source being higher 
than the velocity of the ambient fluid near the bottom of the flume. 
In Exp. 113, the tracer fluid discharged from the source 
was more dense than the ambient fluid by the relative amount 
r:-, p/p = O. 0160. The concentration isopleths for this experiment, 
a 
shown in Fig. 4 . 5, look different from those of Exp. 116 in which 
the tracer and ambient fluids had the same density. In Exp. 113, 
the conce ntrations near the flume bottom were significantly 
higher than near the surface as far downstream as x = 1000 cm. 
Also, the lateral concentration distributions near the bottom 
we r e bimodal at x = 200 cm. Comparing Fig . 4. 4 and 4. 5 also 
shows that peak concentrations a re decreased a nd latera l 
mixing is e nhanced when the tracer fluid is more dens e than the 
ambie nt fluid. 
The difference s in the conc entration distr ibutions obs e rved 
in the two ex periments are caused by density - induce d s e condary 
currents in Exp. 113 which were driven by an imbalance of 
hydrostatic pressures caused by the lateral density g r adients. 
The phe nomenon is analogous to longitudinal cir culation in 
estuaries as described in Subsection 2. 3. 2. Although the secondary 
current v e locities were not measured in the experiments, the circulation 
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patterns were probably similar to those sketched in Fig. 4. 7. 
The outward velocities near the bottom convected fluid with high 
tracer concentration away from the center, and the inward 
velocities near the surface convected fluid with low concentration 
toward the center. The result was a net outward transport of 
tracer in the direction of the negative concentration gradient. The 
kinematics of the transport process is similar to that for long-
itudinal dispersion in shear flows as discussed in Subsection 2. 2. 1. 
The bimodal distribution in Exp. 113 was caused by the two outward 
flowing lower layers which persisted, due to inertia, for a sufficient 
length of time to begin to separate the tracer plume into two parts. 
p 
------..:=-::=:: - - - - - .,_.,.... - - ::::=-==--------
p 
a ______________ ...._ ________________ % 
Figure 4. 7. Cross-section of flume showing density-induced 
secondary circulation patterns downstream from 
a source of narrow or intermediate width. 
Superimposed on the convective transport was transport by 
turbule nt diffusion, which mixed the tracer laterally and vertically. 
Turbulence also acted to decrease the intensity of the density-
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induced circulation by rnixing fluid frorn the top anrl botton1 layoTH 
of the flow which were moving in opposite lateral directions. 
Sufficiently far downstream where the tracer plun1e became very 
wide and the lateral density gradients, which drove the secondary 
currents, became small, lateral mixing was mostly by turbulent 
diffusion, and the concentration became uniform with depth. It 
will later be shown that downstream from x ~ 1000 cm the rate 
of spreading was the same for both experiments; however, the 
tracer plurne remained wider and the peak concentrations remained 
lower in Exp. 113 than in Exp. l 16. 
The concentration distributions observed in Exp. 128 are 
shown in Fig . 4. 6. In this experiment, the tracer fluid was less 
dense than the ambient fluid by the relative amount t.ip/p =-0. 0158. 
a 
The density-induced secondary flow in this experiment was probably 
similar to that shown in Fig. 4. 7 except that the direction of 
rotation in each of the cells was reversed. Although the differences 
in density between the tracer and ambient fluids in Exp. 113 and 
128 were nearly the same magnitude but of opposite sign , the 
gcornetric al forn1s of the concentration isopleths from one ex p e riment 
ar e not the same as those from the other turned upside down . The 
vertical conc entration gradients at x = 1000 cm and less were 
steeper in Exp. 128 than in Exp. 113; also, the width of the plume 
at the surface in Exp. 128 was wider than the width near the bottom 
rn Exp. 113. 
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Two reasons are offered for the differences between the 
concentration distributions in Exp. 113 and 128. The first is 
the differences tbat vertical density gradients had on vertical 
mixing in the two experirnents. In Subsection 2.2 .4 it was 
pointed out that the variation of the vertical diffusion coefficient 
in a wide open channel is symmetric about a line at mid-depth. 
However, for reasons that are given below, vertical density 
gradients probably suppressed vertical mixing more in Exp. 128 
than in Exp. 113. Because vertical mixing decreases the intensity 
of the density-induced circulation, the magnitudes of the secondary 
current velocities were probably larger in Exp. 128 than in 
Exp. 113. 
In Section 2. 3, it was mentioned that a vertical density gradient 
suppresses turbulent mixing by an amount that increases with the 
Richardson number 
Ri = K .££.;( au)2 
P ay ay (2. 18) 
For the same density gradient near the surface in Exp. 128 as near 
the bottom in Exp. 113, Ri would be higher in Exp. 128 than in 
Exp. 113 because the gradient of the longitudinal velocity is least 
near the surface. Therefore, vertical mixing in the important 
region near the surface in Exp. 128 would be suppressed more than 
near the bottom in Exp. 113. 
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The amount of suppression of vertical mixing by vertical 
density gradients will be estimated by using 
A. € y y 
=(A. € ) 0 (l+ lORi)- i y y (2. 19 ) 
with Richardson numbers calculated from the experime ntal data. 
For Exp. 128 at the point x = 200 cm, z = 6 cm, and y/d = 0. 75, 
which is in the center of the uppe r half of the flow , Ri = 0, 41. 
(In the c omputation of Ri, the logarithmic velocity di s tribution 
and the data in Table 4. 1 were used to calculate the velocity 
g radient, (Ju/ oy = u ,:Jky; the density g radient was obtained from 
Fi g. 4. 4 2, where the same concentrations used to pre pare Fig . 4. 6 
w e re plotted as a function of y.) For Exp. 113, a similar com-
putation for the point x = 200 cm, z = 7 cm, a n d y /d = 0. 25, which 
is in the center of the low er half of the flow, yields Ri = 0. 034. 
The difference in the Richardson numbers from the two e x periments 
is due mostly to a factor of three difference in the velocity 
g radients. Using the s e data in Eq. 2. 19 gives A.yt.y = 0. 44 ( A.y e y)0 
E x p. 128 and A. e = O. 8 6 O, e )0 for Exp. 1 13. Thus, verti c al y y y y 
mix ing is s uppr e sse d inuc h more in Exp. 12 8 than in E xp. 113 ; 
consequently, s tronger density-induce d secondary c urrents a nd 
faster late ral mixing should be e xpe cted in Exp. 128. 
for 
A second,but probably less important, caus e of the difference s 
betwee n the concentration distributions in E x p. 128 and 113 was 
the e x i s tence of a r esi s tance to flow by the flume bottom but absence 
of suc h a r e sistanc e by the fr ee surfac e. If the o utward dens ity-
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induced velocities tend to be higher than the inward velocities, as is 
strongly suggested by the shapes of the concentration isopleths from 
Exp. 128 but less so from Exp. 113, then the bottom would have 
hindered the secondary flows more in Exp. 113 than in Exp. 128. 
Limited data from experiments in quiescent fluids by Sharp (33, 34) 
su ggest that the front of a density underflow propagates along 
a horizontal bottom about 10 percent slower than the front of a 
density overflow propagates along a free surface. However, 
differ ences of this n-1agnitude are insufficient to cause the large 
differences between the data from Exp. 113 and 128. 
Attempts to attribute the differences betwe e n the concentration 
distributions in the two experiments to other phenomena were not 
successful. The difference between the molecular diffusion 
coefficients for methyl alcohol, which was used to make the 
tracer fluid in Exp. 128 less dense, and for NaCl, which was 
used to make the tracer fluid in Exp. 113 more dense, is l es s 
than a few per cent (s ee e . g . Ref. 27, Vol. 5, pp. 67, 69 ). This 
difference is undoubtedly too small to have had a measurable 
influence on the experiments. Nor is it reasonable that vertical 
variations in the lateral diffusion coefficients were lar g e enough 
to have caused the differences in the observed c once ntration 
distributions. 
The concentration distributions in cross -sections downstream 
from the wide source , which was used in experiments to observe 
mixing of two wide paralle l streams, are shown for two experiments 
in Figs. 4. 8 and 4. 9 . The hydraulic conditions in both experiments 
5th1 I! 
. ' i h i 
oi..!i....,-... 
5; 
x=200 cm :;; &l o g :ii 0 "' EXPERIMENT 177 A P : O 
o a ~ a a a g ' P0 
" J , .; /r [ /• . . n ~ i + + ' + ( ' (/ T 
( : \ : : : : \ ~ : ·:~: j \ .\ I , .I ~ > · 11 : I > I • I ,. I I .... ""'' I "' · )IJt'! 
I 
,._ ~ ~ Q g x=500 cm b 0 d + 1 
' . 
- I J: V) l ~ ( =I D~ =; + i/ .j + \ + \\ B( -~ o~ 
;;:;; 
,; ,._ ~ 0 ~ . ~ 0 :3 ~ 5p1 x=IOOOcm ~ a d o a o ,i i~l .. . . . l '.l .: = .Ii J 1 K .d .. : . la 
..J 
<t 
~ I 
a:: ... &l 0 g :ii Q g ~ R~ x:l500cm ~ 0 d a a o cs ~ 
+ + ... + + + "1" .. (I ... ... I ·+ + + L 
; ! I t + \\ 
+ \ f + ... ... ' 
0 , t ' t ... + .1_· 
R~ x=2000c: ~ • ~ ~ • • ~ • § g . .J. 
, I . , i 1 
... ... ........ .J 
+ : 1 
0 • + • lJ.i 
-55 -30 -20 -K) 0 K) 20 30 
LATERAL COORDINATE ,z, IN CM 
Figure 4. 8 Cross - sections with li nes of equal relative concentration do\'•:n stream from the 
conflue nce of two wide parallel streams of the same density. The flow c ondi tion was SL 
The crosses designate sampling points . 
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were the san1e. In Exp. 177, shown in Fig. 4.8,the cknsityofthe 
fluid in both strea1ns was the sa1ne; 1nixing was mostly by turbulent 
diffusion and the variation in tracer concentration over the depth 
was s1nall ahnost everywhere . In Exp. 181, shown in Fig. 4. 9, 
the density of the fluid in the stream on the left (with the relative 
cnn c entrahon equal to unity) was 0. 00232 gni./cn/1 more dense 
th :tn the fluid in the st:rcan1 on the right (with relative concentration 
~~q11al Lo 7. c n >). Therefore, lateral rnixing was by both turbulent 
difru.sion and density-induced c:i.rculalion. Because the density of 
the fluid in a cross- section decreased monotonically from left 
to right, the circulation pattern was probably single-celled as 
shown in Fig. 4. 10. Fluid with a high tracer concentration near 
tlie bottom was convected to the right, and fluid with a lower 
p 
Figure 4. 10 Cross-sections of the flume showing density-induced 
secondary circulation pattern downstream from the 
confluence of two wide parallel streams of different 
density. 
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concentration near the surface was convected to the l e ft. The 
concentration near the surface was measurably less th a n near 
the botton-i even at x = 2000 cn-i. Hence, one may suspe c t that 
in Exp. 181 density-induced circulation may have still been 
contributing to lateral mixing even at the farthest downstream 
cross -section where data were taken. 
4. 2. 3 Depth-Averaged Concentration Distributions 
4. 2. 3 . 1 Calculating the Depth-Averaged Concentrations. 
To measure the effects of density differences on lateral mixing, 
it was a dvantageous to average the concentrations over the depth 
at each lateral position across the width of the flume. The depth-
averaged relative concentration, C, was calculated numerically 
using Eq. 4. lb: 
- 1 rd 
C (x, z) = d -b C (x,y, z)dy (4. la) 
(4. lb) 
For all calculations, y was measured from the stainless steel bottom 
of the flume . The terms y 1 , y 2 , etc are the y - coordinates of the 
sampling points, where the concentrations are known. These terms 
and their use in Eq. 4. lb are further clarified in the definition sketch, 
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Fig. 4. 11. T he averages, C, were listed as part of t h e computer 
output in the rows labeled AVE. in Table 4. 3. 
y 
'O 
~ 
Ys + d - (ys + Y4 )/ 2 
Y4 + (y5 - y3)/2 
d Y3 + {y4 - Y2 )/2 
Y2 + (y3 - Y2 )/2 
Y1 + (Y2 + Y1 )/2 
-
//~D{/ z 
Figur e 4 . 11 Definition sketch for terms in Eq. 4. 1 b. 
The crosses mar k sampling points. 
4 . 2. 3 . 2 The Lateral Distributions of C . The distributions 
of the depth-averaged relative concentration from eight of the 
experin1ents are shown in Fig. 4 . 12 through 4. 19. The experimental 
data were plotted as circles and the solid curves were fitted to the data 
by eye. The crosses in Fig . 4. 12 through 4. 17 are the experimental 
data reflected across the center line . The crosses were used as 
a guide for drawing the curves, but the curves were not necessarily 
drawn through them. 
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Lateral distributions of C observed downstream from the 
narrow 1-cm-wide source in Exp. 125, 116, 113, and 128 are 
shown in Fig. 4. 12 to 4. 15. In Exp. 125 and 116 the densities 
of the tracer and ambient fluids were equal; therefore, mixing 
was only by turbulent diffusion. For these experiments one 
should expect C to be given by solutions to Eq. 4. 2: 
u (4 . 2) 
If one assu1nes that the narrow source is approximated by a vertical 
line source, the boundary condition at the source is given by 
C(O, z) =A o(z), 
where o(z) is the Dirac delta function, and A is the source strength 
given by 
A= J00 C(x,z)dz 
-a> 
The solution to Eq. 4. 2 satisfying the boundary condition at x=O and 
ac 
a; - 0 
c = 0 
is the Gaussian distribution: 
at z = 0 
at z __, oo 
exp [ z2 
4€ x/u J . 
z 
Of course, this solution is valid only where the sidewalls of the 
flume do not affect the mixing. 
(4. 3a) 
( 4. 3 b) 
(4. 4) 
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Figure 4. 12 Depth-averaged concentration distributions 
downstream from a 1-cm-wide source which discharged 
a fluid with a density the same as the ambient fluid and 
with a relative concentration of 1. O; Exp. 125 . 
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Figure 4. 13 Depth-averaged concentration distributions 
downstream from a 1-cm-wide source which discharged 
a fluid with a density the same as the ambient fluid and 
with a relative concentration of 1. O; E x p. 11 6 . 
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Figure 4. 14 D epth-averaged concentration distributions 
downstream from a 1-cm- wide source which discharged a fluid 
with a density 0. 0160 gm/ cm3 more dense than the ambient 
fluid and with a relative concentration of 1. O; Exp. 113. 
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Figure 4. 15 Depth-averaged concentration distributions 
downstream from a 1-cm-wide source which discharged 
a fluid with a density 0. 0158 gm/cm3 less than the ambient 
fluid and with a relative concentr ati on of 1. O; Exp. 128. 
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The shape of the theoretical distribution was compared 
with the ~- ~qh~rin1enta KlK data by ch:awing Caussia11 distr·ihutions as 
h;ivc the sarr1c variance s , areas, a nd centroids a!:l the t: ol:id curv(•S 
and they fit the data from Exp. 125 and 113 well. The t echnique 
used to compute each of these observed parameters is discussed 
later. It will also be shown that the variances of the experimental 
curves grow like x as the solution, Eq. 4.4, implies. 
Late ral distributions of C from Exp. 113, in which 
6 11/p = 0. 0160, and from Exp. 128, . in which 6 p/p = -0. 0158, a a 
a1·e shown in Fig. 4. 14 and 4. 15. In these experiments, late ral 
rwi x in g close to the source was by both turbulent diffusion and 
dellsity-induc e d circulation. There, the lateral distributions of 
C were not Gaussian. At x = 200 c1n, the distributions were 
bin10dal, which w as typical of distributions close to the source in 
experin1ents in w hich there was a difference in density b etween the 
tr acer and ainbie nt fluids. However , farther downstream, w he re 
th e effects of the density g radients were unimportant a nd mixing 
was mostly by turbulent diffusion, the distributions b ecame Gaussian, 
w hich i s th e expected assymptotic behavior. One can see in Fig. 4. 13, 
·I. 14, and 4. l "i that the effect of either a positive or a. n egative 
d(:nsity difference was to spread th e trac e r o v e r a wider area and 
to dilute the tracer more than in the experin1ent without a density 
differ ence . It is also evident that a negative density differ e nce has 
more e ffect than a positive density difference of the same magnitude . 
,• 
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Lateral distributions of C from Exp. 150 and 152 with the 
20-cm-wide source are shown in Fig. 4. 16 and 4. 17, respectively. 
In Exp. 150, the fluid discharged from the source and the ambient 
fluid had the same density; whereas in Exp. 152, the density of the fluid 
discharged from the source was more dense than the ambient fluid 
by the relative amount- D.p/p = 0. 00186. In Exp. 150, the distri-
a 
bution was nearly uniform across the source at x = 0 ; at x = 200 cm 
the distribution was still uniform over a small central part of the 
curve, but at x =· 500 cm and farther downstream the distributions 
became more nearly Gaussian. The distribution across the 
source in Exp. 152 varied more than in Exp. 150. Although 
.the depth-averaged concentratioris observed at x = 0 in front of the 
I 
20-cm- and 12. 5-cm-wide sources occasionally varied from the 
mean by up to 10 per cent, the variations should not have had large 
effects on the distributions observed downstream. In Exp. 152 the 
distribution was bimodal at x = 500 cm, became rounded at x = 1500 
cm, but was nearly Gaussian at x = 2000 cm. By comparing 
Fig. 4. 16 and 4. 17 one can again see that the tracer was spread 
over a wider area and peak depth-averaged concentrations were 
lower when there was a difference in density between the tracer 
and ambient fluids. 
Lateral distributions of the depth-averaged concentration 
from two of the experiments performed to study the mixin g of 
two wide parallel streams are shown in Fig. 4. 18 and 4. 19. 
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Figur e 4. 16 D e pth- averaged concentration di stributions 
downstream from a 20-cm-wide source which discharged 
a fluid with a density the same as the ambient fluid and 
with a r elative c oncentration of 0. 0370 ; Exp. 150. 
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Figure 4. 17 Depth-averaged concentration distributions 
downstream from a 20 -cm-wide source which discharged 
a fluid with a density O. 00186 gm /cm3 more dense than 
the ambient fluid and with a relative concentration of 
0. 0385; Exp. 152. 
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At x = 0 the distributions across the left half of the channel in these 
and other experiments were nearly uniform and usually deviated 
from the mean, C = 1, by less than 4 per cent. The manner in 
which the distributions deviated from the mean was not consistent 
from one experiment to the next, nor with time during one experi-
ment. Because the water samples taken to obtain the distributions 
at x 0 were not taken at the same time that samples were taken to 
obtain distributions in cross-sections downstream, and because 
samples were taken only in the central mixed zone in the downstream 
cross-sections, it was necessary to assume concentration 
distributions to the left of the measured points. Uniform distributions 
were assumed and are shown as dashed lines in Fig. 4.18 and 4.19. 
• 
	
At x = 0 the areas under the assumed distribution, C = 1,and the 
measured distribution were made equal by choosing the appropriate 
normalizing factor in the definition of C. 
In Exp. 177, mixing was only by turbulent diffusion because 
the densities of the fluids on both sides of the flume were the same. 
Hence, one should be able to predict the concentrations, as was 
done for Exp. 125 and 116, by solving Eq. 4.2 but with the boundary 
conditions 
,
E(0, z) = 0 for z > 0 , 	 (4. 5a) 
E (0, z) = 1 for z < 0 , 	 (4. 5b) 
and 
▪ (x, z) 	 0 for z 	 , 	 (4. Sc) 
(x, z) - 1 for z 	 (4. 5d) 
• 
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Figure 4. 18 Depth-averaged concentration distributions 
downstream from the confluence of two wide parallel streams 
of the same density; Exp. 177. 
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Figure 4. 19 Depth- aver aged c oncentration distributions 
downstream from the c o nfluence of two wide parallel streams 
of different d ensity; Exp. 181. Fluid with C = 1 is 0. 00232 
gm/cm3 more dense than fluid with C=O. 
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The ::;otution lo Eq. 4. 2 with these boundary conditionH J l:l 
C (x, z) 
where the error function, erf, is defined as 
2 
erf C = J-;-
(4. 6) 
When usin g the boundary conditions, Eq. 4. 5, one as sumes that the 
flume is infinitely wide; therefore, just as Eq. 4. 4, Eq. 4. 6 is 
only valid where the walls of the flume do not influence the mixing. 
Eq. 4. 6 is a symmetrical S- shaped curve similar to the 
e xperimental curves drawn in Fig. 4. 18; however, when plotted 
on arithmetic probability paper Eq. 4. 6 is a straight line. The 
de gree to which the shape of Eq. 4. 6 fits the experimental data 
was checked by plotting the data on probability paper. Because the 
results presented in Fig. 4. 2 0a show that the data do lie along 
straight lines, one may conclude that Eq. 4. 6 adequately approximates 
the shape of the experimental concentration distributions. Later , 
it will be shown that the variance of the l ateral distribution of 
oC/oz, which c haracterizes the width of the mixed z one, grew like 
x, as Eq. 4. 6 implies. 
The lateral distributions of the depth-averaged conce ntrations 
from Exp. 181, in which the fluid on the left was 0. 00232 gm/ cm3 
more dense than the fluid on the right,are shown in Fi g . 4. 19. 
C lose to the source, where the effect of the d ensity diffe rence was 
strongest, the distributions wer e n ot symmetric as they wer e in 
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LATERAL COORDINATE,z -
Figure 4. 20 Depth-averaged concentration distributions, on arithmetic 
probability paper, downstream from the confluence of two wid e parallel 
streams; Flow SL a) Exp. 177, (b) E x p. 181. 
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Exp. 177. At x = 200 cni and 500 cn1 the curves are concave down-
ward across most of the mixed zone. The asymrnetry of the 
distributions was probably due to differences between the lateral 
co1nponents of the density-induced circulation near the bottom and 
close to the surface. The reason for the difference was probably 
caused by a difference in the Richardson numbers between the 
bottom and top as was mentioned in the first part of this subsection 
when discussing the differences between the density-induce d circulations 
in the experiments with heavy and light tracer fluids. 
The data from Exp. 181 were also plotted on probability 
paper and are shown in Fig. 4. 20b. At x = 200 cm and 500 cm the 
data deviate considerably from a straight line. However, at 
x = 1000 cm and farther downstream the data do lie along straight 
lines indicating that Eq. 4. 6 fits the shapes of these distributions 
well. One can also see that the width of the mixed zone was wider in 
in Exp. 181 than in Exp. 177. 
4. 2. 4 Variances of the Lateral Concentration Distributions 
4. 2. 4 . 1 Calculations of the Variance s. In Chapter 2 
it was mentioned that the depth-averaged lateral diffusion coefficient, 
e , can be calculated with data from experiments with sources of 
z 
finite width by using the expression 
€ 
z 
= 
u d o 2 
Z dx' 
where o 2 is the variance of the lateral distribution of the d epth-
(2 . lO a) 
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averaged concentration. In expcrin1ents with the wide source, used 
to study the rnixing of lwo wide parallel streams, a~1 I the variance 
oft.he lateral distribution of oC/vz, is used in Eq. 2. lOa in place of 
o:--. The appropriate variance was calculated at each cross- sectio11 
in all experiments. The data from expcrirne nts without density 
differences were used to calculate € , and the variances from all 
z 
experiments were used to characterize the widths of the tracer 
plumes or mixed zones. 
The variances were calculated numerically by taking the 
second moments of the distributions, defined by the experimental 
curves, about their centroids and dividing by the areas under the 
distributions. The variance o2 was calculated using Eq. 4 . 7b: 
Jro (z-z)2 C(x, z) dz 
-ro 
o 2 (x) -- ---------
(' J C(x, z) dz 
- CXl 
n I (z 1 +i6z - ~FO C (x, z 1 +i6z) t::,z 
i=:O 
~ ~~~~~~~~~~~~~~~~~ 
n 
J C (x, z 1 +it:,z) [iz 
<-J 
i=:O 
and o~ was calculated using Eq. 4. 8b : 
(4. 7a) 
(4. 7b) 
2 
o d (x) = 
-97-
Jco (z - ;:d )2 ac(x, z~ dz az 
- (X) 
Jro BC(x, z) 
az dz 
-"" 
n 
2-, [z1 +Ei+~Fi~z-sKdz O[CExI z 1 +(i+l)6z) -C(x , z 1 + it.z)] 
i =O 
C(x, z+(n+1)6z) - C(x, z 1 ) 
(4 . 8a) 
(4 . 8b) 
Th e range z 1 < z < z 1 +(n+ l )Az was chosen sufficiently wide to include 
a ll nonzero tel·ms in the summations. The t erms z and zd are the 
z-coor dinates of the centroids of the distributions of C and of 
ac t · 1 az , respec lVe Y• These coor d i nates were calculated by taking the 
first moment s of the distributions abou t z = 0, and dividing by the 
areas; 
s 
(X) 
zC(x, z) dz 
-ro 
z = J ro C (x, z ) dz 
- CO 
(4. 9a) 
n 
I (z1 +it.z) C (x, z 1 +i 6z ) tiz 
i = 0 
~ 
n 
( 4. 9b) 
l C(x, z 1 +i6z) 6z 
i=O 
and 
J 
- <X> 
co 
I 
- co 
n 
(z) oC(x, z) dz 
oz 
ac (x, z) dz 
oz 
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l. [z1 + Ei+ i~ F i\z] {C(x, z1 + (i+l) 6z) - C(x, z 1 +i6z)] 
i=O 
[ C(x, z 1 +(n+l) 6z ) - C(x, z 1 )] 
(4. IOa) 
(4. lOh) 
The variances, the coordinates of the centroids, and the areas under 
the distributions are listed for all experiments in Tables A 1 and A2 
of the appendix. The variances are also presented graphically later 
in this chapter. 
To use the above equations, values of C were obtained from the 
experimental curves at intervals, b.z, usually e qual to 1 cm. The 
accuracy of the numerical integrations was checked by using Eq. 4. 7b 
and 4. 9b with an interval 6z equal to 0. 2a to compute the variance 
and area of a normalized Gaussian distribution which had a variance 
and an area equal to unity. The computations gave a variance of 0. 998 
and an area of 1. 000. 
It is possible to use the data from experiments with the wide 
source to obtain variances downstream from a 110-cm-wide source. 
One may assume that the left wall of the flume was the center line 
of a 110-cm-wide source which discharged fluid with a density equal 
to or greater than the ambient fluid. In this case the fluid to the 
left of the dividing wall represents half of the source and the fluid 
to the right of the wall represents the ambient fluid . One can also 
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assume that the fluid to the ri ght of the dividing wall represents 
half of a 110-cm-wide source which discharged fluid w ith a 
density equal to or less than the ambient fluid. In this 
case, the an1bient fluid is represented by the fluid to the left of 
the dividing wall. For either c ase , the variance of a lateral 
concentration di stribution , 0 2 , can be calculated by taking the 
second moment about the appropriate sidewall of the flume. However , 
when taking n1oments about the right wall, one must redefine the 
relative concentration so that C = 1 to the right of the dividing wall 
and C = 0 to the left. 
A difficulty with this method of calculating 0 2 is that the 
calculations are very sensitive to errors in the observed concentration 
distributions. For this reason, only values of M~ are presented in 
this text. However, it is possible to show that 
0 2 (x) = 0d(x) + a2 (0) (4. 11) 
if the distribution of EC-~F is an odd function of z. Thus, far down-
stream in experiments with density differences, and everywhere in 
experiments without density differences, one can use Eq. 4. 11 and 
the data to coni.pute the variances, a 2 (x), downstream from a 110-cm-
wide source. 
In all experiments, except numbers 128 and 132, neither the 
plume nor the mixed zone reached the sidewalls of the flume. Thus , 
one may expect that the sidewalls did not have much effect on the 
n1.easured concentration distributions nor on the computed values of 
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for s01n e experin1ents by plotting the cun1ulative distributions of the 
depth-averaged concentrations on arithmetic probability paper. 
Because the lateral distributions of C were nearly Gaussian in 
experiments using the 1-cm-wide source and neutrally buoyant 
tracer fluids, the cumulative distributions from these 
e x periments should approximate straight lines when plotted on 
arithmetic probability paper. When the cumulative distribution 
of a Gaussian curve is plotted on arithmetic probability paper_, 
the variance can be obtained by measurin g the distance between th e 
points z 84. 1 (whe re P(x, z ) = 84. 1 percent) and z 15 . 9 (where 
P(x, z) = 15. 9 percent) and by using the expression 
__ ( z84. 1 -
2 
zl5. 9)2 
cr2 (x) 
Also, the centroid is at z 50 , where P(x, z) = 50 percent. 
(4. 12) 
The cumulative distribution, P(x, z) , expressed as a P.!=lrcent 
of the area under the depth-averaged concentration distribution, · was 
calculate d by using Eq. 4. 13b; 
z 
J C(x,z')dz' 
- CXl P(x, z) = -m------ • 100 (4 . 13a) 
J C(x, z' )dz' 
- CXl 
-101-
j 
') C(x , :t.1 +i/\z) f\:t. 
1 i = O P(x, z 1 + (j+2) D,z) ~ -n--------
l C(x, z 1 + il'iz) l'iz 
i = O 
• 100 (4. 13 b) 
The cumulative distributions from Exp. 125 , in which the 
source was 1 cm wide and the tracer fluid was neutrally buoyant, 
are presented in Fi g . 4. 21. The points were obtained by usin g 
Eq. 4. 13b with values of C obtained from the solid curves drawn 
through the ori 1-:inal data in Fig . 4. 12; th e open circles in Fig. 4. 2 1 
m a rk the locations of data points in Fig. 4. 12. The points in 
Fig. 4. 21 lie along well d e fined straight lines in the range P(x, z) = 
1 percent to 99 percent. The deviations from the straight lines 
outside this range are consistently in the direction which would 
be caused by the sidewalls hindering lateral diffusion at the edges 
of the distributions. However, because the deviations do not 
increase w ith increasing plume widths, the deviations are more 
likely due to either consistent e rrors in drawing the tails of the 
c urve s in Fig. 4. 12 , or the concentration distributions not being 
Gaussian at th e edges. 
Values of o 3 w e re c alculated for E xp. 125 by drawing 
straight lines through the linear parts of the distributions in 
Fig. 4. 21 and by using Eq. 4. 12. These variances are given 
in Table 4. 4 and are compared with the variances that were 
calculated by using the method of moments, Eq. 4. 7b. The 
differences between the variances that were calculated by the two 
Cl. 
..... 
z 
~ 
w 
0.. 
w 
~ 
~ 
_J 
:::> 
~ 
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right 99.9 wall 
99 
95 
84.1 ···! 
70 
50 
30 
15.9 
5 
EXPERIMENT 125 
.:. ···· d•ll.lcm ii•46.0cm/sec :' 
0.1 
b • lcm u."2.17cm/sec · 
: .... ::.1 ... . · ·I ·· 
LATERAL COORDINATE,z,IN CM 
Figure 4, 21 Cumulative distributions of depth-ave raged 
concentrations from Exp. 125 , 6p/ p = 0. 
a 
Table 4 . 4 Variances of lateral distributions of d e pth-
averaged concentrations in Exp. 125 . 
Distance 
Vari ance downstream 
cr2 (x ) from (cm2 ) 
source 
from from 
x second cumulative 
(cm) moment dis t ribution 
200 17 19 
500 55 56 
1000 136 136 
1500 223 227 
2000 2 9 0 2 91 
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methods are sn1all. Because anoni.alies in the tails of the 
distributions do not affect the v a lues of a 2 calculated with 
Eq. 4 . 12, and because values of a<.1 given by Eq. 4. 12 and 4. 7b 
are n ear ly the sanw, one can conc lude that the sidewalls had 'little 
effect on the values of o 2 that were calculated for Exp. 12 5 by 
the method of moments. Also, because the plume was wider in 
Exp. 125 than in most other experiments, one can conclude that 
the sidewalls had little effect on the l ateral mix ing of tracer fluids 
in rnost of the experiments in this investigation. 
In Exp. 128 and 132 in which the plumes did reach the side-
walls, the variances were calculated with Eq. 4. 12; however, 
Eq. 4. 7b was used to calculate o 2 for all other experiments. 
T h e right hand side of Eq. 4. 12 can also be used to calculate 
Cg~ for concentration distributions defined by Eq. 4. 6. The values 
of o~ calculated for Exp. 177 by usin g Eq. 4. 12 also a gree well with 
tho se obtained by using Eq. 4. 8b; however , the latter e quation was 
us ed to calculate all data presented in this text. 
4. 2. 4. 2 Presentation of the V ariances. The variances 
o
2 
and o~ I which were calculated by the methods describ~d above, a re 
presente d in Fig. 4 . 22a to 4. 33a as functions of x, the dis t ance 
downstream from the source. The same data are pres ent ed in 
Table A 1 and A2 of the appendix. (In parts b of thes e figures, C , 
v 
averag ed coefficients of variation of the vertical concentration 
profiles are given. The quantity C is defined and these d a ta are 
v 
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discuss e d in Subsection 4. 2. 5 of this chapter.) All data that 
appear nn one fiK~urc ar e fron1 cxperirn.enls with the sarnc hydraulic 
'l'he solid curve:-; in the figures were fitted t:o the data by eye. 
In at least one of the experiments prescnte<l on each figure, 
C,.p / p = 0. Except for very close to the source, 0 2 (x) is linear for 
a 
these experiments which indicates that the depth-averaged coefficients, 
f. , were not functions of x. The slopes of these curves and values of 
z 
€ are g iven in Chapter 5. For the present, it is worth noting that the 
z 
differences between the slopes of the variance-distance curves are 
small for experirn.ents with the same flow conditions and with 6p/ p = 0 
a 
but with different sources. This is true even for E x p. 170 (shown in 
F:ig. 4. 25a) in which the IO -cm-wide source was placed against the 
left wall of the flume and for which the data were analysed as if the 
wall were the center line of a 20-cm-wide source. All other data are 
from experiments in which the plume or mixed zones were on the flume 
center line. 
In experiments in which there was a difference in density 
between the tracer and ambient fluids, the variances close to the 
source increased more rapidly than in experiments in which there 
were no density difference s . Far downstream, the variances 
ilH..: r eas t'cl at the same rate as in experiments in which l\p/p = O. 
- a 
The lar g e initial increases in the variances were due to secondary 
flows which were induced by the large initial lateral d e nsity gradients. 
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Far downstrean1, where the widths of the plum <:'s or I.he mi:,ccl 
zones became lar ge and the lateral density gradients b ec ame srnall, 
the rnagnitude s of the secondary current velocities decreas e d, and 
n1ixin g by d e nsity-induced circulation became insignifi c ant compared 
l:o mixing by turbulent djffusion. There, the varianc e -di.stance 
c urves were drawn so that they w ere linear and par a llel to those 
obtained in th e experiments with 6p Ip = 0. 
a 
The effect of an initial density diffe r e nce on a variance -
clisL1nce c urve far down s trean1 fr orn the sourc e thu s a ppears as a 
vertical displac e ment of the curve. The difference in variances 
betwe e n experiments with 6 p/ Pa= 0 and 6p / pa =): 0 measured at 
some '·alue of x where the variance-distance curves are parallel 
w ill be called the excess variance denoted by 602 • By examining 
the data in the figures, one can see that th e excess variance 
increas e s wi.tli the initial density difference . By comparing the 
data in Fig. 4 . 22 from Exp. 14 7 with the data from Exp. 121, and 
the data in Fi g . 4. 27 from Exp. 128 with the data from Exp. 11 3 
and 114 , one can see that an initial negative density difference 
causes a larger excess variance than a positive density difference 
o f the sarnc n1agnitude . A quantitative analysis of ~oO o btained 
from the data is given in Chapter 5 . 
In Table Al, data are presented from two sets of experiments 
with flow Sl and with the 12. 5-cm-wide source, Exp. 156 to 161 
and Exp. 162 to 167. Only the data from the second set are presented 
g raphically in this subsection and are used in Chapter 5 in the 
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Figure 4. 23 a) Variance- and b) Coefficient of variation-distance 
curves from experiments with flow S 1 and the 12 . 5-cm -
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analyses of experiments with density differences. The data fron1 
the first set were on1itted because the flow immediately downstrean1 
frorn the source was excessively agitated by a hydraulic ju1np which 
was created between the guide walls by the jets from the manifold. 
Although the values of€ were not affected, eliminating the hydraulic 
z 
jump in the second set of experiments yielded larger values of 602 
for an equal density difference because the excessive vertical mixing 
at sn1all x was reduced. 
4. 2. 5 Photographs of Experiments . Some photographs taken 
of experiments in which the tracer fluid was dyed are shown in 
Fig. 4. 34 to 4. 39. The camera was located about 250 cm above 
the flume bottom and about 500 cm upstream from each source. 
The eight white tags on the right-hand side of the flume mark 
longitudinal stations x ::: 0 to 700 cm at 100 cm intervals. The 
scale in the lateral direction is obtained by recalling that the flume 
is 110 cm wide. Although the photographs were not taken on the 
s arne day that quantitative data were obtained, the hydraulic 
conditions and the density differ ences for the experiment indicated 
below each photograph were duplicated at the time each photograph 
was taken. All photographs which appear in the sam.e figure 
are of experiments with the same source and flow condition 
but different initial density differences. 
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Photographs of experiments with flow condition S 1 and a 
I -cm-wide source are shown in Fig. 4. 34. As found fro1n the 
quantitative data, the width of the plume increased as the initial 
density difference increased. Also, one can see that a negative 
density difference (Exp. 14 7) enhanced lateral spreading more 
than a positive density difference of the same magnitude (Exp. 121 ). 
One can also see in the photographs that the boundary between the 
dyed plurnc and clear ambient fluid was more irregular when 
6p/pa was negative than when it was positive. The photograph 
of Exp. 130 has a.light area in the center of the plume which is 
indicative of a low concentration, and therefore, a bimodal lateral 
concentration distribution. 
Photographs of experiments with the 1-cm-wide source and 
flow condition R 1 are presented in Fig. 4. 35. By comparing the 
photographs of Exp. 120 in Fig. 4. 34 with Exp. 196 in Fig. 4. 34, 
one can see that the effect of a rough bottom is to increase the lateral 
mixing in the experiments in which 6p/pa = 0. However , by comparing 
the photographs of Exp. 130 and 198, it appears that from x = 100 cm 
to at least x = 600 cm, the plume was narrower in Exp. 198, in 
which t,p Ip = 0. 0765, than in Exp. 130, in which 6p Ip = O. 0453 . 
a a 
The quantitative data in Figs. 4. 30 and 4. 22 confirm this observa tion. 
The reason for this apparent anomaly is that the more intense vertical 
mixing caused by the rough bottom limited the magnitude and 
duration of the secondary flow velocities more than the less intense 
vertical mixing in the expe riment with the smooth bottom. 
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In Fig. 4. 36, photographs of the plum es <lownstrcan1 from 
the ZO-cn1-wide source in experirnents with flow condition Sl are 
shown. Here the effects of a density difference can also b e seen 
but not as dramatically as in the photographs of experiments with 
the I-cm-wide source. 
The photographs in Fig. 4. 3 7 of experiments with the 1-cm-
• 
wide source and flow condition S2 also show the enhanced lateral 
mixing due to an initial d ensity difference. The diffe rence between 
the effects due to a positive a!"ld negative density differences also 
are evident in the photographs of Exp. 113 and 128 . A light area 
in the center of the plume in Exp. 117 indicating a bimodal distribution 
is faintly discernible. 
Photographs taken of the mixing of two wide parallel streams 
are shown in Fig. 4. 38 and 4. 39. Visual observations of these 
experiments as well as these photographs give the impression that 
little mixing occurred b e tween the dyed and clear fluids. This 
in-1pres sion is due, in part, to the inability of the eye and camera 
to see a snwoth gradation in color from the dyed fluid on the left, 
with relative concentration equal to unity, to the clear fluid on the 
right,with relative concentration equal to zero . This inability to 
see a sr:nooth gradation in c olor is also apparent in the photographs 
of the experiments with the 1-cm- and 20-cm-wide sources. It has 
been shown previously that the lateral concentration distributions 
in the experiments with a I-cm-wide source and !:J.p/ p = 0 are 
a 
nearly Gaussian; but the plumes in photographs of these 
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Figure 4 . 36 Photographs of experiments with flow Sl and the 2 0 -cm-wide source. 
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experiments appear to b e of uniform darkness or concentration 
across rr10st of their width rather than gradin g from dark at the 
center to light at the edges. Similarly, the diluted nlixed zones 
between the two parallel streams appear in Fig. 4. 3 8 and 4. 39 
as dark as the undiluted fluids on the far left. The apparent 
l··oundarie s b e twee n lhe two fluids are actually near the ri ght 
cdgcH ~F r the n1ix:ed :r.onc·1-1 . Two d a rk apot:-i, w hi c h ar<~ 20 c: n1 apart 
and e quidistant fron.1 the flu1ne CC'nter line, can he s een in Fig. 4. ~~<F 
on the botto1n of the flume at about x = 250 cm. By noting the 
positions of the apparent boundaries relative to the two spots 
one can see that the apparent boundaries are to the ri ght of the 
center line, and that the apparent boundary in Exp. 183, in which 
/\p/pa f 0, is farther to the right than in Exp. 177, in which 6 p/pa = 0. 
One may also note that in the vicinity of the two spots, the apparent 
bound ary in E x p. 177 is approxim.a tely in the same pos i tion as the 
1·i.g ld :-; i.d(' of th e plnrne in Exp. 120 , which is sh.own in Fig. 4. 34. 
4. 2. 6 yaria.tion of Concentration with D e pth. The relati ve 
c oncentrations , C, o bserve d in Exp. 116 , 113, 128, 177 and 181 
w e r e plotted as a fun c tion of the vertical coordinate, y, and are 
present e d in Fi g . 4. 40 to 4. 44. Given with each vertical profile 
is a value of C , which is the coefficient of variation for the 
v 
ve rtical concentration distribution calculated by Eq. 4. 14b: 
C (x , z) = --0--------------
v C (x, z ) 
(4. 14a) 
• 
-128-
C)x. z ) :~ ~ { [ C(x , y 1 , z) - C(x, z)r Kly~F 
4 
\' r - 12 (yi+l -yi-1) 
+ L LC(x,yi' z ) - C(x, z) _I z 
i =2 
+[ C(x, Ys' z) - C(x , z) r ( d - (y5 ~ V4) 
The tern1s y. wer e define d p r eviously in F ig. 4. 11. 
1 
)}t _l -
C (x, z ) 
(4 . 14b ) 
By com.paring the data in Fig. 4. 41 and 4. 42 from experiments 
with a narrow source, one can s ee that in Exp. 128, in w hich the 
tracer fluid was less d e nse than the ambient fluid , the vertical con-
centration gradients were steeper than in Exp. 113, in which the 
tracer fluid was more dense than in the ambient fluid. Also, the data 
in Fig . 4. 44 from an experiment with the wide source show that on the 
left side of the flume , where a lighter fluid was intruding into a h e avier 
fluid, vertical concentration g radie nts were steeper than on the ri ght 
side , w h e r e a heavier fluid w a s i ntrudi n g into a lighter fluid. 
An a v e r a g e coeffi c ient of vari a tion , C , was d e fine d f o r a 
< v 
c r os s - sec tion as th e c on centration - w e ighte d average o f C take n i n 
v 
the lateral dir e ctio n. This average was c a lcul ate d n u m e ri cally f o r 
e ach c ross -section by using Eq. 4. 15b: 
r(l) -
J C (x, z) C)x,z)dz 
- ro C (x ) = ---------
v f° C (x, z ) dz 
- ro 
(4. 15a) 
8 
2" C(x. 
i == 1 
Cv(x) ;:::."-8 
) c(x, 
.i == 1 
.. 12 1)-
z.) • C (x, z.) 
J v .J 
z.) 
J 
(4. Vil>) 
The coordinates z. define the eight locations in each cross -section 
J 
where C and C were computed from the experimental data. Because 
v 
the spacing of z. was nearly uniforn1, the calculations were sirnplified 
' J 
by deleting the differential element /';.z frorn the summation in 
Eq. 4 . l 5b. Values of C for all the experiments are presented 
v 
in Fig. 4. 22b to 4. 33b and are also listed in Tables Al and A2 
of the appendix. 
One sees in Fig. 4. 22b to 4. 33b that C reached a peak close 
v 
to the source and then decreased in the downstream direction. In 
most experiments data were not taken close enough to the source 
to define the rising or peaked parts of the longitudinal distributions 
of C . One can see that as 6p/ p increased so did the values of C . 
v a v 
Also, the data in Fig. 4. 22b and 4. 2 7b show that C is a little 
- v 
lar ge r when the tracer fluid is less dense than the ambient fluid 
than whe n it is more dens e by an equal amount. 
An analysis of the data in Chapter 5 relates C to the 
v 
independent dimensionles s variables of the proble m. 
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4. 3 EXPERIMENTS WITH FLOATING PARTICLES 
4. 3. I Calculating the Variance. In th e preceding section, 
where data fron1 expcrirnents with tracer fluids were presented, two 
rnethods were discussed which could be used to calculate the 
variance of a Gaussian distribution. They are: (1) th e method of 
moments, and (2) the g raphical method in which the cumulative 
distributions are plotted on arithmetic probability paper. Because 
of anomalies in the tails of the particle distributions, which are 
discussed below, the g raphical method was prefer red over the 
1nethod of moments for computing variances of the distributions 
of floating particles, even though the method of moments was used in 
the analysis of data from experiments with trace r fluids. 
The cumulative distribution P(x, z), expressed in percent, 
was calculated from the data by using the expression 
P(x, z) 
j 
\ L ni (x) 
i= 1 
= P {x, j - 5 2) ~ ---1..,..0-4--
l 1 + n. (x) 1 
i= 1 
• 100 { 4. 16) 
where n. (x) is the number of particles caught in the i th compartment 
1 
of the c ollector. One may recall that in t h e collector there were 
104 con1partn1.ent s each 1 cm wide. 
The cumulative distributions obs erved in Exp. 102 and 101 
are shown in Fig. 4. 45a and b. These distributions were linear 
over most of the range of z ; therefore, the distributions of the 
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particles were nearly Gaussian, as expected. The varianc<:, o:~I 
for each distribution was calculated by measuring (:1, 84 . 1 - "'IS.<)) 
for each of the straight lines drawn through the points and then using 
Eq. 4. 12. :) For comparison, o 
5 
was also calculated by using the 
method of moments, Eq. 4. 17 j 
o 2 (x) = 
s 
where 
z = 
104 
\ -2 L ni(x) (i-52.5-z) 
i= 1 
104 [ l n. (x) 1- 1 1 _I 
i= 1 
104 
> n.(x) (i-52.5) 1 
i= 1 
104 
L. ni (x) 
i= 1 
( 4. 1 7) 
( 4. 18) 
Fig. 4. 46a and b show that the variances calculated by both 
n1ethods agree well if o 2 is l ess than about 200 cm2 • However, for 
s 
the larger values of <g~ the method of moments gave significantly 
smaller values than were give n by the graphical method. The 
differences are due to the cumulative distributions deviatin g from 
straight lines at the larger values of I z I as if something were 
hindering lateral diffusion near the sidewalls of the flume. Although 
similar deviations were also observed in the cumulative distributions 
-13 8-
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of tracer-fluid concentrations, as was shown for Exp. 125, the 
deviations for distributions with equal values of the variance were 
sn1aller in experin1ents with tracer fluids than with floating 
particles. 
The larger deviations in experiments with floating particles 
are believed to have been caused by secondary currents in the 
corners of the flun1e . Secondary flows in a corner arc typically 
away fron1 the corner along solid boundaries, and into the corner 
in the interior (see e.g. mr~ndtl (35) p. 148-149). Such a 
structure is also suggested by the isovels in Fig. 4. 2; therefore, 
secondary flow patterns as shown in Fig. 4. 47 may have existed 
in the flume. 
~ 2d 
d 
Figure 4. 47 Assumed secondary flow pattern in flume. 
Near the sidewalls, the secondary current would have convected 
floating par ticles inwards towards the center of the flume in opposition 
to the outward diffusion, and could have caused the observe d 
-140-
anon1alies in the lateral distributions of the floating particle s. 
However, because the depth-averaged lateral c omponent of the 
secondary flow was zero, the secondary flow would not have 
hindered the lateral diffusion of tracer fluids distributed over the 
depth, and therefore, would not have caused large anomalies in 
the lateral distributions of depth-averaged concentrations. 
4. 3. 2 Presentation of Data. In Fig. 4. 48 to 4. 51 , variance s 
of the particle distributions are presented as functions of x , the 
distance downstream from the point where the particles were dropped 
into the flume. The variances are also presented in Table A3 of 
the appe ndix to g ether with -;, the coordinate s of the centroids of the 
distributions which were also obtained graphically, and u , the 
s 
mean longitudinal velocities of the particles. 
One experiment with floating particles was made at each of 
the five flow conditions with no fluid-tracer source in the flume. 
Other experiments were also made with some of the tracer sources 
in the flume but always with a neutrally buoyant fluid b e ing pumped 
through the source s. The data presented in the fi gur e s a r e grouped 
so that data from experiments performed with the same flow 
condition all appe ar in the same fi gure. 
For x > 100 c m ., the data show that o 2 (x) is line ar, 
s 
which indicates that e is not a function of x. The slope s of 
ZS 
the o 2 -x curves and values of e are given in the next chapter . 
S ZS 
Except for Exp. 145 , which is shown in Fig. 4. 48, the variation 
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in slopes of the curves an1ong experin1ents with the same flow 
condition was not large. No suitable explanation can he offered 
for th e difference in the data from Exp. 145. It is difficult to 
believe that the 20-cm-wide source caused a disturbance to the 
flow which affected the lateral mixing as far downstream as 
2000 cm, especially when the data from Exp. 136 and 139, shown 
in Fig. 4. 24, show that the o 2 -x curve for a neutrally buoyant 
tracer fluid discharged from the same source in experiments 
with the same flow condition do not differ greatly from the curves 
obtained in experiments with other sources. 
The lateral coordinates of the centroids of the particle 
distributions, which are listed in Table A3, were usually less 
than 2 cm from the center line. Thus one may conclude that the 
secondary currents which existed in the flume were either weak or 
symmetrical about the center line of the flume. The particle 
velocities tended to be one to two percent higher in the experiments 
with no fluid tracer source in the flume; hence, the sources probably 
decr eased the velocities slightly in the central part of the flume. 
However, the particle velocities tended to be a few percent higher 
than the water velocity at the surface obtained by extrapolating the 
observed water velocity distributions. 
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CHAPTER 5 
DAT A ANALYSIS 
5. 1 EXPERIMENTS WITHOUT DENSITY DIFFERENCES 
5. 1. 1 Experiments with Tracer Fluids. The data from 
experiments with neutrally buoyant tracer fluids were used in 
the equations 
and 
8 
z 
8 
z 
-do2 
u d 
= 2 dx 
to calculate € , the depth-averaged lateral turbulent diffusion 
z 
(2. lOa) 
(2. lOb) 
coefficients. The gradients, d o 2 /dx or do~/dx were obtained from 
the slopes of the variance-distance curves in Fig. 4. 22 to 4. 33. 
The velocity, u, for each experiment except number 170 was assumed 
to equal the mean velocity in the c entral 60 cm of the flume and was 
obtained from Table 4. 1. For Exp. 170 , which was conducted with 
the 10- c m-wide source placed against the left wall of the flume, :;:;:-
was assumed equal to the mean velocity through a 30-cm-wide section 
adjacent to the left wall. The diffusion coefficients and the data used 
to compute them are given in Table 5. 1. The dimensionless diffusion 
coefficients, a. = £ z /u,:,d, were calculated and are also presented in 
this t able. The quantities u ,!< and d were obtained from Table 4. I. 
Table 5. 1 Lateral turbulent diffusion coefficients from this study. 
Neutrally Buoyant Tracer Fluids 
Flow Source Experiinent Water do" d~ Diflusion Dimeneionleu Experiment Particle 
Condition Width Number Velocity -or- Coefficient Diff. Coef. Number Velocity dx dx Code b 1 £ u z z u I 
a.= u*d (cm) (cm/sec) (cm) (cma/eec) (cm/aec) 
None !OZ 43.3 
!. 0 120 35. 4 0. 0650 !. 15 o. 145 123 42·.4 
2.0 168 42. 5 
SI IZ. 5 162 + 166 35. 4 o. 0600 !. 06 o. 134 IZ. 5 156 + 157 35.4 0.0582 ! . 03 o. 130 
Zx!O. O* 170 33.Z 0.0620 I . 04 o. 130 , 
zo.o 136 + 139 35.4 0.0600 I . 06 o. 134 145 42.6 
Wide 175 + 177 35. 4 ~ I. 04 o. 131 184 42.0 
Ave. 0.0607 J. 06 o. 134 Ave. 
None 103 54. 3 
52 I. 0 115 + 116 45.Z o. 0915 Z.07 o. 139 108 53.Z z. 0 104 53. 7 
zo.o 150 + IS3 45.2 0. 0890 z. 01 .Q.:..ill 
Ave. 0. 0903 2.04 o. 137 Ave. 
None 101 54. 5 
53 I. 0 !ZS 46.0 0. !SS 3. 56 0.148 iZ4 53. 7 
z. 0 
-- -- --
!OS S3. 5 
Ave. o. IS5 3.S6 o. 148 Ave. 
Average of SI, SZ and 53 o. 136 
None 186 + 191 49.5 
RI !. 0 196 37. 3 o. 104 I. 93 o. 128 
Wide 203 + 204 37. 3 .!h.!.!.Q. z. 03 o. 136 
Ave. o. 107 I. 98 o. 132 Ave. 
None 188 59. 5 
RZ 1. 0 192 + 193 45,9 o. 150 3. 44 o. 127 
zo.o 199 4S. 9 
.Q.:..ill. 3.60 Q.:..ill. 
Ave. o. IS4 3 •. 52 o. 130 Ave. 
Average of RI and RZ o. 131 
Aver age of o.11 exper iments o. 135 
*Source o.gainet l eft wall of flume 
Floating Particles 
do• Diffusion 
s 
dX Coefficient 
€ 
ZS 
(cm) (cma /aec) 
0.0704 I. 52 
0.0769 I. 63 
0.0794 1. 69 
0. 0939 2. 00 
0. 0632 I. 33 
0.0768 I. 63 
O. IZZ 3. 32 
o. 118 3. 14 
o. Ill 2.97 
-- --
o. 117 3. 14 
o. 176 4. 78 
o. 167 4.49 
o. 176 !:..lQ. 
o. 173 4. 66 
o. 119 Z.94 
-- --
o. 119 Z.94 
o. 193 s. 73 
-- --
o. 193 5. 73 
Dimensionless 
Diff. Coef. 
a. 
€ZS 
s = u*d 
o. 192 
0.205 
o. 212 
0.252 
o. 167 
o.zos 
O.ZZ3 
O.ZlZ 
o. zoo 
--
0.212 
o. 199 
o. 186 
o. 196 
o. 194 
0.204 
0. 19S 
--
o. 195 
O. ZlZ 
--
O.ZIZ 
0. 204 
O. Z04 
~ 
O' 
I 
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The average value of a. for all experiments in this study, 
0. 136, is in the range of values fron~ othe r studies in strai ght 
laboratory flun1es (see Table 2. 3). This ave rage is l e ss than the 
averages from data by Elder (n = 0. 164) a nd by Sayre and Chang 
(a. = 0. 167), but greater than the ave rage from Sullivan's d a ta 
(a. = 0. 117 ). The average also lies within the rang e of unpublish e d 
data by Okoye, who conducted some of his experiments in the 
sam e flume as was used in this study. As expecte d, the values of 
a. in this study are less than the values obse rved in eithe r c urved 
laboratory channels or natural str e ams where secondary currents 
can increase lateral mixing to yield values of a. of the order one. 
In this study, .the range in a. among experiments with the 
same hydraulic conditions, but w ith differe nt sources, is e qual 
to or less than 11 percent. The range of the means for each of 
the flows, 0. 130 to 0. 148, is 13 percent. The average value of 
a. from e x perime nts with the rough lath bottom was only five perce nt 
less than the averag e from experiments w ith the plain stainless 
steel bottom. Conside ring that the friction f a c tor , f , for th e two 
bottoms differed by almost a factor of three, it appears tha t a is 
independent of f. 
5 . 1. 2 Experiments with Floating Particles. Later a l 
turbulent diffusion coe fficients at the fr e e surfa ce , E: z s' were 
calculated by substituting data obtained from experiments w ith 
floating particles into 
E: 
ZS 
u d a 2 
s s 
=2ax (2. 8 b ) 
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The gradients da2 ldx were obtained from the slopes of the curves 
s 
in Fig. 4. 48 to 4 . 50. These gradients, the particle velociti es u
8
, 
the diffusion coefficients e: , and the dirn.cnsionles s coeffi cients 
ZS 
a.
8 
= i::: /u d arc listed on the right half of Table 5 . 1. 
_ ZS ;:.: 
The average value of <1 for all experitnents, 0 . 204, is IO to 
- B 
15 percent less than the averages for three other investigations 
listed in Table 2 but is 15 percent greater than the averag e from 
Orlob's (7) data. The variation of a among e x periments with the 
s 
same hydraulic conditions but with different sources in the flume 
was greater than the variation of a. For flows Sl , SZ, and S3, the 
ranges of a were 41 percent, 10 percent and 6 percent, 
s 
respectively. However, the range of the means for each of the flows 
flows, O. 194 to O. 215, is only 10 percent. The average value of a 
s 
from experiments with the rough bottom is the same as from experi-
rnents with the smooth bottom. 
Of all the previous investigators, only Sayre and Chang (5) 
studied lateral mixing of both tracer fluids and floating particle s . 
Their studies and this present investigati o n show tha t a i s larger 
s 
than a . The averages of the Sayre and Chang d a ta give a la :::: 1. 39; 
s 
the ave rage data from the present inves ti gation yields o:. la = 1. 50. 
s 
Sayre and Chang found that the gradie nts dcr2 ldx and da 2 ldx from 
s 
e xperiments with the same hydraulic conditio:ps w ere almost equal and 
that the differences between a and a , or€ and e: w e re due mostly to S . Z Z S 
the diffe rences betw e e n the velocities, u and u , used in Eq. 2. 8b and 
s 
2. lOb. How e v er, by c ompa ring the data in Table 5. 1 one c an see that.in 
the pre sent s tu d y d a 2 /dx or dcr~ /dx was alw ays l e ss tha n da~/dxK 
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5. 2 EXPERIMENTS WITH DENSITY DIFFERENCES 
5. 2. 1 Introduction. A dinwnsional ana.ly1·dl:l of the cxpcrin1cnt<.d 
pararneters i s presented in this section. The experiine ntal data plus 
the results of this analysis yiel d a set of empirical curves for 
predicti ng a~I the variance of the lateral distribution of the depth-
averaged concentration, and C • the laterally-averaged coefficie nt 
v 
of variation for the vertical concentration distributions, as functions 
of the distance downstream from the sou rce, the density difference 
at the source, the width of the source, and the hydraulic parameters 
of the fl ow. 
5. 2. 2 Selection of Dimensionless Numbers. The two dependent 
variables o~g and C are assumed to be given by the functions 
v 
and 
where: 
x = distance downstream from the source , 
d = depth of the two - dimensional flow, 
b = width of source, 
Pa ·- density of ambient fluid , 
6.p = density d i fference at the source, 
u = depth- averaged longitudinal velocity, 
U,,, = shear velocity, 
, ,, 
g = acceleration due to gravity, 
(5. 1) 
( 5. 2) 
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\J - kinernatic viscosity, 
D - molecular diffusion coefficient. 
n1 
Independent variables not included in the 10 arguments of ¢ 1 and 'I\ 
are considered to be of secondary importance. By the theorems of 
dimensional analysis, Eq. 5. 1 and 5. 2 can be replaced by Eq. 5. 3 
and 5. 4, which contain 7 dimensionless independent variables; 
C are only weakly dependent on the following four parameters; 
v 
u .. , .. 
'•' 
u 
which is proportional to the square root of the friction factor; 
d ud 
the Froude number for the flow; and ~ and D , which are 
m 
Reynolds and molecular Peclet numbers for the flow. By deleting 
the s e four parain e t e rs from Eq. 5. 3 and 5. 4 , and by substitutin g 
cxu ,:, for u ,:, in the r1~1naining parameb· rs (rcasonH for the substitutions 
a rc give n below), one obtains 
( 5. 5) 
and 
C = C (X, B, Mb) , 
v v 
(5. 6) 
where 
and 
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x au ~I 
x = =--
u cl 
b 
B = d ' 
M = 1£ gb/ (a.u )2 
b p * a 
( 5 . 7 a ) 
(5.7b) 
(5. 7c) 
(5 . 7d) 
The parameter Vis the dimensionless variance, and B is the dirnen-
sionles s source width. . The quantity X can be interpreted as e ither 
a dimensionless longitudinal distance, or as a dimensionless time 
equal to the ratio of x/fi, the time require d for fluid to travel from 
the source to some point x downstream, to d/a.u ,:, • a characte risti c 
vertical mixing time for the flow. The parameter Mb is calle d a 
dimensionless source strength bec ause the numerator in Eq. 5. 7d 
can be written tipg~EdfF , which is the magnitude of the buoyancy flux 
Pa du 
from the source per mass flux t?rough a unit width of the fl ow. 
If one chooses, one may also define a diffe rent s o urce s trength, 
Md' gi ven by 
Mb 
Md = --= ££. gd/ (a.u, )2 
B p '·' a 
(5 . 8 ) 
in which the water depth rather than the source wid th is used as 
a characteristic length. Thus , in place of Eq. 5. 5 one may w rite 
V = V (X , B, Md) . ( 5 . 9) 
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I n the data ana1yHis of tlw following subsection, using Mb gave the 
simplest relationships b e tween data from experin1cnts with B < < 1, 
but using Md yielded simpler relationships fron~ experime nts with 
B>> 1. 
The original reason for substituting au,!< for uK~ was to d ecrease 
the scatter of the data in Fig. 5. 2, which is presente d in the 
following subsection. However, the substitution can be partly 
justified beforehand by considering the results from the experiments 
w ithout density differences. Integrating Eq. 2 . l Oa yields 
x -
cr:1 (x ) == o :< ( 0 ) + 2- ~; 
z 
u 
( 5 . 10) 
Recognizing that a 2 (0) = b ::i I 12, using € 
z 
= a.u ,;,d, and di vi.ding by d 2 
gives 
. Ba 
V(X, B, 0) = IT+ -2X • (5 . 1 1) 
Because a varied sli ghtly among experiments with diffe r ent 
combinations of flows and sources, the function V of Eq. 5 . 5 could 
not truly represent the right hand side of Eq. 5. 11 if a were deleted 
from the definition of X. Rather than include a. as a fourth argument 
of V, a lo gical alternative is to use the produc t au >:, in place of uIK~ 
in the dimensional analysis. 
5. 2. 3 The Dimensionless Variance. Below, the experimental 
data are used to find the relationship between the dimensionless 
variance, V, and the three dimensionless parameters X, B , and Mb 
(or Md). For ~ = 0 it was shown that 
Ba 
V(X, B, 0) = IT+ 2X. (5 . 11) 
-153-
For M.b I 0, the data in Chapter 4 show that the variance -distanc e 
curves at large x are parallel , to the curves for Mb ::: 0 but are 
displaced fron1. them by an amount,602 , which has b e en called the 
excess variance . Thus, one can write 
(5 . 12) 
where 6V = 602 /d2 is the dimensionless excess variance , and r is a 
fraction less than one. Both r and 6V are also defined in Fig. 5. 1. 
Because 6V is evaluated at some large value of X, 6V should be 
a function of only B and Mb (or Md); howe ver r is a function of 
X also. 
.0.£. , M ,..LO p b r 
a 
6V 
r6V 
B2 /12 
Figure 5. 1 Definition skethc for r and 6V. 
5. 2. 3. 1 The Excess Variance . Values of the excess 
variance, 602 , were measured from the experimental curves in 
Fig. 4. 22 to 4. 33 and were used to calculate values of the dimen-
sionless param.eter 6V. The computed values of 6V were plotted 
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as functions of the source strengths, Mb and Md, in Fig. 5. 2 and 
5. 3, respectively. In the calculation of Mb and B for the experi-
ments with the 10-cm-wide source, which was placed against the 
left sidewall of the flume, b was set equal to 2 x 10 cm= 20 cm; 
for the experiments with the wide source, which occupied one 
half the width of the flume, b was set equal to 2 x 55 cm = 110 cm. 
The value of a used in con1puting the dimensionless pararr1cters 
for each experin1ent was the value calculated in an experiment 
with the same source and flow condition but with 6p/ p = O. 
a 
In Fig. 5. 2, where /:,Vis plotted against~· the data from 
experiments with a heavy tracer fluid (f'..p/ p > 0) define a family 
a 
of curves with constant values of B. In all experiments with the 
I-cm-wide source, B was small (0. 090 ::5: B :o;; 0. 258). On a log-log 
plot, the data from these experiments define a straight line which 
has a slope of 3/2 and is given by the equation 6V = 6. 0 x 1M-4M~O 
The data from the two experiments with a light tracer fluid ( 6p / p · < O) 
a 
lie well above this line. A line with a 3 /2 slope fitted to this data 
yields values of 6 V five times those for 6p / p > O. 
a 
In the experiments with flow Sl and the 12. 5 ·-cm- wide source, 
and in the experiments with the deeper flows S2 and R2 with the 
20-cm-wide source, the parameter B was between 3. 06 and 3. 12. 
The data from these experiments define a curve which lies below 
or to the right of the line defined by the data from experiments with 
the I-cm-wide source. For Mb greater than about 400 or for 6V 
g reater than about 2 the two curves are nearly parallel; however, 
for lower values of Mb, the curve for 3. 06 ::5: B ::5: 3. 12 bec omes stee per. 
-I 
I 
/ 
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Data from experim.ents with flow Sl and the 20-cm-wicle source 
define the curve for B = 4. 94. This curve lies to the right of the 
curve defined by data fron1 experiments with 3. 06 s: B '.". 3. 12, but 
both curves have the same general shape. One of the two data 
points from experiments with flow Sl and the 10-cm-wide source, 
which was placed against the left sidewall of the flume, lies close 
to the curve for B = 4. 94; the other point lies about 35 percent 
below the curve. 
The curve for 27. 2 ~ B s: 28. 2 is defined by data from experi-
ments with the wide source. Values of t.cr2 from these experiments 
were obtained from Fig. 4. 26 and 4. 31 where o~I variances of the 
distributions of the concentration gradient, are given as a function 
of x. By using Eq. 4. 11 
o 2 (x) = o 2 (0) + o~ExFI (4. 11) 
which is valid for large x, one can deduce that 602 = 6od. Eq. 4. 11 
is valid for calculating values of o 2 corresponding either to the 
case where the fluid to the left of the dividing wall represented half 
of a 110 - cm-wide source which discharged fluid more dense than 
the ambient fluid, or to the case where the fluid to the right of the 
dividing wall represented half of a source which discharged fluid 
less dense than the ambient fluid. Therefore, these values of 602 
apply to both positive and negative values of 6p/ Pa· 
In Fig. 5. 3, where 6 V is plotted against Md, the data from 
experiments in which 6p/ p > 0 also define a family of curves for 
a 
which Bis constant along each curve. Unlike in Fig. 5. 2, the data 
from all experiments with the I-cm-wide source do not define only 
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one curve; for s1nall values of B the parameter AV is strongly 
dependent on B as well as Md. However, the curves for B := 4. <)4 
and 2 7. 2 cs: B $; 28. 2 are very close together indicating that the 
dependence of 6V on B becomes very weak for large B. 
The 6 V -Mb or AV-Md curves at values of B other than those 
shown in Fig. 5. 2 and 5. 3 can be estimated from information 
contained in these figures. Straight lines with slopes of 3 /2 
representing asymptotes at large values of 6V were drawn for the 
curves in Fig. 5. 2 and were extended to intersect the line 6V = 1 
as is shown in the insert of Fig. 5. 4. The value of Mb at the 
inter section is denoted by Mb , and the equation of the asymptote 
lS 
(5 . 13) 
The pararn.eter M~ was plotted as a function of B in Fig. 5 . 4, and 
a smooth solid curve was drawn through the data from experiments 
with 6p/ Pa> O. At low values of B, the curve was drawn horizontal 
because, as seen in Fig. 5. 2, the location of the 6V-Mb curve is 
independent of B in this range. At the larger values of B, the curve 
was drawn with a 1 to 1 slope because, as seen in Fig. 5. 3, the 
location of the 6V-Md curve is only a weak function of Bin this range 
and because Mb:::, BMd. Sufficient data do not exist to determine 
the actual slope of the Mb -B curve at these larger values of B. 
The dashed curve in Fig. 5. 4 was drawn through the limited 
data fr01n experiments with Ar Ip < 0 and was drawn with the same 
a 
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general shape as the curve for /\p Ip > 0. At ~n-iKall value.s of 
a 
13, the curve for 6p/pa <0 lies below the curve for f\. p/pa >0; however, 
for large B, the two curves coincide. 
To construct a t:. V -Mb curve for any value of B, lnl~ s e lects 
the value of M~ from Fig. 5. 4. and draws the asymptote for 
large AV. For B<< 1 the asymptote is the desired l\V-Mb curve; 
for larger values of B the asymptote is a good approximation of 
the desired curve for [\ V greater than about 2 or 3. Because the 
lower nonlinear_ parts of the curves in Fig. 5. 2 were not well 
defined for the values of B investigated, no technique is given 
here to determine accurately the lower parts of curves for other 
values of B. The nonlinear parts of the curves may be approxi-
mated by drawing them similar in shape to the curves in Fig. 5. 2. 
5. 2. 3. 2 The Fraction r. The fraction of the excess 
variance, denoted by r and defined in Fig. 5. 1, was computed from 
the data in Fig. 4. 22 to 4. 33 and was plotted as a function of X in 
Fig. 5. 5. These values of r are also listed in Tables Al and A2 
of the a.pp endix. The value of r for each data point was computed 
by taking the difference between values of cr2 from experiments with 
and without density differences and dividing by [\c;2 • For calculating 
the differences, the actual experimental values of variances from 
experiments with density differences were used , but variances for 
experiments without density differences were obtained from the 
curves fitted to the data. 
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The values of r for 27. 2 $ n s 28. 2 were computed with data 
from the experiments with the wide source. Because accurate 
values of o 2 for these experiments were not available, r was 
computed on the basis of a~ instead of o 2 , even though 
Eq. 4. 11 was not always valid for small X. Thus the values of r at 
small X probably lie between the correct values for positive and 
negative 6.p / p ; however, it is assumed that they are re pre sentati v e 
a 
for both. 
In Fig. 5. 5, data from experiments with similar values of 
the dimensionless source width, B, were plotted on the same set 
of coordinates, and values of the source strength, Mb, were written 
beside each point. Smooth curves were fitted to the data by eye. 
For 6p / p > 0 the data for each range of B show that r is independent 
a . 
Mb. Therefore, for a given source and set of hydraulic conditions, 
the distance downstream required to achieve any fraction of the excess 
variance, 602 , is independent of the magnitude of 602 • The limited 
data in Fig. 5. 5a from experiments with 6p Ip < 0 suggest that 
a 
slightly larger values of X are required when 6 p/ p < 0 than when 
a 
f'..p/pa > 0. The curve for experiments with B< < 1 in Fig .. 5 . 5a 
yields smaller values of X for the same values of r than the curve s 
in Fig. 5. 5b, c and d for experiments with larger values of B . 
There is little difference between the curves in Fig. 5 . Sb, c, and d. 
Because the data from experiments with smooth and rough 
bottoms with nearly the same values of B define single curves in 
Fig. 5. 2, 5. 3, and 5. 5, one can condude that the friction factor, 
f=8 (u ,Ju)2 , has been included properly in the dimensional analysis , eve n 
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though f does not appear explicitly in Eq. 5. 5 as an argument of V. 
However, when u,:Ju was deleted from the definition of X, or 
when 1.i was used in place of u ,;, or au ,:, in the definitions of Md 
and Mb, the data fron1 experiments with rough and smooth bottoms 
did not define single curves in Fig. 5. 2, 5. 3, and 5. 5, and f had 
to be included as a fourth argument of V. 
5. 2. 3. 3 Maximizing Lateral Mixing. If one wishes 
to mix a solute or other density-difference-causing agent across the 
width of a stream rapidly it is worthwhile looking at data from 
experiments with similar hydraulic conditions and source strengths, 
Mb ' but different source widths. By using the definition 
Mb = tip gb I (a.u,,,)2 and assuming that the relationship between 
Pa ~ . 
d e nsity and c oncentration is linear, one can see that in exper hnents 
with the same hydraulic conditions and value of Mb' the salt flux 
from each source is the same, re gardless of the source width. 
Obviously, the concentration of the effluent from a narrow source 
would be higher than the concentration of the effluent from a wide 
source. 
In Fig. 5. 6a,variance-distance c urves are presented from three 
experiments w ith the same hydr aulic conditions and · similar values 
of Mb but with different source w idths. In Fig. 5. 6b,the maximum 
r e lative concentration observed in each cross-section is presented 
as a function of x . In Exp. 122, the variance at x=O and the 
source strength, Mb' were less than in either Exp. 164 or 140, 
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and the maximum. relative concentration at x = 0 was higher than in 
either of the other two experiments. However, downstrean1 from 
about x = 100 crn the variance in Exp. 122 was greater tha.n in 
either Exp. 164 or 140, and downstream from about x ::: 400 cm 
the maximum observed relative concentration was less. In Exp. 164, 
the initital variance was l ess than in Exp. 140 and the maximum 
concentration at x = 0 was greater; however, downstream from about 
x = 500 cm the variances in both experiments were nearly the same, 
and downstream from about x = 1500 cm the maximum relative 
concentrations were nearly the same. 
When comparing data from other experiments with similar 
hydraulic conditions and source strengths but different source 
widths one also finds that far downstream, variances are sometimes 
greater and peak relative concentrations are sometimes less in the 
experiments with the narrower sources. Examples are the pairs: 
Exp. 11 3 and 151 with flow S2, Exp. 117 and 152 with flow S2, and 
Exp. 130 and 165 with flow SI. In each of these pairs , ~for the 
first experiment was equal to or less than in the second, and the 
source width was less in the first; however, far downstream the 
variance in the first experiment was greater than in the second. 
These results show that if one wishes to dilute a density-
difference-causing agent in a stream by crosswis e mixing, it 
is not always advantageous to dilute the substance initially by 
introducing it into the stream across a wide width. In some cases . 
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it may b e advantageous to introduce the agent in concentrated form 
a c ross s orne s1nall width of the stream; howevE;~ rI under such 
1.·nnd.i ti1.) 11:-;, hi g h <K~oncentral:ions woulc'I <K~ xiKt>t c.lnsc lo t:l1u :~our c eK 
w t•ighted, late r a lly-ave raged coeffic ient of variation for the vertic al 
concentration distributions, C , which was defined by Eq. 4. 15, 
v 
was plotte d in Fig. 5. 7 as a function of the dimensionless distance 
X . Data from experiments with similar values of the dimensionle ss 
·source width, B, are on common sets of coordinates, and a value of 
the source strength, Mb or Md, is beside each point. The source 
strength Mb' which includes the source width in its definition, is used 
with all data except those from experiments with the wide source. 
With these data, which were plotted in Fi g . 5. 7d, the sour c e streng th 
l'vfd is used. The pararneter ~was not used in Fig. 5. 7d, nor was 
this figure labeled 27. 2 .;- B :::; 28. 2 as was Fig. 5. 5d because the 
values of C fro1n these experiments were obtained by averaging only 
v 
data from across the mixed zone between the two fluids and not 
a c ross all that part of the flume occupied by the plume from the 
hypothetical 110-cm-wide source. 
Smoothed curves defining the locus of points of constant. source 
strength were drawn through the data in Fig. 5. 7. These data show 
thal C attain s a 1naximum at X < 0. 2 for B<< 1, and at XR1 0.4 for 
v 
l a rger B. For X and B cor.stant the data show that C increases 
v 
with Mb' and that Gv decreases with inc,reasing B for X and ~ 
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c onstant. The data in Fig-. 5. 7a al so show that C is larger 
v 
when tip Ip < 0 than when /\. p Ip > 0 if M _ is the same n1agnitude. a a -·-b · 
The data from experiments with the wide source indicate that C 
v 
increases with Md. 
5. 2. 5 Predicting Concentration Distributions. The results 
of the analyses in this chapter can be used to e stin1ate concentration 
distributions downstream from a source discharging fluid with a 
density different from the ambient fluid but with a velocity equal 
to the ambient fluid velocity. As a first step in estimating con-
centration distributions for a particular problem, the dimensionless 
variance-distance curve, V(X), is constructed from: 1) V(X) for 
a neutrally buoyant tracer, which is given by Eq. 5. 11; 2) the 
excess variance, 6V, obtained from a Ss-~ curve , which can 
be constructed using Fig. 5. 4; and 3) the fraction of the excess 
variance, r(X), which is obtained from Fig. 5 . 5. The functi on V(X) 
and the corresponding 0 2 (x) are obtained from Eq. 5. 12. 
To c alculate the dimensionless source strength, Mb, and the 
dimensionless source width, B, which are required to construct 
V(X) · and to relate V(X) to 0 2 (x), one must know d, b, ~ g , u, and 
a 
a.u ,,,• Each of the variables appearing in this list, except perhaps 
... 
the dime nsionless lateral diffusion coefficient, a = € /u_._d, would 
z "' 
normally be available as basic information in a particular problem. 
If possible, a should be computed from observations of €z rather 
than be estimated. (If a is greater than about 0 , 2, one should 
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suspect that significant secondary currents exist in the ambi ent flow , 
and therefore, the accuracy of predictions made using the experi-
mental results of this study is uncertain. ) 
Next, the depth-averaged concentration distributions are 
assumed to be given by the solution to the diffusion equation, 
Eq. 4. 2, with the appropriate initial condition, but, with the 
x-coordinate transformed so that the variances of the lateral 
distributions given by the solution equal those obtained from Eq. 5 . 12 . 
Thus, in the solution to Eq. 4. 2, one substitutes 
O~ [o2 (x) - o2 (O)] (5. 14) 
z 
for x, where a2 (x) is obtained from Eq. 5. 12. 
This method of calculating C(x, z) is a good approximation for X 
greater than about two. 
An integral measure of the variation of concentration with 
depth is given by the laterally-averaged coefficient of variation 
for the vertical concentration distributions, C , which i s obtained 
v 
from Fig. 5. 7. The variation in concentration corr e sponding to 
particular values of C can be seen in Fig. 4, 40 to 4. 4 4. 
v 
6. 1 INTRODUCTION 
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CHAPTER 6 
ANALYTIC STUDY 
In the first part of this chapter, an analysis similar to that 
used by Hansen and Hattray (25) is used to derive expressions for 
the horizontal velocities induced by horizontal density gradients in a 
turbulent fluid. Dispersion coefficients due to the induced velocities 
are obtained using an expression given by Elder (4). In the last part 
of this chapter, the dispersion coefficients are used in an analysis 
of the experiments from this investigation and also in an analysis of 
some published data by Ippen, Harlemann and Lin (2 ). 
6. 2 BASIC EQUATIONS 
The equations which form the basis for the analysis of this 
c hapter are given below together with the assumptions embodied 
in these equations. The equations given are: The equation of 
state for the fluid, the continuity equation for the fluid, momentun 
equations for the three coordinate directions, and the conservation 
of mass equation for a dissolved substance. (If density differences 
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a.re due to differences in ternperaturc rather than diffe r e nces in 
th e concentration of a dissolved substance, the conservation o f 
energy o r heat equation can be substituted for the last equation.) 
The equation of state for an aqueous solution of low 
concentration can be approximated by the linear relation 
(p-p ) = S(c-c ) 
a a 
(6. 1) 
in which p is the density of a solution with concentration. c, and 
p is the density of a reference or ambient solution with concentration 
a 
c . Both the concentration and density have units of mass per unit 
a 
vohu11e; the paran1ctcr ~is dimensionless and is assun1ed to be a 
constant. Data from Ref. 27, p. 1909 for weak (one percent) NaCl 
solutions yie ld S = 0. 71. 
The continuity equation is assumed to be 
au+ av+ aw= 0 
ax ay oz , (6. 2) 
where u, v,and ware time -averaged velocities in the x -, y-, and z -
directions. Eq. 6. 2 is not exact because it d6e s not include. the rate of 
dilatation of the fluid with changing concentration, which occurs if 
!.; D~ 1. For larninar flow in a porous medium., List ( 36) s howed 
th at the er r or in the c ontinuity equation, Eq. 6. 2, is of order 
(p -p;)/pa; by using the sanie arg~ents as used by List, one can 
obtain the same result for a: turbulent shear flow. 
The equation for the conservation of mass of a solute 
is written as 
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oc l o(uc) + D(vc) + o(wc) () ( oc) o ( 8c) r) ( ac) 
at ox oy oz = ()x €xox + oy 8 y oy + 8"Z ~: z()z ' (6. 3) 
where c is a time-averaged concentration. In writing Eq. 6. 3 it is 
assumed that mass transport by turbulent diffusion in each of the 
three coordinate directions can be represented by the product of a 
turbulent diffusion coefficient and the mean concentration gradient in 
that direction. (Eq. 2. 1 is obtained from Eq• S~ 3 by using Eq. 6. 2 ). 
The momentum equations are written as 
(au Du au au) 2.£. a a a p -;--F·t+u~+v-;--+w~ =-.., -pg.f, +~q +~i 1-;--) T 
· a. < ox oy oz ox x ox xx uy xy < z xz (6. 4a) 
(6. 4b) 
( aw + u aw + ~ + w aw) = _2.E. - .(, + ..£__ 'f +-2... 'f + _Q_ 'f Pa ot ox oy oz oz pg z ox xz oy yz oz zz (6. 4c) 
The quantities t , t , and t .. are the cosines of the angles 
x y z 
between the vertical and the x-, y-, and z- directions; the term-s 
'T , T , etc are the turbulent Reynolds stresses , and pis pressure . 
xx xy 
In the derivation of Eq. 6. 4, Eq. 6 . 2 is used. Also, the Bous sine sq 
approximation is made in which changes in fluid density are assumed 
not to affect the inertia of a fluid element; therefore, on the left 
hand sides of Eq. 6. 4, the density is set equal to a constant, p • 
a 
However, the effect of changes in density are considered in 
computing the submerged weight of a fluid element; therefore, on 
the right hand sides of the equations, the density is retained as 
a variable. 
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6 . 3 SIMPLIFICATION OF THE BASIC EQUATIONS 
Two physical systems are now considered for which the 
equations presented in the previous section may be simplified 
sufficiently so that a solution can be obtained which predicts the 
effect of a horizontal density gradient on horizontal mixing. 
6. 3. 1 Lateral Mixing. Consider first lateral mixing far 
downstream from a source which is discharging fluid into a wide, 
uniform, turbulent, open-channel flow. As in the experiments 
described in the previous chapters, let the fluid that is discharged 
from the source have a density different from the ambient fluid, but 
let the discharge velocity from the source be the same as the 
velocity of the ambient flow. Choose the same coordinate system 
as was used in the experiments. The origin l.s located on the 
channel bottom at the center line of the source. The x-axis is 
parallel to the channel bottom and in the direction of the ambient 
flow; the z-coordinate is horizontal and perpendicular to x ; the 
y-coordiante is normal to x and z and is positive upwards. In the 
case of horizontal mixing between two wide parallel streams, the 
origin is located on the channel bottom at the confluence of the two 
streams . 
Let the distances over which density-induced velocities 
change be characterized in the y-direction by d, the depth of flow ; 
in the z-direction by a or ad' the standard deviation of the lateral 
distribution of the concentration or lateral concentration gradient ; 
and in the x-direction by x, the distance, dowii·stream from the 
-174 -
source. At large value::; of x on<~ ex:pect::i 
x > > (a or ad) > >d. (6. 5 ) 
It is assumed that the density-induced velocities are much smaller 
than the mean longitudinal velocity. Also, it is assumed that u 
changes sufficiently slowly in the x-direction so that the first term 
in Eq. 6. 2, the continuity equation, is of the same or of smaller 
magnitude than either of the other two terms. An order of 
magnitude analysis then yields 
d 
v = O(w-) 
a ' 
where O( ) denotes order of magnitude. 
Next, it is assumed that the Reynolds stresses in Eq. 6. 4 
can be represented by the terms on the right hand side of the 
ma tr ix equation 
T 'T 
xx xy 
'f 'f 
xy YY 
'f 'T 
xz yz 
The tern1s E:x' 
mass, and A , 
x 
A. au A. au A. au T e: - e: - e: 
z oz xz xx ax Y yoy z 
A. 8v A. av A. ov T F: - € - e: 
z oz yz = Pa x-x ox y y8y z 
A. OW A. 8w A. aw 'f € - € - e: 
z oz zz x xox Y yoy z 
E: , and E: are turbulent diffusion coefficients for y z 
/ 1 , and A are turbulent Schmidt num hers, which y z 
are the ratios of the diffusion coefficients for momentum to the 
diffusion coefficients for mass so that the products A. e: , etc . are 
xx 
(6. 6) 
(6. 7) 
momentum diffusion coefficients or eddy viscosities. The ambient 
density, p , is used in place of the actual density to be consistent 
a 
with the Boussinesq approximation which was used in the derivation 
of Eq. 6. 4. 
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By using Eqs. 6. 5, 6. 6 and 6. 7, one can compare the relative 
importance of the various terms in Eq. 6. 4. Com.paring the last 
three terms on the right-hand side and all tern1s on the left-hand 
side of Eq. 6. 4b with corresponding terms in Eq. 6. 4c, one finds 
that the terms in Eq. 6. 4b are of order d/o times those in 
Eq. 6. 4c. Because d/o< < 1, these terms can be omitted from 
Eq. 6. 4b; for .f.. R:J 1 one obtains y 
EE. o = - ay - pg. (6. 8) 
Thus, the equation of motion in the y-direction is reduced to a 
hydrostatic relationship. 
When Eq. 6 . 7 is substituted into Eq. 6. 4, the right-hand side 
of Eq. 6.4c becomes 
_.£.,e. _ t + __£_(A. € aw) + _..£._ (A. € aw\ + _..£._ ( :>.. € aw) 
a z pg z pa ax x x ax pa ay y y ay ) pa a z z z a z • (6. 9) 
Results given in Chapter 2 from previous investigations in homo-
geneous fluids show that € , e: , and € are no more than an order 
x y z 
of magnitude apart. One can assume that the same is true for 
A. e: , :>.. € , and :>.. e when the Richardson number is small. With this 
xx yy zz 
assumption and the inequality 6. 5, one can show that the third and last 
terms in expression 6. 9 are smaller than the fourth term and there-
fore can be deleted. Because -t- = 0, the second term is also deleted. 
z 
Eq. 6. 4c is further simplified by deleting the entire left-hand 
side, which is valid if each of the terms on the left is much 
a I aw) 
smaller than p n- t A. e: n- . It is assumed that the 
a uy \ y y uy 
. 'l 
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fir st term on the left-hand side of Eq. 6. 4c is of the san1e or 
smaller order of magnitude than the second terin; by using 
Eq. 6. 6 it is possible to show that tbe last two terr:n:; are of the 
s a me order. Thus, to delete the left-hand side of Eq. 6. 4c it 
is only necessary that 
a nd 
These inequalities are generally true if 
and 
:\ e w 
~ << y y 
x a:a 
:a ~ << 
a 
:\ e w y y 
d:a 
respectively, which in turn are true if 
E~~F (4) << ] >, c:: x. y y 
a nd 
(Aw: ) E~F < < 1 . 
y y 
(6. 10) 
(6 . 11) 
(6 . 12) 
(6. 13) 
(6. 14) 
(6. 15 ) 
Bee au se the l eft-hand side of inequalities 6. 14 and 6. 15 go to zero a s 
x and a becomeverylar ge, inequalities 6. 10 and 6. 11 are true for 
x sufficiently large. With the above substitution and deletions, 
Eq. 6. 4c, the equation of motion in the ·z-direction, becomes 
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0 = -¥z- + Pa a~ ( \yey ~;F ' (6. 16) 
Physically Eq. 6. 16 states that the lateral pres sure gradient, 
*' is balanced totally by shearing of the lateral velocity, w, and all 
a ccelerations are negligible. 
Eq. 6. 2, the continuity equation, can be integrated from 
y =O to d to yield for d =constant 
~~ + ~: = 0 ' ( 6. 1 7 ) 
where u and w are depth-averaged values of u and w. For uniform 
ou ow flow ox = 0, therefore~ = 0 or 
d 
w = ~ J wdy = constant. 
0 
For the problem being considered, w = 0. 
Eq. 6.3,the expression for the conservation of mass for a 
solute, is also integrated over the depth; for the depth equal to a 
constant, 
oc +- oc +- oc+ __£._ (-1 -,-) +...£.. (-,-,) +-(ou +ow) at u ax w az ax u c az w c c Ox Oz ~ 
....£.. ( 8 ac) +....£.. (e' £.£.') + __£._ (e ac\) +__£._( e, ac') ax \ x ox 'ox x ox oz z oz az \ z oz , 
(6. 18) 
(6. 19) 
where an over-bar denotes an average over the depth, and a primed 
quantity is the difference between the value of a variable at a point 
and the depth-averaged value of that variable. (One should 
remember that all the terms are considered to be time-averaged. ) 
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The quantity~ represents transport due to longitudinal 
dispersion as described in Chapter 2, and the term w'c' represents 
mass transport by a similar process in the lateral direction. There-
fore, it is assmned that these two ternis can be represented by 
and 
-- oc 
w'c' = -D - , 
z oz 
where D and D are dispersion coefficients for the x- and z-
x z 
(6 . 20) 
(6 . 2 1) 
directions. Because the concept of longitudinal dispersion is justified 
only for long dispersion times and for uniform, unidirectional flow, 
the use of Eq. 6. 20 and 6. 21 may be questionable. However, if 
inequalities 6. 14 and 6. 15 are true, then dispersion times are long 
and the time scale for changes in the velocity of a particle travelling 
along a streamline is small compared to the vertical mixing time. 
For these conditions, Eq. 6. 20 and 6. 21 are valid approximations . 
It is also assumed that variations in concentrations are 
sufficiently sn1all over the depth, c' < < c. so that on the right-hand 
side of Eq. 6. 19, the second term is small compared to the first 
term, and the last term is small compared to the third term. 
Deleting these small terms and using Eqs. 6. 17, 6. 20, and 6. 21 in 
Eq. 6. 19 yields 
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ac- + u ac- + w ac = _Q_ [(n + 8 ) ac:l + _Q_[(n + 8 ) ac] at ax oz OX x x ax - oz z z oz_ (6. 22) 
As shown in Chapter 2, the first term on the right-hand .side of 
Eq. 6. 22, which represents differential transport by dispersion and 
turbulent diffusion in the longitudinal direction, , is ·small compared to 
the second term on the left-hand side, which represents differential 
longitudinal transport by convection. Deleting this small term on 
the right and considering only steady state problems so that the 
oc term ~can be omitted, Eq. 6. 22 becomes 
_ oc + _ ac a [(n +- ) oc] u- w- =- € -ox oz oz z z oz . (6. 23) 
Although w = 0 in the problem presently being. considered, the term 
w ~~ is retained here for convenience in the next subsection where 
a slightly different problem is investigated. 
In summary, the basic equations presented in Section 6. 2 
have been simplified as follows. The equations of motion in the 
y- and z-directions have become 
and 
0 = _EE. - pg 
oy 
o = _££_ + _Q_ (A. € aw) . 
8z Pa By y y 8y 
(6. 8) 
(6. 16) 
The equation of motion in the x-direction has been omitted because 
the velocity u does not appear in any of the other equations and it is 
sufficie nt to assume that u is not affected by the density differences 
and that it is known. The continuity equation has been reduced to 
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w:;; 1 Id d wdy = constant. ((>. ] 8) 
0 
The conservation equation for the solute is 
u ac: + w ac: = --1. [(n + € ) acJ, (6 21) 
ox oz ()z z z Dz _. • -
where D is a dispersion coefficient which is a function of w. The 
z 
equation of state is unchanged, 
(6. 1) 
6. 3. 2 Longitudinal Mixing. A second but very similar 
problem for which the basic equations of Section 6. 2 can be 
simplified is longitudinal mixing in a turbulent open channel-flow 
in which there is a longitudinal density gradient. For certain 
conditions, the basic equations can also be simplified for this 
problem to yield the same simplified set of equations as was 
obtained in the previous subsection for lateral mixing. 
Consider now turbulent flow in a wide open channel in which 
the variation of all variables in the lateral direction is sufficiently 
small so that one can consider the flow to be two dimensional. Let 
the discharge be steady and uniform, and assume a steady state 
longitudinal density gradient. This physical system may be inter -
preted as representing an idealized estuary connected to a tideless 
ocean. 
Because of the similarity of this problem with that of lateral 
mixing considered previously, it is advantageous to change the 
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coordinate systern so that the density gradicnt·is in the z-<lirection. 
Therefore, let the z-axis be in the longitudinal direction which is 
assumed to be horizontal; let x be horizontal and in the lateral 
direction, and let the y-axis be vertical and positive upwards. 
If one makes the reasonable assumption that the longitudinal 
scale of the problem is much larger than the depth, and considers 
only systems in which the discharge velocity, which is in the 
z-direction, is no larger than the density induced velocities, all 
the assumptions made in the previous subsection for simplifying 
the basic equations can be made here and the same simplified 
equations can be obtained. The only difference is that in Eq. 6. 23, 
u = 0 but w-/: 0. 
6. 4 SOLUTION FOR THE VELOCITY w AND 
THE DISPERSION COEFFICIENT D 
z 
The velocity w is obtained by integrating Eq. 6. 8 and 6. 16. 
Integrating Eq. 6. 8 with the assumption that the density variation 
with depth is sufficently small so that one can replace p by the 
.depth-averaged density p yields 
p = pg (d-y) • 
Taking the derivative of Eq. 6. 24 with respect to z gives 
on ()o ~ = ~gEd-yF - pgS' I 
where S' = -~~I the slope of the water surface in the z-direction. 
(6. 24) 
(6.25) 
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Although such a slope is inconsistent with the previous assun1ptions 
of a uniform depth and zero slope of the bottom. in the z-direction, 
a small slope is necessary to maintain continuity of flow in the 
z-direction. 
By replacing p by p in the last term of Eq. 6. 25, substituting 
a 
the resulting expression into Eq. 6. 16, integrating once with respect 
toy, and using the second of the two boundary conditions: 
one obtains 
w = 0 at y = 0 
A. e ow = 0 at y = d 
Y yay 
a- fd2 2 ) aw 0 = £E.. g I - - yd + r:_ + p gS' (y-d) + p A. e -oz \2 2 a a y y oy 
Assuming that A. E: = r-8,a constant equal to the depth-y y y y 
(6. 26a) 
(6. 26b) 
(6.27) 
averaged value, integrating Eq. 6. 27 from 0 toy, and eliminating 
S' by using the relation 
gives 
a- d 3 
w( 11) = _g_ £E.. 
Pa oz A. E: 
y y 
d 
w = ~ J wdy, (6. 18) 
0 
[ _.It + 2- 112 - .!l] + ~ [- l r.2 + 311] 6 16 8 2 'I J (6.28) 
where Tl = y/d. (Eq. 6. 28 can be obtained from a stream function 
derived by Hansen and Rattray (Ref. 25, their Eq. 17) if one sets 
the shear stress at the surface equal to zero.) 
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By using Elder 1 s (4) expression, 
1 n n' 
DX = -d2 I u 1 (n) J E: ~qlDF I u' (n ")dn"dn'dn (2. 5) 
0 0 y 0 
one can now calculate the dispersion coefficient, Dz' by substituting 
w' for u', and D for D • Using E: (11) = € , the depth-averaged value , 
z x y y 
one obtains 
d 2 d3 .£E)2 - d 3 a-) 
Dz=€ [i.3lx 10-6 (=_g_ az +9.43x 10 4 (=_g_* w 
Y A. E: Pa I.. e Pa y y y y 
+ 1. 9 o x 10 - 2 w-2 J , (6 . 29) 
where the numerical coefficients are approximations of some 
cumbersome fractions. By using Eq. 6. 1, the equation of state , 
a- a-
one can replace * by 13 a~ in Eq. 6. 29 and substitute the 
resulting expression into Eq. 6. 23 which then becomes a non-
linear diffusion equation for c. 
Before proceeding to investigate solutions to Eq. 6. 23, some 
of the properties of Eq. 6. 28 and 6. 29 and other expressions for 
w(ri) and D are examined. Expressions similar to Eq. 6. 28 and 
z 
6. 29 are obtained if different boundary conditions are used when 
integrating Eq. 6. 16 and 6. 27 . Generalized solutions for w(n) 
and D are given by Eq. 6. 30 and 6. 31, and in Table 6. 1, numerical 
z 
values are given for the coefficients corresponding to the solutions 
aw 
with the following boundary conditions: w = 0 at y ::: 0 and ay = 0 at 
aw y = d; w = 0 at y = 0 and y = d; and ay = 0 at y = 0 and y = d. 
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Table 6. 1 Coefficients in Eq. 6. 30 and 6. 31 for w(11) and D . 
z 
Bo undary Condition" Coefficients for w(T\) CoefficienlH for D ,, 
-·----··----···· - -· --·- - ---· ·--- -~- ----------·-- --~------- _ ___ ., _____ 
y 0 y !l.; d 
"'1 "z "3 ... "'5 a6 
=-K:-~-==KD:::"DK: ~-=--=-KK::=:::ccK:K:: 
() nw I 5 I 0 3 3 w 
- Oy = l) - b TG - 8 -z 
-------·-·-- -·- ---· 
0 0 
I I I 0 6 6 w 
-· 
w .. - (; 4 - IT -
- - --- - --·---·- - ··-
aw 
= 0 By 
aw 
ay 
d3 
A. e: y y 
d3[ D z .... € b1 
y 
= 0 I I 0 I 0 0 - 6 4 -Z4 
(__L _g_ ££.):1 + b (L- _g_ 
- - p az 2 -- p 
\ E: a A. i:: a y y y y 
&7 h i hi. Ii.I 
;::a.'t1e::.·.s:.o.;.. rx:r:-;;z~~ 
() I. JlxlO-S ?. 43x 10-4 
., 
I. 'JOx to- " 
-·- ·- --~--- ---· 
0 Z. 76x10· 6 0 4. 76xI0- 3 
-----< 
8. 54xJ0-4 0 0 
(6 . 30) 
(6.31) 
The three solutions for w(T]) with w = 0 ar e given in dimensionl ess 
form in Fig. 6. 1. 
One can show that if E: and A. c:: are cons i dered to b e functions y y y 
of y, w(T]) is still given by a func t ion of the form 
w(T]) (6. 32) 
and D i s still given by Eq. 6. 3 1. Thus for any vertical distributions 
z 
of the vertical diffusion coefficients and for a wide variety of 
b oundar y conditions, the d ensity-indu ced velocity is directly 
p r oportional to the l a t e ral density gradient and to the the depth cubed, 
but inver s e ly proportional to the depth-averaged eddy vi s cosity. Also, 
f o r w = 0 the dispersion c oefficient due to the density-induc e d v e l o city 
is dir ectly ·proportional to the quantity: 
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Figure 6 . 1 T h eoretical v e locity profiles, w (T)) with w = 0 , fo r three 
differe nt sets of boundary conditions. 
·i 1 
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~O ( d 3 _g_..££)2 
8 A e: p az y y y a 
6. 5 APPLICATION OF THEORY TO EXPERIMENTS OF THIS STUDY 
6. 5. 1 Sources of Finite Width. Eq. 6. 23 and 6. 30 are now 
used to derive' an expression for the variance of the late ral 
distribution of the depth-averaged concentration downstream from 
a source discharging fluid into a uniform open-channel flow at a 
velocity equal to the ambient fluid velocity but with a density 
different from the ambient fluid. 
For this problem w = 0 so that equations 6. 23 and 6. 30 
become 
(6 . 33) 
and 
(6 . 34) 
a-
Bec aus e *is a function of x and z, Dz is also; however, the 
analysis is simplified by eliminating the variations with z by 
replacing* with E-~F , a representative value at each cross -section. 
ave 
From. Eq. 6. 1, the equation of state, from Eq. 3. 2 which defines 
the relative concentration C, and from the definition of the variance , 
o 2 , one can deduce that 
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where b is the source width, and b.p is the density difference at the 
source. Therefore, the expression 
(6. 35) 
where A 1 is a constant of proportionality, is used in Eq. 6. 34. 
For (D + 'f ) not a function of z, taking moments of Eq. 6. 33 
z z 
yields 
D + 8 
z z 
- d a 
= u _Q_ 
2 dx 
Substituting Eq. 6. 35 into 6. 34 and 6. 34 into 6. 36, assuming that 
A. e: , the depth-averaged eddy viscosity, is given by y y 
assuming that 
and recalling that 
Eq. 6. 36 becomes 
-- k A. e: = -6 u>:<d y y 
A.e: =A.e: y y y y 
Dividing by au,:, d yields 
A.2 Ma 
. --b b 
1 + ya 
ldV 
= 2 cix 
where Ab is a group of dimensionless numbers, 
(6.36) 
(2. 17) 
(6 . 37) 
(6 . 38) 
(6. 39) 
and V, X, B, and Mb are the dimensionless variance, distance 
downstream fron1 the source, source width, and source strength, 
(6. 40) 
which were defined in Eq. 5. 7a, b, c, and d. Integrating Eq. 6. 39 
and using the initial condition V = B 2 I12 at X = 0 yields 
For Mb = 0 Eq. 6. 41 reduces to the expression for turbulent 
mixing only, Eq. 5. 11, 
Bz 
V(X, B, ()) = IT+ 2X • 
The dimensionless excess variance, tiV, is obtained by 
subtracting Eq. 5. 11 from Eq. 6. 41 and evaluating 
tiV = V(X, B, Mb) -V(X, B, 0) for X->ro to give 
(5. 11) 
(6. 42) 
Eq. 6. 42 is compared With the experimental data in Fig. 6. 2, 
where curves computed using Eq. 6. 42 are superimposed on the 
t:iV-Mb graph presented before as Fig. 5. 2. In the computations, 
-3 
the quantity Ab =2. 25x 10 was used. This value was obtained by 
choosing b 1 =1. 3 lxl0-
6 from Table 6. 1, which corresponds to the 
solution with the boundary conditions w = o at y = o, and aw I ay = o 
at y = d; by choosing k=O. 38 and a.=O. 135, which are the averages 
from all experiments; by letting X = 1; and by using A 1 = 0. 20, 
0.1 
60 
/ 
/ 
I 
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53 El 0.090 1.0 
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a 
Figure 6. 2 Comparison of t:.V given by Eq. 6. 42 and by 
experiment. 
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which is the value obtained if one assumes that the lateral 
concentration distributions are Gaussian and that (8p/()·z) equals 
ave 
(p-p ) /20. 
a max 
The agreement between the theory and the data is not good. 
In general, Eq. 6. 42 yields smaller values of 6 V than we re 
found by experiment. For 0. 090 ~ B ~ O. 258 or for the asymptotes 
for the larger values of B, the data yields tisKKKKKKI~O ; however, 
for B = 0 or for the asymptotes for other B, Eq. 6. 42 yields 
The differences between theory and experiment ar e believed 
due to not considering the effects of vertical density. gradients on 
\y and ey and due to deleting the inertial term u~; from the 
z-momentum equation, Eq. 6. 4c. Richardson numbers that were 
calculated in Subsection 4. 2. 2 indicate that density gradients were 
large enough to reduce vertical mixing. Because one expects 
vertical mixing to decrease with increasing 6p/pa or Mb, and 
because vertical mixing suppresses density-induced circulation, 
one should expect tiV to increase with~ more rapidly than 
predicted by the theory which does not take into account the 
reduction of turbulent diffusion by vertical density gradients . 
In Section 6. 3 it was shown that deleting the term u ~:; from 
Eq. 6. 4c is valid only if inequality 6. 10 o r 6 . 14 is satisfied. By 
using A. e = k u ..... d and data from Tables 4. 1 and 5. 1 for flow S2, y y .,, 
one obtains from inequality 6. 14: 
x d >>332 , 
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or 
x a.u,:.: 
X==tra>>2.28. (6. 43) 
Thus, deleting u ~: from Eq. 6. 4c is not valid in the important 
region X < 2 (see Fig. 5. 5) and may cause large errors in Eq. 6. 42. 
V 1 t tl 1 filtl , 0 t . . Dw . · cry· c ose ·o le source w iere -:.. :> , re ·a1n1ng u-0 in uX · < X 
Eq. (>. 4c should yield s1nallcr values of wand Dz than givm1 by the 
nrescnt: analysis, but for n10st values of X where Dlw l < O, retaining 
r- vx 
n i~w should yield higher values o f w and D • The net effect of 
uX Z 
retaining u ~; would probably be to yield higher values of (':,, V than 
given by Eq. 6. 42; however, this has not been proved. 
6. 5. 2 Two Wide Parallel Streams. An analysis similar to 
that made above can also be made for the m ixing of two infinitely 
wide parallel streams of different density. If one again assumes 
that (D + € ) is not a function of z, one can t ake the derivative of 
z z 
Eq. 6. 33 with r espect to z and then take second moments in the 
z ·-dir e ction to yield 
D + € 
z z 
(6. 44) 
where od is the variance of the lateral distribution of the gradient 
De I a z 0 r a c I () z • Next, for calculating D it is assumed that 
z 
(6. 45) 
where A 2 is a constant. Substituting Eq. 6. 45 into Eq. 6. 34 and using 
the resulting expression plus 8 z = au,:,d and Eq. 6. 38 in Eq. 6 . 44 y ields 
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6df ( Sd ~ Fa u do~ a u,..d + b 1 __y_ _g_ -1£_ --"' 
·- ku ,:, Pa A 2 cr d u ,:, = 2 dx 
Dividing by au,,_d gives 
,,, 
1 + 
\vhere Ad is a group of dimensionless numbers, 
I 
A a = b (6a)3 i d 1 k A2 ' 
2 
V d is the normalized variance, 
v = (J2 /d2 d d • 
and Md is the dimensionless source strength that uses the depth 
as a characteristic length and was defined in Eq. 5. 8. 
(6. 46) 
(6. 47) 
(6. 48) 
Integrating Eq. 6 . 4 7 and using the initial condition V d = 0 at 
X = 0 yields 
(6. 49) 
For ;Ma = 0, Eq. 6. 49 reduces to 
(6. 50} 
Subtracting Eq. 6. SO from 6. 49 and evaluating the difference, b.V d ' 
for x _. ro yields ' 
v 
6V d = limit [ A~M~ -ln ( 1 + A:a!_:a)] -+ oo • 
X-+oo d d 
(6. 51) 
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Thus, the analysis shows that for two infinitely wide streams the 
effect of a density difference does not yield a finite excess variance 
as was found for a source of finite width. Consequently, this 
analysis suggests that the curves for increasing values of B on the 
!:!, V-Md graph in Fig. 5. 3 do not collapse into one curve for large 
values of B. However, because b.V d goes to infinity logarithmically, 
the distance between successive curves continually decreases for 
increasing values of B. 
6. 6 APPLICATION OF THEORY TO MIT EXPERIMENTS 
In this section Eq. 6. 23 and 6. 31 are used in an analysis of 
some experiments performed by lppen, Harleman, and Lin (2) at 
MIT. The assumptions made in the derivation of the equations are 
more nearly satisfied in these experiments than in the experiments 
of this study.; therefore, better agreement between theory and 
experiment is achieved. 
6. 6. 1 Description of Experiments. The MIT study investigated 
the effects of longitudinal density gradients on longitudinal dispersion 
in estuaries. The experimental apparatus, which repr esented an 
idealized estuary and is shown schematically in Fig. 6. 3, was a 
flume in which steady-state longitudinal density gradients could be 
established. The flume was 9. 75 meteres long and 42 cm wide. 
The depth of water was 17. 8 cm in all the experiments. Fresh 
water was pumped into the upstream end of the flume a t a rate Qf, 
and salt water, with a density greater than the fresh water, was 
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combined 
outflow 
Qf+Qs' C ... 1 
y 
salt-water influw 
--a 
fresh - water inflow 
Qf ' c 0 
-- s 
d 
z,s 
Fig. 6. 3 Schematic diagram of the flume used in 
the MIT experiments (Ref. 2 ). 
pumped into the flume through a manifold near the downstream end 
at a rate Q • Water was withdrawn from the extreme downstream 
s 
end of the flume at a rate Qf + Qs. Pumping rates were slow such 
that throughflow velocities, V f' were of the order of O. 05 cm/ sec. 
A homogeneous turbulent field was created by a nest of screens 
which was suspended in the fluid and was oscillated vertically in 
simple harmonic motion. The nest of screens was constructed 
from six pieces of flat expanded metal sheet, each of which lay in a 
horizontal plane and whose length and width were approximately equal 
to those of the flume. The sheets were spaced about 2. 5 cm 
apart so that the depth of the nest was about 70 percent of the depth 
of the water in the flume; when the nest was oscillated with an 
amplitude of about 1 cm the entire depth was thoroughly mixed. 
During each experiment the ;;l.pparatus was operated until a 
steady-state distribution of salt concentration was reached. Water 
samples were then taken from the flume and analysed to determine 
the salt-concentration distribution in the flume. At steady state, 
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the downstream transport of salt by the throughflow velocity was 
balanced by the upstream transport of salt by turbulent diffusion 
and by longitudinal dispersion. 
Values of the depth-averaged longitudinal turbulent diffusion 
coefficient, € , were obtained from experiments in which dyed 
z 
fresh water was used in place of the more dense salt water. A 
straight forward combination of formulae given on p. 21 of Ref. 2 
yields 
"f = 0. 396 af' , 
z 
(6 . 52) 
where c is the diffusion coefficient in cm~ /sec, a is the oscillation 
z 
amplitude in cm and f' is the frequency in cycles /sec. The coefficient 
0. 396 has the dimensions of cm because it includes a characteristic 
length of the mixing screens. 
The vertical turbulent diffusion coefficient, e , was obtained y 
from a study by Harleman et al. ( 3 7). These measurements 
were not made in the flume but in a vertical cylinder about 180 cm 
high and 20 cm in diameter. Turbulence was produced in 
the cylinder by a nest of screens which was similar in construction 
to that used in the flume. The experimental data yielded 
€ = 1. 08 a 2 f' • y 
Vertical density gradients larger than those observed in the 
experiments in the flume had no effect on the value of€ . y 
(6. 53) 
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6. 6. 2 Theoretical Analysis of Experiment. For this problem, 
u = 0 and w = -V · therefore Eq. 6. 23 is written as f ·' 
-V ac- = _2.. [(n +-) ac-J f az az z € z az ·- . (6. 54) 
The expression for the dispersion coefficient is approximated by 
using only the first term of Eq. 6. 31 to give 
_ d 2 [_g_ an d 3 ] 2 D-b- ,.::.J::.. __ 
z l € p az --y a A. e y y 
(6.55) 
This approximation is valid for these experiments because the first 
tern< of Eq. 6. 31 was typically ten times the sum of the other two , 
and€ was usually much larger than the last term which represents 
z 
dispersion in the absence of a density gradient. Also , most of the 
approximations made in the derivation of Eq. 6. 32 are valid. Because 
u = 0, inequality 6. 14 is true. Calculations using Eq. 6. 28 for w and 
experin<ental data typically yield values of O. 4 for the left-hand 
side of inequality 6. 15; therefore, deleting w ~;from the z-momentum 
equation is not totally unreasonable. Also the range of concentration 
with depth was typically less than 25 percent of the depth-averaged 
concentration. 
In this analysis the density of the fresh water inflow is denoted 
by p and the difference in density between the combined outflow and 
a 
p is denoted by 6p . The salt concentration of the fluid is normal-
a 
ized so that the relative concentration, C, at the combined outflow 
is unity, and the relative concentration of the fresh water inflow is 
- J <)7-
zero. Substituting Eq. 6. 5 5 into 6. 54, introducing C, and . 
replacing the partial derivatives with total derivatives yields 
-V ac = __.£_ {[€ + b, d 2 ( M_~ dC)2 JdC} 
f dz dz z € g p -,-- dz - dz . y a/\. € y y 
Introducing the dimensionless z - coordinate 
s = 
into Eq. 6. 56,using Eq. 6. 37, and multiplying by €z/s~ yields 
where 
ac d {[ (dC)a]dc} 
- ai; = as 1 + J ds ds • 
b as ya 
l f 
J =----
p (e € )3 
y z y 
is dimensionless, and it is assumed that r-8=1_ € y y y y 
Eq. 6. 58 is now solved with the boundary conditions 
C = 1 at s = 0 
and 
- dC 
c = ds = 0 for s .... co • 
Integrating Eq. 6. 58 once and using the boundary conditions for 
s-+ co yields 
- dC (dC)3 
-c = as + J as · 
(6. 56) 
( 6. 5 7) 
(6. 58) 
(6. 59) 
(6. 60a) 
(6. 60b) 
(6. 61) 
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Eq. 6. 61 with different values of J was integrated numerically for 
s 2 O; the solutions are given graphically in Fig. 6. 4. For s <0, 
c = 1. 
6. (i. 3 C2_mparison o.C Theory with Experiment. In Fig. 6. 5 
longitudinal distributions of the observed depth-averaged concentration, 
C( s.), ar e presented for four typical experiments with different 
values of the parameter J; theoretical curves are presented for 
co:mparison with the experini.ental data. In computing J, values 
of€ wer e obtained from Eq. 6. 52; 
z 
E: was obtained from Eq. 6. 53; 
y 
Iy v.ras assumed equal to 
-6 
and b 1 = 1. 31 x 10 was 
1. 0; 
chosen, correspondi11g to · the solution for w(T]} with boundary 
conditions w = 0 at y = 0 (no slip} and aw/ay = 0 at y = d (no shear). 
Although the density difference, /\p, and the throughflow velocity, 
Vf' were the same in the four experiments presented in Fig. 6. 5, 
the paraine ter J varied anwng these experin1ents because the 
frequency of the oscillating screens changed which varied r:; z and €y. 
Th e agreement between theory and experiment is reasonably 
good for Huns 21, 22 and 23, but only fair for Run 24. In general, 
the observed concentrations decrease with s slightly more rapidly 
than do the theoretical curves. 
A more general comparison of theory with experiment is 
shown in Fig. 6. 6. There the characteristic longitudinal distance 
~: ::: D defin e d in lhe insert of Fig. 6. 6 as the difference between values 
of c:; .wher e C = 1/4 and C::: 3/4, is plotted on logarithrn.ic coordinates 
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n t> a function of J fo r all th e exp erin1ents i;cported on in Hef. 2. 
Values of J for the cxperin1ental data were calculated using 
-5 b 1 = 1. 3 Ix I 0 • 
The theoretical curve in Fig. 6. 6, shown as a solid line, has 
a slope of 1/3 at large values of J and has the same shape as the 
distribution of the experimental data. However, the theoretical 
curve lies above or to the left of the data. The fact that the curve 
lies above the data implies that for a given density gradient the 
density -induced velocities and the dispersion coefficient, D , are 
. z 
l ess than that predicted by the theory. The lower v e locities are 
believed due to resistance to flow offered by the screens and Hurne 
sidewalls which was not considered in the analysis . 
Additional resistance to the flow can be introduced artificially 
into the analysis by using b1 =2. 76xl0-
6
, which corresponds to solutions 
with the boundary condition w = 0 at both y = d and y ::: 0. If this 
we~e done, the value of J for each data point would decrease by a 
fac tor 2. 76xl0-6 /1. 3lxl0-6 = 1/4. 75. Rather than multiplying the 
abscissas of all the experimental data points in Fig. 6. 6 by 1/4. 75 
to compare thedatawith the modified analysis, the abscissa 
of the theoretical curve was multiplied by 4. 7 5 and the new curve 
was drawn in Fig. 6. 6 as a broken line. This new curve lies below 
or to the right of most of the data. The best fit is obtained with 
b 1 ~ 5. 7 x IO - 6 • 
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The results of the a nalysi s of these experime nts den10nstrate 
that when the assumptions made in the derivations of Eq. 6 . 30 and 
6 . 31 are valid, horizontal mixing by density induce d circula tion 
can be treated as a dispersion process, and the dispersion 
coefficient due to the density-induce d velocities is given by Eq. 6 . 3 1. 
The important assumptions that must be satisfied are : ( 1) the 
horizontal length scales are much larger than the vertical length 
scales, (2) all accelerations are negligible, and (3) the fluid is 
well mix ed over the vertical. When these assumptions are not 
satisfied, as was the case close to the source in the experiments 
of the present study, Eq. 6. 31 should not be used. 
.. ?.04 . 
CHAPTER 7 
SUMMARY OF RESULTS 
7. 1 EXPERIMENTS 
A sunimary of the results from experiments performed to 
observe lateral niixing of tracer fluids in turbulent open-channel flows 
i s given below. In these experiments, tracer fluids were discharged 
a t strc:1n1 velocity fron1 a source which occupied the e ntire depth, but 
only a fraction of the channel width. 
7. 1. 1 Experiments without Density Differences. The results 
from experiments with neutrally buoyant tracer fluids agree with the 
results from previous investigations. 
( 1) Distributions of the depth-averaged concentration, c, in 
wide open-channel flows are given by solutions to the equation, 
(2. 11) 
where x and z. arc the longitudinal and lateral coordinates, a nd u and 
F: are d e pth-av<:.' ragcd values of the longitudinal velocity and the 
:l. 
lateral turbulent diffusion coefficient for mass. Because Eq. 2. 11 is 
valid, o 2 ·, the variance of the lateral distribution of c downstream from 
sour ces of finite width, and a~I the variance of the lateral distribution 
of oc I oz downstream from the confluence of two wide streams with 
different concentrations, grow linearly with x. 
(2) The value of the dimensionless lateral turbulent diffusion 
coefficient, a. = E: z/u>:,d, averaged over the experiments of this study 
is 0. 135. (The quantity u,:, is the shear velocity and d is the water 
depth. ) This value is in the range of data from previous investigations 
(see Table 2. 3 ). 
(3) The average value of the dimensionle ss lateral turbulent 
diffusion coefficient for particles floating on the surface, a. = e /u ... d, S ZS .,. 
was found in this study to be O. 204. This value is also within the 
r an ge of previously published data (s ee Table 2. 2) and is consistent 
with the results of Sayre and Chang (5) in that a > a.. 
s 
7. 1. 2 Experiments with Density Differences . Experiments in 
which there was a difference in density, 6p, between the tracer and the 
ambient fluids show that a density difference enhances the lateral 
mixing of these tracer fluids. More specific conclusions drawn from 
these experiments are as follows: 
( 1) When 6p f; 0, the functions oa (x) and o d (x) are nonlinear for 
sn1all x and grow rnore rapidly than when /l.p :: 0. 
(2) Detailed conce ntration distributions in the fluw cross-
sections indicate that the more rapid growth of o 2 (x) and od(x) is due to 
density-induced secondary flows (see Figs . 4. 4 to 4. 10). 
(3) At large x , the curves of the functions o 2 (x) and o~ (x) 
become linear and parallel to the curves from experiments with 6p = O. 
(4) A dimensional analysis of the problem and the data show that 
(5. 5) 
02 
where V = ~ is the dimensionless variance, 
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au ... 
·x ,, .. 
X = u d is the dimensionless longitudinal coordinate, 
b B = d is the dimensionless source width, and 
Mb = APP gb I Eau IKv~ is a dirnensionles s source strength. 
a , ... 
The quantity bis the width of the source, Pa is the density of the 
ambient fluid, and g is the acceleration due to gravity. 
(5) The dimensionless excess variance, 6 V = 60 2 /d2 , where 
602 is the difference at large x between the functions o 2 (x) from 
experiments with 6.p :f 0 and 6.p = 0, is a function of only Mb and B 
(6.V is defined also in Fig. 5. 1 and data are shown in Fig. 5 . 2). 
For B constant, 6.V increases with increasing Mb; for Mb constant, 
6.V decreases with increasing B. 
(6) For B < < 1 and \Mb\ constant, 6V for tracer fluids less 
dense than the ambient fluid is about five times as large as 6.V for 
tracer fluids more dense than the ambient fluid. However, for 
B > > l, 6V is the sa:me for light and heavy tracer fluids . 
(7) The dimensionless coordinate X required to attain any 
fraction, r, of the excess variance is independent of Mb and i s only 
weakly dependent on B. Most of the excess variance is attained before 
x~ 2. (The fraction r is defined in Fig. 5. 1, and data are shown in 
Fig. 5. 5. ) 
(8) By using the expression 
B2 
V(X, B, ~F = 2X +IT+ r6V (5 . 12) 
and the curves in Chapter 5 one can construct the function o 2 (x). 
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(9) Because 6 V increases when B decreases w ith Ml> cons t a nt , 
it is sonletirnes possible to obtain larger v a riances, and therefore, 
lower concentrations at large X by de c reasing the width of a sourc e 
of given strength. 
7. 2 THEORY 
In Chapter 6 , the equations of m .otion for a fluid with a hori-
zonta l dlmsity gradient were simplified by a ssuming that (a ) hori-
zontal length scales are rnuch larger than vertical length scales, 
(b) all a c celerations are negligible, and (c) the fluid is well mix ed 
vertically. One then finds that: 
( 1) One c a n integrate the simplified equations of motion to obtain 
an expres sion for the distribution of the density-induced velocity as a 
linear function of the horizontal density gradient (Eq. 6. 30 ). 
(2) Using an expression given by Elder (4) for longitudinal 
dispersion, one can derive an expre ssion for a lateral dispersion 
c oeffic ien t as a function of the denRity -induced vc~locity a nd the vertical 
d i ffu sinn c oeffic ient (Eq. 6. 31 ). 
(3) Using Eq. 6 . 31 in an analysis to predict the dependence of 
6V on B and Mb gives results which do not agree well with the experi-
menta l data (s ee Fig. 6. 2). The disagreement is du·e to using the 
sin~plified equations of motion, which are valid only at large x but not 
close to the source where the density differences are most important. 
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(4) Using Eq. 6. 31 for predicting longitudinal salinity 
distributions in an idealized laboratory estuary (which is d e s c ribe d 
in Section 6. 6 and for which the simplified equatio ns of motio n a re 
valid) yield results which agree well with experimental data of 
lppen et al. (2 ). 
A 
a 
B 
b 
b· 1 
c 
c 
c 
v 
c 
v 
c 
-c 
c' 
c 
a 
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LIST OF' SYMBOLS 
area under lateral distribution of depth-ave rage d reJati v c 
concentration. 
dimensionless coefficient defined by Eq. 6 . 3 5 . 
dimensionless coefficient defined by Eq. 6. 45 . 
dimensionless coefficient defined by Eq. 6. 40. 
dimensionless coefficient defined by Eq. 6 . 48 . 
amplitude of mixing screen oscillation. 
dimensionless coefficient in Eq. 6. 30 for w(11). 
dimensionless source width, b/d. 
source width. 
dimensionless coefficient in Eq. 6. 31 for D . 
z 
relative salt concentration. 
depth-averaged relative salt concentration. 
coefficient of variation for the vertical distribution of C ; 
defined by Eq. 4. 14. 
concentration-weighted, laterally-averag ed value of C , 
defined by Eq. 4. 15. v 
salt concentration of fluid. 
depth-averaged salt concentration. 
c-c. 
salt concentration of ambient fluid. 
salt concentration of tracer fluid in mixing tank. 
salt concentration of diluted tracer fluid. 
salt concentration of diluting fluid. 
D 
D 
n-i. 
D 
x ' 
D 
z 
d 
f 
f' 
fl, fo 
g 
i, j 
J 
k 
.{, , .{, , .t 
x y z 
n 
n. 
1 
P (x, z) 
p 
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LIST OF SYMBOLS (continued) 
d;ilution ratio. 
n10lecular diffusion coefficient. 
dispersion coefficients in x - and z- directions. 
water depth. 
friction factor, 8(u*/u)2 • 
frequen c y of mixing screen oscillations. 
functions. 
acceleration due to gravity. 
counting indicies in numerical integration. 
dimensionless parameter defined by Eq. 6. 59. 
von Karman' s constant. 
cosines of angles the x-, y-, and z- axes make with the 
vertical. 
dimensionless source streng th defined by Eq. 5. ?d. 
value of Mb on asymptote when 6V = l; defined in Fig. 5 . 4. 
dirnensionless source strength defined by Eq. 5. 8. 
upper limit of index in summation. 
number of particles caught in the i th compartment. 
cumulative distribution of the lateral distribution of the 
depth-averaged concentration, or of floating particles . 
pressure. 
fresh-water flow rate. 
salt-water flow rate. 
[
' 
-' T'' 
LU 
r 
s 
S' 
t 
u 
u 
u' 
ll 
s 
v 
v 
w 
w 
x 
y 
-z 
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LIST OF SYMBOLS (continued) 
. f" . t t ·1··0 c spec1. 1c res1*' ·ance a . ,. 
Hil'h<.1.rrlson 11t1111her defined by J':q. 2 . lH. 
fracl.i011 o.f t) Xcess va1·iance; define d in } "i g. 5 . I. 
slope of ener gy grade line in _the x -direc tio n. 
slope of water surface in z-direction. 
time. 
velocity in x-direction. 
depth-averaged value of u. 
u-u. 
longitudinal v e locity of floating particle. 
shear velocity. 
dirncnsionles s variance, r; 2 /d2 • 
dirnensionless variance , o~ /d'i . 
throughflow v e locity. 
velocity in y-direction. 
v elocity in z-direction. 
depth-averaged value of w. 
w-w. 
dimensionless longitudinal distance, defined by Eq. 5. ?b. 
longitudinal coordinate in experiments of this study; lateral 
c oordinate in MIT experiments. 
c o ordinate normal to channel botto1n. 
lateral coordinate in experiments of this study; 
longitudinal coordinate in MIT experiments. 
c entroid of the lateral distribution of the depth-averag ed 
concentration, or of floating particles. 
z l 
f~ 
,\ p 
6 z 
{) ( ) 
c-: , (: 
XS Z S 
€ ,€ 
x z 
t: I ' € I 
x z 
T], 111 , T] 11 
/._ , A. , f.. 
x y z 
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LIST OF SYMBOLS (continued} 
centroid of the lateral distril.mtion of the lateral ~~radh!nt 
of the depth-averaged concentration. 
lower lin1it of z in numerical integration. 
values of z where P(x, y) = 15. 9, 50, and 84. 1 percent. 
dilnensionles s lateral turbulent Cliffusion coefficients for 
mass, € /u_,_d and r:: /u_,_d. 
Z '•' ZS ' •' 
dirnensionless coefficient in Eq. 6. J. 
difference i n density between tracer fluid discharged from 
source and an1bient fluid, 6p > 0 denotes heavy tracer fluid, 
6p < 0 denotes light tracer fluid; also difference in d ensity 
between ocean and river waters. 
excess variance; see t,V , 6V d and Fig. 5. 1. 
d imensionles s excess variance, 602 /d2 • 
dimensionless excess variance, So~ /dO • 
differential element of z in numerical integration. 
Dirac delta function. 
turbulent diffusion coefficients for mass in x-, y - and z-
dir e ctions . 
• :: and r:: at free surface. 
x z 
E: when R. =O. y 1 
d epth-average d values of c and E: • 
x z 
E: - i:: and E: - c . 
x x z z 
dummy variables. 
dimensionles s vertical coordinate, y/d. 
turbulent S chmidt numbers; ratios of (;\ E: ) /E: , etc. 
x x x 
:\ € , etc. 
xx 
\) 
lT 
p 
p 
a2 
d 
02 
s 
T , T •. • 
xx xy 
'l\ , '¥a 
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.LJST OF SYMl\OLS (contimrnd) 
eddy viscosities. 
:\ e when R .=0. y y 1 
kinematic viscosity. 
dimensionless longitudinal coordinate, zVf/€z. 
a characteristic dimensionless length defined in Fig. 6 . 6 . 
3. 1416 ... 
density of fluid. 
depth-averaged density. 
density of ambien t fluid. 
density of fluid discharged from source. 
variance of the lateral distribution of the depth-averaged 
concentration. 
variance of the lateral distribution of the lateral gradient 
of the depth-averaged concentration. 
variance of the lateral distribution of floating particles . 
turbulent Reynold's stress in the x-direction on a plane 
normal to the y-direction, etc. 
functions. 
functions. 
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lOO u.u l,08't Olo2 u. j] Oo >O 
svo Oo.l lo 104 1J9ou 
"'• aJ 0.20 lOUO o.u loO.il l'Ho.> 1.01 u.u<> 
1:>00 I), 1 1.011 lllo.i 1.uu u.Ol 
20Uu -o.; 1.012 2't6.3 o. 117 .:..02 
17U :.l .lXlO 0 0 0 -- 0 o . u O.'tllO J'toU -- 0.01 
200 (hU Ue't09 .. 1.2 
-- 0.02 
sou o.o 0.4!>'t 01.1 
--
0.01 
lUOO o.o Uo4l > '::14e6 
--
u.01 
1$00 o.o o,44; 1z ... 2 
-- 0.01 
.lOUu 0.11 O. 't37 151 ... -- 0.01 
171 :.1 lXlO o. 001 .. ; 4311 69 22. 5 0 o.o 0.4a;\I lJ.b v.ou u. Ul 
200 o.o u. SUI.I ;4.0 u .'t4 u.1j, 
!>UO 1.1.u ,,. lt9b 114ol u .111 0 . 01 
lULIO a.u 0.41>\I 11<>., 1.u3 u.u.; 
l!>uO u . o o.1t•o l'tb.9 l. tJ.::. t..'90 , 
~I;iKIc •) ·\) o.'t:»-' l lbK~ 1.01 0.01 
1 ,, Sl lXlU O.OC.414 14:51) l!>b '13.o u u.u u. !>J\I J.).b Cl.OU 0 . 01 
.lllO o.o Oo4"1l 1~ Ko u.; J o. Ji 
~uo v.u v o't 79 1;11., v.a; 0.1 .. 
lUUO v.u 0 .... 1~ 111z.; o. 9b 0.05 
1,()0 u.o Uo4.il 2l'to 9 ll.96 o .o; 
lOOO o.o o . ..... 2>;:.9 1. u> u.i>l 
l9l K2 1.0 0 0 0 -- .<Ou -v.l 1.1..d.U ":;. 1 -- o. u'* 
400 -o.J u.992 !Jo.& 
-- 0.04 dVU -o., 1.004 1111 • ..! 
-- u.u2 
llOu -0.4 1.004 17!>. 9 
--
0.01 
louO -u ... u. LJ't\J £3J.l 
-- u.01 
~lFru - 0. 1 v.9:»0 l t;9.'-J 
--
v.Ol 
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Tabl e A l. C o ntinued 
- ---
.. 
.. 
-;; 
" 
" 
.. '5 .. '5 u lu ~ ... " 0 
'5 .. .. .... K~ " .. 1u "0 ~ u "e !! .,, " "" .. " e ~ ~ e .... e .. " .... K!: ~ 
" 
u Cl " Cl " .. u 0 .,, " - e ~ .. .. CJ 0 .. e 
" 
CJ ~·;:: > 
.§ ;!:: CJ " 0 .. 0 .. lacll CJ u .,, " ""' .. " Q. ·:;;rp~ ..... us -0 > ·= .,, " u K~ ·= 0 
.. 
.. 0 0 
"" " 
.. ..... ~ "::E .. .., e ·= "<i 
·= " .s 
.. :d z~ fU Uu .. Q. .. CJ"" 
" :::: <l " " .. 
.. iS 0 I< .. , .. .. .. " u Q. ~ ~ .0 Cl .. u .. u 0 > u .... ti iS e .. e .. " <l ~ " 0 .. .9 u .!: ~ .. 0 ell iS " ip~ I< ~ i.. i.. Jl (>l 
19 3 Ml lo O u 0 0 -- lOO - o. 3 o • .,b l .:'.J.o -- u.o ... 
40U -u . t.. u. 9/tl ) 1.' -- u. o ... 
tJVO - o .... Oo '199 l i .... O 
--
u.o, 
l .lOU -o., loOO<> lcltloJ 
--
u.01 
louu O. J 0. Yt.1.J '1 ..14. l -- 0.01 
iOIJU -o • .t.. o. o;44 lll9oll -- u.01 
19'9 Ml l .J o. 0,4!> l ll!> 11 80 1 J . I l !>U u.o 1.1 oO b !>el.J u.o, u.,1 
..100 -0. 1 lo0l9 W;,. / o. 7o o • .lJ 
c.oo Oo4 .i. 9d4 l !>Jo4 u .91 <>.oc. 
9 0 u o. u 0.-,1111 i0'to4 Oo9!> UolJJ 
1 .lUO - 0 .4 0.-,11 z,c..1 l.oa o.o.l 
151)0 0.2 Cio.,59 l9J o1 u. 98 o. IJl 
195 Rl lo O 0.0300 1 U 711 4 ~oK o 1 !>0 -o.z 1.1 .... 't6o 8 o.57 o.53 
300 -O . J 1.0211 7 !> . 1 o.c.9 o •• w 
b OO o.o l o0U8 l ..:4.7 o. 77 OoO!> 
1000 o. o l.uu3 19:.:.2 o. 92 0.02 
1400 0.1 1 . ou4 ,,9.b 1.01 u.01 
11100 0 .1 l.OOl 3l'to4 1.11 u.01 
190 IU loO 0 0 0 -- 200 -0.1 1.0..10 19.4 -- 0.01 
400 -0.3 1 .035 4l ob 
-- OoOl 
8 0 0 u.1 l. 014 8Jol 
-- 0.03 
U J U 'l.J 1.0 54 1..:5.11 
-- lloOl 
loOO o.o 1.00 4! lolo4 
--
0.01 
zooo -o ... loUZl l07.0 -- 0.01 
197 Rl l.O Oo03 tld 157 0 10 19. 0 2 0 0 0. 1 lolJ<J't 48.9 l. 52 0.1!> 
'tOO 0.1 1.0011 5<Jo4 1002 ·0.04 
clOIJ 0.4 loC.Z5 lOJol 1.07 o.oz 
1200 o.o lo 0 3l 147. o l oZ9 u.01 
loUO 0.1 1.001 Hilo it Oo 119 0.01 
z ouo o. l loo lo lZ!>ob 1004 0.01 
198 Kl l oO o . o 7!>o 305 11 11 7 ~eK l .l iJU -u.4 lo0o 5 c.o.3 0. 19 Oo lll 
400 -o.'-' lou37 ao.7 Oo9l o.os 
itOO 0.1 loul)l liC>o !> u.111 UoO.l 
120U -o.4 loU.lo 17.hlt Oo 911 OoOl 
1000 0.11 lo OZ/ .O:l!>oU o • ., ... o.u1 
luUU -u.i loOZl 2!>1o !> loUl UoUl ,_ ____________ 
l'i'I Ml l Uo O 0 0 0 -- 0 OoZ Oo91tl J.lo 5 - 0.01 200 Oo4 Oo'ilb!> !>9.0 
-- OoOJ 
:>u u o ... 009111 .l.Ubo 1 
--
o .oz 
900 loO o.9011 111 ... 
--
O.i.11 
1J00 Uo't 1.001 C:'tlo 2 
--
0.01 
l1uU lol 009115 <:97.u 
-- i;.01 
z u o M.l .zo.u Oo OO.lb l lol 52 llJoO 0 o.s Oo 70!> 3lo4 lloOO uooc 
1 50 o.e Oo 7oll olo'il OoJ9 Uoll 
·30.u C. o o Oo 7olt 8bo9 Oo'tll Oo 14 
700 Oo'i Uo 740 159ol 0.91 Oo05 
1100 Oob Oo74!> Z.lJo5 0.91 Oo 02 
1 500 lo\) Oo 755 21111.3 1.00 0.01 
ZOl RZ zo.o u.00 401> ..!53 II.I. J'to 5 0 o.z 0.125 3.: • ..: ·oO.I. OoO J 
150 V.4 0.115 bJo5 Ool1 Oo.0:1 
3UIJ Oo5 Oo 18o 102. 1 Oo1l u.Z:3 
oOO Ool o. 747 152.; <>.110 u.10 
900 Oo 9 Oo 15<: ..!011 • .j lo OS Uo04 
1300 1 . 0 Oo 7!>0 27Uo!> lo OJ OoOZ 
zoz RZ 20o0 0 . 00571 l54 HJ b'oo 1 0 Volt Oo 730 J ..1 .1 OoOl OoOl 
1;0 Vo5 Oo 7tl't 11. 1 uK~o 0.23 
3!>0 0.6 "• 11'J 1Jlo0 Oob1 UoZ!> 
oOO 1.1,, Oo 1411 191. J o. C,tS ilol2 
900 lo 2 OolJl l45o) 1.0., o.o!> 
uoo lol 1.1.1 .. :. 2""· 1 o . 'ib u.OJ 
----
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Table AZ . Surnn1ary of data from experi1nents with the wide sonrcP,. 
.. 
" 
: 
" 
~ :t :t 5 u IU ii3 !a" ~" ,a • u II ;; ~ . " .... 'S ·s ~B • R5 R ~ " ;a " . ~ .. H:t 'il .. He .. u 'c; E ""' ~ 0 .. .. 6 5 ·a ·5 ~ .. .. ..... ~ ~ > ] :., ~ " ·;: 88 " .. ... ~-~ j .!l •8.S ·s K~ 0 .. !fl IU . ~ u .5 :a ! Q <I H ~e" .. ~ > • \"' > 'bu u 0 " .. .. U'(! i;: ~ ~ .. 
.!I r.. ___ .__ 
115 >l 0 0 0 0 o.o 55.()00 o.o u.o 
200 0.1 ~~K11u tl. 'o ().01 
5<10 o.o 5 5. 550 2 3.8 o.o .t 
10<.IU u ... ~!:>Klpl !ti. l. 0.01 
1500 O.l ss." 1 5 l"l. L o.o 
177 Sl 0 0 u 0 v.o 55.000 u.o o.o 
200 o.o 5.C,..)05 9.b 0.1.u 
500 o.5 ,, •• 9 ~ l4. l uKu~ 
1000 -u • .i:: ~1tK1u~ !>Z.1 o.o 1 
1500 oK~ 55,275 81. 9 u.01 
lOUU u.3 55. 275 121 ... u.01 
l HI S l 0.00"057 'iJb 
"' 
o.o 0 u.u 55. vOO o.o o.o 
200 0.1 55. 110 lo . l u. u4 
500 0.3 5 '» 275 30. l u.ul 
1000 o. !) .:>!:i. 1tltO 't':i. 8 0.01 
1500 o.o 55. 550 8b. '* 0.01 
lOOO a.:; 5>.275 lll .O 0.01 
lN Sl o,ou1H 18 70 b'i z o.o 0 o . o 55 .000 o.o o.oo o. o 
200 - 0 . 2 54 . 835 15 . 8 0.38 0 . 09 
500 -0.3 54 . 725 44.1 1 .04 0.05 
IOOo -0 . b 5<t.340 80.0 1 .24 0 . 02 
1500 -0.2 54.835 103.! 0.92 0 . 0 1 
2 000 -o.i 5 .. . 890 138.0 1.19 0.01 
160 Sl 0.001 B 2620 10" 35. 9 (I o.o 55.000 o.o v.oo o . o 
200 -o.4 ~DtKM1R Z!J. 8 "·"9 0.11 5()0 0.1 55.05!> ~tlKb 0.98 OeOb 
lUOC. -O.'t ~"tKblF 91.2 i.oo o.oi 
1500 -o.5 54. 50) lltl. 2 0 .93 u.o l 
2ouo -o." 5 4 .!>00 155. j i.1.r.. 0.01 
lUl >l 0.0023.! 37•0 HO o".o (j o . o :>!>.000 o.o o. oo "•o 
2Ui.l -O.b 54. F~F .iU. 5 U. H u.1:; 
~uo - o.b S-'te3-'t0 b0.9 0.90 0.01 
1000 -0.1 5 ... 230 u1.1 oK~1 o.ul 
1 500 - u. 1 :>'t. l ti~ lb3. l l .LC UeO.l 
200\1 -v.5 , •• 4~M 1a1. " l .U!;) o.u 1 
. ·- --.--··· ·-··- - - ... ·- ·····-•""'" ··----- -----··-----·-- ---- - ---.. ----- - --·-
IU J SI oKoo~ptK 'tboO Ill tJ5. u u o.o ~~Kuoo l).o u.vu o,o 
,uo O.J 5 5.lJ) O ~-K 9 u • .l't u.11 
>uo o.u !>Se 171J dd. ~ u. '" o.oc,i lOOU 0.7 5:11 . 715 118. l o. 1 J 0 .03 
wu .. -u.H . , ... 1 ·15 llJ.. l 1.u u.01 
·· · ··-··-···--·-- .. --·-··· ····---- -·--·---· --- - ·----- --- - ·-- - ---- - -· 
~l :t HI ., 0 0 u.u 55 .(100 u. u u.o 
NC. - 1.0 :>.;.1i1) 5 co.t. ...... 
500 -£ . j :>l.ullO ~Ch I Oe'-lit 
10<10 -1.£ ~ KiK 1 g~ 1M~K < u.o 
1 )(10 - 1. 1 :J.:t. J,0 lc.O. ti O eO.l 
.!UllO u. 1 >5.1 10 20 5. 2 u.01 
--- ---- -- ... ---- -·--·- - · ·-- ----- ------------- --- ·- - -
204 
"' 
0 0 0 0 o.o 5Je ~!>p u.u u.o 
<<.10 -1. !> !>i.o':IO l'i." 0 . 04: 
500 - 1.1 ROK u~l 'tb. I 0 .01 
l OWiO - .l. l !»l.L._O 10.l. ~ o .o 
1500 -z. . u 5l.910 lb5. l 0.1.H 
lOOO - L.'t 5l.580 ~gKKiK 7 0.01 
205 RI u.001t32 1100 bU ... b 0 o.o , , .ooo o.o o . oo o .u 
200 -0 .1 So\• 285 .<5. l 1. ;b o.ots 
500 -1.5 !>PK~1R H.3 1. ;,2 o.uJ 
101)0 - 1. 5 5.i. 4b0 108 • .J, ().!J.6 0.01 
15v0 -1. 9 H.075 le-6. b 1 • .!i2. 0 .01 
wou -1.1 Sol . 295 210. l oK ~ O o.o 
20b Kl o.ooeo 1 3360 l.<O J8.0 0 u.o H.000 o.o o .oo o .o 
zoo -0.1 53.'tbO ,.,.u o.o5 a.1"' 
500 -1. 5 5 2.415 94. 5 l.07 Oe04 
1000 -1 . 5 52.745 150.9 1.11 0.02 
uoo -1.9 52e 41S 197 • .] o.CJ1 0.01 
2000 - 1. 1 5.i.e8!i5 2 55 . 9 1.<.oo 0.01 
207 k l 0.0 11" 4450 178 b l. 2 0 u.u R~Kooo u.o o .oo o.o 
20C. -O. l 5 4.180 55. j Oe !»O o.1a 
500 -1 . s 53eltb0 11~K 5 o.91t u.06 
1000 -0. 5 54. 4 50 1 5 7.4 o. 7 9 0 .02 
15UO -1.s 53. 4b0 l)b. b l e lb 0.01 
20.>o -o. s , lt. 5 0 5 .1!8 3 . 4 l. 04 ll.01 
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T a b l e A 3 . Sumn1a ry o f data from experinrnn ts 
with floating par ticles. 
-- - - ----r--· 
-- --
E xpt•ri mlf"nt Flow Sou rer. Particle Dht ance Nun1bcr Variance Cc1ordinatc 
NumUer Co nd i ti on W id th Ve lodty Do w n- ol o l 
Cod to 11trcam Par t i c:le • Centr o id 
b a; -u. x z 
(cm) (cm/sec. ) (c m ) (cm=>) (cm ) 
10 1 53 None 54. 5 100 18 6 7 0 . 5 
200 3?3 15 o . 2 
350 398 50 0. 5 
6 00 4 16 96 I. I 
1000 400 169 I. 8 
1500 402 256 Z. I 
2000 403 342 4.5 
IOZ S I None 43 . 3 zoo 4 04 12 0. z 
500 409 40 - 0. I 
100 0 402 74 -0. 6 
1500 400 108 - 1. 0 
zooo 660 142 o. 3 
103 sz None 54. 3 z o o 4 0 9 14 o . 6 
500 404 4 9 0 . 8 
1000 539 IZ I I. 9 
1500 47 1 174 I. 4 
2000 s l Z 228 I. 8 
10 4 sz z .o 53. 7 zoo 80 1 16 I. 0 
500 119? 4 4 -0 . 6 
1000 8 07 ?O 0 . 0 
1500 122 1 14 1 I. z 
2000 1242 Z IO I. 4 ,___ __ 
1 M~ 53 z.o 53.5 200 4 08 Z7 - 1. z 
500 407 72 - 0 . 8 
1000 4 10 144 - 0. 5 
1500 400 234 - 0. 6 
zooo 40Z 272 0 . z 
- · 
--
1'0(1 S I 2.0 43. 0 zoo 398 20 o. z 
500 406 Z9 0.8 
1000 398 66 0 .0 
1500 40Z 1 17 I. z 
zooo 405 135 I. 3 
108 sz I. 0 53. z zoo 407 16 o. 9 
500 404 4 1 o. 9 
1000 40 1 104 I. 4 
1500 403 174 3 . 0 
2000 390 z 10 I. 5 
IZ3 S I I. 0 4Z . 4 z o o 4 13 13 o . 3 
50 0 412 37 o . 7 
1000 400 7 6 Z. I 
1500 392 117 2. 0 
2000 383 151 I. 7 
145 SI z. 0 42. 6 zoo 413 I I -0. 4 
500 402 40 - 0. 8 
1000 411 84 - 0. z 
1500 43 1 136 - 1. 0 
2000 3 86 190 0 . 9 
168 S I IZ. 5 4Z. 5 zoo 400 I Z 1.4 
500 4 18 4Z 0.9 
1000 393 89 0.? 
150(1 407 IZO 1. z 
zooo 407 16 1 -I. I 
--- - - -· -·- --- -- - - ·-· •-• R-.. -~--- · · - --~ -~- --- ·- - - - ~ --· 
----- ···-- --·-· · -
· - · . - -~- - --· 
I H4 S I fF ~ K 0 4Z. 0 l llO 41 0 zn I. D 
500 P~FU 45 I. 6 
1000 405 6 l z. I 
1500 40? ?5 2.1 
zooo 40i IZ7 z.1 
- ---·-- ---- - ----
! 86 R I None 49. 5 z oo 402 Z5 o . 1 
+ 500 4ZO 5Z O. I 
191 1000 83Z 105 0.7 
! 500 840 172 I. z 
2000 8 19 Z4 1 I. 6 
188 RZ N one 59. 5 zoo 399 33 0.6 
500 407 104 -0 . 3 
1000 40 3 173 I . Z 
1500 404 277 I. z 
zooo 407 408 I. 0 
