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The regularity of reﬁnable functions is an important issue in all multiresolution analysis
and has a strong impact on applications of wavelets to image processing, geometric and
numerical solutions of elliptic partial differential equations. The purpose of this paper is
to characterize the regularity of reﬁnable functions with exponentially decaying masks and
a dilation matrix whose eigenvalues have the same modulus. The main results of this paper
are really extensions of some results in Cohen et al. (1999) [5], Jia (1999) [17] and Lorentz
and Oswald (2000) [28].
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1. Introduction
A homogeneous reﬁnement equation with mask a and a general dilation matrix M is the functional equation of the form
φ(x) =
∑
α∈Zs
a(α)φ(Mx− α), x ∈ Rs, (1.1)
where φ is the unknown function deﬁned on the s-dimensional Euclidean space Rs , a is an exponentially decaying sequence
on Zs called a reﬁnement mask, and M is an s× s integer matrix with m = |detM| such that limn→∞ M−n = 0. The solution
of (1.1) is called a reﬁnable function, and the matrix M is called a dilation matrix. It is well known that reﬁnement equations
play an important role in wavelet analysis and computer graphics. Most useful wavelets in applications are generated from
reﬁnable functions.
Great efforts have been spent on the study of reﬁnable functions when mask a is a ﬁnitely supported sequence (see,
e.g., [1,5,6,9,13,17,29,32] and many references therein). However, in some cases, one need to study the reﬁnement equations
with inﬁnitely supported masks. For example, in engineering, inﬁnitely supported masks are needed [12]. The masks of
various types of fractional splines in [36] are inﬁnitely supported. In particular, due to some desirable properties, inﬁnitely
supported masks with exponential decay are of interest in the area of digital signal processing in electrical engineering (see
e.g., [2,3,7,15,31]). To study Riesz bases of wavelets generated from multiresolution analysis, Han and Jia [14] investigated
the L2-solution of reﬁnement equation (1.1) with an exponentially decaying mask and a general dilation matrix. Li and
Yang [27] studied the existence of L2-solution of vector reﬁnement equation with an exponentially decaying mask and
a general dilation matrix. In the binary case (s = 1, M = (2)) and mask a is an exponentially decaying sequence, Cohen
and Daubechies [3] studied the regularity of reﬁnable functions by analyzing the spectral properties of transfer operators.
Han [12] also investigated the regularity of reﬁnable functions. In the case s > 1 and M = 2Is×s, Lorentz and Oswald [28]
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574 J. Yang, S. Li / J. Math. Anal. Appl. 371 (2010) 573–584investigated the regularity of reﬁnable functions for the study of hierarchical bases in Sobolev spaces. In the case s > 1 and
M is a general dilation matrix, Han and Jia [14] provided a suﬃcient condition to characterize the regularity of reﬁnable
functions with an exponentially decaying mask and a general dilation matrix.
Our goal is to investigate the regularity of solutions of reﬁnement equation (1.1) by studying the spectral properties of
associated transfer operators, and a formula for the critical Sobolev exponent is obtained, which extends some main results
in [5,17] and [28] to the general setting. Our characterizations were inspired by the work of Cohen and Daubechies [3],
Jia [17], Cohen, Gröchenig, and Villemoes [5] and Lorentz and Oswald [28].
Before proceeding further, we introduce some notations. Let N denote the set of positive integers and N0 denote the
set of nonnegative integers. An element μ = (μ1, . . . ,μs) ∈ Ns0 is called a multi-index. For j = 1, . . . , s, let e j be the jth
coordinate unit vector in Rs . We denote by (Zs) the linear space of all (complex-valued) sequences on Zs , and by 0(Zs)
the linear space of all ﬁnitely supported sequences on Zs . The difference operator ∇ j on (Zs) is deﬁned by ∇ ja := a −
a(·− e j), a ∈ (Zs). For μ = (μ1, . . . ,μs) ∈ Ns0, ∇μ is the difference operator ∇μ11 · · ·∇μss , and Dμ is the differential operator
Dμ11 · · · Dμss .
As usual, for 1 p ∞, we denote by Lp(Rs) the Banach space of all (complex-valued) functions f such that ‖ f ‖p < ∞,
where
‖ f ‖p :=
(∫
Rs
∣∣ f (x)∣∣p dx)1/p for 1 p < ∞,
and ‖ f ‖∞ is the essential supremum of f on Rs . We observe that L2(Rs) is a Hilbert space with the inner product given
by
〈 f , g〉 :=
∫
Rs
f (x)g(x)dx.
Analogously, let p(Zs) (1  p ∞) be the Banach space of all (complex-valued) sequences a = (a(α))α∈Zs such that
‖a‖p < ∞, where
‖a‖p :=
( ∑
α∈Zs
∣∣a(α)∣∣p)1/p for 1 p < ∞,
and ‖a‖∞ is the supremum of a on Zs .
Let b and c be two sequences on Zs , the convolution of b with c is deﬁned by
b ∗ c(α) =
∑
β∈Zs
b(β)c(α − β), α ∈ Zs,
such that the sum is convergent. By the discrete version of Young’s inequality, if b ∈ 1 and c ∈ p (1  p ∞), then
b ∗ c ∈ p , and
‖b ∗ c‖p  ‖b‖1‖c‖p . (1.2)
The Fourier transform of a function f in L1(Rs) is deﬁned by
fˆ (ξ) :=
∫
Rs
f (x)e−ix·ξ dx, ξ ∈ Rs,
where ξ ·x is the inner product of two vectors ξ and x in Rs. The domain of the Fourier transform can be naturally extended
to functions in L2(Rs) and tempered distribution. Similarly, the Fourier series of a sequence c ∈ 1(Zs) is deﬁned by
cˆ(ξ) :=
∑
α∈Zs
c(α)e−iα·ξ , ξ ∈ Rs.
Evidently, cˆ is a 2π -periodic continuous function on Rs. In particular, cˆ is a trigonometric polynomial if c is ﬁnitely sup-
ported. We call cˆ, the symbol of c.
In order to clarify the concept of exponential decay, we introduce the weighted space Eμ as follows. Suppose c is a
(complex-valued) summable sequence on Zs. For μ 0, deﬁne
‖cˆ‖μ :=
∑
α∈Zs
∣∣c(α)∣∣eμ|α|. (1.3)
Let Eμ denote the Banach space of all 2π -periodic functions cˆ on Rs such that ‖cˆ‖μ < ∞.
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1 p < ∞, deﬁne
‖ f ‖p,μ :=
(∫
Rs
∣∣ f (x)eμ|x|∣∣p dx)1/p. (1.4)
For μ  0, let ‖ f ‖∞,μ be the essential supremum of the function | f (x)|eμ|x| on Rs. We use Lp,μ to denote the Banach
space of all measurable functions f such that ‖ f ‖p,μ < ∞.
In this paper, we always assume that the mask a is an exponentially decaying sequence, i.e., there exists a μ > 0 such
that aˆ ∈ Eμ. Denote continuous function
H(ξ) := 1
m
∑
α∈Zs
a(α)e−iα·ξ , ξ ∈ Rs. (1.5)
To investigate the regularity of a reﬁnable function associated with the exponentially decaying mask a and a dilation
matrix M , following [3,18,28], we shall also assume that
H(ξ) = p(ξ)q(ξ), with H(0) = 1, (1.6)
where p(ξ) is a trigonometric polynomial, q(ξ) ∈ Eμ , and q(ξ) 
= 0, ∀ξ ∈ Rs . The particular case q(ξ) ≡ 1 covers the case of
ﬁnite supported masks.
Let M be a ﬁxed integer matrix with m = |detM|. Then the coset space Zs/MTZs consists of m elements, where MT de-
notes the transpose of M . Let ωk + MTZs , k = 0,1, . . . ,m − 1 be the m distinct elements of Zs/MTZs with ω0 = 0. We
denote Ω := {ωk, k = 0,1, . . . ,m − 1}. Thus, each element α ∈ Zs can be uniquely represented as ω + MT ε, where ω ∈ Ω
and ε ∈ Zs . Analogously, we denote by Γ a complete set of representatives of the distinct cosets of Zs/MZs .
We say that mask a satisﬁes the basic sum rule if∑
α∈Zs
a(γ + Mα) =
∑
α∈Zs
a(Mα) ∀γ ∈ Γ.
For 1 p ∞, denote by Lp(Rs) the linear space of all (complex-valued) functions f such that | f |p < ∞, where
| f |p :=
( ∫
[0,1)s
( ∑
α∈Zs
∣∣ f (· − α)∣∣)p dx)1/p for 1 p < ∞,
and | f |∞ is the essential supremum of ∑α∈Zs | f (· − α)| on [0,1)s . Equipped with the norm | · |p, Lp(Rs) becomes a
Banach space. There are several important subspaces of Lp(Rs). For instance, if f ∈ Lp(Rs) is compactly supported, then
f ∈ Lp(Rs) (1 p ∞). Also, a function f ∈ Lp,μ(Rs) with μ > 0 is in Lp(Rs) (1 p ∞). See [19] for more discussions
of Lp spaces.
The concept of stability plays an important role in the study of reﬁnable functions. Let φ ∈ Lp(Rs) (1 p ∞). We say
that the shifts of φ are p-stable if there exist positive constants Ap and Bp such that for all sequences a ∈ p(Zs),
Ap‖a‖p 
∥∥∥∥ ∑
α∈Zs
a(α)φ(· − α)
∥∥∥∥
p
 Bp‖a‖p . (1.7)
See [19,22] for more details about p-stability. It was proved by Jia and Micchelli in [19] that the shifts of a function φ ∈
Lp(Rs) are p-stable if and only if, for any ξ ∈ Rs , there exists an element β ∈ Zs such that
φˆ(ξ + 2πβ) 
= 0.
For ν  0, denote by Hν(Rs) the Sobolev space of all functions f ∈ L2(Rs) such that∫
Rs
∣∣ fˆ (ξ)∣∣2(1+ |ξ |2)ν dξ < ∞.
The critical Sobolev exponent of a function f ∈ L2(Rs) is deﬁned by
s f := sup
{
ν: f ∈ Hν(Rs)}.
Sobolev spaces are closely related to Lipschitz spaces, which is deﬁned in terms of the modulus of continuity. For y ∈ Rs ,
the difference operator is deﬁned by
∇y f := f − f (· − y),
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ω( f ,h)p := sup
|y|h
‖∇y f ‖p, h 0.
Let k be a positive integer. The kth modulus of continuity of f in Lp(Rs) is deﬁned by
ωk( f ,h)p := sup
|y|h
∥∥∇ky f ∥∥p, h 0.
For 1  p ∞, 0 < ν  1 and a function f ∈ Lp(Rs), we say f belongs to the Lipschitz space Lip(ν, Lp(Rs)) if there
exists a positive constant C independent of h such that
w( f ,h)p  Chν ∀h > 0.
For ν > 0, we write ν = r + η, where r is an integer and 0 < η  1. We say that f belongs to the Lipschitz space
Lip(ν, Lp(Rs)) if Dμ f ∈ Lip(η, Lp(Rs)) for all multi-indices μ with |μ| = r. For ν > 0, let k be an integer greater than ν . The
generalized Lipschitz space Lip∗(ν, Lp(Rs)) consists of all functions f ∈ Lp(Rs) such that
ωk( f ,h)p  Chν ∀h > 0,
where C is a positive constant independent of h. If ν > 0 is not an integer, then
Lip
(
ν, Lp
(
R
s))= Lip∗(ν, Lp(Rs)), 1 p ∞.
See [8,35,17] for more details about Lipschitz spaces.
Following the discussion in [17], we have
sup
{
ν: f ∈ Hν(Rs)}= sup{ν: f ∈ Lip(ν, L2(Rs))}= sup{ν: f ∈ Lip∗(ν, L2(Rs))}.
2. Some auxiliary results
In this section, we shall introduce some auxiliary results. Let T := [−π,π ]s. We denote by C(T ) the space of all 2π -
period continuous functions on Rs and by L∞(T ) the space of all 2π -period measurable functions f on T such that
‖ f ‖L∞(T ) < ∞, where ‖ f ‖L∞(T ) denotes the essential supremum of | f | on T .
Following [6] and [28], it is easy to obtain Lemma 2.1 and Lemma 2.2.
Lemma 2.1. Let a be an exponentially decaying sequence and H(ξ) be given by (1.5) with H(0) = 1, then the inﬁnite product
φˆ(ξ) :=
∞∏
j=1
H
((
MT
)− j
ξ
)
(2.1)
converges absolutely and uniformly on any compact subsets of Rs to a continuous function.
Lemma 2.2. For μ > 0, let b be an exponentially decaying sequence with bˆ ∈ Eμ and bˆ(0) = 1, then for all positive integers N, there
exist trigonometric polynomials
bˆN(ξ) =
∑
|α|N
bN(α)e
−iα·ξ , ξ ∈ Rs,
such that∥∥bˆ(ξ) − bˆN(ξ)∥∥L∞(T )  Ce−μN , and bˆN(0) = 1,
where C is a positive constant independent of N and |α| = |α1| + · · · + |αs| with α = (α1, . . . ,αs) ∈ Zs.
Proof. Let bˆN (ξ) be deﬁned by
bˆN(ξ) =
∑
|α|N
b(α)e−iα·ξ +
∑
|α|>N
b(α).
Then we have bˆN (0) = 1 and∥∥bˆ(ξ) − bˆN(ξ)∥∥∞  ∑
|α|>N
2
∣∣b(α)∣∣ Ce−μN ,
where C is independent of N . 
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function u(ξ), the transition operator Tu acts on 2π -periodic functions according to
Tu f (ξ) =
∑
ωi∈Ω
u
((
MT
)−1
(ξ + 2πωi)
)
f
((
MT
)−1
(ξ + 2πωi)
)
. (2.2)
We ﬁx u(ξ) = |H(ξ)|2, where H(ξ) is deﬁned by (1.5) and H(ξ) ∈ Eμ for some μ > 0. It is easy to see that u(ξ) ∈ Eμ.
In terms of the Fourier coeﬃcients uα of u(ξ) =∑α∈Zs uαe−iα·ξ , (2.2) can also be rewritten as
(Tu f )α = 1
(2π)s
∫
[0,2π)s
Tu f (ξ)e
iα·ξ dξ =m
∑
β∈Zs
uMα−β fβ, (2.3)
where f (ξ) =∑β∈Zs fβe−iβ·ξ .
It follows from [14] that
‖Tu f ‖μ =
∑
α∈Zs
∣∣(Tu f )α∣∣eμ|α| =m ∑
α∈Zs
∣∣∣∣ ∑
β∈Zs
uMα−β fβ
∣∣∣∣eμ|α| m‖u‖μ‖ f ‖μ.
Therefore, Tu is a bounded linear operator on Eμ . Furthermore, Tu is also a compact operator on Eμ .
Let V = {vˆ ∈ Eμ: ∑α∈Zs v(α) = 0}.
Theorem 2.3. Let Tu be given by (2.2) with u being exponential decay. For L ∈ N, deﬁne zL = [sin2( ξ12 ) + · · · + sin2( ξs2 )]L . Then
lim
k→∞
∥∥T kuzL∥∥1/kL∞(T )  limk→∞
∥∥T kuzL∥∥1/kμ  ρ(Tu |V ), (2.4)
where ρ(Tu |V ) denotes the spectral radius of the restriction of Tu to the subspace V of Eμ .
Proof. It is easy to check that zL ∈ V . Hence, for k 1, we have∥∥T kuzL∥∥L∞(T )  ∥∥T kuzL∥∥μ  ∥∥T ku∣∣V ∥∥μ‖zL‖μ.
Since
lim
k→∞
∥∥T ku∣∣V ∥∥1/kμ = ρ(Tu |V ),
we obtain that
lim
k→∞
∥∥T kuzL∥∥1/kL∞(T )  limk→∞
∥∥T kuzL∥∥1/kμ  ρ(Tu |V ). 
Lemma 2.4. (See [24,5].) Let Tu be given by (2.2) with u being exponential decay. For any f (ξ), g(ξ) ∈ C(T ), and any positive
integer n, we have the following identity∫
T
Tnu f (ξ)g(ξ)dξ =
∫
(MT )nT
[
n∏
k=1
u
((
MT
)−k
ξ
)]
f
((
MT
)−n
ξ
)
g(ξ)dξ.
To characterize the regularity of reﬁnable functions with masks exhibiting exponential decay, we need the following
Theorem 2.5, which was established by Lorentz and Oswald in [28] for the special case M = 2Is×s .
Theorem 2.5. Let u(ξ) = |H(ξ)|2 := P (ξ)Q (ξ), where H(ξ) is deﬁned by (1.5) and P (ξ) = |p(ξ)|2 , Q (ξ) = |q(ξ)|2 . Suppose
Q N (ξ) is a trigonometric polynomial sequence of approximations of Q (ξ) as in Lemma 2.2 such that ‖Q (ξ) − QN(ξ)‖L∞(T ) 
Ce−μN . Let uN (ξ) = P (ξ)QN (ξ). Then
ρL = lim
N→∞ρ(TuN |VuN ,ZL ) (2.5)
and
ρ = lim
L→∞ρL (2.6)
both exist and do not depend on the speciﬁc choice of the sequence Q N (ξ), where VuN ,ZL is deﬁned by
VuN ,ZL = span
{
TnuN zL: n 0
}
.
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Consequently, for suﬃciently large N , we have
max
(∣∣∣∣1− QN(ξ)Q (ξ)
∣∣∣∣,
∣∣∣∣1− Q (ξ)QN(ξ)
∣∣∣∣
)
 C∗e−μN , (2.7)
where C∗ is a positive constant independent of N .
Therefore,(
1− C∗e−μN)QN(ξ) Q (ξ) (1+ C∗e−μN)QN(ξ),
and (
1− C∗e−μN)uN(ξ) u(ξ) (1+ C∗e−μN)uN(ξ).
By Lemma 2.4, we have(
1− C∗e−μN)∥∥T kuN zL∥∥1/kL∞(T )  ∥∥T kuzL∥∥1/kL∞(T )  (1+ C∗e−μN)∥∥T kuN zL∥∥1/kL∞(T ). (2.8)
Since uN is a trigonometric polynomial, by [13, Lemma 2.4], we have that VuN ,ZL is ﬁnite dimensional and
lim
k→∞
∥∥T kuN zL∥∥1/kL∞(T ) = ρ(TuN |VuN ,ZL ).
Letting k → ∞ in (2.8), by Theorem 2.3, we have that(
1− C∗e−μN)ρ(TuN |VuN ,ZL ) limk→∞
∥∥T kuzL∥∥1/kL∞(T )  (1+ C∗e−μN)ρ(TuN |VuN ,ZL ). (2.9)
Then, letting N → ∞ in (2.9), we obtain that
ρL := lim
N→∞ρ(TuN |VuN ,ZL ) = limk→∞
∥∥T kuzL∥∥1/kL∞(T ) (2.10)
exists.
If u˜N (ξ) is another sequence of approximations of u(ξ), we can easily obtain(
1− C∗e−μN)uN(ξ) u˜N(ξ) (1+ C∗e−μN)uN(ξ).
Thus, (
1− C∗e−μN)k∥∥T kuN zL∥∥L∞(T )  ∥∥T ku˜N zL∥∥L∞(T )  (1+ C∗e−μN)k∥∥T kuN zL∥∥L∞(T ).
This together with (2.10) implies that ρL is independent of the speciﬁc choice of the sequence uN . Since 0  zL+1  szL ,
(2.10) yields
ρ = lim
L→∞ρL  ρL+1  ρL  · · · ρ0. (2.11)
The proof of Theorem 2.5 is complete. 
3. Characterization of regularity
In this section, we shall give some characterizations of the regularity of reﬁnable functions with mask a exhibiting
exponential decay and a dilation matrix M whose eigenvalues have the same modulus.
When mask a is ﬁnitely supported, H(ξ) = 1m
∑
α∈Zs a(α)e−iα·ξ is a trigonometric polynomial. Deﬁne Sc as the largest
nonnegative integer such that
DμH
(
2π
(
MT
)−1
ω
)= 0 ∀ω ∈ Ω\{0}, and |μ| Sc − 1.
In the following, L denotes an integer larger than Sc .
It follows from [5] that V |H|2,ZL = span{T k|H|2 zL, k 0} is ﬁnite dimensional and is an invariant subspace of T |H|2 .
Cohen, Gröchenig, and Villemoes [5] gave a characterization of the regularity of reﬁnable functions based on the spectral
radius of T |H|2 restricted to V |H|2,ZL when mask a is ﬁnitely supported. Their results were stated as follows:
Theorem 3.1 (Cohen et al.). Let M be a dilation matrix whose eigenvalues have the same modulus and m = |detM|. Let φ ∈ L2(Rs) be
a compactly supported solution to (1.1) with mask a being ﬁnitely supported. Suppose the shifts of φ are stable. Let ρ be the spectral
radius of T |H|2 restricted to V |H|2,ZL . Then the critical Sobolev exponent
sφ = − s
2
logm ρ, (3.1)
and φ ∈ Hs if and only if s < sφ .
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researchers have considered the regularity of reﬁnable functions in high dimensions (see [4,21,23–26,30,33,34]).
We are now in a position to establish the following characterizations of regularity of reﬁnable functions with exponen-
tially decaying masks and a dilation matrix whose eigenvalues have the same modulus.
Theorem 3.2. Let M be a dilation matrix whose eigenvalues have the same modulus and m = |detM|. Let φ be an L2-solution of
reﬁnement equation (1.1) with mask a being exponential decay. Assume that H(ξ) satisﬁes (1.6). Let ρ be deﬁned by (2.6). Then
sφ − s2 logm ρ . Moreover, if the shifts of φ are stable, then sφ = − s2 logm ρ .
Proof. Set T = [−π,π ]s,G = T \(MT )−1T , then Rs = T ∪⋃∞n=1(MT )nG. For ξ ∈ (MT )nT , it is easy to see that
∣∣φˆ(ξ)∣∣2  C1 n∏
k=1
∣∣H((MT )−kξ)∣∣2, (3.2)
with C1 = maxξ∈T |φˆ(ξ)|2. For any ﬁxed L ∈ N, since (MT )−1T contains an open ball centered at the origin, we have
zL(ξ) C2 > 0 for ξ ∈ G. (3.3)
It follows from Lemma 2.4,∫
(MT )nG
[
n∏
k=1
∣∣H((MT )−kξ)∣∣2
]
zL
((
MT
)−n
ξ
)
dξ = 〈Tn|H|2 zL,1〉 ∥∥Tn|H|2 zL∥∥L∞(T ) . (3.4)
Thus, combining (3.2), (3.3) and (3.4), we have∫
(MT )nG
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ  C3m 2γns
∫
(MT )nG
∣∣φˆ(ξ)∣∣2 dξ  C4m 2γns ∥∥Tn|H|2 zL∥∥L∞(T ) . (3.5)
Note that,∫
Rs
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ = ∫
T
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ + ∞∑
n=1
∫
(MT )nG
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ. (3.6)
Since |φˆ(ξ)|2(1 + |ξ |2)γ is continuous on T , the ﬁrst integer on the right-hand side of (3.6) is a ﬁnite constant C5. This
together with (3.5) implies that∫
Rs
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ  C5 + C4 ∞∑
n=1
m
2γn
s
∥∥Tn|H|2 zL∥∥L∞(T ) .
By Theorem 2.5, for any ε > 0, there exists C(ε) > 0 such that for large enough L,∥∥Tn|H|2 zL∥∥L∞(T )  C(ε)(ρ + ε)n, n ∈ N.
Consequently,∫
Rs
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ  C5 + C4C(ε) ∞∑
n=1
m
2γn
s (ρ + ε)n.
When γ < − s2 logm(ρ + ε),∫
Rs
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ < ∞.
Since ε can be chosen arbitrary small, we conclude that sφ  − s2 logm ρ and the ﬁrst part of the theorem follows. In all
these estimates, the positive constants C j are independent of n.
To prove the second part, for H(ξ) = p(ξ)q(ξ), we can choose a sequence of trigonometric polynomials qN (ξ) of ap-
proximations of q(ξ) as in Lemma 2.2. Since the shifts of φ are stable, it follows from [14, Theorem 4.1] that the cascade
algorithm associated with mask a and dilation matrix M converges in L2(Rs). Therefore, a satisﬁes the basic sum rule and
ρ(T |H|2 |V ) < 1. Let
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then HN(ξ) generate a sequence of reﬁnable functions φN (ξ) with compact support. Since a satisﬁes the basic sum rule if
and only if H(2π(MT )−1ω) = 0, ∀ω ∈ Ω\{0}. It follows that the masks aN associated with φN also satisfy the basic sum
rule for N large enough. By the choice of HN , we have that
lim
N→∞ T |HN |2 = T |H|2
in the Eμ-norm, which implies that
ρ(T |HN |2 |V ) < 1,
for N large enough. Then, it follows from [14, Theorem 4.2] that the cascade algorithms associated with masks aN and the
dilation matrix M converge in L2(Rs), which implies that φN ∈ L2(Rs).
Since
φˆ(ξ) =
∞∏
j=1
H
(
ξ
2 j
)
=
∞∏
j=1
p
(
ξ
2 j
) ∞∏
j=1
q
(
ξ
2 j
)
,
and
φˆN(ξ) =
∞∏
j=1
HN
(
ξ
2 j
)
=
∞∏
j=1
p
(
ξ
2 j
) ∞∏
j=1
qN
(
ξ
2 j
)
.
If the shifts of φ are stable, we obtain that there exist positive constants A and B such that
A 
∑
k∈Zs
∣∣φˆ(ξ + 2πk)∣∣2  B ∀ξ ∈ Rs.
Thus, for any ξ ∈ Rs, there exists an α ∈ Zs such that φˆ(ξ + 2πα) 
= 0, which implies that ∏∞j=1 p( ξ+2πα2 j ) 
= 0. Therefore,
φˆN(ξ + 2πα) 
= 0 for N large enough. We obtain that the shifts of φN are also stable for suﬃciently large N.
Assume φ ∈ Hγ (Rs) for some γ > − s2 logm ρ, then∫
Rs
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ < ∞.
Fix any γ˜ ∈ (− s2 logm ρ,γ ), we claim that φN ∈ H γ˜ (Rs) for N large enough.
For suﬃciently large N, we have 1+C∗e−μN <m 2(γ−γ˜ )s , where C∗ is the same as in (2.7). Set Ωk = (MT )kT \(MT )(k−1)T ,
it is easy to see that Rs = (⋃∞k=1 Ωk) ∪ T . It follows that∫
Rs
(
1+ |ξ |2)γ˜ ∣∣φˆN(ξ)∣∣2 dξ
=
∫
T
∑
α∈Zs
(
1+ |ξ + 2πα|2)γ˜
( ∞∏
k=1
∣∣HN((MT )−k(ξ + 2πα))∣∣2
)
dξ
 C
∞∑
k=1
m
2γ˜ k
s
∫
T
∑
α∈Ωk
(
k∏
l=1
∣∣HN((MT )−l(ξ + 2πα))∣∣2
)
dξ +
∫
T
∑
α∈T
(
1+ |ξ + 2πα|2)γ˜ ∣∣φˆN(ξ + 2πα)∣∣2 dξ.
Note that |φˆN(ξ + 2πα)|2 is continuous on T . Hence, there exists a positive constant B1 such that
∫
T
∑
α∈T (1 + |ξ +
2πα|2)γ˜ |φˆN(ξ + 2πα)|2 dξ  B1.
Consequently, we deduce that∫
Rs
(
1+ |ξ |2)γ˜ ∣∣φˆN(ξ)∣∣2 dξ
 C
∞∑
k=1
m
2γ k
s
(
1+ C∗e−μN)−k ∫ ∑
α∈Ωk
(
k∏
l=1
∣∣HN((MT )−l(ξ + 2πα))∣∣2
)
dξ + B1T
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∞∑
k=1
m
2γ k
s
∫
T
∑
α∈Ωk
[
k∏
l=1
∣∣H((MT )−l(ξ + 2πα))∣∣2
]
dξ + B1
= C
∫
T
∞∑
k=1
m
2γ k
s
∑
α∈Ωk
[
k∏
l=1
∣∣H((MT )−l(ξ + 2πα))∣∣2
]
dξ + B1
 C˜
∫
Rs
∣∣φˆ(ξ)∣∣2(1+ |ξ |2)γ dξ + B1 < ∞.
Therefore, φN ∈ H γ˜ (Rs) for N large enough. Since the shifts of φN are stable, it follows from Theorem 3.1 that sφN =− s2 logm ρ(TuN , VuN ,ZL ) for L large enough. Therefore, sφN  γ˜ > − s2 logm ρ for N large enough. By the deﬁnition of ρ, this
is impossible. Hence, sφ − s2 logm ρ. Combined with the proof of the ﬁrst part, we complete the proof of Theorem 3.2. 
Remark 3.3. Theorem 3.2 characterizes the optimal smoothness of a reﬁnable function with mask a having exponential
decay and a dilation matrix M whose eigenvalues have the same modulus, which extends Theorem 3.1 to the case that
mask a is inﬁnitely supported. Theorem 3.2 was also established in [28] for the case M = 2Is×s .
In some cases, when mask a exhibits exponential decay, the solution of Eq. (1.1) belongs to Lp(Rs) (1  p ∞). For
example, Han [12] characterized the existence of L2,μ-solution of Eq. (1.1) with a being exponential decay and s = 1, M = 2.
Jia [18] also gave a characterization of the existence of the solution of reﬁnement equation in Lp,μ (1 p ∞) by consider-
ing the convergence of the cascade algorithm associated with an exponentially decaying mask. Hogan [16] investigated some
properties of reﬁnement equation (1.1) under the assumptions that the solution φ ∈ Lp(Rs) for 1  p ∞. The following
Theorems 3.4 and 3.5 will give some characterizations of the regularity of reﬁnable functions in L2(Rs) and in Lp(Rs)
(1 p ∞), respectively. Our characterizations are based on a discrete version of Young’s inequality.
Theorem 3.4. Suppose ν > 0 and k is a positive integer. Let M be a dilation matrix whose eigenvalues have the same modulus and
m = |detM|. Suppose φ ∈ L2(Rs) is the normalized solution of (1.1) with mask a being exponential decay. For n = 1,2, . . . , let an be
given by
an(α) =
∑
β∈Zs
a(α − Mβ)an−1(β), α ∈ Zs, (3.7)
where a0 is the δ sequence given by δ(0) = 1 and δ(α) = 0 for α ∈ Zs\{0}.
If there exists a constant C > 0 such that∥∥∇kj an∥∥2  Cm(1/2−ν/s)n ∀n ∈ N and j = 1, . . . , s, (3.8)
then φ ∈ Lip∗(ν, L2(Rs)). Conversely, if φ ∈ Lip∗(ν, L2(Rs)) and the shifts of φ are stable, then (3.8) holds for k > ν .
Proof. Since φ ∈ L2(Rs) is the normalized solution of (1.1), it is easy to check that
φ =
∑
α∈Zs
an(α)φ
(
Mn · −α). (3.9)
Therefore,
∇kM−ne jφ =
∑
α∈Zs
∇kj an(α)φ
(
Mn · −α). (3.10)
By (1.2), we obtain that
∥∥∇kM−ne jφ∥∥2 =
(∫
Rs
∣∣∣∣ ∑
α∈Zs
∇kj anφ
(
Mnx− α)∣∣∣∣
2
dx
)1/2
=m− n2
(∑
β∈Zs
∫
β+[0,1]s
∣∣∣∣ ∑
α∈Zs
∇kj an(α)φ(x− α)
∣∣∣∣
2
dx
)1/2
=m− n2
(∑
β∈Zs
∫
s
∣∣∣∣ ∑
α∈Zs
∇kj an(α)φ(x− β − α)
∣∣∣∣
2
dx
)1/2
[0,1]
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( ∫
[0,1]s
∑
β∈Zs
∣∣∣∣ ∑
α∈Zs
∇kj an(α)φ(x− β − α)
∣∣∣∣
2
dx
)1/2
m− n2
( ∫
[0,1]s
∥∥∇kj an∥∥22
(∑
β∈Zs
∣∣φ(x− β)∣∣)2 dx)1/2
m− n2
∥∥∇kj an∥∥2|φ|L2[0,1]s .
This in connection with (3.8) tells us that
∥∥∇kM−ne jφ∥∥2  Cm− νns |φ|L2[0,1]s . (3.11)
Similar to [11,10], since all the eigenvalues of M have the same modulus, for any ρ1 > 1, there exists a norm | · | on Rs
such that the inequalities
C1
(
ρ−11 m
− 1s )n|v| ∣∣M−nv∣∣ C2(ρ1m− 1s )n|v|
hold true for every v ∈ Rs , where C1 and C2 are positive constants independent of n.
Let y be any nonzero vector in Rs . Then there exists positive integer n such that
1
∣∣Mny∣∣ C2(ρ1m 1s )n|y|. (3.12)
By using the same argument as in [17, Theorem 2.1], from (3.11) and (3.12), we conclude that
∥∥∇kyφ∥∥2  C3(ρ1νn|y|ν).
Letting ρ1 → 1, we have∥∥∇kyφ∥∥2  C3|y|ν ∀y ∈ Rs. (3.13)
This shows φ ∈ Lip∗(ν, L2(Rs)), as desired.
Conversely, since the shifts of φ are stable. It follows from (1.7) and (3.10) that
m−
n
2
∥∥∇kj an∥∥2  C4∥∥∇kM−ne jφ∥∥2, (3.14)
where C4 is a constant independent of n and j. If φ ∈ Lip∗(ν, L2(Rs)), then for k > ν ,∥∥∇kM−ne jφ∥∥2  C ∣∣M−ne j∣∣ν  CC2(ρ1m− 1s )νn.
Letting ρ1 → 1, we have∥∥∇kM−ne jφ∥∥2  CC2m− νns . (3.15)
Therefore, (3.8) follows from (3.14) and (3.15) immediately. 
Theorem 3.5. Let ν > 0 and k be a positive integer. Suppose M = qIs×s and q  2 is an integer. Let φ ∈ Lp(Rs) (1 p ∞) be the
normalized solution of (1.1) with mask a being exponential decay. For n = 1,2, . . . , let an be given by (3.7). If there exists a constant
C > 0 such that
∥∥∇kj an∥∥p  Cq(s/p−ν)n ∀n ∈ N and j = 1, . . . , s, (3.16)
then φ ∈ Lip∗(ν, Lp(Rs)). Conversely, if φ ∈ Lip∗(ν, Lp(Rs)) and the shifts of φ are p-stable, then (3.16) holds for k > ν .
Proof. Since φ is the normalized solution of (1.1), we have that
∇kq−ne jφ =
∑
α∈Zs
∇kj an(α)φ
(
qn · −α). (3.17)
By virtue of (1.2), we have
J. Yang, S. Li / J. Math. Anal. Appl. 371 (2010) 573–584 583∥∥∇kq−ne jφ∥∥p =
(∫
Rs
∣∣∣∣ ∑
α∈Zs
∇kj anφ
(
qnx− α)∣∣∣∣
p
dx
)1/p
= q− nsp
(∑
β∈Zs
∫
β+[0,1]s
∣∣∣∣ ∑
α∈Zs
∇kj an(α)φ(x− α)
∣∣∣∣
p
dx
)1/p
= q− nsp
(∑
β∈Zs
∫
[0,1]s
∣∣∣∣ ∑
α∈Zs
∇kj an(α)φ(x− β − α)
∣∣∣∣
p
dx
)1/p
= q− nsp
( ∫
[0,1]s
∑
β∈Zs
∣∣∣∣ ∑
α∈Zs
∇kj an(α)φ(x− β − α)
∣∣∣∣
p
dx
)1/p
 q−
ns
p
( ∫
[0,1]s
∥∥∇kj an∥∥pp
(∑
β∈Zs
∣∣φ(x− β)∣∣)p dx)1/p
 q−
ns
p
∥∥∇kj an∥∥p|φ|Lp[0,1]s .
By (3.16), we obtain that∥∥∇kq−ne jφ∥∥p  Cq−νn|φ|Lp[0,1]s . (3.18)
From [26, Theorem 3.1], we know that (3.18) is equivalent to∥∥∇kyφ∥∥p  C |y|ν ∀y ∈ Rs. (3.19)
This shows φ ∈ Lip∗(ν, Lp(Rs)), as desired.
Conversely, since the shifts of φ are p-stable, it follows from (1.7) and (3.17) that
q−
ns
p
∥∥∇kj an∥∥p  C2∥∥∇kq−ne jφ∥∥p, (3.20)
where C2 is a constant independent of n and j. If φ ∈ Lip∗(ν, Lp(Rs)), then for k > ν∥∥∇kq−ne jφ∥∥p  Cq−νn. (3.21)
Therefore, (3.16) follows from (3.20) and (3.21). The proof of the theorem is complete. 
Remark 3.6. We remark that Theorem 3.4 was established by Jia in [17] for the case in which φ is a compactly supported
L2-solution of Eq. (1.1) and Theorem 3.5 was obtained by Li in [26] and by Jia et al. in [21] for the case in which φ is a
compactly supported Lp-solution of Eq. (1.1) for 1 p ∞.
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