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Abstract
Monte Carlo methods provide detailed and accurate results for radiation
transport simulations. Unfortunately, the high computational cost of these
methods limits its usage in real-time applications, such as clinical treatment
planning. Moreover, existing computer codes do not provide a methodology
for adapting these kind of simulations to specific problems without advanced
knowledge of the corresponding code system, and this restricts their applica-
bility. To help solve these current limitations, we present PenRed, a general-
purpose, stand-alone and extensible framework code based on PENELOPE for
parallel Monte Carlo simulations of electron-photon transport through matter.
It has been implemented in C++ programming language and takes advantage
of modern object-oriented technologies. In addition, PenRed offers the capabil-
ity to read and process DICOM images on which it can construct and simulate
voxelized geometries so as to facilitate its usage in medical applications. Our
framework has been successfully tested against the original PENELOPE Fortran
code.
Keywords: Radiation transport, Monte Carlo simulation, Electron-photon
showers, Parallel computing, MPI, Medical physics
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1. PROGRAM SUMMARY
Program title: PenRed: Parallel Engine for Radiation Energy Deposition.
Licensing provision: GNU Affero General Public License (AGPL).
Programming language: C++ standard 2011.
Nature of problem: Monte Carlo simulations usually require a huge amount
of computation time to achieve low statistical uncertainties. In addition,
many applications necessitate particular characteristics or the extraction
of specific quantities from the simulation. However, most available Monte
Carlo codes do not provide an efficient parallel and truly modular structure
which allows users to easily customise their code to suit their needs without
an in-depth knowledge of the code system.
Solution method: PenRed is a fully parallel, modular and customizable
framework for Monte Carlo simulations of the passage of radiation through
matter. It is based on the PENELOPE [1] code system, from which inher-
its its unique physics models and tracking algorithms for charged particles.
PenRed has been coded in C++ following an object-oriented programming
paradigm restricted to the C++11 standard. Our engine implements par-
allelism via a double approach: on the one hand, by using standard C++
threads for shared memory, improving the access and usage of the mem-
ory, and, on the other hand, via the MPI standard for distributed memory
infrastructures. Notice that both kinds of parallelism can be combined to-
gether in the same simulation. In addition, PenRed provides a modular
structure with methods designed to easily extend its functionality. Thus,
users can create their own independent modules to adapt our engine to
their needs without changing the existing modules. Furthermore, user ex-
tensions will take advantage of the built-in parallelism without any extra
effort or knowledge of parallel programming.
Additional comments including Restrictions and Unusual features:
PenRed has been compiled in linux systems with g++ of GCC versions
4.8.5, 7.3.1, 8.3.1 and 9; clang version 3.4.2 and intel C++ compiler (icc)
version 19.0.5.281. Since it is a C++11-standard compliant code, PenRed
should be able to compile with any compiler with C++11 support. In
addition, if the code is compiled without MPI support, it does not require
any non standard library. To enable MPI capabilities, the user needs to
install whatever available MPI implementation, such as openMPI [2] or
mpich [3], which can be found in the repositories of any linux distribution.
Finally, to provide DICOM processing support, PenRed can be optionally
compiled using the dicom toolkit (dcmtk) [4] library. Thus, PenRed has
only two optional dependencies, an MPI implementation and the dcmtk
library.
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2. Introduction
Monte-Carlo (MC) methods are widely used in most scientific applications
which involve radiation transport simulations, including electron microscopy
and microanalysis, x-ray fluorescence, detector characterisation, radiation me-
trology, dosimetry and radiotherapy, among others. MC codes provide a detailed
and accurate method for the calculation of absorbed dose in heterogeneous and
complex systems such as the human body whereby are considered as the gold
standard for this kind of calculus. One example is the simulation of radiotherapy
treatments or instrumentation, such as brachytherapy, where MC is considered
as one of the Model-Based Dose Calculations Algorithms recommended for clini-
cal applications [1] instead of the current methods used in clinical practice based
on approximations and model simplifications [2].
Among the most used techniques for cancer treatment, radiotherapy has be-
come widely used, alone or combined with other techniques. This one consists
in irradiating the cancerous region with ionising radiation to kill the disease
preserving the healthy tissues. Taking into account that last National Cancer
Institute survey concludes that the percentage of men and women that will
be diagnosed with a cancer of any type during their lifetime is, approximately
39.3% [3] and that the 32.9% of diagnosed cancer ends in death in less than 5
years, any improvement in cancer diagnostics and treatment will have a great
impact in the health of the society. MC codes have an important role in that
way. On a conventional radiotherapy treatment planning, physicists and physi-
cians determine the amount of dose, defined as imparted energy per unit mass,
required to kill the injured zone avoiding to damage healthy tissues. For that
planning, in addition to image techniques to locate the disease, radiation trans-
port models to estimate the dose deposition across the patient are required.
However, this calculus with MC codes implies huge computational effort with
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long execution times, which makes difficult their usage for clinical purposes.
Therefore, in practice simplified models are used, changing accuracy for speed.
This fact highlights the need of a fast parallel code for MC based radiation
transport simulations which could run on modern computer architectures and
take advantage of all the available resources. Moreover, as treatments evolve
continuously, the code must be sufficiently flexible to incorporate new modules
to allow simulations of future treatments. In addition, it must natively handle
medical images in order to permit an individualised treatment planning. To
meet these needs, this work presents PenRed (Parallel ENgine for Radiation
Energy Deposition), a complete C++ framework, limited to C++11 standard,
which provides a parallel and extensible environment for general-purpose MC
simulations of the transport of electron and photon through matter. It incor-
porates a translated and restructured version of the physics models, particle
tracking and sampling methods of the original PENELOPE [4] Fortran code
system.
Our aim is to create an fully optimised, easily extensible and parallel frame-
work for generic radiation transport simulations. In that way, PenRed is in-
tended to be our first step towards employing MC codes in clinical routine
practice. This would enable to use accurate models for medical treatment plan-
nings by improving the execution speed.
Although we focus on medical physics, it is important to remark that the
new code introduced here is a general-purpose framework which can be used for
other MC based applications such as particle accelerators, space engineering,
radiation protection or industrial projects.
PenRed is free, distributed as open source software under the GPLA v3
license, and it can be found at GitHub [5].
The present article is organised as follows. Section 3 gives the state of the
art of the current MC codes and describes the physics and interaction models of
PENELOPE on which PenRed is based. In section 4, the PenRed capabilities
are discussed. In section 5, the test results which ensure that our framework
fully reproduces the original PENELOPE results are presented. Moreover, some
additional test results which validate novel capabilities of PenRed are also de-
scribed. Finally, section 6 contains our conclusions and future development plan
for PenRed.
3. State of the art
Nowadays there exist several Monte Carlo based codes to perform simu-
lations of ionising radiation transport, such as PENELOPE [6, 7], GEANT4
[8], EGS5 [9, 10, 11], MCNP [12] and FLUKA [13]. Among them, we choose
PENELOPE because accurately handles the physics of electrons, photons and
positrons in medical physics energy ranges, implements a better electromagnetic
formalism for electrons and positrons, is free and open source, and its source
code is relatively simple compared with other Monte Carlo codes.
PENELOPE is a general-purpose Fortran code system for the Monte Carlo
simulation of coupled electron-photon transport that simulates electron, positron
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and photon showers in material systems consisting of homogeneous bodies with
arbitrary chemical compositions, within the energy range from 50 eV to 1 GeV.
As we will briefly discuss below, PENELOPE implements the most reliable inter-
action models currently available. Moreover, its results have been tested against
experimental data and the agreement has been very good [14]. In addition, it
includes three packages with generic tools for random sampling, implementa-
tions of variance-reduction techniques and subroutines for automatic tracking
of particles within material systems consisting of homogeneous bodies limited
by quadric surfaces.
3.1. PENELOPE physics and interaction models
In this section we will briefly describe the physics and interaction models of
the PENELOPE code.
In order to avoid diffraction effects and simplify the angular dependence of
the interactions, the radiation (electrons, positrons and photons) is assumed
to propagate in amorphous, homogeneous and isotropic materials. During its
propagation, the radiation interacts with the atoms of the material through
specific mechanisms, to be described below. The important thing is that the
angular deflection and energy loss of the particles after the scattering are de-
scribed by differential cross sections (DCS hereafter), which are a measure of
the quantum-mechanical probability of the different outcomes. The state of
each transported particle is characterised by its energy, position and direction
of motion. The simulation is made of particle histories which are random se-
quence of free flights and interactions, generated by the physics subroutines.
As a probabilistic process, the length of the free flight, the type of interaction,
the energy loss and the angular deflection are sampled directly from the cor-
responding DCS or from derived quantities. A particle history ends when its
energy is lower than a user-defined absorption energy or it escapes from the ma-
terial system. The tracking subroutines take care of possible secondary particles
produced during the scattering or in the relaxation of atoms after inner-shell
ionisations. Secondary particles are stored in a LIFO stack depending on their
type and are simulated after the absorption of the primary particle.
One of the most relevant and distinguishing characteristics of PENELOPE
is the usage of a combination of accurate numerical databases and reliable ana-
lytical atomic differential cross sections for the different interaction mechanisms,
valid for relatively low energies. The corresponding total cross sections are cal-
culated by the function SUMGA which performs a rapid numerical quadrature.
Molecular cross sections and those for mixtures and compounds are approxi-
mated by the incoherent sum of the atomic cross sections of their atoms. This
so-called Bragg’s additivity approximation is valid provided that coherent in-
terference effects are negligible.
The use of reliable DCS is very important in Monte Carlo simulations. Since
its first release, 1996, the author, F. Salvat, has added many refinements in
order to improve both the accuracy and stability under variations of the user-
defined simulation parameters. The database of PENELOPE, provided in the
package, consists of 995 ASCII files which include tables of the numerical values
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of physical properties, relaxation data, DCS, total cross sections and some other
energy-dependent quantities, like first and second transport cross sections; one
for each element from hydrogen to einsteinium, at fixed grids of particle energies
and scattering angles. The energy grid spans the range from 50 eV to 1 GeV.
For energies above ∼ 1 keV, the tables are accurate to within a few per cent,
whereas for lower energies the uncertainties are much larger because the DCS
are not well known due their strong dependence on the state of aggregation.
However, in inelastic interactions of electrons and positrons the aggregation
state is approximately taken into account through the mass density and mean
excitation energy of the material.
An auxiliary program, material.f, extracts the physical information about
each material in the simulation from the database and creates a material data
file, which is read by PENELOPE in the initialisation phase. After reading the
DCS from the database files, PENELOPE produces a table for a denser loga-
rithmic grid by natural cubic spline interpolation/extrapolation in lnE, which
is stored in memory. The energy grid spans the full energy range considered in
the simulation and allows accurate and fast linear log-log interpolations of the
DCS.
A catalogue of the physics and interaction models considered in PENELOPE
and a schematic description of the corresponding differential cross sections fol-
lows. A complete discussion of these items can be found in the PENELOPE
manual [7] and also in [15] and the original references therein.
Electron-positron interactions
1. Elastic scattering of electrons and positrons.
In elastic interactions the initial and final quantum states of the
target (atom or molecule) are the same, usually the ground state.
These interactions change the direction of motion of the projectile
and there is also a certain energy transfer from the projectile to the
target, which causes the recoil of the latter. In PENELOPE, they are
simulated using numerical DCS obtained with the program ELSEPA
[16, 17] by using the relativistic Dirac partial-wave method.
2. Inelastic collisions of electrons and positrons.
In inelastic interactions the target is brought to an excited state, i.e.
some of the projectile’s kinetic energy is taken up by the atomic elec-
trons. The projectile also changes its direction of motion, but to a
lesser degree than in the case of elastic collisions. PENELOPE simu-
lates them by means of the plane-wave Born DCS obtained from the
Sternheimer–Liljequist generalized oscillator strength (GOS) model
[18, 19], including the density-effect correction. The resonance en-
ergies are scaled in order to reproduce the mean excitation energy
recommended in the ICRU Report 37, [20]. As a consequence, col-
lision stopping powers calculated from this model agree closely with
those from the ICRU Report 37.
3. Inner-shell ionisation by electron and positron impact.
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PENELOPE simulates inner-shell ionization (K shell and L, M and N
subshells) and the subsequent emission of fluorescent radiation, i.e.,
Auger electrons and characteristic x rays, as a real inelastic collisions
with numerical total cross sections calculated by Bote and Salvat [21]
using the distorted-wave (first) Born approximation (DWBA) with
the Dirac-Hartree–Fock-Slater self-consistent potential [22]. This is
accomplished by setting the total cross section for collisions with
electrons in each inner shell equal to the DWBA cross section, and by
renormalising the total cross sections of outer shells so as to keep the
value of the collision stopping power unaltered. The energy loss and
the angular deflection are sampled from the Liljequist-Sternheimer
GOS model. This approach has the advantage of yielding a nearly
correct number of ionizations per unit path length, without altering
the modeling of inelastic collisions.
4. Bremsstrahlung emission by electrons and positrons.
The emission of bremsstrahlung photons takes place when the pro-
jectile is accelerated in the electrostatic field of the target atom.
For electrons and positrons, this becomes the dominant energy loss
mechanism for high energies. The energy of the emitted photon is
sampled from numerical energy-loss spectra derived from the scaled
cross-section tables of Seltzer and Berger [23, 24]. The angular distri-
bution of emitted photons is simulated using an analytical expression
[25] with parameters determined by fitting angular distributions cal-
culated with the program BREMS of Poskus [26].
5. Positron annihilation.
In PENELOPE the annihilation of an electron and a positron is sim-
ulated by using the Heitler DCS [27] for in-flight two-photon annihi-
lation with free electrons at rest. Since binding effects of the target
electron are not considered, one-photon annihilation is not taken into
account.
Photon interactions
1. Coherent (Rayleigh) scattering of photons.
In coherent scattering, photons are scattered by bound atomic elec-
trons and interfere quantum-mechanically in such a way that there is
no excitation of the target atom. Thus, the energies of incoming and
outgoing photons are the same. In PENELOPE it is simulated by
means of DCS calculated using non-relativistic perturbation theory
in the Born approximation with form factors and effective anomalous
scattering factors [28] obtained from EPDL97 [29]. PENELOPE can
also simulate Rayleigh scattering of polarised photons described by
the Stokes parameters.
2. Incoherent (Compton) scattering of photons.
In incoherent scattering, a photon collides with an atomic electron
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that absorbs it and emits a secondary photon with a different en-
ergy and direction of motion. This process is simulated using DCS
calculated from the relativistic impulse approximation with analyt-
ical one-electron Compton profiles, which takes into account both
binding effects and Doppler broadening [30]. PENELOPE can also
simulate Compton scattering of polarised photons described by the
Stokes parameters.
3. Photoelectric absorption of photons.
In this process, a photon is absorbed by the target atom which makes
a transition to an excited state. This interaction is simulated through
DCS calculated with the program PHOTACS by using conventional
first-order perturbation theory [31] and including a screening correc-
tion proposed by Pratt [32].
4. Electron-positron pair production.
If a photon has energy above a certain threshold, it can be absorbed
in the electromagnetic field of a nucleus or electron and its energy
converted to particle mass conserving energy, momentum and electric
charge. If the absorption occurs near a nucleus an electron-positron
pair is created, whereas if it occurs in the vicinity of an electron,
the target recoils and three particles are observed (triplet produc-
tion). In PENELOPE, the total cross sections for pair and triplet
production are obtained from the XCOM program [33]. The initial
kinetic energies are sampled from the screening and Coulomb cor-
rected Bethe-Heitler DCS.
Atomic relaxation
In PENELOPE, hard inelastic collisions with atomic inner shells, pho-
toelectric absorption and Compton scattering are assumed to ionise the
target atom and the relaxation of the resulting vacancies produces the
isotropic emission of characteristic x-rays and Auger electrons. These are
simulated by the RELAX subroutine, using the transition probabilities
of the vacancies towards outer shells and the energies of Auger electrons
given in the Evaluated Atomic Data Library of Perkins et al. [34]. The
energies of x-ray lines are taken from [35] and [36].
The PENELOPE manual contains a detailed description of the sampling
algorithms used to simulate the above mentioned interactions from the corre-
sponding DCS. Briefly, continuous distributions are sampled employing RITA
(Rational Inverse Transform with Aliasing) while to sample discrete distribu-
tions with a large number of outcomes, the Walker’s aliasing method is used
[37].
3.2. Class II scheme and simulation parameters
The tracking algorithm of PENELOPE is a mixed or class II one which de-
pends on certain angle and energy cutoffs. A proper selection of these mixed
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Parameter Description Range Recommended values
Eabs
Particle absorption
energies for each
material in eV
Eabs ≥ 50 eV
range(Eabs) < Lbin
scan Eabs parameter
space via short runs
C1
Maximum average
angular deflection
[ 0, 0.2 ]
∼ 0.05
scan C1 parameter
space via short runs
C2
Maximum average
fractional energy
loss
[ 0, 0.2 ]
∼ 0.05
scan C2 parameter
space via short runs
Wcc
Energy-loss thresh-
old in eV for hard
inelastic collisions
[ 0, Eabs(e
−) ] min(5 keV, 1100E)
Wcr
Energy-loss thresh-
old in eV for hard
bremsstrahlung
radiation
[ 10 eV, Eabs(γ) ]
For Wcr < 0
soft radiation is
switched off
min(5 keV, 1100E)
smax
Maximum step
length in cm
smax ≥ 0 ∼ 1/10 minimalbody thickness
Table 1: User parameters determining the accuracy and speed of simulations in PENELOPE.
The recommended values correspond to an accuracy-speed tradeoff, by their influence should
be studied case by case. Faster simulations can be obtained using larger values of the param-
eters but at the price of a possible loss of accuracy and reliability. See the text for details.
simulation parameters may substantially improve the efficiency of the simula-
tion. In this way, permissible statistical uncertainties, that severely limit the
usefulness of Monte Carlo simulations in practical applications, can be reached
much faster. In this section, we briefly describe the class II scheme and some
practical rules for the election of the simulation parameters in PENELOPE,
summarised in Table 1. The same conclusions apply to our code PenRed.
In PENELOPE, like in most Monte Carlo codes, the tracking of particles is
discontinued when their kinetic energies fall below certain user-defined absorp-
tion energies, Eabs, set by the user for each material in the geometry. Positrons
annihilate by emission of two photons when absorbed. It is worth mentioning
that both the number of secondary particles and the simulation time increase
with the decreasing of Eabs, being 50 eV the lowest absorption energy allowed
by the program. Moreover, when the user is interested in the spatial distribu-
tion of absorbed energy, for example in dosimetric calculations, the absorption
energies should be selected so that a particle with energy equal to Eabs deposits
all its energy within distances much shorter than the thickness of the volume
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bins used to tally this quantity. Otherwise, it is recommended to scan the effect
of the Eabs in the results by running short simulations with increasing values of
the absorption energies [7].
As it is said in the previous section, photons, being neutral particles, are
simulated interaction by interaction in a chronological succession, i.e. in a de-
tailed or analogue scheme. Electron and positrons, by contrast, are charged
particles and therefore their simulation is much more difficult due to the large
number of interactions between them and atoms that take place until they are
absorbed. Thus, a detailed simulation of electrons and positrons is only feasi-
ble when the number of interactions is sufficiently small, for example, for low
kinetic energies or thin foils. One way around this problem is to estimate the
combined effect of all the interactions that occur along each of the many steps
of preselected length in which the particle track can be decomposed [38]. The
steps must be long enough to ensure a large the number of interactions along it.
Both the global energy loss and angular deflection in a step are sampled from
approximate multiple scattering theories [39]. This technique is referred to as
condensed simulation or class I scheme.
However, class I schemes have significant drawbacks. Firstly, the distribution
of spatial displacements after a given path length is partially unknown. Sec-
ondly, since the multiple scattering theories are valid in an homogeneous and
infinite medium, the distance to all the nearest interfaces must be calculated in
order to keep the step length small enough not to change the material where
the particle propagates. Therefore, when a particle approaches an interface the
step length must be progressively reduced, which directly conflicts with a pres-
elected step length and restricts the objects which can be efficiently modelled.
A strategy employed by some Class I codes, like EGSnrc [11, 40], consists in
switching to single scattering mode whenever the particle is in the vicinity of
an interface.
A more practical solution are the so-called mixed or class II schemes. The
crucial observation is that the DCS for interactions of high-energy charged par-
ticles decrease quickly with both increasing energy loss W and polar scattering
angle θ or angular deflection µ ≡ (1−cos θ)/2 (roughly as µ−2 for elastic interac-
tions, µ−2W−2 for inelastic collisions and as W−1 for bremsstrahlung emission).
This fact can be exploited to split the interactions into two categories, soft and
hard, which can be simulated differently to diminish the effective number of
interactions. To this end, two energy-dependent cutoffs are introduced: Wc,
for the energy loss and θc, for the polar scattering angle. On the one hand,
the expected small number of interactions with energy loss and scattering polar
angle larger than Wc and θc, respectively, are called hard, treated discretely and
simulated individually by random sampling from the corresponding restricted
DCS. On the other hand, interactions with W and θ lower than their cutoffs,
the large majority of the processes, are called soft and their accumulated angu-
lar deflection in a step between two successive hard interactions are accounted
for approximate multiple-scattering distributions valid beyond the continuous
slowing down approximation (CSDA assumes that the particle’s energy loss is
continuous with a rate equal to the stopping power). The spatial displacement
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at the end of a step is determined by using the so-called random-hinge algo-
rithm [41]. The combined effect of all the soft interactions that occur between
two consecutive hard collisions is accounted for by means of a single artificial
soft interaction, a hinge, in which the particle is deflected and its energy is
reduced. Notice that the secondary particles produced by soft collisions are
disregarded. The position of the hinge is sampled uniformly along the step and
after the hinge the particle moves the remaining distance in the new direction.
In this way, each step is divided into two segments. This algorithm allows a
very important simplification of the simulation code and has been shown to
provide accurate values of relevant angular and spatial moments. Moreover, in
the vicinity of interfaces separating two different materials, the step is simply
truncated. For further details, the reader is referred to the excellent manual of
PENELOPE [7] and to a general description of class II algorithms [42].
In PENELOPE, but unlike most other general-purpose Monte Carlo codes,
the generation of electron and positron tracks is systematically performed by
means of a mixed (class II) algorithm for all interactions. This scheme is more
accurate and numerically stable than purely condensed (class I) schemes.
The energy-dependent cutoffs Wc and θc are determined internally using
four energy-independent simulation parameters specified by the user for each
material in the geometry. It is important to note that both the accuracy and
efficiency of the simulation strongly depend on these parameters.
For energy-loss events, two simulation parameters should be defined in eV:
Wcc, for inelastic collisions, and Wcr, for bremsstrahlung radiative events, such
that processes with W lower than Wcc or Wcr are considered soft interactions.
Internally, the values of these parameters are used to compute the corresponding
hard mean free paths, i.e. the average distance between two hard energy-loss
interactions. The threshold energies Wcc and Wcr have a visible effect on simu-
lated energy spectra and hence they both should be smaller than the energy bin
width, but in this case they have a mild effect on the accuracy of the results. Due
to the rapidly decreasing dependence on W of the inelastic and bremsstrahlung
DCS, they also have a weak effect on the simulation speed for energies higher
than about 100 keV. However, Wcc and Wcr should not be too large. Firstly,
because for consistency they must be smaller than the corresponding Eabs in
a given material. And secondly, because larger values imply longer steps be-
tween hard interactions and thus a smaller number of them, what could affect
the reliability of the approximate description of energy-straggling distributions
(see below). The recommended value for these cutoff energies is the lower of
5 keV and one hundredth of the initial energy of primary particles [7]. The
reason for this rule is that in this case the number of hard interactions is sta-
tistically sufficient and the simulation speed remains practically constant when
they are given larger values. Finally, notice that Wcr, unlike Wcc, cannot be
set to zero because the Bremsstrahlung emission DCS diverges at zero photon
energy. In order to perform almost detailed simulations of radiative events, a
negative value of Wcr can be defined so that Wcr is internally set to 10 eV and
the emission of photons with lower energy disregarded (see below).
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The mean free path between two hard elastic events, λ
(h)
el , which in turn fixes
the cutoff deflection angle θc, which separates soft and hard elastic interactions,
is determined by two user parameters, C1 and C2. The former sets an upper limit
to the average angular deflection at the end of a step of length equal to the hard
elastic mean free path, 1−〈cos θ〉 ≤ C1. The latter limits the average fractional
energy loss along the step, 〈E0−E〉 ≤ C2E0. Provided the values of C1 and C2
are not too large, they have a very low effect on the accuracy of the results but
it is worth noting that an increase of these parameters results in an increase in
both λ
(h)
el and θc and hence affect the computer time needed to simulate each
electron and positron track. Moreover, they act on different energy domains. In
fact, C1 influences the simulation speed only at intermediate energies, typically
less than 10 MeV, where λ
(h)
el is almost insensitive to C2. However, at high
energies, the simulation speed is practically controlled by C2. At low energies,
say less than 10 keV, the hard elastic mean free path is equal to the elastic one,
θc = 0 and the simulation is purely detailed. The recommended values of C1
and C2 are small, typically in the range between 0 and 0.05, without exceeding
0.2, but larger values can be adopted after a study of their effect on the accuracy
and speed of the simulation by performing short test runs.
In class II scheme, the angular deflection and lateral displacement due to
soft interactions along a step of length s, must be sampled on the fly, in princi-
ple, from the exact Lewis multiple-scattering distribution [39][43, 44]. However,
the latter is not appropriate for Monte Carlo simulations, since it is a Legendre
expansion which converges very slowly and the sum varies rapidly with s. A
possible solution to this problem is to realise that for small angles the multiple-
scattering distribution does not differ substantially from a Gaussian distribution
with known mean and variance [45][41]. Unfortunately, the small-angle approx-
imation is only applicable in a few cases. A more practical approach consists
in exploiting the fact that the angular distribution become nearly Gaussian, i.e.
it is accurately determined by its mean and variance only, when the particle
undergoes about ten or more interactions. Therefore, in this case, it is not
necessary to use the exact distribution because a simpler artificial distribution,
with the correct mean and variance, can be employed instead (see chapter 4
of the PENELOPE manual). A similar method is used to simulate soft energy
losses. Indeed, the multiple-scattering distribution of the energy loss satisfies
the Landau transport equation [46], but and exact solution to this equation is
not necessary if the number of soft interactions is large enough. In this case,
the energy loss distribution is again nearly Gaussian, with known and calcu-
lable mean and variance, and other details of the distribution are irrelevant.
Therefore, a simpler, artificial but equivalent energy loss distribution, suitable
for Monte Carlo simulations, can be used to sample the energy loss in a step
due to soft inelastic interactions (see Chapter 4 of the PENELOPE manual).
In this way, PENELOPE, simulates the combined effect of all soft elastic and
inelastic collisions that occur between two hard interactions.
In critical geometries, for example, for thin bodies or backscattering, the
condition for the applicability of the approximate energy loss and angular de-
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flection distributions could not be met. However, by limiting the step length
by defining the user parameter smax, the maximum step length, it is possible
to guarantee that the number of steps per primary track within the material
is large enough to wash out the details of the artificial distributions. The re-
liability of a simulation rests on this condition. Moreover, the quantities that
define the multiple-scattering distributions, like the hard and transport mean
free paths, depend on the energy of the particle, which decreases along a step
due to the soft collisions. In order to properly take into account this variation
in our class II scheme, the energy loss due to soft interactions must be bounded.
In Penelope, this is done internally by setting the parameter smax equal to four
times the hard mean free path so that if the sampled step length is longer than
smax, it is truncated by imposing a so-called delta interaction which does noth-
ing but stops the particle and the program flow [40]. Therefore, smax only needs
to be modified in the case of thin bodies and a value of the order of one tenth
of the minimal thickness of the body is usually adequate [7].
As it is said before, the parameters Eabs, C1, C2, Wcc, Wcr and smax de-
termine the simulation speed in such a way that the simulation slows down if
any of them is reduced; i.e. the larger their values, the faster will be the simu-
lation because more soft interactions are merged together. However, they also
determine the accuracy of the simulation so that for obtaining precise results,
these parameters should have small values, for example, ∼ 0.01 for C1 and C2.
Since the threshold energies Wcc and Wcr mainly affect the simulated energy
distribution, too large values could distort it. In practice, the energy distribu-
tions are insensitive to these cutoff energies provided they are smaller than the
desired energy resolution.
An important advantage of this class II scheme is that it produces a fully
analogue simulation, nominally exact, of elastic and inelastic collisions, in the
limiting case when the parameters Wcc, C1 and C2 are set to zero. As mentioned
above, an almost detailed simulation of radiative events is obtained by setting
a negative value of Wcr, for example Wcr = −10 eV. Therefore, the user can
verify both the accuracy and stability under changing the values of the user
parameters by comparing simulation results with those of a detailed simulation.
It has been verified that the results are nearly insensitive to the user parameters
provided their values are not too large.
3.3. PENELOPE Main
PENELOPE in itself is not a simulation program that can be used for Monte
Carlo simulations. It merely provides the code necessary to simulate the trans-
port of a particle inside materials. It is the responsibility of the user to create
a code from the sources which governs the simulation, keeps track of secondary
particles, monitors the deposited energy, etc; i.e. a MAIN program. Therefore,
it takes some time to write a new simulation program for a specific simulation
problem. The new code has to be tested and verified and that can also take
significant time.
In principle, the user should provide a MAIN program for each specific geom-
etry. However, the PENELOPE distribution package includes various examples
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of MAIN programs for simple geometries (slab and cylindrical) and for general
quadric geometries, with limited scoring and variance reduction options, the
so-called PENMAIN. This is a generic main program that performs simulations
of electron-photon transport in complex material structures. PENMAIN is de-
vised to allow occasional users to employ PENELOPE without having to write
their own main program. The geometry of the material system is described
by means of the package PENGEOM, which is able to handle complicated ge-
ometries very efficiently. The operation of PENMAIN is completely controlled
from the input data files. Although it is impossible to cover all possible cases
with a ”closed” program, PENMAIN is flexible enough to solve a broad class of
practical problems. The reader may consult the PENELOPE manual [7] for a
detailed discussion of the precise rules to create geometry and input data files.
In the rest of this section, we touch on some practical aspects of the operation
of the PENELOPE system. We start with a brief description of the general
guidelines on how to run the code:
1. Write your own or modify the provided Main program in Fortran.
2. Prepare the necessary ASCII input data files to describe the geometry,
the corresponding materials and the physical characteristics of the exper-
imental arrangement to be simulated.
– The program material.f is used for the material data file preparation.
– Auxiliary programs such as gview2d and gview3d may be used to check
the correctness of the geometry data file.
3. Compile and link the Main program with the PENELOPE subroutines.
4. Run the executable with the input data files.
A dump/resume option allows the user to stop the simulation at any time and
to resume it from the last dumping point in a completely consistent way. The
program can also write simulation results in the output files at regular time
intervals. This option is useful to check the progress of long simulations. It also
allows running the program with a long execution time and stopping it when
the required statistical uncertainty has been reached.
The input data files that the user has to prepare are the following:
• The file.mat to describe the materials used in the system.
• The file.geo to describe the geometry of the system.
• The file.in to initiate various parameters (number of showers, detectors
used, source type and energy, number of bins, etc)
Simulation results, like fluency, dose or absorbed energy, are computed by means
of the corresponding detectors. Several types of detectors are included in the
PENELOPE code in order to record various parameters and distributions:
• Impact detectors, which keep track of the main characteristics of the par-
ticles coming in the detector.
• Energy deposition detectors, which registers the energy of a particle that
is deposited in the detector.
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• Dose enclosure, which record the dose distribution within a specific system
volume.
The physical results of the simulation are saved in several output data files.
Two general types of output files are produced by PENELOPE:
• Files with the main parameters of the simulation and several useful infor-
mation such as average values of physical quantities (e.g. penmain.dat).
• Files with space or energy distributions for various parameters, such as en-
ergy distribution of the deposited energy on a detector (e.g. pm spc end-
det.dat).
Finally, the PENELOPE package includes some auxiliary programs and scripts
such as:
• The program shower.f for the visual representation of the simulation in
real time.
• The program tables.f for the creation of tables of energy dependent
quantities such as linear attenuation coefficients, etc.
• A set of gnuplot [47] scripts for the the graphical representation of the
energy dependent quantities.
3.4. Shortcomings of PENELOPE
Unfortunately, despite of all the great features implemented in the PENE-
LOPE code, it has some shortcomings which prevent it from being used in
fast, large-scale and time-consuming applications, such as clinical high-precision
dosimetry based on medical imaging and other aspects of medical radiation
physics, among others, which are the main aim of this work. The major limita-
tions of the PENELOPE system are as follows. Firstly, PENELOPE has been
written mostly in Fortran 77, a somewhat old-fashioned programming language.
As a consequence, it has been becoming increasingly difficult to maintain and
optimise. For example, the code is filled with goto instructions, which is not
object oriented programming and very hard to port to acceleration hardware
such as GPGPUs. Secondly, PENELOPE and its provided main program are
not easily extensible to other particles, sources, geometries or tallies needed
by the users. Thirdly, it does not support multithreading nor multiprocessing
technologies for parallel execution. This is a crucial requirement for a Monte
Carlo simulation code to be systematically used in everyday clinical practice.
Finally, reading and processing of DICOM clinical images is also not supported.
However, this should be a key feature of any simulation code in medical physics.
4. Material and Methods
In order to overcome the limitations enumerated in section 3.4, we have cre-
ated PenRed. The goals behind the development of this software for Monte
15
Carlo simulations of the passage of radiation through matter are extensibility,
easy of maintenance, transparency of the design, modularity and specially per-
formance. Since we know that an Object Oriented (OO) approach facilitates
the achievement of these objectives, PenRed has been written in C++ using
modern object-oriented techniques. The C++ is the de facto standard for OO
programming, has a high performance, is a highly optimizable language, is well
known in the scientific community and has big commercial support. These fea-
tures allow us to create a Monte Carlo framework easy to maintain and optimise,
completely modular and easily extensible. Therefore, the user of PenRed must
know some elements of C++ in order to get the best from this software. In
addition, PenRed supports both multithreading and multiprocessing and is ca-
pable of processing DICOM images using the DICOM toolkit (DCMTK) library
[48]. Our framework includes a complete rewriting of the PENELOPE For-
tran physics functions using advanced C++ classes and modern object-oriented
techniques. Consequently, the whole discussion and conclusions on PENELOPE
physics and simulation parameters of section 3 above are inherited by the physics
implemented in PenRed.
4.1. PenRed tracking
As discussed in section 3.2, a strong simplification of the tracking of charged
particles in Class II schemes can be achieved by using the random hinge method.
Indeed, in this way the simulation of all kinds of particles (photons, electrons and
positrons) follows the usual detailed procedure, i.e. the transported particles
move in straight steps, and the energy and direction of motion change only
through discrete events, hard interactions and hinges, simulated in chronological
succession in each history. The basic algorithm for the generation of random
histories is shown in figure 1, where colours represent the different PenRed
components that handle each step of a detailed simulation. Each component
type (geometry, particle, etc.) has a predefined and common interface shared
with all components of the same type. Thus new components of any type can be
added so that they will be compatible with the existing ones without having to
modify their source code. Moreover, depending on the main program structure,
it is possible to add new components without modifying the main program code,
as we will see below.
In this section we will briefly describe the basic simulation algorithm depicted
in figure 1, which is a simplified instance of the implementation of the main
program provided in the PenRed package. A complete detailed description of
the PenRed main program can be found in the documentation. Firstly, the
program must initialise the databases required for the simulation, i.e. material,
geometry and context information. Material and geometry databases store,
respectively, the specific information for each material such as cross sections,
ranges, etc. and the geometry where the particles move in the simulation.
Both components are stored in the context class, which wraps all the constant
information required by the simulation.
In addition, users commonly need a configurable method to initialise the
states of the particles. A particle state is a data structure that contains all the
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Figure 1: Basic flow diagram of the PenRed main program. For more details and a complete
description of the flow chart, see the text.
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necessary information to characterise a particle and its position in the geometry
system. A basic state includes its position ~r = (X, Y, Z), energy E, direction of
motion dˆ = (U, V, W), particle age, geometry body and material indexes (IBODY
and MAT, respectively) where the particle moves, statistical weight (WGHT) and
particle label array (ILB[5]). The latter two state variables must be set to
WGHT = 1 and ILB[0] = 1, respectively, for a primary particle. On the other
hand, the body and material indexes depend on the geometry component, and
must be assigned using the geometry method locate. This basic state can be
extended to fit other particle needs. For example, to simulate PENELOPE
polarised photons, we use an extended state with an active polarisation flag
(IPOL), and three variables to specify their polarisation state by means of the
Stokes parameters SP1, SP2 and SP3. Notice that a particle class contains a
particle state, but a state is only a structure with the data listed above, but
it is not a particle class itself. Thus, these states must be copied to particle
instances to start the simulation, as we will explain below.
In order to generate particle states, PenRed uses the particle source class,
which provides configurable methods to sample particle states. As we can seen
in figure 1, particle samplers register the geometry during the initialisation
step. Therefore, particle sources can assign the body and material indexes to
the particle state using the locate method. A more detailed information about
particle state samplers can be found in section 4.2.2.
Once all databases have been loaded, the next step is to create the particle
instances to be simulated. These are handled by a particle class which requires
that a context be constructed and stored as a constant object to be accessible
within all particle methods.
Since users can define multiple particle sources, the next stage is to begin a
for-loop over all sources. Each iteration will finish when the number of simulated
histories of the current source (Ns) reaches the required total number of histories
(NTOTs). Inside the body of this loop, the program uses the particle source
component to sample the initial state of the next particle to be simulated. Notice
that, in addition to the particle state, the sample function will return the shift
of the history counter. In other words, an increment of 1 is not assumed because
some samplers may create multiple states in the same history or skip more than
one history between consecutive sample calls. Two examples of this are samplers
that use splitting on primary particles or read particle states from a phase space
file. Therefore, the new history counter is given by
Ns = Ns + ∆N (1)
At this point, a particle state ready to be simulated has been created. This
state is set to the particle class to begin the simulation. Then, a call to the start
method initialises the required variables depending on the particle type. After
that, the simulation starts by calling the jump method, which calculates the
step length (s) to the next interaction, i.e. the length of the next track step. As
in PENELOPE, the distance s is set by random sampling from the exponential
distribution p(s) = λ−1T exp(−s/λT ), where λT is the total mean free path
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for particles of energy E. To clarify this concept, consider for example that
there are two interaction mechanisms with total cross sections σA and σB . The
inverse mean free path associated with each mechanism is λ−1i = N σi , where
i = A,B, and N the density of targets (atoms or molecules) in the material.
Therefore, the inverse total mean free path, the interaction probability per unit
of path length, is given by λ−1T = λ
−1
A + λ
−1
B . Finally, the sampling of s from
p(s) is done using ξ, a random number uniformly distributed in the interval
(0, 1), which is defined as s = −λT ln ξ. As seen in section 3.2, for electrons
and positrons, s will never exceed the value DSMAX, which is specified by the
user for each material or body during the configuration. For photons, DSMAX
has no effect. The rationale for the introduction of this parameter that limits
the step length is discussed in section 3.2.
Once the distance to travel to the next interaction through the current ma-
terial has been determined, the next step is to move the particle. To achieve
this purpose, all particles have a method named move, which implementation is
common to all particle types. Internally, the move method calls the geometry
method step. Furthermore, it handles the particle age increment and the soft
energy loss, which simplifies new particle implementation and usage. The step
method of any geometry (quadric, voxel or other) must displace the particle
from the current position ~r = (X, Y, Z) to the final position ~r + s dˆ, a free flight
of length s in the direction dˆ. However, this method must check if any inter-
face will be crossed by the particle during its flight. Any change of material or
detector is considered an interface. If this is the case, the particle is stopped at
the first crossed interface and the output variable NCROSS incremented, i.e. it
is set to a value greater than zero. Moreover, if, after entering a new material,
this is void (MAT = 0), the step method must try to skip the void and move the
particle to the next non-void material interface. If no non-void material can be
found in the direction of propagation, the particle will be moved an “infinite”
distance through the void region and it will leave the system. It is worth noting
that if the initial material is the void, the particle is moved to the first region
with MAT > 0, or leaves the system.
After the particle free flight, the value of NCROSS must be checked. A
NCROSS = 0 means that the particle has not crossed any interface and thus
the next step is to simulate an interaction or hinge with the material. The lat-
ter is handled by the knock particle method, where interaction or hinge selection,
energy losses, modifications of the direction of motion and secondary particle
generation are usually performed. Since after a call to the knock method the
particle could lose energy, it is necessary to check whether its energy is below
the absorption one. In such case, the particle is absorbed locally i.e. deposits all
its remaining energy at the position ~r. Otherwise, the flow returns to the jump
step and the procedure is repeated until the particle crosses an interface or it
is absorbed. It is important to bear in mind that the jump and knock methods
must be called with an energy larger than the absorption one but lower than
the maximum, in order to perform a correct interpolation of the cross sections.
This condition must be verified at the start of a new primary or secondary track
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by calling the particle method start.
On the other hand, a NCROSS greater than zero means that the particle has
crossed an interface. If the material after crossing the interface is a non-void
material, the flow must return to the start call to continue the simulation of
the track in the new material. If the particle remains in a void region, it has
escaped from the geometry system.
Regardless of whether the particle has escaped or has been absorbed, its
track ends. The next step must be to check if there are any secondary parti-
cles to simulate. If this is the case, their states have been previously stored in
particle state stacks. If the stacks are not empty, a stored state is set to the
particle class and the flow returns to the start call. Otherwise, if the number of
histories simulated (Ns) is lower than the target number of histories (NTOTs),
the program will return to the state sampling. However, if the number of sim-
ulated histories has reached the required number, the simulation of this source
is considered finished. This loop will be repeated for every source specified in
the input file to, finally, complete the simulation.
The algorithm described above performs the simulation of the radiation
transport, but it does not extract any output data from it. To solve this problem,
the main program must include some tallies to store the quantities of interest.
The PenRed package includes several tallies and a mechanism to allow the user
to create and integrate new tallies without any change in the main program nor
in other components. These tallies are handled by a tally class, which basic
functions will be briefly described below. However, a detailed description of all
components can be found at the provided manual and examples.
The tally class has a set of methods that will be called automatically at
different parts of the algorithm, where some relevant events take place, as can
be seen in figure 2. Some of these methods are the following:
• tally beginSim: Called when simulation begins.
• tally endSim: Called when simulation ends.
• tally beginHist: Called when a new history begins.
• tally endHist: Called when a history ends, i.e. both the primary particle
and all its secondary particles have been simulated.
• tally beginPart: Called when a new particle simulation loop starts.
• tally endPart: Called when a particle simulation loop ends, for both
primary and secondary particles.
• tally Eloss: Called when a particle loses energy locally. For example,
when the particle interact with the material or is absorbed.
• tally step: Called after a call to the step method during the particle
simulation.
• tally interfCross: Called when a particle crosses an interface.
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Figure 2: Basic flow diagram of the PenRed main program including tallies. For more details
and a complete description of the flow chart, see the text.
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• tally matChange: Called when the particle enters a new material.
• tally jump: Called immediately after a call to the jump method.
• tally knock: Called immediately after a call to the knock method.
Notice that, for the sake of simplicity, the example being discussed here does
not include all the possible methods nor does it handle all simulation issues. For
example, the positron annihilation or if the source generates a particle in a void
region are not considered.
The main idea of this approach is that any user can implement his/her own
tally by creating a derived class of the base tally class and implementing the
methods listed above. Thus, it is not at all necessary to modify the provided
main code and other PenRed components. However, our recommendation is
that not all methods should be implemented; implement only those required to
tally the desired information to be extracted from the simulation.
4.2. Code system
The PenRed code system avoids dependence on auxiliary libraries and exter-
nal utilities, except for the DCMTK library. PenRed consists of the components
represented in figure 3.
Figure 3: Basic framework components and their dependencies. All components are extensible
by creating derived classes and can be integrated with no modification of other components.
See the text for details.
All these components can be extended or created via derived classes of the
provided abstract classes. In fact, PENELOPE physics and geometries have
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been implemented in PenRed using this method. These abstract classes pro-
vide the minimum common interface required to ensure that new components
are compatible with other PenRed components. In the following subsections,
these components are briefly explained. However, a more detailed description
is provided in the package documentation.
4.2.1. Kernel components
Kernel components include, by default, the physics and geometries imple-
mented in the original PENELOPE code system. However, the user can extend
them by creating new particles, states, material types etc, as shown below.
Moreover, PenRed includes a common library to parse configuration data in
order to unify input files. The data format adopted in PenRed is similar to
the Unix filesystem path representation. For instance, the following lines of a
configuration file tell our main program to use a quadric geometry defined in
the file disc.geo,
1 geometry/ type ”PEN QUAD”
2 geometry/ f i l ename ” d i s c . geo ”
Listing 1: Internal data format
More examples can be found in the examples folder of the PenRed package.
Following is a brief description of these components and their function in the
PenRed framework.
Particle state
Let us begin with the most basic component, the particle state. This com-
ponent store all the required information to characterise the state and position
of a particle in the geometry system. As has been said in section 4.1, the basic
particle state includes the following variables,
• (X,Y,Z): Particle position in cm.
• (U,V,W): Direction cosines.
• E: Particle energy in eV units.
• PAGE: Particle age in seconds.
• IPAGE: Flag to control if the particle age must be recorded.
• WGHT: Particle weight, which can be modified when variance reduction
techniques are used (see section 4.2.4).
• ILB: Particle metadata array. This array stores the same information as
in the original PENELOPE code.
• IBODY: Body index in the geometry system.
• MAT: Material index in the geometry system.
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If the user needs to store more information for his/her custom particles, we
strongly recommend to create a derived class of the provided base particle state.
This procedure ensures that the new state will be compatible with existing and
future PenRed components. An example of derived state is the used for photons,
which includes polarisation information.
Geometries
The next component to consider is the geometry, which defines and handles
the particle motion across the geometry system. The basic geometry interface
requires several auxiliary functions that must be implemented in each new ge-
ometry. However, most of these functions are common to similar geometries, for
example, body and mesh based geometries. Therefore, to simplify the creation
of new geometry types, PenRed provides an extra abstraction layer consisting of
two categories: the body and mesh based geometries. Both types are abstract
derived classes from the base geometry interface, and provide simplified inter-
faces to create geometries based on bodies and meshes respectively. Using these
middleware classes, the user just needs to implement the configure, step and lo-
cate methods, which handle the geometry initialisation, the particle movement
and the determination of the body and material indexes at the particle position,
respectively. However, the user can implement his/her own geometry compo-
nent from scratch using the basic geometry interface. One example of a body
based geometry implementation can be found in the pen quadric geometry class,
which implements the original PENELOPE geometry based on quadrics [7]. For
mesh geometries, an example can be found in the pen voxelized geometry class,
which implements a geometry formed from a mesh of regular prisms or voxels.
It is possible to create a new geometry type combining two or more geometries
with the same or different types. For instance, a combined quadric-voxel based
geometry can be created, like in PenEasy [49]. It is intended to create a base
class for combined geometry types in future versions of PenRed.
Notice that the geometries only use the information provided by the basic
particle state, and hence they can be called by any particle class regardless of
their state type. It is worth recalling that geometry components should not
change their state during the simulation i.e. geometry components must be
considered as read only databases. This soft requirement is imposed in order to
support multi-threading capabilities. Indeed, possible race conditions must be
avoided when multiple threads access the same geometry.
Materials and context
Consider now the first read-only component, the material. They are intended
to store all material specific information, such as mean free paths, absorption
energies, density, etc. Therefore, after the initialisation phase, materials are
considered as read only databases.
Materials and geometries are stored in a context, which serves as a container
to integrate together materials, geometry and other auxiliary components or
data. When a new context is implemented, a base material type compatible
with it must be specified. Nevertheless, this context will be compatible also with
24
materials derived of, or convertible to, base material types. Consequently, the
functionality of existing contexts can be easily extended by creating a derived
material with the information required for new interactions or particles. By
contrast, the geometry stored in a context can be any of those derived from the
basic geometry interface.
Therefore, a context stores all the essential information for particle simula-
tions and, like geometries and materials, serves as a read only database after
the initialisation. For this reason, it should not change its state, i.e. the val-
ues of its variables, during the simulation. This limitation does not impose
a real restriction and allows PenRed to efficiently implement multi-threading
capabilities.
Particles
The components described above provide all the needed system and physics
information for particles. This component requires a context as constructor
argument, from which particles will receive all the necessary information to
interact with materials and move across the geometry system. This is reason
why particles are compatible only with a specific context type. However, this
compatibility is inherited by derived classes of the base context. Moreover, each
particle has a base compatible particle state but, as previously, it will also be
compatible with derived state types.
The function of the particles component is to handle all simulation aspects,
like the determination of the step length to the next hard interaction or hinge
(JUMP), interactions with the corresponding energy loss, angular deflection and
production of secondary particles (KNOCK), particle soft energy loss along the
step, etc. See the documentation for a detailed description of their methods and
variables. As mentioned above, PenRed implements the particles used in the
original PENELOPE code, i.e. electrons, photons and positrons, including all
their physics.
Interactions
Finally, the last kernel component is the interaction, which are auxiliary
components used to implement particle interactions. They may be avoided
because the interactions can be implemented directly within the KNOCK and
JUMP methods. However, the use of interaction classes can help the user to
create a much cleaner and readable code.
4.2.2. Particle state generators
Particle state generators create the state of initial particles using, generally,
a random sampler. In PenRed, the samplers have been divided into the following
different types,
• Spatial samplers: Perform the sampling of particle position (variables
X,Y,Z).
• Energy samplers: Sample the initial energy (E).
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• Direction samplers: Sample the initial particle direction (variables U,V,W).
• Time samplers: Set the initial particle age (PAGE).
• Specific samplers: Can sample all state variables. This kind of samplers
are specific for a particular particle state type. An example is the case
of polarised photons, which uses a specific sampler to set the polarisation
parameters.
Spatial, energy, direction and time samplers are considered generic samplers,
because they are common to all particle states. All sampler types have been im-
plemented as independent modules and can be combined with each other. Thus,
the user can create a custom spatial sampler and use it with all existing energy,
direction, time and specific samplers. On the other hand, specific samplers can
be combined with generic ones to delegate partially or totally the generic state
creation and handle only a part of the state. Like all other components, sam-
plers should be implemented as derived classes of the corresponding sampler
base class. For more information about samplers and how to implement them,
see the PenRed package documentation.
4.2.3. Tallies
Tally modules are used to extract information from simulations. To accom-
plish this task, the tally base class contains a set of virtual methods that are
called at specific simulation points to extract the desired information, as seen
in section 4.1 and figure 2. Each time a certain event occurs, the associated
function is called. The data produced by these events is collected by those tal-
lies which implement the corresponding functions. All tallies are handled by a
“cluster” tally class whose function is to wrap simulation tallies and controls
the event calls. This class allows to use different tallies and to incorporate new
ones with no source code modifications. Therefore, in order to implement a new
tally, the user needs to create both the configure method and the correspond-
ing event functions required to gather the quantities of interest for the tally.
PenRed provides several examples of tallies for different purposes. For instance
to measure energy deposition in each material, particle fluence, spatial dose dis-
tribution in a mesh of regular prisms or the angular distribution of emerging
particles. A detailed description of how to implement new tallies can be found
in the PenRed documentation.
Generic tallies access a generic particle state through the argument of the
event functions. However, PenRed also implements a special template class for
tallies which allows specific particle states to be passed as arguments to the
class.
4.2.4. Main program
The PenRed package provides a main program to simulate electrons, pho-
tons and positrons which uses all previous components. The functionality of this
program can be extended by implementing custom samplers, geometries and tal-
lies that will automatically be available in the main program without changing
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a single line of code of the PenRed libraries and the provided main program.
The user only needs to include his/her source files and paths in the appropriate
files according to the sampler, geometry or tally types. See the PenRed docu-
mentation for more information. Nevertheless, in order to add a new particle
it is necessary to slightly modify the PenRed main program or create a new
one. It is possible to create a generic main program to include new particles,
contexts and materials automatically; however, this approach has been avoided
to balance performance and flexibility, as described in the next section 4.3.
In addition to PENELOPE physics, PenRed main program implements the
very same variance reduction techniques as original Fortran code. These are,
for generic simulations, interaction forcing, x-ray and bremsstrahlung splitting.
Then, phase space file based simulations adds particle splitting and Russian
Roulette techniques. For detailed information refers to the documentation.
4.3. Performance and flexibility
In this section the trade-off between performance and flexibility achieved by
the PenRed code is discussed.
As seen in section 4.2, most components must be implemented as derived
classes of the corresponding abstract or interface class. Components with com-
patibility limitations, such us materials and particles, implement a template
class as basic interface to avoid the use of pointers or references to interface
classes as arguments in common methods. These templates obtain the compat-
ible base types as template arguments. The motivation to use this approach is
to ensure two main features. The first feature is safety because, as compatible
types are specified via template arguments, the usage of non compatible types is
forbidden. The second one is performance because this approach improves the
code performance avoiding the implicit up-cast from derived classes to interface
classes and, possibly, some downcast from interface to derived classes. These
casts would be executed billions of times, incurring in an unnecessary overhead.
Thus, the code flexibility without compromising its performance is maintained.
Another problem to consider is that the usage of virtual methods in interface
classes which must be implemented in derived classes, produces a non negligible
overhead [50] in functions that are called continuously during a simulation,
like the particle JUMP and KNOCK methods. In order to partially avoid the
use of virtual tables during the simulation, particles, contexts, materials and
interactions are instantiated and utilised through the final derived class and not
as a pointer to the abstract base class. Moreover, the statement final has been
used on critical functions to avoid the use of virtual function tables. To measure
the effect of this strategy on the performance of PenRed, a detailed profiling
has been carried out in some of the examples provided in the PENELOPE
package. In this analysis, the software Valgrind [51] with the Callgrind tool
[52], which provide a detailed information about the number of instructions
required by each class, function and line of code, have been employed. The most
time-consuming functions for both codes (C++ and Fortran) are the particle
simulation loops, and, within them, the JUMP, STEP and KNOCK subroutines.
The latter represent about 80− 90% of the simulation loop time in the profiled
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examples. For this reason, they have been optimised in PenRed to improve
the simulation speed and compensate for losses due to virtual function calls,
which make up about 5% of the loop total execution time in some examples.
However, this percentage depends strongly on the configuration and geometry
of the simulation.
The next issue to be discussed is the presence of global variables and modules
in the original Fortran code, which prevents an efficient use of multi-threading
parallelization. In the PenRed code, all these global variables have been dis-
tributed into the corresponding classes as member variables. Moreover, related
variables which are employed together in many computations have been grouped
into appropriate structures to improve memory access and cache usage. This
technique has been used, for example, in particle states and quadric body and
surface definitions.
Taken into account the previous considerations and the code restructuring
discussed in section 4.2.1, PenRed fulfils all the prerequisites for implementing
an efficient parallelization, as explained further below.
Parallelism
With regard to parallelism capabilities, both the PenRed framework and its
provided main program support multi-threading and multi-processing. Multi-
threading is implemented by means of standard C++ threads, thus it does not
require any non standard library. Furthermore, this kind of parallelism has
been implemented to ensure that any new component (tally, particle source,
geometry, etc) added to the original package will be automatically compatible
with multi-thread executions. The only requirement for tallies is that the user
must specify how to sum up the data of two independent tallies by defining the
method sumtally, which takes a tally of the same type as argument.
The simulation parallelization follows the following procedure. First of all,
each thread requires a number of histories to be simulated for each source
(nhistssth). This number is calculated from the division of the number of his-
tories to simulate for a given source (nhistsstotal) by the number of threads
(nthreads).
nhistssth =
nhistsstotal
nthreads
(2)
where the superscript s, specifies the source and the subscript th, is the
thread index. Secondly, each thread receives the very same simulation context,
a set of unique initial seeds to create a private random generator, a particle
source generator and a private tally cluster to retrieve thread-based measures.
Once each thread has the necessary data, they will create and simulate its cor-
responding number of particles to finally sum the results of tallies. It should be
remembered that contexts, materials and geometries are read only databases,
thus threads can share these components without caring about race conditions.
However, other components necessitate a careful study to avoid statistical cor-
relations and race conditions when multiple threads access them.
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Regarding random number generators, it has to be assured that each thread
follows an independent random number chain. This can be accomplished by
assigning the initial seeds by means of the rand0 routine, which ensures a sepa-
ration between random chains of 1014. These seeds are provided in the original
Fortran package and have been obtained using the program presented in [53].
For particle source generators, special care should be taken to ensure that
these components are thread-safe. As explained in section 4.2, there exist two
kind of generators, generic and specific. The former are implemented through
constant methods by the user. They can be called concurrently because only
changes on the particle state and not in the source state itself are permit-
ted. Nevertheless, to allow the implementation of more general sources, specific
sources can change their own state. Therefore, for specific sources, the thread-
safe condition must be ensured by the programmer.
As regards tallies, each thread has its own and private tally cluster. There-
fore, it is completely safe to write on tallies using multiple threads. When the
simulation ends, the main thread will add up all tallies using the correspond-
ing sumtally functions. The total time needed to sum the tallies is negligible
and hence it is not necessary any parallelization on this step. The study and
implementation of higher post-processing requirements are left for future work.
In addition to race conditions, the code should avoid the problem of false
sharing [54]. In PenRed, this effect could occur when certain data is accessed
by a thread and another one modifies some data in the same cache block. This
would force the first thread to update its cache line even if the accessed value
has not changed, what would produce a performance drop due to extra memory
accesses. In order to check this effect we have performed a simple test where the
code stores the random generators of each thread in a contiguous array. This
approach achieves a speed-up of 1.6 with 2 threads. By contrast, the actual
code creates the random generators within each thread to avoid false sharing
and achieves a speed-up in the range 1.92− 2.0, in the same machine and with
identical simulation parameters.
Consider now the multi-processing capabilities of PenRed. Multi-processing
has been implemented by means of the Message-Passing Interface (MPI) stan-
dard to support executions on distributed memory systems, such as node clus-
ters. PenRed MPI implementation is completely compatible with the multi-
threading discussed above and can be used together. Taking into account both
kinds of parallelism, a generic execution involves np MPI processes, each with
nth threads. Accordingly, each MPI process requires a set of random initial
seeds to initialise its local threads. PenRed main program assigns a range of
seeds to each MPI process according to the following rule,
[ p · nthreads, (p+ 1) · nthreads) (3)
where p is the process identifier or rank, and nthreads is the number of
threads per MPI process. As with thread history splitting, in an MPI execution
the number of histories to be simulated on each MPI process is calculated as,
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nhistssp =
nhistsstotal
np
(4)
Therefore, the number of histories to be simulated in each process is di-
vided between the local threads according to equation 2. Subsequently, the
program follows the same flow as in the case of multi-threading or single thread
simulations, until all partial simulations are completed. After that, the simu-
lation results of each MPI process are stored in the tally cluster corresponding
to thread number 0. The final step is to add the partial results of all MPI
processes following a binary tree scheme as shown in figure 4. To send tally
results between threads, PenRed uses a custom library designed to perform bi-
nary dumps of the state of the simulation. Such a dump provides a checkpoint
to resume a stopped simulation. Furthermore, this mechanism is used by the
MPI post-processing step to transfer the simulation results between processes
as binary dumps. The dump is received by the corresponding process, loaded
into an auxiliary tally cluster and added to the tally sum by calling the sumtally
functions, as in multi-threading post-processing.
Figure 4: Scheme of the reduce operation used to add the partial simulation results of all MPI
processes.
Notice that all the tallies that define the function sumtally will automati-
cally be compatible with both kinds of parallelism, multi-threading and MPI.
The reason to choose this approach, instead of letting the MPI compatibility
to be handled by each tally, is that it produces a negligible overhead in the
post-processing step and allows the user to fully exploit the parallelism pro-
vided by PenRed in custom modules even without any knowledge of parallel
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programming.
Both kinds of parallelism can be enabled or disabled using configuration
options in the compilation step which, for example, allows the user to avoid the
installation of an MPI implementation.
4.4. DICOMs
Besides flexibility and performance, another requirement to perform fast and
adaptable Monte Carlo simulations for medical applications is the capability
to read and process medical images. These images are usually stored using
the international standard of Digital Imaging and Communications in Medicine
(DICOM) [55]. This is the standard supported by PenRed, as described below.
To offer support for this image format, PenRed uses the open-source DICOM
ToolKit (DCMTK) to extract data from DICOM files. This library can be found
in most linux repositories and on github [48]. PenRed implements a DICOM
module to read data from DICOM files and a DICOM geometry module to
convert it automatically to a voxel geometry, i.e. a 3-dimensional grid formed
by tiny parallelepipeds of equal size, ready to simulate. By employing these
modules and the provided main program, the user only needs to specify some
calibration information and the path to the directory where the DICOM images
are stored, to use a DICOM image as a geometry. The tracking algorithm for
voxel geometries is based on the PENCT [56] and PenEasy [49] programs.
At the moment, the allowed image modalities are Computed Tomography
(CT), Ultrasound (US), Radiotherapy Structure Set (RTSTRUCT) and Radio-
therapy Plan (RTPLAN). Since DICOM images can be generated by different
types of medical scanners, specific information is needed to perform the conver-
sion from DICOM units to material and density. For example, on CT images,
the relationship between Hounsfield units (HU) and density (g/cm3) is deter-
mined by a conversion polynomial whose coefficients should be obtained from
a scanner calibration. The user must usually specify density intervals to assign
a material for each voxel. However, density and material can be assigned us-
ing image contour information which specifies a density and material to one or
more DICOM contours. On the other hand, the only way to assign material
and densities to US images is via contours. Positron Emission Tomography
(PET) images (PT modality) have currently no utility in the PenRed frame-
work. However, in a future version a specific source module designed to convert
PET images into spatial particle sources will be included in PenRed.
5. Results
In this section, a collection of tests designed to verify the functionality of
the PenRed framework are presented. The tests include checking whether all
the results of the examples of the original PENELOPE Fortran code are repro-
duced, verifying multi-threading capabilities and validating the processing of
voxel/DICOM geometries by reproducing a GEANT4 DICOM example.
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The results of the MPI tests will not be described here because their con-
clusions and figures are completely equivalent to those obtained from the multi-
threading analysis (see section 5.3). Moreover, as MPI processes communicate
between each other only in the post-processing step, and its contribution to the
total simulation time is completely negligible, it is useless to discuss a scala-
bility analysis of MPI executions. In fact, the scalability, in simulations with
negligible tally sum processing time, is determined by the slowest process and
it is approximately “perfect” on a homogeneous cluster.
For the sake of clarity and easy of reading, only the results from a represen-
tative subset of the whole set of performed tests will be shown. However, the
user can find all the examples with the corresponding materials, geometries and
configuration files in the directory examples of the distribution package and use
them to reproduce our results.
Most of the implemented features for quadric geometries can be validated by
performing the following simulations with penmain: 1-disc-vr, 3-detector
and 5-accelerator-2. For 1-disc-vr, the material system defined in the
geometry file disc.geo, which is represented in figure 5, is a homogeneous
copper cylinder whose radius and height can be set by the user in the geometry
file. The source is a point-like gun that produces a uniform conical beam of
electrons with initial energy 40 keV in the direction of the Z axis with a narrow
semi-aperture of 5 degrees specified in the input file disc.in. The electrons
impact on the cylinder from below. This example has two variants: with and
without variance reduction (VR) techniques. The results of the former will be
presented below so as to check the PenRed implementation of VR methods.
Figure 5: Geometry of the PENELOPE’s 1-disc-vr simulation example. The viewpoint is
along the X axis.
The material system of the example 3-detector, depicted in figure 6, con-
sists of a 2 in × 2 in cylindrical NaI scintillator detector with 0.5−inch Fe
backing. A point-like Co-60 gamma-ray source emits a photon pencil beam in
the −Z direction with equiprobable energies 1.17 and 1.33 MeV. The photons
impinge on the NaI crystal from above. No VR is applied in this example.
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Figure 6: Geometry of the PENELOPE’s 3-detector simulation example. The viewpoint is
along the X axis.
Finally, 5-accelerator simulates a simple electron accelerator and calcu-
lates the dose distribution in a water phantom in two steps. In the first step, a
phase space file (PSF) is generated at a plane beyond the bottom of the accel-
erator head. In the second step, pen main reads initial particle states from that
PSF and produces the dose distribution in the water phantom. The use of a PSF
is of vital importance in medical simulations because it contains a pre-calculated
spectrum generated by radioactive seeds and accelerator beams so that different
configurations of the same medical treatment can be efficiently simulated. This
technique saves huge amounts of computation time in Monte Carlo simulations.
However, this kind of simulations requires continuous access to the disk to read
the particle spectrum from the PSF, which can cause a significant drop in per-
formance and may affect speed-up or scalability in multi-threading simulations.
Therefore, a study of the characteristics of this example is specially interesting.
Notice that in most cases the first step, i.e. the creation of the PSF, does not
require a huge acceleration because the PSF only needs to be generated once
but can be used in multiple simulations. For this reason, in this section we will
focus on the second step, the simulation with the pre-calculated PSF.
The material system for the example 5-accelerator (see figure 7), specified
in the geometry file accelerator.geo, consists of a simple model of electron
accelerator head and a water phantom. The material of the accelerator head is
tungsten, the detector volume is filled with air and the material of the phantom
is water. The PSF at the exit of the accelerator head is generated using a planar
impact detector.
Turning to the validation of the implemented features for voxel geometries,
as mentioned in section 4.4, support for these geometries is necessary to perform
Monte Carlo simulations using medical images. Basic tests consist of converting
quadric geometries to voxel geometries and carrying out the very same simula-
tion on both geometry types. The conversion can be carried out through the
provided utility geo2voxel, which transforms any geometry into a voxel one
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Figure 7: Geometry of the PENELOPE’s 5-accelerator simulation example. The viewpoint
is along the Y axis.
by means of the locate method. The output file contains a voxel geometry
ready to be simulated. We have verified that the results from quadric and voxel
geometries are perfectly compatible within statistical error bars. For the pur-
pose of brevity, we will not discuss the results of these tests here. Our results
however can be easily reproduced by the user using the tools provided in the
package distribution. Instead, a more complete test consisting of a simulation
on a DICOM image, is presented in section 5.2.
To run the tests, we used a single node with two Intel(R) Xeon(R) CPU E5-
2660 v3 @ 2.60 GHz processors, 8 TB of disk storage and 125 GB of memory
RAM. Each of these processors had 10 physical cores with hyper-threading, i.e.
a total of 20 physical and 40 logical threads. The PenRed modules and the
pen main program were compiled using the g++ GNU C++ Compiler version
7.3.1 [57], on a Centos 7.0 Linux operating system.
5.1. PENELOPE examples
In order to validate PenRed, the simulation results from all the setups of
the examples included in the PENELOPE Fortran package were reproduced.
These tests were done using a single thread. The comparison was carried out
by plotting all output files for the corresponding tallies and by a bin-by-bin
analysis of the differences between PENELOPE and PenRed histograms to en-
sure that they were statistically compatible. Notice that particle tracks on both
programs follow in general different paths, in spite of the fact that both the
random generator and initial seeds were the same. The reason is twofold: on
the one hand, the differences in the main program structure, such as the use
of independent stacks for each particle type in PenRed, and on the other hand,
the different round-off errors that occur in the calculation of intersections of
particle trajectories with material interfaces. We have verified that the results
from PENELOPE and PenRed are perfectly equivalent in all the cases studied
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Figure 8: Simulation results of the electron fluence energy distribution integrated over the
detector volume of example 1-disc with variance reduction techniques. The red (dark) colour
represents results from the original PENELOPE code, while green (light) points are the results
from PenRed. Some transparency to PenRed points is applied because both curves overlap.
Error bars enclosure a deviation of 2σ.
and that the differences are usually less than the statistical uncertainties of the
data.
In the first example, 1-disc-vr, interaction forcing techniques were used to
increase both the electron bremmstrahlung emission and hard inelastic collision
probabilities by a factor 2000 and 200, respectively. In addition, a splitting
factor of 2 on bremmstrahlung and x-ray produced photons was applied. The
simulation parameters were Eabs = 1 keV, C1 = C2 = 0.05 and Wcc = Wcr = 1
keV. The cylinder itself is defined as an energy-deposition, impact and angular
detector. The pen main program was run for about 10.9 hours to generate 8×106
histories, which corresponds to a simulation speed of about 204 histories per
second. Figure 8 displays a comparison between the results from PENELOPE
and PenRed of the electron energy distribution of fluence integrated over the
detector volume.
Moreover, figure 9 shows another relevant quantity simulated in this ex-
ample, namely the probability energy distribution of downbound particles, i.e.
those that escape from the material system in the negative Z direction, specified
by the W variable in particle states. The comparison of the simulation results
for the energy distribution of downbound particles is depicted for electrons and
photons.
As can be seen from figs. 8 and 9, the results from PENELOPE and PenRed
are perfectly compatible within statistical error bars. Moreover, the results are
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Figure 9: Downbound probability energy distributions for electrons (up) and photons (down)
simulated in the example 1-disc using VR techniques. The red (dark) colour represents results
from the original PENELOPE code simulations, while green (light) dots are the results from
PenRed. For the sake of clarity, some transparency to PenRed points is applied because both
curves overlap. Error bars enclosure a deviation of 2σ.
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bin-by-bin equivalent with differences that are smaller than statistical errors.
In the example 3-detector, the simulation parameters were Eabs(e
±) = 50
keV, Eabs(γ) = 5 keV, C1 = C2 = 0.1 and Wcc = Wcr = 2 keV. The NaI crystal
is defined as an energy-deposition detector. The pen main program was run for
about 10.6 hours to generate 108 histories, which corresponds to a simulation
speed of about 2, 623 histories per second. Figure 10 displays the comparison
of results of this example for the deposition energy spectrum from both codes,
PENELOPE and PenRed. Again, as is evident from the figures, both codes
produce equivalent results.
In the last PENELOPE example presented here, namely, the 5-accelerator,
the simulation of the PSF previously created in the first step of this test, is per-
formed. The simulation parameters were Eabs(e
±) = 100 keV, Eabs(γ) = 10
keV, C1 = C2 = 0.2 and Wcc = Wcr = 2 keV, for all materials except for the
tungsten slab of the accelerator head for which they were C1 = C2 = 0.1. The
pen main program was run for about 3 hours to generate 2.3 × 106 histories,
which corresponds to a simulation speed of about 210 histories per second. In
figure 11, the comparison of the results for the depth dose distribution in a water
phantom is depicted. As illustrated in this figure, PENELOPE and PenRed are
perfectly compatible.
Furthermore, figure 12 displays a comparison between the PENELOPE and
PenRed codes of the probability density function (PDF) of the polar angular
distribution for emerging electrons and positrons in this example. As can be
seen, emerging positrons present huge fluctuations for both codes due to a lower
statistics. However, in this case as well both results are compatible within
statistical errors.
In addition to the three representative checks discussed above of the correct
operation of the PenRed package, some speed tests were performed by running
all the examples with both codes as much isolated as possible and using a single
thread/process. The programs were run sequentially on the very same processor
core employing the taskset instruction. PenRed was compiled with g++ 7.3.1
of GCC [57]. On the other hand, the PENELOPE code was compiled using
gFortran 7.3.1 of GCC. We verified that both codes have very similar simula-
tion speeds for the original PENELOPE examples, despite the extra overhead
introduced in PenRed to achieve a flexible and extensible code (see section 4.3).
5.2. DICOM test
As mentioned in section 4.4, a necessary requirement to perform Monte Carlo
simulations based on medical images is to automatise the reading and processing
of DICOM images. In order to validate the DICOM processing capabilities of
PenRed, the DICOM example of GEANT4 was reproduced. This example, in-
cluded in the GEANT4 distribution package since version 10.4, can be found in
the directory share/Geant4-10.5.1/examples/extended/medical/DICOM and
DICOM2 of the installation tree of the GEANT4 10.05.p01. In the DICOM ex-
tended example, a set of DICOM files are read using a custom internal DICOM
reader and converted to simple text files, where the Hounsfield numbers are
translated into materials and densities. A GEANT4 geometry is then created
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Figure 10: Energy deposition spectrum in a Na scintillator simulation (example 3-detector).
The top image shows the complete spectrum, while the bottom image displays the same data
but in a smaller probability interval on the Y axis ([0, 6 · 10−7]). The colour red (dark)
represents results from the original PENELOPE code, while green (light) dots are the results
from PenRed. For the sake of clarity, some transparency to the PenRed points is applied
because both curves overlap. Error bars enclosure a deviation of 2σ.
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Figure 11: Depth dose distribution along the water phantom corresponding to the second
step of the example 5-accelerator. The red (dark) colour represents results from the original
PENELOPE code, and the green (light) dots are results from PenRed. For the sake of clarity,
some transparency is applied to PenRed points because both curves overlap. Error bars
enclosure a deviation of 2σ.
based on the DICOM file information using the G4PhantomParameterisation.
Finally, a Monte Carlo simulation can be performed on this geometry by choos-
ing one of the different ways of navigation in regular voxelised volumes available
in GEANT4. The default and fastest navigation option, G4RegularNavigation,
was used in this study. The resulting deposited dose voxel distribution is saved
in the file dicom.out in Gy. For further details, the reader is referred to the
GEANT4 documentation [58].
The simulations carried out in these tests were based on the digital head
phantom of the DICOM HEAD project documented in [59]. This project con-
sists of 128 high resolution DICOM files and it is distributed with the other
GEANT4 data files on the GEANT4 download site. However, for the reasons ex-
plained below, the DICOM HEAD TEST subset was used which consists of four
DICOM images extracted from the DICOM HEAD project: 60 dicom 125mm,
61 dicom 125mm, 62 dicom 125mm and 63 dicom 125mm, one Z slice per file. The
slice locations are −81.25, −82.5, −83.75 and −85 mm, respectively. The num-
ber of voxels/pixels in X, Y and Z in each DICOM file is 1024×1024×1 with di-
mensions X,Y, Z of 0.1875×0.1875×1.25 mm. Eight materials are defined: Air,
with density ρ = 0.10 gr/cm3, SoftTissue, with ρ = 1.02 gr/cm3, BrainTissue,
with ρ = 1.06 gr/cm3, SpinalDisc, with ρ = 1.12 gr/cm3, TrabecularBone,
with ρ = 1.40 gr/cm3, CorticalBone, with ρ = 2.0 gr/cm3, ToothDentin, with
ρ = 2.5 gr/cm3, and ToothEnamel, with ρ = 3.0 gr/cm3. The conversion of
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Figure 12: Polar angular distribution of emerging electrons (top) and positrons (bottom)
simulated in the second step (PSF simulation) of the example 5-accelerator. The red (dark)
colour represents results from the original PENELOPE code, while the green (light) dots are
the results of PenRed. For the sake of clarity, some transparency to PenRed points is applied
because both curves overlap. Error bars enclosure a deviation of 2σ.
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Hounsfield numbers to materials is not used with the DICOM HEAD project
[59]. The material is associated to the voxel in the Detector Construction, in the
case of GEANT4, and directly in the input file in the case of PenRed, without
using a calibration curve.
The test consisted in comparing the simulation results for the distribution
of absorbed dose from GEANT4 and PenRed. Notice that the GEANT4 uses
a different random number generator which can introduce some differences of
statistical nature between results from GEANT4 and PenRed.
The procedure used to simulate with PenRed follows. Firstly, using the
provided program material, the necessary materials were created according to
their compositions and densities described in the GEANT4 DICOM example
code. After that, the pen main program was run to simulate a 100 MeV mo-
noenergetic electron beam emitted from a point-like source located at the point
(0, 0,−120) mm with initial direction along the positive Z axis, (0, 0, 1). As ad-
vised by the authors, this simulation is extremely slow. They recommend to use
few slices and a low number of histories. Following his/her recommendations, we
simulated 108 histories with only the four DICOM slices described above with
both codes, GEANT4 and PenRed. The simulations were performed running
the DICOM and pen main programs, respectively, in multi-threaded mode with
20 threads on the infrastructure specified in section 5. In addition, in order to
improve the simulation speed, both codes were compiled with the Intel C++
compiler (icc) version 19.0.5.281 [60] (see section 5.4 for further details).
The total absorbed dose obtained with GEANT4 was 342.29 Gy, to be com-
pared to 341.055 Gy with a standard deviation of 2σ = 0.553 Gy, from PenRed.
As can be seen, they are compatible with a relative difference of about 0.3%.
Moreover, we verified that the distributions of the absorbed dose from both
codes were also equivalent. A high statistics simulation of this setup was also
performed by running only the PenRed code. The program was run on 40
threads for about 14.5 hours to generate 1010 histories, which corresponds to a
simulation speed of about 191, 800 histories per second. In figure 13, the ab-
sorbed dose distribution maps for the four slices of the DICOM HEAD TEST
data set are shown. The result for the total absorbed dose was 341.063 Gy with
2σ = 0.063 Gy, perfectly compatible with the above low statistics result.
5.3. Multi-threading tests
In this section, the validation of the multi-threading operation of PenRed
is discussed. The same tests with the same simulation parameters, computer
setup and compiler options as those presented in section 5.1, were carried out
by running the PenRed pen main program on a single thread and on 5 threads
so as to compare the results. The data of each pair of the corresponding output
files was compared bin by bin against each other. Figure 14 shows some results
for the detector example (3-detector).
All comparisons carried out showed that the results from a single thread
and multiple thread simulations are statistically compatible. Therefore, we can
ensure that our multi-threading program works properly. In order to repro-
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Figure 13: Absorbed dose distribution maps on the four slices of the DICOM HEAD TEST
data set. The top slice located at −81.25 mm corresponds to the left top corner image.
The next slices located at −82.5 and −83.75 mm are the top right and bottom left images,
respectively. The bottom slice located at −85 mm corresponds to the bottom right image.
duce our results, the user only needs to change the parameter nthreads in the
provided input configuration files of any of the examples.
In the rest of this section, the speed-up and scalability of the PenRed frame-
work in multi thread runs is studied. To measure the speed-up, the quantity Sn
is used. It is defined as
Sn =
timen
time1
(5)
where the subscript n indicates the number of threads, time1 is the simulation
time using a single thread and timen the simulation time using n threads. Ide-
ally, Sn should tend to the number of threads n, which is the maximum speed-up
that can be achieved.
The same three representative examples as in section 5.1 were used in this
analysis. Due to the fact that the reading of phase space files involves frequent
disk accesses, a worse speed-up for the example 5-accelerator was expected.
However, we found that all of the tested examples show a similar speed-up
behaviour. In figure 15, the values of Sn as a function of the number of threads
are presented for the examples 1-disc and second step of 5-accelerator. Sim-
ilar results were obtain for the example 3-detector. The green lines represent
linear fits to the measured speed-up data when a maximum of one thread was
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Figure 14: Energy deposition spectrum in a Na scintillator simulation (example 3-detector).
The top image shows the complete spectrum, while the bottom image displays the same
data but in a smaller probability interval on the Y axis ([0, 6 · 10−7]). The colour blue (dark)
represents results from single thread simulations, while purple (light) dots are the results from
runs on 5 threads. For the sake of clarity, some transparency to the points corresponding to
the runs on 5 threads is applied because both curves overlap. Error bars enclosure a deviation
of 2σ.
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Figure 15: Speed-up values for examples 1-disc (top) and the second step of 5-accelerator
(bottom). Graphs are divided into four zones. The zone hatched with right-oblique lines on
the interval between 1 and 10 threads corresponds to the first processor, while that hatched
with left-oblique lines on the interval between 11 and 20 is associated to the second processor.
Therefore, for no more than 20 threads, the processors do not use hyper-threading capabilities.
Solid yellow (light) and blue (dark) zones correspond to logical threads for the first and second
processors, respectively, for which hyper-threading is active. The black line represents a perfect
ideal speed-up while the green line is a linear fit to the speed-up data from 20 threads or less.
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executed on each physical processor core, corresponding to the zone between 1
and 20 threads. In this zone, as processors do not use hyper-threading capabili-
ties, a linear correlation between speed-up and the number of used threads was
obtained.
The slopes of the linear fits are 0.87 and 0.86 for the disk and accelerator
examples, respectively. Thus, PenRed achieves a similar speed-up even when
the process needs to read information from disk storage during the simulation.
This is because PSF reads have been optimised in PenRed by loading chunks
of particles instead of one particle at a time. Furthermore, the time required to
read the whole PSF is negligible as compared with the duration of the simulation
which, however, depends strongly on the simulation parameters and geometry.
5.4. Performance tests
To maximise the program efficiency, the speed-up tests were repeated using
the Intel C++ compiler [60] (icc) version 19.0.5.281. We found that tests
performed by running on a single thread the code compiled with icc are faster
(about 50-60%), as can be seen in table 5.4. Furthermore, PenRed compiled with
icc has a slightly higher speed-up on multi-threading. The speed-up behaviour
and graphs are very similar to those in section 5.3, but their slopes in the linear
region are slightly better. Indeed, for the examples of the disc and the second
step of accelerator, these slopes are 0.89 and 0.88 respectively.
Example GCC icc Increase (%)
1-disc-vr 2.037 · 102 3.039 · 102 49.16
3-detector 2.623 · 103 4.167 · 103 58.88
5-accelerator 2.097 · 102 3.194 · 102 52.31
Table 2: Comparison between simulation speeds (histories/s) using the very same code com-
piled with GNU g++ version 7.3.1 and Intel icc version 19.0.5.281. Both codes have were
run on the same computer setup with a single thread. The first column specifies the example
tested. The second and third columns contain the simulation speed in histories per second for
the code compiled with g++ and icc, respectively. Finally, the last column shows the increase
in the simulation speed in percentage.
6. Conclusions and future work
PenRed provides a flexible, object-oriented, parallel and general purpose
framework for Monte Carlo simulations of radiation transport in matter based
on PENELOPE physics. These features have been achieved without compro-
mising simulation speed. PenRed includes all the PENELOPE physics models
and it has been thoroughly tested that PenRed reproduces within statistical
errors the results from the complete set of PENELOPE examples. In addition,
our code system includes support to simulate voxel geometries and DICOM im-
ages, which make it suitable for performing Monte Carlo simulations of medical
treatments. Moreover, our results can be reproduced by the user using the input
files provided in the PenRed package.
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Regarding parallelism, PenRed incorporates a mixed model for handling
both distributed and shared memory parallelism via MPI standard and the
standard C++ thread library, respectively. Both types of parallelism achieve
good speed-ups even with simulations that use phase space files, widely used for
example in brachytherapy and external beam treatments.
Furthermore, the modular structure of PenRed allows the developer to in-
corporate new custom components (particle sources, geometries, tallies, etc.)
which can be included with no modifications in other PenRed components. The
new components will be automatically usable in parallel computations without
any previous knowledge of parallel programming.
In future versions of PenRed, we plan to create a load balance module to
take advantage of heterogeneous architectures, to implement new tallies and
sources for medical applications, and, thanks to its modular structure, to adapt
PenRed to perform generic simulations on specific hardware accelerators, such
as GPGPUs and FPGAs.
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