Pressure-induced spin-state ordering in Sr$_2$CoO$_3$F by Afonso, Juan Fernández et al.
ar
X
iv
:1
90
2.
06
50
9v
2 
 [c
on
d-
ma
t.s
tr-
el]
  1
4 M
ay
 20
19
Pressure-induced spin-state ordering in Sr2CoO3F
Juan Ferna´ndez Afonso,1 Andrii Sotnikov,1, 2 Atsushi Hariki,1 and Jan Kunesˇ1, 3
1Institute of Solid State Physics, TU Wien, Wiedner Hauptstraße 8, 1020 Vienna, Austria
2Akhiezer Institute for Theoretical Physics, NSC KIPT, Akademichna 1, 61108 Kharkiv, Ukraine
3Institute of Physics, Czech Academy of Sciences, Na Slovance 2, 182 21 Praha 8, Czechia
(Dated: May 15, 2019)
We study theoretically low-temperature phases of a recently synthesized compound Sr2CoO3F
under pressure. The analysis combining LDA+DMFT and a strong-coupling effective model points
to the existence of not only normal paramagnetic and antiferromagnetic regimes, but also a spin-
state ordered phase in a certain range of applied pressure and low temperature. This order is
characterized by a checkerboard arrangement of different spin states of cobalt atoms in the lattice.
I. INTRODUCTION
Trivalent cobalt oxides with perovskite structure host
a number of unusual physical phenomena resulting from
the presence of several low-energy multiplets in the
atomic spectrum of octahedrally coordinated Co3+ [1].
The parent compound LaCoO3 has been attracting at-
tention since the 1950s due to its thermally driven spin-
state crossover and insulator-metal transition [2]. Hole
doping as in La1−xSrxCoO3 leads to formation of clus-
ters with large magnetic moments and eventually to
the appearance of a ferromagnetic metal with increasing
hole concentration [3, 4]. Ferromagnetism is observed
also in strained films of LaCoO3 [5, 6], although its in-
sulating character suggests that a different mechanism
is at play. In the layered perovskite LaSrCoO4 low-
temperature spin glass behavior was reported [7]. Com-
pounds from the (Pr1−yYy)xCa1−xCoO3 family exhibit
a ’hidden’ order at temperatures as high as 130 K, which
breaks time-reversal symmetry, but does not exhibit or-
dered moments [8, 9]. Understanding coupling between
Co ions is essential to capture these diverse phenomena.
Recent resonant inelastic x-ray scattering (RIXS) exper-
iments on LaCoO3 [10] showed that not only spin ex-
change, but also mobile spinful excitons are important
for the low-energy physics of cobaltites. Studies on sim-
plified models [11–13] as well as material specific mean-
field calculations on cobaltites [14–16] uncovered a num-
ber of possible ordered phases in the vicinity of spin-
state crossover including antiferromagnet (AFM), spin-
state order (SSO) characterized by static checkerboard
arrangement of atoms in distinct spin states, or an ex-
citon condensate. In particular, the last one giving rise
to a peculiar magnetism has been the subject of intense
research recently [17–19].
External pressure allows experimental control of the
crystal-field splitting and relative energies of multiplets
on the Co site. It eventually converts a high-spin (HS) to
a low-spin (LS) atomic ground state. Trivalent RCoO3
(R=La,Pr,Y) perovskites host the LS Co3+ already at
ambient pressure and thus the spin-state crossover can-
not be induced by its increase. In contrast, Sr2CoO3F,
a recently synthesized compound [20], contains HS Co3+
ions that order antiferromagnetically below TN = 323 K
at ambient pressure [21]. Unlike its layered analog
LaSrCoO4 [7], Sr2CoO3F is free from structural disorder.
Under pressure, the ground-state configuration changes
from HS to LS. At room temperature, the full conversion
to LS is concluded at around 12 GPa [22].
In this paper, we study the pressure-driven spin-state
crossover in Sr2CoO3F and explore possible ordered
phases by combining ab initio and mean-field numeri-
cal approaches. Our results reproduce the experimental
observations of HS AFM at low pressure and LS state at
high pressure. In addition, at intermediate pressure we
predict the appearance of the SSO phase. We compare
the electronic structure of Sr2CoO3F with isoelectronic
LaCoO3 and its layered analog LaSrCoO4 [7, 23].
II. COMPUTATIONAL METHOD
We use the multiband Hubbard model to capture the
electronic correlation in the studied material. The cal-
culations are carried out in several steps. Starting from
density functional theory (DFT) calculations, the bilin-
ear part of the Hubbard Hamiltonian is obtained by pro-
jecting the DFT Hamiltonian onto the Co-3d Wannier
orbitals. To incorporate the electronic correlation effects
we add the local Coulomb interaction parametrized by
the Slater integrals F0, F2, and F4. Two theoretical ap-
proaches are applied for the same set of input parame-
ters: strong coupling expansion followed by the mean-
field treatment of the effective model (SC-MF) and dy-
namical mean-field theory (DMFT).
A. LDA and tight-binding parameters
The electronic structure calculations are performed in
the framework of the DFT with local density approxima-
tion (LDA) [24, 25] to the exchange correlation potential.
Sr2CoO3F consists of layers of distorted CoO3F corner-
sharing octahedra separated by Sr atoms; see Fig. 1(a).
The crystal parameters are taken from Ref. [20], amount-
ing to a = 3.83145 A˚ and c = 13.3201 A˚ at ambient pres-
sure. Following Ref. [22], the space group I4/mmm is
kept unchanged throughout the studied pressure range.
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FIG. 1. (a) Crystal structure of Sr2CoO3F. (b) LDA band
structure plotted together with the Co-3d shell Wannier pro-
jections (yellow) and partial densities of states (DOS) at
P = 6.4 GPa.
The calculations are carried out with the wien2k pack-
age [26]. The muffin-tin radii are set 2.22 for Sr, 1.90
for Co, 1.63 for O, and 2.18 for F in atomic units. The
Brillouin zone was sampled with a k-mesh grid of the size
10× 10× 10.
The tight-binding parameters for the Co-3d bands are
obtained by projecting the LDA Hamiltonian to Wannier
orbital basis [27, 28]. With these, the system is described
by the five-orbital Hubbard Hamiltonian
Hˆ =
∑
i
Hˆ
(i)
at +
∑
ij
Hˆ
(ij)
t , (1)
where
Hˆ
(i)
at =
∑
κλ
hiiκλcˆ
†
iκcˆiλ +
∑
κλµν
Uκλµν cˆ
†
iκcˆ
†
iλcˆiν cˆiµ, (2)
Hˆ
(ij)
t =
∑
κλ
hijκλcˆ
†
iκcˆjλ, i 6= j. (3)
Here, cˆ†iκ (cˆiκ) is a fermionic creation (annihilation) op-
erator, i and j refer to the site, while κ, λ, µ, ν are the
combined orbital and spin state indices. The matrix hiiκλ
describes the crystal-field splitting and spin-orbit cou-
pling (SOC) [29]. The crystal-field splitting increases
with pressure P , as summarized in Fig. 2(a). To de-
termine the local interaction Uκλµν(F0, F2, F4), we fix
F0 = 3.0 eV [30], F4/F2 = 0.625 [31, 32], and treat the
Hund’s coupling J = (F2 + F4)/14 as a tunable parame-
ter.
B. Strong coupling expansion and mean-field
approximation
We diagonalize the local Hamiltonian Hˆ
(i)
at to obtain
the set L of low-energy atomic states of the system. The
multiplets with lowest energies are shown in Fig. 2(b).
An important feature of the present Slater-Condon term
of the local Coulomb interaction is that IS1 and HS1
degeneracy:
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FIG. 2. (a) Diagonal elements hiiκκ of the local Hamiltonian
as functions of pressure for Sr2CoO3F. The same quantities
for other two compounds at ambient pressure are provided
for comparison. (b) Spin configurations of the lowest atomic
multiplets of Sr2CoO3F in the absence of SOC.
states have lower energies than IS2 and HS2, respectively.
This contrasts with simpler (density-density or Slater-
Kanamori) parametrization of interactions, or with the
non-interacting limit, where IS2 and HS2 become lower
due to the tetragonal crystal-field splitting.
Next, we apply the Schrieffer-Wolff transformation to
second order in the hopping Hˆ
(ij)
t and keep the nearest-
neighbor terms only; see also Ref. [23] for details. For
each pressure P , the above procedure leads to an effective
Hamiltonian that spans a finite set of the lowest atomic
states [see, e.g., Fig. 2(b)]. Using the Schwinger boson
representation, the effective Hamiltonian can be written
as follows
Hˆeff =
∑
i
∑
e=±a,±b
∑
αβγδ∈L
ε
(e)
αβγδ
(
dˆ†
iαdˆiβ
)(
dˆ†
i+eγ dˆi+eδ
)
,
(4)
where dˆ†
iα (dˆiα) is a creation (annihilation) operator of
boson representing the atomic state α on the site i. Hard-
core constraint
∑
α dˆ
†
iαdˆiα = 1ˆ is imposed on the physical
states.
Due to the complexity of the model (4) for analysis
with exact methods, we apply the mean-field decoupling
in the local basis. We restrict the SC-MF calculations
to a two-site unit cell, which allows us to account for
both the SSO and AFM ordering. The access to local
observables of the 〈dˆ†iαdˆiβ〉 type allows us to probe orders
involving local superpositions of different multiplets, e.g.,
excitonic condensates [33].
The excitation spectrum for the model (4) can be ob-
tained by the generalized spin-wave approach [23, 34].
3With the intent to search for an incipient excitonic in-
stability, we apply it in the LS phase. Here, one compo-
nent, α = LS, is the vacuum state. The terms in Eq. (4),
which contain three or four operators with α 6= LS de-
scribing interactions between excitations, are omitted.
Therefore, the spin-wave analysis is restricted to the low-
temperature region, where the thermal population of ex-
cited states can be neglected.
C. LDA+DMFT approach
The LDA+DMFT calculations are performed using
the w2dynamics [35] implementation of the strong-
coupling continuous-time quantum Monte Carlo solver
for the Anderson impurity model with full Coulomb ver-
tex Uκλµν . The superstate-sampling algorithm is used to
boost the efficiency of the calculations [36]. The small
off-diagonal elements in the hybridization function due
to the distortion of the Co atom are neglected. After
the DMFT self-consistent calculation is converged, the
spectral functions along the real-frequency axis are ob-
tained by the analytic continuation using the maximum
entropy method [35, 37]. To study SSO and AFM order-
ing, we employ a unit cell containing two Co atoms. The
calculations are performed at T = 290 K.
III. RESULTS AND DISCUSSION
At high pressure (large crystal-field splitting), the
global ground state of Sr2CoO3F corresponds to all atoms
in the LS state. The dominant effect of pressure is
to change the crystal-field splitting; see also Fig. 2(a).
As pressure decreases, the energy difference between LS
and other [intermediate-spin (IS) and HS] states reduces.
When the energy of atomic excitations nears the energy
of LS states, the global ground state changes. This is
the so-called “spin state crossover” regime, where inter-
actions between excitations and their mobility become
important.
The HS excitations interact repulsively on nearest-
neighbor (NN) bonds. The reason for that is the su-
perexchange mechanism. A HS state surrounded by LS
sites can lower its energy by a number of virtual hop-
ping processes. In contrast, when two HS states with
the same orbital and spin character occupy NN sites, the
virtual hopping is blocked by the Pauli principle. The
interaction is thus strongly repulsive (in Sr2CoO3F, it
is calculated to be around 0.2 eV per bond). For HS
states with different spin/orbital character, Pauli block-
ing is not complete and the NN repulsion is thus weaker.
Note that even in AFM with antiferroorbital (AFO) ar-
rangement, two HS states still interact repulsively on NN
bonds (typical values are around 30 meV per bond). The
interactions involving IS states have more diverse struc-
ture ranging from weakly repulsive to weakly attractive
depending on the spin, orbital and bond orientations.
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FIG. 3. Co-dz2 Wannier function from the d-only model
with the corresponding weights on adjacent atoms (“Wannier
tails”) plotted as isosurfaces colored by the sign (a). Energies
of the excitations (b) obtained from the SC expansion with
the spin-wave analysis at P = 12.2 GPa, J = 0.62 eV, and
ζ = 56 meV.
With decreasing pressure, the energy gap between LS
and exited states shrinks. If the lowest excitations are
localized but strongly interact on NN bonds, a checker-
board arrangement of these and LS states is expected
[30, 38]. However, as soon as some low-lying excitations
are mobile, a competing excitonic condensation (EC) in-
stability becomes important [23, 33, 39].
We start our presentation in the high-pressure LS
phase. To examine the EC scenario in Sr2CoO3F, we
employed the spin-wave analysis. It reveals flat bands
for the lowest excitations; see Fig. 3(b). Only the IS4
excitations have a substantial dispersion. The flat dis-
persion of the IS1 and IS2 excitations originates from
small dz2–dz2 hopping amplitude between the nearest
neighbors. For comparison, the dz2–dz2 hopping ampli-
tude is 147 meV [10] and 133 meV [23] in LaCoO3 and
LaSrCoO4, respectively, while in Sr2CoO3F it averages
14 meV in the studied range of the applied pressure,
i.e., an order of magnitude smaller. This can be un-
derstood by considering the shape of the dz2 Wannier or-
bitals shown in Fig. 3(a). Asymmetric hybridization with
the apical O and F atoms causes tilting of the Wannier
tails on the in-plane O sites. As a result, the overlapping
tails of the neighboring Wannier dz2 orbitals are almost
orthogonal. In contrast, the dx2−y2 ⊗ dxy IS4 excitons
possess a dispersion with a large band width, similar to
LaCoO3 [10]. Nevertheless, the large crystal-field energy
of the dx2−y2 state gives rise to a 0.7-eV gap, which ex-
cludes any excitonic instability.
We use the SC-MF analysis to study phase diagram
of Sr2CoO3F under pressure, shown in Fig. 4. There
are three phases: (i) nonmagnetic (NM) or thermally in-
duced paramagnetic (PM) LS phase; (ii) paramagnetic
SSO phase; (iii) AFM HS (with an admixture of IS)
phase. SOC only slightly affects the overall structure of
phase diagrams. At low temperatures, see Figs. 4(a) and
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FIG. 4. Phase diagrams obtained with SC-MF in the absence
of SOC (left) and with ζ = 56 meV (right) at different tem-
peratures. The horizontal lines correspond to the upper and
lower bounds for J to support the experimental observations.
In (c), the regions at P = 6.4 GPa and P = 15 GPa are in-
dicated, where a quantitative comparison with LDA+DMFT
was performed.
4(b), SOC removes additional antiferro-orbital (AFO) or-
dering of the AFM (HS) phase. It also stabilizes SSO at
low temperatures leading to wider regions in the P -J
planes. With the temperature increase, SSO order be-
comes more susceptible to thermal fluctuations in the
presence of SOC, see Figs. 4(c)–4(f).
A noticeable broadening of the SSO phase with tem-
perature in Figs. 4(a), 4(c), and 4(e), as well as the
re-entrant PM-SSO-PM features in Fig. 4(d) at fixed
J ∈ [0.6, 0.75] eV, resemble the Blume-Emery-Griffiths
(BEG) model [40]. Indeed, the J-T phase diagrams in
Figs. 5(a) and 5(b) have the same shape as those of the
BEG model [33, 41], where the Hund’s coupling J con-
trols the splitting between the LS and HS states, i.e.,
it plays the same role as the single-ion anisotropy term
in the BEG model. The shrinking of the area occupied
by the SSO phase both at low and high temperatures
arises from the dual role played by temperature. On one
hand, temperature generates the HS sites necessary for
the SSO phase to form. On the other hand, thermal fluc-
tuations destroy the SSO order when the temperature is
too high. Note that the PM-SSO and PM-AFM transi-
tions are continuous, while the SSO-AFM transition is of
the first order, both in Sr2CoO3F and in the BEG model.
The broadening of the SSO phase in the presence of
SOC at low temperature can be attributed to the split-
ting of the HS and IS energy multiplets. The lower crit-
ical temperatures for both SSO and AFM phases in the
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FIG. 5. J-T phase diagrams (upper row) and comparison of
two theoretical approaches at pressures P = 6.4 GPa (left
column) and P = 15 GPa (right column), T = 290 K (c)–(f),
and ζ = 0. The vertical red dotted lines indicate the upper
bound for the stability of SSO in the region of coexistence of
SSO and AFM. The black dashed lines correspond to posi-
tions of the first-order SSO-AFM transitions obtained from
the comparison of the mean-field free energies.
presence of SOC are due to renormalization of the cou-
pling constants in the effective model (4).
To confirm reliability of the SC-MF results, we com-
pare local observables from two approaches, SC-MF and
DMFT, in two parameter regimes [marked regions in
Fig. 4(c)] in Figs. 5(c)–5(f). The staggered AFM and
SSO order parameters are defined as follows:
M =
∑
i=1,2
(−1)i
5∑
m=1
(ni,m↑ − ni,m↓), (5)
D =
∑
i=1,2
(−1)i[ni,HS1 − (ni,LS + ni,IS1)], (6)
where i and m are the sublattice and orbital indices, re-
spectively [42], and niα ≡ 〈dˆ
†
i,αdˆiα〉.
Our results show that the SC-MF approach can be
viewed as a sufficient method to estimate positions of
the phase boundaries for the system under study. At the
same time, as expected, it overestimates the magnitudes
of the order parameters in the symmetry-broken phases
(and, most likely, critical temperatures). Nevertheless,
according to additional analysis, it is more precise in
comparison with the commonly used restriction to the
density-density type of interactions. In addition, SC-MF
allows us to analyze relevant physical observables in a
5S
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the first-order transition is taken the same as in SC-MF.
wide temperature range and include the effect of SOC in
a straightforward manner.
Although the main driving mechanism for SSO is the
strong NN repulsion between HS states on the lattice,
there is a sizable contribution of IS states in this com-
pound. In Fig. 6 we show the atomic weights correspond-
ing to the converged solutions from two approaches. In
the SSO phase, the weight of IS states increases with J
due to substitution of LS by IS, so that close to the SSO-
AFM transition the state becomes rather of the HS-IS
than of the HS-LS type. Using the maximum-entropy
method to analytically continue the DMFT data, we can
compare one-particle spectral functions of Sr2CoO3F of
different phases in Fig. 7. The spectra were obtained at
two pressures, P = 6.4 GPa and P = 15 GPa, with the
Hund’s exchange J = 0.64 eV, which matches best the
experimental observations. The estimated gaps for the
AFM, SSO, and LS phases are, respectively, 0.25, 0.21,
and 1.35 eV. The spectral weights above the Fermi en-
ergy EF of the dx2−y2 and dxz/yz states in the AFM (spin
↑) and SSO (atom 1) panels, respectively, confirm signif-
icant contributions of IS1 states that are also apparent
in Fig. 6. In Figs. 7(d) and 7(e) we show the k-resolved
spectral functions of the dx2−y2 and dxy orbitals. The
spectral functions for both orbitals reflect the doubling of
the unit cell and formation of Hubbard bands on the HS
site. Since photoemission measurements are not possible
under pressure, the experimental observation of the SSO
phase is likely to rely on local probes that are able to de-
tect formation of two distinct Co sites such as Raman or
Mo¨ssbauer spectroscopy or nuclear magnetic resonance.
(e) HS site(d) LS+IS site
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FIG. 7. Spectral functions obtained in the AFM (a) and SSO
(b) phases at P = 6.4 GPa and in the LS phase (c) at P =
15 GPa and T = 290 K. In panels (d) and (e) we show the
k-resolved spectral functions of dxy and dx2−y2 character in
the SSO phase.
IV. CONCLUSIONS
We have reported DFT+DMFT and DFT+SC-MF
study of the layered cobaltite Sr2CoO3F under pressure.
Unlike in the isoelectronic LaCoO3 and LaSrCoO4, mo-
bile IS excitations were found to play no role in low-
energy physics of Sr2CoO3F. Mobile dx2−y2 ⊗ dxy IS4
excitations exhibit a gap over 0.5 eV due to tetragonal
crystal-field splitting, while the other IS excitations in-
volving dz2 orbital have substantially reduced mobility
due to asymmetric hybridization between Co and apical
O and F atoms. The low-energy physics of Sr2CoO3F is
governed by NN interactions between atom-bound mul-
tiplet excitations and our SC model reduces to a gener-
alized BEG model. As in the BEG model [40, 41], we
find the SSO phase between LS and AFM phases. The
SC-MF results are confirmed by matching DMFT results.
6The existence of sublattices with two distinct atomic
states of Co in the SSO state renders its detection
straightforward. For example, a sizable Co-O bond-
length disproportionation [43] is expected. The SSO
state has been invoked in the context of LaCoO3 [30,
38, 44], but never experimentally observed. We suppose
mobile low-energy IS excitations [10, 39] to be the rea-
son. The absence or presence of these in Sr2CoO3F and
LaCoO3, respectively, can explain their different mag-
netic properties — the AFM ordering of Sr2CoO3F vs
ferromagnetic correlations in bulk LaCoO3 [45] and fer-
romagnetic ordering in strained LaCoO3 films [5, 46].
Sr2CoO3F thus provides an important reference system
to understand the physics of Co3+ perovskites.
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