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We consider spin-vorticity coupling—the generation of spin polarization by vorticity—in viscous
two-dimensional electron systems with spin-orbit coupling. We first derive hydrodynamic equations
for spin and momentum densities in which their mutual coupling is determined by the rotational
viscosity. We then calculate the rotational viscosity microscopically in the limits of weak and strong
spin-orbit coupling. We provide estimates that show that the spin-orbit coupling achieved in recent
experiments is strong enough for the spin-vorticity coupling to be observed. On the one hand, this
coupling provides a way to image viscous electron flows by imaging spin densities. On the other
hand, we show that the spin polarization generated by spin-vorticity coupling in the hydrodynamic
regime can, in principle, be much larger than that generated, e.g. by the spin Hall effect, in the
diffusive regime.
PACS numbers: 85.75.-d, 75.30.Ds, 04.70.Dy
Introduction.—The field of spintronics is concerned
with electric control of spin currents [1]. For the de-
scription of experimentally relevant systems it has, until
very recently, been sufficient to consider their coupled
spin-charge dynamics in the diffusive regime where the
time scale for electron momentum scattering is fast com-
pared to other time scales. The celebrated Valet-Fert
theory for electron spin transport in magnetic multilay-
ers [2] and the Dyakonov-Perel drift-diffusion theory for
spin generation by the spin Hall effect [3], for example,
fall within this paradigm.
Very recent experimental developments have brought
about solid-state systems, such as ultra-clean encapsu-
lated graphene, in which the momentum scattering time
can be much longer than the time scale for electron-
electron interactions [4–7]. In this so-called hydrody-
namic regime, the electron momentum needs to be in-
cluded as a hydrodynamic variable and the viscosity of
the electron system cannot be neglected [8–17]. The
finite electron viscosity leads to several physical conse-
quences, such as a negative nonlocal resistance [4] and
super-ballistic transport through point contacts [7, 18].
These developments have spurred on a great deal of re-
search, including proposals for measuring the Hall vis-
cosity [19–21] and connections to strong-coupling predic-
tions from string theory [22].
In a seemingly unrelated development, spin-
hydrodynamic generation, i.e. the generation of voltages
from vorticity, was recently experimentally observed in
liquid Hg [23]. Spin-hydrodynamic generation is believed
to be a consequence of spin-vorticity coupling. Phe-
nomenological theories of spin-vorticity coupling were
developed early on [24] and have been applied to fluids
consisting of particles with internal angular momentum
such as ferrofluids [25], molecular nanofluids [26], and
nematic liquid crystals [27]. In these phenomenological
theories, the coupling between orbital angular momen-
tum, i.e. vorticity of the fluid, and internal angular
is governed by a dissipative coefficient, the so-called
“rotational viscosity”. This type of viscosity has been
estimated microscopically for classical systems (see e.g.
[27]) and Hg [23], but not for viscous electrons in a
crystal.
Motivated by the recent realization of solid-state sys-
tems hosting viscous electron fluids, we develop in this
Letter the theory for spin-vorticity coupling in such sys-
tems. We derive the phenomenological equations describ-
ing coupled spin and momentum diffusion, and compute
the rotational viscosity microscopically. We apply our
theory to viscous electron flow through a point contact
and show that the spin densities generated hydrodynam-
ically can be much larger than the ones that are gen-
erated by the spin Hall effect in the diffusive transport
regime. Our results may therefore stimulate experimen-
tal research towards novel ways of spin detection and
generation.
Phenomenology.—We consider two-dimensional (2D)
electron systems with approximate translation invari-
ance and approximate rotation invariance around the
axis perpendicular to the plane (chosen to be the zˆ-
direction). The conserved quantities of this system are
energy, charge, linear momentum in the plane and an-
gular momentum in the zˆ-direction. For brevity, we do
not consider energy conservation explicitly and focus on
momentum and angular momentum conservation. In the
following, we follow the discussion of Ref. [24] and gen-
eralize it to include spin diffusion and lack of Galilean
invariance. The momentum density is denoted by p(r, t)
and is a 2D vector p = (px, py) in the xˆ-yˆ-plane with
r = (x, y) = (rx, ry). The total angular momentum den-
2sity in the zˆ-direction is the sum of orbital angular mo-
mentum density ǫαβrαpβ and spin density s(r, t) (in the
zˆ-direction). Here, ǫαβ is the 2D Levi-Civita tensor and
summation over repeated indices α, β, γ, δ ∈ {x, y} is im-
plied. We denote with v the conjugate variable to the
momentum density, i.e., the velocity, whereas the spin
chemical potential, commonly referred to as spin accu-
mulation, µs is the conjugate variable to the spin density.
Conservation of linear momentum yields
∂pα(r, t)
∂t
= −∂Παβ(r, t)
∂rβ
, (1)
with Παβ(r, t) the stress tensor. Conservation of angular
momentum in the z-direction is expressed as
∂ [ǫαβrαpβ(r, t) + s(r, t)]
∂t
= −∂j
J
α(r, t)
∂rα
, (2)
with jJα(r, t) the α-th component of the angular momen-
tum current and in the above equations the summation
is over both α and β. The equation for the spin density is
found by subtracting the cross-product of r with Eq. (1)
from Eq. (2) and yields
∂s(r, t)
∂t
= −∂j
s
α(r, t)
∂rα
− 2Πa(r, t) , (3)
with Πa(r, t) = ǫαβΠβα(r, t)/2 the antisymmetric part of
the stress tensor and jsα(r, t) = j
J
α(r, t)− ǫβγrβΠγα(r, t)
the spin current.
A nonzero velocity and spin density increase the energy
of the system. By symmetry, a nonzero velocity leads to
a contribution ρkinv
2/2 to the energy density. This ex-
pression defines the kinetic mass density ρkin, such that
p(r, t) = ρkinv(r, t) [28]. For the case that is of interest to
us, i.e., 2D electrons with spin-orbit coupling, the kinetic
mass density is not equal to the average mass density ρ
because spin-orbit coupling breaks Galilean invariance.
Likewise, a nonzero spin density contributes χsµ
2
s/2 to
the energy density, where χs is the static spin suscepti-
bility, so that s(r, t) = ~χsµs(r, t). These terms in the
energy density lead to contributions to the entropy pro-
duction from which relations between the fluxes (the spin
current and antisymmetric part of the pressure tensor)
and the forces (spin accumulation and velocity) are de-
rived phenomenologically. In terms of µs(r, t) and v(r, t)
we have for the antisymmetric part of the pressure tensor
that [24]
Πa(r, t) = −ηr [ω(r, t)− 2µs(r, t)/~] , (4)
with ω(r, t) = ǫαβ∂vβ(r, t)/∂rα the vorticity and ηr the
rotational viscosity. The above expression shows that an-
gular momentum is transferred, by spin-orbit coupling,
between orbital and spin degrees of freedom until the an-
tisymmetric part of the pressure tensor is zero. For the
spin current we have that jsα(r, t) = −σs∂µs(r, t)/∂rα =
−Ds∂s(r, t)/∂rα which defines the spin diffusion con-
stant Ds and spin conductivity σs, which obey the Ein-
stein relation σs = ~Dsχs. Note that we are omitting an
advective contribution ∼ vαs to the spin current as we
restrict ourselves to the linear-response regime. Inserting
these results for the fluxes into Eq. (3) and using Eq. (1)
leads to
∂s(r, t)
∂t
= Ds∇2s(r, t)
+ 2ηr
[
ω(r, t)− 2s(r, t)
~2χs
]
− s(r, t)
τsr
;
ρkin
∂vα(r, t)
∂t
= −eρEα
m
+ νρkin∇2vα(r, t)
+ ηrǫαβ
∂
∂rβ
[
ω(r, t)− 2s(r, t)
~2χs
]
− ρkinvα(r, t)
τmr
.(5)
In the above we have assumed the linear-response regime
and introduced the kinematic viscosity ν using that the
symmetric part of the stress tensor is given by Παβ =
νρkin∂vα/∂rβ. Furthermore, we have added spin and
momentum relaxation terms, parameterized by the phe-
nomenological time scales τsr and τmr, respectively. We
have also included an electric field E (the electron has
charge −e).
Eqs. (5) are the main phenomenological equations for
spin density and velocity. The term proportional to ηr in
the first equation describes generation of spin accumula-
tion in response to vorticity, e.g., spin-vorticity coupling.
In the steady state the hydrodynamic equations are
characterized by three length scales. The first is a length
scale that results from the spin-vorticity coupling equal to
ℓsv =
√
Ds~2χs/(2ηr), which is the characteristic length
over which the orbital and spin angular momentum equi-
librate. Furthermore, we have the spin diffusion length
ℓsr =
√
Dsτsr that determines the length scales for relax-
ation of spin due to impurities, and the momentum dif-
fusion length ℓmr =
√
ντmr. The most interesting regime,
which occurs in the limit of strong spin-orbit coupling rel-
ative to momentum and spin relaxation, is the one where
ℓsv is the shortest length scale. In this case the spin den-
sity locally follows the vorticity, which is determined by
the electron flow.
Application.—We consider electron flow through a
point contact (PC) [7, 18] driven by a voltage V . Tak-
ing τmr, τsr → ∞ we have from Ref. [18] for the velocity
distribution at the PC that
vy(x) = − πρeV
4mνρkin
√(w
2
)2
− x2 , (6)
where the flow is in the y-direction and w is the PC width.
From Eq. (5), in the limit ℓsv ≪ w the steady-state spin
density generated at the PC by spin-vorticity coupling in
the hydrodynamic regime is then
s(x)
~2χsjc
= − m
πewρ
4x√
(w/2)2 − x2 , (7)
3where jc = −eρ ∫ dx vy(x)/(mw) is the average current
density.
Let us compare Eq. (7) with the spin density gener-
ated by the spin Hall effect in the diffusive limit. In
the latter case, the spin accumulation is determined
by ∂2µs/∂x
2 = µs/ℓ
2
sr, which follows from Eqs. (5) in
the limit ℓsr ≪ ℓsv, together with the expression jsy =
−σs∂µx/∂x + θSH~jcy/(2e) for the spin current. Here
jcy = σeEy is the diffusive charge current through the
PC, with σe = e
2ρ2τmr/(m
2ρkin) the electrical conduc-
tivity and θSH the spin Hall angle. Using the boundary
conditions js(−w/2) = js(w/2) = 0, we find for the spin
density in the diffusive limit that
sdiff(x)
~2χsjcy
=
θSHℓsr
2eσs
sech
(
w
2ℓsr
)
sinh
(
x
ℓsr
)
. (8)
A crucial difference is thus that for diffusive spin trans-
port and when w≫ ℓsr, the spin density is only nonzero
within a distance ∼ ℓsr away from the edges of the PC,
while when w ≫ ℓsv and in the hydrodynamic limit, the
spin density [see Eq. (7)] is nonzero everywhere (except
at x = 0 where it vanishes by symmetry).
In both hydrodynamic and diffusive limits, the max-
imum spin density occurs at the edges. In the hy-
drodynamic limit the spin density formally diverges as
|x| → w/2, since the vorticity that results from the ve-
locity in Eq. (6) diverges in the same limit. This diver-
gence is, however, unphysical, as there will be a micro-
scopic length scale ℓedge over which the velocity goes to
zero near the edge of the sample, resulting in a maxi-
mum spin density of |s(±w/2)|/(~2χsjc) ∼ m/(eρℓedge)
near the edges of the sample. We expect the lat-
ter to be much larger than the maximum spin density
|sdiff(±w/2)/(~2χsjc)| ∼ m2θSHℓsr/(e~ρτmr) generated
by the spin Hall effect in the diffusive regime (where we
estimated σs ∼ ~ρτmr/m2), because ~τmr/(mθSHℓsr) ∼
ℓmr/(θSHkFℓsr) is expected to be much larger than the
microscopic length scale ℓedge. Here, kF is the Fermi
wave number.
Microscopic theory.—We proceed by calculating the
rotational viscosity microscopically. This is most easily
achieved [29] by noting that even when spin relaxation
due to impurities is absent (τsr →∞), the spin-vorticity
coupling opens a channel for spin relaxation, with rate
4ηr/~
2χs, which microscopically stems from the com-
bined effect of spin-orbit coupling and electron-electron
interactions. Hence, ηr can be extracted from the re-
tarded spin-spin response function (for spin in the zˆ-
direction) at zero wave vector, denoted by χ
(+)
s (ω), when
this response function is computed for a clean system
with spin-orbit coupling and interactions. From Eqs. (5)
we find that for v = 0 this response function has the
form
χ(+)s (ω) =
χs
1− iω~2χs/(4ηr) . (9)
Hence, we have that
1
ηr
= −
(
2
~χs
)2
lim
ω→0
Im[χ
(+)
s (ω)]
ω
. (10)
As a representative example, we compute the rota-
tional viscosity using standard linear-response techniques
for a 2D electron gas with Rashba spin-orbit coupling,
which has the following Hamiltonian [30]:
Hˆ =
∫
dr
∑
σ∈{↑,↓}
ψˆ†σ(r)
[
−~
2∇2
2m
+ λ~zˆ ·
(∇
i
× τ
)]
ψˆσ(r) ,
(11)
where ψˆσ(r) [ψˆ
†
σ(r)] is an electron annihilation [creation]
operator and τ is a vector of Pauli matrices. The unit
vector in the zˆ-direction is denoted by zˆ. The con-
stant λ parametrizes the strength of spin-orbit interac-
tions. The spin density operator in imaginary time τ is
sˆ(r, τ) = ~[ψˆ†↑(r, τ)ψˆ↑(r, τ) − ψˆ†↓(r, τ)ψˆ↓(r, τ)]/2, where
the dependence on τ of the electron creation and annihi-
lation operators indicates their corresponding Heisenberg
evolution in imaginary time. We have for the imaginary-
time spin-spin response function
χs(iωn) =
1
~
∫
dr
∫
~β
0
dτ〈sˆ(r, τ)sˆ(r, 0)〉0eiωnτ , (12)
where iωn = 2πn/(~β) is a bosonic Matsubara frequency
with β = 1/(kBT ) the inverse thermal energy, and the
expectation value 〈· · ·〉0 is taken at equilibrium. Neglect-
ing vertex corrections due to interactions, this is worked
out to yield
χs(iωn) = − 1
4~V
∑
k
∑
δ 6=δ′
∫
d~ωd~ω′Aδ(k, ω)Aδ′(k, ω
′)
×
[
N(~ω)−N(~ω′)
ω − ω′ + iωn
]
, (13)
with N(~ω) =
[
eβ(~ω−µ) + 1
]−1
the Fermi-Dirac distri-
bution function at chemical potential µ. The spectral
functions Aδ(k, ω) are labeled by the Rashba spin-orbit-
split band index δ = ±. We incorporate electron-electron
interactions into the spectral function by taking them
equal to Lorentzians broadened by the electron collision
time τee [this corresponds to dressing bare propagator
lines in the spin bubble in Eq. (12) by self-energy inser-
tions], i.e.,
Aδ(k, ω) =
~
2πτee
1
[~ω − ~ωδ(k)]2 +
(
~
2τee
)2 , (14)
where ~ωδ(k) = ~
2k2/2m+ δ~λk is the Rashba band dis-
persion. Inserting Eq. (14) into Eq. (13) and performing
a Wick rotation iωn → ω + i0+ yields
ηr =
4π2~4χ2s
mτee
[
2π +
8
(
µτee
~
)
1 + 4
(
µτee
~
)2 + 4 tan−1
(
2µτee
~
)]
,
(15)
4where we took λ → 0. In the limit µτee/~ ≫ 1, we have
ηr = π~
4χ2s/(mτee).
Since we have neglected vertex corrections, the result
in Eq. (15) does not vanish in the λ → 0 limit and is
strictly speaking only valid when spin-orbit coupling is
so strong that the spin-vorticity coupling is limited by
electron-electron interactions, i.e., when λkFτee ≫ 1. In
the opposite limit, where the bottleneck for spin relax-
ation is the spin-orbit coupling, we perform a Fermi’s
Golden Rule calculation to determine the decay rate of
a spin polarization to second order in the strength of the
spin-orbit interactions. This gives at low temperatures
that
ηr = −π~
8
∫
dk
(2π)2
A2(k, µ)(λ~k)2 , (16)
where A(k, µ) is the spectral function obtained from
Eq. (14) by replacing ~ωδ(k) → ~2k2/2m. Carrying out
the remaining integral gives
ηr =
mλ2
2~
[
1 + π
(µτee
~
)
+ 2
(µτee
~
)
tan−1
(
2µτee
~
)]
,
(17)
which indeed vanishes as λ → 0. When µτee/~ ≫ 1, we
have that ~ηr ∼ (λkF)(λkFτee), showing the dependence
on the small parameter λkFτee ≪ 1 explicitly. Inter-
estingly, since the kinematic viscosity ν ∝ τee, we have
that the rotational viscosity ηr ∝ 1/ν in the limit of
strong spin-orbit coupling and ηr ∝ ν in the limit of weak
spin-orbit coupling, with a maximum rotational viscosity
when λkFτee ∼ 1.
Estimates.—Next, we estimate the spin-vorticity cou-
pling for graphene with proximity-induced spin-orbit
coupling. We take λ~kF to be on the order of 1 meV
[32]. Furthermore, we take τee ∼ 100 fs [4]. We thus
have that λ~kF is about one order of magnitude smaller
than ~/τee and use the weak spin-orbit coupling expres-
sion in Eq. (16). Evaluating Eq. (16) for a linear disper-
sion ~vFk, where vF ∼ 106 m/s is the graphene Fermi
velocity, we find that
ηr ∼ (λ~kF)
2
~v2F
(µτee
~
)
, (18)
using µτee ≫ ~. We estimate the corresponding inverse
time scale as
ηr
~2χs
∼ (λ~kF)
2
~3χsv2F
(µτee
~
)
∼ 100 GHz , (19)
where we took µτee/~ ∼ 10, and estimated the spin sus-
ceptibility as χs ∼ D(µ), with the density of states at the
Fermi level D(µ) ∼ √ne/(~vF), and the electron number
density ne ∼ 1012 cm−2 [4].
To estimate the corresponding length scale ℓsv, we as-
sume that spin diffusion is in the hydrodynamic regime
determined by electron-electron interactions that lead to
spin drag [33]. We then have for the spin diffusion con-
stant that Ds ∼ ~ρτee/(m2χs). The spin-vorticity length
scale is then ℓsv ∼ vF~
√
τeeχs/ηr ∼ 1 µm. This is
the same order of magnitude as the momentum relax-
ation length scale ℓmr [4], so that the rotational viscosity
appears to be high enough to lead to observable spin-
vorticity coupling. Moreover, the limit where ℓsv < ℓmr
seems to be within experimental reach. Note that in the
regime of weak spin-orbit coupling we have for the spin
relaxation the Dyakonov-Perel result that 1/τsr ∝ τmr
[36], which yields that in the hydrodynamic regime we
have ℓsr ∼ ℓsv
√
τee/τmr ≫ ℓsv.
A simple interpretation of the spin-vorticity coupling
is that the electron spins are polarized by an effective
magnetic field ~ω(r, t)/µB, with µB the Bohr magneton,
in the frame that rotates with the electron flow vorticity.
We estimate the vorticity ω ∼ v/ℓmr using ℓmr ∼ 0.1-
1 µm, and a drift velocity of v ∼ 100 m/s [4], which
yields a substantial effective magnetic field of 1-10 mT.
Discussion and conclusions.—We have developed the
theory for spin-vorticity coupling in viscous electron flu-
ids, both phenomenologically and microscopically, and
we have estimated that the proximity-induced spin-orbit
coupling in graphene is large enough for observable ef-
fects. As an example, we predict a large spin polarization
induced by spin-hydrodynamic generation in a PC. This
large spin density may e.g. be observed optically [37] or
via nitrogen-vacancy centre magnetometry [34, 35]. The
imaged spin density would provide a fingerprint of the
vorticity of the electron flow.
An interesting direction for future research is general-
ization of the phenomenological and microscopic deriva-
tion to other spin-orbit couplings, including, in particu-
lar, also the effects of violation of translational and ro-
tational invariance beyond the phenomenological relax-
ation terms that we included here. One example would
be that of Weyl semi-metals that naturally have size-
able spin-orbit coupling and have also been reported to
be able to reach the hydrodynamic regime [38]. Other
candidates are bismuthene [39] and stanene [40] that
combine strong spin-orbit coupling with high mobility.
Further interesting directions of research include incor-
porating effects of a magnetic field and computation of
the rotational viscosity in the regime where spin-orbit
interactions and electron-electron interactions are com-
parable in magnitude. In this regime, the crossover from
weak-to-strong spin-orbit coupling takes place, whereas
inclusion of momentum-relaxing scattering would lead to
a crossover from the spin-vorticity coupling to the spin
Hall effect.
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