In this note we calculate the determinant of the push forward to the moduli space of smooth curves of a power of the canonical theta line bundle on the universal Jacobian of degree g − 1, in terms of the determinant of the Hodge bundle.
1 Abelian varieties and theta functions.
We recall here some theory from abelian varieties and theta functions. The main reference we follow is the book by Lange and Birkenhake [3] . We also keep (most of) the notation of that book. In the following we denote by X = V /Λ an abelian variety. V is a C-vector space of dimension g and Λ a 2g-full latice in V .
Maps of abelian varieties.
Let φ : 
Line bundles on abelian varieties.
On the abelian variety X = V /Λ, a line bundle is given, up to isomorphy, by data (H, χ),
where H is a hermitian form on V s.t. ImH(Λ, Λ) ⊂ Z and χ : Λ −→ C 1 a semicharacter.
The isomorphy class of line bundles on X given by the above data is denoted by L(H, χ). If φ is a map of abelian varieties as above, we have that φ * L(H, χ) = L(φ * a H, φ * r χ), see Ch. 2, & 2 in [3] .
Decomposition of V .
Given a hermitian form H as in Section 1.2, there is a base < λ 1 , . . . , λ g ; λ g+1 , . . . , λ 2g > of Λ, with respect to which H is given by a matrix of the form 0 D −D 0 , where D is an integral diagonal matrix. Such a base is called a symplectic base for H. In case where the matrix D can be chosen to be the identity, then H is called a principal polarization of X.
Let Λ 1 be the lattice spanned by the first g vectors and Λ 2 the lattice spanned by the last g vectors. If λ ∈ Λ, we write λ = λ 1 + λ 2 for the corresponding decomposition of λ.
Then V , viewed as an R-vector space, decomposes as 
Canonical -Classical factor of automorphy.
A factor of automorphy is a holomorphic map f : Λ × V −→ C × satisfying the condition
We use the notation f ′ = f ⋆ h to indicate the above situation.
Let L(H, χ) be an isomorphy class of line bundles on X. We define the canonical factor of automorphy a (H,
We define the classical factor of automorphy e (H,χ) :
We have that
This shows that those two are equivallent factors of automorphy. When the semicharacter is the χ 0 i.e. the characteristic is 0, we simplify the notation for the above factors of automorphy to a H and e H .
Canonical -Classical theta functions I.
Let f : Λ × V −→ C × be a factor of automorphy. A theta function corresponding to f is a
Let L(H, χ) be of characteristic c. Theta functions corresponding to the canonical (resp. classical) factor of automophy a (H,χ) (resp. e (H,χ) ) are called canonical (resp. classical) theta functions for L(H, χ). Let
We have the following facts, see Ch. 3, & 2 in [3] .
1. H θ c 0 is a canonical theta function for L(H, χ).
Let
. This is well defined and it is also a canonical theta function for L(H, χ).
3. The set { H θ cw ;w ∈ K(H) 1 := Λ(H) 1 /Λ 1 } forms a base of the canonical theta functions for L(H, χ).
4.
The functions e(− π 2 B(v, v)) H θ 0 w (v) are classical theta functions for the distinguished isomorphy class L(H, χ 0 ).
The set {e
} forms a base of the classical theta functions for L(H, χ 0 ).
Period matrices.
Let X = V /Λ be an abelian variety and H a principal polarization. We choose a symplectic base < λ 1 , . . . , λ g ; λ g+1 , . . . , λ 2g > of Λ for H. Since < λ g+1 , . . . , λ 2g > is a C-base of V , there exists a unique g × 2g matrix Π of the form Π = (Z, I), where I the identity g × g-matrix and Z ∈ h g with < λ 1 , . . . , λ g > = < λ g+1 , . . . , λ 2g > Z. We call Π the period matrix of X corresponding to the above choise of a symplectic base. Therefore to the triple (X, H, < λ 1 , . . . , λ g ; λ g+1 , . . . , λ 2g >) corresponds an element Z ∈ h g . Conversally, given Z ∈ h g , let
Let H Z be the Hermitian form with matrix (ImZ) −1 with respect to the standard base of C g . Then this one defines a principal polarization on X Z .
Let also < λ 1 , . . . , λ g ; λ g+1 , . . . , λ 2g > with λ i be the vector corresponding to the i-column of the matrix (Z, I). This turns out to be a symplectic base for H Z . Therefore to Z ∈ h g corresponds a triple (X, H Z , < λ 1 , . . . , λ g ; λ g+1 , . . . , λ 2g >) and the two constructions are inverse to each other.
Canonical -Classical theta functions II.
Let Z ∈ h g . We embed Z 2g = Z g ⊕ Z g in C g by sending l := (λ 1 , λ 2 ) → Zλ 1 + λ 2 . Denote this embedding by j Z :
. The above map extends to an isomorphism of the R-vector spaces R 2g and V . Given v ∈ C g , we
by the choice of the symplectic base defined by Z ∈ h g and λ = λ 1 + λ 2 the corresponding decomposition of j Z (l) = λ ∈ Λ Z , we have that λ 1 = Zλ 1 and λ 2 = λ 2 . Similarly, for v ∈ C g we have that v 1 = Zv 1 and v 2 = v 2 . Let now L(H, χ), where H = H Z is the principal polarization, be an isomorphy class of line bundles of characteristic c. We have the following facts, see Ch. 8, & 5 in [3]:
Let c
Lemma 1.1 Let α ∈ Z g and n ∈ Z. We have
Proof.
On the other hand,
Comparing those two, we get the result.
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As a consequence of the above Lemma 1.1 and of item 5 in Section 1.6, we have 1.9 Action of the symplectic group.
The symplectic group Sp(g, Z) acts on h g as follows, see Ch.
Two abelian varieties X Z and X Z ′ are isomorphic iff the matrices Z and Z ′ lie in the same orbit under the above action
bases defined by Z and M (Z). It turns out that the map φ(M ) a :
where A = t (ΓZ + ∆), with respect to the standard base of C g . In addition, φ(M ) * a H M (Z) = H Z . We therefore have the following diagram
). We then have that the action of Sp(g, Z) on h g , lifts to an action on
). Over the space h g there exists a universal family X −→ h g with fiber over Z to be the abelian variety X Z . This is
. This action is free and properly discontinuous and the quotient space is X. The above action of Sp(g, Z) on C g × h g , descents to an action on X.
Factors of automorphy and line bundles.
Let π : V −→ X denote the canonical map. A factor of automorphy f :
gives rise to a line bundle on X as follows: Take the action of Λ on V × C defined by
. We then define L to be the quotient space of V × C under this action.
We can also find transition functions for this line bundle: Take a covering X = ∪ a U a of X such that the preimage of each U a under the map π to be a disjoint union of sets isomorphic to U a . For each a, we choose one of those lifts, say W a , and let π a : W a ∼ = → U a be the restriction
, which satisfy the cocycle condition for
be the standard construction of a line bundle by its transition functions.
There is an isomorphism of L tr with L given by
In that way the g ab 's become transition functions of L with respect to the trivialization induced by composing the natural trivializations of L tr with the above defined inverse map. Note that by making different choices of the liftings W a of U a in the above, we get equivallent transition functions.
Let f and f ′ be equivallent factors of automorphy satisfying f
By fixing the above covering data we define h a :
). Then the line bundles L and L ′ corresponding to the above factors of automorphy are isomorphic and their transition functions (constructed as above with respect to the common fixed covering data) satisfy g
. There is also a canonical choice of isomorphism Φ h : L −→ L ′ : By viewing the line bundles as quotient spaces, via the action of the lattice, the isomorphism is defined by
By viewing the line bundles as quotient spaces, via their transition functions and the above identification, the isomorphism is defined by sending (
Let φ : X ′ −→ X be a map of abelian varieties. If f is a factor of automorphy for X, we denote by φ * f the factor of automorphy for X ′ given by
theta function for the factor of automorphy f then φ * a θ (or φ * θ in a simplified notation) is a theta function for the factor of automorphy φ * f .
Sections and theta functions.
Sections of the line bundle L given by the factor of automorphy f , correspond to theta 
. It turns out that this is a well defined theta function for the factor of automorphy f . Conversally, given a theta function θ for f , we define s(
where v(x) an arbitrary vector which lies over x. This is also well defined and the two prosseses are inverse to each other.
If f ′ = f ⋆h as in Section 1.10 and Φ h : L −→ L ′ the canonical choice of isomorphism as in Section 1.10 above, then given a section s ′ ∈ H 0 (X, L ′ ) corresponding to the theta function
1.12 Theta transformation formulas.
is again of characteristic 0. Indeed, in the case of an "even" polarization, we have always that χ 0 = 1 and so, φ * r χ 0 = 1 = χ 0 . Since φ * a H Z ′ = H Z , we conclude that φ * L(2nH Z ′ , χ 0 ) = L(2nH Z , χ 0 ) i.e. of characteristic 0. As a consequence, using the formula χ(λ) = χ 0 (λ)e(2πiE(c, λ)), we get that φ * a 2nH Z ′ = a 2nH Z .
. A formula given in the proof of Proposition 6.1, Ch. 8 in [3] (or a straight forward calculation), implies the above form for h.
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The
forms also a base of the canonical theta functions for L(2nH Z , χ 0 ). Therefore, there is an invertible complex matrix C relating
Lemma 1.3 Let g ≥ 3. Keeping the above notation, we have that the matrix C with φ * B Z ′ 2n = C B Z 2n is of the form C = (det(ΓZ + ∆))
Proof. The proof is similar to that of formula 5.1 of Ch. II, & 5 in [4] . The group Sp(g, Z) is generated by elements of the form [4] . As in [4] , we can rewrite the formula we want to prove in the form
where v ′ = t (ΓZ + ∆) −1 v and Z ′ = (AZ + B)(ΓZ + ∆) −1 . We conclude that if the formula holds for M 1 , M 2 ∈ Sp(g, Z) then it also holds for M 1 M 2 . So it is enough to verify the formula for matrices of the above form. Express now the above formula in terms of classical theta functions using Lemma 1.1 and Lemma 1.2. It becomes
Matrices of the form I B 0 I . In this case e(−2nπi t v(ΓZ + ∆) −1 Γv) = 1 and det(ΓZ + ∆) = 1. We also have that v ′ = v and Z ′ = Z + B. We then get that
Therefore
We then get that det C M = e( πi 2n α∈Z g 2n t αBα). Observe now that since B is symmet-
The later is a multiple of 4n for g ≥ 3 and therefore det C M = 1.
Matrices of the form
A 0 0 t A −1 . In this case e(−2nπi t v(ΓZ + ∆) −1 Γv) = 1 and det(ΓZ + ∆) = det t A −1 = ±1 i.e. (det(ΓZ + ∆)) 1 2 = ζ 4 a 4 th root of 1. We also have that v ′ = Av and Z ′ = AZ t A. Therefore
where t Aα denotes the natural action of t A on Z g 2n . Let M (A) denote the (2n) g × (2n) g matrix corresponding to the above relation of bases.
We claim that for g ≥ 3 we have det M (A) = 1. The matrix A is an integral matrix with determinant ±1. The ring of those matrices is generated by the elementary matrices So let A be a elementary matrix. Let c ij be the non-zero element away from the diagonal.
The action of A on an element (x 1 , . . . , x g ) ∈ Z g 2n changes the i-entry x i → c ij x j + x i and leaves invariant the others. By fixing the elements x k for k = i, j (we have (2n) g−2 ways to do that), the action of A induces a permutation of Z 2 2n . Let N be the (2n) 2 × (2n) 2 matrix representing this permutation, with det N = ±1. By ordering appropriately the elements of Z g 2n , we derive that the matrix M (A) has (2n) g−2 diagonal blocks of size (2n) 2 , all of which correspond to the same matrix N . Since g ≥ 3, we get that det M (A) = 1. The case where A is diagonal of the above form is similar (and easier).
To conclude this case, define now C M := ζ −1 4 M (A), which also has determinant 1, since by assumption the size of the matrix is (2n) g which is a multiple of 4 for g ≥ 3.
Matrices of the form 0 − I I 0 . In this case e(−2nπi t v(ΓZ+∆) −1 Γv) = e(−2nπi t vZ −1 v) and det(ΓZ + ∆) = det Z. We also have that v ′ = Z −1 v and Z ′ = −Z −1 . As in [4] , we apply Fourier transform.
We therefore get that
Observe now that by substituting −λ = 2nk + α with α ∈ Z g 2n , we can rewrite the sum as
The matrix A = (a αβ ) α,β∈Z g 2n with a αβ := e( πi n t βα) has determinant det A = (2n) g2 g−1 n g .
One way to see this is the following. Denote by Z 2n [C] the C-vector space of dimension 2n "corresponding" to the finite group Z 2n . Fix the natural base < α, α ∈ Z 2n > on that vector space. Define the map φ : Z 2n [C] −→ Z 2n [C] by φ(α) := β∈Z 2n e( πi n αβ)β. Let C be the matrix corresponding to φ. Then det C = ζ 4 (2n) n , where ζ 4 is 4-th root of unity. Indeed, it is easy to see that det(C 2 ) = ±(2n) 2n . Observe now that the matrix A is the matrix corresponding to the g-th tensor power of the map φ and so, its determinant is det A = (det C) g(2n) g−1 = (2n) g2 g−1 n g for g ≥ 3.
To conclude this case, define now C M := ( 2n i ) g 2 A −1 which has determinant 1. Everything we have stated which holds for a fixed abelian variety X = V /Λ, can be transfered easily to hold for a fibration X −→ B, with the base B to be a simply connected Stein manifold (such as h g ). In this case, the universal coveringX of X will take the place of V and the homotopy group π 1 (X) will take the place of Λ. For the universal abelian fibration f un : X −→ h g we have by construction, see Section 1.9, that π 1 (X) = Z 2g andX = C 2g × h g .
On X we have a line bundle corresponding to the (holomorphic) classical factor of automorphy e : Z 2g × (C g × h g ) −→ C × given by e(l; v, Z) = e(−π i t λ 1 Zλ 1 − 2π i t vλ 1 ), where λ 1 denotes the first g components of l. We denote by L X the second tensor power of the above bundle. 
Construction of canonical line bundles on abelian fibrations.
relating the two symplectic bases as in Section 1.9. Let X a be the preimage of U a under p a . We then have a period map p a : U a −→ h g such that the diagram
is a diagram of fiber products. In the above,X a denotes the universal cover of X a . Having chosen the period map p a , we can identifyX a with C g × p a (U a ) and π 1 (X a ) with Z 2g . We write (π 1 (X a ),X a ) pa ∼ = (Z 2g , C g × p a (U a )) to denote this identification. We now "complete" V a to an open cover X a = ∪ i V a i of X a s.t. V a i ∩ S = ∅ for all V a i = V a and such that each V a i has an isomorphic lift W a i in the universal coverX a pa ∼ = C g × p a (U a ). We can also assume that the intersection of any two of those open sets is simply connected.
Define the line bundles L n a := π * a L ⊗n X on X a . Via the identification (π 1 (X a ),X a ) pa ∼ = (Z 2g , C g × p a (U a )), the line bundle L n a corresponds to the factor of automorphy e 2n a : Z 2g × (C g × U a ) −→ C × , which is the restriction of the 2n-th power of e. Consider the induced diagram X ab π a (X ab )
By µ ab we denote the map which sends Z → M ab (Z) and by φ ab we denote the map induced by the action of M ab on the universal abelian variety X (fiberwise is the map φ(M ) of Section 1.9). We have that π b = φ ab π a and p b = µ ab p a .
By Lemma 1.2, we have that
In other words we have that φ * ab e 2n b = e 2n a ⋆ h ab on (π 1 (X ab ),X ab )
We derive that φ * ab L ⊗n X | π b (X ab ) ∼ = L ⊗n X | πa(X ab ) and so, π * a φ * ab L ⊗n X | π b (X ab ) ∼ = π * a L ⊗n X | πa(X ab ) . We therefore get that L n b | X ab ∼ = L n a | X ab . Note that when we fix the identification (π 1 (X ab ),X ab ) pa ∼ = (Z 2g , C g × p a (U ab )), the line bundle L n a | X ab corresponds to the factor of automorphy e 2n a while the line bundle L n b | X ab corresponds to the factor of automorphy φ * ab e 2n b . We glue now all the line bundles (L n a , X a ) together to get on X a line bundle L n which restricts to the trivial bundle on the zero section of the fibration, in the following way: 
Let now Φ ab : L n a | X ab −→ L n a | X ab be the canonical isomorphism defined in Section 1.10 corresponding to φ * ab e 2n b = e 2n a ⋆ h ab . We construct an explicit isomorphism ψ ab which makes the following diagram commutative:
Such an isomorphism is given by ( 
is a lift of V ab ik in the same universal cover, whereφ ab is the map induced by φ ab on the level of universal coverings (i.e. is the analytic representation of φ ab ). There exists therefore an element µ ab
It is a straight forward calculation to verify that those make the above diagram to commute and satisfy the required relations for automorphisms.
We define L n :
Note that those satisfy the cocycle relation for transition functions. We also have that the restriction of L n to the zero section S is trivial. Indeed, for x ∈ V ab ∩ S, we have that
Using the defining properties of the factors of automorphy and the definition of h ab , we get that e 2n µ ab ik , w a i , Z a (x) = e 2n w b , 0, Z a (x) e 2n (w a , 0, Z a (x)) −1 and h ab (
We conclude that for x ∈ S, we have ψ ab (x) = f a (x) f b (x) , where f a : U a −→ C × is the holomorphic function given by f a (x) = e 2n (w a , 0, Z a (x)) −1 .
Relation of the bases of sections.
As we have stated in Section 1.8, the functions H θ α 2n 0 (2nv, 2nZ), α ∈ Z g 2n are theta functions for the classical factor of automorphy e 2n : Z 2g
The line bundle L n X corresponds by construction to the classical factor of automorphy e 2n . Letσ a α denote the section of L n X | πa(X a ) corresponding to the theta function H θ α 2n 0 (2nv, 2nZ). Then σ a α := π * aσ a α is the section of L n a corresponding to the same theta function by identifying (π 1 (X a ),X a ) pa ∼ = (Z 2g , C g × p a (U a )).
In the following, fix the identification (π 1 (X ab ),X ab )
is a section of the line bundle φ * ab L n X | π b (X ab ) corresponding to the theta function φ * ab H θ α 2n 0 (2nv, 2nZ) w.r.t. the factor of automorphy φ * ab e 2n . We therefore get that the section π * a φ * abσ b 
> is also a set of sections of L n a | X ab which restricts to a base of sections of H 0 (X s , L n a | Xs ) for every s ∈ U ab . We therefore have that there exists a matrix C ab (s) of complex functions
Expressing this relation in terms of theta functions, it becomes
Note that on the level of theta functions the dependence on s is on the matrix Z : Z(s) = p a (s). Using Lemma 1.3 and relation (2) in the proof of that Lemma, we conclude that C ab (s) = (det(Γ ab Z(s) + ∆ ab )) 1 2 C M ab with det C M ab = 1. Therefore, det C ab (s) = (det(Γ ab Z(s) + ∆ ab )) 2 g−1 n g .
By the definition of the line bundle L n we have a canonical inclusion i (
L n a | X ab denote the inverse of the composition of the above two canonical isomorphisms. Then according to Diagram (5), we have a comutative diagram
The set B L a :=< i * a σ a α , α ∈ Z g 2n > is a set of sections of L n | X a which restricts to a base of sections of H 0 (X s , L n | Xs ) for every s ∈ U a . Similarly, the set
> is a set of sections of L n | X b which restricts to a base of sections of H 0 (X s , L n | Xs ) for every s ∈ U b . According now to the above Diagram (7), we have on X ab that B L b = C ab (s) B L a , where C ab (s) is the above defined matrix.
The Jacobian fibration.
We apply now the above observations for the Jacobian fibration f : J −→ M g , where J denotes the universal Jacobian parametrizing line bundles of degree zero on the fibers of the universal curve ψ : C −→ M g over the moduli space M g of smooth, irreducible curves of genus g ≥ 3 without automorphisms. The Picard group of M g is generated by a line bundle λ which is defined to be the determinant of the Hodge bundle of the map ψ i.e. λ := det ψ * ω C/Mg , see [1] .
To construct transition functions for λ, we follow [2] , Ch. II, & 15. Since the notation of that book is different than ours, we review briefly the construction. We keep the notation of the last two sections. Consider over U a , which is a "small" open analytic in M g , the (trivial) sheaf ψ * 1 Z C a , where C a := ψ −1 (U a ). A canonical base of sections <λ a 1 (s), . . . ,λ a 2g (s) > of H 1 (C s , Z) over a point s, extends uniquely to a base of sections in ψ * 1 Z C a . Consider the inclusion of sheaves p : ψ * 1 Z C a −→ ψ * 1 O C a . Let λ a i := p(λ a i ). Then we have that (U a , λ a 1 , . . . , λ a 2g ) is a symplectic choice of a base for the Jacobian fibration as in Section 2.1. By relative duality we have ψ * 1 O C a ∼ = ψ * ω ∨ C a /U a . Let < ψ * ω a i , i = 1, . . . , g > denote the dual base of sections of < λ a g+1 , . . . , λ a 2g > in ψ * ω C a /U a , where ω a i ∈ Γ(C a , ω C a /U a ). We have that < λ b 1 , . . . , λ b 2g > = < λ a 1 , . . . , λ a 2g > t M ab . Therefore < λ b g , . . . , λ b 2g > = < λ a 1 , . . . , λ a 2g > t Γ ab t ∆ ab = < λ a g , . . . , λ a 2g > (Z, I) t Γ ab t ∆ ab = < λ a g , . . . , λ a 2g > t (Γ ab Z + ∆ ab ).
Taking dual bases we have that < ψ * ω b 1 , . . . , ψ * ω b g > = < ψ * ω a 1 , . . . , ψ * ω a g > (Γ ab Z + ∆ ab ) −1 and so,
Therefore the line bundle λ = det ψ * ω C/Mg has transition functions given by g ab λ (s) = (det(Γ ab Z(s) + ∆ ab )) −1 .
Let now L denote the canonical line bundle on J constructed on Section 2.1. Then from the things we stated at the end of Section 2.2, we have that the line bundle det f * L n has transition functions given by g ab L n (s) = det C M ab (s) = (det(Γ ab Z(s) + ∆ ab )) 2 g−1 n g .
To conclude, we have that det f * L n ∼ = λ −2 g−1 n g (8)
2.4 Proof of the Theorem.
We now prove Theorem 0.1. We use the following result from [5] , [6] . Let α :M g −→ M g denote the covering of even theta characteristics in J g−1 . It is a covering of degree 2 g−1 (2 g + 1). The theta divisor Θ in J g−1 intersectsM g transversaly and the (set theoretic) intersection projects birationally via α to a divisor in M g which has class 2 g−3 (2 g + 1) c 1 (λ).
On the other hand the generic point of the intersection corresponds to a line bundle with two sections. By the description of the singularities of the theta divisor, we have that on such a point the theta divisor has a singularity of multiplicity 2. We therefore have that the
