Conventional model-based or statistical analysis methods for functional MRI (fMRI) are easy to implement, and are effective in analyzing data with simple paradigms. However, they are not applicable in situations in which patterns of neural response are complicated and when fMRI response is unknown. In this paper the ''neural gas'' network is adapted and rigourosly studied for analyzing fMRI data. The algorithm supports spatial connectivity aiding in the identification of activation sites in functional brain imaging. A comparison of this new method with KohonenÕs self-organizing map and with a fuzzy clustering scheme based on deterministic annealing is done in a systematic fMRI study showing comparative quantitative evaluations. The most important findings in this paper are: (1) both ''neural gas'' and the fuzzy clustering technique outperform KohonenÕs map in terms of identifying signal components with high correlation to the fMRI stimulus, (2) the ''neural gas'' outperforms the two other methods with respect to the quantization error, and (3) KohonenÕs map outperforms the two other methods in terms of computational expense. The applicability of the new algorithm is demonstrated on experimental data.
Introduction
Functional magnetic resonance imaging with high temporal and spatial resolution represents a powerful technique for visualizing rapid and fine activation patterns of the human brain [4, 8, 10, 11, 17] . As is known from both theoretical estimations and experimental results [1, 10, 16] , an activated signal variation appears very low on a clinical scanner. This motivates the application of analysis methods to determine the response waveforms and associated activated regions. Generally, these techniques can be divided into two groups: Model-based techniques require prior knowledge about activation patterns, whereas model-free techniques do not. However, model-based analysis methods impose some limitations on data analysis under complicated experimental conditions. Therefore, analysis methods that do not rely on any assumed model of functional response are considered more powerful and relevant. There are two kinds of model-free methods. The first method, principal component analysis (PCA) [2, 19] or independent component analysis (ICA) [13, 14] , transforms original data into highdimensional vector space to separate functional response and various noise sources from each other.
The second method, fuzzy clustering analysis [3, 5, 20, 22] or self-organizing map [6, 15, 22] , attempts to classify time signals of the brain into several patterns according to temporal similarity among these signals.
In this paper, we propose to employ the ''neural gas'' network to increase the analysis power without sacrifying efficiency. In a systematic manner, we will compare and evaluate the results obtained based on this new approach with the traditional KohonenÕs self-organizing map (SOM) and with the fuzzy clustering scheme based on deterministic annealing [18, 22] . In this context, we put special emphasis on the methodology rather than the imaging application.
The clustering algorithms
Functional organization of the brain is based on two complementary principles, localization and connectionism. Localization means that each cognitive function is performed mainly by a small set of the cortex. Connectionism, on the other hand, expresses that the brain regions involved in a certain visual cortex function are widely distributed, and thus the brain activity necessary to perform a given task may be the functional integration of activity in distinct brain systems. It is important to stress that in neurobiology the term ''connectionism'' is used in a different sense than that used in the neural network terminology.
The following sections are dedicated to presenting the algorithms and evaluate the discriminatory power of unsupervised clustering techniques such as ''neural gas'' network, fuzzy clustering based on deterministic annealing and KohonenÕs self-organizing map. These techniques are based on grouping image pixels together based on the similarity of their intensity profile in time (i.e., their time-courses).
Let n denote the number of subsequent scans in a fMRI study, and let K be the number of pixels in each scan. The dynamics of each pixel l 2 f1; . . . ; Kg, i.e., the sequence of signal values fx l ð1Þ; . . . ; x l ðnÞg can be interpreted as a vector x l ðiÞ 2 R n in the n-dimensional feature space of possible signal time-series at each pixel (Pixel Time Course, PTC).
Cluster analysis groups image pixels together based on the similarity of their intensity profile in time. In the clustering process, a time course with n points is represented by one point in an n-dimensional Euclidean space which is subsequently partitioned into clusters based on the proximity of the input data.
Here, we employ several vector quantization (VQ) approaches as a method for unsupervised image timeseries analysis. VQ clustering identifies several groups of pixels with similar PTC, while these groups or clusters are represented by prototypical time-series called codebook vectors (CV) located at the center of the corresponding clusters. The CVs represent prototypical PTCs sharing similar temporal characteristics. Thus, each PTC can be assigned in the crisp clustering scheme to a specific CV according to a minimal distance criterion, while in the fuzzy scheme according to a membership to several CVs. Accordingly, the outcomes of VQ approaches for fMRI data analysis can be plotted as ''crisp'' or ''fuzzy'' cluster assignment maps.
VQ approaches determine the cluster centers w i by an iterative adaptive update based on the following equation: 
where ðtÞ represents the learning parameter, a i a codebook CðtÞ dependent cooperativity function, j a cooperativity parameter, and x a randomly chosen feature vector. For fMRI, the feature vector represents the PTC.
Kohonen's self-organizing map
KohonenÕs self-organizing map generates nodes on a two-dimensional lattice in which the distribution of these nodes corresponds to the proximity of their associated node patterns in the signal intensity space. The benefits of this clustering technique are: (1) if started with an adequate number of neurons, it can find distinctive features in the data even if they are less predominant, and (2) the emerging node patterns are ordered according to their proximity properties in the data space. This topology-preserving technique enables the forming of superclusters by fusing nodes, and thus provides a way to visualize high-dimensional data sets. Its advantages in analyzing fMRI data were demonstrated in [6] .
The learning rule for the KohonenÕs self-organizing map is given below
where d ij is a distance between neurons i and j determined by a neighborhood relation and r 2 is an operating parameter. expðÀðd ij =r 2 ÞÞ takes the maximum value of one for i ¼ j, namely for the firing neuron, and decreases when the distance becomes large.
Fuzzy clustering based on deterministic annealing
Another proven tool for the analysis of fMRI timeseries is given by a fuzzy clustering technique based on deterministic annealing [18, 22] .
The learning rule for fuzzy clustering based on deterministic annealing is given below
where q is the ''fuzzy range'' of the model, and defines a length scale in data space and is annealed to repeatedly smaller values in the VQ approach. In parlance of statistical mechanics, q represents the temperature T of a multiparticle system by T ¼ 2q 2 . The cooperativity function
is the so-called softmax activation function, and accordingly the outputs lie in the interval [0,1] and they sum up to one. In deterministic annealing some form of randomness is incorporated into the energy function itself, which is then deterministically optimized at a sequence of decreasing temperatures [18] . The algorithm starts with one cluster representing the center of the whole data set. Gradually, the large clusters split up into smaller ones representing smaller regions in the feature space. This represents a major advantage over fuzzy c-means clustering since this algorithm does not employ prespecified cluster centers. This clustering procedure identifies groups of pixels sharing similar properties of signal dynamics, and thus enables the interpretation of the physiological part of the experiment. The main differences between SOM and minimal free energy vector quantization were pointed out in [22] : (1) the hierarchical and multiresolution aspect of data analysis, (2) monitoring based on different control parameters (free energy, entropy) facilitates straightforward cluster splitting, and (3) the learning rule based on a stochastic gradient descent on an explicitely given error function.
''Neural gas'' network
The ''neural-gas'' algorithm [12] is an efficient approach which, applied to the task of vector quantization, (1) converges quickly to low distortion errors, (2) reaches a distortion error 1 lower than that from KohonenÕs feature map, and (3) at the same time obeys a gradient descent on an energy surface.
Instead of using the distance jjx À w i jj or of using the arrangement of the jjw i jj within an external lattice, it utilizes a neighborhood-ranking of the reference vectors w i for the given data vector x.
The learning rule for the ''neural gas'' network is given below
where k i ¼ 0; . . . ; N À 1 represents the rank index describing the ''neighborhood-ranking'' of the reference vectors w i to the data vector x in a decreasing order, N is the number of units in the network, and k determines the number of neural units changing their synapses with every iteration. The step size 2 ½0; 1 describes the overall extent of the modification. Martinetz et al. [12] showed that the average change of the reference vectors corresponds to an overdamped motion of particles in a potential that is given by the negative data point density. Superimposed on the gradient of this potential is a ''force,'' which points toward the direction of the space where the particle density is low. This ''force'' is the result of a repulsive coupling between the particles (reference vectors). In its form it resembles an entropic force and tends to homogeneously distribute the particles (reference vectors) over the input space, like the case of a diffusing gas. This suggests the name for the ''neural-gas'' algorithm. It is interesting also to mention that the reference vectors w i change their locations slowly but permanently and, w i that are neighboring at an early stage of the adaptation procedure might not be neighboring anymore at a more advanced stage.
Another important feature of the presented algorithm compared to Kohonen algorithm is that it does not require a prespecified graph (network). In addition, it can produce topologically preserving maps, which is only possible if the topological structure of the graph matches the topological structure of the data manifold. In cases, however, where it is not possible to a priori determine an appropriate graph, for example, in cases where the topological structure of the data manifold is not known a priori or is too complicated to be specified, KohonenÕs algorithm necessarily fails in providing perfectly topology preserving maps. The ''neural-gas'' algorithm enables data analysis without knowledge of the stimulation paradigm [9] .
Results and discussion
FMRI data were recorded from five subjects (3 female, 2 male, age 20-37) performing a visual task. In all five subjects, five slices with 100 images (TR/TE ¼ 3000/ 60 ms) were acquired with five periods of rest and five photic simulation periods starting with rest. Simulation and rest periods comprised 10 repetitions each, i.e., 30 s. Resolution was 3 Â 3 Â 4 mm. The slices were oriented parallel to the calcarine fissure. Photic stimulation was performed using an 8 Hz alternating checkerboard stimulus with a central fixation point and a dark background with a central fixation point during the control periods [22] . The first scans were discarded for remaining saturation effects [7] . Motion artifacts were compensated by automatic image alignment (AIR, [21] ).
The clustering results were evaluated by (1) assessment of cluster assignment maps, (2) task-related activation maps, and (3) associated time-courses. Cluster assignment maps represent cluster membership maps obtained based on a minimal distance criterion in the pixel time course space. For the fMRI data, a comparative quantitative evaluation among the three clustering techniques, SOM, ''neural gas'' network, and fuzzy clustering (FC) based on deterministic annealing, was performed.
Estimation of the clustering model
To decide to what extent clustering techniques of fMRI time-series depend on the employed algorithm, we first have to look at the optimal number of codebook vectors determined by each algorithm.
Therefore, it is significant to find a fixed number of CVs that can theoretically predict new observations under same conditions. To do so, we compared the three proposed algorithms for 8, 16, and 36 CVs in terms of: (1) the component time course most closely matching the visual task reference function which is found by each of the three techniques, (2) the normalized quantization error, and (3) the necessary simulation time.
The obtained results are plotted in Fig. 1 . In the following we will give the set of parameters. For SOM we chose: (1) an one-dimensional lattice, and (2) the maximal number of iterations equals 1000. For ''neural gas'' network we choose: (1) the learning parameters i ¼ 0:5 and f ¼ 0:005, and (2) the lattice parameters k i equals half the number of classes and k f ¼ 0:01, and (3) the maximal number of iterations equals 1000. And last, for fuzzy clustering based on deterministic annealing we set: (1) neuronsÕ initialization with principal components, (2) learning parameter q final ¼ 0:01 and updating based on a linear annealing scheme, and (3) the maximal number of iterations equals 100. From Fig. 1 we see that the lowest quantization error is achieved by the ''neural gas'' network, which at the same time provides the best correlation for eight CVs. In this situation, it also outperforms the fuzzy clustering based on deterministic annealing.
The clustering results for the new method, the ''neural gas'' network, are shown in Figs. 2 and 3. Fig. 2 illustrates the so-called assignment maps where all the pixels belonging to a specific cluster are highlighted. The assignment between a pixel and a specific cluster is given by the minimum distance between the PTC and the CV from the established codebook. On the other hand, each CV shown in Fig. 3 can be viewed as the cluster-specific weighted average of all pixel time-courses. The first two codebook vectors in Fig. 3 are similar to the stimulus function. Their corresponding cluster assignment maps in Fig. 2 can be attributed to activation of the visual cortex.
Characterization of task-related effects
For all subjects, and runs, cluster assignment maps, unique task-related activation maps and associated timecourses were obtained by all three clustering techniques. Fig. 4 shows for 36 CVs the component time course most closely associated with the visual task for all three clustering techniques. This time course can serve as an estimate of the stimulus reference function used in the fMRI experiment, as identified by the specific clustering technique. The best results are achieved by the ''neural gas'' network and the fuzzy clustering based on deterministic annealing, yielding almost identical estimated reference functions, and a correlation coefficient of r ¼ 0:9984 between those two. This striking similarity between these neural networks is also visualized in Fig. 5 which shows the activation maps as a comparison of results obtained by the three techniques.
The results found in Fig. 5 motivate a closer look at the activation maps of each technique such that a more general statement regarding the differentiation Fig. 3 . Associated codebook vectors for the ''neural gas'' network clustering as shown in Fig. 2 . Assignment of the codebook vectors corresponds to the order of the assignment maps shown in Fig. 2 . capabilities of each technique is possible. Two representation modalities are chosen: one based on the socalled z-statistics [13] , and the other based on the correlation value. Fig. 6 shows the activation maps for each of the three techniques based on the z-statistics. The z score for a map value, indicates how far and in what direction, that value deviates from its distributionÕs mean, expressed in units of its distributionÕs standard deviation. The mathematics of the z score transformation are such that if every value in a distribution is converted to its z score, the transformed scores will necessarily have a mean of zero and a standard deviation of one.
Z scores are sometimes called ''standard scores.'' The z score transformation is especially useful when seeking to compare the relative standings of values from distributions with different means and/or different standard deviations. Z scores are especially informative when the distribution to which they refer is normal. In every normal distribution, the distance between the mean and a given z score cuts off a fixed proportion of the total area under the curve.
The lighter a pixel is, the more correlated is the corresponding pixel to the CTR. The ''neural gas'' network and the FC activation maps appear very similar to each other.
The activation maps obtained based on the correlation analysis show consistent results with those based on z-statistics. Interestingly, the results obtained by the ''neural gas'' network and the FC based on z-statistics are similar as shown in Fig. 7 .
Exploratory analysis of ancillary findings
From Figs. 2 and 3, we can also obtain some insight in the type of artifactual components. For the cluster assignment maps in Fig. 3 , cluster 13 and 31 may be assigned to a co-activation of the frontal eye fields induced by stimulus onset. There may be some type of physiological relatedness between cluster 13 and 31 on one hand, and between cluster 1 and 2 showing high correlation with the stimulus function, on the other hand. However, this connection is not revealed by the feature space metric, and thus is not supported by clustering approaches based on this metric. Fig. 8 for example shows the codebook vector and the assignment map for a cluster indicative of left-handed frontal eyefield co-activation.
An additional benefit from unsupervised clustering techniques represents the ability to identify data highly indicative of artifacts, e.g., ventricular pulsation or through plane motion. Fig. 9 for example shows the region of the inner ventricles. It is important to mention that these effects could not have been detected by modelbased approaches.
An important aspect in real-time analysis is the required processing time associated with each technique. A comparison between these techniques is given in Table 1 . For the same number of target components, the fastest technique is the Kohonen map.
Conclusion
In the present paper, we have experimentally compared two proven clustering algorithms, the SOM and the fuzzy clustering based on deterministic annealing, with a novel and powerful algorithm, the ''neural gas'' network. The goal of the paper was to demonstrate that unsupervised clustering techniques represent a useful strategy for the analysis of time-courses from fMRI data sets. The clustering results proved to reveal extremely well the structure of the data set.
It has been shown that both ''neural gas'' network and fuzzy clustering based on deterministic annealing outperform the SOM in terms of found component time course, quantization error, and activation maps, when applied to fMRI studies. However, SOM turned out to be the fastest algorithm, while the ''neural gas'' network proved to be an adequate clustering technique for the identification of signal components with high correlation to the stimulus function. All unsupervised clustering techniques can be employed to identify interesting ancillary findings that cannot be detected by modelbased approaches. The applicability of the new algorithm is demonstrated on experimental data. We conjencture that the method can serve as a multipurpose computer vision strategy to image-time series analysis and visualization for many fields ranging from biomedical basic research to clinical assessment of patient data. In particular, beyond the application to fMRI data analysis discussed in this paper, the method exhibits a specific potential to serve in applications refering to dynamic contrast-enhanced perfusion MRI for the diagnosis of cerebrovascular disease or magnetic resonance mammography for the analysis of suspicious lesions in patients with breast cancer. Time is given in seconds.
