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Abstract
The aim of this article is to introduce a method for recovering functions, de-
fined on the n−1 dimensional unit sphere Sn−1, using their spherical transform,
which integrates functions on n−2 dimensional subspheres, on a prescribed fam-
ily of subspheres of integration. This family of subspheres is obtained as follows,
we take a spheroid Σ inside Sn−1 which contains the points ±en and then each
subsphere of integration is obtained by the intersection of a hyperplane, which
is tangent to Σ, with Sn−1. In particular, we obtain as a limiting case, by
shrinking the spheroid into its main axis, a method for recovering functions in
case where the subspheres of integration pass through a common point in Sn−1.
1 Introduction and Motivation
Recovering a function f , defined on a manifold Ω, by integrating f on a family Γ
of submanifolds of Ω, in case when one can obtain a well-posed problem (i.e., when
the dimension of the family Γ is equal to the dimension of Ω), is one of the main
subjects of research in Integral Geometry. In many cases, a solution can be found
by assuming some symmetric properties on the manifold Ω such as translation and
rotation invariance.
In case where Ω is a sphere then one can use its special geometry in order to
reconstruct a function f in case where the family Γ consists of subspheres of Ω, where
by a subsphere we mean a nonempty intersection of Ω with a hyperplane. If we
assume, without loss of generality, that Ω is the unit sphere Sn−1, then the recovery
problem for Ω was studied and solved in cases where the family Γ of subspheres
of integration has a specific geometric flavor. Some notable examples are when Γ
consists of great subspheres (i.e., intersections of hyperplanes which pass through the
origin with Sn−1) ([3, 5, 6, 7, 9, 11, 12, 13, 15]), of subspheres which pass through
a common point which lies on Sn−1 ([9, 13, 15]), of subspheres which are orthogonal
to a subsphere of Sn−1 ([2, 8, 10, 16]) and when Γ consists of subspheres obtained
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by intersections of Sn−1 with hyperplanes which pass through a common point inside
Sn−1([13, 14, 15]).
The main aim of this paper is to continue the research obtained in the above
mentioned papers and obtain inversion procedures for families of subspheres of Sn−1
which have a specific geometry. In our case, each subsphere in the family Γ is obtained
by the intersection of Sn−1 with a hyperplane which is tangent to a fixed spheroid Σ
inside Sn−1 containing the north and south poles ±en. In particular, we will show
how by shrinking Σ into its main axis one can obtain an inversion procedure for the
case of the so called spherical slice transform (see [9, Chapter 3, page 108]) where the
subspheres of integration pass through a common point p which lies on Sn−1 (where
in our case p will be the south pole −en). It should be mentioned however that in this
paper the solution for the above reconstruction problem is given as a series of functions
rather than in a closed form. This is because the method used here includes, at some
stage, an expansion into spherical harmonics. Expansion into spherical harmonics in
our case can be used since the spheroid Σ has a rotational symmetry with respect to
its main axis. Of course, if Σ is a general ellipsoid inside Sn−1 then one cannot use the
method present here, the solution for this general problem is left for future research.
Our paper is organized as follows, in Chapter 2 we give all the necessary mathe-
matical background for the formulation of the main result Theorem 2.1 and formulate
the main result. In Chapter 3 we discuss the method behind the proof of Theorem
2.1 and show how the limiting case, where Σ shrinks into its main axis, yields an
inversion procedure for the spherical slice transform. In Chapter 4 we give the proof
of Theorem 2.1. Chapter 5 is more technical and contains a characterization of the
stereographic projections of the subspheres of integration and also contains a proof of
the factorization of the infinitesimal volume measure, of each subsphere of integration,
under the stereographic projection.
2 Mathematical Background and the Main Result
Denote by Rn the n dimensional Euclidean space and by 〈 , 〉 the standard scalar
product on Rn. Denote by R+ the ray [0,∞), by Sn−1 the n − 1 dimensional unit
sphere of Rn, i.e., Sn−1 = {x ∈ Rn : |x| = 1} and by ωn−1 = 2πn/2/Γ(n/2) the volume
of Sn−1. Denote by C (Sn−1) the set of continuous functions defined on Sn−1 and on
C (Sn−1) define the following inner product
〈f1, f2〉Sn−1 =
∫
Sn−1
f1(ψ)f2(ψ)dψ, f1, f2 ∈ C
(
S
n−1
)
where dψ is the standard infinitesimal volume measure on Sn−1.
For a point ψ in Sn−1 define the following n− 2 dimensional subsphere of Sn−1:
S
n−2
ψ =
{
x ∈ Sn−1 : 〈x, ψ〉 = 0} .
For a fixed real number λ > 0 define the following spheroid in Rn:
Σλ = {x ∈ Rn : x2n + (x21 + ...+ x2n−1) cosh2 λ = 1}. (2.1)
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Define the following stereographic and inverse stereographic projections respectively,
Λ : Sn−1 \ {en} → Rn−1,Λ(x) =
(
x1
1− xn , ...,
xn−1
1− xn
)
,
Λ−1 : Rn−1 → Sn−1 \ {en},Λ(y) =
(
2y1
1 + |y|2 , ...,
2yn−1
1 + |y|2 ,
−1 + |y|2
1 + |y|2
)
.
We define the ”stereographic projection” f ∗ of a function f in C(Sn−1) by
f ∗ : Rn−1 → R, f ∗ = f ◦ Λ−1.
We will also define the function
f ∗∗(x) =
(f ◦ Λ−1)(x)
|x|n−2(1 + |x|2)n−2 where x ∈ R
n−1 \ {0}. (2.2)
Denote by G the isotropic group of rotations in Sn−1 which leave the unit vector
en fixed. That is
G = {g ∈ SO(n) : gen = en}.
Define the Gegenbauer polynomials Cλl = C
λ
l (t) of order λ > −12 and degree l by
the following orthogonality relations
∫ 1
−1
Cλl (t)C
λ
k (t)(1− t2)λ−
1
2dt =
{
0, l 6= k,
22λ−1Γ2(λ+ 1
2
)l!
(l+λ)Γ(l+2λ)
, l = k,
and for λ = −1
2
define C
− 1
2
l (t) = cos(l arccos(t)).
For every integer m ≥ 0 define the following function hm,λ : R+ → R by
hm,λ(x) (2.3)
=


(
24−n tanh3−n λ
)
xC
n−3
3
m
(
x2+1−tanh2 λ
2x
)
((1 + tanhλ− x)(1 + tanhλ+ x)
(x− 1 + tanhλ)(x+ 1− tanhλ))n−42 , 1− tanhλ ≤ x ≤ 1 + tanhλ,
0, o.w
For a function F , defined on R+, define the Mellin transform MF of F by
(MF )(s) =
∫ ∞
0
ys−1F (y)dy, s ∈ C
where it should be noted that the above integral might not converge for every s ∈ C.
For the Mellin transform we have the following inversion and convolution formulas
for two functions F1 and F2 defined on R
+ (see [4], Chapter 8.2 and 8.3):
M−1(F1)(r) = 1
2πi
∫ ̺+i∞
̺−i∞
r−sM(F1)(s)ds, (2.4)
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M(F1 ⋆ F2)(r) =M(F1)(r)M(F2)(1− r) (2.5)
where ̺ ∈ (0, 1) and where the convolution F1 ⋆ F2 is defined by
(F1 ⋆ F2)(s) =
∫ ∞
0
F1(ss
′)F2(s
′)ds′.
As we will show later, if F1, F2 ∈ L1(R+) then formulas (2.4) and (2.5) are valid when
0 < ℜ(r) < 1.
For a function f in C (Sn−1) define its spherical transform Sf to be the integral
transform which integrates f on n− 2 dimensional subspheres in Sn−1. That is,
(Sf)(S) =
∫
S
f(x)dSx
where dSx is the standard infinitesimal volume measure on the subsphere S of inte-
gration. Our aim is to recover functions in C(Sn−1) using their spherical transform
where each subsphere of integration is obtained by the intersection of Sn−1 with a hy-
perplane which is tangent to the spheroid Σλ. Let us denote this family of subspheres
by Υλ. From Lemma 5.1 it follows that the family of n− 2 dimensional spheres Υ∗λ,
which is obtained by projecting each subsphere in Υλ using the stereographic projec-
tion Λ, can be parameterized as in (5.1). Thus, by taking the inverse stereographic
projection Λ−1 we obtain the following parametrization for Υλ:
Υλ =
⋃
ψ∈Sn−2,c>0
{{Λ−1 (cψ + c(tanhλ)ω) : ω ∈ Sn−2}} . (2.6)
Thus, if we define the following n− 2 dimensional sphere in Sn−1
Sψ,c =
{
Λ−1 (cψ + c(tanhλ)ω) , ω ∈ Sn−2}
then our data consists of the family of integrals
(Sf)(Sψ,c) =
∫
Sψ,c
f(x)dSψ,c, ψ ∈ Sn−2, c > 0 (2.7)
where dSψ,c is the standard measure on Sψ,c. We have the following result for the
recovering of a function f in C (Sn−1) from the family of integrals (2.7).
Theorem 2.1. Let f be a function in C (Sn−1) such that f ∗∗ as defined in (2.2) is
in L1 (Rn−1 \ {0}) and such that
f ∗(rζ) =
∞∑
m=0
dm∑
l=1
fm,l(r)Y
m
l (ξ)
is the spherical harmonic expansion of f ∗ = f ◦ Λ−1. Then, for each m ≥ 0 and
1 ≤ l ≤ dm the term fm,l can be recovered from the integral transform (2.7) as follows
fm,l(r) =
(1 + r2)n−2
2πi
∫ ̺+i∞
̺−i∞
r−s
M (Km,l) (s)
M (hm,λ) (1− s)ds
where
Km,l(c) = 1
(2c tanhλ)n−2ωn−3
∫
Sn−2
(Sf)(Sψ,c)Y ml (ψ)dψ,
hm,λ is defined as in (2.3) and ̺ is any number in the interval (0, 1).
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3 The Method Behind the Proof of Theorem 2.1
and the Limiting Case λ→∞
The idea behind the proof of Theorem 2.1 consists mainly of three steps.
In the first step we use the stereographic projection in order to project our family
Υλ of subspheres in S
n−1 into a family of hyperspheres in Rn−1. As Lemma 5.1 shows,
the family Υλ is projection into a well defined family Υ
∗
λ of hyperspheres in R
n−1.
More specifically, each sphere in Υ∗λ has its radius proportional, with the factor tanλ,
to the distance of its center from the origin. As Lemma 5.2 shows, the infinitesimal
volume measure of each subsphere in Υλ is factored under the stereographic projection
and thus we can make all of our analysis on Rn−1 with the family Υ∗λ of spheres of
integration.
In the second step we exploit the rotational invariance (with respect to the origin)
of the family Υ∗λ in order to reduce our problem to each term in the spherical har-
monic expansion of the modified projection g(x) = f ∗(x)/(1+ |x|2)n−2 of the function
f in question to be recovered. For each such term gm,l we obtain a convolution type
equation relating gm,l to its corresponding term Km,l in the expansion of the integral
transform (2.7) into spherical harmonics. Using the inversion and convolution for-
mulas for the Mellin transform one is able to express the term gm,l in terms of Km,l.
Since we can extract each such term gm,l we can obviously recover g and thus we can
also recover f ∗.
In the third and final step we just use the inverse stereographic projection on f ∗
in order return to our original function f .
Observe that by Lemma 5.1 it follows that for λ → ∞ the projected family of
spheres Υ∗λ has the following parametrization
Υ∗λ =
⋃
ψ∈Sn−2,c>0
{{cψ + cω : ω ∈ Sn−2}} .
That is, Υ∗λ consists of the hyperspheres in R
n−1 passing through the origin. By
taking the inverse stereographic projection it is an easy exercise to show that the cor-
responding family Υλ of subspheres consists of all the subspheres which pass through
the south pole −en. Hence, this limiting case yields an inversion procedure for the
case where the subspheres of integration pass through a common point which lies on
Sn−1. Observe that for this case the function hm,λ has the simpler form
hm,∞(x) =
{
24−nxn−3(4− x2)n−42 C
n−3
3
m
(
x
2
)
, 0 ≤ x ≤ 2,
0, x ≥ 2.
4 Proof of Theorem 2.1
Denote x = Λ−1 (cψ + c(tanhλ)ω), then, by Lemma 5.2, dx = dSψ,c is given by
formula (5.3). Hence we can write
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(Sf)(Sψ,c)
=
∫
Sn−2
(2c tanhλ)n−2f (Λ−1 (cψ + c(tanhλ)ω)) dω(
1 + c2
(
1 + tanh2 λ+ 2〈ω, ψ〉 tanhλ))n−2 , ψ ∈ Sn−2, c > 0.
Hence, if we define
(Sf)∗(Sψ,c) =
(Sf)(Sψ,c)
(2c tanhλ)n−2
, g(x) =
(f ◦ Λ−1) (x)
(1 + |x|2)n−2 , (4.1)
then we have
(Sf)∗(Sψ,c) =
∫
Sn−2
g (cψ + c(tanhλ)ω) dω, ψ ∈ Sn−2, c > 0. (4.2)
Let us expand g into spherical harmonics in Rn−1:
g(rζ) =
∞∑
m=0
dm∑
l=1
gm,l(r)Y
m
l (ζ), r ≥ 0, ζ ∈ Sn−2.
Observe that if rζ = cψ + c(tanhλ)ω then
r = c
√
1 + tanh2 λ+ 2 tanhλ〈ψ, ω〉, ζ = ψ + (tanhλ)ω√
1 + tanh2 λ+ 2 tanhλ〈ψ, ω〉
.
Hence, inserting the spherical harmonic expansion of g into equation (4.2) we obtain
(Sf)∗(Sψ,c) =
∞∑
m=0
dm∑
l=1
∫
Sn−2
gm,l
(
c
√
1 + tanh2 λ+ 2 tanhλ〈ψ, ω〉
)
×Y ml

 ψ + (tanhλ)ω√
1 + tanh2 λ+ 2 tanhλ〈ψ, ω〉

 dω, ψ ∈ Sn−2, c > 0.
Making the change of variables
ω = (cosϕ)ψ + (sinϕ)η, (ϕ, η) ∈ [0, π]× Sn−3ψ , dω = sinn−3 ϕdηdϕ
we have
(Sf)∗(Sψ,c) =
∞∑
m=0
dm∑
l=1
∫ π
0
∫
S
n−3
ψ
gm,l
(
c
√
1 + tanh2 λ+ 2 tanhλ cosϕ
)
×Y ml
(
(1 + tanhλ cosϕ)ψ + (tanhλ sinϕ)η√
1 + tanh2 λ+ 2 tanhλ cosϕ
)
sinn−3 ϕdηdϕ, ψ ∈ Sn−2, c > 0.
(4.3)
Observe that for constant ϕ and λ we can denote
cos ξ =
1 + tanhλ cosϕ√
1 + tanh2 λ+ 2 tanhλ cosϕ
, sin ξ =
tanhλ sinϕ√
1 + tanh2 λ+ 2 tanhλ cosϕ
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for some ξ in [−π, π]. Since each Y ml , m ≥ 0, 1 ≤ l ≤ dm is an eigenfunction of the
Laplace-Beltrami operator in Sn−2 it follows (see for example [1]) that∫
S
n−3
ψ
Y ml ((cos ξ)ψ + (sin ξ)η)dη = ωn−3C
n−3
2
m (cos ξ)Y
m
l (ψ).
Hence, from equation (4.3) we have
(Sf)∗(Sψ,c) = ωn−3
∞∑
m=0
dm∑
l=1
Y ml (ψ)
∫ π
0
gm,l
(
c
√
1 + tanh2 λ+ 2 tanhλ cosϕ
)
×C
n−3
3
m
(
1 + tanhλ cosϕ√
1 + tanh2 λ+ 2 tanhλ cosϕ
)
sinn−3 ϕdϕ, ψ ∈ Sn−2, c > 0.
From the orthonormality relations we have for {Y ml }m≥0,l=1,...,dm on Sn−2 it follows
that
1
ωn−3
〈(Sf)∗(S·,c), Y ml 〉Sn−2 =
∫ π
0
gm,l
(
c
√
1 + tanh2 λ+ 2 tanhλ cosϕ
)
× C
n−3
3
m
(
1 + tanhλ cosϕ√
1 + tanh2 λ+ 2 tanhλ cosϕ
)
sinn−3 ϕdϕ, c > 0. (4.4)
Let us make the following change of variables
x =
√
1 + tanh2 λ+ 2 tanhλ cosϕ, dx =
tanhλ sinϕdϕ√
1 + tanh2 λ + 2 tanhλ cosϕ
,
in equation (4.4). Then, we have
1
ωn−3
〈(Sf)∗(S·,c), Y ml 〉Sn−2
=
1
2n−4 tanhn−3 λ
∫ 1+tanh λ
1−tanh λ
xgm,l (cx)C
n−3
3
m
(
x2 + 1− tanh2 λ
2x
)
((1 + tanhλ− x)(1 + tanhλ + x)(x− 1 + tanhλ)(x+ 1− tanhλ))n−42 dx
=
∫ ∞
0
gm,l(cx)hm,λ(x)dx, c > 0. (4.5)
Thus, if we denote
Km,l(c) = 1
ωn−3
〈(Sf)∗(S·,c), Y ml 〉Sn−2
then by using the Mellin convolution formula on equation (4.5) we obtain
M (Km,l) (s) =M (gm,l) (s)M (hm,λ) (1− s). (4.6)
In Lemma 5.3 it is proved that both M (gm,l) and M (hm,λ) (1− ·) exist on the strip
0 < ℜ(s) < 1 and thus equation (4.6) is valid in this domain. Thus, after dividing
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both sides of equation (4.6) by M (hm,λ) (1 − s) and using the Melling inversion
formula and the fact that M (Km,l) ,M (gm,l) and M (hm,λ) (1− ·) are all defined on
the strip 0 < ℜ(s) < 1 we have
gm,l(r) =
1
2πi
∫ ̺+i∞
̺−i∞
r−s
M (Km,l) (s)
M (hm,λ) (1− s)ds
where ̺ is any number in the interval (0, 1). Using the relation (4.1) between g and
f ∗ = f ◦Λ−1 proves Theorem 2.1. 
5 Appendix
Lemma 5.1. The family Υ∗λ of all the n − 2 dimensional spheres in Rn−1 obtained
by projections, under Λ, of the n − 2 dimensional spheres obtained by intersections
of Sn−1 with hyperplanes which are tangent to the spheroid Σλ, has the following
parametrization
Υ∗λ =
⋃
ψ∈Sn−2,c>0
{{cψ + c(tanhλ)ω : ω ∈ Sn−2}} . (5.1)
Furthermore, the projection of the intersection of Sn−1 with the unique hyperplane H
which is tangent to Σλ and has the unit normal n = ((cos θ)ψ, sin θ) (ψ ∈ Sn−2, θ ∈[−π
2
, π
2
]
) is the n−2 dimensional sphere in Rn−1 which corresponds, in the parametriza-
tion (5.1), to the subsphere with the parameters c and ψ where the relation between c
and θ is given by
c =
coshλ cos θ√
1 + sinh2 λ sin2 θ − cosh λ sin θ
, θ = arctan
(
c2 − cosh2 λ
2c · cosh2 λ
)
. (5.2)
Proof. Since Σλ is invariant with respect to rotations in the group G, it follows that we
can make our analysis first on the two dimensional plane X1Xn and then use rotations
in G to obtain a complete parametrization of Υ∗λ. Hence, on the plane X1Xn and for
θ ∈ [−π
2
, π
2
]
we want to find at which distance t ≥ 0 the line x1 cos θ + xn sin θ = t
intersects the ellipse x2n + (cosh
2 λ)x21 = 1 at exactly one point. Extracting the
variable xn from the first equation an inserting it in the second we obtain the following
quadratic equation
(sin2 θ cosh2 λ+ cos2 θ)x21 − 2x1t cos θ + t2 − sin2 θ = 0
and we need to find the value of t for which the discriminant of the last equa-
tion is equal to zero. The discriminant of the last equation is zero when t =√
1 + sinh2 λ sin2 θ/ coshλ. Hence, the line
lθ : (x1 cos θ + xn sin θ) coshλ =
√
1 + sinh2 λ sin2 θ
is the unique line which is tangent to the ellipse x2n + (cosh
2 λ)x21 = 1 and its normal
makes an angle θ with the X1 axis. Now we want to find for each θ ∈
[−π
2
, π
2
]
at
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which points the line lθ intersects the circle x
2
1 + x
2
n = 1. By a direct substitution we
obtain that the intersection points p1 = (x1, y1) and p2 = (x2, y2) are given by

(
sinh λ sin θ +
√
1 + sinh2 λ sin2 θ
)
cos θ
cosh λ
,
√
1 + sinh2 λ sin2 θ sin θ − sinh λ cos2 θ
coshλ

 ,


(
− sinh λ sin θ +
√
1 + sinh2 λ sin2 θ
)
cos θ
cosh λ
,
√
1 + sinh2 λ sin2 θ sin θ + sinh λ cos2 θ
cosh λ

 .
Thus, restricting the stereographic projection Λ to the circle S1 in the plane X1Xn
we have the following images for the points p1 and p2 under Λ:
p∗1 = Λ(p1) =
(
sinhλ sin θ +
√
1 + sinh2 λ sin2 θ
)
cos θ
coshλ−
√
1 + sinh2 λ sin2 θ sin θ + sinh λ cos2 θ
,
p∗2 = Λ(p2) =
(
− sinhλ sin θ +
√
1 + sinh2 λ sin2 θ
)
cos θ
coshλ−
√
1 + sinh2 λ sin2 θ sin θ − sinh λ cos2 θ
.
Returning back to the whole space Rn, it follows that the image, under Λ, of the
intersection of the unit sphere Sn−1 with the unique hyperplane H which is tangent to
the spheroid Σλ and has a unit normal n = e1 cos θ+ en sin θ, is the n−2 dimensional
sphere in Rn−1 which has a center at
CH =
(
1
2
(p∗1 + p
∗
2) , 0
)
=
(
coshλ cos θ√
1 + sinh2 λ sin2 θ − coshλ sin θ
, 0
)
and radius
RH =
1
2
|p∗1 − p∗2| =
sinhλ cos θ√
1 + sinh2 λ sin2 θ − coshλ sin θ
.
Observe that for every θ ∈ [−π
2
, π
2
]
we have the relation RH = tanhλ · |CH | and thus
the above sphere has the following parametrization
S∗ψ,c : ce1 + c(tanhλ)ω, ω ∈ Sn−2
such that the relation between c and θ is given by
c =
coshλ cos θ√
1 + sinh2 λ sin2 θ − cosh λ sin θ
, θ = arctan
(
c2 − cosh2 λ
2c · cosh2 λ
)
.
Now, we want to find for a general unit normal n = ((cos θ)ψ, sin θ),
(
ψ ∈ Sn−2, θ ∈ [−π
2
, π
2
])
the image, under Λ, of the intersection of the unit sphere Sn−1 with the unique hy-
perplane H which is tangent to the spheroid Σλ and has the unit normal n. From the
rotational symmetry of the spheroid Σλ it follows that this is the n− 2 dimensional
sphere S∗ψ,c in R
n−1 which has the following parametrization:
Sψ,c : cψ + c(tanhλ)ω, ω ∈ Sn−2
where again the relation between c and θ is given by (5.2).
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Lemma 5.2. Let Sψ,c be the n−2 dimensional subsphere of Sn−1 given by the following
parametrization
Sψ,c : Λ
−1 (cψ + c(tanhλ)ω) , ω ∈ Sn−2,
then
dSψ,c =
(2c tanhλ)n−2dω(
1 + c2
(
1 + tanh2 λ+ 2〈ω, ψ〉 tanhλ))n−2 . (5.3)
Proof. From the definition of the inverse stereographic projection Λ−1 it follows that
Sψ,c has the following parametrization
Sψ,c =
{(
2c(ψ + (tanhλ)ω)
1 + c2
(
1 + tanh2 λ+ 2〈ψ, ω〉 tanhλ) ,
−1 + c2 (1 + tanh2 λ+ 2〈ψ, ω〉 tanhλ)
1 + c2
(
1 + tanh2 λ+ 2〈ψ, ω〉 tanhλ)
)
: ω ∈ Sn−2
}
.
Making the following parametrization for ω:
ω = (cos ρ)ψ + (sin ρ)ψ∗, ψ∗ ∈ Sn−3ψ , ρ ∈ [0, π],
we have the following parametrization for Sψ,c
Sψ,c =
{(
2c((1 + cos ρ tanhλ)ψ + (sin ρ tanhλ)ψ∗)
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
) ,
−1 + c2 (1 + tanh2 λ+ 2(cos ρ) tanhλ)
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
)
)
: ψ∗ ∈ Sn−3ψ , ρ ∈ [0, π]
}
. (5.4)
By Lemma 5.1 it follows that the subsphere Sψ,c is the intersection of S
n−1 with the
unique hyperplane which is tangent to Σλ and has the unit normal n = ((cos θ)ψ, sin θ)
where the relation between θ and c is given by equation (5.2). Since the variable ψ
in the unit normal n comes from rotations in the group G and since the infinitesimal
measure of any subset in Sn−1 is invariant with respect to rotations in G, it follows
that Sψ,c is independent of ψ. Hence, we will assume from now on that ψ = en−1. In
this case observe that for the following rotation matrix
Aθ =


1 0 ... 0 0 0
0 1 ... 0 0 0
.............
0 0 ... 1 0 0
0 0 ... 0 − sin θ cos θ
0 0 ... 0 cos θ sin θ


we have
Aθ
(
Sen−1,c
)
=
{(
2c(sin ρ tanhλ)ψ∗
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
) ,
10
cos θ sinhλ
cosh3 λ
· cos ρ cosh
2 λ+ (2 sinhλ coshλ+ (2 cosh2 λ− 1) cos ρ)c2
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
) ,
(
cosh2 λ+ c2
)
cos θ
2c cosh2 λ
)
: ψ∗ ∈ Sn−3en−1 , ρ ∈ [0, π]
}
(5.5)
where we used the relation (5.2) between the variables θ and c. Denote
G(λ, c) =
√
1−
(
cosh2 λ+ c2
)2
cos2 θ
4c2 cosh4 λ
=
2c coshλ sinhλ√
4c2 cosh4 λ+ (c2 − cosh2 λ)2
, (5.6)
then dividing the parametrization (5.5) of Aθ
(
Sen−1,c
)
by G(λ, c) we have
1
G(λ, c)
Aθ
(
Sen−1,c
)
=
{(
1
G(λ, c)
· 2c(sin ρ tanhλ)ψ
∗
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
) ,
1
G(λ, c)
· cos θ sinh λ
cosh3 λ
· cos ρ cosh
2 λ+ (2 sinhλ coshλ+ (2 cosh2 λ− 1) cos ρ)c2
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
) ,
√
1−G2(λ, c)
G(λ, c)
)
: ψ∗ ∈ Sn−3en−1 , ρ ∈ [0, π]
}
. (5.7)
Observe that the right hand side of the parametrization (5.7) is of the form(√
1− r2ψ∗, r, C
)
(5.8)
where
r(ρ) =
1
G(λ, c)
· cos θ sinhλ
cosh3 λ
· cos ρ cosh
2 λ+ (2 sinhλ coshλ+ (2 cosh2 λ− 1) cos ρ)c2
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
)
and C is a constant which does not depend on r and ψ∗. Since C does not depend on
r or ψ∗ it can be easily verified that the infinitesimal volume measure given by the
parametrization (5.8) is (1− r2)n−42 dψ∗dr. Since
dr
dρ
=
1
G(λ, c)
· cos θ sinh λ
cosh5 λ
(
cosh4 λ+ 2c2 cosh(2λ) cosh2 λ+ c4
)
sin ρ(
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
))2
it follows that
d
(
1
G(λ, c)
Aθ
(
Sen−1,c
))
=
dρdψ∗ sinn−3 ρ
Gn−3(λ, c)
cos θ sinh λ
cosh5 λ
(2c tanhλ)n−4
(
cosh4 λ+ 2c2 cosh(2λ) cosh2 λ+ c4
)
(
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
))n−2 .
(5.9)
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Observe that since ω = (cos ρ)en−1+ (sin ρ)ψ
∗ we have dω = sinn−3 ρdρdψ∗ and since
the rotation matrix Aθ does not change the infinitesimal measure in the left hand side
of equation (5.9) it follows that
dSen−1,c
Gn−2(λ, c)
=
dω
Gn−3(λ, c)
cos θ sinh λ
cosh5 λ
(2c tanhλ)n−4
(
cosh4 λ+ 2c2 cosh(2λ) cosh2 λ+ c4
)
(
1 + c2
(
1 + tanh2 λ+ 2(cos ρ) tanhλ
))n−2 . (5.10)
Multiplying equation (5.10) by Gn−2(λ, c) and using the explicit formula (5.6) for
G(λ, c) we obtain that
dSen−1,c
=
(
(2c)n−3 cos θ sinhn−2 λ
coshn λ
(
cosh4 λ+ 2c2 cosh(2λ) cosh2 λ+ c4
)
(
1 + c2
(
1 + tanh2 λ + 2(cos ρ) tanhλ
))n−2
)
× dω√
4c2 cosh4 λ+ (c2 − cosh2 λ)2
.
Using the fact that
cos θ =
2c cosh2 λ√
4c2 cosh4 λ+ (c2 − cosh2 λ)2
and that cos ρ = 〈ω, ψ〉 we obtain Lemma 5.2.
Lemma 5.3. Let g be a function defined on Rn−1 such that g(x)/|x|n−2 belongs to
L1(R
n−1 \ {0}). Let
g(rζ) =
∞∑
m=0
dm∑
l=1
gm,l(r)Y
m
l (ζ), r ≥ 0, ζ ∈ Sn−2
be the expansion of g into spherical harmonics in Rn−1. Then, for every m ≥ 0, 1 ≤
l ≤ dm the Mellin transform M(gm,l) of gm,l exists in the strip 0 < ℜ(ρ) < 1. Also,
if hm,λ is defined as in (2.3), then M(hm,λ)(1− ·) exists in the same strip.
Proof. By the definition of the Mellin transform, we have
M(gm,l)(s) =
∫ ∞
0
ys−1gm,l(y)dy.
Assume that 0 < ℜ(s) < 1, then s = a+ ib where 0 < a < 1, b ∈ R and thus
|M(gm,l)(s)| =
∣∣∣∣
∫ ∞
0
ys−1gm,l(y)dy
∣∣∣∣ ≤
∫ ∞
0
∣∣ys−1∣∣ |gm,l(y)|dy
=
∫ ∞
0
∣∣ya+ib−1∣∣ |gm,l(y)|dy.
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Since yib = exp(ib log(y)) and log(y) is real when y > 0, it follows that |yib| = 1. Thus
|M(gm,l)(s)| ≤
∫ ∞
0
∣∣ya−1∣∣ |gm,l(y)|dy ≤
∫ 1
0
∣∣ya−1∣∣ |gm,l(y)|dy+
∫ ∞
1
∣∣ya−1∣∣ |gm,l(y)|dy.
(5.11)
In Lemma 5.4 (see the end of this lemma) it is proved that if g(x)/|x|n−2 belongs to
L1(R
n−1 \ {0}), then gm,l ∈ L1(R+) for m ≥ 0, 1 ≤ l ≤ dm. Thus, the first integral
in the right hand side of equation (5.11) converges since −1 < a − 1 < 0 and gm,l is
bounded in the interval (0, 1) and the second integral converges since gm,l ∈ L1(R+)
and |ya−1| |gm,l(y)| ≤ |gm,l(y)| when y →∞.
By the definition of hm,λ, it follows easily that hm,λ ∈ L1(R+) when the dimension
n is greater than or equals to 2. Thus it can be proved in the same way that the
Mellin transformM(hm,λ) of hm,λ exists on the strip 0 < ℜ(ρ) < 1 which is equivalent
to the existence of M(hm,λ)(1− ·) on the strip 0 < ℜ(ρ) < 1.
Lemma 5.4. Let g be a function in C∞(Rn−1) such that g(x)/|x|n−2 belongs to
L1(R
n−1 \ {0}). Let
g(rζ) =
∞∑
m=0
dm∑
l=1
gm,l(r)Y
m
l (ζ), r ≥ 0, ζ ∈ Sn−2
be the expansion of g into spherical harmonics in Rn−1. Then for every m ≥ 0, 1 ≤
l ≤ dm, gm,l ∈ L1(R+).
Proof. From the orthogonality condition for spherical harmonics, we have
gm,l(r) =
∫
Sn−2
g(rζ)Y ml (ζ)dS(ζ).
Thus, ∫ ∞
0
|gm,l(r)|dr =
∫ ∞
0
∣∣∣∣
∫
Sn−2
g(rζ)Y ml (ζ)dS(ζ)
∣∣∣∣dr
≤
∫ ∞
0
∫
Sn−2
|g(rζ)Yml (ζ)|dS(ζ)dr ≤Ml,m
∫ ∞
0
∫
Sn−2
|g(rζ)|dS(ζ)dr
where Ml,m is an upper bound for |Y ml (ζ)|, ζ ∈ Sn−2. Making the change of variables
x = rζ , dx = rn−2dS(ζ)dr yields∫ ∞
0
|gm,l(r)|dr ≤Ml,m
∫
Rn−1
|g(x)|
|x|n−2dx (5.12)
and since g(x)/|x|n−2 belongs to L1(Rn−1 \ {0}), it follows that the integral in the
right hand side of equation (5.12) converges which proves the lemma.
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