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Zusammenfassung
Die vorliegende Arbeit beschreibt ein neuartiges Verfahrens zur flexiblen und
effizienten 3D-Stadtmodellierung im Kontext der Verfu¨gbarmachung von 3D-
Stadtmodellen. Ausgangspunkt ist die Heterogenita¨t existierender und zuku¨nf-
tiger Modelle mit dem Ansatz, diese in einem gemeinsamen Datenpool zu-
sammenzufu¨hren, modellu¨bergreifende Beziehungen festzustellen und ein um-
fassendes Zielmodell automatisch zu erreichen. Die Ausgangsmodelle ko¨nnen
verschiedenster Auflo¨sung, Qualita¨t, Vollsta¨ndigkeit, Herkunft, Formates und
auch zueinander widerspru¨chlich sein.
Die Bildung des Zielmodells stellt sich als komplexes Optimierungsproblem
dar, wofu¨r sich die aus der Informatik kommenden Evolutiona¨ren Algorithmen
(EA) als neuartiges Verfahren bewa¨hrt haben. Die EA bilden die Darwinsche
Evolutionstheorie auf mathematische Probleme ab, indem Datensa¨tze als Indi-
viduen betrachtet werden, die sich vermehren, beeinflussen, a¨ndern und ster-
ben. Ein Bewertungssystem la¨sst die heterogene Menge von Individuen nach
dem Grundsatz ”Survival of the fittest“ auf ein Zielmodell zusteuern.
Um die Methodik der EA auf die 3D-Stadtmodellierung zu u¨bertragen, wird
ein zugleich den Anforderungen der EA, der Ausgangsmodelle und der 3D-
Stadtmodellierung genu¨gendes Datenmodell entworfen. Das EA-Modell wird,
ausgehend vom Stand der Forschung, problemspezifisch analysiert, angepasst
und erweitert.
Die Ausgangsdaten werden durch Operatoren, die als Implementierungen der
EA-Grundrechenarten wirken, zum Ziel gefu¨hrt.
Es wird ein Pool von Operatoren entworfen, sowohl einzeln als auch im kom-
plexen Zusammenspiel der EA analysiert und anhand praktischer Beispiele
anschaulich dargestellt.
Das Verfahren kann auf den Umgang mit sich u¨berlappenden heterogenen Da-
tensa¨tzen verallgemeinert werden.
Abstract
This thesis introduces a new approach for flexible and efficient 3D city mode-
ling. The approach establishes a comprehensive and consistent target model
out of a set of existing heterogeneous basic models. To this aim, first a unified
data pool is built from the set of basic models. Then the target model is derived
automatically from the pool by transforming the basic models and detecting
their relations. The basic models may vary widely with respect to resolution,
quality, coverage and data format. Moreover, the basic models may even be
partially contradictory to one another.
Thus, the derivation of a target model is a complex optimization problem.
Evolutionary algorithms (EA), known from the discipline of computer science,
are an up-to-date method to resolve these problems.The basic idea of EA is to
transfer mechanisms inspired by Darwin’s theory of evolution. All data sets are
treated as individuals, which may reproduce, mutate, recombine and die. By
using an adequate “survival of the fittest“ evaluation system the individuals
are converging towards a target model.
To apply EA in our context, a data model has to be specified that satisfies the
requirements of EA, the basic models and the 3D city modeling. Based on the
current state of the art in both EA and 3D city modeling, the EA-model is
analyzed, adapted and extended.
The data sets converge towards the target by operators, which realize EA basic
calculations.
A set of operators is designed. Their single and combined effects are analyzed
in the given context. The results are demonstrated with practical examples.
The approach can be generalized towards overlapping, heterogenous data sets.
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Kapitel 1
Einleitung
Dieses Kapitel stellt Anwendungsgebiete von 3D-Stadtmodellen vor, legt die
Ziele dieser Arbeit fest und behandelt ihren weiteren Aufbau.
1.1 Anwendungsgebiete
3D-Stadtmodelle werden in vielen Gebieten und mit steigender Nachfrage ein-
gesetzt. Ihre Nutzung kann in die Gebiete Stadtplanung, Visualisierung, Na-
vigation und physikalische Modelle aufgeteilt werden [Kolbe 1999; Thiemann
2003].
In der Stadtplanung werden 3D-Bestandsmodelle um weitere Planungsvorha-
ben (Architekturentwu¨rfe) erga¨nzt, um so eine Architektur-Simulation und
einen Vergleich des Bestandes mit der Planung im Gesamtkontext erreichen
(a) (b)
Abbildung 1.1: Planung am Bonner Hauptbahnhof (Sicht vom Busbahnhof): a)
aktueller Bestand und b) Planung
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Abbildung 1.2: Das von Siemens VDO Automotive entwickelte
3D-Navigationssystem Mobile Navigator
zu ko¨nnen. Diese Modelle unterstu¨tzen und beeinflussen die Entscheidungsfin-
dung bei Bauvorhaben. Als aktuelles Beispiel sei die geplante Neubebauung um
den Bonner Hauptbahnhof aufgefu¨hrt, zu der zahlreiche dreidimensionale Dar-
stellungen vero¨ffentlicht und in die Entscheidungsfindung einbezogen wurden
(Abb. 1.1, http://www.bonn.de/bahnhofsbereich/).
Die Visualisierung wird in der Werbung und zur Tourismusfo¨rderung genutzt.
In der Werbung werden ha¨ufig Bestandsmodelle um weitere Objekte oder Infor-
mationen erga¨nzt, um so die eigenen Gescha¨ftsra¨ume oder Produkte in einem
passenden Umfeld wunschgema¨ß zu pra¨sentieren.
Zur Tourismusfo¨rderung stellen immer mehr Sta¨dte Bilder und 3D-Stadtmodel-
le von Sehenswu¨rdigkeiten in das Internet oder drucken Standbilder in Prospek-
ten ab. Virtuelle Stadtrundga¨nge vermitteln aus der Ferne einen Eindruck der
Stadt.
Weitere Visualisierungsanwendungen sind Wirtschaftsfo¨rderung und die Vor-
bereitung von Großveranstaltungen [AG 3D-Stadtmodelle 2004, Kap. 5.2].
Mit den Navigationssystemen in Fahrzeugen hat sich die 2D-Computernavi-
gation endgu¨ltig durchgesetzt. Erste Projekte, diese Systeme zur verbesserten
Orientierung um 3D-Modelle zu erga¨nzen, existieren bereits [Thiemann 2003,
Seite 185]. Siemens will sein 3D-Navigationssystem ”Mobile Navigator“ (Abb.
1.2) bis Ende 2007 zur Serienfertigung bringen [Siemens VDO 2005]. Weiter-
hin werden solche Systeme auf Handhelds u¨bertragen und sind mittlerweile
als GPS-gestu¨tzter PDA mit Navigationssoftware im Handel erha¨ltlich, wobei
auch dort die Erga¨nzung um 3D-Informationen bei steigender Hardwareleis-
tung ansteht.
Physikalische Modelle sind eine weitere Einsatzmo¨glichkeit von 3D-Stadtmo-
dellen. Die Ausbreitung und Belastung mit Schall, elektromagnetischen Wellen
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und Schadstoffen sowie Wasser und Feuer im Katastrophenfall kann ermittelt
werden, wobei das 3D-Stadtmodell sowohl zur Berechnung der Daten als auch
zu ihrer Darstellung dient. Die Schweiz hat eine landesweite GIS-basierte La¨rm-
datenbank ausgeschrieben. Ziel ist laut Strategiepapier des Umweltamtes der
”Aufbau eines strategischen Controlling-Systems, damit der Fortschritt und der
zuku¨nftige Handlungsbedarf in der La¨rmbeka¨mpfung gema¨ß neuer Strategie um-
gesetzt werden kann.“ [BUWAL 2003, Seite 29].
Da die Ausbreitung von Funkwellen stark durch Geba¨ude beeinflusst wird,
werden Standorte von Mobilfunkmasten durch Simulationen auf Basis von 3D-
Stadtmodellen ermittelt [Siebe u. Bu¨ning 1997].
Die Nutzung von 3D-Stadtmodellen erfordert deren Erstellung und Fortfu¨h-
rung, was mit den vorhandenen Verfahren (Kap. 2.1) in der gewu¨nschten
Auflo¨sung von mindestens LoD 3 (Kap. A.1) nur mit erheblichem manuellen
Arbeitsaufwand mo¨glich ist. Die vorliegende Arbeit untersucht einen neuarti-
gen Ansatz zur Reduzierung dieses Arbeitsaufwandes.
1.2 Ziele der Arbeit
Prima¨res Ziel der Arbeit ist die Entwicklung eines neuartigen Verfahrens zur
flexiblen und effizienten 3D-Stadtmodellierung im Kontext der Verfu¨gbarmach-
ung von 3D-Stadtmodellen. Hierzu wird eine Reihe von sekunda¨ren Zielen de-
finiert.
Bei der Stadtmodellierung gilt:
• Durch die hochdetaillierte Automatisierte Liegenschaftskarte (ALK) und
zahlreiche Spezialprojekte im Bereich der Geodatenerfassung und -nut-
zung existiert oft bereits eine umfangreiche heterogene hochaufgelo¨ste
raumbezogene Datengrundlage.
• 3D-Stadtmodelle enthalten in ihrer Struktur Regelma¨ßigkeiten, wie z.B.
rechte Winkel oder vertikal stehende Seitenwa¨nde.
Unter Beru¨cksichtigung sowohl der vorhandenen Modelle als auch der mo¨glich-
en Regeln ist eine effiziente 3D-Stadtmodellierung denkbar.
Die Ausgangsmodelle ko¨nnen unter anderem in Form von Grundrissen, Fassa-
denbildern, 3D-Modellen, Luftbildern und semantischen Daten vorliegen (Kap.
3) und verschiedenster Auflo¨sung, Qualita¨t, Vollsta¨ndigkeit, Aktualita¨t und
Herkunft sein.
Es muss untersucht werden, wie die heterogenen und mo¨glicherweise zuein-
ander widerspru¨chlichen Ausgangsmodelle in einem gemeinsamen Datenpool
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zusammengefu¨hrt, dort bearbeitet und modellu¨bergreifende Beziehungen ge-
setzt werden ko¨nnen. Dazu ist ein geeignetes Datenmodell zu entwickeln.
Die in 3D-Stadtmodellen auftretenden Regelma¨ßigkeiten ko¨nnen durch Hy-
pothesen abgebildet werden (Kap. 4.6). Durch die Hypothesen und heteroge-
nen Ausgangsmodelle stellt sich die Findung eines umfassenden Zielmodells als
komplexes Optimierungsproblem dar. Hierfu¨r haben sich in anderen Diszipli-
nen die Evolutiona¨ren Algorithmen (EA) bewa¨hrt [Streichert 2001, Kap. 2].
Die EA (Kap. 4.1) orientieren sich an der Darwinschen Evolutionstheorie [Dar-
win 1859, 1871] und bilden, beginnend mit den Ausgangsmodellen, einen ite-
rativen Rahmen zur Weiterentwicklung u¨ber viele Stufen (Generationen) und
parallele Wege (Individuen) hin zu einem optimalen Zielmodell. Dabei werden
Individuen verschmolzen, modifiziert, neu erzeugt, eliminiert und bewertet, bis
ein Abbruchkriterium (Kap. 4.5.6) erfu¨llt wird.
Es soll daher untersucht werden, ob das Konzept der EA auf ein Verfahren
zur Modellierung und Erzeugung von 3D-Stadtmodellen u¨bertragen werden
kann. Hierzu muss das Datenmodell den EA, den Ausgangsmodellen und der
Stadtmodellierung genu¨gen. Das allgemeine EA-Modell muss problemspezifisch
analysiert, angepasst und erweitert werden.
”There is no absolutely best method but only the optimal choice under certain
circumstances.“ [Yang u. a. 2004, Kap. 5]
Es wird ein erweiterbares Verfahren angestrebt, in das sowohl bereits bekannte
als auch speziell neu entwickelte Methoden flexibel einfließen ko¨nnen. Durch
die Nutzung unterschiedlicher Methoden aus den Bereichen der Geometrie,
Photogrammetrie, Parameterscha¨tzung und Informatik soll unter dem Dach
der EA ein optimales Ergebnis erzielt werden.
Die vorliegenden Verfahren wurden vom Verfasser in das Softwareprodukt 3dw
umgesetzt, welches zur Evaluation diente und bereits erfolgreich als Produkt
vertrieben wird (Kap. 5.4).
1.3 Gliederung und Aufbau
Diese Arbeit gliedert sich im wesentlichen in die vier Teile Bestandsaufnahme,
Ausgangsdaten, Entwurf des Verfahrens und Evaluation, die in jeweils einem
Kapitel beschrieben werden.
Nach der Einleitung werden in der Bestandsaufnahme in Kap. 2 zuerst vor-
handene Verfahren der Stadtmodellierung untersucht. Die Verfahren sind the-
matisch geordnet und werden jeweils neutral vorgestellt und dann bezu¨glich
der Problemstellung bewertet. Nach einer U¨bersicht modularer Verfahren folgt
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eine Gesamtbewertung.
Der zweite Teil der Bestandsaufnahme stellt Konventionen und Standards vor
und ordnet die Arbeit diesbezu¨glich ein.
Die Ausgangsdaten als Basis des Verfahrens werden in Kap. 3 nach Typ und
Art gegliedert ero¨rtert. Dabei werden jeweils nach einer allgemeinen Vorstel-
lung die Besonderheiten untersucht und gezeigt, welche Informationen genutzt
werden ko¨nnen.
Der Entwurf des neuen Verfahrens in Kap. 4 stellt den Kern der Arbeit dar. Als
neuartiger Ansatz zur Lo¨sung des komplexen Optimierungsproblems der 3D-
Stadtmodellierung wird die bereits bei anderen Problemen bewa¨hrte Metho-
de der Evolutiona¨ren Algorithmen (EA) auf die Aufgabenstellung u¨bertragen.
Nach einer Einfu¨hrung in die EA wird gema¨ß den ermittelten Anforderungen
ein geeignetes Datenmodell entwickelt sowie Bewertungskriterien betrachtet.
In Kap. 4.4 wird das Modell der EA u¨bertragen und geeignet erweitert. Die
hierdurch no¨tige Spezialisierung der Variationsoperatoren wird anhand zahlrei-
cher nach Typ geordneter Operatoren in Kap. 4.5 und Kap. 4.6 vorgenommen
und deren lokale Verwendung gezeigt.
Die Evaluation erfolgt bei den jeweiligen Schritten in Kap. 4 und fu¨r zusam-
mengesetzte Verfahren und das Gesamtsystem in Kap. 5. Es werden mehrere
Testfa¨lle und Beispiele aus der Praxis unterschiedlicher Komplexita¨t vorgestellt
und analysiert. Die Praxistauglichkeit des Verfahrens wird durch eine Liste der
Anwender abgerundet.
Kap. 6 stellt Details der Implementation vor.
Abschließend werden in Kap. 7 die erreichten Ziele zusammengefasst und be-
wertet sowie mo¨gliche Erweiterungen diskutiert.
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Kapitel 2
Stadtmodellierung
Das folgende Kapitel stellt vorhandene Verfahren der 3D-Stadtmodellierung
vor. Im zweiten Teil wird die vorliegende Arbeit in den Kontext der Geovisu-
alisierung eingeordnet und es werden zugeho¨rige Schnittstellen betrachtet.
Das zu modellierende Stadtgebiet wird im Folgenden als Szene bezeichnet.
2.1 Vorhandene Verfahren
Im Folgenden werden vorhandene Verfahren neutral vorgestellt und dann be-
zu¨glich der hier behandelten 3D-Stadtmodellierung bewertet.
Es wird keine allgemein bewertende Aussage u¨ber die untersuchten Programme
abgegeben, da diese teilweise fu¨r andere Aufgabenbereiche und fu¨r unterschied-
liche Zielgruppen konzipiert und umgesetzt wurden und daher nicht allgemein
vergleichbar sind.
2.1.1 CAD - Modellierwerkzeuge
Die a¨ltesten computergestu¨tzten Verfahren zur Erzeugung von 3D-Modellen
sind Werkzeuge zur Unterstu¨tzung manueller Ta¨tigkeiten. Dies dru¨ckt sich in
der Bezeichnung CAD (Computer Aided Design) aus und umfasst viele Pro-
gramme, die mit immer umfangreicheren Funktionen die manuelle Datenein-
gabe erleichtern.
Beschreibung
Zum Entstehungszeitpunkt vieler CAD-Programme lag ihre Hauptanwendung
im exakten technischen Zeichnen (Abb. 2.1a), weshalb viele dieser Programme
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(a) (b)
Abbildung 2.1: (a) Eine typische AutoCAD-Zeichnung und (b) ein
Photomodeler-Projekt.
darauf spezialisiert sind. Bekannte Beispiele sind AutoCAD [Autodesk 2006]
von Autodesk oder FelixCAD [FelixCAT GmbH].
Mit steigender Rechnerleistung hielt die Computergrafik Einzug in Werbespots
und Kinofilme. Dazu entstanden Programme, die sich auf die photorealistische
Darstellung virtueller Objekte spezialisierten und neben vielen Grundko¨rpern
auch Texturen, Bewegungsmodelle und Beleuchtung beru¨cksichtigen. Bekann-
te Beispiele sind Maya [Mahintorabi 2005; Silicon Graphics 2005], Blender
(http://www.blender3d.org/, [Roosendaal u. Selleri 2004]) und 3D-Studio
Max [Discreet 2006; Wendt 2001]. Trotz aller umfangreichen Hilfen blieben
diese Programme CAD, also computergestu¨tzte Handarbeit.
Bewertung
Mit CAD ko¨nnen beliebige Szenen modelliert werden, jedoch ist dies mit um-
fangreicher Erfassungsta¨tigkeit verbunden. Alle Objekte mu¨ssen manuell drei-
dimensional eingegeben werden, wobei bei existierenden Vorlagen die einzuge-
benden Daten erst erfasst werden mu¨ssen.
Beispielhaft mu¨ssen bei der Modellierung eines Kirchturmes erst verschiedene
La¨ngen und Winkel vor Ort ermittelt werden, um diese dann korrekt eintragen
zu ko¨nnen. Dieser Aufwand ist fu¨r die untersuchte Aufgabe nicht vertretbar.
2.1.2 Gela¨ndemodellierer
Unter dieser Rubrik lassen sich einige Verfahren und Produkte zusammenfas-
sen, die auf die Erfassung, Auswertung und Darstellung von digitalen Gela¨nde-
und Oberfla¨chenmodellen (DGM, DOM) und Landschaftsdaten spezialisiert
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sind.
Es wurden u.a. das auf dem Visualization Data Explorer von IBM beruhende
Open Source-Projekt OpenDX [OpenDX] sowie der Gela¨ndemodellierer Terra-
gen der Firma Planetside (http://www.planetside.co.uk/) untersucht.
Gela¨ndemodellierer ermo¨glichen die komfortable Erstellung virtueller Berg-
landschaften, unterstu¨tzen jedoch nicht oder nur minimal die Modellierung
von Geba¨uden und haben daher fu¨r die hier untersuchte Zielsetzung keine Re-
levanz.
2.1.3 Photogrammetrische Verfahren
Laut [Heipke 2005, Kap.1] ist Photogrammetrie die ”Kunst, Wissenschaft und
Technologie zur Gewinnung zuverla¨ssiger Informationen u¨ber Objekte der phy-
sischen Welt und der Umwelt durch Aufzeichnung, Messung und Interpretation
von Bildern und digitalen Darstellungen davon, die durch beru¨hrungsfreie Sen-
sorsysteme gewonnen wurden“.
Die Photogrammetrie wird in die Bereiche Nahbereichsphotogrammetrie und
Fernerkundung aufgeteilt. Die Fernerkundung liefert eine fu¨r die hier unter-
suchte Aufgabenstellung zu grobe Auflo¨sung und ist nicht zur Modellierung
einzelner Geba¨ude geeignet. Aufgrund der Vielzahl photogrammetrischer Me-
thoden [Maas 1997] werden im Folgenden nur fu¨r die Zielsetzung relevante
Verfahren der Nahbereichsphotogrammetrie betrachtet.
Inwieweit photogrammetrische Methoden in das Konzept dieser Arbeit inte-
griert werden ko¨nnen, wird in Kap. 3.3.1.1 untersucht.
2.1.3.1 Bu¨ndelblockausgleichung
Die Bu¨ndelblockausgleichung [Triggs u. a. 2000] erwartet mehrere sich min-
destens teilweise u¨berlappende Bilder der zu erstellenden Szene. Es werden
Punktkorrespondenzen angegeben und anhand der Bildkoordinaten der korre-
spondierenden Punkte durch eine Ausgleichsrechnung von Bu¨ndelblo¨cken deren
Raumkoordinaten und somit echte 3D-Geometrie berechnet. Das 3D-Modell
kann durch mindestens drei vorgegebene Punkte in ein gegebenes Koordina-
tensystem transformiert oder durch eine La¨ngenangabe richtig skaliert werden.
Die no¨tige Handarbeit besteht einerseits in der Aufnahme oder Beschaffung
geeigneter Bilder und andererseits der Digitalisierung der korrespondieren-
den (auch: homologen) Geometrie. Alle Maße werden den Bildern entnommen.
Durch die Zuordnung der Bildpunkte zu Raumpunkten ko¨nnen beno¨tigte Tex-
turen automatisch den Bildern entnommen und entzerrt werden.
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Abbildung 2.2: Canoma - Geometrieauswahl
2.1.3.1.1 Photomodeler Das Programm Photomodeler von Eos Systems
[Eos Systems] ist nach eigenen Angaben Marktfu¨hrer auf dem Gebiet der Re-
konstruktion von 3D-Objekten aus Bilddaten. Es wurden die Versionen 3.0 und
5.0 (Abb. 2.1b) getestet.
Beschreibung Zuerst werden Bilddateien in den u¨blichen Bitmap-Forma-
ten importiert und kameraspezifische Daten erfasst. Danach kann in den Bil-
dern jeweils 2D-Geometrie (Punkte, Linien, Fla¨chen) digitalisiert werden. Jedes
Geometrieobjekt sollte in mehreren Bildern vorkommen und kann in einem wei-
teren Schritt aufeinander referenziert werden. So aufbereitete Projekte ko¨nnen
berechnet, als 3D-Modell betrachtet und als VRML exportiert werden.
Bewertung Photomodeler eignet sich zur Modellierung einzelner Objekte
anhand mehrerer Bilder. Es ist jedoch irritierend, dass beim Erstellen eines
Projekts die zu erwartende Gesamtgro¨ße der Szene in Metern, der Kamera-
typ (Digital, Analog, Video, Scanner, . . . ) und die verwendete Brennweite fest
eingegeben werden mu¨ssen. Bei der Wahl von ”flexible Brennweite“ wird der
Nutzer aufgefordert, nur eine Brennweite zu nutzen und diese anzugeben. Wei-
tere Einstellungen folgen.
Neben diesen Einschra¨nkungen fa¨llt auf, dass nur Bitmapbilder als Ausgangs-
daten akzeptiert werden. Es ko¨nnen also weder Grundrisse, existierende Model-
le noch sonstige Zusatzinformationen und Geometrieattribute verwendet wer-
den.
Photomodeler ist konzeptionell auf die Modellierung einzelner Objekte ausge-
legt und beinhaltet keine Konzepte zur Erstellung ganzer 3D-Stadtmodelle.
2.1.3.1.2 Canoma Canoma [MetaCreations 1999] wurde von MetaCrea-
tions entwickelt und vertrieben, von Adobe aufgekauft und dann eingestellt.
Vollversionen sind nur noch u¨ber ebay und die letzte freie Testversion gele-
gentlich auf Freeware-Seiten zu finden. Weitere Informationen finden sich unter
http://www.canoma.com.
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(a) (b)
Abbildung 2.3: Canoma - (a) Ein einfaches und (b) ein sehr komplexes Projekt
Beschreibung Canoma baut auf das Setzen dreidimensionaler Primitive wie
Quader, Pyramiden oder Prismen (Abb. 2.2) und deren korrektes Einpassen
in folgende Bilder auf. Dies ist recht komfortabel in der Eingabe und Canoma
erha¨lt hierdurch viele zur 3D-Berechnung hilfreiche Informationen. In Abb.
2.3b finden sich neben Quadern auch ein Torbogenelement und Prismen mit
dreieckiger Grundfla¨che.
Es kann eine Bodenplatte untergelegt, die Szene berechnet, in der 3D-Sicht
betrachtet und als VRML exportiert werden. Texturen werden automatisch
aus den Bildern entnommen.
Bewertung Es wurde die neuste Testversion [MetaCreations 1999] gepru¨ft.
Canoma ist zur schnellen Modellierung einfacher und aus geometrischen Primi-
tiven zusammengesetzten Szenen geeignet und erfreut durch angenehme Hand-
habung.
Neben dem technischen Hindernis der eingestellten Entwicklung wurde auch
hier ein anderes Ziel verfolgt: Anwendungsfeld ist die schnelle Modellierung geo-
metrischer Gebilde anhand von Bildern. Wie bei Photomodeler (Kap. 2.1.3.1.1)
existiert keine Mo¨glichkeit zur Einbindung vorhandener 3D-Modelle, Grund-
risse, semantischer Informationen, Einpassungsstu¨tzpunkte und sonstiger Vor-
gaben.
2.1.3.1.3 Magan Das Photogrammetrie-Paket Magan der Firma Offset
[Offset 2006] nimmt einen a¨hnlichen Weg wie Canoma. Zahlreiche Basisko¨rper
(Abb. 2.4a) stehen zur Nachmodellierung der Bilddaten zur Verfu¨gung. Diese
werden in den Bildern digitalisiert und miteinander in Beziehung gesetzt. Die
Geometrie wird anhand eines Baumes strukturiert (Abb. 2.4b links).
Wie an den Basisko¨rpern ersichtlich, liegt der Schwerpunkt bei technischen
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(a) (b)
Abbildung 2.4: Magan - Die (a) Basisko¨rper und (b) Geometriestruktur mit
3D-Ansicht.
Apparaturen, Ro¨hren- und Maschinensystemen. Es ist keine spezielle Unter-
stu¨tzung von Stadtmodellen vorgesehen und die entsprechenden Methoden (sie-
he vorherige Abschnitte) fehlen daher.
2.1.3.1.4 COP-Bilder In [Appel 2005] wird ein Verfahren zur Integration
zweidimensionaler technischer Zeichnungen in Bilder zu je einem ”registrierten
orthographischen und perspektivischen Bild“ (COP-Bild) entwickelt. Spezielle
Orientierungs- und Rekonstruktionsmethoden liefern nach erfolgter Bu¨ndelaus-
gleichung das gewu¨nschte 3D-Modell.
Das Verfahren eignet sich zur Erfassung kompakter Industrieanlagen, ist jedoch
nicht fu¨r 3D-Stadtmodelle ausgelegt.
2.1.3.1.5 Leica Photogrammetry Suite Die Photogrammetry Suite von
Leica ist noch in der Entwicklung (Stand 2005), es sind jedoch schon einige Vor-
abinformationen unter http://gis.leica-geosystems.com/Products/LPS/
abrufbar. Eine Test- oder Vollversion gab es zum aktuellen Zeitpunkt noch
nicht.
Laut Aussage des Programmherstellers soll Bildverarbeitung, Photogramme-
trie und 3D-Ansicht in einem Programm zusammengefasst sein. Trotz zahlrei-
cher Beschreibungen findet sich jedoch kein Hinweis auf eine Importmo¨glichkeit
von Grundrissen, 3D-Modellen, Attributverwaltung oder A¨hnlichem.
Daru¨ber hinausgehende Informationen waren nicht erreichbar [Leica-Vertreter
u. Weitzig 2004].
2.1.3.2 Stereoskopie
Die Stereoskopie gewinnt 3D-Informationen aus Bilderpaaren anhand leicht
versetzter Augenpunkte. Die speziell hierfu¨r entwickelte Stereokamera nimmt
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(a) (b) (c) (d)
Abbildung 2.5: MIP Uni Kiel - (a) Ein Originalbild, (b) eine Tiefenkarte und die
3D-Ansicht des erzeugten Modells (c) aus Photoperspektive und (d) von der Seite.
beide Halbbilder zeitgleich auf.
2.1.3.2.1 MIP Uni Kiel Das Institut fu¨r Informatik und Praktische Ma-
thematik der Universita¨t Kiel hat in seiner Abteilung Multimediale Informati-
onsverarbeitung (MIP = Multimedia Information Processing) ein System zur
Rekonstruktion von 3D-Modellen aus Bildern entwickelt [Multimedia Informa-
tion Processing 2003].
Beschreibung Es werden Bildpaare mit jeweils 5 bis 10 Grad Aufnahmewin-
kelunterschied epipolar1 entzerrt. Mit einer Stereokorrespondenzanalyse wer-
den Tiefenkarten der Bilder berechnet (Abb. 2.5b). Abschließend werden die
Tiefenkarten in ein 3D-Oberfla¨chengitter umgerechnet und mit einer Bildtex-
tur versehen (Abb. 2.5c,d).
Bewertung Die vorhandenen Beispiele beeindrucken auf den ersten Blick,
zeigen jedoch bei na¨herer Betrachtung zugleich die Grenzen des Verfahrens.
Durch die Tiefenkarten und deren Umwandlung in ein Drahtgittermodell ent-
steht selbst bei den u¨bersichtlich wirkenden Beispielen ein immenses Daten-
aufkommen. Die nach mehreren Stunden erfolgte Ausgabe zu Abb.2.5a ergibt
genau ein Polygon mit 11420 Punkten.
Trotz der u¨berma¨ßig feinen Auflo¨sung des erzeugten Polygonnetzes ist eine
korrekte Darstellung auf das Umfeld der Kameraposition, deren Tiefenkarte
verwendet wurde, beschra¨nkt. Bei gro¨ßeren Winkela¨nderungen ergeben sich
starke Verzerrungen, die beispielhaft in Abb.2.5d zu sehen sind.
Aufgrund des umfangreichen Datenvolumens, der Winkeleinschra¨nkung bei
1Die Epipolargeometrie beschreibt die geometrischen Zusammenha¨nge zwischen dem Au-
genpunkt der Kamera, Punkten im Raum und ihren Abbildungen auf Bildfla¨chen (Kap. A.2.4,
[Luong u. a. 1993, Kap. 2.2], [Luong u. Faugeras 1993]).
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Aufnahme und Ergebnis sowie des Nichtvorhandenseins weiterer Strukturen
und Methoden zur Erstellung großer und komplexer Szenen eignet sich das
Verfahren hauptsa¨chlich zur Erfassung von kleinen Ausschnitten oder Einzel-
objekten.
Vorteilhaft ist die unkomplizierte Modellierung stark unebener Oberfla¨chen-
strukturen.
2.1.3.3 Bewertung
Besonders bei kompakten Objekten liefern Verfahren der Nahbereichsphoto-
grammetrie in einigen Fa¨llen sehr gute Ergebnisse. Sie bieten sich jedoch,
zusa¨tzlich zu den jeweiligen verfahrenstypischen Nachteilen, wegen der großen
Menge beno¨tigter Photos, dem Finden von Punktkorrespondenzen und der In-
stabilita¨t bei langen Sequenzen [Gonzo u. a. 2004, Kap. 2.3] nicht bei gro¨ßeren
Szenen an.
2.1.4 Grundrissbasierte Verfahren
Aus Grundrissen und Zusatzinformationen werden Klo¨tzchenmodelle erzeugt.
2.1.4.1 ArcView 3D Analyst
Die 3D-Geovisualisierungs-Komponente ”ArcView 3D Analyst“ von ESRI er-
mo¨glicht ein Aufziehen von Grundrissinformationen auf ein Gela¨ndemodell
(Abb. 2.6a). Durch Ho¨heninformationen von Objekten kann hieraus schnell
ein einfaches Klo¨tzchenmodell erzeugt werden (Abb. 2.6b).
Es liegt demnach ein LoD 1 vor, welcher fu¨r die untersuchte Aufgabenstellung
zu wenig Details besitzt, jedoch gut als Ausgangsmodell nutzbar ist.
2.1.5 3D-Scanner
Als 3D-Scanner werden technische Systeme bezeichnet, die durch Abtastung
mit einem Laserstrahl und Auswertung seiner Laufzeit ihre Umgebung dreidi-
mensional erfassen.
2.1.5.1 Leica HDS
Leica hat auf der Intergeo 2004 das ”Leica High-Definition Surveying (HDS)“
als einziges Leica-Verfahren zur 3D-Erfassung genannt und vorgestellt.
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(a) (b)
Abbildung 2.6: ArcView 3D Analyst: Grunddaten auf (a) einem Gela¨ndemodell
und (b) mit Objektho¨he
Beschreibung Beim HDS [Leica Geosystems 2004] wird ein leistungsfa¨higer
3D-Scanner (z.B. Leica HDS3000, HDS2500 oder HDS4500) u¨ber einem Ver-
messungspunkt aufgestellt und gestartet. Die Umgebung wird in einer ge-
wa¨hlten Auflo¨sung mit einem Laserstrahl abgetastet. Durch eine Laufzeitmes-
sung oder das Phasenverfahren (HDS4500) wird die Entfernung des aktuellen
Punktes bestimmt. Resultat ist eine Punktwolke, die durch ein vom 3D-Scanner
aus aufgenommenes Bild noch texturiert werden kann.
Bewertung Mit Leica HDS lassen sich komplexe 3D-Strukturen schnell und
hochauflo¨send erfassen. Die generierten Punktwolken sind jedoch unhandlich
in der Weiterverarbeitung und lassen sich nicht einfach zu texturierten Ele-
menten zusammenfassen. Diese durch spezielle Auswertesoftware unterstu¨tzte
Modellierung zu sinnvollen Geoobjekten beanspruchte z.B. in [Bo¨hm u. Schuh-
macher 2005] 73% des Gesamtarbeitsaufwandes.
Zu ignorierende Hindernisse (Ba¨ume, Autos, . . . ) verfa¨lschen das Ergebnis und
sind nur aufwa¨ndig entfernbar. Die texturierte Darstellung ist nur aus gro¨ßerer
Entfernung und bei gro¨ßerem Blickwinkel zufrieden stellend [Bo¨hm u. Schuh-
macher 2005] und es wird mit dem 3D-Scanner teure Spezialhardware beno¨tigt.
Das Zusammenfu¨hren mehrerer Punktwolken ist durch spezielle Messmarken
mo¨glich.
2.1.5.2 Verarbeitung der Punktwolken
[Vosselman u. a. 2004] untersucht verschiedene Verfahren zur Weiterverarbei-
tung der durch Laserscanning entstandenen Punktwolken. Selbst komplexe
Strukturen wie Ba¨ume lassen sich relativ gut rekonstruieren, jedoch ha¨ngt
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der jeweils optimale Algorithmus von dem untersuchten Problem ab [Vossel-
man u. a. 2004, Kap. 5.4] und die bei Geba¨uden u¨blichen harten Kanten sind
schlecht aus umgebenden Punktwolken approximierbar.
2.1.6 Weitere monolithische Verfahren
Im Folgenden werden einige weitere nicht-modulare Verfahren angeschnitten.
2.1.6.1 IMAGINE Software Suite
ERDAS Software wurde von Leica aufgekauft und wird nun auch von ESRI
angeboten.
Die ERDAS IMAGINE Software Suite [ERDAS a] behandelt hauptsa¨chlich
die Erstellung von Karten durch Luftbilder und bietet dazu Funktionen zum
Bearbeiten, Entzerren und Zusammenfu¨gen der Einzelteile. Methoden zur 3D-
Stadtmodellierung sind nicht zu finden.
2.1.6.2 Photogrammetry Product Suite, Stereo Analyst
Die ERDAS Photogrammetry Product Suite [ERDAS b] entha¨lt neben diver-
sen Formatfiltern und Anzeigemodulen hauptsa¨chlich Komponenten zur pho-
togrammetrischen Behandlung von Luft- und Satellitenbildern sowie das auch
einzeln von Leica beziehbare Programm Stereo Analyst.
Mit Stereo Analyst ko¨nnen Modelle als Stereobilder angezeigt und mit ei-
ner passenden Shutterbrille betrachtet werden, es dient jedoch auch der Da-
tenerfassung. Im Benutzerhandbuch [Curry 2003] taucht, neben diversen hier
nicht relevanten Modulen, Photogrammetrie nur in Bezug auf Luftbilder und
Gela¨ndemodelle auf. Ein Verfahren zur Berechnung von 3D-Stadtmodellen aus
Fassadenphotos, die zum Erreichen der gewu¨nschten Auflo¨sung no¨tig sind, ist
nicht vorhanden. Dies wurde in [Leica-Vertreter u. Weitzig 2004] besta¨tigt.
2.1.7 Verfahren mit Monte-Carlo-Techniken
Monte-Carlo-Algorithmen liefern Na¨herungslo¨sungen fu¨r eine Vielzahl komple-
xer Probleme. Indem bis zu einer festen Wahrscheinlichkeit eine falsche Lo¨sung
akzeptiert wird, ko¨nnen einige Aufgaben sehr effizient und, durch mehrfaches
Wiederholen, mit kleiner Fehlerwahrscheinlichkeit gelo¨st werden.
In [Fru¨h u. Zakhor 2004] wird ein Verfahren beschrieben, bei dem ein hori-
zontaler und ein vertikaler Laserscanner auf einem Fahrzeug montiert sind.
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Die Daten werden ununterbrochen wa¨hrend der Fahrt aufgezeichnet. Der ver-
tikale Scanner erfasst die Geba¨udefassaden, der horizontale Scanner dient zur
Verfolgung der Fahrzeugbewegung. Da der ermittelte Weg durch Ungenauigkei-
ten nach einiger Zeit abdriftet, wird bei der Nachverarbeitung eine Korrektur
gegen ein Luftbild oder digitales Oberfla¨chenmodell durchgefu¨hrt. Dazu wird
der erfasste Weg mit MCL (Monte Carlo Localization)[Fox u. a. 1999] anhand
markanter Kanten im Luftbild (bzw. im Oberfla¨chenmodell) korrigiert. MCL
ist ein Spezialfall der wahrscheinlichkeitstheoretischen Markov-Lokalisierung
[Burgard u. a. 1998].
Die Bestimmung der genauen Fahrzeugposition zu den vertikalen Scans ergibt
eine 3D-Punktwolke, die zu Fla¨chen trianguliert werden kann.
Das Verfahren ermo¨glicht eine schnelle Erfassung von Geba¨udevorderseiten
ganzer Stadtteile. Jedoch werden genau die durch den vertikalen Scanner er-
fassten Objekte modelliert und daher Hindernisse wie Autos oder Ba¨ume halb-
seitig abgebildet und ihre Schatten als Lo¨cher in der Fassade wahrgenommen
[Fru¨h u. Zakhor 2004, S. 22].
Bei der untersuchten Zielsetzung spielt die Nutzung heterogener Ausgangs-
modelle in einem gemeinsamen Pool eine wichtige Rolle. Durch das Konzept
der Individuen bei den EA, welche sich durch ihre Gene und Fitnessfunktionen
auszeichnen (Kap. 4.1), ko¨nnen diese gut abgebildet werden. Weiterhin ko¨nnen
verschiedene und voneinander unabha¨ngige Operatoren gut in die EA einge-
bracht werden (Kap. 4.5).
Die Abbildung heterogener Ausgangsmodelle einerseits und verschiedener Ope-
ratoren andererseits unter einem gemeinsamen Dach la¨sst sich bei den EA bes-
ser umsetzen als in anderen wahrscheinlichkeitsbasierten Verfahren. Weiterhin
ko¨nnen bei den EA u¨ber viele Schritte und Operatoren hinweg alternative We-
ge verfolgt werden.
Der allgemeine und flexible Ansatz der EA ermo¨glicht die Integration zahlrei-
cher weiterer Konzepte, so dass Verfahren wie in [Fru¨h u. Zakhor 2004] als
Operatoren aufgenommen werden ko¨nnen.
2.1.8 Modulare Verfahren
Einige aktuelle Entwicklungen haben den Vorteil multipler Ausgangsmodelle
erkannt und, meist problembezogen, Kombinationen vorhandener Verfahren
entwickelt. In [Tunc u. a. 2004] wird beispielsweise erst ein Geba¨ude mit Fassa-
denphotografien in Photomodeller [Eos Systems] erstellt, um dann exportiert,
nach ArcView importiert und dort manuell georeferenziert und so auf einen
Grundriss eingepasst zu werden.
Die Verbindung von Photogrammetrie mit Laserscanner-Punktwolken wird in
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[Forkuo u. King 2004] untersucht. [Mahmoud 2004] passt 3D-Objekte in Ortho-
photos ein. [Gonzo u. a. 2004] geht weiter und nutzt zur Modellierung histori-
scher Schlo¨sser einen Grundriss, Fernphotogrammetrie (Bilder vom Hubschrau-
ber), Nahbereichsphotogrammetrie und Laserscann-Daten, fu¨gt diese aber nach
eigenem Ermessen in einem linearen Ablauf zusammen. Dort wird auf Metho-
den zum Zusammenfu¨gen von Modellen, die aus verschiedenen Techniken ent-
standen sind, in [Flack u. a. 2001] verwiesen.
Wie bei vielen weiteren Beispielen finden sich in [Flack u. a. 2001] zwar gu-
te Teilkonzepte, doch das eigentliche Zusammenfu¨hren erfolgt auf manueller
Basis anhand eines verzweigungsfreien strikten Ablaufs und betrachtet weder
mo¨gliche Widerspru¨che, Bewertungen noch Hypothesen. Bei CyberCity Mo-
deler [CyberCity AG 2002] sind Ablauf und erwartete Eingangsdaten a¨hnlich
starr und spezialisiert und die Kosten von ca. 90 ”bis zu 100 e je Geba¨ude oh-
ne Kosten fu¨r die Software und Korrekturen (lt. Herstellerangaben) “ [Koppers
2002, S. 105] recht hoch.
[Yang u. a. 2004] vergleicht 12 verschiedene DTM-Interpolationsmethoden, um
im Fazit festzustellen: ”There is no absolutely best method but only the optimal
choice under certain circumstances.“ [Yang u. a. 2004, Kap. 5]. Daher bietet es
sich an, viele und durchaus widerspru¨chliche Methoden unter einem Dach zu
verbinden.
2.1.9 Gesamtbewertung
Die unter ”Bu¨ndelblockausgleichung“ in Kap. 2.1.3.1 betrachteten Systeme
kommen der untersuchten Aufgabenstellung am na¨chsten. Jedoch sind, neben
diversen individuellen Einschra¨nkungen, bezu¨glich der untersuchten Aufgaben-
stellung nachfolgend beschriebene Probleme erkennbar.
2.1.9.1 Monolithisch oder Modular
U¨bliche Verfahren bestehen aus einem monolithischen Algorithmus, der die
Eingabedaten in einer fest vorgegebenen Form verarbeitet. Daher haben diese
Verfahren ihre spezifischen Vor- und Nachteile. Sogar die in Kap. 2.1.8 vor-
gestellten ”modularen Verfahren“ ko¨nnen wegen ihres festgelegten Ablaufs als
monolithisch betrachtet werden.
Um die Vorteile unterschiedlicher Ansa¨tze nutzen zu ko¨nnen, mu¨ssen diese
modular unter einem Dach zusammengefasst und ihre verschiedenen Ergebnis-
se sinnvoll weiterverarbeitet und zu einem umfassenden Zielmodell u¨berfu¨hrt
werden. Dies findet sich in keinem der untersuchten Verfahren.
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2.1.9.2 Nutzung vorhandener Modelle
Im Kontext der 3D-Stadtmodellierung existiert u¨blicherweise bereits eine he-
terogene Datengrundlage u¨ber die zu modellierende Szene, deren Nutzung den
Arbeitsaufwand verringern und die Ergebnisqualita¨t steigern kann.
Neben der rein technischen Umsetzung verschiedener Importfilter mu¨ssen Da-
tenmodell und Berechnungsverfahren auf die Zusammenfu¨hrung heterogener
Ausgangsmodelle ausgelegt sein. Dies ist in keinem der untersuchten Verfahren
hinreichend umgesetzt.
2.1.9.3 Typu¨bergreifende Korrespondenzen
Die Zusammenfu¨hrung von Ausgangsmodellen verschiedenen Typs (z.B. 2D-
Grundriss, 3D-Modell, Fassadenphoto) erfordert ein Konzept, um typ- und
dimensionsu¨bergreifend Beziehungen setzen und bearbeiten zu ko¨nnen. Hierzu
mu¨ssen geeignete und ineinander greifende Module geschaffen und das Daten-
modell entsprechend entworfen werden. Durch Korrespondenzen werden hete-
rogene Ausgangsmodelle zu einer zusammenha¨ngenden Berechnungsgrundlage
verbunden. Diese Methodik findet sich in keinem der untersuchten Verfahren.
2.1.9.4 Semantische Informationen
Die meisten Systeme verwalten keine semantischen Informationen. Einige we-
nige schleifen diese als Zusatzinformationen mit, nutzen sie jedoch nicht bei
der Berechnung der Szene.
Einige Attribute beinhalten jedoch Informationen u¨ber zugeho¨rige Geometrie.
So ko¨nnen z.B. bei einer als Firstlinie gekennzeichneten Linie oder einer als
Grundriss deklarierten Fla¨che Aussagen u¨ber ihre Ausrichtung und relative
Anordnung zu anderer Geometrie gemacht werden.
Besonders bei lu¨cken- oder fehlerhaften Ausgangsdaten ist es daher sinnvoll,
vorhandene semantische Informationen in die Berechnung und Bewertung des
Zielmodells einzubeziehen. Hierzu sei auf die Hypothesen in Kap. 4.6 verwiesen.
2.1.9.5 Bewertungskriterien
Einige Datenquellen sind zuverla¨ssiger und genauer als andere. Selbiges gilt
fu¨r die modular eingebundenen Berechnungsalgorithmen. Durch die Vergabe
und Auswertung von passenden Qualita¨tskriterien werden solche Kenntnisse
genutzt und unterstu¨tzen eine Verbesserung des Zielmodells.
Die in Kap. 2.1.8 vorgestellten modularen Verfahren ko¨nnen diese Methodik
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nur ansatzweise nutzen, da aufgrund des starren Ablaufs nicht umfangreich auf
aus der Bewertung folgende Konsequenzen (z.B. A¨nderung der Reihenfolge der
Module) eingegangen werden kann. Andere Verfahren nutzen diese Methodik
nicht, da sie nur eine Datenquelle und einen Algorithmus verwenden.
2.2 Einordnung in die 3D-Geovisualisierung
Bei der Entwicklung neuer Verfahren mu¨ssen vorhandene Konzepte, Abla¨ufe,
Infrastrukturen und Schnittstellen beru¨cksichtigt werden. Dies ist wichtig fu¨r
die spa¨tere Verbindung verschiedener Verfahren. Daher wird im Folgenden die
vorliegende Arbeit in die 3D-Geovisualisierung eingeordnet.
2.2.1 Allgemeine Betrachtung der 3D-Geovisualisierung
Im Folgenden wird die 3D-Geovisualisierung umrissen und anhand des OGC2-
Modells der Visualisierungspipeline ein modularer Gesamtablauf betrachtet.
2.2.1.1 Definition
”[. . . ], alle Nachrichten u¨ber reale Erscheinungen und u¨ber abstrakte Sach-
verhalte werden fu¨r die Mo¨glichkeiten eines optischen Kanals in einer Weise
aufbereitet und pra¨sentiert, die man insgesamt als Visualisierung (1.5.2) be-
zeichnet.“ [Hake u. a. 2002, Kap. 1.2.5]
Die Aufbereitung der Daten wird im folgenden auch als Modellierung , die Dar-
stellung als Rendern bezeichnet. Im referenzierten Absatz wird Visualisierung
in die drei Stufen Modellierung (”Formalisierung und Realisierung“), Darstel-
lung und Wahrnehmung und abschließend die individuelle Auswertung anhand
eines personenspezifischen Vorstellungsmodells eingeteilt. Durch die Aufberei-
tung und Darstellung der Daten soll ein Erkenntnisgewinn ermo¨glicht werden.
Als Spezialgebiete der Visualisierung gelten u.a. die Geodaten-Visualisierung,
die Kartographie und die Computer-Grafik, welcher als modernes Untergebiet
die Virtuelle Realita¨t (VR) zugeordnet ist, die ”eine interaktive Bewegung des
Anwenders in virtuellen (scheinbaren) 3D-Ra¨umen (Cyberspace) ”[Streit 2004,
Kap. 1] ermo¨glicht.
2Das Open Geospatial Consortium (OGC) ist eine Organisation mit dem Ziel der Schaf-
fung allgemein gu¨ltiger Standards im Bereich der Geodatenverarbeitung [Open Geospatial
Consortium].
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Es wird generell zwischen den zwei Phasen Modellierung und Rendern unter-
schieden. Als Modellierung gilt die Erfassung, Zusammenstellung und Vorbe-
reitung der darzustellenden Daten, wa¨hrend die endgu¨ltige Ausgabe z.B. auf
einen Bildschirm, einen Drucker oder als Rasterbild als Rendern bezeichnet
wird.
Die vorliegende Arbeit bescha¨ftigt sich mit dem Problem der Modellierung bei
3D-Stadtmodellen.
2.2.1.2 Vor- und Nachteile
Durch virtuelle 3D-Stadtmodelle ist ein besseres Versta¨ndnis ra¨umlicher Zu-
sammenha¨nge mo¨glich. Das 3D-Stadtmodell kann aus verschiedenen Perspek-
tiven und Entfernungen betrachtet und durchwandert werden (Virtual Reality)
sowie als Grundlage unterschiedlicher Berechnungen und Darstellungen dienen.
Die zahlreichen Anwendungsmo¨glichkeiten wurden in Kap. 1.1 betrachtet.
Entscheidender Nachteil ist die meist aufwa¨ndige Erfassung, die mit dieser Ar-
beit durch einen neuartigen Ansatz entlastet werden soll.
2.2.2 Visualisierungspipeline
In [May u. a. 2003], [Schmidt u. a. 2003] und [Kolbe 2004] werden Architek-
turen fu¨r eine im Netzwerk verteilte 3D-Geovisualisierung beschrieben. Auch
wenn das in dieser Arbeit betrachtete Verfahren nicht speziell fu¨r Netzwerke
ausgelegt ist, so gelten doch a¨hnliche Regeln fu¨r die Verzahnung verschiedener
Arbeitsschritte und Verfahren. Die Motivation liegt in der Aufteilung des Ar-
beitsprozesses in einzelne Module mit definierten Schnittstellen, so dass diese
o¨rtlich und besonders programmtechnisch getrennt voneinander ablaufen und
flexibel miteinander kombiniert werden ko¨nnen.
Das OGC-Modell des Visualisierungsprozesses ist in Abb. 2.7a dargestellt und
nutzt nur eine Datenquelle. Da die vorliegende Arbeit mehrere heterogene Aus-
gangsmodelle zeitgleich verarbeiten soll, erfolgt an dieser Stelle eine entspre-
chende Erweiterung. Diese Erweiterung wurde bereits in [Kolbe 2004, Kap.2]
als Mo¨glichkeit der Komponentenstruktur der Visualisierungspipeline genutzt.
Abb. 2.7b stellt das erweiterte Modell dar. Es wurde eine weitere Ebene im Ab-
lauf erga¨nzt, die die einzelnen Ausgangsmodelle vom Ursprungsformat in die
Menge der Ausgangsmodelle als Segmente (Abb. 2.7b, Segments) u¨berfu¨hrt,
dort eine Veredelung ermo¨glicht und durch EA das Zielmodell (Abb. 2.7b,
Features) erreichen la¨sst.
Ein Segment ist ein fu¨r die 3D-Stadtmodellierung in dieser Arbeit spezialisier-
tes Individuum der EA (Kap. 4.1).
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(a) (b)
Abbildung 2.7: (a) Das OGC-Modell des Visualisierungsprozesses und (b) die hier
erweiterte Variante
Die Ausgangsmodelle als Segmente besitzen noch ihre lokalen Koordinatensys-
teme und quellenspezifischen Inhalte, ko¨nnen aber durch eine erweiterte Struk-
tur miteinander in Beziehung gesetzt werden. Das Zielmodell besitzt dann nur
ein einheitliches Koordinatensystem.
Wird die Datenselektion zu Segmenten und deren folgende Zusammenfu¨hrung
durch Veredelung und EA als ein komplexer Auswahlvorgang betrachtet, so
entspricht das verwendete Modell dem OGC-Modell.
2.2.3 Schnittstellen
Adapter zur Ein- und Ausgabe von Daten an verschiedenen Stellen der Visuali-
sierungspipeline ermo¨glichen erst den flexiblen Einsatz von Programmmodulen.
Normierte Schnittstellen ermo¨glichen den Datenaustausch zwischen verschie-
denen Anwendungen und sind fu¨r eine gebiets- und herstellerunabha¨ngige Da-
tenverarbeitung erforderlich [Kolbe 2004].
Im Folgenden werden 3D-Schnittstellen betrachtet und auf ihre konkrete Nutz-
barkeit untersucht.
2.2.3.1 VRML und X3D
Die ”Virtual Reality Modeling Language“ (VRML) wurde 1995 von SGI als 3D-
Beschreibungssprache fu¨r das Internet eingefu¨hrt, die zusa¨tzlich zur statischen
2.2. Einordnung in die 3D-Geovisualisierung 31
Geometrie auch Beleuchtung, Animationen, Verknu¨pfungen und grafikspezifi-
sche Zusatzinformationen, wie z.B. Blickpunkte, enthalten kann.
VRML wurde 1997 als ISO-Standard 14772 festgeschrieben [Web3D Consorti-
um 1997] (VRML97) und weiter u¨ber VRML99 zum abwa¨rts kompatiblen und
leistungsfa¨higeren Nachfolger X3D [Web3D Consortium 2004] entwickelt und
als ISO-Standard (19775 bis 19777) definiert.
VRML97 hat sich gut verbreitet und als Austauschformat von 3D-Modellen
etabliert. Seine Nachfolger konnten sich noch nicht durchsetzen (Stand 2005).
Vorteile Die große Verbreitung und Unterstu¨tzung von VRML ist ein ent-
scheidender Vorteil, weshalb es sich als 3D-Austauschformat etabliert hat. Die
Normierung als ISO-Standard sichert die plattformu¨bergreifende Kompatibi-
lita¨t. Weiterhin existieren mehrere kostenlose und gut verfu¨gbare Anzeigemo-
dule, u.a. als Browser-Plugin, die ein einfaches Betrachten einer VRML-Datei
ohne aufwa¨ndige Spezialsoftware ermo¨glichen.
Nachteile Nachteilig bei der Bearbeitung von GIS-Daten ist, dass VRML
rein grafikorientiert ist und keine semantischen Informationen vorsieht (siehe
Kap. 2.2.3.3).
2.2.3.2 CityGML
CityGML [Kolbe u. Gro¨ger 2003; Kolbe u. a. 2005] ist eine im Rahmen der
SIG3D (Special Interest Group 3D) der GDI-NRW (Geodateninfrastruktur
NRW) in Zusammenarbeit mit dem Institut fu¨r Kartographie und Geoinforma-
tion der Universita¨t Bonn entwickelte Erweiterung des GML3-Schemas (siehe
Kap. 3.2) unter Nutzung des Geometriestandards ISO 19107. Es ist speziell
zur Abbildung von 3D-Stadtmodellen in mehreren LoDs und mit zusa¨tzlichen
semantischen Informationen ausgelegt und daher gut fu¨r die untersuchte Auf-
gabe geeignet.
Nachteilig ist die zum Zeitpunkt der Arbeit geringe Verbreitung und Un-
terstu¨tzung von CityGML.
Abb. 2.8 zeigt ein einfaches CityGML-Modell, von dessen Quelltext ein mar-
kanter Ausschnitt dargestellt ist.
2.2.3.3 SG-VRML
SG-VRML (SupportGIS-VRML) ist eine im Rahmen dieser Arbeit in Koopera-
tion mit der Firma CPA Geo-Information entworfene Erweiterung von VRML.
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Abbildung 2.8: Ein einfaches CityGML-Modell: Links ein markanter Teil des
Quelltextes, rechts die 3D-Darstellung
Durch Einflechtung sa¨mtlicher Zusatzinformationen als spezielle Kommentare
wird eine vollsta¨ndige Abwa¨rtskompatibilita¨t zu VRML gewa¨hrleistet.
Insbesondere werden Fla¨chen als Bodenkachel, Seitenwand oder Dach gekenn-
zeichnet und zu Geba¨uden mit zugeho¨rigen semantischen Geba¨udeinformati-
onen zusammengefasst. Durch U¨bergabe der eindeutigen Geba¨ude-Objektnum-
mer sowie einer eindeutigen Seitenwand-Bezeichnung bleibt die Beziehung zum
GIS erhalten. Dies ermo¨glicht eine Fortfu¨hrung der 3D-Modelle bei einer Fort-
fu¨hrung der Ausgangsdaten.
Nachteilig ist die geringe Verbreitung des Formates sowie seine bezu¨glich der
semantischen Informationen eingeschra¨nkte beziehungsweise stark spezialisier-
te Struktur.
2.2.3.4 WTS, WFS, W3DS
Der Web Terrain Service (WTS) ist eine Spezifikation der OGC zum Client-
Server-basierten Geodatenaustausch und in der Fassung 0.5 der OpenGIS-
Spezifikation in [Lieberman u. Sonnet 2003] definiert. Er dient der Abfrage
von dreidimensionalen Gela¨ndeausschnitten.
Der Web Feature Service (WFS) dient zur Client-Server-basierten Datenabfra-
ge bzw. -bearbeitung.
Der als OGC Discussion Paper [Quadt u. Kolbe 2005] verabschiedete Web 3D
Service (W3DS) dient dazu, gewu¨nschte 3D-Geodaten von einem geeigneten
Client am Web3D-Server abfragen zu ko¨nnen.
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2.2.3.5 OpenGL, DirectX, Java3D und Jogl
Der urspru¨nglich von SGI3 kommende plattformunabha¨ngige Grafikstandard
OpenGL wird seit 1992 vom OpenGL Architecture Review Board festgelegt,
dem einige namhafte Computerfirmen angeho¨ren, und ist auf performante 3D-
Visualisierung optimiert. Die meisten Grafikkarten unterstu¨tzen hardwareseitig
einen OpenGL-Basisbefehlssatz, weitere Befehle werden vom Grafikkartentrei-
ber emuliert. Fu¨r 3D-Sound sorgt OpenAL.
OpenGL ist im professionellen Bereich fu¨hrend, wurde jedoch bei 3D-Spielen
durch die von Microsoft entwickelte Alternative DirectX verdra¨ngt, die ne-
ben Grafik noch Sound, spezielle Eingabegera¨te (z.B. 3D-Joystick, Lenkrad),
Netzwerkverbindungen und Multimedia-Streaming unterstu¨tzt. DirectX exis-
tiert nur fu¨r Windows-Betriebssysteme und die Spielekonsole XBox.
Java3D [Sowizral u. Nadeau 1999; SUN 2006] ist eine von SUN entwickelte und
der OpenSource-Gemeinde fortgefu¨hrte objektorientierte API4-Erweiterung fu¨r
JAVA, die je nach Einstellungen und System DirectX, OpenGL oder eine Soft-
wareimplementierung nutzt, um eine leistungsfa¨hige 3D-Visualisierung mit Se-
lektion und 3D-Sound zu ermo¨glichen.
Java3D existiert fu¨r alle ga¨ngigen Betriebssysteme und wird in dieser Arbeit
wegen der Kombination aus objektorientierter Architektur, guter Performance,
ansprechendem Funktionsumfang und funktionierender Plattformunabha¨ngig-
keit zur 3D-Darstellung genutzt.
Jogl [Game Technology Group; Petersen u. Russell 2004] wird als OpenSource-
Projekt mit aktiver Unterstu¨tzung durch SUN und SGI entwickelt. Weil Ja-
va3D mit der reinen OpenGL-Performance nicht mithalten konnte und einfache
OpenGL-Bindings mit unterschiedlichen Problemen ka¨mpften, setzte sich das
nah an OpenGL gehaltene Jogl als neue performante Zukunftsperspektive fu¨r
3D unter Java durch. Zu Beginn dieser Arbeit war Jogl jedoch noch nicht weit
genug entwickelt, um den beno¨tigten Funktionsumfang fu¨r eine erste Realisie-
rung der Arbeiten bieten zu ko¨nnen.
2.2.3.6 Bewertung
Von den betrachteten Schnittstellen und Diensten sind besonders VRML, SG-
VRML, X3D und CityGML zum Datenaustausch fu¨r die untersuchten Ziele
geeignet. Als 3D-Engine wurde Java3D gewa¨hlt, wobei sich im Laufe dieser
Arbeit Jogl als performante Alternative herausgestellt hat, die jedoch beim
objektorientierten Design mit Java3D nicht mithalten kann und soll.
3Silicon Graphics (SGI) ist ein auf leistungsfa¨hige Grafikdarstellungen konzentrierter Com-
puterhersteller
4Das application programming interface (API) ist die Programmierschnittstelle zwischen
verschiedenen Softwarekomponenten.
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Kapitel 3
Datenquellen
Dieses Kapitel betrachtet unterschiedliche Typen von Datenmodellen und un-
tersucht ihre Besonderheiten, Vor- und Nachteile im Zusammenhang der 3D-
Stadtmodellierung. Dazu werden die Quellen in Vektordaten, Rasterdaten und
semantische Daten aufgeteilt. Mischformen sind unter der Rubrik der markan-
testen Komponente eingeordnet.
3.1 Einfu¨hrung
Ein wichtiger Vorteil des im Rahmen der Arbeit zu entwickelnden Verfahrens ist
die freie Kombinierbarkeit heterogener Algorithmen und Modelle. Ausgangs-
modelle ko¨nnen verschiedenen Typs (Vektor-, Raster- oder semantische Daten)
und verschiedenster Auflo¨sung, Qualita¨t, Vollsta¨ndigkeit, Aktualita¨t und Her-
kunft sein.
”Die Akquisition der Daten beansprucht in der Regel ca. 80% der gesamten
Einfu¨hrungskosten eines GIS!“ [Holweg 2004, S.4]
Die Nutzung vorhandener Daten (Sekunda¨rdaten) bedeutet eine erhebliche Ar-
beitsersparnis gegenu¨ber einer Neuerfassung (Prima¨rdaten). Aufgrund des un-
terschiedlichen Beschaffungsaufwandes und der kontextabha¨ngigen Verwert-
barkeit und Kombinierbarkeit kann kein Modelltyp als u¨bergreifend optimal
betrachtet werden. Daher mu¨ssen verschiedene Modelltypen untersucht wer-
den, um sie im weiteren Verlauf entsprechend ihrer Besonderheiten nutzen zu
ko¨nnen.
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(a) (b)
Abbildung 3.1: Ein (a) Baum als typisches Straßenmo¨bel und (b) ein aus einer
EDBS (Kap. 3.2.1.1) gewonnener Grundriss mit Straßen und Ha¨usern
3.2 Vektordaten
Im Folgenden werden Modelle betrachtet, deren geometrische Objekte auf
durch Koordinaten definierten Punkten basieren. Statt der allgemeinen XML-
Erweiterung Geography Markup Language (GML) [AG 3D-Stadtmodelle 2004,
Kap. 6.4.2] werden hier nur ihre geeignetsten Auspra¨gungen in Form der im
ALKIS-Umfeld genutzten NAS (Normbasierte Austauschschnittstelle) und Ci-
tyGML betrachtet.
3.2.1 2D-Vektordaten
Viele Kommunen besitzen aktuelle und detaillierte zweidimensionale Karten ih-
rer Sta¨dte, oft als ALK, ATKIS oder Stadtgrundkarte. Diese bieten einen guten
Rahmen zur Georeferenzierung anderer Datensa¨tze. So ko¨nnen beispielsweise
einzeln berechnete Geba¨ude dort referenziert sowie Ausreißer bei der Erfassung
und Berechnung durch Abgleich mit den 2D-Daten erkannt und korrigiert wer-
den.
Vorteilhaft ist die Genauigkeit und Verfu¨gbarkeit dieser Daten. Jedoch zeigen
Beispiele aus der Praxis (z.B. Schadow-Arkaden in Du¨sseldorf, Kap. 5.3.1.2),
dass bei sich a¨ndernder Bebauung die Daten manchmal erst mit Verspa¨tung
fortgefu¨hrt werden.
3.2.1.1 ALK
Die amtlich gefu¨hrte digitale Automatisierte Liegenschaftskarte (ALK) [Minis-
terium des Innern des Landes Brandenburg 2004] hat eine hohe geometrische
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Genauigkeit und entha¨lt neben der reinen Objektgeometrie auch deren Klassi-
fizierung anhand strukturierter Schlu¨ssel und Zusatzinformationen. So kann ei-
ne Fla¨che beispielsweise als Flurstu¨ck mit zugeho¨rigem Flurstu¨ckskennzeichen,
Wohngeba¨ude oder Straßenfla¨che identifiziert werden. Die Vermessungsverwal-
tungen halten diese Daten meist in Form der EDBS (einheitliche Datenbank-
schnittstelle) vor (Abb. 3.1).
Die ALK eignet sich gut als Ausgangsmodell fu¨r das in dieser Arbeit entwickelte
Verfahren.
3.2.1.2 ALKIS
ALK und ALB (Automatisiertes Liegenschaftsbuch) [Gemeinschaft der An-
wender des automatisierten Liegenschaftsbuchs 2005] sind u¨ber Flurstu¨cks-
kennzeichen und Flurstu¨ckskoordinaten miteinander verknu¨pft und werden in
das neue Modell ALKIS (Amtliches Liegenschaftskataster-Informationssystem)
u¨berfu¨hrt, welches als Schnittstelle zum Daten- und Informationsaustausch die
GML-Erweiterung NAS (Normbasierte Austauschschnittstelle) nutzt.
Durch Abbildung wesentlicher Daten der ALK kann auch ALKIS entsprechend
gut als Ausgangsmodell fu¨r die zu entwickelnden Verfahren genutzt werden.
Weiterhin existieren zahlreiche Attribute, die gut zum Aufbau eines 3D-Stadt-
modells verwendet werden ko¨nnen. Die Klasse AX Gebaeude (Abb. 3.2a) bein-
haltet beispielsweise u.a. die optionalen Attribute anzahlDerOberirdischenGe-
schosse, objekthoehe und dachform (Abb. 3.2b). Jedoch bleibt abzuwarten, wie
umfangreich diese freiwilligen Attribute im konkreten Einzelfall gesetzt sind.
3.2.1.3 ATKIS
ATKIS (Amtliches topographisch-kartographisches Informationssystem)[AdV-
Arbeitsgruppe ATKIS 2005] wurde mit dem Ziel der effizienteren Herstel-
lung topographischer Kartenwerke und der ”Bereitstellung eines einheitlichen
ra¨umlichen Bezugssystems und aktueller topographischer Objektinformationen“
[Hake u. a. 2002, S. 410] von der AdV1 entwickelt.
Ausgangspunkt ist das aus dem Objektartenkatalog (ATKIS-OK) und Signa-
turenkatalog (ATKIS-SK) entwickelte Datenmodell mit dem digitalen Land-
schaftsmodell (DLM ) und digitalen kartographischen Modellen (DKM) in Vek-
tor- und Rasterdarstellung. Die digitalen topographischen Karten (DTK) sollen
nach der AdV automatisiert aus dem DLM abgeleitet werden.
Mittlerweile wurden einige Objektbereiche (z.B. Verkehrsnetz, Gewa¨ssernetz,
1Arbeitsgemeinschaft der Vermessungsverwaltungen der La¨nder der Bundesrepublik
Deutschland (AdV)
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Abbildung 3.2: (a) Ein Ausschnitt des Schemas von AX Gebaeude und (b) der
Enum (Coded List) AX Dachform, hier aus den NAS-4.0 Schemadateien der AdV
generiert
. . . ) fla¨chendeckend erfasst, der ”Objektbereich Siedlung ist dagegen noch un-
vollsta¨ndig, weil er u.a. keine Geba¨udeobjekte entha¨lt“ [Hake u. a. 2002, S. 412].
Nach [Sester u. Brenner 2002] werden bis auf wenige markante Ausnahmen kei-
ne einzelnen Geba¨ude modelliert.
Daher ist ATKIS nur begrenzt fu¨r die zu entwickelnden Verfahren der 3D-
Stadtmodellierung geeignet.
3.2.1.4 Stadtgrundkarte
Die Stadtgrundkarte ist eine amtliche Stadtkarte im Maßstab 1:1000 [Hake
u. a. 2002, S. 443]. Sie ist je nach Funktion unterschiedlich stark gegliedert und
hebt oft markante Geba¨ude besonders hervor. Sta¨dtische Merkmale wie Stra-
ßennamen, Haltestellen, Parkpla¨tze und Einbahnstraßen sind enthalten und
klassifiziert.
Vorteilhaft ist die ha¨ufige Aktualisierung und die zahlreichen Zusatzinforma-
tionen. Die teilweise Nutzung der Ansichtsdarstellung bei Sehenswu¨rdigkeiten
ist jedoch fu¨r die automatische Weiterverarbeitung nicht sinnvoll und sollte
ausgefiltert werden.
Die Stadtgrundkarte kann gut fu¨r die zu entwickelnden Verfahren eingesetzt
werden. Eine Auswertung der Klassifizierung sowie der Zusatzinformationen
kann durch spezielle Hypothesen zur Verbesserung des Zielmodells beitragen.
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3.2.2 Digitale Landschaftsmodelle
Digitale Landschaftsmodelle (DML) bestehen aus dem Digitalen Gela¨ndemo-
dell und dem Digitalen Situationsmodell [Hake u. a. 2002, Kap. 1.7.2]. Weiter-
hin wird das in anderer Literatur genutzte Digitale Oberfla¨chemodell vorge-
stellt.
3.2.2.1 Digitale Gela¨ndemodelle
Das Digitale Gela¨ndemodell (DGM) wird auch als DTM (digital terrain model),
DHM (Digitales Ho¨henmodell bzw. digital height model), DEM (digital eleva-
tion model) oder Digitales Gela¨ndereliefmodell bezeichnet [Baltsavias 1998,
Definitionen].
Digitale Gela¨ndemodelle [Attwenger u. Briese 2004; Prinz 2003] beschreiben ei-
ne dreidimensionale Oberfla¨chenform eines Gebietes. Es wird die Grundstruk-
tur ohne Geba¨ude oder Bewuchs betrachtet (vgl. DOM).
”Als Gela¨nde oder Relief gilt die Grenzfla¨che zwischen fester Erde (Lithospha¨-
re) und Luft (Atmospha¨re) bzw. Wasser (Hydrospha¨re)“ [Hake u. a. 2002, Kap.
9.2.3.2]
Eine Matrix von Stu¨tzpunkten wird mittels Approximation durch Fla¨chenfunk-
tionen oder Triangulation zu einer dreidimensionalen Oberfla¨che verarbeitet.
Meist werden dreieckige oder rechteckige Maschen zu einem Gitter verbunden
(Abb. 3.3).
Die Stu¨tzpunkte werden entlang von Ho¨henlinien aus topographischen Grund-
karten digitalisiert, terrestrisch vermessen, durch photogrammetrische Verfah-
ren gewonnen oder per Laserscanning ermittelt. Aus der manuellen Erfassung
folgt eine erho¨hte Punktdichte entlang der Ho¨henlinien [Hake u. a. 2002, S.
344-346].
Die besonders vor 1990 genutzte manuelle photogrammetrische Auswertung
oder manuelle Messung terrestrischer Stu¨tzpunkte zur Erfassung des DGM
wurde mittlerweile durch automatisierte photogrammetrische Verfahren und
Laserscanning (Kap. 3.3.3) ersetzt.
Eine sinnvolle Kombination unterschiedlicher Ausgangsmodelle ist das Aufzie-
hen eines detaillierten platten Grundrissses und der auf ihm stehenden Objekte
auf einen unebenen Untergrund (Hu¨gelstruktur). Gela¨ndemodelle ko¨nnen da-
her der globalen Positionierung von Objekten dienen, sind aber nicht sinnvoll
bei der detaillierten Konstruktion einzelner Geba¨ude nutzbar.
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Abbildung 3.3: Messpunktgitter, Ho¨henlinien der Karte und 3D-Sicht beim DGM.
3.2.2.2 Digitale Situationsmodelle
Das zweidimensionale Digitale Situationsmodell (DSM, Digital situation mo-
del) [Hake u. a. 2002, S. 343] beinhaltet die Grundrisse natu¨rlicher und ku¨nst-
licher Objekte und zugeho¨rige semantische Informationen. Durch das Zusam-
mensetzen von Objekten aus Objektteilen und die Einteilung in Gruppen (Sied-
lung, Gewa¨sser, . . . ) entsteht eine Hierarchie.
Die Informationen des DSM ko¨nnen gut im Rahmen der vorliegenden Arbeit
genutzt werden.
3.2.2.3 Digitale Oberfla¨chemodelle
Das Digitale Oberfla¨chemodell (DOM2) wird auch als DSM3 (digital surface
model) bezeichnet.
Im Gegensatz zu der Gela¨ndeoberfla¨che beim DGM wird hier die Ho¨he der
sichtbaren Erdoberfla¨che mit Geba¨udeda¨chern, Baumkronen und Straßenmo¨-
beln modelliert [Baltsavias 1998].
Ein DOM kann daher wie ein DGM verarbeitet werden, besonders bei der Re-
ferenzierung von Punkten ist jedoch zu differenzieren, ob es sich beispielsweise
um einen Punkt am unteren oder oberen Ende einer Hauswand handelt.
Ein hochauflo¨sendes DOM kann, zusammen mit einem Grundriss, zur Ermitt-
lung von Geba¨udeho¨hen und Dachformen genutzt werden. Je nach Dachform
ko¨nnen gegebenenfalls mehrere Ho¨hen dem DOM entnommen werden.
3.2.3 3D-Vektordaten
Zahlreiche Kommunen besitzen bereits 3D-Modelle von Stadtausschnitten, be-
sonders von Sehenswu¨rdigkeiten und anderen herausragenden Geba¨uden. Op-
timalerweise werden diese oft sehr detaillierten Daten in die Modellierung
2zu unterscheiden vom Digitalen Objektmodell [Hake u. a. 2002, S. 34]
3zu unterscheiden vom Digitalen Situationsmodell
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(a) (b) (c)
Abbildung 3.4: 3D-Modelle
am Beispiel der Du¨sseldorfer Altstadt: a) Basismodell, b) erweitertes
Blockmodell und c) Detailmodell
der Szene eingebracht. Genutzte Schnittstellen sind z.B. X3D, VRML (Kap.
2.2.3.1) und CityGML (Kap. 2.2.3.2).
Weiterhin bietet sich die Nutzung von ha¨ufig wiederkehrenden Elementen und
Klo¨tzchenmodellen an.
Die 3D-Position eines Punktes innerhalb eines 3D-Modells wird auch als Raum-
koordinate oder Ortskoordinate bezeichnet.
3.2.3.1 Basismodelle
Basismodelle (Abb. 3.4a) werden je nach Literatur auch als Klo¨tzchenmodell
oder Blockmodell bezeichnet [Klaus 1997; Schilcher u. a. 1999]. Sie entsprechen
LoD1 (Kap. A.1) und stellen Geba¨ude als einfache Klo¨tze ohne Dachform dar.
Basismodelle werden ha¨ufig anhand von Geba¨udegrundrissen und Geba¨ude-
ho¨hen generiert und ko¨nnen normalerweise anhand existierender Daten auto-
matisch oder mit geringem Arbeitsaufwand abgeleitet werden. Fehlende Ge-
ba¨udeho¨hen werden anhand von Geschosszahlen gescha¨tzt oder mit Standard-
werten belegt.
Basismodelle eignen sich aufgrund ihrer hohen Verfu¨gbarkeit oder leichten Be-
schaffbarkeit sowie ihrer großfla¨chigen 3D-Struktur sehr gut als Ausgangsmo-
dell fu¨r die untersuchte Aufgabenstellung. Der durch sie gegebene grobe Rah-
men kann den EA zur Einpassung von detaillierten 3D-Modellen und als Basis
zur Erweiterung, Verfeinerung und Vera¨nderung dienen.
Ein Qualita¨tskriterium ist die je nach Datensatz stark variierende Genauigkeit
der Geba¨udeho¨hen.
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3.2.3.2 Erweiterte Blockmodelle
Erweiterte Blockmodelle (Abb. 3.4b) werden auch als Blockmodell oder Klo¨tz-
chenmodell mit Da¨chern bezeichnet [Klaus 1997; Schilcher u. a. 1999]. Auf die
Bezeichnung ”Blockmodell“ wird hier wegen der Verwechslungsgefahr mit dem
Basismodell verzichtet.
Erweiterte Blockmodelle sind durch Da¨cher erweiterte Basismodelle, entspre-
chen LoD2 und ko¨nnen je nach vorhandener Daten auch automatisiert abge-
leitet werden. Hierzu werden bereits erfasste und den Geba¨uden zugeordnete
Standarddachformen, Firstlinien und -ho¨hen oder Luftbilder [Kolbe 1999] ge-
nutzt.
Klo¨tzchenmodelle mit Da¨chern erweitern die Vorteile des Basismodells durch
vorgegebene grobe Dachstrukturen, an die sich per EA weitere Details wie
Schornsteine, Aufbauten und U¨bersta¨nde anha¨ngen ko¨nnen. Daher sind erwei-
terte Blockmodelle sehr gut als Ausgangsmodelle fu¨r die im Rahmen der Arbeit
zu entwickelnden Verfahren geeignet.
3.2.3.3 Detailmodelle
Detailmodelle (Abb. 3.4c) entsprechen LoD3 und sind geometrisch sehr gut aus-
gepra¨gt. Ha¨ufig existieren sie bereits von pra¨gnanten oder fu¨r die O¨ffentlichkeit
und besonders den Tourismus relevanten Geba¨uden und Geba¨udekomplexen.
Diese Modelle kommen u¨blicherweise nur einmalig in der Szene vor (z.B. Ko¨lner
Dom) und ko¨nnen daher mittels homologer eindeutiger Punkte referenziert wer-
den.
Diese Ausgangsmodelle sollten nicht als fertiger Block, sondern als Individuum
mit vielen Genen behandelt werden. Somit sind Korrekturen und Erga¨nzungen
im Laufe des Algorithmus an ihnen mo¨glich.
Detailmodelle sind gut fu¨r die Aufgabenstellung geeignet und vermeiden dop-
pelte Arbeit.
3.2.3.4 Wiederkehrende Objekte
Zur anschaulichen Darstellung ist es oft unno¨tig, wiederkehrende Elemente im
Stadtbild wie z.B. Ba¨ume, Autos, Litfasssa¨ulen und Telefonzellen (Abb. 3.1a),
hier als Straßenmo¨bel bezeichnet, anhand des konkreten Originals immer wie-
der neu zu modellieren. Stattdessen werden Platzhalter genutzt, so dass statt
z.B. eines konkreten Baumes dort ein Baum oder, etwas spezialisierter, ein
Laubbaum steht.
Diese Elemente mu¨ssen speziell gekennzeichnet werden, da spa¨ter mehrere Vor-
kommen jedes Originalpunktes an unterschiedlichen Raumpositionen auftreten
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ko¨nnen. Dieses Problem kann durch eine Struktur mit eindeutigen Referenz-
punkten behandelt werden.
3.3 Rasterdaten
Bei Rasterdaten wird ein bestimmtes Gebiet durch eine mehrdimensionale Ma-
trix abgedeckt. Jedes Element der Matrix besitzt dabei genau einen Wert, der
bei Bildern z.B. einen Grau- oder Farbwert darstellt.
Die Verwaltung zugeho¨riger semantischer und topologischer Informationen ist
zwar mo¨glich, jedoch im Gegensatz zu Vektordaten nicht praktikabel einsetz-
bar, da jedes Pixel einzeln referenziert werden mu¨sste. Daher werden Rasterbil-
der im Folgenden meist mit auf sie referenzierten Vektorinformationen erga¨nzt.
Die 2D-Position eines Punktes innerhalb eines Bildes wird als Bildkoordinate
bezeichnet.
3.3.1 Fassadenbilder
Fassadenbilder sind in zweierlei Hinsicht nu¨tzliche Eingangsdaten. Einerseits
ko¨nnen durch geometrische und photogrammetrische Auswertung mittels ho-
mologer Punkte 3D-Modelle berechnet werden und so durch ermittelte Balkone,
Erker und andere Details zum LoD3 beitragen. Andererseits dienen Bilder als
Quelle fu¨r Texturen, die bei digitalisierten Fla¨chen sogar automatisch entnom-
men werden ko¨nnen.
Da keine Kameraparameter erwartet werden sollen, sind auch alte Photografi-
en und Videosequenzen als Quelle geeignet und ermo¨glichen sogar die virtuelle
Rekonstruktion nicht mehr existierender Geba¨ude.
Aufgrund des vielseitigen Ansatzes lassen sich keine globalen Aufnahmere-
geln festlegen, da die Eigenschaften optimaler Bilder von der konkreten Szene
und den dementsprechend anvisierten Operatortypen (z.B. photogrammetri-
sche Verfahren) abha¨ngen.
3.3.1.1 Photogrammetrische Verfahren
Photogrammetrische Verfahren eignen sich zur Erfassung kompakter komple-
xer geometrischer Objekte und wurden bereits in Kap. 2.1.3 vorgestellt.
Konzeptionell bedingt muss jeder Punkt in mindestens zwei Bildern sichtbar
sein, die von unterschiedlichen Positionen aus aufgenommen sind. Ansonsten
kann der Punkt beliebig auf der Geraden durch Augen- und Bildpunkt skalieren
und ist nicht eindeutig bestimmbar. Alternativ genu¨gt zur Berechnung jedoch
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Abbildung 3.5: Bildbeispiele einer Ha¨userecke
eine begrenzte Menge homologer Punkte, deren Rekonstruktion wiederum die
Ermittlung der restlichen Punkte durch andere Verfahren ermo¨glicht.
Zu jedem Bild sollte mindestens ein Gegenstu¨ck mit mindestens nop gemein-
samen Punkten (homologe Punktepaare) existieren. nop ist verfahrensspezi-
fisch und betra¨gt beispielsweise nop = 8 beim Acht-Punkt-Algorithmus. Bei
dem ha¨ufigen Spezialfall von Hausecken (Abb. 3.5) genu¨gen oft zwei a¨hnliche
Bilder von verschiedenen Aufnahmepositionen. Fu¨r photogrammetrische Ver-
fahren werden wegen der unterschiedlichen Aufnahmepositionen oft schra¨ge
Aufnahmen beno¨tigt. Dies ist ha¨ufig der sinnvollste Weg zur Erfassung kom-
plexer und bisher nicht modellierter Ausschnitte (Tu¨rme, Erker, Vorbauten,
. . . ) gro¨ßerer Szenen.
3.3.1.2 Hypothesen
Hypothesen (Kap. 4.6) ermitteln einfache oder u¨bliche Resultate aus wenigen
Ausgangsdaten. Daher ist es teilweise ausreichend, wenn wesentliche Teile der
Szene auf je nur einem Bild zu sehen sind.
Zur Referenzierung dieser Einzelbausteine sind leichte U¨berdeckungen von, je
nach Operator, meist mindestens drei homologen und linear unabha¨ngigen
Punkten no¨tig. Die drei Punkte setzen sich dabei aus einem Angelpunkt und
zwei Punkten zur Aufspannung der gemeinsamen Bildachsen zusammen.
Die meisten Hypothesen gehen der Einfachheit halber von anna¨hernd frontal
aufgenommenen Bildern aus und bilden, da ihnen explizit weniger als die zur
eindeutigen Bestimmung notwendigen Informationen genu¨gen, einen effizienten
Weg zur Minimierung des Erfassungsaufwandes.
3.3.1.3 Texturen
Texturen ko¨nnen generell allen Bildern entnommen werden. Wenn der Blick-
winkel nicht aus anderen Gru¨nden festgelegt ist, z.B. weil ein photogramme-
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Abbildung 3.6: a) Luftbildschra¨gaufnahme, b) Orthophoto und c) Satellitenbild
trisches Verfahren angestrebt wird oder ein optisches Hindernis (z.B. Baum)
existiert, dann bieten sich frontale Aufnahmen wegen der konstanten Auflo¨sung
und Vermeidung von Ungenauigkeiten bei der Entzerrung an. Ist eine Fla¨che in
mehreren Bildern sichtbar, so wird eine automatische (z.B. maximaler Fla¨chen-
inhalt in Pixel) oder manuelle Auswahl getroffen.
Bei der Erfassung der Bilder ist die Vermeidung optischer Hindernisse sinnvoll,
aber nicht immer vollsta¨ndig mo¨glich. Daher ist in einigen Fa¨llen eine manuel-
le Nachbearbeitung zur Entfernung der Hindernisse no¨tig, falls diese nicht als
Bestandteil der Textur auf die Fla¨che projiziert werden sollen.
Texturen steigern die wahrgenommene Qualita¨t und realistische Darstellung
von 3D-Modellen erheblich und sind daher ein wichtiges Element der 3D-
Stadtmodellierung.
3.3.2 Luft- und Satellitenbilder und ihre Folgemodelle
Luftbilder (Abb. 3.6) sind aus der Luft aufgenommene Bilder der Erdober-
fla¨che. Aufnahmen von Satelliten aus werden abgrenzend als Satellitenbilder
bezeichnet.
Durch Weiterverarbeitung und Erga¨nzung mit Zusatzinformationen entstehen
die im Folgenden vorgestellten Modelle, die teils von Firmen, Einrichtungen
und Beho¨rden erstellt, verwaltet und aktualisiert werden.
3.3.2.1 Luftbildschra¨gaufnahmen
Luftbildschra¨gaufnahmen (Abb. 3.6a) sind perspektivische Aufnahmen aus der
Luft und werden fu¨r Stadt- und Verkehrswegeplanung, zur Kontrolle und Do-
kumentation bei großen Bauprojekten und fu¨r Werbematerial genutzt.
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Bei zufriedenstellender Auflo¨sung sind Luftbildschra¨gaufnahmen gut zur Ge-
winnung von Dach- und Seitenwandtexturen geeignet, sie weisen jedoch we-
gen des schra¨gen Aufnahmewinkels eine starke Verzerrung auf und sind daher
schlecht zur Referenzierung geeignet. Wegen der aus ihren Grundrissen stark
herausragenden Geba¨ude ko¨nnen sie auch nicht sinnvoll als Bodenplatte ge-
nutzt werden.
Bei hoher Auflo¨sung ko¨nnen mit photogrammetrischen Verfahren bauliche De-
tails aus mehreren Luftbildschra¨gaufnahmen gewonnen werden.
3.3.2.2 Senkrechte Luftbilder
Senkrechte Luftbilder, oft auch nur als Luftbilder bezeichnet, sind aus der Luft
in Lotrichtung zur Erdoberfla¨che aufgenommen. Besonders durch heterogene
Gela¨ndeho¨hen tritt eine perspektivische Verzerrung auf, deren Korrektur dann
je nach Verfahren das entzerrte Luftbild oder das Orthophoto ergibt. Daher
gelten fu¨r senkrechte Luftbilder in verschlechterter Form deren Eigenschaften.
3.3.2.3 Entzerrte Luftbilder
Entzerrte Luftbilder sind durch einfache geometrische Bildtransformation ent-
zerrte Luftbilder. Die Entzerrung ist bei ebener Erdoberfla¨che korrekt, wird
aber durch heterogene Gela¨ndeho¨hen verfa¨lscht [Hake u. a. 2002, Kap. 3.8.1,
Kap. 6.4.1.2].
Bei akzeptabler Verzerrung gelten anna¨hernd die Eigenschaften von Orthopho-
tos.
3.3.2.4 Orthophotos
Digitale Orthophotos (DOP) sind durch eine Orthophotoprojektion entzerrte
Senkrechtaufnahmen der Erdoberfla¨che (Abb. 3.6b). Dabei wird die, besonders
durch die photographische Zentralprojektion und verschiedene Gela¨ndeho¨hen
verursachte, Verzerrung des Bildes so korrigiert, dass nun Entfernungen zwi-
schen zwei Punkten maßstabgetreu sind [Hake u. a. 2002, Kap. 6.4.1.2].
Eine Bodentextur (Bodenplatte) kann durch einfache Referenzierung entnom-
men werden. Bei ausreichender Auflo¨sung ko¨nnen vorhandene Dachgeometri-
en auf das Bild referenziert und automatisch Dachtexturen gewonnen werden.
A¨hnlich kann mit vorhandenen Grundrissen verfahren werden. Existieren keine
Grundrisse, so ko¨nnen diese im Orthophoto digitalisiert werden.
Mittels spezieller Verfahren ko¨nnen Geba¨ude mitsamt einfacher Dachformen
automatisiert extrahiert werden [Kolbe 1999].
3.3. Rasterdaten 47
Orthophotos sind daher sehr gut fu¨r die untersuchte Aufgabenstellung einsetz-
bar.
3.3.2.5 Bildpla¨ne
Bildpla¨ne ”entstehen durch das analoge oder digitale Zusammentragen entzerr-
ter Bilder und das anschließende Abgrenzen der Ergebnisse einer solchen Mon-
tage nach einer u¨bersichtlichen Blattschnittsystematik der Bildpla¨ne.“ [Hake
u. a. 2002, S. 178].
Daher gelten fu¨r die in dieser Arbeit zu entwickelnden Verfahren bzgl. der
Bildpla¨ne die Eigenschaften der entzerrten Bilder. Das Zusammentragen der
Einzelbilder wu¨rde sonst in den Aufgabenbereich der Kombination multipler
Ausgangsdaten fallen.
Als Bildpla¨ne existieren u.a. Luftbildpla¨ne, Orthophotopla¨ne und Satelliten-
bildpla¨ne.
3.3.2.6 Bildkarten
Bildkarten sind um kartographische Gestaltungsmittel (z.B. Signaturen oder
Schrift) erga¨nzte Bildpla¨ne [Hake u. a. 2002, S. 179]. So werden aus entzerrten
Luftbildern Luftbildkarten, aus Orthophotos Orthophotokarten und aus ent-
zerrten Satellitenbildern Satellitenbildkarten abgeleitet.
Fu¨r die zu entwickelnden Verfahren ergeben sich kaum Unterschiede zwischen
Bildkarten und Bildpla¨nen. Die Entscheidung ha¨ngt hauptsa¨chlich von den
verfu¨gbaren Daten und den gewu¨nschten Texturen ab.
3.3.3 Laserscannerdaten
Beim Laserscanning wird ein Laserstrahl rasterfo¨rmig u¨ber das zu erfassende
Objekt bewegt und die Entfernung der einzelnen Punkte anhand der Laufzeit
des Laserstrahls berechnet. Es entsteht eine Punktwolke.
3.3.3.1 Luftgestu¨tztes Laserscanning
Luftgestu¨tztes Laserscanning ist heutzutage ein Standardverfahren zur detail-
lierten Gela¨ndeerfassung und erfolgt von einem Flugzeug, Hubschrauber oder
Ballon aus. Die Lagegenauigkeit liegt bei 50 cm, die Ho¨hengenauigkeit bei 10-
20 cm [Sester u. Brenner 2002, Kap. 2.1] [Attwenger u. Briese 2004]. Durch
Verwendung der spa¨testen Signalreflektion kann Oberfla¨chenbewuchs (Ba¨ume,
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Stra¨ucher) eliminiert werden und es entsteht ein Gela¨nderastermodell, welches
als Grundlage eines DGM dienen kann. Die fru¨heste Reflektion ergibt entspre-
chend die Bewuchsoberkante und somit das Rastermodell eines DOM.
Aus diesen Daten ko¨nnen zu einem Geba¨udegrundriss die Ho¨he und ggf. auch
die Dachform anhand markanter Punkte ermittelt werden.
Sowohl bei der Gela¨ndebetrachtung als auch bei der automatisierten Geba¨ude-
ho¨hen- und Dachformenerkennung sind Laserscannerdaten nu¨tzlich.
3.3.3.2 Terrestrisches Laserscanning
Beim 3D-Scanner wird die Umgebung von einem festen Punkt aus erfasst. Dazu
wird ein spezielles Gera¨t z.B. in die Mitte eines Platzes oder mit ausreichendem
Abstand vor ein Haus gestellt und bildet eine Punktwolke, die beispielsweise
durch eine im Scanner integrierte Kamera mit Farbwerten versehen werden
kann.
Terrestrisches Laserscanning ermo¨glicht die Erfassung komplexer Details, ist
aber aufgrund der in Kap. 2.1.5 genannten Nachteile nicht optimal fu¨r die
großfla¨chige Erfassung eines 3D-Stadtmodells geeignet.
3.3.4 COP-Bilder
COP-Bilder (co-registered orthographic and perspektive) [Appel 2005] beste-
hen je aus einem perspektivischen Bild und einem orthographischen Bild, das
in ersteres integriert ist (siehe Kap. 2.1.3.1.4).
Dieser spezialisierte Ansatz ist zwar durchaus leistungsfa¨hig, aber schwierig in
andere Systeme zu integrieren. Daher bietet sich auf Anhieb die voneinander
unabha¨ngige Nutzung beider Einzelkomponenten sowie das aus ihnen rekon-
struierte 3D-Modell zur Weiterverarbeitung an.
3.4 Semantische Daten
Als semantische Daten werden im Weiteren alle nicht geometrischen Daten
bezeichnet. Dies sind im Zusammenhang dieser Arbeit einerseits attributive
Informationen und andererseits Relationen zwischen zwei Objekten.
Die semantischen Daten der Ausgangsmodelle sollten auch in der Phase ihrer
Aufbereitung manuell bearbeitet werden ko¨nnen.
In Kap. 4.2.3.5 werden die konkreten Datentypen behandelt.
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3.4.1 Attributive Informationen
ALK, ATKIS und ALKIS gruppieren geometrische Objekte durch strukturierte
Objektartenkataloge (hierarchisch oder objektorientiert). Oft existieren weite-
re Informationen wie beispielsweise der Typ einer Fla¨che (Dach, Wand, . . . ),
der Objektschlu¨ssel eines Hauses, eine Geba¨udeho¨he, Geschosszahl oder der
Dachtyp.
Mittels geeigneter Schnittstellen ko¨nnen diese Informationen u¨bernommen und,
besonders von den Hypothesen, genutzt werden. So la¨sst sich aus einer Ge-
schosszahl die Geba¨udeho¨he scha¨tzen, aber vielleicht durch photogrammetri-
sche Verfahren oder geometrische Kantenanalyse von Nachbargeba¨uden aus
genauer bestimmen.
Weiterhin ist eine Einfa¨rbung untexturierter Fla¨chen anhand ihrer Objektart
mo¨glich. Einige mo¨gliche Attribute von Geba¨uden sind in Abb. 3.2a und links
in Abb. 2.8 zu sehen.
Attributive Informationen sind daher sehr gut im Rahmen der zu entwickelnden
Verfahren nutzbar, erfordern jedoch auf die konkreten Parameter spezialisierte
Operatoren.
3.4.2 Relationen
Relationen zwischen zwei Geoobjekten sind beispielsweise ”liegt in einer Ebene
mit“, ”ist parallel zu“ oder ”hat Abstand x zu“. Wenn nicht bereits vorhanden,
ko¨nnen sie leicht nachtra¨glich manuell gesetzt werden. Das Erfassen dieser fu¨r
den menschlichen Betrachter meist offensichtlichen Informationen gestaltet sich
in vielen Fa¨llen einfacher als die Digitalisierung der dreidimensionalen Geome-
trie, die auch aus Relationen durch geeignete Hypothesen abgeleitet werden
kann.
Ein weiterer Vorteil sind die durch Relationen entstehenden kausalen Zusam-
menha¨nge. Wird beispielsweise eine Seitenwand B einfach nur parallel zu Wand
A digitalisiert, so bleibt sie bei einer A¨nderung von Wand A unberu¨hrt. Wird
die Ausrichtung von B jedoch durch die Relation ”ist parallel zu“ gepra¨gt, so
wird sie bei einer Drehung von A auch beeinflusst.
Daher sind Relationen, soweit sie durch geeignete Hypothesen ausgewertet wer-
den ko¨nnen, gut als Eingangsdaten geeignet.
3.5 Bewertung
Viele Datenmodelle sind generell als Ausgangsmodell geeignet. Die beste Ver-
fahrensweise wird im konkreten Fall von den bereits existierenden Daten ab-
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ha¨ngen, da deren Nutzung eine immense Aufwandsersparnis bedeuten kann.
Weiterhin bildet ha¨ufig erst die Kombination heterogener Typen, wie z.B.
Klo¨tzchenmodelle und Fassadenbilder, die Grundlage fu¨r das Zielmodell. Daher
wird die Verbindung mehrerer heterogener Datenquellen nicht nur unterstu¨tzt,
sondern sogar empfohlen. Bei einer reichhaltigen Datengrundlage ko¨nnen sich
die EA den besten Weg zum Zielmodell selber suchen.
Bei der Integration mehrerer Ausgangsmodelle ist es wichtig, dass diese nicht
wie Fremdobjekte in VRML oder diversen GIS als starrer Block eingebun-
den werden. Stattdessen sollte eine Aufteilung in ihre einzelnen Bestandteile
durchgefu¨hrt werden, die dann einzeln von den Evolutiona¨ren Algorithmen
(EA) fortgefu¨hrt, optimiert und rekombiniert werden ko¨nnen.
Kapitel 4
Evolutiona¨re Algorithmen
Das folgende Kapitel bescha¨ftigt sich nach einer allgemeinen Einfu¨hrung in die
Evolutiona¨ren Algorithmen mit dem fu¨r diese Arbeit beno¨tigten Datenmodell.
Nach der Betrachtung eines Bewertungssystems wird die Erweiterung des EA-
Modells erst generell untersucht, um dann anhand konkreter Fa¨lle in Form
spezialisierter Operatoren umgesetzt zu werden.
4.1 Einfu¨hrung
Dieser Absatz definiert und erla¨utert das Konzept evolutiona¨rer Algorithmen
(EA) und zeigt deren Vor- und Nachteile auf.
Knappe Geschichte der EA
Charles Darwin (1809–1882) schrieb, beeinflusst durch seine Expedition auf der
H.M.S. Beagle (1831–1836), 1859 das fu¨r die Evolutionstheorie richtungsweisen-
de Buch ”The Origin of Species“ [Darwin 1859]. Seine spa¨tere Vero¨ffentlichung
”Descent of Man“ [Darwin 1871] nutzt erstmalig das Wort ”Evolution“.
Ausgehend von Darwins Evolutionstheorie und der Entwicklung der Gene-
tik [Ringo 2006] wurden von mehreren Forschergruppen, hauptsa¨chlich un-
abha¨ngig voneinander, u.a.
• 1966 die evolutiona¨re Programmierung (L.J. Fogel, A.J. Owens, M.J.
Walsh),
• 1973 die Evolutionsstrategie (I. Rechenberg, H.P. Schwefel) [Rechenberg
1994; Schwefel 1995],
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• 1975 die genetischen Algorithmen (Holland) [Nissen 1994, Kap. 3.2.1]
und
• 1992 die genetische Programmierung (Koza) [Quasthoff 2002]
entwickelt. Diese Methoden zur Lo¨sung komplexer Such- und Optimierungs-
probleme wurden unter dem Sammelbegriff EA zusammengefasst.
Definition und Erla¨uterung
In [Beyer u. a. 2001] wird ein Evolutiona¨rer Algorithmus definiert als
”Sammelbegriff fu¨r alle Varianten von (probabilistischen) Optimierungs- und
Verbesserungsalgorithmen, die der Darwinschen Evolution nachempfunden sind.
Optimalzusta¨nde werden durch schrittweise Verbesserung auf Basis des Variati-
ons-Selektions-Paradigmas approximiert. Die Variationsoperatoren produzieren
dabei genetische Diversita¨t und die Selektion gibt der Evolution die Richtung.“
Das Grundprinzip la¨sst sich folgendermaßen beschreiben: Ein Individuum ist
eine spezielle (Teil-)lo¨sung mit den diese beschreibenden Parametern (Chro-
mosom), deren Inhalt als Gene bezeichnet wird, und ihrer Fitness. Eine Fit-
nessfunktion (auch: Zielfunktion) bewertet die Na¨he eines Individuums an der
optimalen Lo¨sung.
Zuerst werden in der Initialisierung einmalig Startwerte fu¨r den weiteren Ab-
lauf gesetzt. Diese basieren auf den Eingangsdaten und Zufallswerten und bil-
den die Startpopulation, die gewo¨hnlich noch weit von dem gewu¨nschten Er-
gebnis entfernt ist. Population ist die Menge aller momentan betrachteten In-
dividuen.
Dann wird die Population weiterentwickelt, indem die Operatoren Rekombina-
tion, Mutation und Selektion auf die Individuen angewendet werden, bis ein
Abbruchkriterium erfu¨llt ist. Rekombination bezeichnet hierbei die Schaffung
eines neuen Individuums aus den Chromosomen mehrerer Elternindividuen.
Mutation dagegen beschreibt die Chromosomvariation eines einzigen Individu-
ums. Bei der Selektion werden veraltete oder u¨berflu¨ssige Individuen aus der
Population entfernt und so u.a. die Geschwindigkeit und Ergebnisfindung ver-
bessert.
Das Abbruchkriterium sorgt fu¨r die Terminierung der Berechnung und kann
sich auf die maximale Rechenzeit, die Anzahl der Iterationen oder eine Kon-
vergenz im Ziel- (Anna¨herung an das Ergebnis) oder Suchraum (minimale In-
dividuenweiterentwicklung) beziehen. Die Verschiedenheit der Individuen wird
auch als Diversita¨t bezeichnet.
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Bekannte Spezialisierungen
Unter dem Dachbegriff EA haben sich viele Spezialisierungen entwickelt. Be-
kannt sind die rekombinationsfreie Evolutiona¨re Programmierung (EP), die in
eine spezielle Form gepresste Evolutionsstrategie (ES ), die hauptsa¨chlich zum
Pru¨fen von Computercode und zum automatischen Schaltungsentwurf einge-
setzte Genetische Programmierung (GP) [Quasthoff 2002], die ohne Ru¨cksicht
auf die Logik der Daten rein auf Genen (Bits) arbeitenden Genetischen Algo-
rithmen (GA)[Nissen 1994, Kap. 3.2.1] und viele weitere [Beyer u. a. 2001].
Da diese Arbeit viele Konzepte der EA nutzt, ohne sich auf eine vorhandene
Spezialisierung zu beschra¨nken, wird das hier entwickelte Verfahren allgemein
als evolutiona¨r bezeichnet.
Allgemeine Gru¨nde fu¨r den Einsatz von EA
EA bieten sich dann an, wenn normale Algorithmen an der Problemkomple-
xita¨t scheitern. Da nicht direkt ”die“ Lo¨sung gefunden werden kann, werden
erst schlechte Ergebnisse erzeugt und diese schrittweise verbessert. Aufgaben,
deren Lo¨sung etappenweise angena¨hert und dabei qualitativ bewertet werden
kann, sind hier im Vorteil.
Weiterhin bieten EA den in dieser Arbeit genutzten Vorteil, dass verschiedene
Operatoren auf der Population arbeiten ko¨nnen, ohne dass diese sich kennen
oder untereinander kommunizieren mu¨ssen. Dies ermo¨glicht eine gute Modu-
larita¨t der Operatoren.
Allgemeine Nachteile von EA
Aus dem Konzept der EA ergeben sich die Nachteile einer schlechten Ergebnis-
vorhersage, oft eine Unreproduzierbarkeit von Berechnungen und eine schwer
abscha¨tzbare Laufzeit. Fu¨r das beste ermittelte Ergebnis existiert zwar eine
Bewertung, es wird aber nicht unbedingt eine optimale Lo¨sung gefunden. Wei-
terhin kann bei unzureichender Elimination die Population und somit die Da-
tenmenge und Verarbeitungsdauer immens steigen.
Diese mo¨glichen Probleme mu¨ssen bei dem Entwurf einer konkreten Anwen-
dung beru¨cksichtigt und vermieden werden. Im folgenden Entwurf werden dazu
verschiedene Mechanismen (z.B. Mutationslevel) eingefu¨hrt.
Weiterfu¨hrende Literatur
Eine ausgiebige Einfu¨hrung in EA bietet [Nissen 1994], weitere Information-
en hierzu finden sich u.a. in [Beyer u. a. 2001; Nissen 1997; Pohlheim 1999;
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Quasthoff 2002; Streichert 2001; Weicker 2002].
4.2 Datenmodell
Nach der Betrachtung einfacher und den bei einigen Rekonstruktionssystemen
u¨blichen Modellen werden die hier gestellten Anforderungen an das Datenmo-
dell aufgelistet und eine Lo¨sung entworfen, die unter verschiedenen Gesichts-
punkten untersucht wird.
4.2.1 Einfu¨hrung
Das verwendete Datenmodell stellt einen wichtigen Aspekt des Gesamtkon-
zepts und der EA dar, da es die Mo¨glichkeiten zur Datenbearbeitung entschei-
dend pra¨gt. Viele der spa¨ter vorgestellten Verfahren und Operatoren wa¨ren
mit anderen Datenmodellen nicht oder nur mit gravierendem Aufwand und
Performanceverlusten mo¨glich. Daher werden im Folgenden Standardmodelle
fu¨r Geodaten angeschnitten, um ausgehend hiervon zu einem eigenen Entwurf
zu gelangen.
Modelle mit globalem Koordinatensystem
In ga¨ngigen Systemen zur Verwaltung von graphischen Informationen existiert
ein globales Koordinatensystem, in das Punkte anhand der genutzten Achsen
eingetragen werden. Auf den Punkten aufbauend werden streckenhafte Struk-
turen wie Linien, Kreise, Kreisbo¨gen und Splines definiert, welche wiederum als
Basis fu¨r Fla¨chen dienen. In einigen Fa¨llen werden Fla¨chen noch zur Bildung
von Ko¨rpern genutzt.
Modelle mit multiplen Koordinatensystemem
Schon aufgrund der heterogenen Ausgangsmodelle wird ein mehrere Koordina-
tensysteme unterstu¨tzendes Modell beno¨tigt. Bei photogrammetrischen Rekon-
struktionssystemen existieren mehrere Bilder mit graphischen Informationen
in jeweils eigenen Koordinatensystemen. Diese werden zu homologen Objekten
verknu¨pft, so dass Punkt A1 in Bild 1 dem Punkt A2 in Bild 2 zugeordnet
wird. Es findet also eine direkte Verknu¨pfung homologer Objekte statt.
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4.2.2 Anforderungen an das Datenmodell
Zu einer praktischen, sinnvollen und performanten Umsetzung zahlreicher Me-
thoden der EA im Rahmen von 3D-Stadtmodellen sind folgende Kriterien wich-
tig:
• Es mu¨ssen Segmente mit individuellem und voneinander unabha¨ngigem
Inhalt in jeweils lokalen Koordinatensystemen verwaltet werden.
• Homologe Punkte sollen frei definierbar sein, und zwar auch zwischen
verschiedenen Modelltypen wie 2D-, 3D- und Bildkoordinaten.
• Zu einem Punkt eines Segmentes soll performant ein ggf. vorhandener
homologer Punkt eines anderen Segmentes gefunden werden ko¨nnen.
• Jedes Bild besitzt ein eigenes 2D-Koordinatensystem mit dort vorhande-
nen (=sichtbaren) Punkten.
• Aus Gru¨nden der Praktikabilita¨t sollen aus Punkten zusammengesetzte
Strukturen unabha¨ngig von Segmenten, also koordinatensystemfrei sein:
Eine Strecke zwischen den jeweils lokalen Punkten A und B ist u¨berall
deren direkte Verbindung, ein Dreieck aus A, B und C ist u¨berall ein
Dreieck der direkten Verbindungen, wo A, B und C vorhanden sind. Es
spielt dabei keine Rolle, ob es sich um Bilder, Grundrisse, 3D-Modelle
oder sonstige Strukturen handelt.
• Kameraparameter beziehen sich auf das jeweilige lokale Koordinatensys-
tem.
• Optimalerweise sollen die Strukturen zur Datenhaltung und -bearbeitung
denen der Berechnung und somit den Individuen entsprechen. Ein lokales
Koordinatensystem wird daher durch ein Segment repra¨sentiert.
• Zusa¨tzliche Suchstrukturen sollen einen effizienten und flexiblen Daten-
zugriff ermo¨glichen.
• Eine logische Korrespondenz zur realen Welt ist schon aus Anschauungs-
gru¨nden sinnvoll.
4.2.3 Entwurf des Datenmodells
Im Folgenden wird der aus den Anforderungen (Kap. 4.2.2), eigenen Unter-
suchungen und Versuchen hervorgegangene Entwurf des Datenmodells vorge-
stellt.
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4.2.3.1 Grundlegende Strukturen
Die Anforderungen bringen eine Aufteilung des Datenmodells in globale und
lokale Strukturen mit sich, deren Zusammenspiel dargestellt wird. Der Sprach-
gebrauch orientiert sich hierbei an den Finiten Elementen [Gee 1999; Matheas
u. a. 2001; Milbradt u. a. 2004].
4.2.3.1.1 Globale Struktur Es wird eine globale Struktur eingefu¨hrt, die
alle von Koordinaten unabha¨ngigen allgemeinen Daten entha¨lt. Dazu geho¨ren
neben allen auf Punkten basierenden Strukturen, wie z.B. Linien oder Fla¨chen,
auch koordinatenfreie Repra¨sentanten der Punkte (globale Punkte). So ist dort
z.B. fu¨r eine Kirchturmspitze der globale Punkt a definiert und kann diverse
globale Parameter und semantische Informationen beinhalten.
Globale Elemente zeichnen sich durch ihre Losgelo¨stheit von Koordinaten aus,
definieren aber durch ihre Verbindung zu zusammengesetzten Geometrien die
Topologie der Szene.
4.2.3.1.2 Lokale Strukturen Weiterhin werden mit den Segmenten be-
liebige lokale Strukturen mit jeweils lokalen Koordinatensystemen geschaffen.
Zusammengesetzte Strukturen sind, da nur eine individuelle Sicht auf die glo-
bale Welt betrachtet wird, nicht lokal definiert. Ein lokaler Punkt A1 wird
daher durch seine lokalen Koordinaten und seine Referenz auf genau einen
zugeho¨rigen globalen Punkt definiert. Ein anderes Segment kann mit einem
unabha¨ngigen Punkt A2 auf denselben Repra¨sentanten A zeigen.
Lokale Elemente ko¨nnen daher nur unter Angabe genau eines zugeho¨rigen glo-
balen Elementes angelegt werden. Damit sind zwei lokale Elemente genau dann
homolog zueinander, wenn sie auf dasselbe globale Element zeigen (z.B. ho-
mologe Punkte). Zusammengesetzte Elemente (Strecken, Fla¨chen) sind genau
dann homolog, wenn alle Basisobjekte (Punkte) homolog sind. Da Strecken
und Fla¨chen global definiert werden, wird es jedoch immer nur eine globale
Instanz hiervon geben, die pro Segment durch die jeweiligen lokalen Punkte
ausgepra¨gt wird.
Die genaue Struktur fu¨r ein Segment ergibt sich aus dem Typ des Ausgangs-
modells (Abb. 4.1).
4.2.3.1.3 Bilder Da jedes Bild ein eigenes Koordinatensystem fu¨r dort di-
gitalisierte Punkte besitzt, wird es mitsamt seiner Parameter als Segment be-
trachtet. Da ein Bild mehrfach unter verschiedenen Gesichtspunkten und mit
verschiedenen Koordinatensystemen genutzt werden kann (z.B. als Bodenka-
chel oder zur Dachtexturgewinnung), wird auch hier eine Trennung in loka-
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le Bilder als Spezialfall eines Segmentes und globale Bilder vollzogen. Lokale
Bilder enthalten Kameraparameter und dort digitalisierte lokale Punkte mit
Bewertungen. Globale Bilder speichern beispielsweise die reinen Bildinforma-
tionen oder den Pfad zu der Bilddatei.
Da es fu¨r Anwender unpraktikabel ist, je Bild ein einzelnes Segment zu gru¨nden,
ko¨nnen Segmente Bilderlisten (auch als Sequenz bezeichnet) beinhalten, wo-
bei intern jedes Bild als eigenes Segment und damit als Segment im Segment
behandelt wird.
4.2.3.1.4 Zusammenspiel der Strukturen Die stark vereinfachte Struk-
tur ist in Abb. 4.1 als Klassendiagramm dargestellt. Dort sind verschiedene Mo-
delltypen wie Grundriss, Bild, 3D-Modell und DGM als Spezialfa¨lle eines Seg-
mentes dargestellt. Diese Menge ist je nach Anforderungen beliebig erweiterbar.
Diese Segmentspezialisierungen beinhalten lokale Punkte im fu¨r sie passenden
Format, die jeweils einem globalen Punkt untergeordnet sind. Die Topologie
setzt sich dann aus globalen Objekten zusammen, wobei eine Fla¨che direkt aus
Punkten oder alternativ aus Strecken zusammengesetzt sein kann.
Die Punkte einer Fla¨che sollen immer in einer Ebene liegen. Dies erleichtert
viele Berechnungen und ist keine Beschra¨nkung der Allgemeinheit, da bei Be-
darf Fla¨chen in mehrere Teile zerschlagen werden ko¨nnen, die spa¨testens als
Dreiecke zwangsla¨ufig jeweils in einer Ebene liegen. Diese Bedingung wird im
weiteren Verlauf der Arbeit vorausgesetzt.
4.2.3.2 Arbeitsbereich
Die Wurzel des Datenmodells ist der Arbeitsbereich, welcher neben einigen glo-
balen Einstellungen mehrere Projekte beinhalten kann.
Jedes Projekt besitzt mindestens eine persistente Liste von Segmenten zur Be-
arbeitung der Eingangsdaten. Zur besseren U¨bersichtlichkeit und Strukturie-
rung von Informationen ko¨nnen Segmentlisten neben Segmenten auch wieder
Segmentlisten beinhalten und ermo¨glichen so eine baumartige hierarchische
Struktur.
Weiterhin wird fu¨r jede gestartete Berechnung eine tempora¨re Segmentliste
zur Haltung aller Individuen der Population genutzt. Die Segmente bilden eine
flexible Struktur, die nicht nur wa¨hrend der Erhebung und Bearbeitung der
Modelle, sondern auch wa¨hrend der evolutiona¨ren Berechnung als Individu-
um genutzt wird. Daher ko¨nnen gut bewertete Individuen zur Beschleunigung
spa¨terer Rechnungen einfach als persistentes Segment u¨bernommen werden.
Die zugeho¨rige Struktur ist als vereinfachtes Klassendiagramm in Abb. 4.2
dargestellt.
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Abbildung 4.1: Vereinfachtes Klassendiagramm der globalen und lokalen Struktur
4.2.3.3 Suchstrukturen
Teil des Datenmodells sind auch Strukturen zur effizienten Durchfu¨hrung von
Suchanfragen. Ausgehend von u¨blichen Anfragen wird das Datenmodell ent-
sprechend erga¨nzt.
Die in der Praxis am ha¨ufigsten vorkommenden Suchanfragen beziehen sich
auf einen lokalen Punkt und fragen nach der
• Menge (oder nur Anzahl) homologer Punkte, der
• Existenz eines homologen Punktes in einem speziellen Segment oder der
• Instanz des homologen Punktes in einem speziellen Segment.
Da jeder lokale Punkt die direkte Referenz zum globalen Punkt besitzt, wird
dort eine Suchstruktur gefu¨hrt. In der Praxis hat sich aufgrund der Ha¨ufigkeit
der Anfragen eine HashMap bewa¨hrt, die unter Angabe eines Segmentes den
passenden lokalen Punkt referenziert, falls dieser existiert.
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Abbildung 4.2: Vereinfachtes Klassendiagramm mit Segmentlisten
Weiterhin stellt sich oft die Frage nach der Sichtbarkeit von Fla¨chen. Bewa¨hrt
hat sich die Unterteilung in
1. Fla¨che F ist nicht im Segment enthalten,
2. Fla¨che F ist teilweise im Segment enthalten oder
3. Fla¨che F ist vollsta¨ndig im Segment enthalten.
Hierzu werden je Fla¨che zwei Listen gefu¨hrt, die Referenzen auf alle Segmen-
te verwalten, in denen die Fla¨che 1) vollsta¨ndig bzw. 2) teilweise enthalten
ist. Entsprechend werden je Segment zwei Listen gehalten. Da auch Bilder als
einzelne Segmente verwaltet werden, kann somit auch dort effizient gesucht
werden.
Da im Laufe der Berechnung Hierarchien von Segmenten mit tausenden Ele-
menten tempora¨r entstehen ko¨nnen, merkt sich weiterhin jedes Segment u¨ber
eine HashMap die Menge aller bereits enthaltenen oder per Rekombination
aufgenommenen Segmente.
In der praktischen Umsetzung sind in Form von Listen oder HashMaps wei-
tere Suchstrukturen enthalten, die eine freie Bewegung der Operatoren auf
den Daten mit guter Performance ermo¨glichen. Sie sind jedoch mehr Elemente
der praktischen Umsetzung als konzeptionelle Strukturen und werden daher
hier nicht weiter betrachtet. Konzeptionell ist eine intensive Vernetzung inner-
halb des Datenmodells durch effiziente Suchstrukturen vorgesehen (siehe Kap.
6.3.3).
4.2.3.4 Homologe Punkte
Die Verarbeitung der heterogenen Ausgangsmodelle zu einem gemeinsamen
Zielmodell beno¨tigt Beziehungen zwischen den Segmenten. Dies kann innerhalb
gleichartiger oder zwischen unterschiedlichen Modellen geschehen.
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(Links) (Mitte) (Rechts)
Abbildung 4.3: Hausecke mit digitalisierten homologen Bildpunkten
4.2.3.4.1 Homologe Punkte zwischen Bildern Verfahren der Photo-
grammetrie beruhen auf der Zuordnung homologer Punkte in Bildern (Abb.
4.3). Die no¨tigen Referenzen werden hier durch Zuordnung eines globalen Punk-
tes zu mehreren lokalen Punkten erreicht.
Werden beispielsweise Fla¨chen in einem Bild digitalisiert, auf ein anderes Bild
u¨bertragen und dort eingepasst, so werden beim ersten Erzeugen der Fla¨che
die zugeho¨rigen globalen Punkte und fu¨r die Bildkoordinaten lokale Punkte
erzeugt. Das U¨bertragen auf ein anderes Bild erzeugt dann nur neue lokale
Punkte, welche mit den bereits existierenden globalen Punkten referenziert
werden, und definiert so homologe Punkte.
4.2.3.4.2 Homologe Punkte zwischen anderen Datenmodellen Wie
in Bildern, so sind auch bei 3D-Modellen, Grundrissen und anderen Datenmo-
dellen den lokalen Punkten globale Punkte zugeordnet. Durch Referenzierung
mehrerer lokaler Punkte mit dem selben globalen Punkt ko¨nnen somit typ-
u¨bergreifende Relationen abgebildet werden.
4.2.3.4.3 Interpolation bei DGMs In digitalen Gela¨ndemodellen ko¨n-
nen in einer zweidimensionalen Aufsicht weitere Punkte digitalisiert werden,
deren dreidimensionale Koordinaten sich durch Interpolation auf der DGM-
Oberfla¨che ergeben. Diese neuen Punkte ko¨nnen zur Referenzierung von Punk-
ten anderer Segmente genutzt werden.
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4.2.3.5 Semantische Daten
Semantische Daten erga¨nzen die reine Geometrie durch Attribute und Relatio-
nen mit Zusatzinformationen (Kap. 3.4). An Punkten, Fla¨chen und Segmenten
ko¨nnen beliebig viele Attribute beliebigen Typs angeha¨ngt sein.
4.2.3.5.1 Funktion semantischer Daten Semantische Daten besitzen
verschiedene Aufgaben. Sie dienen als Datenbeha¨lter und ermo¨glichen das
Durchreichen von Informationen vom Datenimport u¨ber Berechnungen bis zur
Ausgabe. So gehen Zusatzinformationen nicht verloren.
Sie ko¨nnen verwaltet und bearbeitet werden, einerseits ganz allgemein in ei-
ner tabellarischen Sicht, andererseits auch durch spezielle Funktionen: Werden
Zusatzinformationen, wie z.B. bestimmte Geometrieeigenschaften (z.B. Dach-
fla¨che, Wandfla¨che), Relationen (z.B. Linie LA ist parallel zu Linie LB, Fla¨che
FA ist in selber Ebene wie FB) oder sogar attributive Relationen (z.B. Linie
LA hat Abstand c zu Linie LB, Fla¨che FA steht im Winkel α zu FB) gesetzt,
so werden diese als semantische Daten gespeichert.
Daraus ergibt sich ein weiterer grundlegender Vorteil: Semantische Daten ko¨n-
nen bei der evolutiona¨ren Berechnung genutzt und ausgewertet werden. So
ko¨nnen einerseits weitere Annahmen ermittelt und andererseits bestehende An-
nahmen besser bewertet werden.
4.2.3.5.2 Voraussetzungen zur Berechnungs- und Pru¨fungsnutzung
Die Nutzung von semantischen Informationen durch die EA erfordert ein spe-
zialisiertes Format, welches in die Importfilter und die Bearbeitung von Seg-
menten eingearbeitet ist. Andere Informationen dienen der reinen Datenhal-
tung und werden von den EA ignoriert.
Ist beispielsweise ein Punkt als Teil eines Grundrisses markiert, so ko¨nnen an-
grenzende und in Bildern sichtbare Fla¨chen als Hauswand und daher eventuell
vom Grundriss ausgehend senkrecht nach oben zeigend angenommen werden.
Jedoch muss dazu ein spezialisierter Attributtyp Grundriss definiert sein.
4.2.3.5.3 Typen semantischer Informationen Allgemeine Typen die-
nen der reinen Datenverwaltung und des ”Durchschleifens“ von Werten, spe-
zialisierte Typen sind zusa¨tzlich noch fu¨r die Auswertung durch EA ausgelegt.
Alle Klassen semantischer Informationen werden von einem die no¨tigsten Funk-
tionen festlegenden Interface abgeleitet und sind daher gut erweiterbar.
Allgemeine Typen Es gibt Attribute fu¨r Ganzzahlen, Gleitkommazahlen
und Texte. Weiterhin wird ein Typ, der nur einen Attributnamen ohne Inhalt
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darstellt, definiert. Dies ergibt Sinn mit der Erweiterung, dass jedes Attribut
wiederum eine Liste von Attributen beinhalten kann und ermo¨glicht so kom-
plexe baumartige Strukturen.
Spezialisierte Typen Die spezialisierten Typen werden von Importmodulen
oder manuell gesetzt und bei Bedarf von den EA ausgewertet.
Fu¨r Segmente werden u.a. die Flags ”ist 2D“, ”ist Grundriss“ und ”ist 3D“
definiert. Fla¨chen ko¨nnen als ”Wand“, ”Dach“ oder ”Boden“ gekennzeichnet
sein.
Weiterhin werden die spezialisierten Relationen ”Fla¨che F1 ist parallel zu Fla¨-
che F2“, ”Fla¨che F1 ist parallel zu Fla¨che F2 mit Abstand d“, ”Fla¨che F1 liegt
in selber Ebene wie Fla¨che F2“ und ”Punkt p hat Abstand d von Fla¨che F“
festgelegt.
4.2.3.6 Kompatibilita¨t zu Standards
Wa¨hrend in Kapitel 2.2.3 allgemein 3D-Schnittstellen beschrieben wurden,
wird nun untersucht, wie sich Daten aus diesen Formaten in das hier entwor-
fene Datenmodell abbilden und wieder ausgeben lassen. Exemplarisch werden
die Schnittstellen VRML, SG-VRML und CityGML betrachtet.
4.2.3.6.1 VRML Auch wenn sich in VRML sehr komplexe Strukturen ab-
bilden lassen, so wird es doch von den meisten Anwendungen in einer einfachen
Form exportiert. Da fast kein 3D-Modell per Hand als VRML geschrieben wird,
wird der Einfachheit halber von diesem vereinfachten Format ausgegangen. Die
Abbildung in das entworfene Modell geschieht durch folgende Schritte:
1. Je VRML-Datensatz wird ein Segment Seg1 angelegt.
2. Die Fla¨chen werden mit globalen Punkten angelegt.
3. Die lokalen 3D-Punkte werden im Segment Seg1 angelegt.
4. Wenn angegeben, werden Attribute der Fla¨chen wie Farbe oder Trans-
parenz gesetzt.
5. Wenn angegeben, werden Bilder und die aus den Texturkoordinaten ∈
[0..1] folgenden lokalen Punkte angelegt.
Die Ru¨cktransformation eines Segmentes nach VRML geschieht, indem u¨ber
alle enthaltenen Fla¨chen gelaufen wird und deren Parameter sowie das Bild
mit der besten Sichtbarkeit verwendet werden.
Somit ist eine verlustfreie Transformation in beide Richtungen mo¨glich.
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4.2.3.6.2 SG-VRML Da SG-VRML nur eine einfache Erweiterung von
VRML ist, gestaltet sich auch die Umwandlung sehr a¨hnlich. Wesentliche Er-
ga¨nzung sind als VRML-Kommentare verpackte semantische Informationen.
Beispielsweise:
#3dw:sb=0010031;class=011-F-Geba¨ude;oid=ID_21120’0
#3dw:sr
#3dw:Face;oid_3dw=10459
Die Ku¨rzel sb und sr stehen fu¨r ”Start building“ und ”Start roof“. Zu der so
erfolgten Klassifizierung von Fla¨chen kommen noch attributive Informationen
hinzu.
Die Klassifizierung und semantischen Informationen sind im Entwurf des Da-
tenmodells vorgesehen und ko¨nnen daher gut abgebildet werden.
4.2.3.6.3 CityGML CityGML (Kap. 2.2.3.2) definiert zusa¨tzlich zu der
in GML-Syntax abgebildeten Geometrie zahlreiche semantische Information-
en. Hierbei handelt es sich um Attribute, Relationen und eine mehrstufige
Gruppierung von Objekten.
Die Attribute und Relationen lassen sich durch die in Kap. 4.2.3.5 vorgestell-
ten Strukturen abbilden. Besonders die Mo¨glichkeit mehrere Attribute unter
ein Attribut zu ha¨ngen kommt der baumartigen XML-Struktur von CityGML
entgegen.
CityGML kann Objekte in mehreren Ebenen gruppieren. Dies dient der Zusam-
menfassung von einzelnen Elementen zu Geba¨udeteilen (Basis, Dach, Anbau,
. . . ), von Geba¨udeteilen zu Geba¨uden, zu Ha¨userblocks, zu Stadtvierteln, zu
Stadtteilen, zu einer Stadt und so weiter. Diese Strukturierung la¨sst sich durch
Segmente in Segmenten abbilden, wobei im wesentlichen nur die Bla¨tter des
so aufgebauten Baumes mit Daten gefu¨llt werden. U¨bergeordnete semantische
Informationen wie der Name eines Stadtviertels oder einer Stadt werden bei
den entsprechenden inneren Knoten abgelegt.
Weiterhin kann CityGML eine Szene parallel in mehreren LoDs vorhalten.
Um dies abzubilden, wird fu¨r jeden enthaltenen LoD ein eigenes Segment auf
ho¨chster Ebene erzeugt. Diese Segmente ko¨nnen dann bei Bedarf aktiv oder
inaktiv geschaltet werden.
4.3 Bewertungssystem
Der folgende Abschnitt untersucht Grundlagen der Bewertung. Die vorgestell-
ten Maße haben einzeln keine Relevanz, sondern werden im weiteren Verlauf
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dieser Arbeit, besonders in Kap. 4.5 und Kap. 4.6, verwendet.
Es werden erst allgemeine und dann auf das entworfene Datenmodell bezogene
Bewertungstypen behandelt.
4.3.1 Allgemeine Gu¨temaße
Der folgende Abschnitt betrachtet grundlegende Gu¨temaße einfacher Sachver-
halte, auf die spa¨ter aufgebaut wird.
Bei den Bewertungen wird ein kontinuierlicher Wertebereich g ∈ [0, 1] mit dem
schlechtesten Wert 0 und dem besten Wert 1 angestrebt.
4.3.1.1 LGS-Gu¨te
Da lineare Gleichungssysteme (LGS) oft Teil einer Berechnung und daher mit-
verantwortlich fu¨r deren Gu¨te sind, ist eine einzelne LGS-Bewertung als Kom-
ponente sinnvoll. Die folgenden Kategorien beziehen sich jeweils auf ein LGS,
welches bereits alle vorhandenen oder relevanten Informationen abbildet und
aus dem redundante Informationen entfernt wurden. Ein Gleichungssystem ist
• unterbestimmt, wenn es mehr Unbekannte als Gleichungen entha¨lt.
Daher kann keine eindeutige Lo¨sung ermittelt werden und es wird mit
g = 0 abgestraft.
• regula¨r, wenn es gleich viele Unbekannte wie unabha¨ngige Gleichun-
gen entha¨lt. Es gibt genau eine eindeutige und alle Gleichungen exakt
erfu¨llende Lo¨sung, die somit den besten Fall darstellt und daher mit
g = 1 bewertet wird.
• u¨berbestimmt, wenn es weniger Unbekannte als Gleichungen entha¨lt.
U¨berbestimmte LGS sind schwierig zu bewerten: Eine alle Gleichungen
exakt erfu¨llende Lo¨sung ist der beste Fall und erha¨lt g = 1, aber es fehlt
eine einfache Grenze zur Abstufung gegen 0.
Das LGS wird mit der Methode der kleinsten Quadrate gelo¨st (Kap.
A.2.2). Die Abweichung  =
(
1 2 . . . n
)T = x − b (aus Formel
A.16) ermo¨glicht ein Genauigkeitsmaß a¨hnlich der Varianz, welches durch
Normierung auf eine problemspezifische Gro¨ße w und Begrenzung auf den
Wertebereich [0, 1] als Gu¨te abgebildet wird:
g = max
(
1 , min
(
0 , 1− 1
nw
n∑
i=1
2i
))
(4.1)
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4.3.1.2 2D-Aufspanngu¨te
Die 2D-Aufspanngu¨te beschreibt fu¨r Punkte und Vektoren, wie gut sie eine
Ebene aufspannen.
Berechnung bei zwei Vektoren Zwei Vektoren e und f haben genau dann
eine hohe 2D-Aufspanngu¨te, wenn sie linear unabha¨ngig, rechtwinklig zuein-
ander und gleichen Betrages sind.
Nach Kap. A.2.1.2 gibt der Betrag |g| des Vektorprodukts g = e× f die Fla¨che
des durch e und f aufgespannten Parallelogramms an. Diese ergibt im Op-
timalfall zweier rechtwinkliger Vektoren gleichen Betrages ein Quadrat mit
der Fla¨che f = (max(|e|, |f |))2. Mit steigender Abweichung vom Optimalfall
na¨hert sich f der Null. Mittels Normierung der Parallelogrammfla¨che auf den
zugeho¨rigen Optimalfall ergibt sich die 2D-Aufspanngu¨te als:
ge,f =
|e× f |
(max(|e|, |f |))2 ∈ [0, 1] (4.2)
Alternativ kann das Vergleichsquadrat mit gleicher Gesamtkantenla¨nge genutzt
werden:
g′e,f =
|e× f |(
2·|e|+2·|f |
4
)2 = 4 · |e× f |(|e|+ |f |)2 ∈ [0, 1] (4.3)
Berechnung bei Punkten Mangels konstruierbarer Aufspannvektoren ist
die Aufspanngu¨te bei weniger als drei Punkten Null. Existieren mindestens
drei Punkte, so werden aus allen 3er-Punktkombinationen jeweils die Vektoren
e und f gebildet. Die Wahl des Basispunktes wirkt sich dabei nicht aus.
Ob von allen Kombinationen die maximale oder die minimale Aufspanngu¨te
weiterverwendet wird, ergibt sich aus der konkreten Anwendung.
4.3.1.3 3D-Aufspanngu¨te
Bei vielen Vektorberechnungen wird erwartet, dass drei Aufspannvektoren e, f
und g linear unabha¨ngig sind und mo¨glichst gut den Raum aufspannen (Raum-
system), also die Ausdehnung in alle Richtungen gleich groß und ungleich Null
ist (z.B. Einheitsvektoren). Da es auch hier keine harte Grenze zwischen linear
abha¨ngig und optimal den Raum aufspannend gibt, ist ein Gu¨tefaktor ∈ [0, 1]
wichtig.
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Bewertung anhand des Spatprodukts Das Spatprodukt (Kap. A.2.1.3)
gibt das durch die Vektoren aufgespannte Volumen an. Das gro¨ßte bei fester
Gesamtkantenla¨nge erreichbare Volumen ist ein Wu¨rfel, der auch den gesuchten
Optimalfall beschreibt. Das kleinste Volumen v = 0 ergibt sich entsprechend
bei linear abha¨ngigen Vektoren.
Da Zwischenwerte sinnvoll interpoliert werden ko¨nnen, wird die 3D-Aufspann-
gu¨te (auch: Raumsystemgu¨te) a¨quivalent zu der 2D-Aufspanngu¨te auf das auf-
gespannte Volumen bezu¨glich des durch einen Wu¨rfel mit Kantenla¨nge l =
max (|e|, |f |, |g|) aufgespannte Volumen gesetzt:
ge,f,g =
| 〈e, f ,g〉 |
(max (|e|, |f |, |g|))3 ∈ [0, 1] (4.4)
Alternativ kann das Volumen auch bezu¨glich des durch einen Wu¨rfel mit glei-
cher Gesamtkantenla¨nge erzeugten Volumens betrachtet werden und liegt somit
im gewu¨nschten Wertebereich zwischen Null und Eins:
g′e,f,g =
| 〈e, f ,g〉 |(
4·|e|+4·|f |+4·|g|
12
)3 = 27 · | 〈e, f ,g〉 |(|e|+ |f |+ |g|)3 ∈ [0, 1] (4.5)
3D-Modell-Aufspanngu¨te Fu¨r n 3D-Punkte bilden alle Punkte außer des
ersten, jeweils subtrahiert mit genau dem ersten Punkt, insgesamt n− 1 Rich-
tungsvektoren. Es werden alle 3er-Mengenmo¨glichkeiten nach Formel 4.5 un-
tersucht. Da die Rechnung durch die besten Aufspannvektoren gepra¨gt wird,
ist das maximale ge,f,g das Ergebnis.
4.3.2 Modellspezifische Gu¨temaße
Im Folgenden werden Gu¨temaße betrachtet, die in den modellspezifischen Ob-
jekttypen vorkommen. Es werden Punkte, Segmente und Fla¨chen als grundle-
gende Elemente der Ausgangsmodelle bewertet und die Fitness als Gesamtbe-
wertung eines Individuums wa¨hrend der EA spezifiziert.
4.3.2.1 Punktgu¨te
Die Gu¨te gp ∈ [0..1] eines Punktes p ist die Basis des Bewertungssystems und
bezieht sich jeweils auf einen lokalen Punkt. Globale Punkte besitzen keine
Koordinaten und daher auch keine Bewertung.
Wird der Punkt erstmalig gesetzt, so erha¨lt er eine Initialgu¨te
gp = gModul · gMaxModul, (4.6)
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wobei gModul ∈ [0..1] die individuelle Bewertung des Moduls und gMaxModul ∈
[0..1] die feste modulspezifische Ho¨chstbewertung ist.
Beispielsweise kann ein Modul ein Importfilter fu¨r CityGML sein, der aus
den Informationen der Datei (z.B. Geba¨udeho¨he oder Etagenanzahl angege-
ben) die Punkte mit einzelnen gModul bewertet. Das Importmodul kann durch
gMaxModul = 1 als sehr genau klassifiziert werden.
4.3.2.2 Segmentgu¨te
Die Gu¨te gSeg eines Segmentes ergibt sich aus der Durchschnittsgu¨te aller ent-
haltenen Punkte
gSeg =
∑
gp
nPtsSeg
, (4.7)
wobei nPtsSeg die Anzahl der im Segment enthaltenen Punkte ist.
4.3.2.3 Fitness
Als Fitness wird bei EA die Bewertung von Individuen bezeichnet, anhand de-
rer sie verglichen werden. Es genu¨gt hier jedoch nicht, einfach die Segmentgu¨te
einzusetzen, da diese zwar die Qualita¨t eines Individuums, nicht jedoch die
Menge der lokalen Punkte bezu¨glich der Menge der globalen Punkte des Pro-
jekts beschreibt.
Praktisch betrachtet soll ein Segment mit mittlerer Gu¨te, welches fast das ge-
samte Zielmodell darstellt, einem winzigen Ausschnitt hoher Gu¨te vorgezogen
werden.
fSeg =
nPtsSeg
nPts
· gSeg =
∑
gp
nPts
(4.8)
nPts ist die Anzahl der globalen Punkte des Projekts und somit die maximale
Anzahl lokaler Punkte eines Segmentes.
4.3.2.4 Rekombinationsbewertung
Die Bewertung der Rekombination ist ein wichtiges Kriterium, da hierbei alle
beteiligten Individuen gegeneinander abgeglichen werden. Dabei haben bisheri-
ge individuelle und mo¨glicherweise ungenaue Bewertungen keinen allzu starken
Einfluss. Dies wird in Kap. 4.4.8 und Kap. 4.5.2.6 behandelt.
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4.3.2.5 Parallelfla¨chengu¨te
Als Parallelfla¨che wird eine Fla¨che F in einem Bild Pic bezeichnet, die parallel
zu der Bildebene liegt.
Bei der Bewertung wird spekulativ der ha¨ufig zutreffende Fall verallgemeinert,
dass die Kanten von Fla¨chen eines Geba¨udes horizontal oder vertikal verlaufen.
Als Bewertungskriterium gparF ∈ [0, 1] kann daher die durchschnittliche Abwei-
chung der Steigung der 2D-Kanten der Fla¨chen (pi−1,pi) von der Horizontalen
bzw. Vertikalen genutzt werden.
gparF =
1
np
np∑
i=2
min (|pi,x − pi−1,x| , |pi,y − pi−1,y|)
|pi − pi−1| (4.9)
Hierbei sind die np Punkte von F durch p1 · · ·pnp mit pi =
(
pi,x
pi,y
)
dargestellt.
Diese Annahme hat sich in Praxistests als sinnvoll erwiesen. Als Parallelfla¨che
kann F ab einer experimentell ermittelten sinnvollen Wahrscheinlichkeit von
gparF > 0.9 betrachtet werden.
Stellen die meisten Fla¨chen eines Bildes Parallelfla¨chen dar, so wird es als
Parallelbild bezeichnet. Ein frontal aufgenommenes Haus ergibt oft ein Paral-
lelbild.
4.4 Entwurf des erweiterten EA-Modells
Um das Konzept der EA auf die Anforderungen der Stadtmodellierung anzu-
passen, wird es problembezogen erweitert.
Dabei liegt ein Schwerpunkt auf der Populationsgro¨ße und Laufzeit, da diese
u¨ber die praktische Anwendbarkeit der Verfahren im Kontext der EA entschei-
den.
4.4.1 A¨ußerer Ablauf des Verfahrens
Der a¨ußere Ablauf des Verfahrens ist in Abb. 4.4 vereinfacht dargestellt. Aus-
gangspunkt ist eine Menge heterogener Ausgangmodelle (Schritt 1), die durch
geeignete Schnittstellen in Segmente transformiert werden (Ausgangssegmen-
te). Das Segment wird durch modellspezifische Erweiterungen implementiert
(Abb. 4.1) und kann so heterogene Ausgangsmodelle in der einheitlichen Hu¨lle
von Segmenten ohne Informationsverlust abbilden (Schritt 2).
Zum Erreichen eines umfassenden Zielmodells mu¨ssen die Ausgangssegmente
miteinander in Beziehung gesetzt werden. Dazu ko¨nnen in einem Vorverarbei-
tungsschritt die Segmente bearbeitet und insbesondere Relationen zwischen
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Abbildung 4.4: A¨ußerer Ablauf des Verfahrens
ihnen gesetzt werden. Bei Bedarf ko¨nnen neue Punkte, Strecken und Fla¨chen
digitalisiert und semantische Informationen bearbeitet werden. Es entstehen
die veredelten Ausgangssegmente (Schritt 3), die als Startpopulation der EA
dienen. Der Datenfluss ist flexibel gehalten und es ko¨nnen jederzeit Segmente
neu eingelesen, bearbeitet oder exportiert werden.
Der obere Teil von Abb. 4.4 stellt die Operatoren dar. Hier werden die EA-
Standardoperatoren durch spezialisierte Verfahren der Mutation (Kap. 4.5.3),
der Diversifikation (Kap. 4.6), der Rekombination (Kap. 4.5.2) und der Elimi-
nation (Kap. 4.5.5) ersetzt. Dies bedeutet eine Abkehr von den traditionellen
Operatoren der EA, die keine Kenntnis des zu lo¨senden Problems haben, hin
zu problemspezifischen Operatoren. Hierdurch wird die U¨bertragung der EA
auf die Problematik der 3D-Stadtmodellierung erst ermo¨glicht.
In Schritt 4 arbeiten die spezialisierten Operatoren auf der Startpopulation.
Dieser in Abb. 4.4 beispielhaft dargestellte Ablauf wird in Kap. 4.4.2 na¨her
beschrieben.
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Abbildung 4.5: Grober Ablauf der Berechnung als Aktivita¨tsdiagramm
Sobald ein Abbruchkriterium (Kap. 4.5.6) erfu¨llt ist, wird aus der verbliebe-
nen Population das Segment mit der besten Bewertung als Zielmodell gewa¨hlt
(Schritt 5).
4.4.2 Ablauf der Berechnung
Die Evolution arbeitet in vielen kleinen Schritten, den Generationen. Die ak-
tuell wirkende Population la¨sst sich einer, ihre Nachfahren der na¨chsten Gene-
ration zuordnen.
Analog hierzu wird auch in der untersuchten Spezialisierung der EA ein runden-
basierter Ansatz verfolgt. Dies folgt aus der mangelnden Parallelita¨t heutiger
Computersysteme und ist vorteilhaft fu¨r die Systemperformance und die Aus-
wertung der Abbruchkriterien. Dabei wird auf der ho¨chsten Ebene so lange
gearbeitet, bis ein Abbruchkriterium erfu¨llt ist.
Abbildung 4.5 stellt den a¨ußeren Ablauf der Berechnung dar. Der weitere Vor-
gang innerhalb des Punktes ”Berechnung durchfu¨hren“ ha¨ngt von den jewei-
ligen Operatoren ab. Meistens folgt dort noch eine alle Segmente der aktuel-
len Population durchlaufende Zwischenebene, die zur Vermeidung von End-
losschleifen die eben neu erzeugten Segmente ignoriert und fu¨r den na¨chsten
Durchlauf aufspart. Dies entspricht auch dem Konzept der Generationen.
Wurden alle Operatoren auf die aktuelle Population angewandt und ist noch
kein Abbruchkriterium erfu¨llt, so wird bei erfolgter A¨nderung wieder mit dem
ersten Operator begonnen. Wa¨ren doppelte Aufrufe mo¨glich (Kap. 4.4.9), so
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ko¨nnte durch sich gegenseitig aufhebende Operatoren schnell eine Endlosschlei-
fe entstehen.
Sobald eine Generation keine A¨nderungen durchfu¨hrt, wird der Mutationslevel
(Kap. 4.4.3) erho¨ht und somit weiteren Operatoren der Weg bereitet. Das Er-
reichen des maximalen Mutationslevels wird, da sich keine A¨nderung mehr
ergeben kann, als Abbruchkriterium behandelt.
Weiterhin ko¨nnen einzelnen Operatoren aus Gru¨nden der Performance lokale
Abbruchkriterien zugewiesen werden, welche dann einen Wechsel zum na¨chsten
Operator bewirken.
4.4.3 Mutationslevel
Dieser Absatz stellt den Mutationslevel vom Ansatz u¨ber die Analogie zu Ent-
scheidungsfindungsprozessen bis zur praktischen Umsetzung als Erweiterung
der EA dar.
Idee
In ersten praktischen Versuchen war die Zahl der Individuen problematisch. Ei-
ne zu starke Elimination oder aber zu wenige neu erzeugte Individuen schra¨nk-
ten die Vielfalt so ein, dass kein sinnvolles Zielmodell erreicht werden konnte.
Wurde jedoch die Evolution frei laufen gelassen, entstand durch die vielen
Mo¨glichkeiten und deren vielseitige baumartige Rekombinationswege eine Po-
pulationsexplosion und daraus resultierend eine so schlechte Performance, dass
das Zielmodell oft nicht in akzeptabler Rechenzeit erreicht werden konnte.
In Analogie zu zwischenmenschlichen Entscheidungsfindungsprozessen wurde
eine Methode entwickelt, sowohl stabile als auch hypothetische Algorithmen
ohne u¨berflu¨ssige Einschra¨nkung der Vielfalt sinnvoll zusammen wirken zu las-
sen.
Analogie zu zwischenmenschlichen Entscheidungsfindungsprozessen
Die hier mit Mutationslevel bezeichnete Vorgehensweise findet sich auch in
konstruktiven zwischenmenschlichen Entscheidungsfindungsprozessen wieder.
Es kann sich bildlich eine Diskussionsrunde vorgestellt werden. Die verschiede-
nen Operatoren werden durch die unterschiedlichen Teilnehmer repra¨sentiert.
Zuerst werden die von ihren ausgereiften Konzepten u¨berzeugten Teilnehmer
ihre Vorschla¨ge ausbreiten und von diesen ausgehend eine Lo¨sung ero¨rtern.
Bleiben danach noch Fragen offen, so werden anschließend weitere Ideen (”wa¨re
es nicht auch mo¨glich, dass . . .“) angeho¨rt und ausgewertet. Ergeben sich in
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der spa¨teren Diskussion sinnvollere Werte fu¨r bereits getroffene Annahmen, so
ko¨nnen die alten Werte jederzeit verworfen werden. Erga¨nzungen sind auch
mo¨glich und werden in das bestehende Konzept integriert. Jede neue Idee wird
an dem bereits gefundenen Lo¨sungsansatz gemessen.
Realisierung
In der praktischen Umsetzung wird ein Wert, der so genannte Mutationslevel,
von Null ausgehend erho¨ht. Jedes Verfahren hat einen Schwellenwert, ab dem
es erst aufgerufen wird. Der Mutationslevel wird nur dann erho¨ht, wenn mit
den bisher erlaubten Verfahren keine Verbesserung mehr erzielt wird. Steigt er
u¨ber den ho¨chsten Schwellenwert, so kann die Berechnung abgeschlossen wer-
den (Abb. 4.5).
Durch die langsame Steigerung des Mutationslevels werden zuerst sichere und
wahrscheinliche Rechnungen ausgefu¨hrt, um sich anschließend mit der stabilen
Basis den unsicheren und spekulativeren Annahmen zuzuwenden.
So kommen alle Variationen zum Einsatz, werden aber bei bereits vorhandenen
sicheren Alternativen schon durch die Fru¨herkennung oder bei nur teilweiser
U¨berdeckung durch sinnvolle Rekombinationen optimal behandelt.
Der verfahrensspezifische Wert des Mutationslevels klassifiziert somit die Zu-
verla¨ssigkeit und Stabilita¨t des Moduls und wird einmalig manuell anhand der
angenommenen Zuverla¨ssigkeit zugewiesen.
Eine durch schlecht gesetzte Mutationslevel ungu¨nstige Anordnung der Opera-
toren wird aufgrund des Bewertungssystems und der rundenbasierten Berech-
nung zwar die Laufzeit durch zusa¨tzliche Individuen beeintra¨chtigen, sich aber
im Endergebnis nicht negativ auswirken. Aufgrund der Gesamtkomplexita¨t ter-
miniert die Berechnung jedoch nur mit solchen Hilfsmitteln in akzeptabler Zeit
und macht so den Mutationslevel zu einem wichtigen Werkzeug.
4.4.4 Populationsgro¨ßenabha¨ngige Elimination
Dieses praxisorientierte Vorgehen behandelt die Frage, wie restriktiv die Eli-
mination vorgehen soll. Die zu ausgiebige Lo¨schung vieler Individuen beein-
tra¨chtigt zwar durch Ausschaltung wichtiger Evolutionswege die Qualita¨t der
Ergebnisse, andererseits fu¨hrt ein zu sparsames Lo¨schen zu einem, mo¨glicher-
weise sogar exponentiellen, Populationsanstieg und verhindert dadurch einen
Evolutionsfortschritt in akzeptabler Rechenzeit.
Im Gegensatz zu der massiven Parallelita¨t in der Natur mu¨ssen wir von ei-
ner prima¨r sequentiellen Abarbeitung und daher mindestens proportional zur
Populationsgro¨ße auftretenden Verlangsamung ausgehen. Die Rekombination
4.4. Entwurf des erweiterten EA-Modells 73
zweier Individuen verha¨lt sich in der Laufzeit wegen der Anzahl von Mo¨glich-
keiten (n(n− 1)) sogar quadratisch.
Dieses Trade-Off-Problem wird gelo¨st, indem parametrisiert an die Populati-
onsgro¨ße gekoppelt wird, wie restriktiv die Elimination vorgehen soll. So wer-
den u.a. Schwellenwerte definiert, bei deren U¨berschreitung die Kriterien zur
Lo¨schung eines Individuums gelockert werden. Wird ein Schwellenwert unter-
schritten, so kommen erneut die restriktiveren Kriterien zum Einsatz.
Ga¨ngige Populationsgro¨ßen werden beispielsweise in [Nissen 1994, S. 24] mit
30 bis 200 Individuen angegeben. Die hier genutzte von der Populationsgro¨ße
abha¨ngige Elimination lo¨scht ab 100 Individuen ha¨ufiger und ab 1000 sehr oft.
So wird eine durchschnittliche Population zwischen 60 und 200 Individuen bei
komplexen Daten erreicht.
4.4.5 Teilbeschreibungen
In vielen EA stellt ein Individuum eine Beschreibung aller Unbekannten dar.
Dies wu¨rde bei der 3D-Stadtmodellierung die Spezifikation der gesamten Szene
durch ein Individuum bedeuten.
Der verfolgte Ansatz geht jedoch davon aus, dass Teilmengen ermittelt, vergli-
chen und verschmolzen werden: An einer Stelle ergibt sich eine Hausecke, an
einer anderen vielleicht ein Erker oder eine Wand, und mit weiteren Individuen
entsteht eine Straße.
Daher beschreiben im vorliegenden Entwurf Individuen beliebige Teilmengen
der Szene und erheben nur in seltenen Spezialfa¨llen den Anspruch auf Voll-
sta¨ndigkeit. Der Grad der Vollsta¨ndigkeit geht in die Fitnessfunktion ein.
4.4.6 Abschließende Diversita¨t
Die meisten EA streben als Zielmodell ein optimales Individuum an, das das
erwartete Ergebnis mo¨glichst gut approximiert. Wie schon durch die Teilbe-
schreibungen (Kap. 4.4.5) angedeutet, ko¨nnen hier jedoch mehrere disjunkte
und korrekte Lo¨sungen nebeneinander existieren.
Dieser Fall tritt ein, wenn die Szene zwar teilweise rekonstruierbar ist, jedoch
keine Mo¨glichkeit zu einer Verbindung der einzelnen Teile gefunden wird. So
ko¨nnen beispielsweise zwei Ha¨user jeweils in sich korrekt erstellt werden. Da je-
doch keine Verbindung zwischen ihnen existiert, ergeben sich zwei unabha¨ngige
Ergebnissegmente.
Dieses Verhalten ist sinnvoll, gewollt und bietet dem Bearbeiter durch Analy-
se der Ergebnisse einen schnellen U¨berblick u¨ber die fehlenden Informationen.
Als Lo¨sung kann dann beispielsweise manuell ein gemeinsamer Grundriss als
Verbindungsgrundlage eingefu¨gt oder homologe Punkte erga¨nzt werden.
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4.4.7 Fru¨helimination
Die Fru¨helimination ist eine weitere Taktik zur Optimierung der Performance.
Neu erzeugte Individuen werden bei der Aufnahme in die Population direkt auf
ihre Tauglichkeit gepru¨ft und gegebenenfalls gar nicht erst aufgenommen. Die
Pru¨fung richtet sich dabei nach den Kriterien der Elimination (Kap. 4.5.5).
Diese einfache Fru¨herkennung vermeidet die Generierung weiterer Irrla¨ufer auf
Grundlage der nicht aufzunehmenden Individuen, was sonst eine Kettenreakti-
on nach sich ziehen kann. In der Praxis wird hierdurch ein enormer Geschwin-
digkeitsvorteil erzielt.
4.4.8 Fehlerkorrektur durch Rekombination
Die entwickelte Erweiterung der EA ermo¨glicht eine besonders effiziente Aus-
wirkung der Selektion. Die anfa¨nglich nur sehr kleine Teile der Szene beschrei-
benden Individuen ko¨nnen sich la¨ngerfristig aufgrund der gro¨ßenabha¨ngigen
Fitnessfunktion nur durch Rekombination (Kap. 4.5.2) mit anderen Individu-
en durchsetzen. Dabei bedeutet Rekombination hier nicht nur eine einfache
Verbesserung der Fitness, sondern oft einen realen Zuwachs an Informationen
durch Vergro¨ßerung des beschriebenen Ausschnitts der Szene. Das Individuum
wa¨chst also durch Angliederung bisher unbekannter Informationen.
Wird dieses Vorgehen auf den genutzten 2D- bzw. 3D-Raum u¨bertragen, so
ergibt sich ein Zusammenstecken verschiedener Einzelteile anhand gemeinsa-
mer Komponenten zu immer gro¨ßeren Verbu¨nden, welche dann wieder nur ein
Individuum darstellen. Mit der Gro¨ße der Ausgangsmodelle wa¨chst meist die
Menge u¨berlappender Daten, wodurch anhand eines Genauigkeitsmaßes die
Qualita¨t des Zusammenfu¨gens bewertet werden kann und in die Gu¨te des neu-
en Individuums eingeht.
Es wird nun angenommen, dass durch Ungenauigkeiten in den Eingangsda-
ten oder falsch liegende Hypothesen ein oder mehrere Segmente mit ganz
oder teilweise fehlerhaftem Inhalt entstanden sind. Da ganz ohne korrekte Da-
ten versta¨ndlicherweise kein sinnvolles Ergebnis erwartet werden kann, wird
zusa¨tzlich von der Existenz von Segmenten mit korrektem Inhalt fu¨r den be-
troffenen Ausschnitt ausgegangen.
Fru¨her oder spa¨ter werden die verschiedenen Segmente miteinander rekombi-
niert. Sind beide Individuen korrekt, so gibt es in der realen Welt korrekte
Entsprechungen sowohl fu¨r die beiden Ausgangssegmente als auch fu¨r das Er-
gebnissegment der Rekombination. Daher ko¨nnen sie gut zusammengefu¨gt wer-
den und ergeben eine kleine Abweichung.
Ist jedoch mindestens ein beteiligtes Segment fehlerhaft, so wird eine große
Abweichung dafu¨r sorgen, dass sich andere Segmente durchsetzen.
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Im unwahrscheinlichen Fall, dass sich aus fehlerhaften Segmenten u¨ber mehrere
Stufen hinweg die gesamte Szene widerspruchsfrei ergibt, so ist dies offensicht-
lich auch eine korrekte Lo¨sung fu¨r die genutzten Eingangsdaten und es mu¨ssen
weitere Daten zur Abgrenzung erga¨nzt werden.
In der Praxis sorgt dieser ”Puzzletest“ dafu¨r, dass mit der Zeit in die Irre lau-
fende Evolutionslinien durch korrekte Segmente u¨berholt und ersetzt werden.
Bewertung
Existieren bei der Zusammenfu¨hrung zweier Segmente Seg1 und Seg2 (z.B.
Kap. 4.5.2.1) mehr als drei homologe Punkte, so ko¨nnen diese widerspru¨chlich
und nicht korrekt aufeinander transformierbar sein. Dies a¨ußert sich durch ein
u¨berbestimmtes LGS, welches durch die Methode der kleinsten Quadrate (Kap.
A.2.2.2) zu der bestmo¨glichen Lo¨sung gebracht wird.
Bei der Zuordnung einer Gu¨te muss nicht nur die Summe der Quadrate der
Abweichungen, sondern auch die Ausdehnung beider Ausgangssegmente zur
Maßsta¨blichkeit beru¨cksichtigt werden.
Als Bewertungsgrundlage bietet sich der Abstand zwischen den gemeinsamen
Punkten di aus Seg1 und deren zugeho¨rigen und von Seg2 nach Seg1 trans-
formierten Partnern d′i aus Seg2 an. Dabei sollen viele leichte Abweichungen
weniger Strafe kosten als einzelne kritische Ausreißer. Daher wird die Summe
der Quadrate der Abweichungen gebildet, diese durch die Anzahl der Punkte
geteilt (Varianz) und auf die gro¨ßte Punktdistanz normiert:
gtransform = 1− 1
distmax
·
√∑ |di − d′i|2
ncomm
(4.10)
In der Formel ist ncomm die Anzahl gemeinsamer Punkte und distmax die ma-
ximale Distanz |di − dj |. Spannen die homologen Punkte in Seg1 kein oder
fast kein Raumsystem auf, so ko¨nnen die transformierten Punkte durch die
schlecht beschriebene Dimension stark verzerrt werden. Daher wird die Gu¨te
von jedem transformierten Punkt noch mit der 3D-Aufspanngu¨te der gemein-
samen Punkte in Seg1 multipliziert.
Beispiel
Abb. 4.6 stellt beispielhaft die korrekten Segmente (a) und (b2) sowie das feh-
lerhafte Segment (b1) dar. Die jeweils vier homologen Punkte sorgen bei der
Rekombination fu¨r ein u¨berbestimmtes LGS. Wird nun (a) mit (b2) rekombi-
niert, so ko¨nnen die homologen Punkte gut auf einander transformiert werden
und es folgt eine hohe Gu¨te gtransform. Bei der Rekombination von (a) mit
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(a) (b1) (b2)
Abbildung 4.6: Fehlerkorrektur durch Rekombination
(b1) folgt wegen der gro¨ßeren Abweichung der zugeho¨rigen Punkte nach der
Transformation ein deutliches kleineres gtransform. Daher wird sich die Rekom-
bination von (a) mit (b2) durch eine deutlich bessere Bewertung durchsetzen,
sogar wenn (b1) eine etwas bessere Ausgangsbewertung als (b2) haben sollte.
4.4.9 Vermeidung doppelter Aufrufe
Eine Herausforderung an EA ist der Umgang mit großen Datenmengen und he-
terogenen Operatoren. Zur Vermeidung u¨berflu¨ssiger Individuen und der damit
verbundenen Laufzeitprobleme ist es vorteilhaft, entgegen dem Vorbild der Na-
tur, keine identischen Experimente mehrfach durchzufu¨hren.
Um einen Aufruf als ”identisch“ zu erkennen, mu¨ssen das behandelte Individu-
um, der verwendete Operator und die genutzten Parameter u¨bereinstimmen.
Als Parameter ist beispielsweise bei der Rekombination das zweite Individuum
oder andere genutzte Daten zu sehen. Aus Gru¨nden der Flexibilita¨t wird die
Menge aller Parameter durch einen String beschrieben.
Damit Eintra¨ge effizient u¨berpru¨ft, eingetragen und gelo¨scht werden ko¨nnen,
wird die in Abb. 4.7 dargestellte Datenstruktur genutzt. Jedes Individuum
speichert pro Operator die bereits geta¨tigten Aufrufe in einer Hash-Struktur,
die sich auf den Parameterstring bezieht. Praxistests haben diese Methode als
sehr effizient besta¨tigt.
Hat sich ein Individuum, z.B. durch Mutation, hinreichend gea¨ndert, so wird
wegen der vera¨nderten Ausgangslage seine Aufrufliste geleert.
4.5 Spezialisierte Operatoren
Das folgende Kapitel behandelt nacheinander die EA-Grundrechenarten Initia-
lisierung, Rekombination, Mutation, Neugenerierung und Elimination. Dabei
werden nach knapper Vorstellung des jeweiligen Bereichs problemspezifische
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Abbildung 4.7: Datenstruktur zur Vermeidung doppelter Aufrufe
Erweiterungen unter Nutzung des entworfenen Datenmodells (Kap. 4.2) und
der Erweiterungen des EA-Modells entwickelt und untersucht. Die Erweiterung
der EA-Grundrechenarten ist in Abb. 4.4 dargestellt.
Abschließend werden die weitgehend unvera¨ndert von den EA-Standardver-
fahren u¨bernommenen Abbruchkriterien betrachtet.
Die Spezialisierung der Diversifikation folgt in Kap. 4.6.
4.5.1 Initialisierung
Die Initialisierung wird einmalig zu Beginn der Berechnung ausgefu¨hrt. Sie
dient der Schaffung einer Ausgangspopulation (auch: Anfangspopulation [Pohl-
heim 1999, Kap. 3.6]) fu¨r weitere Schritte wie Mutation und Rekombination,
die danach iterativ angewendet werden.
”Bei der Initialisierung wird eine Population mit ersten Lo¨sungskandidaten
angelegt. Meist werden diese zufa¨llig gewa¨hlt, allerdings ko¨nnen auch durch
das Optimierungsproblem Startkandidaten vorgegeben werden oder Ergebnisse
anderer Optimierungsverfahren genutzt werden.“ [Weicker 2002, S. 44]
Alle Verfahren der Initialisierung erzeugen neue Segmente nur aus den vor-
gegebenen Ausgangmodellen ohne Beru¨cksichtigung anderer Segmente. Einige
Strategien werden nur bei der Initialisierung, andere auch spa¨ter und mit teil-
weise vera¨nderten Parametern genutzt.
4.5.1.1 Vorgegebene Szenenausschnitte
Existieren Ausgangsmodelle mit bekannten lokalen Koordinaten, so wird aus
ihnen durch U¨bernahme der Originalkoordinaten jeweils ein entsprechendes
Segment erstellt. Falls keine Bewertung vorgegeben wurde, bekommen alle
Punkte die optimale Gu¨te 1 zugewiesen.
Vorgegebene Szenenausschnitte werden als korrekt betrachtet und hierdurch
im weiteren Verlauf in die Berechnungen mit einbezogen. Fu¨r fehlerhafte oder
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ungenaue Datensa¨tze kann manuell eine andere Gu¨te vorgegeben werden. Wei-
terhin ist es Aufgabe der Importmodule, mo¨gliche Gu¨tekriterien in den Aus-
gangsmodellen abzubilden.
4.5.1.2 Photogrammetrische Verfahren zur Initialisierung
Die vorhandenen photogrammetrischen Verfahren ko¨nnen mit unterschiedli-
chen Parameterkonfigurationen aufgerufen werden. Daher wird bei der Initiali-
sierung nur eine kleine Auswahl berechnet und der Rest den folgenden Schritten
u¨berlassen.
Jeder Punkt erha¨lt die bei der photogrammetrischen Berechnung erhaltene
Gu¨te, multipliziert mit der 3D-Aufspanngu¨te des Segmentes. Dies dient der Ab-
wertung von flachen Segmenten, bei denen aufgrund der fehlenden ra¨umlichen
Ausdehnung verzerrte und daher fu¨r die Weiterverarbeitung ungeeignete Er-
gebnisse vorkommen ko¨nnen.
Die folgenden Verfahren wurden implementiert und erfolgreich getestet (Kap.
6.3.2.5).
Bilderpaare Die meisten photogrammetrischen Verfahren ko¨nnen bereits
mit zwei Bildern und einer verfahrensspezifischen Mindestmenge von homolo-
gen Punkten arbeiten. Daher werden alle geeigneten Bilderpaare mit den vor-
handenen Verfahren durchlaufen und bewertet. Je nach Art der Ausgangsmo-
delle werden bereits viele kleine 3D-Ausschnitte rekonstruiert, die sich im Fol-
genden durch Rekombination zu großen Ausschnitten zusammensetzen ko¨nnen.
Gesamteindruck Zur Schaffung eines die gesamte Szene abdeckenden Seg-
mentes werden alle photogrammetrischen Verfahren, die mit unbekannten Bild-
punkten umgehen ko¨nnen, mit allen Bildern und allen Punkten aufgerufen.
Bei komplexen oder umfangreichen Szenen treten sehr schlechte Ergebnisse
auf, die durch ihre dementsprechende Gu¨te spa¨ter ignoriert werden. Sinn die-
ses Schnellschusses ist das direkte Finden eines vollsta¨ndigen Segmentes bei
kleinen Szenen zur Generierung einer ersten Lo¨sung.
4.5.1.3 Fla¨chen
Nach den Voraussetzungen liegen die Punkte einer Fla¨che F immer in einer
Ebene. Liegt F parallel zu der Bildebene, kann aus den Bildkoordinaten und
Null als konstanter dritter Dimension eine 3D-Fla¨che konstruiert werden. An-
dernfalls tritt durch die schra¨ge Abbildung der Fla¨che eine Verzerrung auf.
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Dieser spekulative Status wird durch eine Ho¨chstgu¨te von gmax = 0.5 und
Einbeziehung der Parallelfla¨chengu¨te gparF abgebildet (Kap. 4.3.2.5). Bei als
entzerrt markierten Bildern ist gmax = 1. Die Gu¨te gp3d der Punkte des neuen
Segmentes ergibt sich daher aus der zugeho¨rigen Gu¨te gp2d im Bild durch:
gp3d = gp2d · gmax · gparF · gMaxModul (4.11)
Zur Minimierung von Ungenauigkeiten bei der Erfassung wird je Fla¨che das
Bild, dessen Punkte fu¨r ein neues Segment verwendet werden, wie folgt gewa¨hlt.
Ist die Fla¨che in mindestens einem Bild komplett sichtbar, so wird das Bild
verwendet, in dem die Fla¨che den gro¨ßten Fla¨cheninhalt hat. Ist die Fla¨che in
keinem Bild ganz sichtbar, so wird das Bild mit den meisten sichtbaren Punk-
ten und, bei mehreren Treffern, davon dasjenige mit dem gro¨ßten Fla¨cheninhalt
des sichtbaren Fla¨chenteils genutzt.
Da zum Einpassen auf andere Segmente mindestens drei gemeinsame Punkte
beno¨tigt werden und nur durch mindestens einen weiteren Punkt ein Informa-
tionsgewinn stattfinden kann, ist das Erzeugen von Segmenten erst ab mindes-
tens vier Punkten pro Fla¨che sinnvoll.
Dieses Verfahren wurde implementiert und erfolgreich getestet (Kap. 6.3.2.5).
Es ist ein typisches Initialisierungsverfahren, da pro Fla¨che der Ausgangsmodel-
le nur ein eindeutiges Segment erzeugt werden kann und danach keine weiteren
Ergebnisse folgen.
4.5.2 Rekombination
Nach einer allgemeinen Betrachtung der Rekombination wird ein konkretes
Verfahren zur Verbindung von 3D-Segmenten entwickelt, untersucht und ver-
feinert. Weitere Verfahren, insbesondere zur Verbindung von Bild-Segmenten
mit 3D-Segmenten, werden in Kap. 4.6 behandelt.
4.5.2.1 Einfu¨hrung
Die Rekombination erzeugt aus mehreren vorhandenen Segmenten ein neues:
”Durch die Rekombination werden aus zwei oder mehr Elternindividuen die
Nachkommen gebildet. Dies geschieht durch Kombination der Variablenwerte
der Eltern. In Abha¨ngigkeit der Repra¨sentation und der zu lo¨senden Probleme
kommen verschiedene Verfahren zum Einsatz.“ [Pohlheim 1999, S. 34]
Die Ursprungssegmente werden vorerst nicht gelo¨scht, da weitere Segmente
durch andere Kombinationen oder Operatoren aus ihnen folgen ko¨nnen. Ihre
Lo¨schung erfolgt separat durch die Elimination (Kap. 4.5.5).
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Da Segmente sehr spezielle Individuen sind, wird im Folgenden ein dement-
sprechend spezialisiertes Verfahren entwickelt.
Jedes Segment stellt ein eigenes Koordinatensystem dar. Ziel der Rekombina-
tion ist daher die mo¨glichst verlustfreie Kombination mehrerer Segmente in ein
neues durch U¨bertragung und Verschmelzung der Inhalte. Die Verbindung der
Segmente wird durch korrespondierende Punkte definiert.
Ausgehend von einem Basissegment Seg1 wird ein weiteres Segment Seg2 nach
Seg1 transformiert. Dabei wird Seg2 anhand der korrespondierenden Punkte
zwischen Seg1 und Seg2 durch Rotation, Skalierung und Translation so gewan-
delt, dass ein mo¨glichst gutes Einpassen erreicht wird.
Mit drei vorgegebenen Punkten existieren genug Informationen zur eindeuti-
gen Einpassung eines 3D-Modells im Raum. Jeder weitere Punkt liefert redun-
dante Informationen und es wird wieder die Methode der kleinsten Quadrate
(Kap. A.2.2.2) genutzt. Mit weniger als drei bekannten Punkten ist eine ein-
deutige Einpassung nicht mo¨glich. Dies ist geometrisch offensichtlich, da jedes
ra¨umliche Objekt erst ab mindestens drei Stu¨tzpunkten starr im Raum fixiert
ist.
4.5.2.2 Grundlegende Methoden
Im folgenden Absatz werden grundlegende Methoden zur Einpassung eines 3D-
Modells vorgestellt.
4.5.2.2.1 Vier-Punkte-Verfahren (linear) Dieses recht einfache Ver-
fahren funktioniert fu¨r vier oder mehr bekannte homologe Punkte. Die Trans-
formation eines Punktes s von salt zu sneu la¨sst sich mit homogenen Koor-
dinaten [Ha¨ring u. Massard 2005] durch eine 4 × 4 Matrix A˙ darstellen als
s˙neu = A˙ · s˙alt. (4.12)
Da es sich bei dieser Transformation um eine Kombination aus Rotation, Ska-
lierung und Translation handelt, werden diese Einzelkomponenten zuerst vor-
gestellt [Mayer 1997, Kap. 2.2.2], [Microsoft 2000, Kap. ’3-D Transformations’]:
Translation: A˙T =

1 0 0 dx
0 1 0 dy
0 0 1 dz
0 0 0 1
mit der Verschiebung
dxdy
dz
 . (4.13)
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Skalierung: A˙S =

sx 0 0 0
0 sy 0 0
0 0 sz 0
0 0 0 1
 (4.14)
mit der Skalierung sx, sy und sz auf den entsprechenden Achsen. Die Rotation
ergibt sich anhand Tabelle A.2 zu
A˙R,x =

1 0 0 0
0 cosα − sinα 0
0 sinα cosα 0
0 0 0 1

A˙R,y =

cosβ 0 sinβ 0
0 1 0 0
− sinβ 0 cosβ 0
0 0 0 1
 , A˙R,z =

cos γ − sin γ 0 0
sin γ cos γ 0 0
0 0 1 0
0 0 0 1

(4.15)
um die jeweiligen Achsen.
Bei der Kombination dieser Verfahren bleibt im Ergebnis die untere Zeile wei-
terhin
(
0 0 0 1
)
. Da die Einzelkomponenten nicht ermittelt werden mu¨ssen,
kann deren Kombination beschrieben werden durch
A˙ =

x0 x1 x2 x3
x4 x5 x6 x7
x8 x9 x10 x11
0 0 0 1
 . (4.16)
Fu¨r alle vorgegebenen homologen Punkte sind sowohl sneu als auch salt bekannt
und wir erhalten aus Formel 4.12 ein LGS mit den 12 Unbekannten x0 bis x11
und 3 · svorg Gleichungen, wobei svorg die Anzahl der vorgegebenen Punkte ist.
Dieses LGS wird gelo¨st (Kap. A.2.2) und anhand der ermittelten Matrix A˙
werden die neuen Positionen sneu fu¨r die restlichen Punkte durch Einsetzen in
Formel 4.12 berechnet.
Negative Skalierungen Es sind negative Skalierungen erlaubt, die zusa¨tz-
lich zu der gewu¨nschten Lo¨sung weitere Ergebnisse ermo¨glichen ko¨nnten. Dieses
Umklappen ko¨nnte fehlerhafte Resultate hervorbringen. Es tritt jedoch nur auf,
wenn die homologen Punkte in einer Ebene liegen.
4.5.2.2.2 Drei-Punkte-Verfahren (nichtlinear) Zur Vermeidung nega-
tiver Skalierungsfaktoren im Algorithmus aus Kap. 4.5.2.2.1 und um mit bereits
drei Punkten auszukommen, bietet sich ein weiterer Algorithmus an.
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Es wird wieder von der in Kap. 4.5.2.2.1 beschriebenen Transformation mit
den dort bezeichneten Einzeltransformationen ausgegangen. Die 9 Unbekann-
ten sind die Translationswerte dx, dy und dz, die Skalierungsfaktoren sx, sy
und sz und die Rotationsparameter α, β und γ, weshalb auch schon 3 Punkte
zur Bestimmung ausreichen.
Die Gesamttransformation A˙ ergibt sich aus
A˙ = A˙T A˙SA˙R,xA˙R,yA˙R,z =

sx 0 0 0
0 sy 0 0
0 0 sz 0
dxsx dysy dzsz 1
 A˙R,xA˙R,yA˙R,z. (4.17)
Fu¨r alle vorgegebenen homologen Punkte sind sowohl sneu als auch salt bekannt
und wir erhalten aus Formel 4.12 ein NLGS mit 9 Unbekannten und 3 · svorg
Gleichungen, wobei svorg die Anzahl der vorgegebenen homologen Punktpaare
ist. Dieses NLGS wird gelo¨st (Kap. A.2.3), aus den Werten wird durch Einset-
zen in Formel 4.17 A˙ ermittelt und die neuen Positionen sneu fu¨r die restlichen
Punkte durch Einsetzen in Formel 4.12 berechnet.
Test Praxistests lieferten falsche oder sehr ungenaue Werte. Dies liegt an
der Komplexita¨t des NLGS, welches durch die vorhandenen Methoden nicht
ausreichend gelo¨st werden konnte. Weiterhin ist die Laufzeit zur Behandlung
eines NLGS deutlich ho¨her als die zur Berechnung eines LGS, weshalb das
lineare Verfahren vorzuziehen ist.
4.5.2.2.3 Affintransformation Eine weitere Mo¨glichkeit mit verzerrungs-
freier Transformation ist die in [Koch 1987] behandelte Affintransformation. Sie
wurde jedoch nicht weiter verfolgt, da sich das optimierte Verfahren per LGS
(Kap. 4.5.2.6) als vo¨llig ausreichend und sogar Verzerrungsungenauigkeiten mi-
nimierend herausgestellt hat.
4.5.2.3 Probleme bei ebener Schnittmenge
Mit der 3D-Einpassung, beispielsweise dem linearen 4-Punkte-Verfahren aus
Kap. 4.5.2.2.1, ko¨nnen Segmente mit unterschiedlichen Koordinatensystemen
zusammengefu¨gt werden, indem Segment Seg2 nach Segment Seg1 transfor-
miert wird.
Bilden die homologen Punkte jedoch kein ausreichendes Raumsystem, so kann
bei der Tranformation eine Dimension frei skalieren und ein verzerrtes Ergebnis
verursachen. Dieser Effekt kann durch negative Skalierung der freien Achse ein
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Abbildung 4.8: Zwei Geba¨udeteile
Abbildung 4.9: Umklappen bei der Rekombination
Umklappen (oder ”auf links drehen“ bzw. invertieren) eines Segmentes bewir-
ken.
Als anschauliches Beispiel sind in Abb. 4.8 zwei Geba¨udeteile zu sehen, die
nur durch in einer Ebene liegende homologe Punkte verbunden sind. In Abb.
4.9 ist ihre Rekombination zu sehen. Der gro¨ßere Geba¨udeteil ist invertiert,
durchdringt daher den kleinen Teil und ragt noch weit zur falschen Seite hin-
aus. Durch das Umklappen wird auch der Rotationssinn der beteiligen Fla¨chen
invertiert, weshalb die vorderen Fla¨chen durchsichtig und stattdessen die Tex-
turen von innen aufgetragen werden. In der Praxis tritt diese Situation er-
staunlich oft auf, weil z.B. detaillierte Elemente an vorhandene Fla¨chen (z.B.
Wa¨nde, Da¨cher) angebracht werden. Daher wird im Folgenden eine geeignete
Lo¨sung erarbeitet.
4.5.2.4 Konstruktion homologer Hilfspunkte
Es soll aus vorhandenen homologen Punkten zweier Segmente, die mo¨glicher-
weise in einer Ebene liegen, ein weiteres homologes Punktepaar gebildet wer-
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den, welches unabha¨ngig zu der ggf. vorhandenen Ebene ist.
Dieses Verfahren bietet sich beispielsweise an, wenn die Rekombination auf-
grund in einer Ebene liegender gemeinsamer Punkte versagt oder nicht genu¨-
gend homologe Punkte bekannt sind.
Voraussetzungen
1. Die Segmente Seg1 und Seg2 haben mindestens drei homologe Punkte.
Sei a,b, c ∈ Seg1 und a′,b′, c′ ∈ Seg2.
2. Es gibt linear unabha¨ngige a,b, c als auch a′,b′, c′.
Berechnung Die lineare Unabha¨ngigkeit ist bei rechtwinkligem Abstand zu
einem Ebenenpunkt gegeben und folgt aus dem Vektorprodukt, welches noch
mit einem passenden Betrag versehen wird.
Wahl eines Tripels Aus der Menge der gemeinsamen Punkte wird aus al-
len mo¨glichen Tripeln dasjenige (a,b, c) gewa¨hlt, fu¨r deren Aufspannvektoren
e = b− a, f = b− c das Maximum des Betrages ihres Vektorprodukts gefun-
den wird. Das Vektorproduktbetragsmaximum liefert die gro¨ßte aufgespannte
Fla¨che und so einen guten Aufspannwinkel und große Betra¨ge von e und f
gegen Ungenauigkeit (Kap. A.2.1.2). Bei sinnvollen Ausgangsdaten folgt aus
einem guten Tripel (a,b, c) auch ein gutes Tripel (a′,b′, c′) in Seg2.
Ermittlung der neuen Hilfspunkte
1. Der Vektor g0 = e× f ist das Vektorprodukt von e und f und steht daher
senkrecht auf beiden Vektoren (Kap. A.2.1.2).
2. g ist das auf die La¨ngensumme von e und f normalisierte g0:
g =
|e|+ |f |
|g0| g0 (4.18)
Die Normalisierung auf bekannte Segmentla¨ngen bewirkt einen zum Seg-
ment passenden Maßstab in die neue Dimension.
3. Somit bilden e, f ,g ein Raumsystem und sind linear unabha¨ngig.
4. Die entsprechenden Vektoren e′, f ′,g′ werden a¨quivalent aus Seg2 berech-
net.
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Abbildung 4.10: Das Beispiel aus Abb. 4.9 wird durch Hilfspunkte korrigiert
5. Das neue homologe Punktepaar ist d = b+ g und d′ = b′ + g′.
Bei ersten Tests wurde g = g0 eingesetzt und es fand keine Normalisierung
statt. Der Betrag des Vektorprodukts la¨sst sich jedoch nicht linear zu den
Ursprungsvektoren in andere Koordinatensysteme u¨bertragen und es traten
daher starke Verzerrungen in Richtung von g auf. Dieses Problem wurde durch
eine von |e| und |f | ausgehende Betragsnormierung anhand Formel 4.18 gelo¨st.
4.5.2.5 U¨bertragung einzelner Punkte
Es ko¨nnen auch einzelne Punkte von Seg1 nach Seg2 u¨bertragen werden. Es
wird zu dem nur in Seg1 bekannten Punkt d das homologe Gegenstu¨ck d′ in
Seg2 ermittelt:
1. Es werden e, f ,g, e′, f ′,g′ nach Kap. 4.5.2.4 berechnet.
2. h = d− b ist der Vektor vom Basispunkt b aus.
3. Das LGS ie + jf + kg = h mit den unbekannten Skalaren i, j, k wird
gelo¨st.
4. Der u¨bertragene Vektor h′ = ie′ + jf ′ + kg′ wird berechnet und ergibt
den neuen Punkt d′ = b′ + h′.
4.5.2.6 Optimierung
Das Vier-Punkte-Verfahren beno¨tigt mindestens vier gemeinsame Punkte und
ist, falls diese eine schlechte 3D-Aufspanngu¨te aufweisen, anfa¨llig fu¨r Verzer-
rungen. Mit der Konstruktion homologer Hilfspunkte (Kap. 4.5.2.4) la¨sst sie
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sich jedoch verzerrungssicher ausbauen und beno¨tigt nur noch mindestens drei
gemeinsame Punkte.
Prinzip Es werden Hilfspunkte ermittelt und dem Segment tempora¨r bei-
gefu¨gt. Die so aufgebla¨hten Segmente haben nun eine gute 3D-Aufspanngu¨te
der homologen Punkte, werden mit dem 4-Punkte-Verfahren (Kap. 4.5.2.2.1)
zusammengefu¨gt und das gewu¨nschte Ergebnis wird durch Lo¨schen der Hilfs-
punkte extrahiert.
Das Ergebnis wird bei einer ho¨heren Anzahl von Hilfspunkten stabiler, da so
einzelne Ausreißer geda¨mpft und die erga¨nzten Richtungen besser verteilt wer-
den. In der Praxis wird eine begrenzte Anzahl von Hilfspunkten verwendet.
Dadurch wird das Ergebnis stabil, ohne durch eine O(n3)-Punktehinzunahme1
die Laufzeit unno¨tig auszubremsen.
Auswahlkriterien Das neu berechnete Segment entnimmt zwangsla¨ufig die
nur in Seg1 vorhandenen Punkte eben aus Seg1 und die nur in Seg2 vorhande-
nen Punkte aus Seg2. Fu¨r die gemeinsamen Punkte sind jedoch verschiedene
Mo¨glichkeiten denkbar:
1. alle aus Seg1
2. alle aus Seg2
3. jeweils aus dem Segment, wo sie die beste Gu¨te haben
4. alle aus dem Segment, wo die gemeinsamen Punkte die beste Durch-
schnittsgu¨te haben
5. alle aus dem Segment mit den meisten Punkten
Bei optimal zusammenpassenden Segmenten sind die Mo¨glichkeiten a¨quivalent.
Neben den einfachen Varianten 1 und 2, die quasi willku¨rlich eine Punktmenge
wa¨hlen und damit ungu¨nstig liegen ko¨nnen, scheint Variante 3 optimal zu sein.
Dies kann jedoch ta¨uschen, da wegen der wechselnden Punktquellen ein verwa-
ckeltes Ergebnis mo¨glich ist. Ist z.B. der gemeinsame Teil von Seg1 nach rechts
und Seg2 nach links verschoben, so ist ein einheitliches Ergebnis zu bevorzu-
gen. Dies beru¨cksichtigt Variante 4. Abschließend sei noch der Fall bedacht,
dass an ein sehr großes Segment eine kleine Ecke erga¨nzt wird. Dann ist eine
1Da ein Punkte-Tripel als Basis des Hilfspunktepaares gewa¨hlt wird, gibt es dafu¨r n(n−
1)(n − 2) = n3 − 3n2 + 2n Mo¨glichkeiten. Zur O-Notation sei auf [Gu¨ting 1992, Definition
1.6] verwiesen.
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A¨nderung dieser festen Basis meistens nicht gewollt (Variante 5).
Da alle aus Seg2 nach Seg1 transformierten Punkte mit einem ”Transforma-
tionsabschlag“ in der Wertung bestraft werden und im Laufe der Zeit beide
Kombinationen, also jeweils Seg1 oder Seg2 als feste Basis, berechnet werden,
wird hier durch die Menge der bestraften Punkte und deren Eingang in die
Segmentfitness Fall 4 und 5 automatisch abgedeckt.
Tests Dank des Transformationsabschlags hat sich in Tests Fall 3 als gut
bewa¨hrt und es konnten sich bessere Segmente konsequent durchsetzen.
Gu¨te
Besonders hier ist eine sinnvolle Fitnessfunktion wichtig, da fehlerhafte Seg-
mente daran erkannt und aussortiert werden ko¨nnen, dass sie sich nicht richtig
einpassen lassen.
Die unvera¨ndert u¨bernommenen Punkte aus Seg1 behalten ihre urspru¨ngliche
Gu¨te, die Gu¨te der transformierten Punkte wird mit der Transformationsgu¨te
gtransform multipliziert:
gs1′ = gs1 · gtransform (4.19)
Die Berechnung von gtransform ist in Formel 4.10 in Kap. 4.4.8 beschrieben.
4.5.2.7 Multiple Rekombination
Aufgrund vieler Entwicklungswege zu a¨hnlichen Zusta¨nden und der freien Kom-
binierbarkeit der Operatoren kann in der Praxis die Populationsgro¨ße kritisch
werden:
1. Die Berechnungsdauer einer Generation ha¨ngt stark von der Populati-
onsgro¨ße ab, wobei durch die Rekombination sogar ein quadratischer Zu-
sammenhang entsteht.
2. Eine große Population ergibt viele Kombinationsmo¨glichkeiten und kann
daher schnell weiter wachsen.
Da die Rekombination eine wichtige Ursache des Wachstums ist, wird hier
zu einer Lo¨sung angesetzt. Entscheidendes Problem sind die vielen sich sehr
a¨hnlichen Segmente, die sich oft nur in wenigen Punkten oder deren Bewer-
tung unterscheiden. Jedoch wu¨rden durch eine zu offensive Elimination vie-
le Informationen verloren gehen. Dies haben u.a. Praxistests mit unno¨tigen
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Verfa¨lschungen gezeigt. Daher werden viele Rekombinationen zu einer einzigen
zusammengefasst und damit in einem Schritt ein gutes Segment geschaffen, wel-
ches die meisten Irrla¨ufer durch eine bessere Gu¨te bei der Elimination entfernt.
Die vielen verschiedenen Wege zum Ergebnis der multiplen Rekombination ent-
fallen genauso wie die aus ihnen resultierenden Rekombinationen.
Prinzip Fu¨r alle Segmentpaare Seg1 und Seg2 mit mindestens 3 homolo-
gen Punkten wird gepru¨ft, ob ihre Rekombination Seg1,2 die Fru¨helimination
u¨berleben wu¨rde (Kap. 4.4.7). Dabei wird zuerst das kleinere Segment auf das
umfangreichere transformiert und erst spa¨ter die Gegenrichtung probiert.
Nach erfolgreicher Rekombination werden alle sonstigen Segmente der Popula-
tion durchlaufen und, falls sie mindestens 3 homologe Punkte mit Seg1,2 besit-
zen und durch ihre Verschmelzung mit Seg1,2 dessen Fitness steigern wu¨rden,
dort erga¨nzt. Dabei wird kein neues Zielsegment erzeugt, sondern das vorhan-
dene Seg1,2 erweitert.
Tests Das optimierte 4-Punkte-Verfahren mit Hilfspunkten und multipler
Rekombination wurde implementiert und erfolgreich getestet (Kap. 6.3.2.5).
Bei Praxistests wurden Gesamtberechnungszeiten zwischen 20 Minuten und
einer Stunde durch die multiple Rekombination auf unter 3 Minuten redu-
ziert. Die Gro¨ße der zu einem Zeitpunkt aktiven Population sank deutlich und
die Ergebnisse wurden sogar besser, da auf die offensive Not-Elimination zur
zwangsweisen Populationssenkung (Kap. 4.5.5) verzichtet werden konnte. Oft
ergaben 2 bis 15 Segmente ein neues Segment.
4.5.3 Mutation
Nach einer kurzen Einfu¨hrung und der Betrachtung in diesem Kapitel genutz-
ter nichtlinearer Gleichungssysteme werden mehrere spezielle Verfahren der
Mutation im Kontext der 3D-Stadtmodellierung betrachtet.
4.5.3.1 Einfu¨hrung
Die Mutation umfasst Verfahren zur Vera¨nderung eines Segmentes. Gegebenen-
falls wird vorher zur Sicherung des alten Zustands eine Kopie des Segmentes
erstellt. Zur U¨bernahme in die Population sollte das neue Segment optimaler-
weise entweder eine bessere Gu¨te oder mehr Punkte besitzen.
”Durch Mutation erfolgen zufa¨llige Vera¨nderungen der Individuen. Diese Ver-
a¨nderungen (Mutationsschritte) sind meist nur relativ gering und werden mit
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einer geringen Wahrscheinlichkeit (Mutationswahrscheinlichkeit bzw. Mutati-
onsrate) auf die Variablen der Individuen angewendet.“ [Pohlheim 1999, S. 46]
Im Gegensatz zu manchen Arten der EA, jedoch u¨bereinstimmend mit eini-
gen neueren Erkenntnissen, wird im Folgenden die Mutation als wesentlicher
Operator (Exploration, [Nissen 1997]) betrachtet und statt der zufa¨lligen eine
gezielte A¨nderung anhand vieler spezialisierter Operatoren genutzt. Operato-
ren der Mutation mit ho¨herem Zufallsgehalt folgen in Kap. 4.6.
4.5.3.2 Spezielle nichtlineare Gleichungssysteme
Da einige der in diesem Kapitel vorkommenden nichtlinearen Gleichungssyste-
me (NLGS) eine hohe Anzahl an lokalen Extrema und teilweise viele Variablen
besitzen, haben sich die Standardverfahren zum Lo¨sen von NLGS (Kap. A.2.3)
als problematisch herausgestellt. Die folgenden Verfahren wurden in [Weitzig
2001, Kap. A.5] speziell fu¨r Rekonstruktionsaufgaben entworfen und hier verfei-
nert. Sie haben sich bei den in dieser Arbeit auftretenden speziellen Problemen
bewa¨hrt.
Rundenbasierte Verfeinerung Die Idee entstammt einem a¨hnlichen Kon-
zept zur Lo¨sung komplexer Formeln mit nur einer Unbekannten und wurde
durch Rundenbasiertheit auf den Fall mit mehreren Unbekannten u¨bertragen.
Das Verfahren ist besonders fu¨r NLGS mit einem grob linear von den Un-
bekannten abha¨ngigen Genauigkeitsmaß und keinen lokalen Extrema geeignet
und zeichnet sich durch eine gute Performance aus. Lokale Optima ko¨nnen
jedoch zur Endstation werden, was teilweise durch geeignete oder mehrfache
Startkonfigurationen ausgeglichen werden kann. Eine hohe Anzahl Unbekann-
ter stellt kein Problem dar.
Die Iteration beginnt mit einer großen Schrittweite s, die sich z.B. als ein Zehn-
tel der Gro¨ße des fu¨r die Unbekannten erlaubten Wertebereichs ergibt. Ist kein
Wertebereich angegeben, so gelten die Grenzen des genutzten Datentyps als
Wertebereich.
Nun wird fu¨r alle Unbekannten xi jeweils die Abweichung ermittelt, falls xi :=
xi + s bzw. xi := xi − s gesetzt wird. Ist die neue Abweichung kleiner, so wird
das neue xi u¨bernommen und mit diesem so lange weiter getestet, bis keine
kleinere Abweichung mehr erreicht wird.
Hat sich kein xi vera¨ndert, so kann die Lo¨sung durch Reduzierung der Schritt-
weite sneu = salt/4 na¨her anvisiert werden, wobei 4 ein in Tests bewa¨hrter
Richtwert ist.
Wurde jedoch ein xi gea¨ndert, so haben sich hierdurch die Bedingungen der
Tests vera¨ndert und es wird mit gleicher Schrittweite fortgefahren.
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Die Iteration wird durchgefu¨hrt bis ein Abbruchkriterium greift oder die Schritt-
weite einen sehr kleinen Grenzwert unterschreitet und daher ein lokales Extre-
ma gefunden wurde.
Zufallsgesteuerte Anna¨herung Ausgehend von der Startkonfiguration und
der resultierenden Abweichung werden die Unbekannten versuchsweise ver-
schiedenen Vera¨nderungen unterworfen, die bei einem positiven Einfluss auf
die Abweichung u¨bernommen werden. Dies wird bis zur Erfu¨llung eines Ab-
bruchkriteriums durchgefu¨hrt.
Mo¨gliche A¨nderungen der Parameter sind:
1. Die zufa¨llige Neubelegung aller Unbekannten. So ko¨nnen lokale Optima
u¨berwunden und an anderer Stelle neu gestartet werden.
2. Die zufa¨llige Neubelegung einer Unbekannten. Auch hierdurch ko¨nnen
Hindernisse auf dem Weg zu der gesuchten Lo¨sung u¨berwunden werden.
3. Die A¨nderung einer Unbekannten um bis zu a) 1, b) 10 oder c) 200
Prozent, um sich dem Ergebnis schrittweise anzuna¨hern.
4. Die A¨nderung mehrerer Unbekannter um einen prozentualen Wert.
Der Algorithmus ist besonders fu¨r stark unstetige NLGS mit lokalen Extrema
aber wenigen Unbekannten geeignet. Trotz des auffa¨llig ratenden Ansatzes lo¨st
er in der Praxis deutlich mehr der in dieser Arbeit genutzten NLGS wunsch-
gema¨ß als die anderen untersuchten Verfahren. Dies erkla¨rt sich durch die spe-
zielle Art der genutzten NLGS.
Diese Methode wurde implementiert und erfolgreich getestet. Dank der Leis-
tungsfa¨higkeit heutiger Computer ist auch die Performance akzeptabel.
Die Laufzeit konnte durch Verschiebung der ha¨ufigsten Parametera¨nderungen
von anfa¨nglich Punkt 1 und 2 bei zunehmender Iterationstiefe nach 3 und 4
verbessert werden.
4.5.3.3 Fla¨chenvervollsta¨ndigung
Besitzt das Segment mindestens drei Punkte einer Fla¨che F , haben diese eine
gute 2D- und eine schlechte 3D-Aufspanngu¨te und ist mindestens ein Punkt
von F nicht im Segment, so ko¨nnen die restlichen Punkte der Fla¨che anhand
des 2D-/3D-Zusammenhangs berechnet werden.
Die schlechte 3D-Aufspanngu¨te ist ein zusa¨tzliches Instrument zur Kontrolle
der Fla¨chen. Nach Definition liegen Fla¨chen in einer Ebene (Kap. 4.2.3.1.4)
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Abbildung 4.11: Skizzen zur Fla¨chenvervollsta¨ndigung.
und bilden daher gar kein Raumsystem. Durch Einbindung einer potentiell
vorhandenen 3D-Aufspanngu¨te in die Bewertung werden solche Abweichungen
passend behandelt.
Zur weiteren Minimierung von Ungenauigkeiten wird das Bild mit dem gro¨ßten
Fla¨cheninhalt Area2d(F ) verwendet.
4.5.3.3.1 Berechnung Wie in Kap. 4.5.2.5 werden die bekannten Punkte
a,b, c mit dem Kreuzproduktbetragsmaximum max(|e× f |) der Aufspannvek-
toren e = b−a und f = c−a wegen ihrer großen Aufspannfla¨che zur Minimie-
rung von Ungenauigkeiten verwendet (Abb. 4.11a). Die 2D-Bildkoordinaten zu
a, e und f seien ha, he und hf .
Fu¨r einen noch unbekannten Punkt d mit 2D-Koordinaten hd gilt dann
ha + ihe + jhf = hd. (4.20)
Die Lo¨sung dieses quadratischen LGS sind die beiden Skalare i und j. Da die
Bildebene bezu¨glich der Fla¨che nur eine transformierte Ebene darstellt, kann
der neue Punkt durch
d = a+ ie+ jf (4.21)
berechnet werden.
4.5.3.3.2 Verzerrungsminimierung Aufgrund der ortsabha¨ngigen Ver-
zerrungen in unentzerrten Bildern kann der neue Punkt d je nach genutzter
Aufspannvektoren e und f variieren und von dem gewu¨nschten Wert unter-
schiedlich stark abweichen. Beispielsweise wu¨rde sich in Abb. 4.11b eine hohe
Abweichung ergeben, wenn fu¨r a und b die gegenu¨berliegenden Punkte auf
der linken Seite genutzt wu¨rden. Dieser Effekt ist auch deutlich in Abb. 4.13b
sichtbar: Je weiter sich der neue Punkt d von den dort rechts befindlichen Auf-
spannvektoren entfernt, desto gro¨ßer wird die Abweichung.
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Dieser Effekt la¨sst sich durch geschickte Wahl von e und f deutlich abschwa¨-
chen. Die folgenden zusa¨tzlichen Auswahlkriterien werden mittels einer expe-
rimentell bestimmten Gewichtung der bisherigen Bewertung durch das Kreuz-
produkt beigemischt.
Streckenverla¨ngerung In der Praxis liegt der neue Punkt d ha¨ufig auf der
Geraden durch zwei Punkte von F . Dies ist besonders bei der ”Verla¨ngerung“
von Fla¨chen der Fall, wie sie z.B. bei der Aufstockung von Wa¨nden auftritt
(Abb. 4.11c).
Als optimale Werte sollten diese zwei Punkte der Geraden fu¨r a und b ver-
wendet werden. Der somit nebensa¨chliche Punkt c kann weiterhin durch das
Kreuzproduktbetragsmaximum bestimmt werden.
In die Bewertung hierfu¨r wird der Abstand des Bildpunktes hd zu der Geraden
durch ha und hb genutzt.
Abstandsminimierung Um die Verzerrung gering zu halten, ist es weiter-
hin vorteilhaft, alle Punkte so zu wa¨hlen, dass ihre Bildpunkte dicht beisammen
liegen und damit eine einheitliche Verzerrung vorliegt, die sich dann selbst auf-
hebt. Somit werden z.B. im Fall aus Abb. 4.11b sinnvolle Punkte gewa¨hlt.
Dieses Kriterium ist auch fu¨r die Wahl von c bei der ”Streckenverla¨ngerung“
(s.o.) sinnvoll.
Existiert ein umgebendes Viereck, so lassen sich bessere Ergebnisse durch die
Vorgehensweise in Kap. 4.5.3.5 erzielen.
Bewertung Gilt i, j ∈ [0, 1], dann wird die Gu¨te gd des neuen Punktes in-
terpoliert zu
gd = ga + i(gb − ga) + j(gc − ga). (4.22)
Andernfalls ergibt sich gd aus der schlechtesten Gu¨te der genutzten Aufspann-
punkte. Dieser grobe Richtwert straft außerhalb des gewu¨nschten Bereichs lie-
gende i, j ab.
gd = min(ga, gb, gc) (4.23)
4.5.3.4 Punkte in einer Ebene mit einer Fla¨che
Manchmal ist fu¨r den Bearbeiter offensichtlich, dass ein in einem Bild sichtbarer
Punkt s in der selben Ebene liegt wie eine im Bild eingetragene Fla¨che F1. Dies
kann manuell durch eine Relation von F1 zu s erfasst werden.
Ist ein Bildpunkt als in einer Ebene zu einer Fla¨che liegend markiert, so kann
dieser aus den gemeinsamen Bilddaten und den Raumdaten der Fla¨che analog
4.5. Spezialisierte Operatoren 93
Abbildung 4.12: Skizze zur Interpolation in Vierecken
zu Kap. 4.5.3.3 berechnet werden.
Fu¨r den ha¨ufig auftretenden Fall einer Fla¨che F1 mit genau vier Eckpunkten
hat sich die Interpolation in konvexen Vierecken (Kap. 4.5.3.5) bewa¨hrt.
4.5.3.5 Interpolation in konvexen Vierecken
Es wird eine konvexe Fla¨che F1 mit 4 Eckpunkten vorausgesetzt. Dieser Fall
tritt ha¨ufig ein.
Als Basis werden alle 4 Ecken a,b, c und d genutzt (Abb. 4.12). Eine Position
innerhalb der Fla¨che wird nun durch die zwei Skalare i, j ∈ [0, 1] angegeben.
Dabei gibt i die relative Position zwischen den Geraden durch a und c sowie
durch b und d an. j legt entsprechend die relative Position zwischen den Ge-
raden durch a und b sowie durch c und d fest (Abb. 4.12).
Die im Folgenden aufgestellten Formeln sind nicht auf den Bereich innerhalb
von F1 beschra¨nkt und es lassen sich so beliebige in der selben Ebene liegen-
de Punkte berechnen, wobei sich dann der Wertebereich von i, j entsprechend
vergro¨ßert. Dieses Verfahren wird auch zur Entzerrung von Bildern genutzt,
indem Pixel aus dem verzerrten Bild in ein neues Rechteck u¨bertragen werden
(Kap. 4.6.3.7).
Da i und j die relative Position beschreiben, ko¨nnen sie zwischen verschie-
denen Darstellungen einer Fla¨che in unterschiedlichen Koordinatensystemen
u¨bertragen werden.
Zur sinnvollen Nutzung muss einerseits aus gegebenen i, j eine Position berech-
net, aber auch zu einer Position das zugeho¨rige i, j berechnet werden ko¨nnen.
i, j zu Position: Es werden erst die Positionen pab und pcd zwischen den
jeweiligen Punkten und prozentual zu i berechnet:
pab = a+ i(b− a), pcd = c+ i(d− c) (4.24)
94 4. Evolutiona¨re Algorithmen
Der gesuchte Punkt p liegt an Position j zwischen pab und pcd.
p = pab + j(pcd − pab) (4.25)
Diese Rechnung gilt im 2D- und im 3D-Raum.
Position zu i, j: Fu¨r die Gegenrichtung wird Formel 4.24 in Formel 4.25
eingesetzt
p = a+ i(b− a) + j(c+ i(d− c)− (a+ i(b− a))), (4.26)
umgeformt zu
p− a = i(b− a) + j(c− a) + ij(a− b− c+ d) (4.27)
und mit dem Verfahren in Kap. A.2.6 (Formel A.29) gelo¨st. Von den beiden
mo¨glichen Ergebnissen wird das richtige an seinem kleineren Betrag |i| + |j|
erkannt. In Praxistests fiel das falsche Lo¨sungspaar durch sehr hohe Werte auf,
die nie den vorgesehenen Wertebereich fu¨r i, j ∈ [0, 1] erfu¨llten.
Beispiel Die Dachstruktur in Abb. 4.13 ist in (b) mit der einfachen Punkt-
u¨bertragung (ohne Optimierungen) und in (c) mit der Vierecksentzerrung be-
rechnet. Die Abweichung in (b) entsteht durch die fla¨chendeckende Nutzung
der Verzerrung der gewa¨hlten Aufspannvektoren, anstatt sie wie in (c) posi-
tionsabha¨ngig zu interpolieren. Die in (b) genutzten Punkte zur Berechnung
der Aufspannvektoren befinden sich offensichtlich rechts im Bild, da dort die
Verzerrung minimal ist und zur linken Seite hin steigt.
Bewertung Die Interpolation in Vierecken sorgt gegenu¨ber der einfachen
Punktu¨bertragung durch drei Punkte bzw. zwei Vektoren (Kap. 4.5.3.3) durch
eine lineare Anpassung an die Bildverzerrung fu¨r deutlich bessere Resultate.
Eine spezielle Betrachtung von Parallelvierecken mit Beispielen findet sich in
Kap. 4.6.3.7.
4.5.3.6 Bildparameterberechnung
Die Ermittlung von Bildparametern wird im Folgenden nur knapp untersucht,
da sich andere Verfahren als leistungsfa¨higer herausgestellt haben.
4.5.3.6.1 Variante 1 Besitzt das Segment mindestens 5 Punkte in einem
Bild i, so ko¨nnen dessen Bildparameter ermittelt werden. Diese Informationen
ko¨nnen wiederum Ausgangspunkt fu¨r weitere Verfahren sein.
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Abbildung 4.13: Vierecksentzerrung: Aus dem (a) Bild wird durch (b) normale
Punktu¨bertragung (ohne Optimierungen) bzw. (c) Vierecksentzerrung die Dachform
in ein 3D-Segment u¨bertragen
Anzahl genutzte Punkte 2 3 4 5 6
Anzahl Unbekannte 11 12 13 14 15
Anzahl Gleichungen 6 9 12 15 18
Tabelle 4.1: Gleichungen und Unbekannte bei der Bildparameterberechnung,
Variante 1
Berechnung In Kapitel A.2.4 wird Formel A.28 hergeleitet zu pi + r′i,psp −
r′i,ppi−ba,i−ui,pbb,i−vi,pbc,i = 0. Es werden nur Formeln fu¨r bekannte Punkte
in Bild i betrachtet, deren Anzahl im Weiteren mit ni bezeichnet wird. Durch
einfaches Umstellen folgt
(pi − sp)r′i,p + ba,i + ui,pbb,i + vi,pbc,i = pi. (4.28)
Es werden Verfahren zum Lo¨sen von NLGS (Kap. 4.5.3.2) genutzt und pi,
also nur 3 Skalare, geraten. Damit verbleiben in Formel 4.28 mit r′i,p, ba,i,
bb,i und bc,i noch n = 9 + ni Unbekannte in m = 3ni linearen Gleichungen,
die sich daher ab 5 Punkten als LGS ermitteln lassen (siehe Tab. 4.1). Die
U¨berbestimmtheit des LGS wird genutzt, um die Summe seiner quadratischen
Abweichungen als Genauigkeitsmaß fu¨r das NLGS zu verwenden.
Bewertung Bei diesem Ansatz kann die Bildfla¨che auf einer Geraden durch
Augen- und Bildmittelpunkt skalieren, da der Abstand dieser beiden Punkte
nicht festgelegt ist. So ko¨nnen Umklapper und gegebenenfalls Ungenauigkeiten
aufgrund eines sehr kleinen oder sehr großen Abstandes zwischen p und bm
entstehen.
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4.5.3.6.2 Variante 2 Besitzt das Segment mindestens vier Punkte in ei-
nem Bild i und einen bekannten Augenpunkt pi, so ko¨nnen dessen Bildpara-
meter ba,i, bb,i und bc,i sowie die Faktoren r′i,p ermittelt werden.
Formel A.28 (Kap. A.2.4) wird umgeformt zu
spr′i,p − pir′i,p − ba,i − ui,pbb,i − vi,pbc,i = −pi (4.29)
und stellt bei den bekannten Punkten ein LGS mit den Unbekannten ba,i, bb,i,
bc,i und r′i,p dar. Die gesuchten Werte sind die Lo¨sung des LGS (Kap. A.2.2).
Die Ergebnisqualita¨t liegt unter der Augenpunktgu¨te und berechnet sich, in-
dem diese mit der LGS-Gu¨te (Kap. 4.3.1.1) multipliziert wird.
Diese Variante hat kaum Praxisrelevanz, da bei unbekannten Bildparametern
normalerweise auch der Augenpunkt unbekannt ist.
4.5.3.6.3 Variante 3 Es werden wieder nur die Formeln eines Bildes i zu
den bekannten Punkten betrachtet. Einfaches Umstellen von Formel 4.29 ergibt
r′i,ppi + ba,i + ui,pbb,i + vi,pbc,i = pi + spr
′
i,p. (4.30)
(r′i,p − 1)pi + ba,i + ui,pbb,i + vi,pbc,i = spr′i,p. (4.31)
Nach Kap. 4.5.3.2 werden r′i,p ∈ [0, 1] geraten, wobei ein beliebiges (also z.B.
erstes) r′i,p auf einen festenWert (z.B. 0.2) gesetzt wird, damit die ansonsten frei
auf der Achse zwischen p und s verschiebbare Bildfla¨che auf einen festen Wert
fixiert wird und somit nur eine Lo¨sung mo¨glich ist. Mit den geratenen Werten
la¨sst sich Formel 4.31 als LGS berechnen und die Summe der quadratischen
Abweichungen errsqrt wird wieder als Genauigkeitsmaß fu¨r das NLGS genutzt.
Fu¨r jeden bekannten Punkt ergeben sich drei Formeln. Als Unbekannte bleiben
noch pi, ba,i, bb,i und bc,i mit jeweils drei Dimensionen. Die 12 − 1 = 11
Unbekannten stehen in ni Formeln und lassen sich daher inklusive der fu¨r das
Genauigkeitsmaß des NLGS beno¨tigten U¨berbestimmtheit ab vier Punkten
mittels LGS ermitteln.
4.5.3.6.4 Erste Analyse Es wurden beispielhaft Bildparameter berechnet
und in Abb. 4.14 dargestellt. Zur besseren dreidimensionalen Darstellung wur-
de zuerst in (a) nur ein Bild mit Parametern sowie ein texturiertes 3D-Modell
dargestellt und in (b) dann beide zur Berechnung genutzten Bilder und ein mit
verschiedenfarbigen Fla¨chen dargestelltes Modell ausgegeben.
Neben dem wunschgema¨ßen Ergebnis fa¨llt auf, dass die Bildfla¨chen nicht senk-
recht zum Augenpunkt stehen. Hierdurch wird die Szene numerisch am besten
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(a) (b)
Abbildung 4.14: Bildparameterberechnung: Ergebnis des einfachen Algorithmus
angena¨hert, da eine unerwu¨nschte Verzerrung durch das genutzte photogram-
metrische Verfahren vorliegt. Dies zeigt sich durch Neigung der Bildfla¨chen hin
zu der im Bild besser sichtbaren Seite, also hier in Abb. 4.14 nach links zum
Haus. Das hintere Bild in Abb. 4.14b wa¨re bei inverser Wahl des Augenpunktes
nach rechts geneigt.
Weiterhin sollte das in Abb. 4.14b im Hintergrund befindliche Bild im Vor-
dergrund sein. Jedoch werden alle Formeln auch durch einen ”inversen Au-
genpunkt“ erfu¨llt, der die Szene durch ein spiegelverkehrtes Bild von hinten
betrachtet.
4.5.3.6.5 Erweiterung Sowohl die Bildverzerrung durch ungenaue Aus-
gangsdaten als auch der mo¨glicherweise invertierte Augenpunkt sollen korri-
giert werden. Hierzu wird das Genauigkeitsmaß des NLGS erweitert.
Auf den Grundlagen in Kap. A.2.1 ist das Spatprodukt der Einheitsvektoren
von bb, bc und dem Vektor vom Augen- zum Bildmittelpunkt entscheidend:
si =
〈∣∣∣∣ba,i + bb,i + bc,i2
∣∣∣∣, |bb,i|, |bc,i|〉 (4.32)
Nach Definition des Spatprodukts gilt somit si ∈ [−1, 1], wobei hier das Vor-
zeichen angibt, ob es sich um den gewu¨nschten oder den inversen Augenpunkt
handelt. Der Betrag stellt den Winkel des Sehstrahles durch den Bildmittel-
punkt zur Bildebene dar und na¨hert sich bei dem gewu¨nschten rechten Winkel
der Eins. In den verwendeten Koordinatensystemen ist damit die 1 der Zielwert
und das Genauigkeitsmaß des NLGS kann aus der urspru¨nglichen Summe der
Quadrate der Abweichungen errsqrt und si verschmolzen werden zu
errtotal = errsqrt + (1− si)errsqrt = (2− si)errsqrt. (4.33)
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Abbildung 4.15: Bildparameterberechnung: Erweiteter Algorithmus
Da es sich bei errtotal lediglich um ein zu minimierendes Genauigkeitsmaß fu¨r
das NLGS handelt, darf errtotal gro¨ßer als Eins sein. Die hier genutzte Gewich-
tung hat sich in Tests bewa¨hrt.
4.5.3.6.6 Test Nach Erweiterung des Genauigkeitsmaßes werden beide Bil-
der besser ausgerichtet und beide Augenpunkte sind korrekt (Abb. 4.15).
4.5.3.6.7 Zusa¨tzliche Erweiterungen Weiterhin kann in die Bewertung
mit einfließen, wie senkrecht bb zu bc ist oder inwieweit das Seitenverha¨ltnis
im Bild dem durch bb und bc entspricht. Da sich andere Operatoren fu¨r den
EA-Prozess als relevanter herausgestellt haben, wird dies nicht weiter verfolgt.
4.5.3.7 Punktberechnung mittels Bildparameter
Nachdem einige Operatoren zur Berechnung der Bildparameter anhand be-
kannter Punkte vorgestellt wurden, folgt nun die Gegenrichtung. Hiermit ko¨n-
nen bisher im Segment unbekannte Punkte ermittelt werden.
Variante 1: Sehstrahlschnitt Ist der Punkt sp in mindestens zwei Bildern
mit bekannten Parametern sichtbar, so kann er als Schnitt der zugeho¨rigen
Sehstrahlen berechnet werden. Dazu wird je Bild der 3D-Bildpunkt qi,p =
ba,i + ui,pbb,i + vi,pbc,i mit dem Augenpunkt pi in die Geradengleichung sp =
pi + (qi,p − pi)ri,p mit der Variablen ri,p u¨berfu¨hrt.
Fu¨r einen 3D-Punkt ergeben die Gleichungen der homologen Punkte der nB
Bilder ein LGS mit 3 + nB Unbekannten und 3nB Gleichungen, welches fu¨r sp
den gemittelten Schnittpunkt der Sehstrahlen als optimales Ergebnis liefert.
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Es werden also Ausreißer abgeschwa¨cht und die Gu¨te des neuen Punktes kann
als Gu¨temittelwert der beteiligten Ausgangsparameter berechnet werden.
Variante 2: Bekannte r′i,p Erfolgt die Berechnung im Anschluss an z.B. die
Bildparameterberechnung aus Kap. 4.5.3.6.3, so sind zusa¨tzlich schon die r′i,p
bekannt und durch einfaches Umstellen von Formel 4.31 zu
sp =
1
r′i,p
((
r′i,p − 1
)
pi + ba,i + ui,pbb,i + vi,pbc,i
)
(4.34)
genu¨gt ein 2D-Punkt fu¨r die direkte Ermittlung des zugeho¨rigen sp. Daher
reicht bereits ein einziges Bild, wenn dort alle gewu¨nschten Punkte sichtbar
sind.
Dieses Verfahren wurde implementiert und erfolgreich getestet (Kap. 6.3.2.5).
Bei mehreren vorhandenen Bildern ko¨nnen die Werte fu¨r eine Verbesserung der
Qualita¨t gemittelt werden.
4.5.3.8 Neuberechnung durch Bildparameter
Sind in einem Segment von genu¨gend Bildern die Parameter bekannt, so ko¨nnen
nach Kap. 4.5.3.7 alle Punkte neu berechnet werden. Die bisherigen Punktko-
ordinaten werden vollsta¨ndig ignoriert und, wenn bei einigen keine Neuberech-
nung mo¨glich sein sollte, wieder auf unbekannt gesetzt.
Dieser radikale Neuanfang beruht wegen der Bildparameter zwar doch auf alten
Werten, bietet jedoch eine einheitliche Lo¨sung durch ein lineares und optimie-
rendes Verfahren.
4.5.3.9 Fla¨chenebnung
Obwohl sich Fla¨chen laut Definition in einer Ebene befinden, ko¨nnen durch
verschiedenste Operatoren gegenteilige Fa¨lle auftreten. Da dies schon nach De-
finition nicht korrekt ist, kann es sinnvoll sein, die entstandenen Abweichungen
zu korrigieren, indem die Fla¨che durch Verschieben von Punkten in eine Ebene
gezwungen wird.
Bei den Abweichungen kann es sich sowohl um Ungenauigkeiten als auch um
Ausreißer handeln. Damit beide Fa¨lle beru¨cksichtigt werden, wird folgender-
maßen vorgegangen:
• Die Durchschnittsebene aller Punkte, also diejenige mit dem minimalen
Gesamtabstand aller Punkte zur Ebene, wird ermittelt.
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• Die Ausreißer werden anhand ihres hohen Abstandes zur Durchschnitts-
ebene gefunden oder es werden alle Punkte als Ausreißer außer den drei
mit dem kleinsten Abstand betrachtet, da es hier kein Nachteil ist, zu
viele Ausreißer zu definieren.
• Die Durchschnittsebene aller restlichen Punkte wird gebildet.
• Alle Ausreißer werden verschoben, indem ihr Lot auf die neue Ebene
gefa¨llt und der Fußpunkt gesetzt wird. Dann liegen alle Punkte in der
Ebene.
4.5.3.10 Mutation durch photogrammetrische Verfahren
Photogrammetrische Verfahren wurden bisher als monolithische Module be-
trachtet, die aus homologen Bildpunkten ein 3D-Modell ermitteln. Durch Ana-
lyse der jeweiligen Vorgehensweise sind jedoch auch andere Schritte mo¨glich,
so dass beispielsweise Bildkoordinaten aus 3D-Punkten berechnet oder Ausrei-
ßer in den existierenden Daten gefunden und bestraft oder korrigiert werden
ko¨nnen.
Aufgrund der Komplexita¨t dieser Fa¨lle wird nur ein Beispiel angeschnitten:
Ausgehend von [Hartley 1997] wurde in [Weitzig 2001, Kap. 5.2.2] der 8-Punkt-
Algorithmus verfeinert. Die Berechnung ergibt dort nicht nur ein 3D-Modell,
sondern es lassen sich auch die lokalen Punkte in den Bildern ermitteln. Die neu
berechneten Bildkoordinaten sind jedoch nicht unbedingt gleich den Ausgangs-
werten, sondern ergeben sich aus der Gesamtheit der Eingangsdaten. Dies wird
in [Weitzig 2001, Kap. 5.2.3] zu einer iterativen Verbesserung des 3D-Modells
genutzt, indem bei den Ausgangsdaten unsichere Teile durch die neu ermittel-
ten 2D-Punkte ersetzt werden. Auf gleichem Wege ko¨nnen in einzelnen Bildern
auch unbekannte 2D-Punkte erga¨nzt oder mit bestehenden Daten abgeglichen
werden.
4.5.3.11 Fla¨chen in einer Ebene
Liegen mehrere Fla¨chen in einer Ebene und sind insgesamt mindestens drei
Punkte berechnet, so ko¨nnen a¨quivalent zu Kap. 4.5.3.3 alle restlichen Punkte
ermittelt werden, indem sie wie eine einzige große Fla¨che betrachtet werden.
Zwei Fla¨chen liegen in einer Ebene, wenn es drei gemeinsame Punkte gibt,
die zwei nicht linear abha¨ngige Vektoren aufspannen (siehe Kap. 4.3.1.2). Bei
linear abha¨ngigen Vektoren handelt es sich nur um eine gemeinsame Kante
(z.B. Hausecke) und die Bildfla¨chen ko¨nnen zueinander verdreht sein. Sonst
greifen beide Fla¨chen wie Puzzlestu¨cke ineinander und liegen aufgrund der
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gemeinsamen Punkte zwangsla¨ufig in einer Ebene.
Wegen der a¨hnlichen Situation wird auch die Gu¨te a¨quivalent zu Kap. 4.5.3.3
berechnet.
4.5.3.12 Fla¨chen in parallelen Ebenen
Anhand ihrer 2D-Punkte ko¨nnen in zueinander parallelen Ebenen liegende
Fla¨chen identifiziert werden. Als Voraussetzung sind in den zwei Fla¨chen je
drei Punkte notwendig, die Aufspannvektoren bilden. Es ist kein gemeinsamer
Punkt notwendig. Weiterhin werden mindestens zwei Bilder beno¨tigt, in denen
alle diese Punkte vorkommen.
In dem ersten Bild werden in der ersten Fla¨che die Aufspannvektoren e und
f gebildet und fu¨r den zweiten bis n-ten Punkt der zweiten Fla¨che die i,j-
Skalarpaare berechnet, um sie per d+ ie+ if vom ersten Punkt d der zweiten
Fla¨che zu erreichen. Dies wird fu¨r alle entsprechenden Bilder (≥ 2) durch-
gefu¨hrt und die korrespondierenden i, j verglichen. Dabei gelten i, j als korre-
spondierend zwischen zwei Bildern, wenn homologe Punkte verwendet werden.
Liegen beide Fla¨chen in parallelen Ebenen, so sind die korrespondierenden
i, j identisch oder haben eine kleine Abweichung. Oberhalb eines bestimmten
Grenzwertes gelten die Fla¨chen als nicht parallel.
Existiert zusa¨tzlich mindestens ein gemeinsamer Punkt der Fla¨chen, so lie-
gen sie in einer Ebene, ko¨nnen wie eine große Fla¨che betrachtet und nach
Kap. 4.5.3.3 berechnet werden. Dies ist bei bekanntem Abstand (z.B. manu-
ell eingegeben oder aus den Ausgangsmodellen interpretiert) durch geeignete
Verschiebung auch mo¨glich.
Bewertung Es werden an berechnete Fla¨chen angrenzende Fla¨chen und so
z.B. lange geradlinige Ha¨userfronten erkannt. Leicht gekru¨mmte Straßenzu¨ge
ko¨nnen jedoch fa¨lschlicherweise gerade gebogen werden. Dies muss durch eine
starke Bestrafung der Abweichungen korrespondierender i und j entscha¨rft
werden.
4.5.4 Neugenerierung
Erga¨nzend zu den bei der Initialisierung erzeugten Individuen ko¨nnen pro Ge-
neration neue Segmente generiert werden. Dies bietet sich lediglich fu¨r Verfah-
ren an, die ansonsten bei der Initialisierung zu viele Individuen produzieren
wu¨rden.
Die Methodik der Neugenerierung wird von vielen EA nicht genutzt und spielt
auch hier nur eine untergeordnete Rolle.
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4.5.4.1 Neue Segmente durch photogrammetrische Verfahren
Wie bereits in Kap. 4.5.1.2 angedeutet, lassen sich insbesondere photogramme-
trische Verfahren mit einer Vielzahl von Startparametern aufrufen, so dass ein
Ausfu¨hren aller Mo¨glichkeiten die Initialisierung u¨berlasten und eine zu große
Ausgangspopulation hervorbringen wu¨rde. Die im Laufe der Entwicklung ge-
nutzten Aufrufe lassen sich in die zwei Kategorien mit oder ohne vollsta¨ndige
Sichtbarkeit teilen.
Im ersten Fall wird ausgehend von einem zufa¨llig gewa¨hlten Startbild eine
Menge von Bildern mit einer homologen Punktmenge ermittelt. Es muss nicht
jeder Punkt des Startbildes in den anderen Bildern enthalten sein, jedoch wird
eine Punktmenge mit einer je nach photogrammetrischem Verfahren typischen
Mindestgro¨ße erwartet, die in jedem Bild vorhanden ist.
Im zweiten Fall wird a¨hnlich verfahren, jedoch muss ein gewisser Teil der ge-
meinsamen Punktmenge nicht unbedingt in allen Bildern vorhanden sein. Dies
ermo¨glicht neue Punkt- und Bildkombinationen und setzt auf Verfahren, die
Verdeckungen erlauben.
4.5.5 Elimination
Ko¨nnen Segmente keinen Beitrag zur weiteren Entwicklung mehr leisten, so
sollten sie gelo¨scht werden. Dies spart Speicher und verbessert die Performan-
ce, da auf den u¨berflu¨ssigen Segmenten keine unno¨tigen Berechnungen mehr
ausgefu¨hrt werden.
Wie in Kap. 4.4.4 beschrieben, sollte mit steigender Populationsgro¨ße sta¨rker
gelo¨scht werden.
Einige Quellen nutzen die Selektion statt der Elimination, wobei es sich auch
hier um die Auswahl der fu¨r die weitere Entwicklung zu nutzenden Individuen
handelt und lediglich das Kriterium umgekehrt wird.
”Durch die Selektion werden Individuen entsprechend ihrer Fitness ausgewa¨hlt.
Diese Individuen dienen als Elter2 fu¨r die Erzeugung von Nachkommen.“ [Pohl-
heim 1999, S. 24]
4.5.5.1 U¨berflu¨ssige Segmente
Existiert zu einem Segment Seg1 ein anderes Segment Seg2, welches mindes-
tens alle in Seg1 enthaltenen Punkte mit je mindestens derselben Gu¨te entha¨lt,
so ist Seg1 u¨berflu¨ssig und kann gelo¨scht werden.
2Elter ist die in der Informatik und Genetik ga¨ngige Bezeichnung fu¨r einen oder mehrere
Elternteile.
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In der Praxis ko¨nnen unter ungu¨nstigen Bedingungen extrem viele Segmente
entstehen, wobei mit den Kombinationen enthaltener Punkte noch die riesige
Zahl multipliziert werden muss, die sich durch jeweils etwas bessere Bewertun-
gen bei wenigen Punkten ergibt. U¨bersteigt also die Segmentzahl eine kritische
Grenze, so werden zusa¨tzlich noch alle Segmente Seg1 gelo¨scht, zu denen ein
Segment Seg2 existiert, welches mindestens alle Punkte von Seg1 entha¨lt und
eine bessere Segmentgu¨te besitzt. So gehen keine wesentlichen Segmente ver-
loren und ihre Anzahl bleibt u¨berschaubar.
Da keine neuen oder vera¨nderten Segmente entstehen, beno¨tigt die Elimination
keine Gu¨te.
Als kleine praktische Erga¨nzung wird die Elimination nicht nur einmal pro
Generation, sondern zusa¨tzlich noch im direkten Anschluss an Verfahren, die
viele neue Individuen hervorbringen, aufgerufen und vermeidet so die direkte
Weiterverarbeitung von offensichtlichen Irrla¨ufern.
4.5.5.2 Bewertung
Das vorgestellte einfache Eliminationsverfahren hat sich in Zusammenhang mit
anderen in dieser Arbeit beschriebenen Verfahren zur Begrenzung der Popula-
tionsgro¨ße als vo¨llig ausreichend erwiesen, so dass hier keine weiteren Unter-
suchungen mehr no¨tig sind. Es wurde implementiert und erfolgreich getestet
(Kap. 6.3.2.5).
4.5.6 Abbruchkriterien
Das evolutiona¨re Optimierungsverfahren kann durch unterschiedliche Kriterien
abgebrochen werden. Sobald nach einer Iterationsstufe mindestens ein Krite-
rium erfu¨llt ist, wird das Verfahren beendet und das Segment mit der gro¨ßten
Fitness als Ergebnis behandelt.
Die normalen Abbruchkriterien der EA [Pohlheim 1999, Kap. 3.7],[Nissen 1997,
S. 40, 162] sind hier ausreichend und es ist keine Erweiterung oder Anpassung
notwendig. Es werden die folgenden Kriterien verwendet:
1. Timeout ist der Ablauf einer benutzerdefinierten Zeitspanne zur Ver-
meidung endloser Berechnungen. Dieses Kriterium birgt die Tu¨cke der
Nichtreproduzierbarkeit, da aufgrund unterschiedlicher Hardwarevoraus-
setzungen und Laufzeiten in ein und derselben Zeitspanne unterschiedlich
viele Iterationen durchgefu¨hrt werden ko¨nnen.
2. Iterationstiefe bricht das Verfahren nach einer vorgegebenen und als aus-
reichend erachteten Anzahl von Generationen ab und kann somit repro-
duzierbare Ergebnisse liefern.
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3. Sa¨ttigung bezeichnet eine Fitnessapproximation und daher wenig Aus-
sicht auf sta¨rkere Verbesserung. Sie ist erfu¨llt, wenn sich die beste (oder
alternativ durchschnittliche) Fitness nach i Durchla¨ufen um weniger als j
Prozent verbessert hat und ist somit auch reproduzierbar. Ein Spezialfall
der Sa¨ttigung tritt ein, wenn alle beteiligten Operatoren melden, dass sie
keine weiteren Ergebnisse mehr produzieren ko¨nnen.
4. Perfekte Fitness ist bei einer Fitness des besten Segmentes von 100 Pro-
zent erreicht. Da kein besseres Ergebnis mo¨glich ist, kann direkt abge-
brochen werden. Die Operatoren und ihre Bewertungsfunktionen mu¨ssen
so eingestellt sein, dass bei 100 Prozent ein optimales Ergebnis erreicht
ist.
In der Beispielimplementation wurde zusa¨tzlich noch ein Kriterium implemen-
tiert, welches die Dauer eines einzelnen Modulaufrufs beschra¨nkt. Es wurde im
Zusammenhang mit NLGS eingebracht, wird aber nur selten beno¨tigt.
Dank der zahlreichen Optimierungen konnte im Verlauf der Implementierung
auf die Kriterien Timeout und Iterationstiefe verzichtet werden.
4.5.7 Bewertung
Es wurden einige Operatoren aus den Gebieten der Initialisierung, Rekombi-
nation, Mutation und Elimination entworfen und untersucht. Wichtiger als die
vollsta¨ndige Korrektheit und genaue Bewertung der Verfahren ist der durch sie
entstandene Pool von Operatoren, der auf der aktiven Population anhand des
erweiterten EA-Modells arbeiten kann.
Die Rekombination kann falsche Bewertungen korrigieren. Feste Faktoren oder
die durch den Mutationslevel geschaffene Reihenfolge sind tolerant und wirken
sich sta¨rker auf die Performance als auf das erreichte Zielmodell aus.
Der geschaffene modulare Pool an Operatoren kann beliebig um weitere Ver-
fahren erweitert und so schrittweise verbessert werden.
Die praktische Einsetzbarkeit wird anhand konkreter Fallbeispiele in Kap. 5
untersucht.
4.6 Hypothesen
Im Folgenden werden nach einer Einleitung und Einordnung von Hypothesen
ihre Eigenschaften untersucht, um dann mehrere praktische Beispiele zu be-
trachten.
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4.6.1 Einfu¨hrung
Dieses Kapitel ist bezu¨glich des evolutiona¨ren Optimierungsverfahrens eigent-
lich unter Kap. 4.5.3 oder Kap. 4.5.2 einzuordnen, da Verfahren zur Erwei-
terung (Mutation) und Zusammenfu¨hrung (Rekombination) von Segmenten
behandelt werden.
Die Ausgliederung erkla¨rt sich durch den Schwerpunkt auf modellspezifischen
Annahmen und Vermutungen. Es werden also reale Fa¨lle nach Regelma¨ßig-
keiten untersucht und versucht, daraus ha¨ufig zutreffende Vorschriften abzulei-
ten. Da deren Korrektheit nicht gesichert ist, muss die zugeho¨rige Bewertung
generell schlechter angesiedelt sein als die der allgemeineren Operatoren, die
somit im Zweifelsfall immer noch die Oberhand behalten. Daher lassen sich
die folgenden Operatoren auch als Spezialisierungen der Diversifikation auffas-
sen: Es werden mehrere mo¨gliche Individuen erzeugt, ohne dabei das stabilere
Ausgangsindividuum zu verwerfen.
4.6.2 Allgemeines
Im Folgenden werden auf alle Hypothesen zutreffende Eigenschaften betrach-
tet.
4.6.2.1 Vorteile
Da sich die allgemeinen Operatoren im Zweifelsfall aufgrund ihrer ho¨heren
Gu¨te durchsetzen, ist kein nennenswerter Qualita¨tsverlust beim Ergebnis zu
erwarten. Es existieren jedoch Fa¨lle, in denen Hypothesen sinnvoll sind.
Sind fu¨r Teile der Szene nicht genu¨gend Ausgangsdaten fu¨r eine korrekte Be-
rechnung vorhanden, so kann ein gescha¨tzter Abschnitt oft besser sein als gar
keiner. Gegebenenfalls werden sogar mehrere unterschiedliche und sogar wider-
spru¨chliche Hypothesen generiert, im weiteren Verlauf der Berechnung gepru¨ft
und somit spa¨ter selektiert. Dies ist gewollt und entspricht den Paradigmen
der EA.
Kann ein Segment beispielsweise mit den normalen Operatoren nicht weiter
ausgebaut werden und existieren zwei widerspru¨chliche Hypothesen zu dessen
Fortfu¨hrung, so werden beide angewandt und in verschiedenen Individuen wei-
terverfolgt. Im Laufe der Entwicklung werden diese Individuen mit anderen
Segmenten rekombiniert und eine Rekombinationsgu¨te ermittelt. Die dem ge-
suchten Zielmodell besser entsprechende Hypothese wird sich leichter in andere
Segmente transformieren lassen, daher bei der Rekombination bessere Bewer-
tungen erhalten und sich somit durchsetzen.
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Interessant ist auch der Ru¨ckschluss: Verhalten sich Teile der Szene erwar-
tungsgema¨ß, so werden weniger Eingangsdaten beno¨tigt und die Datenerfas-
sung kann entlastet werden.
4.6.2.2 Festlegungen
Sinnvollerweise liefern Hypothesen auch eine Selbstbewertung. Die Gu¨te soll
zwischen gop ∈ [0, 0.5] liegen.
4.6.2.3 Vorzug selbstsicherer Operatoren
Bei den Hypothesen sind verschiedene Risikoklassen anzutreffen. Einige Ope-
ratoren liefern meist zuverla¨ssige, andere wieder eher spekulative Ergebnisse.
Damit in der Entwicklung befindliche Individuen nicht unno¨tig verfa¨lscht wer-
den, jedoch trotzdem die spekulativen Vorschla¨ge genutzt werden, wird eine
Reihenfolge etabliert.
Dieses Konzept wird durch den in Kap. 4.4.3 beschriebenen Mutationslevel
realisiert.
4.6.3 Hypothesen aufgrund von Fassadenbildern
Im Folgenden werden Hypothesen betrachtet, die auf in Fassadenbildern digi-
talisierten 2D-Objekten beruhen.
Weitere hier integrierbare Ansa¨tze zur Extraktion von Informationen aus Fassa-
denbildern finden sich in [Koehl u. Ga¨ıotti 2004].
Zur Kennzeichnung, ob zu einem globalen Punkt p der zugeho¨rige lokale Punkt
p2d in einem Bild oder der lokale 3D-Punkt p3d in einem 3D-Segment gemeint
ist, wird die Syntax p2d bzw. p3d genutzt.
4.6.3.1 Wandgeraden und -ecken
Die folgende Betrachtung gilt fu¨r zwei Fla¨chen mit einer gemeinsamen Kante,
deren gemeinsame Kante und die direkt daran angrenzenden Kanten in min-
destens einem Bild sichtbar sind.
Grenzen zwei Fla¨chen so aneinander, dass sie genau eine gemeinsame und un-
gefa¨hr vertikale Strecke haben, so handelt es sich oft um einen dieser drei Fa¨lle:
1. Beide Fla¨chen liegen in einer Ebene im Raum und es handelt sich z.B.
um die Fortsetzung einer Hauswand.
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Abbildung 4.16: Typische Sicht auf angrenzende Fla¨chen bei Hausecken bzw.
-wa¨nden.
2. Beide Fla¨chen liegen im Raum rechtwinklig zueinander und es handelt
sich z.B. um eine Hausecke.
3. Es handelt sich um eine rechtwinklige Hausecke in die andere Richtung.
4.6.3.1.1 Fa¨lle und Wahrscheinlichkeit Ist eine der beiden Fla¨chen be-
kannt, so soll die andere gescha¨tzt werden. In Abb. 4.16 sind sechs typische
Fa¨lle dargestellt, wobei die bekannte Fla¨che grau gefu¨llt ist. Diese Fa¨lle sind
in der Praxis oft noch perspektivisch verzerrt (Abb. 4.17).
Es wird versucht, anhand der 2D-Lage der Fla¨chen auf die Wahrscheinlichkeit
der drei obigen Fa¨lle zu schließen. Da Ausrichtung, La¨nge und Abstand der
einzelnen Linien zueinander von der betrachteten Perspektive abha¨ngen, wird
die Richtungsa¨nderung genutzt.
Im Folgenden wird die gerichtete Multilinie von a durch b bis c (Abb. 4.16) als
Oberkante und die Multilinie von i u¨ber j nach k als Unterkante bezeichnet.
Es seien e = b − a und f = c − b die Vektoren der Oberkante und eˆ, fˆ ih-
re Einheitsvektoren. Selbiges gilt mit g = j − i, h = k − j und gˆ, hˆ fu¨r die
Unterkante. Es werden wieder die drei ha¨ufigsten Fa¨lle betrachtet:
Gerade Wand In genau diesem Fall gibt es sowohl bei der Ober- als auch
bei der Unterkante keine Richtungsa¨nderung (Abb. 4.16, 3+4 und Abb. 4.17)
und es gilt |eˆ2d − fˆ2d| = 0 = |gˆ2d − hˆ2d|. Der ”Worst Case“ ist erreicht, wenn
beide Kanten entgegengesetzt gerichtet sind und |eˆ2d − fˆ2d| = 2 = |gˆ2d − hˆ2d|
gilt. Die Gu¨te g1 ∈ [0, 0.5] kann daher durch
g1 = 0.5− 18
(∣∣∣eˆ2d − fˆ2d∣∣∣+ ∣∣∣gˆ2d − hˆ2d∣∣∣) (4.35)
berechnet werden. Der Faktor 1/8 ergibt sich durch die auf 0.5 normierte Sum-
me beider Worst-Case-Fa¨lle.
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Fall 3, 4 Fall 1, 6
Abbildung 4.17: Reale Sicht auf angrenzende Fla¨chen bei Hausecken bzw. -wa¨nden
Ecke auf den Betrachter zu Fu¨r Fall 2 und 5 wird angenommen, dass
sich die Oberkante ungefa¨hr im rechten Winkel nach oben und die Unterkante
rechtwinklig nach unten a¨ndert (Abb. 4.16). Dies ist je nach Perspektive etwas
anders, aber erfasst die Tendenz der Kante nach außen und ist daher ein sinn-
voller Richtwert.
Durch eine Drehung von f2d =
(
fx
fy
)
um 90 Grad nach rechts und h2d =
(
hx
hy
)
um 90 Grad nach links wird dieser Fall auf den obigen Fall der geraden Wand
projiziert. Aus den Formeln A.12, A.11 und 4.35 folgt damit fu¨r die Gu¨te g2:
g2 = 0.5− 18
(∣∣∣∣∣eˆ2d −
(̂
fy
−fx
)∣∣∣∣∣+
∣∣∣∣∣gˆ2d −
(̂−hy
hx
)∣∣∣∣∣
)
(4.36)
Ecke vom Betrachter weg Fu¨r Fall 1 und 6 (Abb. 4.16) folgt a¨quivalent
zu Formel 4.36 unter Optimierung auf eine Rechtskurve der Ober- und eine
Linkskurve der Unterkante:
g3 = 0.5− 18
(∣∣∣∣∣eˆ2d −
(̂−fy
fx
)∣∣∣∣∣+
∣∣∣∣∣gˆ2d − ̂
(
hy
−hx
)∣∣∣∣∣
)
(4.37)
4.6.3.1.2 Berechnung Es wird nur die Berechnung der beiden unbekann-
ten und direkt an die gemeinsame Kante grenzenden Punkte betrachtet. Da
anschließend mindestens vier Punkte der Fla¨che berechnet sind, ergibt sich die
restliche Fla¨che durch weitere Verfahren der evolutiona¨ren Entwicklung, be-
sonders der Mutation und Rekombination.
Der neu zu berechnende Punkt ergibt sich aus dem angrenzenden Punkt der
gemeinsamen Kante (b3d oder j3d), einem Richtungseinheitsvektor v̂3d und
einem Faktor r:
c3d = b3d + r0 · v̂0,3d , k3d = j3d + r1 · v̂1,3d (4.38)
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Im Fall der geraden Kante gilt v̂0,3d = ê und v̂1,3d = ĝ3d. Andernfalls wird der
auf der bekannten Fla¨che senkrecht stehende Vektor v3d = e3d × (j3d − b3d)
mit je nach Richtung der Ecke passendem Vorzeichen genutzt.
Fu¨r den Faktor r la¨sst sich leider anhand des Bildes kein sicherer Wert er-
mitteln, jedoch ist eine Scha¨tzung anhand des Verha¨ltnisses der La¨ngen der
2D-Strecken mo¨glich:
r0 =
|f2d|
|e2d| , r1 =
|h2d|
|g2d| (4.39)
Dies ist zwar nicht ganz korrekt, ergibt aber als Scha¨tzung besonders bei den
zu erwartenden kleinen Distanzen bei Dachvorspru¨ngen, Hauseinga¨ngen und
Reklametafeln einen sinnvollen Wert.
4.6.3.2 Rechtwinklige Ecken und gleiche Ebenen bei Parallelfla¨chen
Diese Methode ra¨t ausgehend von Parallelfla¨chen 90-Grad-Ecken und in einer
Ebene liegende Fla¨chen. Es werden die Bezeichner und Fa¨lle aus Abb. 4.16
genutzt. Dieses Verfahren wurde implementiert und erfolgreich getestet (Kap.
6.3.2.5).
Algorithmus Es werden in den untersuchten Bildern alle Parallelfla¨chen F1
betrachtet, die dort mindestens zwei gemeinsame und sichtbare Punkte mit
einer weiteren Fla¨che F2 besitzen. Weiterhin sollte F2 noch unbekannte Punk-
te haben, damit eben diese berechnet werden ko¨nnen. Die beiden genutzten
gemeinsamen Punkte b und j sollten topologisch nah beisammen sein, es soll-
ten also keine weiteren gemeinsamen Punkte bei Nutzung des ku¨rzesten Weges
zwischen ihnen liegen. Es werden in F2 die an b und j angrenzenden und nicht
in F1 liegenden Punkte c und k ermittelt. Gelingt dies nicht, wird abgebrochen.
Eine Ebene Ist F2 auch eine Parallelfla¨che (z.B. Fall 3 und 4, gparF > 0.9),
so liegen aufgrund der gemeinsamen Punkte beide Fla¨chen in einer Ebene und
es kann ein neues Segment erzeugt werden, welches alle im Bild sichtbaren
Punkte von F1 und F2 entha¨lt. Die Koordinaten werden, da alle Punkte in
einer Ebene liegen, den Bildkoordinaten entnommen und mit Null als dritter
Dimension erga¨nzt.
Es werden alle Punkte von F1 mit der zugeho¨rigen Parallelfla¨chengu¨te (Kap.
4.3.2.5) versehen: gp = gp,old · gparF . Dies ist die Basis. Die restlichen Punkte
werden als hinzugescha¨tzt betrachtet und erhalten, da sie aus der Annahme
zweier Parallelfla¨chen folgen, das mit einem konstanten Faktor abgeschwa¨chte
Produkt beider Wahrscheinlichkeiten: gp = gp,old · gparF1 · gparF2
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Rechter Winkel Ist F2 keine Parallelfla¨che (z.B. Fa¨lle 1, 2, 5 und 6, gparF <
0.8), so ko¨nnte es sich um eine 90-Grad-Ecke handeln. Hierbei ist zu kla¨ren,
ob sich die Ecke dem Betrachter na¨hert (z.B. Fall 2 und 5) oder sich von ihm
entfernt (z.B. Fall 1 und 6).
Da F1 eine Parallelfla¨che ist, kommen sich die angrenzenden Strukturen bei
sich entfernenden Ecken im Bild na¨her beziehungsweise laufen bei auf den
Betrachter zukommenden Ecken im Bild weiter auseinander. Ein erster Ansatz
wa¨re, die Distanzen |b2d − j2d| und |c2d − k2d| zu vergleichen. Dies ist jedoch
bei komplizierten Fla¨chenverla¨ufen problematisch. Daher wird alternativ der
Abstand zu dem Bildmittelpunkt m verglichen. Sich entfernende und im Bild
zusammenstauchende Ecken na¨hern sich, auf den Betrachter zulaufende Ecken
entfernen sich von m. Durch den Vergleich von je zwei Werten ergibt sich ein
gutes Kontrollinstrument.
• |b2d − m2d| > |c2d − m2d| und |j2d − m2d| > |k2d − m2d|: Ecke vom
Betrachter fort
• |b2d − m2d| < |c2d − m2d| und |j2d − m2d| < |k2d − m2d|: Ecke zum
Betrachter hin
Trifft keiner der beiden Fa¨lle zu, so sind die Annahmen zu vage und es wird
keine Hypothese abgegeben.
Das neue Segment erha¨lt die im Bild sichtbaren Punkte von F1 mit deren Bild-
koordinaten und der Parallelfla¨chengu¨te als Faktor zu der bisherigen Gu¨te zur
Abbildung einer mo¨glichen Verzerrung. Da F2 keine Parallelfla¨che ist, werden
nur die beiden an F1 angrenzenden Punkte c3d und k3d berechnet und erga¨nzt.
Deren x- und y-Koordinaten entsprechen dem zugeho¨rigen b2d bzw. j2d des
neuen Segmentes und werden fu¨r den rechten Winkel mit v als z-Wert verse-
hen.
Das Vorzeichen von v ergibt sich aus der Richtung der Ecke und ist negativ
bei einer Ecke zum Betrachter. Der Betrag kann leider nur gescha¨tzt werden
und wird, sicherlich etwas zu klein, aus den Bildkoordinaten anhand |b2d−c2d|
bzw. |j2d−k2d| entnommen. Mangels einer Bewertung wird die Gu¨te auf einen
operatorenspezifischen festen Wert (z.B. 0.4) gesetzt.
4.6.3.3 Betrachtung der Perspektive
Eine weitere Hypothese setzt den perspektivischen Mittelpunkt eines Parallel-
bildes auf den Bildmittelpunkt und entscheidet bei festgestellten Ecken deren
Richtung. Ausgehend von einer Parallelfla¨che wird untersucht, ob sich die neue
Kante vom ”perspektivischen Mittelpunkt“ entfernt oder sich ihm anna¨hert.
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Abbildung 4.18: Beispiel Einbuchtung mit Perspektive
Entfernt sie sich, so kommt sie dem Betrachter entgegen.
In Abb. 4.18 befindet sich der perspektivische Mittelpunkt z.B. zwischen der
”3“ und der ”5“. Wird ausgehend von Fla¨che F1 die angrenzende Fla¨che F2
betrachtet und eine Ecke festgestellt (z.B. anhand der unteren Kanten), so
na¨hern sich beide an die gemeinsamen Punkte angrenzenden Kanten von F2
(oben und unten) dem Mittelpunkt und kennzeichnen dadurch eine Kante vom
Betrachter weg. Gleiches gilt fu¨r die von F1 aus untersuchte Fla¨che 4 oder 5.
Wird dagegen von Fla¨che 3 ausgehend Nummer 2, 4 oder 5 betrachtet, so ent-
fernen sich diese vom Mittelpunkt und zeigen daher eine Ecke zum Betrachter
an.
Ausgehend von der ha¨ufig auftretenden Betrachterposition konnte die Zuverla¨s-
sigkeit durch Herabsetzung von my auf 1/3 der Bildho¨he verbessert werden.
4.6.3.4 Rechtwinklige Ecken und gleiche Ebenen von allgemeinen
Fla¨chen
Auch dieses Verfahren sucht nach rechtwinkligen Ecken zwischen angrenzenden
Fla¨chen oder stellt fest, dass sie in einer Ebene liegen. Es wurde implementiert
und erfolgreich getestet (Kap. 6.3.2.5).
4.6.3.4.1 Annahmen Es wird von zwei an einander angrenzenden Fla¨chen
F1, F2 und einem Bild Pic ausgegangen:
• Die Basis F1 ist komplett und das Ziel F2 noch nicht vollsta¨ndig im Raum
berechnet.
• F1 ist mindestens teilweise in Pic sichtbar, wobei mindestens zwei an-
grenzende Punkte sichtbar sein mu¨ssen.
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Abbildung 4.19: Fla¨chen und Bezeichner in Kap. 4.6.3.4
• F2 ist in Pic voll sichtbar, aber in keinem anderen Bild. Diese Ein-
schra¨nkung entlastet photogrammetrische und andere sicherere Verfah-
ren: Es wird nur gescha¨tzt, wenn es keinen anderen Weg gibt.
• Die Fla¨chen haben mindestens 2 gemeinsame angrenzende Punkte.
4.6.3.4.2 Algorithmus Seien nach Abb. 4.19 die gemeinsamen Punkte der
Fla¨chen a und b sowie die an a angrenzenden und nicht gemeinsamen Punkte
c und, je nach Fall, e ermittelt, dann ko¨nnen folgende Fa¨lle auftreten:
Fall 1 Hat im Bild b2d − a2d die gleiche Richtung wie a2d − c2d, dann lie-
gen beide Fla¨chen vermutlich in einer Ebene. Entscheidend ist der Betrag der
Differenz der normalisierten Richtungsvektoren:
a =
∣∣∣∣ b2d − a2d|b2d − a2d| − a2d − c2d|a2d − c2d|
∣∣∣∣ (4.40)
Zeigen beide Vektoren in dieselbe Richtung, folgt a = 0. Sind sie entgegenge-
setzt, folgt a = 2. Unterschreitet a einen Grenzwert (hier: 0.1), so ist dieser
Fall erfu¨llt und erha¨lt die Gu¨te g = 1− 0.5 · a.
Fall 2 Ist e2d sichtbar und hat im Bild e2d − a2d die gleiche Richtung wie
a2d − c2d, so liegen die Fla¨chen in einer Ebene (Abb. 4.20a). Analog zu Fall 1
folgt
a =
∣∣∣∣ a2d − e2d|a2d − e2d| − c2d − a2d|c2d − a2d|
∣∣∣∣ (4.41)
mit gleichem Grenzwert und Gu¨te.
Fall 3 und 4 Da diese Fa¨lle besonders spekulative, aber dennoch oft hilf-
reiche Hypothesen sind, besitzen sie einen hohen Mutationslevel (Kap. 4.4.3).
Durch sie ko¨nnen Dachsimse, Einga¨nge, Tafeln und andere rechtwinklige Vor-
spru¨nge und Einbuchtungen aus einem einzigen Bild generiert werden. Abb.
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(a) (b) (c) (d)
Abbildung 4.20: Beispiele fu¨r (a) Fall 2, (b) Fall 3, (c) Fall 3 und (d) Fall 4
4.20 zeigt skizzenhaft einen Dachsims (c) und eine Einbuchtung (d).
Als Voraussetzung muss e2d sichtbar sein und a2d, c2d und e2d mu¨ssen sich
bezu¨glich ihrer X-Achse auf derselben Seite vom Bildmittelpunkt m2d befin-
den.
Es wird untersucht, ob die gerichtete Strecke von e2d u¨ber a2d bis c2d nach links
oder rechts abbiegt. Ist die Kru¨mmung unwesentlich, so wird keine Hypothese
ausgefu¨hrt. Wie in Abb. 4.20b zu erkennen ist, ha¨ngt die Richtungsa¨nderung
von dem Bildsektor der A¨nderung (bei Punkt a2d) und der genutzten Strecken-
richtung ab. Sind c2d und e2d vertauscht, so negiert sich bei gleicher Geometrie
die Richtungsa¨nderung.
Es sei Fall 3 die Ecke zum Betrachter (Abb. 4.20b+c) und Fall 4 die Ecke
in die Ferne (Abb. 4.20d). Es wird die mit einem Pfeil und den passenden
Punktbezeichnern in Abb. 4.20c dargestellte Situation betrachtet: Eine Links-
kurve verursacht Fall 3. Entsprechend wu¨rde eine Rechtskurve Fall 4 ergeben.
Wu¨rden sich a2d, c2d und e2d jedoch rechts vom Bildmittelpunkt m2d befin-
den, so mu¨sste das bisherige Ergebnis invertiert werden. Dies la¨sst sich an der
rechten Außenkante nachvollziehen, die wegen der anderen Kurvenrichtung so-
mit auch Fall 3 ergibt. Nun ko¨nnten noch e2d und c2d vertauscht sein. Daher
wird untersucht, ob e2d, a2d und c2d in dieser Reihenfolge bezu¨glich der Y-
Achse aufsteigend oder absteigend angeordnet sind. Trifft keiner dieser beiden
Mo¨glichkeiten zu, so findet aus Sicherheitsgru¨nden keine Hypothese statt. Je
nach genutztem Koordinatensystem muss bei einer dieser Mo¨glichkeiten das
Ergebnis wieder invertiert werden.
Alternativ zu dieser auf eine Anordnung der Punkte bezu¨glich der Y-Achse
fixierten Lo¨sung kann eine a¨quivalente Hypothese hinsichtlich der X-Achse er-
folgen.
Aufgrund der zahlreichen Bedingungen und Unwa¨gbarkeiten wird die Gu¨te auf
einen niedrigen konstanten Wert gesetzt.
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Fall 5 Ist e im Bild nicht sichtbar und steht a2d − b2d grob rechtwinklig auf
a2d − c2d, so liegen vermutlich beide Fla¨chen in einer Ebene. Aufgrund der
perspektivischen Verzerrung wird sich oft kein echter 90-Grad-Winkel finden.
Zur U¨berpru¨fung dient das Skalarprodukt
a5 =
a2d − b2d
|a2d − b2d| ·
a2d − c2d
|a2d − c2d| ∈ [−1, 1] (4.42)
welches optimalerweise 0 sein sollte, aber wegen der Verzerrung auf einen
großzu¨gigen Wertebereich (hier: [−0.3, 0.3]) beschra¨nkt wird. Die Berechnung
von c3d ist nur dann sinnvoll, wenn im 3D-Segment a3d − b3d rechtwinklig zu
a3d−e3d steht. Dies ergibt sich wieder aus dem Skalarprodukt mit einem dies-
mal engeren Wertebereich (hier: [−0.2, 0.2]). Die Gu¨te von c ergibt sich aus
der Nullabweichung von a5 durch g = 1− |a5|.
Fall 5 tritt beispielsweise dann ein, wenn der untere Teil einer Wand bereits in
3D ermittelt ist und im Bild ihr oberer Teil zu sehen ist, wobei dort nur die
gemeinsame horizontale Kante als Schnittmenge existiert.
4.6.3.4.3 Beispiel Abb. 4.21a zeigt ein Parallelbild mit digitalisierten mar-
kanten Fla¨chen. Es werden keine weiteren Daten genutzt oder gesetzt.
Die Berechnung ergibt das gewu¨nschte Zielmodell (Abb. 4.21b+c). Ein Blick
in die Logdatei des Zielmodells (geku¨rzter Ausschnitt)
CEstimateIn1Pic: Add new P3d, logicCase=2, rating=0.38445
description: E-A-C on one line, a=179, b=182, e=200
CEstimateIn1Pic: Add new P3d, logicCase=1, rating=0.38422
description: B-A-C on one line, a=182, b=185, e=179
CEstimateIn1Pic: Add new P3d, logicCase=3, rating=0.18911
description: come to viewer of polyA, a=213, b=210,e=191,sd=1
CEstimateIn1Pic: Add new P3d, logicCase=3, rating=0.18911
description: come to viewer of polyA, a=210, b=213,e=194,sd=-1
ergibt, dass das vorgestellte Verfahren gegriffen hat und u.a. die Fa¨lle 2, 1 und
3 ermittelt und bewertet wurden. Das Zielmodell wurde insgesamt mit einer
Gu¨te von 0.69 bewertet. Da alle Objekte dargestellt sind, entspricht die Gu¨te
der Fitness.
4.6.3.5 Vertikale Wa¨nde
Ist bereits eine Wandfla¨che berechnet, so ko¨nnen angrenzende Fla¨chen mit Ver-
fahren aus Kap. 4.6.3.4 oder Kap. 4.6.3.1 ermittelt werden.
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Abbildung 4.21: Rechtwinklige Ecken und gleiche Ebenen von allgemeinen Fla¨chen:
Aus lediglich (a) einem Bild werden relative Lage und Absta¨nde gescha¨tzt und als (b)
untexturiertes bzw. (c) texturiertes 3D-Modell dargestellt
Das folgende Verfahren behandelt Fa¨lle ohne Ausgangswand und geht von
vorhandenen oder bereits gebildeten Grundrissen aus. Daher ist es auch in
der Beispielimplementation (Kap. 6.3.2.5) aus Gru¨nden der Performance mit
der Grundrissinterpolation (Kap. 4.6.4.1) verflochten. Es werden Punkte in
Grundrissen und Bildern wie in Kap. 4.6.4.1 zusammen gebracht und bei Be-
darf weitere Grundrisspunkte interpoliert.
Wird nun in einem Bild eine Parallelfla¨che gefunden, deren untere Punkte auch
im aktuellen Grundriss vorhanden sind, so wird eine vertikale Wand angenom-
men und die oberen Punkte gescha¨tzt. Dazu werden sie anhand ihrer X-Position
im Bild entsprechend der dort und im Grundriss sichtbaren Punkte im Grund-
riss interpoliert. Dies ergibt die X- und Y-Werte der neuen 3D-Punkte. Der
Z-Wert ergibt sich aus den Bildkoordinaten, indem im Bild das Lot auf die
Grundrissstrecke gefa¨llt und die La¨nge mit Hilfe einer im Bild und Grundriss
bekannten Strecke skaliert wird.
Die Gu¨te der neuen Punkte setzt sich aus der Parallelfla¨chengu¨te und der
Punktgu¨te der genutzten Ausgangspunkte zusammen.
Ein auf der Grundrissinterpolation aufbauendes Beispiel ist in Abb. 4.28 zu
sehen.
4.6.3.6 Enthaltener Punkt
Liegt ein Punkt p in einem Bild auf einer Strecke oder ihrer Verla¨ngerung,
deren Endpunkte bereits in 3D bekannt sind, so kann er interpoliert werden.
Voraussetzung ist, dass p2d in allen Bildern, wo er und die Strecke sichtbar
sind, an anna¨hernd gleicher relativer Position auf der Strecke liegt.
Die Gu¨te setzt sich aus der Gu¨te der Endpunkte nach relativer Position sowie
der genauen Lage auf der Strecke und gleicher relativer Position in den Bildern
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Haus
Hindernis
A
C B
Abbildung 4.22: Schra¨ge Aufnahmen bei einem Hindernis (Sterntor in Bonn)
zusammen.
U¨bliche Fa¨lle sind aneinander grenzende Wa¨nde unterschiedlicher Ho¨he oder
auch Andockkanten von Schildern an Hauswa¨nden.
4.6.3.7 Entzerrung von Parallelvierecken
Ein Parallelviereck ist eine Parallelfla¨che mit vier Punkten und bietet damit
einen angenehmen Fall zur Entzerrung. Weiterhin tritt dieser Fall ha¨ufig auf
und ist in den untersuchten Situationen leicht einzubringen.
Die beiden Hauptanwendungsgebiete dieser erzwungenen Entzerrung sind ers-
tens die Korrektur von Ungenauigkeiten bei der Aufnahme und der Kamera
bei Parallelfla¨chen und zweitens die Erzeugung von Parallelfla¨chen aus seit-
lichen Aufnahmepositionen. Der zweite Fall wird praxisrelevant, wenn z.B.
aufgrund o¨rtlicher Einschra¨nkungen keine frontalen Aufnahmen von Ha¨user-
fronten mo¨glich sind.
In Abb. 4.22 ist neben der Aufsichts-Skizze ein konkretes Beispiel aus der
Bonner Innenstadt (Vivatsgasse) zu sehen, wo die zu erfassende Ha¨userfront
(rechts) durch ein altes Tor mit Turm (links) verdeckt wird.
4.6.3.7.1 Voraussetzungen Damit keine photogrammetrisch berechenba-
ren und andere komplexe Fa¨lle beeintra¨chtigt werden, sollte die zu entzerrende
Fla¨che in keinem anderen Bild komplett sichtbar sein.
Die Anzahl der Ecken wird auf vier festgelegt, da sonst eine automatische Ent-
zerrung nicht eindeutig identifizierbar und damit nicht praktikabel ist. Mo¨glich
ist lediglich ein Workaround fu¨r vier echte und beliebig viele ”falsche Ecken“,
die zwar in der Struktur als Punkte existieren, aber nur Hilfspunkte auf der
Strecke zwischen zwei ”echten“ Punkten sind. Dieser erweiterte Fall la¨sst sich
auf den 4-Punkte-Fall abbilden.
Weiterhin wird von einer konvexen Form der Fla¨che und einer Punktverteilung
ausgegangen, die eine Zuordnung gema¨ß Abb. 4.23 gestattet.
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Abbildung 4.23: Vierecksentzerrung
4.6.3.7.2 Berechnung In der den Voraussetzungen entsprechenden Fla¨che
wird durch interne Rotation der Punkte in der Fla¨chendefinition der Punkt
links unten im Bild als Startpunkt festgelegt (Abb. 4.23, Schritt 1 nach 2).
Dies schafft eine einheitliche Ausgangskonfiguration.
Ist (z.B. durch vorangehende Verfahren) eine Wahrscheinlichkeit zur Entzer-
rung vorgegeben, so wird diese als Gu¨te verwendet oder nicht entzerrt, falls
diese Null betra¨gt. Andernfalls wird die global vorgegebene konstante Gu¨te
gModul genutzt.
Die Entzerrung geschieht durch Berechnung neuer Eckpunkte und entsprechen-
der Interpolation des Fla¨cheninhaltes.
Neue Eckpunkte Punkt 1 wird u¨bernommen und als X-Wert fu¨r Punkt
2 genutzt, dessen Y-Wert auch in Punkt 3 eingeht. Punkt 4 setzt sich aus
dem X-Wert von Punkt 3 und dem Y-Wert von Punkt 1 zusammen. Diese
Transformation ist in Abb. 4.23 von Schritt 2 nach 3 dargestellt.
Interpolation des Fla¨cheninhaltes Bei der U¨bertragung von Punkten
zwischen dem alten (verzerrten) und dem neuen (entzerrten) Bild werden beide
Richtungen genutzt: Zur Generierung der neuen Textur wird fu¨r jeden Punkt
des neuen Bildes der zugeho¨rige des alten Bildes ermittelt und seine Farb-
werte u¨bertragen. Werden weiterhin im Viereck liegende lokale 2D-Punkte
u¨bertragen, so wird ihre neue Position anhand der alten Koordinaten ermittelt.
Werden nur zwei Vektoren wie bei der Fla¨chenvervollsta¨ndigung bzw. Punkt-
u¨bertragung genutzt, so kann das Ergebnis durch die auf das ganze Bild u¨ber-
tragene lokale Verzerrung stark verfa¨lscht werden. Abhilfe schafft die Interpo-
lation bei Vierecken aus Kap. 4.5.3.5. Dabei werden Punkte von Pic1 nach
Pic2 u¨bertragen, indem ihre relative Position i, j in Pic1 anhand Formel 4.27
ermittelt und in Pic2 nach Formel 4.25 daraus die neue Position berechnet
wird.
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Abbildung 4.24: Probleme bei der einfachen Entzerrung
(a) (b) (c)
Abbildung 4.25: Eine sehr schra¨g aufgenommene Fassade (a) im Original, (b)
einfach entzerrt und (c) mit Bildinterpolation
In Abb. 4.24 wurden beispielhaft die enthaltenen Strecken mit der Punktu¨ber-
tragung, der Bildinhalt jedoch mit der Interpolation bei Vierecken u¨bertragen.
Das beschriebene Verfahren wurde implementiert (Kap. 6.3.2.5) und erfolgreich
getestet.
4.6.3.7.3 Probleme Die beiden Achsen (X, Y) werden nicht korrekt zu-
einander skaliert. Es kann daher eine Stauchung oder Streckung auftreten, die
aber durch Einpassungen im weiteren Verlauf der EA korrigiert werden sollte.
4.6.3.7.4 Bildinterpolation bei schra¨ger Aufnahme Bei sehr schra¨g
aufgenommenen Fassaden tritt ein weiteres Problem auf. Trotz a¨hnlicher Ho¨he
aller Etagen in der Realita¨t werden diese perspektivisch verzerrt und daher
mit zunehmendem Abstand immer kleiner. Dies ist beispielhaft in Abb. 4.25
zu sehen. Aufgrund der verzerrten Aufnahme (a) werden die Fensterkacheln
bei einfacher Entzerrung, wie sie auch oft manuell mit Bildverarbeitungssoft-
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Abbildung 4.26: Das Viereck wird zur Fla¨chenberechnung in ein Parallelogramm
und ein Dreieck unterteilt
ware durchgefu¨hrt wird, nach oben hin immer kleiner. Das Erdgeschoss ist
u¨berma¨ßig groß dargestellt (b).
Eine deutliche Verbesserung ohne Kenntnis der Kameraparameter la¨sst sich er-
reichen, indem die Bildpunkte bei der Entzerrung nicht linear interpoliert, son-
dern proportional zu der betroffenen Fla¨che umgerechnet werden. So entspre-
chen beispielsweise die unteren 3 Prozent (bzgl. der Ho¨he) des im Originalbild
markierten Vierecks der Fla¨che der oberen 10 Prozent (bzgl. der Ho¨he). Daher
wird das Original im Beispiel von unten nach oben immer langsamer durch-
laufen und die Verzerrung minimiert (Abb. 4.25c). Das Viereck aus Abb. 4.25a
ist beispielhaft in Abb. 4.26 dargestellt. Durch Unterteilung in ein Parallelo-
gramm und ein Dreieck berechnet sich die Fla¨che zu Fges = FDreieck + FPar =
c · (b − a)/2 + a · c. Es wird vereinfachend angenommen, dass Ober- und Un-
terkante parallel zueinander sind. Die ku¨rzere Kante wird mit a, die la¨ngere
mit b bezeichnet. Der umgekehrte Fall ergibt sich analog durch einfache Ver-
tauschung.
Es sei nun ein gewu¨nschter Fla¨chenanteil i ∈ [0..1] von a Richtung b gegeben.
Gesucht ist der zugeho¨rige Streckenanteil j ∈ [0..1] von c, so dass das Viereck
wunschgema¨ß unterteilt wird. Es gilt damit
iF = ajc+ jc(b− a)j/2. (4.43)
Dies la¨sst sich zu
j2 +
ac
c(b− a)/2j −
i(ac+ c(b− a)/2)
c(b− a)/2 = 0 (4.44)
umstellen, zu
j2 +
2a
(b− a)j −
i(2a+ (b− a))
(b− a) = 0 (4.45)
vereinfachen und mit der pq-Formel lo¨sen. Durch die Voraussetzung j ∈ [0..1]
bleibt nur eine der beiden Lo¨sungen u¨brig.
Es fa¨llt auf, dass c vollsta¨ndig eliminiert werden kann. Dies erkla¨rt sich durch
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die Berechnung von Verha¨ltnissen, bei denen der wirkliche Abstand von a und
b unerheblich ist.
Sind a und b nicht genau parallel zueinander (z.B. Abb. 4.25), so werden auf-
grund des robusten Verfahrens (c geku¨rzt) und der anteilsma¨ßig kleinen Diffe-
renzfla¨che zum Fall mit parallelen Kanten weiterhin gute Resultate erzielt.
4.6.4 Hypothesen aufgrund von Grundrissen
Im Folgenden werden auf Grundrissmodellen aufbauende Hypothesen vorge-
stellt.
4.6.4.1 Grundrissinterpolation
Ziel ist es, detaillierte Daten aus Bildern innerhalb weniger detaillierter Grund-
risse zu interpolieren. In Abb. 4.27 ist beispielhaft dargestellt, wie sich zwei 3D-
Punkte s1 und s2 eines groben Grundrisses zu den zahlreichen Punkten in den
aufgenommenen Photos verhalten ko¨nnen. Durch Analyse der in den Bildern
digitalisierten Fla¨chen ko¨nnen weitere Punkte zwischen s1 und s2 gescha¨tzt
werden.
4.6.4.1.1 Annahmen und Bedingungen Es gibt einen Grundriss, in
dem die Punkte s1 und s2 direkt durch eine Kante miteinander verbunden
sind. s1 und s2 sind jeweils in mindestens einem Bild enthalten. Gesucht wird
eine horizontale Verbindung aus 2D-Punkten von s1 bis s2, die bei Bedarf durch
mehrere Bilder fu¨hren kann.
Weiterhin mu¨ssen beim U¨bergang zwischen Bildern mindestens zwei korrespon-
dierende Punkte beider Bilder existieren, damit die Maßsta¨be der Strecken
passend umgerechnet werden ko¨nnen. Dies ist no¨tig, da aufgrund variabler
Aufnahmedistanz die Verbindung stu¨ckweise in verschiedenen Maßsta¨ben vor-
liegen kann.
Es wird erwartet, dass die Verbindung jeweils parallel zur Bildfla¨che verla¨uft.
Unter der Annahme grob ebenerdiger Grundrisse wird der Steigungswinkel des
betreffenden Streckenabschnitts zur Bewertung herangezogen.
4.6.4.1.2 Berechnung Fu¨r alle Segmente Seg vom Typ Grundriss werden
alle dort enthaltenen Punkte a betrachtet. Weiterhin werden alle a nutzenden
Fla¨chen F betrachtet und dort festgestellt, ob der in F auf a folgende Punkt b
auch in Seg enthalten ist. Fu¨r die so erhaltenen Grundrisstrecken (a,b) wer-
den im Folgenden interpolierbare Zwischenpunkte gesucht. Die Gegenrichtung
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Abbildung 4.27: Ein Grundriss wird durch detailliertere Bilddaten interpoliert
(b,a) ist a¨quivalent und wird daher nicht betrachtet.
Es wird von a ausgegangen und dieser als aktueller Punkt pcurr gesetzt. Die
bereits besuchten Punkte werden in einer Liste gespeichert. Um spa¨ter korrekt
u¨ber die verschiedenen Bildmaßsta¨be interpolieren zu ko¨nnen, wird ein Skalie-
rungsfaktor scale bezu¨glich des ersten verwendeten Bildes mitgefu¨hrt und mit
Eins initialisiert. Zu jedem Punkt wird die bereits umgerechnete Strecke zum
Folgepunkt vermerkt.
Da sich die gesuchte Kante in den Bildern von a aus nach rechts oder links
bewegen kann, werden nacheinander beide Fa¨lle untersucht.
START: Es werden alle Bilder pic betrachtet, in denen pcurr sichtbar ist. In den
dort sichtbaren und pcurr enthaltenden Fla¨chen F1 werden bei ausreichender
Parallelfla¨chengu¨te gparF (hier: 0.5) die beiden an pcurr angrenzenden Punkte
nacheinander als ptest auf ihre Eignung untersucht.
Ist ptest auch im zuletzt untersuchten Bild picold sichtbar, so wird dieses statt
des aktuellen pic genutzt. Somit wird vermieden, dass Ecken fa¨lschlicherweise
als geradlinig erachtet werden, weil fu¨r jede Einzelstrecke ein Bild existiert, in
dem sie horizontal sichtbar ist. Ecken, die in einem Bild vollsta¨ndig horizontal
verlaufen, sollten nicht vorkommen bzw. ko¨nnen zu einer falschen Hypothese
fu¨hren.
Es werden die 2D-Positionen p2d,curr,p2d,test zu den Punkten pcurr und ptest
im Bild ermittelt und verglichen. Je nach Fall wird nur eine Fortsetzung im
Bild nach rechts bzw. links akzeptiert.
Weiterhin wird die Steigung und, falls pic = picold gilt, die Steigungsa¨nderung
untersucht und fu¨r eine Gu¨teberechnung gcurr genutzt, in der sich die Stei-
gung optimalerweise nicht a¨ndert und horizontal verla¨uft. Zur Verhinderung
von Endlosschleifen darf weiterhin ptest noch nicht im Weg enthalten sein.
Zusa¨tzlich muss, falls pic 6= picold, mindestens ein weiterer gemeinsamer Punkt
pcheck in beiden Bildern existieren, damit die Skalierung zwischen den Bildern
berechnet werden kann.
Von allen ptest wird dasjenige mit der besten gcurr ermittelt und an denWeg an-
geha¨ngt. Hat sich das Bild gea¨ndert, so wird scale anhand der 2D-Koordinaten
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(a) (b)
(c)
Abbildung 4.28: Grundriss-Beispiel: Aus (a) dem Grundriss und (b) den
Fassadenbildern entsteht (c) der interpolierte Grundriss mit Fassade.
aktualisiert:
scalenew = scale · |pcurr,picold − pcheck,picold ||pcurr,pic − pcheck,pic| (4.46)
Die auf globalen Maßstab skalierte Wegstrecke vom pcurr nach ptest ergibt sich
durch scalenew · |pcurr,pic − ptest,pic|.
pcurr muss nicht in picold enthalten sein und ist daher als pcheck-Ersatz unge-
eignet.
Wird kein ptest gefunden, so wird erfolglos abgebrochen. Wird dagegen b er-
reicht, so ist eine Verbindung ermittelt. Andernfalls werden die Werte auf-
geru¨ckt, also ptest nach pcurr, pic nach picold, . . . und bei START weitergesucht.
Wurde ein Weg mit einer ausreichenden Durchschnittsgu¨te gefunden, so wer-
den die Zwischenpunkte anhand a, b und der global skalierten Streckenla¨ngen
interpoliert und mit der Durchschnittsgu¨te versehen.
Das beschriebene Verfahren wurde implementiert (Kap. 6.3.2.5) und erfolgreich
getestet.
4.6.4.1.3 Beispiel Ein rudimenta¨rer Grundriss wurde in einem Ausschnitt
eines Stadtplans digitalisiert (Abb. 4.28a). Es wurden Fassadenbilder aufge-
nommen und dort einfache Strukturen digitalisiert (Abb. 4.28b).
Bei der Berechnung wird der Grundriss wunschgema¨ß interpoliert. Abb. 4.28c
zeigt die obere rechte Kante des Grundrisses mit den wie in Abb. 4.28a gefa¨rb-
ten lokalen 3D-Punkten. Die interpolierten Punkte sind grau dargestellt und
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Abbildung 4.29: Ungenau rekonstruierter Balkon
dienen als Basis fu¨r die anhand anderer Verfahren aufgestellten Fassaden.
Die richtige Positionierung und Skalierung der Fassaden belegt den ordnungs-
gema¨ßen Ablauf.
4.6.5 Hypothesen aufgrund von 3D-Modellen
Der folgende Abschnitt stellt auf 3D-Modellen beruhende Hypothesen vor.
4.6.5.1 Feinkorrektur
In Abb. 4.29 ist ein aus den ersten beiden Bildern photogrammetrisch unge-
nau rekonstruierter Balkon zu sehen. Das Ergebnis entspricht zwar ungefa¨hr
der Erwartung, aber besonders die an die Hauswand grenzende untere Balkon-
kante verla¨uft leicht schra¨g zu der Ebene der Hauswand, anstatt sich in diese
einzufu¨gen.
Zur Korrektur ko¨nnen Punkte p, die einen Mindesabstand d zu einer Fla¨che F
unterschreiten, durch ihr Lot auf F eingepasst werden.
Damit Strecken als ganzes eingerechnet werden, auch wenn ein Endpunkt den
Mindestabstand knapp u¨ber- und einer ihn unterschreitet, wird bei Einpassung
eines Endpunktes der Mindestabstand fu¨r die topologisch angrenzenden Punk-
te auf beispielsweise 2d erho¨ht.
Damit nicht fa¨lschlicherweise auf winzige Fla¨chen eingerechnet wird, muss
d in gewissen Grenzen (Hauswand, keine Bodenkachel) von der Wurzel des
Fla¨cheninhalts abha¨ngen.
Die Ebene durchdringende Strecken sind besondere Kandidaten fu¨r knapp um
die Ebene schwankende Linien und werden bereits bevorzugt, da sie durch Nut-
zung beider Seiten den doppelten Gesamtabstand haben du¨rfen.
Weiterhin wird bei Strecken ihr Winkel zu F beru¨cksichtigt und fast parallele
Strecken werden bevorzugt eingerechnet.
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(a) (b) (c)
Abbildung 4.30: Punkte in Fla¨chen: Das (a) Ausgangsbild, das (b) Ergebnis und
(c) eine Detailsicht
4.6.5.2 Punkte in Fla¨chen
In der Realita¨t kommen ha¨ufig Objekte vor, die ”auf einer Fla¨che sitzen“. Die
Basisfla¨che ist oft eine Hauswand, kann aber auch eine Bodenkachel oder ein
sonstiges Objekt sein. Exemplarisch wird die an der Wand sitzende Alarman-
lage aus Bild 4.30 betrachtet. Eine große Fla¨che F1 beschreibt den Abschnitt
der Hauswand. Darauf ist die Alarmanlage als Quader skizziert, die zwar durch
andere Verfahren in sich korrekt rekonstruiert, aber nicht auf die Wand einge-
passt wird. Daher werden die drei im Ausgangsbild schwarz markierten und in
der Ebene der Hauswand liegenden Punkte manuell als solche markiert. Dazu
wird von F1 zu den Punkten jeweils eine Relation ”parallel zu“ beziehungsweise
”Punkt liegt in Fla¨che“ definiert. Um beide Teile zu kombinieren, genu¨gen drei
linear unabha¨ngige Punkte.
Ein zu einer Fla¨che paralleler Punkt bedeutet hier, dass der Lotfusspunkt auf
der Fla¨che bekannt ist und so, ggf. mit vorgegebenem Abstand, den Punkt
beschreibt.
Voraussetzungen und Berechnung Ist eine Fla¨che sowie ein in gleicher
Ebene liegender Punkt in (mindestens) einem Bild sichtbar, so kann dieser
nach folgendem Verfahren interpoliert werden:
Es werden alle in dem zu untersuchenden 3D-Segment Seg vollsta¨ndig enthal-
tenen Fla¨chen F mit zugeordneten in selber Ebene liegenden oder parallelen
Punkten durchlaufen. Dazu werden jeweils die Bilder pic untersucht, welche
F komplett beinhalten. Dort werden alle in gleicher Ebene wie F liegende
und nicht in F enthaltenen in 3D unbekannten Punkte p3d berechnet, in-
dem p3d anhand der 2D-Punkte interpoliert wird. Es werden drei Bildpunkte
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p0,2d,p1,2d,p2,2d der Fla¨che ermittelt, deren Vektordarstellung
e2d = p1,2d − p0,2d
f2d = p2,2d − p0,2d
eine hohe 2D-Aufspanngu¨te ergibt. Damit wird sichergestellt, dass die Punkte
nicht linear abha¨ngig von einander sind und so die weitere Rechnung verhin-
dern.
Es werden die Skalare u und v mittels LGS ermittelt, die im Bild durch
p2d = p0,2d + ue2d + vf2d
den in der Ebene der Fla¨che liegenden Punkt p2d ergeben. Da sich laut Defini-
tion auch die 3D-Darstellung in einer Ebene bewegt, kann der 2D-Fall hierauf
durch
p3d = p0,3d + u(p1,3d − p0,3d) + v(p2,3d − p0,3d)
u¨bertragen werden.
Die Gu¨te des berechneten Punktes wird entsprechend aus den Gu¨te-Werten
der drei verwendeten Punkte gewonnen.
Das Ergebnis ist in Abb. 4.30 (b) und (c) sichtbar. Das beschriebene Verfahren
wurde implementiert und erfolgreich getestet (Kap. 6.3.2.5).
Erweiterte Nutzung Zusa¨tzlich zu in Fla¨chen liegenden Punkten werden
durch die vorgestellte Methode auch Punkte und Fla¨chen berechnet, die parallel
zu einer Basisfla¨che sind und einen vorgegebenen Abstand haben. Die Relation
”Objekt A ist parallel zu B mit Abstand d“ kann auch von anderen Modu-
len gesetzt werden und bietet so eine besondere Form der Modellierung. Bei-
spielsweise wurde in der praktischen Implementierung ein interaktives Modul
zur schnellen Erstellung von Dachstrukturen (Sattel-, Walm- oder Pyramiden-
dach) implementiert, welches Da¨cher auf vorhandene Klo¨tzchen (Flachda¨cher)
anhand obiger Relation einfu¨gt. Durch diese relative Modellierung ha¨ngt das
Dach an dem Geba¨ude und folgt A¨nderungen des Geba¨udes (z.B. Anpassung
der Traufho¨he oder Verschiebung). Abb. 4.31 zeigt ein auf diese Weise mit
Da¨chern versehenes Klo¨tzchenmodell.
4.6.6 Bewertung
Es wurden Hypothesen aufgrund von Fassadenbildern, Grundrissen und 3D-
Modellen betrachtet und untersucht. Dieser schon recht umfangreiche Pool an
Operatoren la¨sst sich durch weitere Spekulationen sowohl zu diesen als auch
zu weiteren Datenquellen erweitern.
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Abbildung 4.31: Da¨cher auf Fla¨chen
Es wurde gezeigt, dass die vorgestellten Verfahren unter gu¨nstigen oder sogar
ha¨ufigen Bedingungen wu¨nschenswerte Resultate liefern und diese oft sinnvoll
bewerten. Jedoch mu¨ssen aufgrund der spekulativen Ausgangslage auch zahl-
reiche Irrla¨ufer erwartet werden. Dies stellt kein Problem dar, sondern ist Teil
des EA-Konzepts. Erst durch die Kombination vieler Quellen und Verfahren
entfaltet der vorgestellte Ansatz im Laufe der evolutiona¨ren Berechnung seine
volle Sta¨rke.
Wie die Evaluation in Kap. 5 zeigt, ko¨nnen trotz spa¨rlicher Ausgangsdaten
hiermit gute Ergebnisse erzielt werden.
Kapitel 5
Evaluation
In diesem Kapitel wird das vorgestellte Verfahren anhand praktischer Beispiele
untersucht. Die einzelnen Operatoren wurden bereits isoliert in ihren jeweili-
gen Kapiteln betrachtet. Im Folgenden wird erst ihr Zusammenspiel anhand
ausgewa¨hlter Fa¨lle und dann ein Gesamttest mit umfangreichen Szenen unter-
sucht.
5.1 Einfu¨hrung
Die folgenden Testfa¨lle entstammen echten praktischen Anwendungen, teils
auch durch die in Kap. 5.4 genannten Anwender, und wurden erst nach dem
Abschluss der Modellierung analysiert. So wurde sichergestellt, dass kein Test-
fall auf ein erstrebtes Analyseergebnis hin optimiert wurde.
Um nicht den Rahmen der Arbeit zu sprengen, wird nur eine repra¨sentative
Auswahl von Datensa¨tzen im begrenzten Umfang betrachtet. Die Vielzahl und
besonders die Komplexita¨t der Modelle sowie die heterogenen Wege zu dem
jeweiligen Zielmodell zeigen die Leistungsfa¨higkeit des Systems.
Fu¨r eine Einscha¨tzung der angegebenen Laufzeiten sei auf die genutzte Hard-
und Software in Kap. 6.2 verwiesen.
In einigen Beispielen findet sich der Stammbaum der Berechnung . Dies ist eine
graphische Darstellung der evolutiona¨ren Entwicklung, wobei die Ausgangsseg-
mente in den Bla¨ttern und die letzte Generation unter der Wurzel zu finden
sind. Um die Anschaulichkeit zu wahren, wird nur ein kleiner Teil der Operato-
ren im graphischen Stammbaum dargestellt. Besonders die vielen Operatoren
der Mutation finden sich in den jeweiligen Knoten als Mutations-Log , das eine
lineare Auflistung der auf diesem Segment ausgefu¨hrten Operatoren darstellt.
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(a) (b) (c) (d)
Abbildung 5.1: Zusammenfu¨gen eines importierten VRML-Datensatzes mit
Bildern: (a)-(c) die Ausgangsmodelle und (d) das Ergebnis
5.2 Test kombinierter Operatoren
Es werden spezielle Herausforderungen in kleinen Szenen untersucht. Dabei
spielen heterogene Datenquellen, Operatoren und Bewertungen bei der EA
eine Rolle.
5.2.1 Einfache Rekombination
In Abb. 5.1 ist das Zusammenfu¨gen eines Klo¨tzchenmodells mit Bildern bei-
spielhaft dargestellt. Das als VRML vorliegende Klo¨tzchenmodell (duisburg-
.wrl, Abb. 5.1a) wird als Segment und die Bilder (Abb. 5.1b) als Segmente
einer Segmentliste (hier: Sequenz) in einem Projekt abgelegt (Abb. 5.1c).
Zur Verbindung wurden 4 Punkte der Unterkante sowie die entsprechenden 4
Punkte entlang der Dachrinne aus der Sequenz mit den in Abb. 5.1a unten
rechts befindlichen Punkten verknu¨pft.
Das berechnete Ergebnis ist in Abb. 5.1d dargestellt. Entlang der Turmsa¨ule
sind auf Boden- sowie auf Dachrinnenho¨he Verengungen erkennbar: Das Haus
wirkt an diesen Stellen wie zusammengezogen. Ursache sind die dort vorhande-
nen gemeinsamen Punkte der heterogenen Ausgangsdaten, die fu¨r eine korrekte
Kombination zu eng beisammen liegen. Dies wiederum liegt daran, dass beide
Teile dieses Tests in Wirklichkeit nicht zusammen geho¨ren und passen.
Die Bilddaten wurden durch ein photogrammetrisches Verfahren zu einem 3D-
Modell gewandelt.
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Abbildung 5.2: Photogrammetrie und Entzerrung am Beispiel eines Balkons:
(a),(b) Ausgangsdaten und (c),(d) Ergebnis
Abbildung 5.3: Der Stammbaum der Berechnung bei der Balkon-Kombination
5.2.2 Photogrammetrie und Entzerrung anhand eines Balkons
Beispielhaft wird eine Hauswand mit einem Balkon erfasst. Die beiden genutz-
ten Aufnahmen mit den eingetragenen Fla¨chen sind in Abb. 5.2 (a) und (b)
zu sehen. In (c) und (d) ist eine 3D-Sicht des Resultats von zwei Perspektiven
aus dargestellt. Abb. 5.3 zeigt den Stammbaum der Berechnung und damit die
letztendlich erfolgreichste Evolutionslinie.
Der dargestellte Fall ist komplexer, als er auf den ersten Blick wirkt: Es gibt
10 Punkte, die in beiden Bildern sichtbar sind. Dies ist das Viereck der Haus-
wand sowie der Balkon ohne die oberen an die Hauswand angrenzenden Ecken,
welche nur jeweils in einem Bild sichtbar sind.
Der mit ”Init C2Dm-Pics“ bezeichnete Teil taucht zweifach auf und entha¨lt das
photogrammetrisch berechnete Ergebnis der in beiden Bildern vorkommenden
Punkte. Hinzu kommen die nach Kap. 4.6.3.7 entzerrten und mit ”Init CNew-
PolygonDeskew“ bezeichneten Vierecke. Hierbei handelt es sich um die beiden
seitlichen Balkonfla¨chen, die aufgrund von Verdeckung nur in jeweils einem
Bild vollsta¨ndig sichtbar sind.
Durch Rekombination (merge) der entzerrten Balkonfla¨chen mit jeweils einer
photogrammetrischen Lo¨sung wird dort jeweils der fehlende Punkt der entspre-
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Abbildung 5.4: Rundwand (a) als Klo¨tzchenmodell, (b) mit durch Bilddaten
interpoliertem Grundriss und (c) mit Wa¨nden auf dem Grundriss
chenden Seitenfla¨che erga¨nzt. Die Zusammenfu¨hrung dieser beiden Segmente
fu¨hrt zu der gesuchten und vollsta¨ndigen Lo¨sung.
5.2.3 Modellierung einer breiten, gewo¨lbten Fassade
Im Folgenden wird eine Fassade rekonstruiert, die angena¨hert im Klo¨tzchen-
modell existiert (Abb. 5.4a), jedoch untexturiert ist. Weiterhin liegen Fassaden-
bilder vor. Jedoch ist es aufgrund fehlender markanter Punkte nicht mo¨glich,
zwischen den Bilddaten und dem Klo¨tzchenmodell Korrespondenzen zu fin-
den. Lediglich Start- und Endpunkt der langen Fassade sind erkennbar. In
den Fassadenbildern sind Fla¨chen digitalisiert und u¨ber die gesamte La¨nge
der Fassade miteinander verbunden. Durch die Grundrissinterpolation (Kap.
4.6.4.1) ergibt sich eine geradlinige Verbindung u¨ber die La¨nge der Fassade
(Abb. 5.4b). Auf den neuen Grundrisspunkten werden Wa¨nde gescha¨tzt (Abb.
5.4c). Nun kann das Klo¨tzchenmodell auf halbtransparent geschaltet werden
und es werden Korrespondenzen zwischen der neuen Grundrisslinie und der
Kru¨mmung der Fassade des Klo¨tzchenmodells ermittelt (Abb. 5.5a) und er-
fasst.
Obwohl das Segment ein Berechnungsergebnis ist, wirkt sich die Erfassung von
Korrespondenzen auf alle Segmente und somit auch auf die Ausgangsdaten
aus, da es sich hier um Operationen auf globalen Objekten handelt.
Bei erneuter Berechnung werden die restlichen Grundrisspunkte zwischen den
neuen Korrespondenzen interpoliert und es entsteht die gewu¨nschte Kru¨mmung
mit Texturen aus den Fassadenbildern (Abb. 5.5b).
5.2.4 Digitalisierung eines Grundrisses auf ein Luftbild
Um einen Grundriss aus einem Luftbild zu gewinnen, wird dieses in ein neues
Segment importiert und dort der Grundriss auf dem Luftbild manuell digitali-
siert. Ein Grundriss-Flag kann den Operatoren anzeigen, dass es sich hier um
ein rein zweidimensionales Modell handelt.
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Abbildung 5.5: Rundwand (a) mit halbtransparentem Klo¨tzchenmodell,
Grundrisswand aus Abb. 5.4c und angedeuteten visuell gefundenen Korrespondenzen
sowie (b) mit gesetzten Korrespondenzen
(a) (b) (c) (d)
Abbildung 5.6: Rekonstruktion eines Satteldaches ohne Ho¨henangaben: (a)
Ausgangsbild, (b) Ausgangssegment in 3D, (c) Ausgangsluftbild und (d) Ergebnis
Werden mehrere angrenzende Luftbilder kombiniert, so genu¨gt zwischen zwei
Bildern eine leichte U¨berschneidung mit zwei gemeinsamen Punkten zur kor-
rekten Verknu¨pfung. Der erste Punkt dient als Angelpunkt, der zweite liefert
den Maßstab und die Rotation.
Zur Vermeidung von Ungenauigkeiten aufgrund von Verzerrungen sollten hier-
zu Orthophotos verwendet werden.
5.2.5 Rekonstruktion eines Satteldaches ohne Ho¨henangaben
Als Ausgangsdaten wurden eine Fassadenaufnahme, ein Klo¨tzchenmodell ohne
Da¨cher und ein Luftbild verwendet (Abb. 5.6 a-c). In der Fassadenaufnahme
wurden markante Fla¨chen digitalisiert und zur Verbesserung der Entzerrung
eine Hilfsfla¨che erga¨nzt. Die entsprechenden Fla¨chen im Luftbild entstanden
durch Einpassung eines existierenden Grundrisses.
Bei der Eingabe dieses Falles wurde vorerst nur die Vervollsta¨ndigung der
Fassade im Zielmodell angestrebt. Erfreulicherweise wurde jedoch nicht nur die
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Abbildung 5.7: Ausgangsdaten bei der Rekonstruktion einer breiten Fassade: (a)
Grundriss und (b) Basismodell
Fassade vollsta¨ndig rekonstruiert, sondern zusa¨tzlich noch das gesamte Dach
des Geba¨udes.
Eine Analyse der evolutiona¨ren Entwicklung anhand des Stammbaumes und
der Mutations-Log-Meldungen ergab: Durch Hypothesen aufgrund von Fassa-
denbildern (Kap. 4.6.3) und angenommenen Punkten in einer Ebene mit einer
Fla¨che (Kap. 4.5.3.4) wurde die Fassade erwartungsgema¨ß aus Abb. 5.6 a+b
rekonstruiert.
Sei F1 die zur Straße zeigende und in Abb. 5.6 markierte Dachfla¨che sowie F2
die der Straße abgewandte Dachfla¨che. Die beiden aus dem Klo¨tzchenmodell
stammenden Punkte von F1 wurden durch die vervollsta¨ndigte Fassade um den
vorderen Firstpunkt erga¨nzt.
Nun waren sowohl drei 3D-Punkte von F1 bekannt und F1 im Luftbild voll-
sta¨ndig sichtbar, so dass neben einigen weiteren Modulen auch die Fla¨chenver-
vollsta¨ndigung (Kap. 4.5.3.3) gegriffen hat.
Dieser Effekt ist a¨quivalent mit F2 eingetreten und die bessere Variante fu¨r den
hinteren Firstpunkt hat sich durchgesetzt (Abb. 5.6 d).
5.2.6 Rekonstruktion einer breiten Fassade ohne Hilfspunkte
In der Praxis lassen sich große Fassaden selten auf einem einzelnen Photo abbil-
den, da sich der Betrachter durch ra¨umliche Beschra¨nkungen (schmale Straßen,
Hindernisse) nicht beliebig weit entfernen kann, ohne dass die Fassade durch
Hindernisse verdeckt wird.
Im vorliegenden Fall liegt jedoch ein Grundriss mit teilweise sehr langen Stre-
cken vor, die im daraus mit Geba¨udeho¨hen generierten Klo¨tzchenmodell sehr
große Fassadenfla¨chen verursachen. Daher kann eine Fla¨che des Klo¨tzchen-
modells nur durch mehrere Fassadenphotografien abgedeckt werden. Abb. 5.7
zeigt den Grundriss und das Klo¨tzchenmodell im Ausgangszustand.
Die evolutiona¨re Berechnung liefert das in Abb. 5.8c dargestellte Ergebnis.
Dort wurden die breiten Ausgangsfla¨chen in die in den Fassadenbildern digita-
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lisierten Abschnitte unterteilt.
Eine Analyse des Stammbaumes (Abb. 5.8a) liefert drei besonders relevante
Stellen:
Erstens hat die auf unterster Ebene befindliche Kopie des Ausgangsgrundrisses
in ihrem Mutations-Log 7 Eintra¨ge der Art
Grundriss-Weg gefunden: 625 nach 2882. La¨nge: 4, Gu¨te: 0.95
Grundriss-Weg gefunden: 15680 nach 15684. La¨nge: 3, Gu¨te: 0.95
Grundriss-Weg gefunden: 15680 nach 15727. La¨nge: 3, Gu¨te: 0.95
Grundriss-Weg gefunden: 11701 nach 15082. La¨nge: 8, Gu¨te: 0.95
Hier wurde der Grundriss anhand Kap. 4.6.4.1 durch die feineren Strukturen
der Bilder erga¨nzt. Das Resultat in Abb. 5.8c hat erwartungsgema¨ß auf der
untersuchten unteren Kante deutlich mehr Punkte als das Ausgangsmodell in
Abb. 5.7a.
Zweitens werden durch die Rekombination (Kap. 4.5.2) des erweiterten Grund-
risses mit dem Ausgangsklo¨tzchenmodell zu dem in Abb. 5.7a markierten Seg-
ment die interpolierten Grundrisspunkte in das 3D-Modell u¨bernommen.
Drittens zeigt das Mutations-Log des markierten Segmentes u.a. die weite-
re Nutzung dieser neuen Informationen durch die zwei ha¨ufig vorkommenden
Eintragsarten
Merge: Erga¨nzung von Segment ’Init CNewPolygon(27319)’(7 Punkte)
anhand 5 gemeinsamer Punkte. Das Ergebnis hat 775 Punkte,
davon 2 neu ermittelt. Gu¨te: 0.6411424974521921
Merge: Erga¨nzung von Segment ’Init CNewPolygon(17928)’(10Punkte)
anhand 9 gemeinsamer Punkte. Das Ergebnis hat 773 Punkte,
davon 1 neu ermittelt. Gu¨te: 0.6566788869828456
und
QuadPolygonCorrect: Punkt 11032 erga¨nzt (Polygon 11026)
QuadPolygonCorrect: Punkt 11061 erga¨nzt (Polygon 11048).
Ersterer beschreibt die multiple Rekombination (Kap. 4.5.2.7) mit Parallel-
fla¨chen (Kap. 4.5.1.3), die so fehlende Punkte erga¨nzen. Im Fall von konvexen
Vierecken wird der fehlende 3D-Punkt auch anhand Kap. 4.5.3.5 ermittelt.
5.3 Gesamttest
Die folgenden Fa¨lle entstammen der praktischen Arbeit mit der bereits praxis-
reifen Umsetzung der entworfenen Verfahren 3dw . Es werden gro¨ßere Projekte
vorgestellt und die Einsetzbarkeit der Verfahren untersucht.
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Abbildung 5.8: Ergebnisanalyse bei der Rekonstruktion einer breiten Fassade: (a)
Stammbaum, (b) der erga¨nzte Grundriss und (c) das erweiterte Klo¨tzchenmodell
5.3.1 Schadow-Arkaden
Im Zentrum von Du¨sseldorf befinden sich die Schadow-Arkaden, deren Ha¨user-
block im Folgenden modelliert wird.
5.3.1.1 Ausgangsmodelle und ihre Erfassung
Ein Orthophoto (Abb.5.9a) sowie ein ALK-Datensatz mit Grundrissinforma-
tionen waren bereits vorhanden. Diese Datengrundlage existiert in den meisten
Sta¨dten bereits. Weiterhin waren die Geba¨ude der ALK mit Geschosszahlen
versehen.
Der Ha¨userblock wurde an einem Vormittag in einem 45-minu¨tigen Rundgang
mit einer Digitalkamera mit zusa¨tzlichem Weitwinkelobjektiv durch 85 Fassa-
denphotos erfasst (Abb.5.9c).
Aus der ALK mit Geschosszahlen wurde mit einem GIS [CPA-GeoInformation
2006] vollautomatisch ein Basismodell (Abb.5.9b) abgeleitet. Das Basismodell
besitzt keine Texturen, keine Dachformen und auch keine Bodenplatte.
5.3.1.2 Analyse
Neben den teilweise falschen Geba¨udeho¨hen fa¨llt besonders eine noch im ver-
gangenen Jahrhundert abgeschlossene Baumaßnahme auf: Die in Abb. 5.9c
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Abbildung 5.9: Ausgangsmodelle der Schadow-Arkaden: (a) Luftbild, (b)
Basismodell und (c) eines der 85 Fassadenphotos
sichtbare Ha¨userecke mit Turm ist in der ALK noch nicht vorhanden und als
fast freies Grundstu¨ck mit kleinem Pavillion unten in der Mitte in Abb.5.9b zu
sehen. Die angrenzenden Geba¨ude stimmen jedoch und ko¨nnen als Referenz-
punkte dienen.
Weiterhin sind oft, beispielsweise rechts in Abb.5.9c, viele Geba¨ude einer lan-
gen Fassade zu einem Geba¨udeobjekt zusammengefasst. Daher zieht sich eine
Wandfla¨che u¨ber viele Fassadenphotos.
Zusa¨tzlich ist die lange Fassade oben links in Abb.5.9b nach außen gekru¨mmt
und besitzt im Basismodell u¨ber la¨ngere Strecken keinen markanten Punkt,
mit dem die Fassadenphotos referenziert werden ko¨nnten. Dieser Fall wurde
bereits in Kap. 5.2.3 behandelt.
5.3.1.3 Eingabe und Veredelung der Ausgangsmodelle
Das Anlegen eines 3dw -Projekts und Einlesen der Ausgangsdaten erfolgte in-
nerhalb weniger Minuten. Der wesentliche Arbeitsaufwand ergab sich erwar-
tungsgema¨ß durch die Digitalisierung markanter Fla¨chen in den Fassadenpho-
tografien. Hierbei wurden in je einem Bild vollsta¨ndig sichtbare Fla¨chen des
Klo¨tzchenmodells durch Einpassung der Stu¨tzpunkte in das Bild u¨bertragen
und weiterhin u.a. die in Kap. 5.2 betrachteten Fa¨lle durchgefu¨hrt. Zusa¨tzlich
wurde ein Luftbild importiert und der Grundriss hierauf referenziert.
Die gesamte Eingabe und Veredelung wurde an einem Vormittag durchgefu¨hrt.
5.3.1.4 Berechnung und Ergebnis
Die Berechnung wurde in ca. 9 Sekunden durchgefu¨hrt, wobei der erste Durch-
lauf zusa¨tzlich noch wenige Minuten fu¨r die erstmalige Entzerrung der Bilder
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Abbildung 5.10: Zielmodell der Schadow-Arkaden: Detailansichten
beno¨tigte. Dabei entstanden 1046 Individuen in 31 Generationen. Unter den
77 Individuen der letzten Generation befinden sich 75 einzelne Fla¨chen mit
einer maximaler Fitness von 0.0036, ein leicht erweiterter Grundriss mit einer
Fitness von 0.3131 und das in Abb. 5.10 und Abb. 5.11 dargestellte Zielmodell
mit einer Fitness von 0.9202.
Im Zielmodell ist die inkonsistende Ecke aus Abb. 5.9b korrekt rekonstruiert
(Abb. 5.10a), wobei der komplexe Turm in den Ausgangsdaten nur in 2 Bildern
vorhanden und prima¨r mit photogrammetrischen Verfahren rekonstruiert und
durch andere Module verfeinert wurde. In 5.10b sind zwei weitere Tu¨rme sicht-
bar, die auch nur aus wenigen Bildern und mit u.a. maßgeblicher Beteiligung
der Fla¨chenvervollsta¨ndigung entstanden sind.
Abb. 5.11 zeigt zwei U¨bersichten des Ha¨userblocks sowie beispielhaft einen klei-
nen Ausschnitt des Zielmodell-Stammbaumes, bei dem in der tiefsten darge-
stellten Ebene die photogrammetrische Rekonstruktion (C2Dm) des Eckhauses
(Abb. 5.10a) aus zwei Bildern erfolgt und das Resultat mit weiteren Segmenten
rekombiniert wird.
In 3dw ko¨nnen die Stufen des dargestellten Stammbaumes einzelnen betrachtet
und die schrittweise Evolution untersucht werden. So ko¨nnen von der Verbin-
dung des komplexen Eckturmes mit dem Klo¨tzchenmodell alle Verfeinerungen
bis zum vollsta¨ndig texturierten und geometrisch ausgepra¨gten Ergebnis ab-
schnittsweise untersucht werden.
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Abbildung 5.11: Zielmodell der Schadow-Arkaden: U¨bersicht
5.3.2 Wilhelmstraße
In die Ausgangsbilder aus Abb. 4.3 (bzw. 5.12a) wurden homologe Punkte und
Fla¨chen digitalisiert. Es wurden keine weiteren Eingangsdaten vorgegeben.
Das Zielmodell in Abb. 5.12b ist mangels gegebener 3D-Punkte willku¨rlich ska-
liert, aber in sich korrekt rekonstruiert.
Die Analyse des Stammbaumes des Zielmodells (Abb. 5.12c) ist einfach: Von
den 3 Ausgangsbildern wurden 2 ausgewa¨hlt und aus ihnen das Ergebnis mit
einem photogrammetrischen Verfahren rekonstruiert. Die anderen drei Kom-
binationsmo¨glichkeiten (Bild 3+5, 5+6, 3+5+6) wurden wegen schlechterer
Bewertung eliminiert (Kap. 4.5.5) und werden daher nicht angezeigt.
5.3.3 Du¨sseldorf Altstadt
Ausgehend von Fassadenbildern und groben Klo¨tzchenmodellen ohne Da¨cher,
Texturen und Details wurde die Du¨sseldorfer Altstadt modelliert.
Die teilweise durch Farben ersetzten (Da¨cher) oder gea¨nderten (Innenhof) Tex-
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Abbildung 5.12: Eine Hausecke in Siegburg (Wilhelmstr.): (a) Ausgangsbild, (b)
Ergebnis und (c) Stammbaum
turen wurden derart vom Auftraggeber gewu¨nscht. Grundrisse wurden aus den
Klo¨tzchenmodellen abgeleitet.
Die Ausgangsdaten wurden in mehrere Blo¨cke unterteilt, welche nach Bedarf
in dem einen 3dw -Projekt aktiv oder inaktiv geschaltet werden konnten. Ex-
emplarisch wird Block 8+9 untersucht.
Abb. 3.4a zeigt das Klo¨tzchenmodell und Abb. 5.13a das Luftbild. Der wesent-
liche Arbeitsaufwand bestand wie u¨blich in der Digitalisierung von Punkten
und Fla¨chen in den Fassadenbildern.
Zusa¨tzlich zu den im Stammbaum (Abb. 5.13b) sichtbaren Operationen finden
sich in den Mutations-Logs der jeweiligen Individuen bis zu 30 Eintra¨ge, die
fast alle implementierten Module abdecken und von einer komplexen Entste-
hung zeugen. In 45 Generationen wurden 6361 Individuen erzeugt, von denen
am Ende 521 u¨brig waren. Das Zielmodell in Abb. 5.14b hob sich mit einer
Gu¨te von 95,22% deutlich ab (sonst < 85%). Die Berechnung dauerte knapp 3
Minuten.
Abb. 5.14a zeigt ein auch in das Zielmodell eingegangenes Individuum im ers-
ten Teil der Entwicklung und veranschaulicht so, wie u¨ber viele Operatoren
das Zielmodell schrittweise erreicht wird.
5.3.4 Heiligendamm
In Heiligendamm wurden mehrere Straßenzu¨ge modelliert. Dazu wurden wie-
der untexturierte Klo¨tzchenmodelle, Grundrisse und Fassadenbilder genutzt.
In 24 Generationen wurden 859 Individuen erzeugt, von denen am Ende noch
24 aktiv waren. Das Zielmodell hob sich mit einer Fitness von 98% klar ab
5.4. 3dw als Produkt 139
(a) (b)
Abbildung 5.13: Altstadt Du¨sseldorf: (a) Luftbild und (b) Stammbaum
(sonst < 60%).
Dank der recht detaillierten Ausgangsdaten traten hauptsa¨chlich die Fla¨chen-
vervollsta¨ndigung (Kap. 4.5.3.3) sowie die Rekombination auf und die Berech-
nung wurde in knapp 4 Sekunden abgeschlossen.
Abb. 5.15 zeigt einen Ausschnitt des Zielmodells.
5.4 3dw als Produkt
Die in der vorliegenden Arbeit entwickelten Verfahren wurden in das Softwa-
reprodukt 3dw umgesetzt. Das Konzept und die praktische Realisierung haben
sich bewa¨hrt und wurden in das Vertriebsprogramm der Firma CPA Geo-
Information aufgenommen. Aktuell (Juni 2006) beweist das Verfahren in Form
von 3dw bei den folgenden Institutionen seine Praxistauglichkeit:
• Kataster- und Vermessungsamt Landkreis Bad Doberan
• GeoInformation Bremen, Eigenbetrieb des Landes Bremen
• Vermessungs- und Katasteramt Du¨sseldorf
• Vermessungs- und Katasteramt Dortmund
• Firma CPA Geo-Information, Siegburg
• Katasteramt Kreis Recklinghausen
• Vermessungs- und Katasteramt Mu¨nster
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Abbildung 5.14: Altstadt Du¨sseldorf: (a) Zwischenergebnis und (b) Zielmodell
Abbildung 5.15: Heiligendamm: Ausschnitt des Zielmodells
Kapitel 6
Implementation
Die vorgestellten Verfahren wurden vom Autor in das Computerprogramm 3dw
umgesetzt. Dieses Kapitel gibt einen Einblick in die praktische Realisierung.
Dabei werden die verwendete Hard- und Software sowie Aspekte von 3dw be-
trachtet.
6.1 Einfu¨hrung
Aufgrund der Komplexita¨t des Systems wird hier keine umfassende Beschrei-
bung geliefert, sondern es werden lediglich interessante Teilaspekte angeschnit-
ten. Zur na¨heren Bescha¨ftigung mit 3dw sei u.a. auf das zugeho¨rige Benutzer-
handbuch verwiesen.
6.2 Genutzte Werkzeuge
Es wird die zur Realisierung verwendete Hard- und Software knapp vorgestellt.
Genutzte Hardware
Das vorgestellte System stellt keine besonderen Anforderungen an die genutzte
Hardware.
Zur Entwicklung und Evaluation wurde ein Standard-PC mit 2.0 GHz Takt-
frequenz, 1 GB RAM, Intel Pentium 4 und eine NVIDIA GeForce3 Grafikkarte
mit 128 MB Speicher sowie fu¨r einen zweiten Bildschirm eine SiS 5598/6326
mit 8 MB Speicher genutzt. Die Konfiguration als Dual-Monitor hat sich beim
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Setzen von Referenzen sehr bewa¨hrt.
Fu¨r die Fassadenbilder wurden unterschiedliche Standard-Digitalkameras ver-
wendet (u.a. Canon PowerShot A200), im Fall der Schadow-Arkaden (Kap.
5.3.1) eine hochqualitative Digitalkamera mit Fischauge-Objektiv.
Es hat sich herausgestellt, dass aufgrund der immensen Datenmengen ein aus-
reichender Arbeitsspeicher (ca. 500MB bis 1 GB) wichtiger ist als ein schneller
Prozessor.
Genutzte Software
Als Software zur Entwicklung von 3dw wurde Java 1.5 von SUN (JDK), Java3D
1.3 [SUN 2006] und die Eclipse-Entwicklungsumgebung der Eclipse Foundation
(eclipse.org) verwendet.
Besonderer Wert wurde auf ein modulares und objektorientiertes Design gelegt.
Die objektorientierte plattformunabha¨ngige Sprache Java bot sich wegen ihres
einheitlichen Aufbaus, einer umfangreichen Klassenbibliothek und Stabilita¨t
an. Dieses Konzept konnte durch Java3D um eine objektorientierte Schnittstel-
le fu¨r 3D-Graphik erweitert werden. Die zugrunde liegende Hardwareschnitt-
stelle (OpenGL oder DirectX) wird durch einen Szenengraphen gekapselt, der
wie bei einem von der Decke ha¨ngenden Mobile sowohl Transformationen als
auch Objekte in einer baumartigen Struktur verwaltet. Java3D unterstu¨tzt ob-
jektorientierte Benutzerinteraktion in der 3D-Sicht.
Zum Entwurf werden die UML-Modellierungswerkzeuge Together von Borland
und EclipseUML verwendet.
6.3 3dw
Die entwickelten Verfahren wurden vom Verfasser in das Softwareprodukt 3dw
umgesetzt. Aufgrund des Umfangs der Arbeit werden nur wenige Punkte dieser
praktischen Umsetzung knapp angesprochen. Fu¨r weitere Informationen wird
auf die API-Dokumentation von 3dw , das zugeho¨rige Benutzerhandbuch sowie
auf den Verfasser verwiesen. Die Beispiele der Arbeit wurden mit 3dw erstellt
und analysiert.
6.3.1 Benutzeroberfla¨che
Die Benutzeroberfla¨che besteht aus einer Baumansicht (links) und einem kon-
textsensitiven Teil (rechts). Die Baumansicht stellt eine visuelle Sicht der Daten
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Abbildung 6.1: 3dw-Benutzeroberfla¨che
dar, wobei auch Einstellungen und spezielle Funktionen als Elemente model-
liert sind. Je nach Wahl eines Elementes wird rechts eine kontextsensitive Sicht
angezeigt.
Abb. 6.1 zeigt beispielhaft ein 3D-Segment des Projekts Heiligendamm im 3D-
Editor. Neben der Visualisierung ko¨nnen die Daten auch bearbeitet werden.
Ein Rechtsklick auf eine Fla¨che erzeugt das dargestellte Kontextmenu¨, welches
eine Navigation durch referenzierte Objekte ermo¨glicht.
Im konkreten Fall ist die gewa¨hlte Fla¨che in einem Ausgangsbild und in ei-
nem von einem Operator generierten Bild vollsta¨ndig sichtbar. Durch Wahl
der jeweiligen Eintra¨ge werden neue kontextsensitive Fenster geo¨ffnet und lie-
fern eine Oberfla¨che zu den zugeho¨rigen Daten. Die Wahl eines Punktes ruft
ein a¨hnliches, auf Punkte zugeschnittenes Kontextmenu¨ hervor.
6.3.2 Klassenstruktur der Modulsysteme
Im Folgenden werden nach einer Einleitung mehrere Modulsysteme von 3dw
vorgestellt. Abschließend erfolgt eine Bewertung.
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6.3.2.1 Einleitung
Das Programm wurde mit den UML-Modellierungswerkzeugen Together von
Borland und spa¨ter EclipseUML entworfen und bearbeitet. Beide Werkzeu-
ge beherrschen die bidirektionale Konvertierung zwischen UML-Klassendia-
grammen und JAVA-Quelltext. Mit den Werkzeugen und auf Basis eines struk-
turierten Entwurfs konnte das Programmpaket stark objektorientiert und mo-
dular gestaltet werden. Alle Modulsysteme ko¨nnen durch Erfu¨llung der ent-
sprechenden Interfaces beliebig erweitert werden.
Es existieren Modulsysteme fu¨r Importfilter, Exportfilter, Variationsoperato-
ren und GUI-Elemente fu¨r Objekte des Datenmodells.
UML (Unified Modeling Language) ist die gebra¨uchlichste Sprache zur Mo-
dellierung von objektorientierten Softwaresystemen. Sie wurde von der Object
Management Group (OMG) entwickelt und von der ISO als Standard zertifi-
ziert [Oestereich 2001]. UML spezifiziert Komponenten und Beziehungen und
ermo¨glicht eine normierte graphische Darstellung komplexer Zusammenha¨nge.
Die Nutzung von UML zur Modellierung des Programms ermo¨glichte die an-
schauliche Abbildung der theoretischen U¨berlegungen in eine objektorientierte
Realisierung.
6.3.2.2 Importmodule
Es wurde ein eigenes Package fu¨r Importfilter geschaffen (Abb. 6.2). Dort sind
alle Module von der abstrakten Klasse SegImpBase abgeleitet, die Basisfunk-
tionen zur Verfu¨gung stellt und ein einheitliches Interface definiert.
Jeder Aufruf eines Importmoduls fu¨hrt entweder zu einer Fehlermeldung oder
einem neuen Segment im aktuellen Projekt. Auch das Anlegen eines neuen
leeren Segments (SegImpEmpty) oder das Kopieren eines vorhandenen Seg-
ments (SegImpPaste) werden hieru¨ber abgebildet. Wegen ihrer A¨hnlichkeit
wird VRML und SG-VRML u¨ber ein gemeinsames Modul eingelesen. SegImp-
Factory implementiert das Factory-Pattern und sorgt fu¨r die flexible Anbin-
dung vorhandener und neuer Importmodule.
Bisher wurden Module fu¨r VRML, SG-VRML, CityGML, Bitmap-Bilder, eine
leere Vorlage und Copy-Paste aus 3dw implementiert.
6.3.2.3 Exportmodule
Wie bei den Importmodulen wurde ein eigenes Package geschaffen und alle
Exportmodule von der abstrakten Klasse Export abgeleitet sowie durch eine
Factory-Klasse verwaltet.
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Abbildung 6.2: UML-Klassendiagramm vom Package importSegment, automatisch
aus den Quellen generiert mit EclipseUML
Unabha¨ngig vom Exportmodul kann u¨ber Filter definiert werden, ob das ganze
Segment oder nur Teile anhand einer geometrischen oder alphanumerischen
Auswahl exportiert werden. U¨ber ein Exportmodul, das das Segment in ein
neues Segment exportiert, kann so eine Auswahl getroffen werden.
Bisher wurden Exportfilter fu¨r CityGML, VRML, SG-VRML, eine Punktdatei
und ein 3dw -Segment (Copy-Paste, Auswahl) implementiert.
6.3.2.4 Datenstruktur und GUI-Module
Ein Kernbereich der Datenstruktur von 3dw ist in Abb. 6.3 dargestellt. Da es
sich hier um die Implementierung des entworfenen Datenmodells aus Kap. 4.2
handelt, finden sich zahlreiche A¨hnlichkeiten, insbesondere zu Abb. 4.1.
Alle Klassen der Datenstruktur sind von der abstrakten Klasse StructureOb-
ject abgeleitet, die eine flexible Handhabung unabha¨ngig vom jeweiligen Typ
ermo¨glicht und Basis der objektorientierten Benutzeroberfla¨che ist.
Daher findet sich im Package GUI zu jeder Klasse der Datenstruktur eine
a¨quivalente Komponente zur Anzeige und Bearbeitung.
Wird in der Benutzeroberfla¨che links ein Element in der dynamischen Baum-
sicht gewa¨hlt (Abb. 6.1), so wird durch die GUI-Factory das zugeho¨rige GUI-
Modul erstellt, mit dem Datenobjekt initialisiert und angezeigt. So ko¨nnen
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Abbildung 6.3: Kernbereich der Datenstruktur aus dem Package structure
weitere Datentypen mit zugeho¨rigem GUI modular erga¨nzt werden. Es wurden
Editoren fu¨r 2D, Bilder mit 2D, 3D und Tabellen mit semantischen Informati-
onen entwickelt und als GUI-Module integriert.
6.3.2.5 Operatoren
Tabelle 6.1 listet anhand der Kapitel dieser Arbeit einige Operatoren und die
entsprechenden Module in 3dw auf. Die Variationsoperatoren ko¨nnen bei Be-
darf einzeln aktiviert, deaktiviert und mit individuellen Bewertungsfaktoren
gmax versehen werden. Die individuellen Bewertungsfaktoren haben sich we-
gen anderer Effekte (z.B. Kap. 4.4.8) als wenig relevant herausgestellt.
Abb. 6.4 zeigt das automatisch generierte und manuell vereinfachte Klassendia-
gramm mit dem Operatoren-Interface CBase, der Operatoren-Factory CFacto-
ry und einem zur Berechnung von Bildparametern (Kap. 4.5.3.6.3) genutzten
spezialisierten nichtlinearen Gleichungssystem (CPicParamNLSE ).
Es wurden bereits weitere in dieser Arbeit aus Gru¨nden des Umfangs nicht
besprochene Operatoren umgesetzt.
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Kapitel Modul in 3dw
4.5.1.1 CalcThread.Init
4.5.1.2 CPhoto
4.5.1.3 CNewPolygon
4.5.2 CMergeSegments
4.5.3.6.3 PictureAbstract.calcPictureParamFromP3d
4.5.3.7 PictureAbstract.setPoint3dFromRi
4.5.5 CEliminate
4.6.3.2 CEsitimateInOnePicture.estimateCorners90Par
4.6.3.4 CEstimateInOnePicture.estimateCorners90
4.6.3.5 CGroundPlan.startWallsFromPicInGroundPlanSegment
4.6.3.7 CNewPolygon.doPolyDeskew
4.6.4.1 CGroundPlan
4.6.5.2 CEstimateInOnePicture.estimateSamePlanePoint
Tabelle 6.1: Einige Module der Variationsoperatoren in 3dw
6.3.2.6 Aktionen
Die vom Anwender ausfu¨hrbaren Aktionen sind auch objektorientiert aufge-
baut und in einem eigenen Package commands gesammelt (Abb. 6.5). Durch
Implementierung der abstrakten Klasse Command wird die jeweilige Aktion
und ihre Undo-Funktion realisiert.
Eine Benutzeraktion verursacht die Konstruktion und passende Initialisierung
eines zugeho¨rigen Command -Objekts, welches dann dem Framework u¨berreicht
wird. Das Framework fu¨hrt das Kommando und no¨tige Aktualisierungen aus
und legt es auf einen Undo-Stack, von dem es bei Bedarf aus abgerufen werden
kann. Die kontextsensitiven Informationen fu¨r eine Umkehr des Kommandos
speichert es selber.
Der CommandContainer fasst als besonderes Kommando beliebig viele Kom-
mandos zusammen, ermo¨glicht so eine Hierarchie und zusammengesetzte Kom-
mandos.
6.3.3 Datenkonsistenz und Laufzeitverhalten
Die Konsistenz der Daten spielte bei der praktischen Umsetzung eine wichtige
Rolle bezu¨glich des Laufzeitverhaltens. Um den EA eine Vielzahl von Individu-
en und Generationen zu ermo¨glichen und trotzdem in absehbarer Zeit zu einem
Ergebnis zu kommen, mussten die einzelnen Operatoren sehr kurze Laufzeiten
haben. Dies wurde durch eine Menge von Hilfsstrukturen in Form von Lis-
ten und HashMaps erreicht (Kap. 4.2.3.3), die eine sehr effiziente Umsetzung
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Abbildung 6.4: Package calc mit diversen Operatoren
der Operatoren ermo¨glichten. Hierdurch konnten aufwa¨ndige Suchoperationen
durch direkte Verbindungen ersetzt werden.
Die laufende Fortfu¨hrung und Konsistenzhaltung dieser Hilfsstrukturen wa¨h-
rend der Berechnung stellte sich zwar als mo¨glich, jedoch bezu¨glich der Laufzeit
kritisch heraus.
Als Lo¨sung wurde die Datenstruktur in den zu großen Teilen in Abb. 6.3 sicht-
baren Kernbereich und die Hilfsstrukturen unterteilt. Der Kernbereich wird
laufend aktuell und konsistent gehalten und gilt als zuverla¨ssig. Die Hilfs-
strukturen jedoch ko¨nnen im Laufe der Zeit veralten und werden durch ein spe-
zielles Kommando auf Basis des Kernbereichs aktualisiert. Die Hilfsstrukturen
gelten daher nur als zuverla¨ssig, wenn seit ihrer letzten Aktualisierung keine
A¨nderungen in den relevanten Bereichen durchgefu¨hrt wurden. Dieses zweistu-
fige Datenmodell konnte die Laufzeitprobleme lo¨sen.
6.4 Bewertung
Die theoretischen U¨berlegungen konnten erfolgreich in die Praxis umgesetzt
werden. Ausgehend von UML-Klassendiagrammen wurde ein objektorientier-
tes und stark modulares Design verfolgt und realisiert. Durch die Nutzung
von Standardhardware, frei verfu¨gbaren Entwicklungswerkzeugen (z.B. Java,
Eclipse, Java3D, EclipseUML) und offenen Schnittstellen (z.B. OpenGL, Ci-
tyGML) wurde ein sehr flexibles und gut erweiterbares System geschaffen. Die
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Abbildung 6.5: Package commands, ein kleiner Ausschnitt
entwickelte Software ermo¨glichte eine umfangreiche Evaluation des gesamten
Verfahrens (Kap. 5).
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Kapitel 7
Fazit
Die vorliegende Arbeit entwirft ein neuartiges Verfahren zur Generierung von
3D-Stadtmodellen.
Ausgangspunkt ist die Heterogenita¨t existierender und neu zu erfassender
Daten. Besonders im Umfeld der 3D-Stadtmodellierung existiert mit Grundris-
sen, Luftbildern, einfachen Klo¨tzchenmodellen, Fassadenbildern, semantischen
Informationen und fertigen 3D-Modellen einzelner Geba¨ude oft ein Pool bereits
vorhandener Datensa¨tze, der fu¨r eine effiziente Modellierung genutzt werden
sollte. Die Zusammenfu¨hrung dieser Daten zu einem umfassenden Zielmodell
stellt sich als spezielles komplexes Optimierungsproblem dar, auf welches die
Methodik der Evolutiona¨ren Algorithmen (EA) u¨bertragen, angepasst und er-
weitert wird.
Die Abbildung heterogener Modelle in einem Datenpool hebt dieses
Verfahren von ga¨ngigen Verfahren zur Erzeugung von 3D-Stadtmodellen ab,
die meist auf die jeweilige Methodik abgestimmte spezielle Ausgangsdaten er-
warten. Um jedoch die Vielfalt bereits existierender Modelle verschiedenster
Auflo¨sung, Qualita¨t, Vollsta¨ndigkeit, Herkunft und Formate nutzen und mit-
einander in Beziehung setzen zu ko¨nnen, mu¨ssen diese Quellen in einem ge-
meinsamen Datenpool abgebildet werden. Es mu¨ssen effiziente Strukturen zur
Verwaltung und Bearbeitung der Modelle und ihrer Beziehungen geschaffen
werden.
Hierzu wurde das Segment als spezialisiertes Individuum der EA definiert, wel-
ches je Instanz einen Ausgangsdatensatz abbilden kann. Durch die Trennung
in lokale Informationen der Segmente und globale Daten des Projekts ko¨nnen
u¨ber die globalen Bindeglieder Informationen multipler Typen in Beziehung
zueinander gesetzt werden. Importmodule dienen als Schnittstellen zu den je-
weiligen Datenformaten.
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Im Entwurf des Datenmodells (Kap. 4.2), des Verfahrens und bei den Opera-
toren konnten heterogene Ausgangsmodelle eingebunden werden. Die Menge
der unterstu¨tzten Formate ist hierbei nicht beschra¨nkt und modular erweiter-
bar. Durch die von einander unabha¨ngigen Segmente ko¨nnen sogar einander
widerspru¨chliche Ausgangsmodelle aufgenommen und sinnvoll verarbeitet wer-
den. Die Anforderungen an das Datenmodell hinsichtlich gleichzeitiger Ein-
bindung heterogener Ausgangsmodelle, effizienter Zugriffsstrukturen sowie Un-
terstu¨tzung der EA und der 3D-Stadtmodellierung (Kap. 4.2.2) wurden erfu¨llt.
Die Evaluation in Kap. 5 weist die Anwendbarkeit und den Nutzen heterogener
Ausgangsmodelle nach, der sich in einem deutlich reduzierten Arbeitsaufwand
bei der Erfassung und Bearbeitung der Daten zeigt.
Die U¨bertragung und Erweiterung des EA-Konzepts auf ein Verfah-
ren zur Generierung von 3D-Stadtmodellen (Kap. 4.4) stellt einen neuartigen
Ansatz dar und folgt der Einordnung der Problemstellung als komplexes Opti-
mierungsproblem. Hierzu wurden die EA um zusa¨tzliche Mechanismen erga¨nzt
und ein Pool an spezialisierten Operatoren geschaffen. Wichtige Erweiterungen
sind u.a. die Fehlerkorrektur durch Rekombination und der Mutationslevel, der
analog zu zwischenmenschlichen Entscheidungsfindungsprozessen stabile und
sichere Operatoren vorzieht, jedoch auch spekulative Varianten verfolgt.
Wesentlich fu¨r die praktische Einsetzbarkeit sind weitere Merkmale zur Ver-
besserung der Systemperformance, da sonst das angestrebte Zielmodell nur
mit erheblichem Speicher- und Zeitbedarf erreicht werden kann. Hierzu wur-
den verschiedene Erweiterungen wie die Fru¨helimination, Hilfsstrukturen zur
Vermeidung doppelter Operationen und eine populationsgro¨ßenabha¨ngige Eli-
mination entworfen und erfolgreich u¨berpru¨ft. Weiterhin wurden die allgemei-
nen Variationsoperatoren der EA durch eine Vielzahl spezialisierter Operatoren
ersetzt. Erst die Kombination der entworfenen Methoden ermo¨glicht die prak-
tische Umsetzung. Die vollsta¨ndige Berechnung auch der großen Szenen aus
Kap. 5.3 in wenigen Sekunden auf u¨blichen Standard-PCs beweist den Erfolg
dieser Strategie, ohne die hier mit heutigen Rechnerressourcen keine Lo¨sung in
absehbarer Zeit zu erwarten wa¨re.
Spezialisierte Operatoren dienen der Fortfu¨hrung der Population im Rah-
men des erweiterten EA-Konzepts zu einem umfassenden Zielmodell. Hierbei
werden die EA-Variationsoperatoren Rekombination, Mutation, Elimination
und Diversifikation jeweils durch eine Menge von spezialisierten Operatoren
ersetzt, die als deren Spezialfa¨lle betrachtet werden ko¨nnen.
Wa¨hrend der evolutiona¨ren Berechnung werden nun statt der allgemeinen Ope-
ratoren ausschließlich ihre bezu¨glich der Aufgabenstellung spezifischen Spezia-
lisierungen genutzt. Dieser Pool an Operatoren la¨sst sich durch weitere Module
beliebig erga¨nzen und ermo¨glicht so eine Steigerung der Leistungsfa¨higkeit des
Systems durch die Integration weiterer Verfahren.
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Da Operatoren im Rahmen des Entwurfs und der EA auch schlechte und falsche
Ergebnisse liefern du¨rfen, lassen sich so durch Hypothesen Regelma¨ßigkeiten in
3D-Stadtmodellen und bei Geba¨uden modellieren. So wurden viele Regelma¨ßig-
keiten von 3D-Stadtmodellen in Operatoren abgebildet. Beispielhaft sei die ent-
worfene Grundrissinterpolation aus Kap. 4.6.4.1 genannt, bei der Grundrisse
durch eine Kantenanalyse in Fassadenbildern mit zusa¨tzlichen Punkten verse-
hen werden.
Der entworfene Pool an Operatoren (Kap. 4.5, 4.6) deckt bereits viele Fa¨lle
der 3D-Stadtmodellierung ab. Dies zeigt sich besonders deutlich an den An-
wendern (Kap. 5.4), die ohne Einarbeitung in die implementierten Operatoren
aus ihren Ausgangsmodellen wunschgema¨ße Ergebnisse erhalten haben.
Ein auf speziellen Ausgangsdaten vorteilhaftes Verfahren kann als weiterer
Operator integriert werden. Die Ansammlung vieler Operatoren unter dem
Dach der erweiterten EA gestattet a¨ußerst flexibel die Vereinigung der Vortei-
le aller enthaltenen Verfahren.
Die explizite Erlaubnis von Hypothesen ermo¨glicht bereits bei der Datenerfas-
sung eine Reduzierung des Arbeitsaufwands sowie die Aufnahme von Opera-
toren, die nur unter gewissen Bedingungen optimale Ergebnisse liefern.
Die Funktionsfa¨higkeit der einzelnen Operatoren wurde an speziell fu¨r sie er-
stellten Beispielen nachgewiesen. Dass manche Operatoren in anderen Fa¨llen
versagen ist Teil des Konzepts und nicht sto¨rend, da ihre Ergebnisse im Laufe
der Evolution von anderen Operatoren eliminiert oder korrigiert werden.
Zur Evaluation wurde das vorgestellte Gesamtkonzept vom Verfasser in das
Softwareprodukt 3dw umgesetzt. Anhand dieses mittlerweile praxisreifen Pro-
dukts (Kap. 5.4) wurde in Kap. 5 durch zahlreiche Fallbeispiele sowohl die
Anwendbarkeit als auch die erhoffte Arbeitsersparnis nachgewiesen.
Die Performance konnte durch Maßnahmen im EA-Modell (Kap. 4.4) sowie
im Datenmodell in einen sinnvollen Bereich gebracht werden. Sie wurde durch
Aufteilung der Datenhaltung in einen laufend konsistenten Kernbereich und
bei Bedarf aktualisierte Hilfsstrukturen weiter verbessert.
Auch wenn konzeptionell bedingt keine sichere Aussage u¨ber das Laufzeitver-
halten gemacht werden kann, so terminieren doch alle bisher bekannten Szena-
rien und Testfa¨lle auf aktueller Hardware (Kap. 6.2) in wenigen Sekunden bis
Minuten.
Als Ausblick sei die Vergro¨ßerung des Pools von Operatoren genannt. Hierbei
ko¨nnen bisher wenig beachtete Datentypen wie Gela¨ndemodelle oder georefe-
renzierte Bilder weiter untersucht sowie leistungsfa¨hige Speziallo¨sungen (z.B.
Da¨cher aus Luftbildern) als Operatoren eingebracht werden. Bei der Konver-
tierung von selbsta¨ndigen Verfahren in neue Operatoren ko¨nnen diese, soweit
sinnvoll, um die Mo¨glichkeit multipler Ergebnissegmente erweitert werden, die
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dann als gleichberechtigte Individuen in die EA einfließen.
Die vorliegende Arbeit ist zwar auf die 3D-Stadtmodellierung spezialisiert und
liefert dort einen wichtigen Beitrag fu¨r ein Zusammenwirken heterogener Aus-
gangsmodelle einerseits und heterogener Verfahren andererseits, la¨sst sich je-
doch durch Anpassung einiger Operatoren auf andere Optimierungsproble-
me u¨bertragen, die auf graphischen Daten arbeiten. Daher leistet die Ar-
beit auch einen wichtigen Beitrag zur Lo¨sung komplexer Probleme der Zu-
sammenfu¨hrung und Verarbeitung heterogener graphischer Daten im allgemei-
nen und ist somit u¨ber den Bereich der 3D-Stadtmodellierung hinaus rele-
vant. Fu¨r den Bereich der Evolutiona¨ren Algorithmen schafft die Arbeit durch
Einfu¨hrung bezu¨glich der Aufgabenstellung spezifischer spezialisierter Ope-
ratoren ein neues Bindeglied zwischen traditioneller EA (Operatoren wissen
nichts von der Aufgabe) und traditionellen Algorithmen (nur je ein Opera-
tor) und tra¨gt hierdurch allgemein zur Lo¨sung von als Optimierungsproblem
darstellbaren komplexen Aufgabenstellungen bei.
Ziel der Arbeit war die Schaffung eines neuartigen Verfahrens zur flexiblen
und effizienten 3D-Stadtmodellierung.
Durch die Abbildung heterogener Modelle in einem Datenpool, die U¨bertra-
gung und Erweiterung des EA-Konzepts auf die 3D-Stadtmodellierung und die
Schaffung eines Pools von spezialisierten Operatoren wurde ein Gesamtverfah-
ren entwickelt, welches dieses Ziel vollsta¨ndig erfu¨llt. Neben der theoretischen
Argumentation belegen die untersuchten praktischen Beispiele und der prakti-
sche Erfolg des Produkts die Leistungsfa¨higkeit des entworfenen Systems.
Anhang A
Grundlagen
Dieses Kapitel stellt in der vorliegenden Arbeit genutzte Grundlagen und Ver-
fahren vor. Basis und Mo¨glichkeit zur Vertiefung hierzu sind [Beutelspacher
1998; Do¨rfler u. Peschek 1988; Merziger u. Wirth 1991; Niemeier 2002]. Es
dient der Arbeit auch fu¨r Referenzen auf konkrete Formeln.
A.1 Definitionen
Dieser Absatz beschreibt in der Arbeit verwendete Begriffe und Variablen.
LoD
Der ”Level of Detail“ (LoD) bezeichnet die Detailliertheit eines Modells. Bei
3D-Stadtmodellen haben sich folgende Stufen zwar noch nicht endgu¨ltig durch-
gesetzt, aber zumindest etabliert und bewa¨hrt [Franke 2002; Kolbe u. Gro¨ger
2003; Schilcher u. a. 1999][AG 3D-Stadtmodelle 2004, Kap.11.8]:
LoD1 Klo¨tzchenmodell, z.B. aus hochgezogenem Grundriss
LoD2 Dachformen, farbige Fla¨chen oder grobe Fassadentexturen
LoD3 hochauflo¨sende Phototexturen, hochauflo¨sendes 3D-Modell mit Balko-
nen, Erkern, Tu¨rmchen, . . .
LoD4 Etagen und Innenra¨ume
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Variablen
Die in der vorliegenden Arbeit genutzten Variablen halten sich zur besseren
U¨bersicht an folgende, auf der ga¨ngigen Literatur [Appel 2005; Koch 1987;
Merziger u. Wirth 1991; Niemeier 2002] aufbauende, Vereinbarungen:
• Skalare werden immer durch Kleinbuchstaben dargestellt (i,j)
• Vektoren werden immer durch fette Kleinbuchstaben dargestellt (a)
• Punkte werden nicht von dem zugeho¨rigen Vektor unterschieden und da-
her wie Vektoren dargestellt (p1)
• Strecken und Fla¨chen werden durch einfache Großbuchstaben dargestellt
(L1, F1)
• Matrizen werden immer durch fette Großbuchstaben dargestellt (M)
• Einheitsvektoren werden mit einem Dach gekennzeichnet: x̂ = x|x|
• homogene Vektoren und Matrizen werden mit einem Punkt markiert:
x˙ =
(
x
1
)
, A˙ =
(
A
0 . . . 0 1
)
In Tabelle A.1 sind oft verwendete Variablen aufgelistet.
A.2 Mathematische Grundlagen
In der Arbeit genutzte mathematische Grundlagen werden zur U¨bersicht und
fu¨r Referenzen dargestellt.
A.2.1 Vektorrechnung
Die Vektorrechnung ist in der Literatur (z.B. [Bartsch 1984; Bronstein u. a.
1999; Do¨rfler u. Peschek 1988]) hinreichend beschrieben und es werden im Fol-
genden lediglich die verwendeten Basisformeln zusammenfassend dargestellt.
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Variable Beschreibung Menge
ba,i Stu¨tzpunkt der Bildfla¨che im Raum R3
bb,i x-Aufspannvektor der Bildfla¨che R3
bc,i y-Aufspannvektor der Bildfla¨che R3
bm,i Bildmittelpunkt bm,i = ba,i + 12(bb,i + bc,i) R
3
e, f ,g Aufspannvektoren, oft zusammen ein Raumsystem R3
gop Gu¨te eines Operators [0, 1]
ge,f 2D-Aufspanngu¨te, ob e, f rechtwinklig, Kap. 4.3.1.2 [0, 1]
ge,f,g 3D-Aufspanngu¨te, siehe Kap. 4.3.1.3 [0, 1]
i Index fu¨r das verwendete Bild, [1,m] N0
i Index fu¨r die verwendete Formel, [1,m] N0
j Index fu¨r verschiedene Zwecke N0
m u.a. Anzahl der Bilder N0
n u.a. Anzahl der Punkte N0
p Index fu¨r einen Punkt, p ∈ [1, n] N0
pi Augenpunkt in Bild i R3
qi,p 3D-Position des zu sp geho¨renden 2D-Punktes R3
ri,p sp = pi + ri,p(qi,p − pi), Formel A.24 R
r′i,p qi,p = pi + r
′
i,p(sp − pi), r′i,p ∈ [0, 1], F. A.26 [0, 1]
sp 3D-Punkt im Raum R3
Tabelle A.1: Verwendete Variablen
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A.2.1.1 Skalarprodukt
Das Skalarprodukt beschreibt die Verknu¨pfung zweier gleichdimensionaler Vek-
toren zu einem Skalar, wird je nach Literaturquelle als
s = 〈e, f〉 (A.1)
oder als
s = e · f = ef (A.2)
geschrieben und berechnet sich aus der Summe der jeweils miteinander mul-
tiplizierten Einzelkomponenten der Vektoren oder alternativ aus deren Betrag
und Winkel:
e · f =
n∑
i=1
eifi = |e||f | cos(α) (A.3)
Stehen zwei Vektoren u und v rechtwinklig zueinander, so werden sie als or-
thogonal bezeichnet und es gilt: u · v = 0.
Weiterhin gilt fu¨r den richtungslosen Winkel β ∈ [0, pi] zwischen den Vektoren
u und v:
cos(β) :=
u · v
|u||v| (A.4)
A.2.1.2 Vektorprodukt
Die Multiplikation zweier dreidimensionaler Vektoren e und f zu einem neuen
3D-Vektor g wird Vektorprodukt oder auch Kreuzprodukt genannt und als
g = e× f (A.5)
geschrieben. Dabei gilt:
1. g steht senkrecht auf e und f .
2. e, f und g bilden ein Rechtssystem.
3. Die La¨nge von g entspricht der Fla¨che des zwischen e und f aufgespann-
ten Parallelogramms: |g| = |e||f | sin(α).
Das Vektorprodukt berechnet sich durch
g =
g0g1
g2
 =
e1f2 − e2f1e2f0 − e0f2
e0f1 − e1f0
 . (A.6)
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X-Achse Y-Achse Z-Achse1 0 00 cosα − sinα
0 sinα cosα
  cosα 0 sinα0 1 0
− sinα 0 − cosα
 cosα − sinα 0sinα cosα 0
0 0 1

Tabelle A.2: Rotationsmatrizen
A.2.1.3 Spatprodukt
Das Spatprodukt dreier dreidimensionaler Vektoren e, f und g zu einem Skalar
beschreibt das durch diese Vektoren aufgespannte vorzeichenbehaftete Volumen
i und wird als
i = 〈e, f ,g〉 = (e× f) · g (A.7)
geschrieben. Es berechnet sich durch eine Kombination von Skalar- und Vek-
torprodukt, die in ihrer Reihenfolge zyklisch vertauscht werden ko¨nnen:
〈e, f ,g〉 = e · (f × g) = f · (g × e) = g · (e× f) (A.8)
Das Spatprodukt der Einheitsmatrix ist 1 und kann als Volumen eines Wu¨rfels
mit Kantenla¨nge 1 betrachtet werden. Das Spatprodukt ist 0, wenn kein Volu-
men aufgespannt wird und genau dann alle Vektoren in einer Ebene liegen.
In Kap. 4.3.1.3 wird eine auf dem Spatprodukt basierende Raumsystemgu¨te
definiert.
A.2.1.4 Rotation
Es wird eine Rotation im dreidimensionalen Raum um eine vorgegebene Achse,
dargestellt durch den Vektor a, und den Winkel α betrachtet [Bartsch 1984].
Da andere Fa¨lle durch einfache Verschiebung leicht u¨bertragen werden ko¨nnen,
wird nur eine Drehung um den Ursprung des Koordinatensystems untersucht.
Rotation um die Koordinatensystemachsen Die 3× 3 Rotationsmatri-
zen R fu¨r die Rotation um die Koordinatensystemachsen sind in Tab. A.2
dargestellt.
Ein neuer Punkt p′ ergibt sich mittels Rotation aus dem Ursprungspunkt p
durch
p′ = Rp (A.9)
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Rotation um eine beliebige Achse Der Punkt p wird um eine beliebige
Achse a (Vektor vom Ursprung) um α nach p′ gedreht. Die no¨tige Rotati-
onsmatrix ergibt sich aus der Verknu¨pfung der drei Einzelmatrizen. Fu¨r den
normierten Vektor â =
xy
z
 und die Hilfsvariablen a = sinα, b = cosα sowie
c = 1− cosα ergibt sich
R =
 cx2 + b cxy − az cxz + aycxy + az cy2 + b cyz − ax
cxy − ay cyz + ax cz2 + b
 . (A.10)
A.2.1.5 Rechte Winkel
Die zu einem zweidimensionalen Vektor u =
(
ux
uy
)
rechtwinkligen Vektoren
ergeben sich fu¨r den nach rechts abgehenden Vektor v durch
v =
(
vx
vy
)
=
(
uy
−ux
)
(A.11)
und den nach links abgehenden Vektor W durch
w =
(
wx
wy
)
=
(−uy
ux
)
. (A.12)
Da bei der La¨ngenberechnung l =
√
u2x + u2y sowohl das Vorzeichen als auch die
Reihenfolge der Komponenten unerheblich sind, haben alle Vektoren dieselbe
La¨nge.
Im 3D-Raum wird der auf zwei Vektoren rechtwinklig stehende Vektor durch
das Vektorprodukt beschrieben.
A.2.1.6 Lot auf eine Gerade
Im 2D-Raum wird auf die von a durch b gehende Gerade das Lot zu c gefa¨llt
(Abb. A.1). Je nach Literatur wird dies auch als Orthogonalaufnahme oder
Kleinpunktberechnung bezeichnet.
y ist die Entfernung von a zum Lotfußpunkt und |x| die Entfernung von der
Geraden zu c (Lotla¨nge). Das Vorzeichen von x gibt an, auf welcher Seite des
gerichteten Vektors von a nach b der Punkt c liegt.
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Abbildung A.1: Lot auf eine Gerade
o = −bx − ax|a− b|
a =
by − ay)
|a− b|
x0 = −o · ay − a · ax
y0 = −a · ay + o · ax
x = x0 + o · cy + a · cx
y = y0 + a · cy − o · cx
A.2.1.7 Winkel zwischen zwei Vektoren
Gesucht wird der Winkel α gegen den Uhrzeigersinn zwischen zwei Vektoren a
und b. Dabei liefert der Cosinussatz [Bartsch 1984] durch
cos(a,b) =
ab
|a| · |b| ⇒ α
′ = arccos
(
ab
|a| · |b|
)
(A.13)
zwar den kurzen Winkel α′ zwischen den Vektoren, jedoch ist wegen cos(a,b) =
cos(b,a) der Drehsinn unklar. Dieser wird durch die Lotfunktion aus Kap.
A.2.1.6 ermittelt: Es wird fu¨r a der Nullpunkt, fu¨r b der erste Vektor und als
c der zweite Vektor u¨bergeben. Ergibt sich ein positives x, so liegt c links vom
ersten Vektor und α ist daher unter 180, andernfalls u¨ber 180 Grad. Somit
folgt:
Ist x ≥ 0, so gilt
α = α′, (A.14)
andernfalls gilt
α = 360◦ − α′. (A.15)
A.2.2 Lineare Gleichungssysteme
Dieser Absatz behandelt das Lo¨sen linearer Gleichungssysteme (LGS). Die Ein-
ordnung und besonders die Bewertung eines LGS wird in Kap. 4.3.1.1 unter-
sucht. Weitere Informationen zu LGS finden sich in [Werner 1992, Kap. 1].
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Es werden wieder LGS betrachtet, die bereits alle vorhandenen oder relevanten
Informationen abbilden. Das LGS habe die u¨bliche Form
Ax = b (A.16)
mit A =

a1,1 a1,2 . . . a0,n
a2,1 a2,2 . . . a1,n
...
. . .
...
am,1 am,2 . . . am,n
, b =

b1
b2
...
bm
 und x =

x1
x2
...
xn
,
wobei m die Anzahl der Gleichungen und n die Anzahl der Unbekannten x1
bis xn ist. Die Skalare ai,j mit i ∈ [1,m], j ∈ [1, n] und bl mit l ∈ [1,m] sind
gegeben. A wird als Koeffizientenmatrix bezeichnet.
A.2.2.1 Quadratische lineare Gleichungssysteme
Ein LGS der obigen Form mit m = n heißt quadratisch. Sind alle Gleichungen
zueinander linear unabha¨ngig (det(A) = 0), so wird es regula¨r genannt und
besitzt genau eine Lo¨sung.
In der vorliegenden Arbeit mu¨ssen zwar große Koeffizientenmatrizen mit gele-
gentlichen 0-Elementen erwartet werden, es kann aber nicht von einer du¨nnbe-
setzten Koeffizientenmatrix ausgegangen werden.
Vereinfachter Gauß-Jordan-Algorithmus Diese Weiterentwicklung der
Gauß-Elimination [Do¨rfler u. Peschek 1988, Kap. 9.2] ist einfach, numerisch
stabil, hat eine gute Laufzeit1 sowie einen geringen Speicherbedarf2 und hat
sich bei den betrachteten Fa¨llen als gut geeignet herausgestellt.
Fu¨r jedes i ∈ [1, n] wird folgendes ausgefu¨hrt:
• Suche ein j ∈ [1,m] mit aj,i 6= 0.
• Gibt es dieses, so addiere zu jeder Zeile k ∈ [1,m] mit k 6= j∧ak,i 6= 0 die
durch −aj,i dividierte Zeile j. Kennzeichne Spalte j (also xj) als eindeutig
gelo¨st.
• Gibt es dieses nicht, so kennzeichne Spalte j als nicht eindeutig lo¨sbar.
1Der Gauß-Jordan-Algorithmus beno¨tigt n3 Operatoren. Auch wenn mit der LR-Zerlegung
(LU decomposition) bereits n3/3 Operatoren genu¨gen, so ist dieser Laufzeitunterschied im
untersuchten Anwendungsfall unerheblich.
2Der Gauß-Jordan-Algorithmus arbeitet
”
in situ“, also abgesehen von wenigen Hilfsvaria-
blen nur auf den Ausgangsdaten.
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Nach Abschluss ist in A nur noch die Diagonale ungleich Null und es gilt fu¨r
alle eindeutig lo¨sbaren Variablen: xi := bi/ai,i.
Zur Erho¨hung der numerischen Stabilita¨t wird das Pivotelement3 aj,i 6= 0 nicht
willku¨rlich, sondern mit maximalem Betrag gewa¨hlt.
A.2.2.2 U¨berbestimmte lineare Gleichungssysteme
U¨berbestimmte LGS haben meist keine Lo¨sung, die alle Gleichungen genau
erfu¨llt. Sie entstehen oft, weil zur Minimierung von Messungenauigkeiten re-
dundante ungenaue Daten erfasst beziehungsweise genutzt werden. Die hier op-
timale Lo¨sung (minimale 2-Norm) liefert die Methode der kleinsten Quadrate
(auch: Quadratmittelaufgabe, Methode der kleinsten Fehlerquadrate). Sie ist
die Belegung mit der kleinsten Summe an Fehlerquadraten:
min
x
m∑
i=1
(ai,1x1 + · · ·+ ai,nxn − bi)2 (A.17)
In [Niemeier 2002, Kap. 4.3.2] wird gezeigt, dass die Lo¨sung durch Erweiterung
der Formel A.16 mit der transponierten MatrixAT folgt [Niemeier 2002, Formel
4.3.20]: (
ATA
)
x = ATb. (A.18)
Durch A′ := ATA und b′ := ATb entsteht aus Formel A.18 das quadratische
Gleichungssystem A′x = b′, welches nach Kapitel A.2.2.1 gelo¨st werden kann.
Weitere Informationen zum Lo¨sen u¨berbestimmter Gleichungssysteme finden
sich u.a. in [Bronstein u. a. 1999, Kapitel 19].
A.2.2.3 Unterbestimmte lineare Gleichungssysteme
Unterbestimmte LGS besitzen keine eindeutige Lo¨sung und werden daher hier
nicht als Eingabe akzeptiert. Mit dem in Kapitel A.2.2.1 beschriebenen Gauß-
Jordan-Algorithmus ko¨nnen sie teilweise gelo¨st werden.
A.2.3 Nichtlineare Gleichungssysteme
Im Folgenden werden Methoden zum Lo¨sen nichtlinearer Gleichungssysteme
(NLGS) untersucht. Grundlagen hierzu finden sich in [Werner 1992, Kap. 2].
Das NLGS mit m Gleichungen und n Unbekannten habe die Form
f(x) = 0, x ∈ Rn, f : Rn → Rn (A.19)
3Pivotelement ist das Element, durch das geteilt wird (frz. pivot = Drehzapfen, Stu¨tze).
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beziehungsweise
fi(x1, x2, . . . , xn) = 0, i ∈ [1, 2, . . . ,m]. (A.20)
Das Lo¨sen von NLGS stellt ein komplexes Problem dar und kann im Gegensatz
zum LGS nicht allgemein beantwortet werden. Je nach Aufgabenstellung und
Art des NLGS sind unterschiedliche Verfahren besser geeignet.
Die Lo¨sung kann oft nur durch ein Iterationsverfahren ermittelt werden, wel-
ches sich ausgehend von einer (notfalls konstanten oder willku¨rlichen) Start-
konfiguration durch eine Iterationsfunktion u¨ber mehrere Schritte einer Lo¨sung
anna¨hert.
”Allein schon an der Vielzahl der bis heute entwickelten Iterationsverfahren
erkennt man, dass es hierauf keine eindeutige Antwort gibt.“ [Werner 1992, S.
80]
Als Abbruchbedingungen der Iteration werden ein Zeitlimit, eine maximale
Iterationstiefe und das Erreichen einer gewissen Sa¨ttigung genutzt (siehe Kap.
4.5.6).
Das einfache Iterationsverfahren [Engeln-Mu¨llges u. Uhlig 1996, Kap. 6.1]
verla¨uft sich bei komplexen Fa¨llen schnell in lokalen Maxima. Das Gauß-
Newton-Verfahren [Straub 1991, Kap. 8.2.1] fu¨r u¨berbestimmte NLGS ist fu¨r
einige Fa¨lle gut geeignet, aber von den Startwerten abha¨ngig. Newton- und
Brown-Verfahren [Engeln-Mu¨llges u. Uhlig 1996, Kap. 6.2.1] erwarten quadra-
tische NLGS, die in dieser Arbeit nicht garantiert werden ko¨nnen.
Weitere Informationen finden sich in [Deuflhard 2004] und [Bronstein u. a. 1999,
Numerik-Kapitel].
Generell ist beim Lo¨sen nichtlinearer Gleichungssysteme die Frage der ggf.
beno¨tigten Startwerte sowie die Schrittweitensteuerung zu beachten.
Die in dieser Arbeit vorkommenden NLGS haben meist eine hohe Anzahl an
lokalen Extrema und teils viele Variablen. Daher war das Verhalten der un-
tersuchten Standardverfahren im konkreten Anwendungsfall nicht ausreichend
und sie werden hier nicht weiter betrachtet. In Kap. 4.5.3.2 werden daher eigene
Methoden vorgestellt.
A.2.4 Geometrie
Es wird die verwendete Sicht der Geometrie mit zugeho¨rigen Bezeichnern be-
schrieben.
Einfache Sicht
In Abb. A.2b ist s ein 3D-Punkt, p ein Augenpunkt, q der Schnittpunkt des
Sehstrahls mit der Bildebene, ba der Angelpunkt des Bildes und bb und bc
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(a) (b) (c)
Abbildung A.2: Ansichten der Geometrie.
die Aufspannvektoren des Bildes (relativ zu ba). u, v ∈ [0, 1] sind Skalare und
geben die 2D-Position von q auf dem Bild an. Daher gilt
q = ba + ubb + vbc. (A.21)
p, q und s liegen auf einer Geraden und mit einem Faktor r gilt daher
p+ r(q− p) = s. (A.22)
Sicht mit mehreren Bildern
Abbildung A.2c zeigt beispielhaft eine Sicht mit den zwei Bildern i und j.
Weitere Sichten ergeben sich a¨quivalent und werden auch als Epipolargeometrie
bezeichnet ([Luong u. a. 1993, Kap. 2.2], [Luong u. Faugeras 1993]).
Aus Formel A.21 und A.22 folgt fu¨r Punkt p in Bild i
qi,p = ba,i + ui,pbb,i + vi,pbc,i (A.23)
und
pi + ri,p(qi,p − pi) = sp. (A.24)
Durch Einsetzen von Formel A.23 in A.24 folgt
pi + ri,pba,i + ri,pui,pbb,i + ri,pvi,pbc,i − ri,ppi − sp = 0. (A.25)
Alternativ kann der Sehstrahl mit einem Faktor r′ auch durch
pi + r′i,p(sp − pi) = qi,p (A.26)
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definiert werden, wobei r′ unterschiedlich zu r ist. Unter der Annahme, dass q
zwischen p und s liegt, gilt
r′i,p ∈ [0, 1]. (A.27)
Durch Einsetzen von Formel A.23 folgt
pi + r′i,psp − r′i,ppi − ba,i − ui,pbb,i − vi,pbc,i = 0. (A.28)
A.2.5 Statistik
Die in dieser Arbeit genutzten Grundlagen der Statistik finden sich in der
einschla¨gigen Fachliteratur, z.B. [Bartsch 1984, S. 450ff], [Kreyszig 1991, S.
331ff], [Fisz 1958] und [Bamberg 1993], und werden daher hier nicht wiederholt.
Insbesondere wird auf das Buch ”Ausgleichsrechnung“ [Niemeier 2002] von
Wolfgang Niemeier verwiesen.
A.2.6 Formeln
Es werden in der Arbeit beno¨tigte allgemeine Formeln behandelt.
ax+ by + cxy = d
Gesucht ist die Lo¨sung der Formel
ax+ by + cxy = d, (A.29)
wobei x, y die gesuchten Skalare und a,b, c,d jeweils vorgegebene Zweiervek-
toren sind. Werden die Vektoren ausgeschrieben, so ergibt sich(
a1
a2
)
x+
(
b1
b2
)
y +
(
c1
c2
)
xy =
(
d1
d2
)
. (A.30)
Die erste Zeile wird nach x aufgelo¨st
x =
d1 − b1y
a1 + c1y
(A.31)
und in die zweite Zeile (a2x+ b2y + c2xy = d2) eingesetzt. Umgeformt folgt
y2(b2c1 − c2b1) + y(a1b2 − a2b1 + c2d1 − c1d2) + a2d1 − a1d2 = 0 (A.32)
und es ko¨nnen mit der pq-Formel [Bartsch 1984] 2 Kandidaten fu¨r y ermittelt
werden. Das jeweils zugeho¨rige x ergibt sich durch Formel A.31.
Im konkreten Anwendungsfall la¨sst sich meistens ein Wertepaar durch seinen
u¨berma¨ßigen Betrag bzw. das Verlassen des vorgesehenen Wertebereichs dis-
qualifizieren und es bleibt die gesuchte Lo¨sung u¨brig.
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A.3 Photogrammetrische Verfahren
Als photogrammetrische Verfahren werden in der vorliegenden Arbeit in sich
geschlossene Module betrachtet, die aus einer Reihe von Bildern mit dort di-
gitalisierten homologen Punkten ein mo¨gliches 3D-Modell rekonstruieren.
Auf eine genauere Betrachtung der einzelnen Verfahren wird absichtlich ver-
zichtet, da dies nicht Thema der Arbeit ist, den Rahmen sprengen wu¨rde und
aufgrund zahlreicher existierender Arbeiten u¨berflu¨ssig wa¨re.
Im Rahmen der Arbeit wurde besonders [Hartley 1997] und [Weitzig 2001] ge-
nutzt, es sei aber auch u.a. auf [Strum u. Triggs 1996], [Fo¨rstner 2001], [Shashua
u. Avidan 1996] und [Debevec u. a. 1996] verwiesen.
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