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1. INTRODUCTION 
Concerning the equation 
where b(t), f(t), g(x) are given real functions, we prove 
THEOREM 1. Let 
44 < 0, O<t<a, 
b’(t) 2 0, o<t<q 
g(x) E cc- *, co), 
I ; If’(~)1 dT < ~0, 
and let x(t) be a solution of (1.1) on 0 < t < co, and such that 
o:;y, I x(t)1 < 03. 
Then, if b(t) 4 LJO, oo), lim,,, g(x(t)) exists and satis$es 
$iYig(x(t)) = 0. 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
(1.7) 
If b(t) ELJO, oo), then lim,,, [x(t) - g@(t)) sr b(T) dT] exists and sutisjes 
In (1.3) and (1.5) we assume respectively that b’(t) exists and is continuous 
on 0 < t < 00, and that f ‘(t) exists on 0 < t < CO. 
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In Theorem 1 the existence of a bounded solution x(t) on 0 < t < YZ 
is part of the hypothesis. That the existence of such a solution x(t) does not 
follow from (1.2)-(1.5) is easily seen by choosing in (I.l)f’(t) r= b’(t) = 0, 
for small t, f(0) = - b(0) > 0, and g(x) := -- x*. The solution of the 
resulting equation clearly exists only locally. In Theorem 2 below we give a 
sufficient hypothesis for the existence of a bounded solution x(t) of (1.1) on 
0 < t < co. 
Particular cases of (1.1) occur in several applied fields. A nonlinear bound- 
ary value problem arising in the theory of heat transfer may be converted 
into an equation of type (l.l), with b(t) = - tNz and g(x) monotone 
increasing. This particular application has been considered in [6, 7, 9, IO]. If 
b(t) > 0 and g(x) = x, then (1.1) is th e renewal equation, see [I], and, for a 
nonlinear version, see [2]. 
Equation (1.1) has earlier also been investigated in [4], which partly 
provides the motivation for the present work. There the following result was 
obtained: 
THEOREM [4]. Let, in (1 .I), b(t), f(t), g(x) satisfy: 
b(t) E Cl[o, ~0) nL[O, a), 
(- 1)” b(K)(t) < 0, o<t<co, k=O,l; 
(1.9) 
b(t) not constant on any interval except, possibly, 
b(t) = 0 on T<t<oo for some T, (1.10) 
g(x) E q- 00, a) (1.11) 
g(O) = 0, g(x) strictly increasing, / x j < co; (1.12) 
hf’(t) = 0, 
i 
m I f’(T)1 dT < 00. 
0 
(1.13) 
If x(t) is a sohtion of (1.1) on 0 < t < co, then lim,,, x(t) = x(00) exists and 
satisjies 
‘,‘c x’(t) = 0. * 
We note that in a more recent paper [5], (1.13) has been weakened to 
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if, simultaneously, the existence of an essentially bounded solution x(t) on 
0 < t < co is assumed. In [5], g(0) = 0 has also been dispensed with. 
In the present paper, we show that it is the alternating sign of b(t) and its 
derivative, rather than the monotonicity of g(x) which is essential to the 
existence of limit values. Specifically, we show that one may entirely omit 
(1.12) and still obtain (1.7) or (1.8); naturally assuming the existence of a 
bounded solution x(t). But even to show that a bounded solution exists, one 
only needs (1.14), (1.15), and not (1.12). Also note that if f’(t) = 0, then 
(1.15) is superfluous. 
Finally observe that the restriction (1.10) on b(t) and the size assumption 
b(t) EL,[O, cc) above, have also been dropped in Theorem 1. On the other 
hand, we do have to assume existence and absolute integrability off’(t). 
THEOREM 2. Let (1.2), (1.3), (1.4) and (1.5) hold. Also Zet 
G(x) = /‘g(u) du -+ co, lXI--+CCh (1.14) 
I g(x>l d K[l + GWI, ’ IXI<~> joy some constant K. (1.15) 
Then there exists a solution x(t) of (1.1) on 0 < t < 00. Moreover, under this 
hypothesis any solution of (1.1) on 0 < t < co satisfies 
sup / x(t)1 < 00. 
o<t<m 
(1.16) 
2. PROOF OF THEOREM 1 
Define 
G(x) = j;&) du, lxl<~; B(t) = j” b(7) dr, O<t<oo. 
0 
(2.1) 
By (1.4) and (1.6) 
SUP l&WI = M -=c ~0, 
o<t<m 
(24 
and so, from (1.5), (1.6), the first part of (2.1), and (2.2), 
SUP I G(x(t))I -=c ~0; oz;tm / j:f +kw) dT 1 < ~0. (2.3) 
O<t<m 
Differentiating (1.1) and multiplying the resulting equation by g(x(t)), one 
has, 0 < t < 00, 
x’(t) &W = WI s”(4tN + dx(t)) j:, Ut - 4 id44 d7 
+ f ‘(4 &W (2.4) 
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Note that the rigor necessary to cover the case when b’(0 +) CD is provided 
by [3, Lemma 41. Integrating (2.4) yields 
G(.r(t)) - G@(O)) = J’ b(0)g2(x(7)) dr 
0 
(2.5) 
or 
G@(t)) - G@(O)) = - 12 It I’7 V(T - s) [g@(s)) -g@(T))]’ ds d7 
(I’ 0 
+ + i: b(t - T) g’(+)) do -1 2 f ” b(T) g”@(T)) dr (2.6) 
- 0 
That the right sides of (2.5) and (2.6) are identical may be checked by 
expanding [g(x(s)) - g(x(T))12 and then performing an interchange of the 
order of integration. 
Differentiating (1.1) and estimating, one obtains, from (2.2) and as 
b’(f) CL,@ a), 
I x’(t)1 < K + If’(t)! , oict<m, (2.7) 
for some constant K. Thus, by (1.5), x(t) is uniformly continuous on 
0 < t < co. This, together with (1.4) and (1.6), implies that g(x(t)) is uni- 
formly continuous on 0 < t < 00. Equations (1.2), (2.3), (2.6), and the uni- 
form continuity of g(x(t)), yield that if b(t) = 6(O), then lim,,, g(x(t)) =-: 0. 
Therefore let b(t) + b(0). Then there certainly exists an interval [Q , ~1, 
0 < Q < v2 , such that 
h(h) - b(t2) < 0, for any t, , t, such that ~r < t, < t, < Q . (2.8) 
Otherwise, as b(t) E Cl[O, co), one has, by (1.3), b(t) =- 6(O). Choose any 
interval [yr , r12] such that (2.8) holds. 
We prove (1.7) at first. Thus let 
w ~-w~ a), (2.9) 
and suppose lim,,, g(x(t)) either does not exist, or if it exists, is f 0. Then 
there exists (t,,), limneta t, =: co, and positive constants 6, 6, such that, e.g., 
s + 61 < g(az)). (2.10) 
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By (2.10) and the uniform continuity there exists 6, > 0 such that 
t, - 6, < t < t, + 6, . (2.11) 
We claim that there exists Nr such that (2.15) holds for n 3 IV1 . Suppose 
not. Then there exists a subsequence {n,} of {n} and {&ni) such that 
which, together with the uniform continuity, implies the existence of a 
constant 6, > 0 such that 
and so, combining (1.3), (2.11), th e second part of (2.12), and (2.13), with 
(2.Q 
t - 
ss 
T b’(~ - s) [g(x(s)) - g(x(T))12 ds dr 
0 0 
al2 
(2.14) 
G - 36 It S  
b’(~ - s) ds dT + - co, t--too 
I+ 
where 
It= T10~T7tt,TFU[trai--2,tni+s2] 
I 
, 
% I 
I, = 
1 
s I 0 < s < 7, s E u [fn, - 6, ) in6 + S,], 71 < 7 - s < 72 . 
% I 
But, from (1.2), (2.3), and (2.6), the left side of the inequality in (2.14) 
should be bounded from below on 0 < t < co. Thus 
t, - 6, - 72 < t < t, + 6, - 71 , 12 3 Nl . 
(2.15) 
The arguments above may obviously now be repeated to obtain 
g(@)> 3 s + $9 
t, - 6, - 272 < t < t, + 8, - 271, n b N2 > Nl , 
(2.16) 
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etc. As Q < 7% , one sees that we may construct {&J, (T,}, 
such that 
lim Z, = lim T, = cc, n+ca n-Kc 
But, from (1.2) (2.9) and (2.17) 
1’” b(f, - T)g”(x(T)) do < S2 (” 6(~) dT -+ - cc, n--L co, (2.18) 
JO JO 
which, by (1.2), (1.3), (2.3), and (2.6) 
lim,,, g(x(t)) = 0, if (2.9) is satisfied. 
Suppose next that 
b(t) E -&[O, 
is impossible. We conclude that 
a>, (2.19) 
and that (1.8) does not hold. Then there exists (tn}, limn+m t, y= 00, and 
6 > 0 such that, e.g., 
.x(&J - (&a)) jm @.T) d  >.f(a) + 6.
0 
We assert that without loss of generality 
&(t)) 3 &(tn)) - 6 [2 j," I b(~)l dT1-t t, - Tn < t < t, , (2.21) 
for some {T,}, lim,,, T, = co. 
To show that (2.21) holds we begin by noticing that in view of (2.2) there 
is a subsequence (tn.} of {tn} such that lim, .+mg(x(tn )) = t.~ exists and so we 
may assume this for’the original sequence {&}. Thus ihere exists 6, > 0 such 
that 
P + 61 < g(4J) < CL + 2% T (2.22) 
if n is sufficiently large. By (2.22) and the uniform continuity there exists 6, > 0 
such that 
P + ; < Ax(t)), t, - 6, < t 5; t, -t 6, . (2.23) 
We observe that the reasoning which leads from (2.10) to (2.15) is independ- 
ent of whether b(t) EL,[O, co) or not, and also independent of whether 6 in 
(2.10) is positive or not. Hence, for some integer IVa , 
42 - s, - 712 < t < t, + 6, - 71 , n >: iv3 . 
(2.24) 
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Without loss of generality, let Q > 6,; r/s - Q < Q . We show that for 
some integers No , N’, 
(2.25) 
and start by showing that there exists an integer NJ such that 
Suppose (2.26) is not satisfied. Then there exists a subsequence {n,} of {n} 
and {f,,} such that 
&(&aJ) < P + p > 
From the uniform continuity of g(x(t)) f o 11 ows the existence of 6, > 0 such 
that 
gw> < P + $ 3 ini - 6, < t < in8 + s, . (2.28) 
Therefore, by (1.3), (2.8), (2.24), the second part of (2.27), and (2.28), 
- j UT - 4 I&+)) - &(412 ds dT 0 0 
v 
(2.29) 
< - 4oo 
ss 
st s, b’(~ - s) ds dr + - co, t+cq 
where 
ST= 
I 
SIO~S~T,S~~[tni-~2-rl~,tni+s2-~1],rll~T--S~~ . 
ni I 
But, as in (2.14), the left side of the inequality in (2.29) should be bounded 
from below on 0 < t < co. Thus (2.26) holds. 
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Repeating the arguments which gave (2.24) one has, by (2.26) for some 
integer iV> , 
and so, using (2.30) and the same arguments which gave (2.26). 
4, -- 6, - 372 - 711 < t < 42 - 6, - [r/2 - d, 
(2.31) 
a JX7, , 
for some integer N, , etc. As there certainly exists an integer L%: such that 
@[Q - Q] > or one has, after repeating the procedure above a sufficiently 
large number of times, that (2.25) holds. 
Simple repetition now yields that there exists a subsequence {TZ,~ of {n} such 
that 
P <g@(t)), tnk - Tn, ~5. f -<I f,,~ > (2.32) 
where 
lim t = lim Tn, -:- cc. 
?lk-” n!+ npn 
By (2.22) and (2.32) 
t+(t)) 3 &(t,,)) - 2% , fvk - Tn, .< t < t,,< 3 (2.33) 
and as we may choose 
we finally obtain, without loss of generality, that (2.21) is satisfied. But then, 
by (1.1), (1.2), (2.2), (2.19) and (2.21), 
- do) j.; b(7) dT + f(k) 
:‘g(x(t,)) B(T,) + S I B(TJ [2 ,; I b(7); dT]-’ -$ Af 1 B(tn) ~- B(T,)I 
- g(x(tn)) j-,:; b(7.1 dT + f(tn> <f(a) + -‘ik . 
if n sufficiently large, which contradicts (2.20). (1.8) follows. 
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This completes the proof. 
Of course, if in addition to the hypothesis there exists a single x-value, x0, 
such that 
then 
3. PROOF OF THEOREM 2 
Let x(t) be a solution of (1.1) on some t-interval, t > 0. Then, by (1.2), (1.3), 
(1.5), (1.15), and (2.6), 
for some constant Kr . Let G,(t) = G(x(t)) if G(x(t)) > 0, G,(t) = 0 other- 
wise. By (3.1), 
G,(t) d & + K ft If’(~)1 G,(T) dT, t > 0. (3.2) 
‘0 
Applying the Gronwall inequality to (3.2) one has, by (1.5), 
GW) < K, > t 3 0, (3.3) 
for some constant K, . By (1.14) and (3.3), 
I ml < & > t 2 0, (3.4) 
for some constant Ks , 
The bound in (3.4) is an a priori bound. Thus any local solution (by the 
present hypothesis and a result in [8] such a solution exists) can be continued 
toO<t<oO. 
This completes the proof. 
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