Increasing Flexibility of Airline Crew Schedules  by Ionescu, Lucian & Kliewer, Natalia
Available online at www.sciencedirect.com
Procedia Social and Behavioral Sciences 20 (2011) 1019–1028
14th EWGT & 26th MEC & 1st RH 
Increasing Flexibility of Airline Crew Schedules 
Lucian Ionescua*, Natalia Kliewera 
aInformation Systems, Freie Universität Berlin, Garystr. 21, 14195 Berlin, Germany 
 
Abstract 
Airline transportation frequently has to deal with disruptions, like technical breakdowns or bad weather conditions. Resulting 
delays often lead to additional delays, due to interdependencies between different resources such as aircraft or crews. In the 
following schedules may become infeasible during the day of operations. This forces the operations control to recover those 
schedules by mostly expensive actions. Regarding this difficulty robust scheduling deals with the construction of schedules that 
are less affected by disruptions, e.g. by increasing delay tolerance or providing possibilities for low-cost recovery actions. 
Robustness consists of two aspects, stability and flexibility. Stability describes the degree of the ability of a schedule to remain 
feasible and cost efficient under different operational environments without major modifications. In contrast, flexibility is the 
ability of a schedule to be adapted to changing environments in operations at low costs. However, increasing robustness 
accompanies with an increase of the planning costs. Thus a main goal of robust scheduling is its efficiency. In this context a 
method is efficient, if it obtains a high increase of robustness for a low increase of costs. In this paper we present a stochastic 
optimization model with respect to swapping opportunities of crews. We propose a run-time saving solution approach to integrate 
flexibility indicators into a column generation framework with a constraint generation extension. In order to realistically evaluate 
the robustness of the schedules we use a scenario based simulation model with enabled recovery actions for a realistic evaluation. 
The results show that the approach allows us to generate crew schedules with higher flexibility degrees at low increase of the 
planned costs in comparison with cost-efficient schedules. 
Keywords: Airline Scheduling; Column Generation; Robustness; Flexibility  
1. Introduction: Airline scheduling and disruptions  
On the day of operations airline transportation frequently has to deal with disruptions, e.g. breakdowns of 
technical equipment like aircraft, bad weather conditions, missing passengers or airspace congestion. Disruptions 
may disturb the resource schedules, so that these are likely to become infeasible. In such situations airlines have to 
recover many resources that are necessary for operating flights, e.g. crews, aircraft. The process of finding new 
schedules is called recovery or disruption management. To recover a disrupted schedule airlines swap resources 
such as aircraft or crew, reroute passengers, use reserve or standby resources, cancel or delay flights, until all 
resources for operation are available. During the recovery process several restrictions have to be respected, e.g. 
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preservation of legality of crew pairings as well as the adherence of aircraft maintenance intervals. Kohl et al. (2007) 
give a comprehensive overview of fundamental recovery techniques in airline operations, whereas Clausen et al. 
(2010) present fundamental state-of-the-art concepts and models for recovery of different airline resources, focusing 
on the computational aspect of recovery. 
Delays, cancellations and resource reassignment may lead to additional, so called reactionary costs. Thus, 
operating costs are often higher than planned costs. This problem is addressed by robust scheduling, where possible 
disruptions are already taken into account during the scheduling process. For us, robustness consists of two aspects, 
namely stability and flexibility. Stability determines the grade of ability of a schedule to remain feasible despite 
unforeseen disruptions. Flexibility describes the ability of a schedule to be adapted to changing environment at low 
cost at the day of operations. 
Stability and flexibility can be incorporated into all stages of the airline scheduling process as additional 
objectives besides the planned costs. The airline scheduling process is usually carried out sequentially and starts up 
to three years before operation. After generation of the flight schedule providing start and end airports as well as 
departure and arrival times for flights, an aircraft type is assigned to each flight. The objective of this task called 
fleet assignment is to closely capture the passenger’s demand by the particular capacity of each aircraft type. 
Afterwards the scheduling problem can be partitioned into independent sub problems. For all fleet types the aircraft 
routing problem is solved, where specific aircraft routes are generated. In the sequential scheduling process the two-
stage crew scheduling follows. In the first stage anonymous crew itineraries called crew pairings are created. In a 
second stage concrete staff members are assigned to the crew pairings. This results in monthly working schedules, 
called crew rosters. The airline scheduling problem steps are highly considered in the literature. For an overview of 
the deterministic scheduling problems and their underlying models we suggest Klabjan (2005) and Barnhart et al. 
(2003). 
In this paper we aim for increasing flexibility of crew schedules by incorporating swap opportunities during the 
scheduling phase. The approach deals with providing swap opportunities between pairings while maintaining the 
feasibility of crew rosters. In the following this paper is organized as follows: In the remaining of this chapter we 
present a literature review and prove the significance of this study. We give a definition for the concept of flexibility 
in this study and show how robustness of crew and aircraft schedules can be measured. The second chapter contains 
the formulation of the stochastic model for crew scheduling incorporating flexibility aspects as well as a solution 
approach based on column generation; its resulting computational results will be presented in chapter 3. Chapter 4 
contains an outlook for future research. 
1.1. Relevant approaches for robust airline scheduling and scope of the paper 
In this section recent approaches to robust crew and aircraft scheduling are introduced. Schaefer et al. (2005) 
present an approach to incorporate stability into crew schedules by using expected cost but planned cost for crew 
pairings. The expected costs are computed by simulation of standalone pairings. Thus, no delay propagations 
between pairings, e.g. by sharing the same aircraft consecutively, are considered. Ehrgott and Ryan (2002) propose a 
bicriteria approach for solving the robust crew pairing problem by considering stability aspects of crews changing 
aircraft. They use a deterministic local indicator-based approach to check aircraft changes of crews for possible 
delay propagations between the two successive flights within a particular aircraft change. However, the propagation 
is measured locally; no further propagations in the affected pairing are considered. Weide et al. (2009) use the same 
local non-robustness indicator for iterative crew scheduling and aircraft routing. Yen and Birge (2006) formulate the 
crew pairing problem with a non-linear stochastic recourse to measure probable delay propagations between both 
crews and aircraft. Their heuristic solution approach is computational expensive, thus only results for small 
instances with up to 79 flights are presented. 
Regarding flexibility, Shebalov and Klabjan (2006) introduce a robustness indicator called move-up crews. A 
move-up crew is a crew that provides a swap opportunity at the day of operations if severe disruptions occur. To 
maintain pairing feasibility, move-up crews are only considered between pairings from the same crew base that end 
almost at the same time. For their results they consider the temporary closure of a hub airport at the beginning of a 
day for the daily scheduling problem. However they do not consider different risk measures for different swap 
opportunities, i.e. all move-up crews are handled equally. Ageeva (2000) propose a robust aircraft assignment model 
to increase flexibility of aircraft schedules. Based on the flight string models for aircraft fleeting and assignment by 
Lucian Ionescu and Natalia Kliewer / Procedia Social and Behavioral Sciences 20 (2011) 1019–1028 1021
Barnhart et al. (1998a), they generate different aircraft schedules and afterwards select the solution, where flight-
strings meet each other as often as possible in order to provide a maximum number of swap opportunities. It is 
important to say, that aircraft is swapped back to the original routes after a swap occurs. Burke et al. (2010) 
construct a multi-objective optimization model to both incorporate stability and flexibility into aircraft schedules. In 
contrast to Ageeva (2000) they discuss swaps as single point swap of two routes without back swaps. However, no 
interdependencies between crew and aircraft are considered. 
The presented study is embedded in a research that focuses on improving robustness of airline crew and aircraft 
schedules. In this context Dück et al. (2011) formulate a stochastic model with delay propagation measuring for the 
crew pairing problem. They propose a decomposition strategy to be able to solve the model by iterative crew 
scheduling and aircraft routing adapted from Weide et al. (2009). 
As a part of the whole, this paper focuses on the crew pairing problem with regard to flexibility aspects. In this 
step flights are connected to crew itineraries, whereas there is no influence on any flight connections during the crew 
rostering step. Thus, this study concentrates on the crew pairing step for increasing the flexibility of crew schedules. 
We propose an optimization model with stochastic recourse considering swap opportunities for crews during 
operations. To solve this problem we propose a column generation approach with an additional constraint generation 
extension method. We provide a scenario-based evaluation of swap opportunities for crew connections to only 
consider those to be part of the solution if a high probability of delay propagation exists. Our approach can be easily 
transferred to the aircraft routing problem. Altogether we aim for an integration of the presented recourse model into 
the recourse model of Dück et al. (2011) to be able to consider both stability and flexibility during the aircraft and 
crew scheduling process to obtain a higher on-time performance. 
1.2. Defining and measuring the robustness of airline resource schedules 
The measurement of robustness directly targets at the consideration of operating costs instead of planned cost. A 
practicable way to measure the robustness of schedules is the on-time performance (OTP) of operated flights in a 
simulation environment. The on-time performance can be described as the fraction of flights arriving on-time at 
their destination airport. The inclusion of an additional delay tolerance threshold, e.g. 0, 5 and 15 minutes is 
possible. For airline operations the threshold of 15 minutes is the most important one, see Burke et al. (2010) and 
Shebalov and Klabjan (2006) for details. 
The on-time performance can be increased by absorbing delays by buffer times or recovery actions at the day of 
operations. These capabilities directly derive advantage from a high degree of stability and flexibility of a schedule. 
Regarding the evaluation of schedules Schaefer et al. (2005) use the so called push-back procedure to measure the 
stability of schedules. Because push-back also describes the act of pushing an aircraft back from a gate before 
departure we refer to this method as delay propagation. Yen and Birge (2006) use a simulation considering both 
crew and aircraft connections, they also do not take recovery actions but delay propagation into account. As long as 
only stability aspects are considered, it is reasonable to only use delay propagation for schedule evaluation. 
The measurement of flexibility demands for recovery actions during simulation. The use of recovery actions 
prevents underestimation of the robustness of schedules. Regarding airline operations an important technique for 
recovery is the re-allocation of resources. In practice complex approaches with high computational efforts are not 
yet established, thus it is desirable to create schedules that can be recovered by mostly local actions without 
extensive rescheduling during operations. We pay attention to this fact by considering swap opportunities of two 
pairings each. Regarding the construction of flexible schedules it is misleading to use sophisticated rescheduling 
approaches for evaluation. A rescheduling approach may falsify the schedule evaluation because a good on-time 
performance must not result from good scheduling anymore then. Thus a schedule is flexible, if it provides cost-
efficient and uncomplex opportunities to adjust schedules during operations when disruptions occur. 
We refer to a swap opportunity as a point in the time-space-network. A swap point consists of two pairings, A 
and ܤ. Pairing ܣ is defined as the conflicted pairing containing a connection between two flights that propagates a 
delay. Pairing ܤ is defined as a candidate pairing that provides a swap opportunity for this connection in Pairing A. 
There exist two possibilities of swaps. A single-point swap is defined as a swap of two pairings that are overlapping 
at least at one point in a time-space network (see figure 1). Flight ௗ݂ is assumed to be delayed in a way that its 
successor task in Pairing ܣ would be delayed by propagation. The resulting sequences ܣே and ܤே have to be legal 
after swapping, i.e. no flight and rest regulations may be disrupted and the monthly crew schedules still have to be 
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preserved for each crew. To avoid infeasible monthly schedules, a single-point swap implies a back swap after 
pairing ܣே and ܤே ended. Therefore both pairings have to end at the same crew base almost at the same time, thus 
single-point swaps are only possible for pairings of the same crew base. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In contrast, in two-point swaps are possible for two crews of different crew bases, as long as they are swapped 
back to their origin routes later in the same pairing (see figure 2). The back swap has to be carried out explicitly 
during operation of both pairings. Thus, the monthly schedules remain feasible in both situations. Our evaluation 
framework supports both single-point and two-point swaps. 
Regarding the inclusion of swap points, possible advantages and disadvantages have to be discussed. Taking only 
delay propagation into account a swap opportunity at a risky space-time point in the flight network is not reasonable, 
if the pairings AN and BN could directly be selected in the solution instead of pairings A and B. In other words, if the 
sequences AN and BN perform better regarding delay propagation, it is not necessary to create them by a swap. 
Another important aspect is the fact that the increase of stability is achieved by reallocating buffer times. This 
may lead to short connection times between flights that are unlikely to be disrupted. If this prediction about the 
probability of delay propagation proves false, then an explicitly scheduled swap opportunity for this connection can 
be seen as a ‘backdoor’ that is only used if necessary. This provides the desirable possibility to maintain availability 
of crew resources as planned. Also the increase of stability results in higher marginal cost at high stability levels. 
The increase of flexibility is then a more cost-efficient way to provide more robustness. In this study we concentrate 
on increasing flexibility of crew schedules, as a part of a holistic approach to increase both stability and flexibility of 
airline crew and aircraft schedules. We assume that the transfer of the presented approach to aircraft rotations is 
straightforward. 
2. Approach for increasing flexibility of crew schedules by swap opportunities 
The crew pairing problem can be formulated as a set partitioning problem, where all flights have to be covered 
exactly once by a crew pairing. A crew pairing is defined as a sequence of non-overlapping flights that can be flown 
in succession by a crew for several days. It consists of one or more duties, i.e. daily routes, and rest periods between 
these duties. While the start and end location of a duty has no regulations, a pairing has to end at the crew base 
where it has started. Also sufficient ground times between the flights have to be scheduled. The ground times 
depend on the airport and whether the crew changes aircraft for the next flight. Solution approaches for the 
deterministic crew pairing problem are considered widely in the research community; see for example Desaulniers 
et al. (1997) and Barnhart et al. (1998b). 
  
Figure 1. Single point swap with implicit back swap to the origin monthly schedule 
Figure 2. Two point swap with a back swap within the affected pairings 
Lucian Ionescu and Natalia Kliewer / Procedia Social and Behavioral Sciences 20 (2011) 1019–1028 1023
In the first step of this section we formulate the stochastic crew pairing problem. Due to the fact that the model is 
not tractable because of its complexity, we present a solution approach with acceleration and tractability techniques 
in a second step. 
2.1. A formulation of the stochastic crew pairing problem concerning swap opportunities 
The deterministic crew pairing problem can be formulated as follows: 
 
݉݅݊ ෍ ௝ܿݔ௝ + ܳ(ܺ, Ω)
௝ఢ௉
 
 (1.1) 
ݏ. ݐ. ෍ ܽ௜௝ݔ௝
௝ఢ௉
= 1 ∀ ݅ ∈ ܨ, ݆ ∈ ܲ (1.2) 
ݔ௝ ∈ {0,1} ∀݆ ∈ ܲ (1.3) 
 
F represents the set of flights that must be covered. P is the set of all feasible crew pairings for F. The binary 
variable ݔ௝ determines whether pairing ݆ ∈ ܲ is selected in the solution or not. The vector ܿ contains costs for each 
pairing, thus ௝ܿ is the planned cost associated with pairing ݆. The matrix A consists of binary entries ܽ௜௝  with value 1 
if flight i is covered by pairing j, 0 otherwise. 
Shebalov and Klabjan (2006) maximize and count the number of move-up crews without regard to the efficiency 
and necessity of each point. In contrast, we propose an evaluation of possible risk points so that we only consider 
swap points that are likely to be used to improve the on-time performance. To consider uncertainty about upcoming 
events that result in delays of departure and arrival times, the robust crew pairing problem’s objective can be 
extended by a stochastic recourse function. Recovery actions like swapping resources or canceling flights decrease 
the delay propagation and thus not only negative impacts on the schedule costs have to be taken into account. In this 
work we focus on considering swap opportunities for crews. In our study, the recourse function ܳ(ܺ, Ω) represents 
the objective bonus for swap opportunities. The model for ܳ(ܺ, Ω) is described by (2.1)-(2.14). ܺ ⊆ ܲ stands for the 
set of selected pairings, Ω is the set of delay scenarios used for the evaluation. A scenario ߱ ߳ Ω represents 
stochastic variables for primary delays that result in deviations in departure and arrival times of the flights ݂ ߳ ܨ. 
Each scenario has a probability of occurrence ݌ఠ. ݀௙ఠ and  ݎ௙ఠ represent the actual departure and arrival time for 
flight ݂ under scenario ߱. ݃௙ᇲ௙ఠ௖  is the minimum connection time between two flights ݂ᇱ and ݂; its length 
particularly varies whether the crew performs an aircraft change or not during the connection. ߜ௙ᇲ௙ఠ represents the 
delay that is propagated by crew from flight ݂ᇱ to flight ݂ in scenario ߱. Propagated delays always have to be non-
negative (2.11). As we only consider swap opportunities for connections that are likely to propagate delays, the 
binary variable ߩ௙ᇲ௙ఠ determines if the connection flights ݂ᇱ and ݂ propagates a considerable delay in scenario ߱. 
In contrast to delay propagations or cancelations, swaps are cost neutral actions. However, swaps can prevent 
delay propagations, so we assume a positive objective bonus for them in the recourse. If a solution ܺ provides a 
swap opportunity for a crew connection that is likely to propagate a delay, this objective bonus can be enabled. The 
objective function deals with the sum of objective bonuses of existing swap opportunities. ܾ௦௣ denotes the objective 
bonus for providing a swap opportunity in a scenario. Thus, the objective benefit of a swap opportunity depends on 
the number of scenarios where it is used. The binary variable ݏ݌௙ೕೖఠ determines whether pairing ݇ provides a swap 
opportunity for flight ݂ of pairing ݆ in scenario ߱ or not. Because of the positive effect on the objective it is 
desirable to maximize the number of swap opportunities. However, there are several conditions that have to be 
satisfied before enabling ݏ݌௙ೕೖఠ. 
A swap opportunity can be illustrated as follows. Let ௝ܿ(݂) be the predecessor task of flight ݂ in pairing ݆. There 
exists a swap opportunity with pairing ݇, if ௝ܿ(݂) can be connected to ௞݂ and ௝ܿ(݂) to ݂. The new connections must 
be legal regarding sit or rest times for the crews. This is ensured by constraints (2.2) and (2.3). The big-M 
formulation ܯ௦௣ is needed to force ݏ݌௙ೕೖఠ to 0, if the minimum crew connection time cannot be held. As no 
deadheading is taken into account during the scheduling phase, constraint (2.4) ensures, that the new predecessor 
task of ݂, ܿ௞(݂) in pairing ݇, arrives at the same airport where ݂ departs. The binary variable ܣܲ௖ೖ(௙)௙ has value 1 if 
ܿ௞(݂) arrives at the same airport where ݂ departs. 
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Swap opportunities are considered only for connections that are likely to be disrupted by propagated delay. This 
specification is formulated in (2.5) and (2.6). If ߜ௖ೕ(௙)௙ఠ exceeds a configurable on-time performance threshold ݐఋ, 
then the connection is claimed risky in the current scenario. Constraint (2.7) ensures that the new pairings AN and 
BN meet all crew legality restrictions after the swap. ܾݏ௙ೕೖఠ is a binary variable that determines if there is a back-
swap possibility if necessary. For the sake of clarity we introduce constraint (2.8) for a back-swap; a formulation of 
the analogous restrictions for a back-swap is straightforward from (2.2)-(2.4.). The constraints (2.9) and (2.10) 
ensure that the pairings ݆ and ݇ are part of the current solution. 
Note that this formulation does only include technical objective benefit for possible swaps. It does not result in an 
identical reduction of the real operational cost of a crew schedule, because costs implied by delay propagations or 
cancellations are not considered. Therefore it is reasonable to extend our recourse model by considering delay 
propagation in future research. With this enhancement it is possible to determine exact objective benefit values for 
swap opportunities, e.g. savings of delay propagation costs. 
 
ܳ(ܺ, Ω) = ݉ܽݔ ෍ ݌ఠ ෍ ܾ௦௣ ∙ ݏ݌௙ೕೖഘ
௙∈ிఠఢΩ
 
(2.1) 
ݎ௖ೖ(௙)ఠ + ݃௖ೖ(௙) ௙ೕఠ௖ − ቀ1 − ݏ݌௙ೕೖఠቁ ܯ௦௣ ≤ ݀௙ೕఠ ∀ ௝݂ ߳ ݆, ௞݂ ߳ ݇, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.2) 
ݎ௖ೕ(௙)ఠ + ݃௖ೕ(௙) ௙ೖఠ௖ − ቀ1 − ݏ݌௙ೕೖఠቁ ܯ௦௣ ≤ ݀௙ೖఠ ∀ ௝݂ ߳ ݆, ௞݂ ߳ ݇, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.3) 
ܣܲ௖ೖ(௙)௙ ≥ ݏ݌௙ೕೖఠ ∀݂ ߳ ܨ, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.4) 
ݐఋ − ቀ1 −  ߩ௖ೕ(௙)௙ఠቁ ܯఋ ≤  ߜ௖ೕ(௙)௙ఠ ∀݂ ߳ ܨ, ∀݆ ߳ ܲ, ∀߱ ߳ Ω (2.5) 
ߩ௖ೕ(௙)௙ఠ ≥ ݏ݌௙ೕೖఠ ∀݂ ߳ ܨ, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.6) 
݂(ܣே) ≤ ܣே߳ܲே ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.7) 
ܾݏ௙ೕೖఠ ≥ ݏ݌௙ೕೖఠ ∀݂ ߳ ܨ, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.8) 
ݔ௝ ≥ ݏ݌௙ೕೖఠ ∀݂ ߳ ܨ, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.9) 
ݔ௞ ≥ ݏ݌௙ೕೖఠ ∀݂ ߳ ܨ, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.10) 
ߜ௙ఠ ≥ 0, ∀݂ ߳ ܨ, ∀߱ ߳ Ω (2.11) 
ݏ݌௙ೕೖఠ߳ {0,1}, ∀݂ ߳ ܨ, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.12) 
ܾݏ௙ೕೖఠ߳ {0,1}, ∀݂ ߳ ܨ, ∀݆, ݇ ߳ ܲ, ݆ ≠ ݇, ∀߱ ߳ Ω (2.13) 
ߩ௖ೕ(௙)௙ఠ߳ {0,1}, ∀݂ ߳ ܨ, ∀݆ ߳ ܲ, ∀߱ ߳ Ω (2.14) 
 
The proposed stochastic model can be solved by column generation with an extension that handles the recourse 
model explicitly, see figure 3 for the general approach. The fundamental optimization techniques are described in 
Dück et al. (2009). In a preprocessing step delay scenarios with primary delays are generated. These delays are 
propagated over aircraft rotations. All resulting delays in departure and arrival times of flights are used as input data 
for the crew pairing phase, because they cannot be avoided there. The pricing step is performed by a dynamic 
programming approach with a resource constrained shortest path algorithm. The restricted master problem is a LP 
relaxation of the model including all columns that are generated so far. The master problem can be solved by a 
standard LP solver. 
The extension method called model management is responsible for the risk evaluation of crew connections and 
the search for swap opportunities. For all connections within the generated pairings the risk of delay propagation is 
measured by evaluating the connections regarding all delay scenarios ߱ ߳ Ω. If two pairings ݆ and ݇ provide a swap 
opportunity for a risky crew connection ௝ܿ(݂) to ݂, the constraints (2.9) and (2.10) as well as the variable ݏ݌௙ೕೖ  with 
the objective ∑ ݌ఠ ∑ ܾ௦௣௙∈ிఠఢΩ: ఋ೎ೕ(೑)೑ഘவ ௧ഃ  are added to the model. It is obvious that the processing of all scenarios 
is done in the extension method and become part of the model only by the varying objective value of ݏ݌௙ೕೖ . Thus, 
the inclusion of swap opportunities with high probability of usage in the solution is preferred because of a higher 
objective benefit. An integration of the extension into a branch-and-price framework is straightforward. Since the 
constraint generation extension does not affect the pricing step, it is possible to evaluate the recourse after the 
column generation phase and before the IP phase. Another possibility is the integration into the column generation 
process. An advantage of the integrated approach is the fact that the LP-score of the pairings obtained from the 
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master solution can be used to evaluate whether the pairings ݆ and ݇ are likely to be part of the solution or not. Swap 
opportunities with a low LP-score of ݆ and ݇ over several column generation iterations can be removed from the 
model. 
For larger instances the number of risky connections as well as possible swap opportunities is too high to be 
considered completely. Our experiments show that there may be a large number of possible swap points for a risk 
point. Shebalov and Klabjan (2006) already recognize that a few swap opportunities for many crew connections is 
more reasonable than many swap opportunities for only a few connections. Thus, in this approach the maximum 
number of swap opportunities per crew connection is limited by a configurable threshold to maintain tractability of 
the model1. Note that there are not ten swap opportunities in the final solution, as this refers to all generated pairings 
in the column generation phase; only a few of all pairings are selected in the final IP phase. Also the constraint 
generation is only applied to swap opportunities for crew connections that are delayed in at least ݐఠ scenarios2. 
Otherwise too many constraints are generated for swap opportunities with too low probability of usage. 
 
 
3. Computational results 
In this section we present computational results for the solution approach. All experiments were carried out on a 
desktop PC with an Intel Core i7 processor and 8GB RAM. No parallelism is used. In our column generation 
framework we use the interior point method of the MOPS 7.7.10 optimization framework for the restricted master 
problem. The IP phase is solved by CPLEX 12.2. The test instances consist of real world daily flight schedules of a 
major European airline with 396-427 flights. Based on given operational aircraft schedules, we generate crew 
schedules for these instances. The evaluation is carried out by a simulation framework with a rule-based recovery 
 
1
 Experiments show that a threshold of ten swap opportunity constraints for one crew connection is most suitable. 
2 For the threshold tன we use a value of 50% of all underlying scenarios. 
Sequential Approach   Integrated Approach 
 
Figure 3. Possibilities for integration of the solution approach into a column generation framework 
1026  Lucian Ionescu and Natalia Kliewer / Procedia Social and Behavioral Sciences 20 (2011) 1019–1028
strategy described in Ionescu et al. (2010). The recovery considers interdependencies of crew and aircraft. We 
compare schedules generated by our approach with cost-efficient schedules, where no flexibility is considered. 
The main parameters of the configuration for the solution approach are adjusted as follows: 
x OTP-threshold ݐఋ = 15 x Objective benefit per swap opportunity ܾ௦௣ ∈ {10, 50, 500, 1.000, 10.000, 20.000, 50.000} 
 
As our main target is the improvement of the on-time performance for the important threshold of 15 minutes, we 
only consider swaps at connections with delays greater than 15 minutes in the simulation. The objective benefit 
values are chosen randomly in increasing order to check the convergence of the approach. Table (1) shows the 
average results for all instances over 100 simulation runs. Swaps are performed only if a delay exceeds 15 minutes. 
It is obvious that the on-time performance can be increased up to 2% with higher objective benefit factors for crew 
swap opportunities. Note that aircraft swaps can be performed in simulation but are not scheduled explicitly. Thus 
the effects result in the increase of crew swap opportunities only. The crew working hours represent the planned cost 
of the generated crew schedules. We assume that the operational costs of all aircraft of the same fleet are identical; 
thus no consideration about them is needed. The number of swaps per day is almost constant, although the ratio of 
performed swaps that were explicitly scheduled increases. This leads to the interpretation that a consideration of 
delay propagation risk leads to more reasonable, thus less necessary crew swaps. This assumption is supported by 
the constant increase of the on-time performance. 
Table 1. Different benefit values and the resulting on-time performance and planned cost 
configuration 
(࢈࢙࢖) 
avg. on-time 
performance 
avg. crew working 
hours 
avg. crew 
swaps/day 
avg. scheduled crew 
swaps/day 
0 (cost-efficient) 86,48% 957,67 9,14 - 
10 86,69% 958,67 8,80 2,92% 
50 86,84% 960,33 8,44 1,15% 
500 86,92% 968,00 8,30 6,06% 
1.000 87,56% 973,67 8,65 6,82% 
10.000 87,59% 1004,33 9,09 12,65% 
20.000 88,45% 1021,33 9,14 14,77% 
50.000 88,55% 1064,33 8,93 16,07% 
 
Figure 4 illustrates the trade-off between planned costs and on-time performance (15 min) of the different 
flexibility degrees in comparison with the cost-efficient schedules. To a certain degree additional on-time 
performance can be achieved with a low increase of the planned cost. At higher objective benefit factors for swaps 
the planned costs increase significantly. This happens because at least one additional pairing has to be used for 
obtaining more swap opportunities. If additional pairings are used, the average pairing length decreases. However, 
high objective benefit factors indicate convergence of the approach. 
In conclusion the presented study demonstrates that higher degrees of flexibility result in better operational on-
time performance. Nevertheless the marginal costs for additional flexibility become expensive if swap opportunities 
are exploited too much. This necessarily leads to an integrated consideration of stability and flexibility aspects in 
scheduling at the same time to further improve on-time performance at low costs. As this approach first deal with 
crew schedules only, an analogous consideration of aircraft rotation swaps aims at the same target. 
Lucian Ionescu and Natalia Kliewer / Procedia Social and Behavioral Sciences 20 (2011) 1019–1028 1027
4. Concluding remarks and outlook 
In this work we introduced a stochastic formulation for the robust crew pairing problem with regard to swap 
opportunities. We formulated a set-partitioning model extended by a stochastic recourse providing the ability to 
include objective benefits for swap opportunities provided in the solution. For the selection of reasonable swap 
points we presented a scenario-based way to determine the probability of necessity of a swap point. The transfer of 
the approach to the aircraft routing problem is straightforward. 
Our results show that the presented approach provides the ability to improve the on-time performance of a 
schedule by increasing its degree of flexibility. The results are compared to cost-efficient schedules where no 
robustness aspects are considered. As the marginal costs for additional flexibility increase significantly, further 
improvement of the on-time performance by flexibility is not desirable. The same effect turns out by considering 
stability aspects only (see Dück et al. (2011) for details). 
Regarding the entire research project, there exist a model each for increasing stability (Dück et al. (2011)) and 
flexibility (the presented study). The next step will be an integration of these models and their related solution 
approaches. Therefore the integration of delay propagation aspects in the presented model is important. As the 
marginal costs for additional flexibility increase significantly, it would be interesting to see to what extent the on-
time performance can be improved by additional consideration of stability at the same-time during the crew and 
aircraft scheduling process. 
References 
Ageeva, Y. (2000). Approaches to Incorporating Robustness into Airline Scheduling, Master's thesis, Massachusetts Institute of Technology. 
Barnhart, C., N. L. Boland, L. W. Clarke, E. L. Johnson, G. L. Nemhauser, and R. G. Shenoi (1998). Flight string models for aircraft fleeting and 
routing. Transportation Science (32):208-220. 
Barnhart, C., E. L. Johnson, G. L. Nemhauser, M. W. Savelsbergh, and P. H.Vance (1998). Branch-and-price: Column generation for solving 
huge integer programs. Operations Research 46:316-329. 
Barnhart, C., A. M. Cohn, E. L. Johnson, D. Klabjan, G. L. Nemhauser, and P. H. Vance (2003). Handbook of Transportation Science, Chapter 
Airline Crew Scheduling, 517-560. Springer New York. 
Burke, E., P. De Causmaecker, G. De Maere, J. Mulder, M. Paelinck, and G. van den Berghe (2010). A multi-objective approach for robust 
airline scheduling. Computers & Operations Research 37 (5):822-832. 
Clausen, J., A. Larsen, J. Larsen, and N. J. Rezanova. Disruption management in the airline industry – concepts, models and methods. Computers 
& Operations Research 37 (5):809-821, 2010. 
Desaulniers, G., J. Desrosiers, Y. Dumas, S. Marc, B. Rioux, M. M. Solomon, and F. Soumis (1997). Crew pairing at Air France. European 
Journal of Operational Research 97 (2):245-259. 
Dück V., F.Wesselmann, L.Suhl, (2009) A branch-and-price-and-cut framework for crew pairing optimization. Tech. rep., Decision Support & 
Operations Research Lab, University of Paderborn 
 
Figure 4. Comparison of the average on-time performance (15 min) and the planned costs per objective benefit factor 
1028  Lucian Ionescu and Natalia Kliewer / Procedia Social and Behavioral Sciences 20 (2011) 1019–1028
Dück, V., L. Ionescu, N.Kliewer, L.Suhl (2011). Increasing Stability of Crew and Aircraft Schedules. Transportation Research Part C. 
Ehrgott, M. and D. M. Ryan (2002). Constructing robust crew schedules with bicriteria optimization. Journal of Multi-Criteria Decision Analysis 
11 (3):139-150. 
Ionescu, L., N. Kliewer, T. Schramme (in press). A Comparison of Recovery Strategies for Crew and Aircraft Schedules. To appear in 
Proceedings of OR 2010, International Conference on Operations Research, 2010. 
Klabjan, D. (2005) Column Generation, Chapter Large-Scale Models in the Airline Industry, 163-196. Springer. 
Kohl, N., Larsen A., Larsen J., Ross A., and Tiourine S. (2007). Airline disruption management perspectives, experiences and outlook. Journal of 
Air Transport Management, 13:149-162. 
Schaefer, A. J., E. L. Johnson, A. J. Kleywegt, and G. L. Nemhauser (2005). Airline crew scheduling under uncertainty. Transportation Science 
39 (3):340-348. 
Shebalov S. and Klabjan D. (2006) Robust airline crew pairing: Move-up crews. Transportation Science, 40(3):300–312. 
Tam, B., M. Ehrgott, D. Ryan, G. Zakeri. (2011) A comparion of stochastic programming and bi-objective optimisation approaches to robust 
airline crew scheduling. OR Spectrum (33):49-75. 
Weide, O., D. Ryan, and M. Ehrgott (2009). An iterative approach to robust and integrated aircraft routing and crew scheduling. Computers & 
Operations Research 37 (5):833-844. 
Yen, J. W. and J. R. Birge (2006). A stochastic programming approach to the airline crew scheduling problem. Transportation Science 40 (1):3-
14. 
