Elliott's identity and hypergeometric functions  by Balasubramanian, R. et al.
J. Math. Anal. Appl. 271 (2002) 232–256
www.academicpress.com
Elliott’s identity and hypergeometric functions
R. Balasubramanian,a S. Naik,b S. Ponnusamy,b
and M. Vuorinen c,∗
a The Institute of Mathematical Sciences, CIT Campus, Taramani, Madras 600 106, India
b Department of Mathematics, Indian Institute of Technology, IIT-Madras, Chennai 600 036, India
c Department of Mathematics, University of Helsinki, Yliopistonkatu 5, 00014 Helsinki, Finland
Received 13 September 2001
Submitted by B.C. Berndt
Abstract
Elliott’s identity involving the Gaussian hypergeometric series contains, as a special
case, the classical Legendre identity for complete elliptic integrals. The aim of this paper is
to derive a differentiation formula for an expression involving the Gaussian hypergeometric
series, which, for appropriate values of the parameters, implies Elliott’s identity and which
also leads to concavity/convexity properties of certain related functions. We also show that
Elliott’s identity is equivalent to a formula of Ramanujan on the differentiation of quotients
of hypergeometric functions. Applying these results we obtain a number of identities
associated with the Legendre functions of the first and the second kinds, respectively.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction and main results
The classical hypergeometric function F(a, b; c; z) is defined by the series [1,
5,17]
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F(a, b; c; z) := 2F1(a, b; c; z)=
∞∑
n=0
(a,n)(b,n)
(c, n)(1, n)
zn, (1.1)
where a, b, c ∈ C and c /∈ −N0 := {0,−1,−2, . . .}. In (1.1), (a,0)= 1 for a 
= 0
and the rising factorial notation
(a,n)= a(a + 1) . . . (a + n− 1)= Γ (a + n)
Γ (a)
, n 1,
is used. It is important to note the symmetry propertyF(a, b; c; z)= F(b, a; c; z).
Moreover, F(a, b; c; z) is analytic in the cut plane C\{[1,∞)}, and, in particular,
it is analytic in the unit disc ∆ = {z ∈ C: |z| < 1}. By classical theory [5,17],
the behavior of the function at z = 1 depends on the parameters: if a + b < c
the function is bounded in the closed disk |z| < 1, whereas for a + b  c the
function is unbounded. In the unbounded case, refined estimates for the behavior
of the function were recently given in [3]. Many classes of special functions are
particular or limiting cases of the hypergeometric function [1,5].
The motivation for this paper comes from the fact that elliptic integrals are
special cases of the hypergeometric function, a topic studied recently in [2,7,12].
The complete elliptic integrals K and E of the first and second kind, respectively,
are defined for r ∈ (0,1) by
K(r)= π
2
F
(
1
2
,
1
2
;1; r2
)
=
π/2∫
0
dφ√
1− r2 sin2 φ
and
E(r)= π
2
F
(
−1
2
,
1
2
;1; r2
)
=
π/2∫
0
√
1− r2 sin2 φ dφ.
We also use the notation K′ and E ′, for their complements defined by K′(r) =
K(r ′) and E ′(r) = E(r ′), r2 + r ′2 = 1. One of the main properties of these in-
tegrals is the important identity due to Legendre to the effect that
EK′ + E ′K−KK′ = π
2
,
and generalizations of this identity were explored in [2,7,12].
Elliott [11] (see also [5, Theorem 3.2.8]) proved the following identity:
F
(
1
2
+ λ,−1
2
− ν;1+ λ+µ; r
)
F
(
1
2
− λ, 1
2
+ ν;1+ ν +µ;1− r
)
+ F
(
1
2
+ λ, 1
2
− ν;1+ λ+µ; r
)
× F
(
−1
2
− λ, 1
2
+ ν;1+ ν +µ;1− r
)
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− F
(
1
2
+ λ, 1
2
− ν;1+ λ+µ; r
)
F
(
1
2
− λ, 1
2
+ ν;1+ ν +µ;1− r
)
= Γ (1+ λ+µ)Γ (1+ ν +µ)
Γ
(
λ+µ+ ν + 32
)
Γ
( 1
2 +µ
) , r ∈ (0,1).
Clearly, the choice λ = µ = ν = 0 gives the Legendre relation. In [2, Corol-
lary 3.13 (5)], a new generalization of the Legendre relation was obtained in the
form
L(a,1− a, c, r)= Γ
2(c)
Γ (c+ a − 1)Γ (c− a + 1) , r ∈ (0,1), (1.2)
which was shown to be valid for a ∈ (0,1) and c > 0. Here
L(a, b, c, r)= u(r)v(1 − r)+ u(1− r)v(r)− v(r)v(1 − r),
r ∈ (0,1), (1.3)
with a, b, c > 0, u(r)= F(a− 1, b; c; r) and v(r)= F(a, b; c; r). Unfortunately,
the generalization (1.2) does not include Elliott’s identity as a special case.
However, it should be mentioned that the relation (1.2) agrees with Elliott’s
identity at least for the case λ = ν = 1/2 − a and µ = c + a − 3/2. The aim
of this paper is to fill this gap by proving a general result which includes the result
(1.2) as well as the result of Elliott. Our main results are partly motivated by the
following conjecture from [2, Conjecture 3.16]:
Conjecture 1.1. For a, b ∈ (0,1), a + b  1 ( 1), L(a, b, c, r) is concave
(convex) as a function of r on (0,1).
Several properties of L(a, b, c, r) are discussed in [7,12]. Very recently, the
Elliott identity and some related results were discussed in [4]. Conjecture 1.1 does
not cover the Elliott relation in full form, and hence, it will be also of interest to
study the analog of this conjecture through a more general function that includes
the above mentioned result of Elliott. Because of this reason we introduce the
following function.
Definition 1.2. For a, b, c, d ∈ C, with c, d /∈ −N0, let u(z)= F(d − a − 1, d −
b;d; z), v1(z)= F(c− a, c− b; c; z), u1(z)= F(c − a − 1, c− b; c; z), v(z)=
F(d − a, d − b;d; z), and
S(a, b, c, d, z)= u1(z)v(1− z)+ u(1− z)v1(z)− v1(z)v(1− z),
z ∈∆\{0}. (1.4)
Unless otherwise stated, throughout this paper S(z) denotes the function S(a,
b, c, d, z) defined by (1.4). Further, we call S the Elliott function (see Corol-
lary 1.8). Clearly,
S(a, b, c, c, z)= L(c− a, c− b, c, z)
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and hence, the Elliott function extends the L-function. The interesting fact about
Elliott’s function is that it has a close connection to Ramanujan’s derivative
formula as we see below.
In connection with Conjecture 1.1, we recall the following result from [7].
Theorem 1.3. Let a, b, c >−1 and let α = α(a, b) be defined by
α(a, b)= min
{
p+ 2(a + b)+ 3
p− 1 +
2ab
p(p− 1) : p  2
}
.
We have
(i) if either c > b with a + b > 1, or
6ab
39+ 12(a+ b)+ 2ab − 1 < c < b
with a + b < 1, then L(r) is strictly convex for r ∈ (0,1).
(ii) if either c > b with a + b < 1, or
ab
a + b+ 2+ α − 1 c < b
with a + b > 1, then L(r) is strictly concave for r ∈ (0,1).
In view of Theorem 1.3, it is natural to ask whether this result has a counterpart
for S(z) when c 
= d . We provide an affirmative answer in the following form and
its proof will be given in Section 7.
Theorem 1.4. Let a, b >−1 and 0 
= c > max{a, b} and 0 
= d > c. Suppose that
S(z) is defined by (1.4) and
K(a,b, c, d)= (c+ d − a − b− 1)b
cd(c+ 1)(d + 1) .
Then, for r ∈ (0,1), the function S(r) is strictly convex whenever K(a,b, c, d) is
positive and it is strictly concave whenever K(a,b, c, d) is negative.
Now, we state two different equivalent representations for the function S(z) in
simple forms.
Theorem 1.5. The function S(z) has the following simple relation
S(z)= b
cd
G(z), z ∈∆\{0}, (1.5)
where G(z)≡G(a,b, c, d, z) is defined by
G(z)= dzF (d − a, d − b;d;1− z)F (c− a, c− b; c+ 1; z)
+ c(1− z)F (c− a, c− b; c; z)F (d − a, d − b;d + 1;1− z).
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In particular,
c
b
L(c− a, c− b, c, z)= c
b
S(a, b, c, c, z)
so that L(α,β, c, z) has the form
L(α,β, c, z)= c− β
c
[
zF (α,β; c;1− z)F (α,β; c+ 1; z)
+ (1− z)F (α,β; c; z)F (α,β; c+ 1;1− z)],
and we shall use this form later in this paper. In view of the well-known Euler
identity [1,5,17]
(1− z)a+b−cF (a, b; c; z)= F(c− a, c− b; c; z), (1.6)
we can rewrite G(z) in Theorem 1.5 as
G(z)= za+b+1−d(1− z)a+b+1−c
× [dF(a, b;d;1− z)F (a + 1, b+ 1; c+ 1; z)
+ cF (a, b; c; z)F (a+ 1, b+ 1;d + 1;1− z)]. (1.7)
This observation shows that if r ∈ (0,1), then S(r) > 0 for all a, b > 0 and
c, d >−1 with c+ d > 0. Moreover, S(z) has another representation as in
Theorem 1.6. The following relation holds:
S(z)=− (F (a, b; c; z))
2
azd−(a+b+1)(1− z)c−(a+b+1)
d
dz
(
F(a, b;d;1− z)
F (a, b; c; z)
)
. (1.8)
Our next result concerns the derivative formula for the Elliott function.
Theorem 1.7. Let a, b, c, d ∈C and c, d /∈ −N0. Then the function S in (1.4) has
the derivative formula
S ′(z)= c+ d − a − b− 1
cd
D(z),
D(z)≡D(a,b, c, d, z), z ∈∆\{0}, (1.9)
where D(z)≡D(a,b, c, d, z) is given by
D(z)= (c− b)dF (d − a, d − b;d;1− z)F (c− a, c− b+ 1; c+ 1; z)
− (d − b)cF (c− a, c− b; c; z)F (d − a, d − b+ 1;d + 1;1− z).
Equivalently,
S ′(z)= (α + β
′ − 1)(c− β)
cd
E(z), (1.10)
where
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E(z)= cF (α,β; c; z)F (α′, β ′;d + 1;1− z)
− dF(α′, β ′;d;1− z)F (α,β; c+ 1; z)
with α = c− a, β = c− b, α′ = d − a, and β ′ = d − b.
By Theorem 1.7, it follows that S ′(z) exists for all z ∈ ∆\{0} and that S ′(z)
vanishes in the domain ∆\{0} whenever c+ d = a + b+ 1. Hence, S(z) must be
constant on ∆\{0} whenever c + d = a + b + 1. Now, we give precise value of
this constant in the following corollary.
For the proof of Corollary 1.8, we record the Ramanujan derivative formula
from [9, p. 87, Entry 30]:
d
dr
(
F(a, b;d;1− r)
F (a, b; c; r)
)
=−
[
Γ (c)Γ (d)
Γ aΓ (b)
]
r−c(1− r)−d
(F (a, b; c; r))2 ,
a + b+ 1 = c+ d. (1.11)
It is important to recall that the properties of the solutions s of the equations
m(s)= pm(r)
(
m(r)= F(a, b;a+ b;1− r
2)
F (a, b;a+ b; r2)
)
with a + b = 1 and p, a small positive integer, have been studied by Berndt et
al. [10] to establish a number of identities, which were stated without proof by
Ramanujan.
Corollary 1.8. If c+ d = a + b+ 1, then one has
S(a, b, c, d, r)= Γ (c)Γ (d)
Γ (a + 1)Γ (b), r ∈ (0,1). (1.12)
In particular, Elliott’s identity holds.
Proof. Clearly, (1.12) follows from (1.8) and the relation (1.11). If we let d =
1+ ν +µ, c= 1+ λ+µ, a = d − 1/2+ λ and b = d − 1/2− ν in (1.12), then,
from the choice of these parameters, it follows that c= b+1/2+λ= a+1/2−ν,
and therefore c+ d = a + b+ 1 holds. Hence, (1.12) implies the Elliott identity
which, according to our present notation, takes the form
S
(
1
2
+ ν + λ+µ, 1
2
+µ,1+ λ+µ,1+ ν +µ, r
)
= Γ (1+ λ+µ)Γ (1+ ν +µ)
Γ
(
λ+µ+ ν + 32
)
Γ
( 1
2 +µ
) , r ∈ (0,1),
and we complete the proof. ✷
It would be interesting to note that one can obtain Corollary 1.8 from Elliott’s
identity. Hence, it is important to mention that the Elliott identity and the
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Ramanujan derivative formula which is valid for the case c+ d = a + b + 1 are
equivalent statements.
Now, we start presenting one more direct application of Ramanujan’s deriva-
tive formula.
Theorem 1.9. The following relation holds:
L(a, b, c, z)=− (F (c− a, c− b; c; z))
2
(c− a)[z(1− z)]a+b−c−1
× d
dz
(
F(c− a, c− b; c;1− z)
F (c− a, c− b; c; z)
)
, z ∈∆\{0}.
In particular, for a + b = 1, we have
L(a,1− a, c, r)= Γ
2(c)
Γ (c+ a − 1)Γ (c− a + 1) , r ∈ (0,1). (1.13)
The proofs of Theorems 1.5, 1.6, 1.7 and 1.9 will be given in Sections 2 and 3.
Unlike the result of [2] in which (1.2) has been verified only for a ∈ (0,1)
and c > 0, Theorem 1.9 shows that (1.2) is valid for all the values for which the
gamma function is defined. Thus, (1.2) continues to hold for other values of a as
well. Clearly, Theorem 1.9 can be obtained from Theorem 1.6 through a change
of parameters, say a = c − α, b = c − β , and c = d so that a + b − c − 1 =
c− α − β − 1. However, we provide this direct proof as it is simple.
2. Proofs of Theorems 1.6 and 1.9
Gauss contiguous relations and derivative formula. The six hypergeometric
functions F(a± 1, b; c; z), F(a, b± 1; c; z), F(a, b; c± 1; z) are called contigu-
ous to F(a, b; c; z). Gauss gave 15 relations between F(a, b; c; z) and pairs of its
contiguous functions [1, 15.2.10–15.2.27]. Using these relations, we shall write
the differentiation formula in the following form, see [2, Theorem 3.12].
Lemma 2.1. For a, b, c > 0, r ∈ (0,1), let u = u(r) = F(a − 1, b; c; r), v =
v(r)= F(a, b; c; r). Then
(1) r
du
dr
= (a − 1)(v− u)= r (a − 1)b
c
F (a, b+ 1; c+ 1; r),
(2) r(1− r)dv
dr
= (c− a)u+ (a − c+ br)v
= r(1− r)ab
c
F (a + 1, b+ 1; c+ 1; r).
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Proof of Theorem 1.6. By the Euler identity (1.6), we can rewrite (1.4) as
S(z)= (1− z)a+b−cza+b−d[(1− z)F (a + 1, b; c; z)F (a, b;d;1− z)
+ zF (a + 1, b;d;1− z)F (a, b; c; z)
− F(a, b; c; z)F (a, b;d;1− z)]. (2.1)
Applying Lemma 2.1 (1) with a + 1 in place of a we get
cF (a + 1, b; c; z)= bzF (a+ 1, b+ 1; c+ 1; z)+ cF (a, b; c; z). (2.2)
Analogously,
cF (a + 1, b; c;1− z)= b(1− z)F (a + 1, b+ 1; c+ 1;1− z)
+ cF (a, b; c;1− z). (2.3)
Substituting (2.2) and (2.3) in (2.1), we obtain that
(1− z)c−a−bzd−a−bS(z)
= 1− z
c
{
bzF (a + 1, b+ 1; c+ 1; z)+ cF (a, b; c; z)}F(a, b;d;1− z)
+ z
d
{
b(1− z)F (a + 1, b+ 1;d + 1;1− z)+ cF (a, b;d;1− z)}
× F(a, b; c; z)− F(a, b; c; z)F (a, b;d;1− z)
= b(1− z)z
cd
{
cF (a + 1, b+ 1;d + 1;1− z)F (a, b; c; z)
+ dF(a, b;d;1− z)F (a + 1, b+ 1; c+ 1; z)}.
From Lemma 2.1 (2) we get
d
dz
F (α,β;γ ; z)= αβ
γ
F(α + 1, β + 1;γ + 1; z). (2.4)
Using this, the last equation is seen to be equivalent to
(1− z)c−a−b−1zd−a−b−1S(z)
= b
cd
[
−cd(F (a, b; c; z))
2
ab
d
dz
(
F(a, b;d;1− z)
F (a, b; c; z)
)]
and the first assertion (1.8) follows. The proof is complete. ✷
Proof of Theorem 1.9. It can be easily seen that [6] (see also [12, Lemma 2.6])
the following relation holds:
L(a, b, c, z)= c− b
c
G(z), G(z)=G(a,b, c, z), (2.5)
where
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G(z)= [zF (a, b; c+ 1; z)F (a, b; c;1− z)
+ (1− z)F (a, b; c+ 1;1− z)F (a, b; c; z)].
Clearly, L(a, b, b, z)= L(a, c, c, z)= 0. Therefore, without loss of generality we
can assume that c 
= b and c 
= a. Using the Euler identity (1.6), G(z) becomes
G(z)= [z(1− z)]1+c−a−b{F(α + 1, β + 1; c+ 1; z)F (α,β; c;1− z)
+ F(α + 1, β + 1; c+ 1;1− z)F (α,β; c; z)},
where c− a = α and c− b = β . As in the proof of Theorem 1.6, it can be easily
seen that
G(z)= [z(1− z)]1+c−a−b[−c(F (α,β; c; z))2
αβ
d
dz
(
F(α,β; c;1− z)
F (α,β; c; z)
)]
and hence, by (2.5), we find that (since c− b = β and c− a = α)
L(z)= 1
α
[
−[z(1− z)]α+β+1−c(F(α,β; c; z))2 d
dz
(
F(α,β; c;1− z)
F (α,β; c; z)
)]
from which the first assertion follows. Since c − b = β and c − a = α, the
condition a + b = 1 is equivalent to c = (α + β + 1)/2, and hence, in this case,
(1.13) follows if we apply the Ramanujan derivative formula (1.11) for the last
expression for L(z). ✷
3. Derivative formula for the Elliott function
Proof of Theorem 1.5. For convenience, we let α = c−a, β = c−b, α′ = d−a,
and β ′ = d − b. Now, recall the contiguous identity [1, 15.2.24]
βF(α,β + 1; c+ 1; z)= cF (α,β; c; z)− (c− β)F (α,β; c+ 1; z). (3.1)
Next, the contiguous identity [1, 15.2.20] yields
cF (α− 1, β; c; z)= c(1− z)F (α,β; c; z)
+ (c− β)zF (α,β; c+ 1; z) (3.2)
and
cF (α− 1, β; c;1− z)= czF (α,β; c;1− z)
+ (c− β)(1− z)F (α,β; c+ 1;1− z). (3.3)
Similar equations hold with d in place of c. If we substitute in (1.4) Eqs. (3.2),
(3.3) and the allied equations that follow with d in place of c, then a simple
calculation implies that
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S(z)= b
c
zF (α,β; c+ 1; z)F (α′, β ′;d;1− z)
+ b
d
(1− z)F (α′, β ′;d + 1;1− z)F (α,β; c; z)
from which the desired formula follows. ✷
Proof of Theorem 1.7. Once again, we assume that α = c− a, β = c− b, α′ =
d − a, and β ′ = d − b. We follow the idea of Balasubramanian et al. [7]. Clearly,
(1.4) can be rewritten as
S(z)= u1(z)u(1− z)−U(z)V (1− z), (3.4)
where
V (z)= v(z)− u(z) and U(z)= v1(z)− u1(z) (3.5)
with u(z)= F(α′−1, β ′;d; z), v(z)= F(α′, β ′;d−z), u1(z)= F(α−1, β; c; z),
and v1(z)= F(α,β; c; z). Differentiating (3.4) we find that
S ′(z)= u′1(z)u(1− z)− u1(z)u′(1− z)
−U ′(z)V (1− z)+U(z)V ′(1− z). (3.6)
Our aim is to obtain a simple expression for the function S ′(z). For this, we
require first to establish simple formulae for the derivatives U ′ and V ′. By Lem-
ma 2.1 we have
V (z)= β
′z
d
F (α′, β ′ + 1;d + 1; z)
and also
U(z)= βz
c
F(α,β + 1; c+ 1; z). (3.7)
Again, by the same lemma
u′1(z)=
(α − 1)β
c
F (α,β + 1; c+ 1; z)
and therefore, by (3.7), it follows that
zu′1(z)= (α − 1)U(z). (3.8)
Again, by Lemma 2.1 we see that
zu′(z)= (α′ − 1)(v − u)(z)= (α′ − 1)V (z) (3.9)
and
z(1− z)v′(z)= (α′ − d)V (z)+ β ′zv(z). (3.10)
Therefore, by subtracting (3.9) from (3.10), we obtain that
z(1− z)V ′(z)= {1− d + (α′ − 1)z}V (z)+ β ′zv(z). (3.11)
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Further, again by Lemma 2.1
z(1− z)v′1(z)= (α′ − d)U(z)+ βzv1(z),
z(1− z)U ′(z)= z(1− z)v′1(z)− z(1− z)u′1(z), (3.12)
so that, by (3.12), it follows quickly that
z(1− z)U ′(z)= [1− c+ (α − 1)z]U(z)+ βzv1(z). (3.13)
Finally, using the derivative formulas (3.8), (3.9), (3.13) and (3.11), we can rewrite
(3.6) as
S ′(z)=
{
(α − 1)U(z)
z
}
u(1− z)− u1(z)
{
(α′ − 1)V (1− z)
1− z
}
−
{ [1− c+ (α − 1)z]U(z)+ βzv1(z)
z(1− z)
}
V (1− z)
+U(z)
{
V (1− z)[1− d + (α′ − 1)(1− z)] + β ′(1− z)v(1− z)
z(1− z)
}
.
Using the fact that u(z)= v(z)−V (z) and u1(z)= v1(z)−U(z), we can simplify
the last equality to deduce the following equivalent identity
z(1− z)S ′(z)= (α + β ′ − 1)[(1− z)v(1− z)U(z)− zv1(z)V (1− z)],
z ∈∆\{0},
from which we obtain that
S ′(z)= (α + β ′ − 1)
[
v(1− z)U(z)
z
− v1(z)V (1− z)
1− z
]
,
z ∈∆\{0}. (3.14)
The desired formula (1.9) follows from this. Finally, we derive the equivalent form
(1.10) of (1.9). For this, using the definition of v, v1, U and V , we rewrite (3.14)
as
S ′(z)= (α + β
′ − 1)
cd
[
βdF(α′, β ′;d;1− z)F (α,β + 1; c+ 1; z)
− β ′cF (α,β; c; z)F (α′, β ′ + 1;d + 1;1− z)]
and apply the identity (3.1). Therefore, we can replace βF(α,β+ 1; c+ 1; z) and
β ′F(α′, β ′ + 1;d + 1; z) by
cF (α,β; c; z)− (c− β)F (α,β; c+ 1; z)
and
dF(α′, β ′;d; z)− (c− β ′)F (α′, β ′;d + 1; z),
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respectively. By doing so, we can easily see that the above expression for S ′(z) is
equivalent to
S ′(z)= (α + β
′ − 1)(c− β)
cd
E(z),
where
E(z)= cF (α,β; c; z)F (α′, β ′;d + 1;1− z)
− dF(α′, β ′;d;1− z)F (α,β; c+ 1; z).
The last expression is clearly equivalent to (1.10), and the proof is complete. ✷
4. Applications—part I
In this section, we shall deduce a number of corollaries from our main results.
For example, from Theorem 1.5 and Corollary 1.8, we obtain the following
Corollary 4.1. For a + b+ 1= c+ d , we have
drF (c− a, c− b; c+ 1; r)F (d − a, d − b;d;1− r)
+ c(1− r)F (d − a, d − b;d + 1;1− r)F (c− a, c− b; c; r)
= Γ (c+ 1)Γ (d + 1)
Γ (a + 1)Γ (b+ 1) , r ∈ (0,1),
or, equivalently,
ra+b+1−d(1− r)a+b+1−c[dF(a + 1, b+ 1; c+ 1; r)F (a, b;d;1− r)
+ cF (a + 1, b+ 1;d + 1;1− r)F (a, b; c; r)]
= Γ (c+ 1)Γ (d + 1)
Γ (a + 1)Γ (b+ 1) , r ∈ (0,1).
In Corollary 4.1, the second part is a consequence of the Euler relation (1.6).
In particular, if we choose d = c, c− a = α and c− b= 1− α, then the condition
a + b + 1 = c+ d is trivially valid. Hence, the first part of Corollary 4.1 implies
that
rF (α,1− α; c+ 1; r)F (α,1− α; c;1− r)
+ (1− r)F (α,1− α; c+ 1;1− r)F (α,1− α; c; r)
= Γ (c)Γ (c+ 1)
Γ (c+ α)Γ (c− α + 1) , r ∈ (0,1),
holds for all real values of a and c for which the gamma functions on the right
and the hypergeometric function on the left are defined. This particular identity
was verified in [12, Lemma 2.6] only for α ∈ (0,1) and c > 0.
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Incomplete beta function. Now, we recall the incomplete beta function Bx(p,q)
defined by
Bx(p,q)=
x∫
0
tp−1(1− t)q−1 dt, p > 0, q > 0,
which by a change of variable t = ux implies that
Bx(p,q)= xp
1∫
0
up−1(1− ux)q−1 dt := x
p
p
F(1− q,p;p+ 1;x).
Here B1(c, d) is the usual beta function B(c, d). If we choose b = 0 and a =
c + d − 1 in Corollary 4.1, then we see that the following relation holds for all
c, d > 0:
Bx(c, d)+B1−x(c, d)= Γ (c)Γ (d)
Γ (c+ d) := B(c, d).
This relation can be easily proved by the definition of Bx(c, d).
If a = d and c = b + 1 then, since F(a, b;a; r)= (1 − r)−b , the second part
of Corollary 4.1 implies that
arF (a + 1, b+ 1;b+ 2; r)+ (b+ 1)F (a, b;b+ 1; r)
= (b+ 1)(1− r)−a, r ∈ (0,1),
or, equivalently,
arF (1, b+ 1− a;b+ 2; r)+ (b+ 1)F (1, b+ 1− a;b+ 1; r)
= (b+ 1), r ∈ (0,1).
Note that this particular relation can also be obtained if one uses the Gauss con-
tiguous/recursion formulas.
5. Applications to Legendre functions—part II
For our next application, we consider the associated Legendre function of the
first kind [13, p. 211, Eq. (3)] (also [8, p. 143, Formula (6)]) defined by Pµν (x) on
(−1,1) in the form
Pµν (x)=
1
Γ (1−µ)
(
1+ x
1− x
)µ/2
F
(
−ν, ν + 1;1−µ; 1− x
2
)
,
−1 < x < 1, (5.1)
or, equivalently,
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F(−ν, ν + 1;1−µ; r)= Γ (1−µ)
(
r
1− r
)µ/2
Pµν (1− 2r),
0< r < 1.
Similarly,
F(−ν, ν + 1;1−µ;1− r)= Γ (1−µ)
(
1− r
r
)µ/2
Pµν (2r − 1),
0< r < 1.
The Legendre function Pµν (x) is sometimes called the modified Legendre func-
tion, and the Legendre functions satisfy the recursion relation
(ν −µ+ 1)Pµν+1(x)+ (ν +µ)Pµν−1(x)= (2ν + 1)xPµν (x)
and the derivative formula
(1− x2) d
dx
Pµν (x)=−νxPµν (x)+ (ν +µ)Pµν−1(x). (5.2)
We note that, according to the notation of Snow [15], Pµν (x) is the same as
T
−µ
ν (x) in [15, p. 38, Formula (12a)]. If we choose α = −ν and c = −µ in
the particular identity described below Corollary 4.1, we see that the following
relation holds:
Pµν (1− 2r)P 1+µν (2r − 1)+ Pµν (2r − 1)Pµ+1ν (1− 2r)
=
{
1
r(1− r)
}1/2 1
Γ (−µ− ν)Γ (1−µ+ ν) .
This identity was mentioned in [12, Section 3] only for ν and µ in (−1,0). How-
ever, the above relation continues to hold also for other values of ν and µ for
which the Γ function on the right is defined. Yet another consequence of Ra-
manujan’s derivative formula (1.11) is the following (see [14, p. 63]):
Corollary 5.1. We have
P−µν (x)
d
dx
Pµν (x)− Pµν (x)
d
dx
P−µν (x)=
2 sinπµ
π(1− x2) ,
x ∈ (−1,1). (5.3)
Proof. The identity (5.3) can be equivalently written as
d
dx
(
P
µ
ν (x)
P
−µ
ν (x)
)
= 2 sinπµ
π(1− x2)(P−µν (x))2
. (5.4)
Using the definition of Pµν (x), P−µν (x) and the Euler identity (1.6), it can be
easily seen that
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P
µ
ν (x)
P
−µ
ν (x)
= Γ (1+µ)
Γ (1−µ)
22µ
(1− x2)µ
F
(
1+ ν −µ,−µ− ν;1−µ; 1−x2
)
F
(
1+ ν +µ,µ− ν;1+µ; 1−x2
) .
(5.5)
Now, we recall the well-known transformation formula (see [14, p. 9] and [16,
p. 159])
F(a, b; c; z)= Γ (a)Γ (c− a − b)
Γ (c− a)Γ (c− b)F (a, b;a+ b− c+ 1;1− z)
+ Γ (c)Γ (a + b− c)
Γ (a)Γ (b)
(1− z)c−a−b
× F(c− a, c− b; c− a − b+ 1;1− z)
and remark that this is well defined for all a, b, c provided c − a − b does not
assume integer values; see also [8]. If we apply this transformation formula for
the numerator term F(1 + ν − µ,−µ− ν;1 − µ; (1 − x)/2) and Euler identity
(1.6) for the denominator term in (5.5), then (5.5) is equivalent to
P
µ
ν (x)
P
−µ
ν (x)
=AF
(−ν, ν + 1;1−µ; 1+x2 )
F
(−ν, ν + 1;1+µ; 1−x2 )
+B
(
1+ x
1− x
)µ F (−ν, ν + 1;1+µ; 1+x2 )
F
(−ν, ν + 1;1+µ; 1−x2 )
=AF
(−ν, ν + 1;1−µ; 1+x2 )
F
(−ν, ν + 1;1+µ; 1−x2 )
+BF
(
1+µ+ ν,µ− ν;1+µ; 1+x2
)
F
(
1+µ+ ν,µ− ν;1+µ; 1−x2
) ,
by (1.6), where
A= Γ (1+µ)Γ (µ)
Γ (−ν)Γ (ν + 1) and B =
Γ (1+µ)Γ (−µ)
Γ (1+ ν −µ)Γ (−µ− ν) .
Now, we can apply the Ramanujan derivative formula (1.11) for the two quotients
on the right-hand side of the last equation and then substitute the values of A and
B to obtain
d
dx
(
P
µ
ν (x)
P
−µ
ν (x)
)
= 2Γ
2(1+µ)((1+ x)/(1− x))µ
(1− x2)F 2(−ν, ν + 1;1+µ; 1−x2 )
×
[
Γ (µ)
Γ (−ν)Γ (1+ ν)
Γ (1−µ)
Γ (−ν)Γ (1+µ)
+ Γ (−µ)
Γ (1+ ν −µ)Γ (−µ− ν)
Γ (1+µ)
Γ (1+ ν +µ)Γ (µ− ν)
]
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= 2
(1− x2)(P−µν (x))2
[
Γ (µ)
Γ (−ν)Γ (1+ ν)
Γ (1−µ)
Γ (−ν)Γ (1+ ν)
+ Γ (−µ)
Γ (1+ ν −µ)Γ (−µ− ν)
Γ (1+µ)
Γ (1+ ν +µ)Γ (µ− ν)
]
.
Applying the well-known formula
Γ (z)Γ (1− z)= π
sinπz
, (5.6)
the square-bracketed term in the last expression is seen to be equivalent to π−1 ×
sinπµ, and therefore, (5.4) follows. ✷
6. Applications to Legendre function—part III
Our first result in this section is to transform the Elliott function S(z) to an
equivalent and convenient form and use this to derive certain identities involving
Legendre functions.
Theorem 6.1. We have
(b− a − 1)S(z)= za+b−d(1− z)a+b−c[H(z)+ I (z)],
z ∈∆\{0}, (6.1)
where H(z)≡H(a,b, c, d, z) and I (z)≡ I (a, b, c, d, z) are defined by
H(z)= (b− d)F (a, b; c; z)F (a+ 1, b− 1;d;1− z)
+ (b− c)F (a + 1, b− 1; c; z)F (a, b;d;1− z) (6.2)
and
I (z)= (c+ d − a − b− 1)F (a, b; c; z)F (a, b;d;1− z). (6.3)
Proof. By (1.7), it is clearly sufficient to show that
H(z)+ I (z)= b(b− a − 1)z(1− z)
×
[
1
d
F(a, b; c; z)F (a+ 1, b+ 1;d + 1;1− z)
+ 1
c
F (a, b;d;1− z)F (a + 1, b+ 1; c+ 1; z)
]
. (6.4)
For this purpose, we use the following recursion relations of Gauss [14, p. 9]:
cF (a + 1, b− 1; c; z)
= cF (a, b; c; z)− (a + 1− b)zF (a+ 1, b; c+ 1; z) (6.5)
248 R. Balasubramanian et al. / J. Math. Anal. Appl. 271 (2002) 232–256
and
(b− c)F (a + 1, b; c+ 1; z)
=−cF (a, b; c; z)+ b(1− z)F (a + 1, b+ 1; c+ l; z). (6.6)
Multiply (6.5) by b−c and then use (6.6) for the second term on the right-hand
side of (6.5) to obtain
(b− c)cF (a + 1, b− 1; c; z)
= c[b− c+ (a + 1− b)z]F(a, b; c; z)
− b(a + 1− b)(1− z)zF (a + 1, b+ 1; c+ 1; z). (6.7)
Similarly we have
(b− d)dF (a + 1, b− 1;d;1− z)
= d[b− d + (a + 1− b)(1− z)]F(a, b;d;1− z)
− b(a + 1− b)z(1− z)F (a + 1, b+ 1;d + 1;1− z). (6.8)
Substituting (6.7) and (6.8) in (6.2) we find that
H(z)= [b− d + (a + 1− b)(1− z)+ b− c
+ (a + 1− b)z]F(a, b; c; z)F (a, b;d;1− z)
− b(a + 1− b)z(1− z)
×
[
1
d
F(a, b; c; z)F (a+ 1, b+ 1;d + 1;1− z)
+ 1
c
F (a, b;d;1− z)F (a + 1, b+ 1; c+ 1; z)
]
which shows that (6.4) holds. ✷
If we let c+d = a+b+1 in Theorem 6.1, we have the following new identity.
Theorem 6.2. One has
rc−1(1− r)a+b−cH(r)= (b− a − 1)Γ (c)Γ (a + b+ 1− c)
Γ (a + 1)Γ (b) ,
r ∈ (0,1), (6.9)
where H(r)=H(a,b, c, a+ b+ 1− c, r) (see (6.2)) is given by
H(r)= (c− a − 1)F (a, b; c; r)F (a+ 1, b− 1;a+ b+ 1; c;1− r)
+ (b− c)F (a + 1, b− 1; c; r)F (a, b;a+ b+ 1− c;1− r).
(6.10)
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Corollary 6.3. We have
rc−1(1− r)1−c
Γ (c)Γ (2− c) H(r)=
2
π
sinπ(b− 1),
where
H(r)= (c+ b− 2)F (1− b, b; c; r)F (2− b, b− 1;2− c;1− r)
+ (b− c)F (2− b, b− 1; c; r)F (1− b, b;2− c;1− r).
Proof. The desired conclusion follows if we choose a + b = 1 in Theorem 6.2
and use the formula (5.6) with z= b− 1. ✷
Corollary 6.4. We have
rb−a−2(1− r)2a+1H(r)= bB(b− a,2a+ 2)
B(a + 1, b+ 1) ,
where
H(r)= (b− 2a − 2)F (a, b;b− a − 1; r)F (a+ 1, b− 1;2a+ 2;1− r)
+ (a + 1)F (a + 1, b− 1;b− a − 1; r)F (a, b;2a+ 2;1− r).
Here B(x, y) stands for usual beta function formula.
Proof. This corollary follows if we choose c = b − a − 1 in Theorem 6.2 and
simplify both sides of (6.9). ✷
In the particular case a = −1/2 and b = 3/2, this corollary shows that for
r ∈ (0,1),
F
(
−1
2
,
3
2
;1; r
)
F
(
1
2
,
1
2
;1;1− r
)
+ F
(
1
2
,
1
2
;1; r
)
F
(
−1
2
,
3
2
;1;1− r
)
= 4
π
.
For r = 1/2, the last relation leads to
F
(
−1
2
,
3
2
;1; 1
2
)
F
(
1
2
,
1
2
;1; 1
2
)
= 2
π
and this identity can be verified by well-known identities (for example, [8, p. 104,
Formulas (50) and (51)]). Also, we obtain the following identity as a special case
of Corollary 6.3.
Corollary 6.5. We have
(ν −µ)Pµν (x)P−µν−1(−x)+ (ν +µ)Pµν−1(x)P−µν (−x)=
2
π
sin νπ. (6.11)
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Proof. For our convenience, we let the left-hand side of (6.11) as I (ν,µ,x,−x).
By the definition of Pµν (x), we see that
I (ν,µ,−x, x)=
(
1+ x
1− x
)µ 1
Γ (1−µ)Γ (1+µ)
×
[
(ν −µ)F
(
−ν, ν + 1;1−µ; 1− x
2
)
× F
(
−ν + 1, ν;1+µ; 1+ x
2
)
+ (ν +µ)F
(
−ν + 1, ν;1−µ; 1− x
2
)
× F
(
−ν, ν + 1;1+µ; 1− x
2
)]
.
Now we let
a =−ν, b = ν + 1, c= 1−µ, d = 1+µ and
1− x
2
= r
so that
c+ d = a + b+ 1 and 1+ x
2
= 1− r.
Therefore (6.11) follows from Corollary 6.3. ✷
Theorem 6.6. Define
J (z)= F(a, b; c; z)F (a+ 1, b− 1; c;1− z)
+ F(a + 1, b− 1; c; z)F (a, b; c;1− z).
Then J (z) has the representation
J (z)=
(
a + b− 1
a
)
F(a, b; c; z)F (a, b; c;1− z)
+ (a + 1− b)(c− a)
a(c− b) L(a, b, c, z),
where L(a, b, c, z) is defined by (1.3). In particular,
F(1− b, b; c; r)F (2− b, b− 1; c;1− r)
+ F(1− b, b; c;1− r)F (2− b, b− 1; c; r)
= 2Γ
2(c)
Γ (c+ 1− b)Γ (c+ b− 1) , r ∈ (0,1). (6.12)
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Proof. Remember thatL(c−a, c−b, c, z)= S(a, b, c, c, z). We recall [14, p. 10]
that
aF(a+ 1, b; c+ 1; z)= cF (a, b; c; z)− (c− a)F (a, b; c+ 1; z). (6.13)
Substituting (6.13) in the right-hand side of (6.5), we see that
F(a + 1, b− 1; c; z)=
[
1−
(
a + 1− b
a
)
z
]
F(a, b; c; z)
+ (a + 1− b)(c− a)
ac
zF (a, b; c+ 1; z). (6.14)
Similarly,
F(a + 1, b− 1; c;1− z)
=
[
1−
(
a + 1− b
a
)
(1− z)
]
F(a, b; c;1− z)
+ (a + 1− b)(c− a)
ac
(1− z)F (a, b; c+ 1;1− z). (6.15)
Using (6.14) and (6.15), it is easy to verify that
J (z)=
(
a + 1− b
a
)
F(a, b; c; z)F (a, b; c;1− z)
+ (a + 1− b)(c− a)
ac
[
(1− z)F (a, b; c; z)F (a, b; c+ 1;1− z)
+ zF (a, b; c;1− z)F (a, b; c+ 1; z)]
=
(
a + b− 1
a
)
F(a, b; c; z)F (a, b; c;1− z)
+ (c− a)(a + 1− b)
a(c− b) L(a, b, c, z)
and the first part of the theorem follows.
For the proof of second part, we let a + b= 1 in the first part and obtain
F(1− b, b; c; r)F (2− b, b− 1; c;1− r)
+ F(1− b, b; c;1− r)F (2− b, b− 1; c; r)
= 2(c− (1− b))
(c− b) L(1− b, b, c, z);
the required conclusion easily follows from the last equation if we use (1.2). ✷
Corollary 6.7. We have
Pµν (x)P
µ
ν−1(−x)+ Pµν−1(x)Pµν (−x)=
2
π
sin(ν +µ)π
Γ (ν −µ+ 1)Γ (µ+ ν),
x ∈ (−1,1). (6.16)
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Proof. Let r = (1 − x)/2, where x ∈ (−1,1). Then, by the definition of Pµν (x),
the desired formula (6.16) is seen to be equivalent to the identity
F(−ν, ν + 1;1−µ; r)F (1− ν, ν;1−µ;1− r)
+ F(1− ν, ν;1−µ; r)F (−ν, ν + 1;1−µ;1− r)
= 2Γ
2(1−µ)
Γ (1−µ+ ν)Γ (1−µ− ν) , r ∈ (0,1).
Clearly, the identity follows from (6.12) if we let a = −ν, b = 1 + ν and c =
1− ν. ✷
Recall [14, p. 60] the associated Legendre function (spherical harmonics) of
the second kind Qµν defined by
Qµν (x)=
π
2 sinµπ
[
Pµν (x) cosµπ −
Γ (1+µ+ ν)
Γ (1−µ+ ν)P
−µ
ν
]
; (6.17)
see also [8, p. 144, Formula (13)]. Using (5.2) and (6.17), it can be easily seen
that
(1− x2) d
dx
Qµν (x)= (ν +µ)Qµν−1(x)− νQµν (x). (6.18)
From (6.17), we have
d
dx
(
Q
µ
ν (x)
P
µ
ν (x)
)
=− π
2 sinµπ
Γ (1+µ+ ν)
Γ (1−µ+ ν)
d
dx
(
P
−µ
ν (x)
P
µ
ν (x)
)
and therefore, by (5.4), it follows that
(1− x2) d
dx
(
Q
µ
ν (x)
P
µ
ν (x)
)
= Γ (1+µ+ ν)
Γ (1−µ+ ν)
1
(P
µ
ν (x))2
,
or equivalently,
Pµν (x)
[
(1− x2) d
dx
Qµν (x)
]
−Qµν (x)
[
(1− x2) d
dx
Pµν (x)
]
= (ν +µ)Γ (ν +µ)
Γ (ν + 1−µ) . (6.19)
Substituting (6.18) and (5.2) in the left-hand side of (6.19), it can be quickly seen
that (6.19) is equivalent to the identity
Pµν (x)Q
µ
ν−1(x)− Pµν−1(x)Qµν (x)=
Γ (ν +µ)
Γ (ν + 1−µ) .
Corollary 6.8. We have
(ν −µ)Pµν (x)Q−µν−1(−x)+ (ν +µ)Pµν−1(x)Q−µν (−x)= cos(νπ). (6.20)
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Proof. Using the formula (6.17), it is easy to see that (6.20) is equivalent to
Pµν (x)P
µ
ν−1(−x)+ Pµν−1(x)Pµν (−x)−
Γ (ν +µ)
Γ (ν + 1−µ)
× [(ν −µ)P−µν−1(−x)Pµν (x)+ (ν +µ)Pµν−1(x)Q−µν (−x)]
= 2 sinµπ cosνπ
π
Γ (ν +µ)
Γ (ν + 1−µ) .
The desired conclusion follows if we use (6.11) and (6.16) in the last identity and
simplify the calculation. ✷
7. Convexity and concavity properties of Elliott function
Proof of Theorem 1.4. As in the beginning, for convenience, we let c − a = α,
c− b= β , d − a = α′, d − b = β ′. Also, if we let d = c+ p, p ∈R, then
α′ = d − a = α + p, β ′ = β + p
so that S(a, b, c, d, z) now depends on α, β , c and p and, therefore, S(z) defined
by (1.10) takes an equivalent form
S ′(z)= (α + β + p− 1)(c− β)
c(c+ p) E(z), (7.1)
where
E(z)= cF (α,β; c; z)F (α+ p,β + p; c+ p+ 1;1− z)
− (c− p)F(α + p,β +p; c+ p;1− z)F (α,β; c+ 1; z).
Differentiating (1.10) with respect to z, we find that
S ′′(z)= (α + β + p− 1)(c− β)
c(c+ p)
×
[{
αβF(α + 1, β + 1; c+ 1; z)
× F(α + p,β + p; c+ p+ 1;1− z)}
+ {(α + p)(β + p)F(α + p+ 1, β + p+ 1; c+ p+ 1;1− z)
× F(α,β; c+ 1; z)}
− c
{
(α + p)(β + p)
c+ p+ 1 F(α + p+ 1, β + p+ 1; c+ p+ 2;1− z)
× F(α,β; c; z)
}
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− (c+ p)
{
αβ
c+ 1F(α + p,β + p; c+p;1− z)
× F(α + 1, β + 1; c+ 2; z)
}]
= (α + β + p− 1)(c− β)
c(c+p)
×
∑
k,l0
[
(Ak,l +Bk,l)− (Ck,l +Dk,l)
]
zk(1− z)l,
where
Ak,l +Bk,l
= αβ (α+ 1, k)(β + 1, k)
(c+ 1, k)(1, k)
(α+ p, l)(β + p, l)
(c+ p+ 1, l)(1, l)
+ (α + p)(β + p) (α, k)(β, k)
(c+ 1, k)(1, k)
(α +p+ 1, l)(β + p+ 1, l)
(c+ p+ 1, l)(1, l)
= (α, k)(β, k)
(c+ 1, k)(1, k)
(α + p, l)(β + p, l)
(c+p+ 1, l)(1, l)
× [(α + k)(β + k)+ (α + p+ l)(β +p+ l)]
and
Ck,l +Dk,l
= c (α, k)(β, k)
(c, k)(1, k)
(α + p)(β + p)
c+ p+ 1
(α + p+ 1, l)(β + p+ 1, l)
(c+ p, l + 2)(1, l)
+ αβ
c+ 1
(α + 1, k)(β + 1, k)
(c+ 2, k)(1, k) (c+ p)
(α + p, l)(β + p, l)
(c+ p, l)(1, l)
= (α, k)(β, k)
(c+ 1, k+ 1)(1, k)
(α + p, l)(β +p, l)
(c+ p+ 1, l + 1)(1, l)
× [(α + p+ l)(β +p+ l)(c+ k)(c+ k + 1)
+ (α + k)(β + k)(c+ p+ l)(c+ p+ l + 1)].
After some computation, we find that
(Ak,l +Bk,l)− (Ck,l +Dk,l)
= (α, k)(β, k)
(c+ 1, k+ 1)(1, k)
(α + p, l)(β +p, l)
(c+ p+ 1, l + 1)(1, l)
× [(α + k)(β + k)(c+ p+ l + 1)(1+ k − (l + p))
+ (α + p+ l)(β + p+ l)(c+ k + 1)(1+ p+ l − k)].
Using the last expression we find that
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S ′′(z)=M
∑
k,l0
(α, k)(β, k)
(c+ 2, k)(1, k)
(α + p, l)(β + p, l)
(c+ 2+ p, l)(1, l)
× [E(k, l + p)+E(l + p,k)]zk(1− z)l, (7.2)
where
M :=M(α,β, c,p)= (α + β + p− 1)(c− β)
c(c+ 1)(c+ p)(c+ p+ 1)
and
E(k, l + p)= (α+ k)(β + k)(c+ p+ l + 1)(1+ k− (l + p)).
Now
E(k, l + p)+E(l +p,k)
= (α+ k)(β + k)(c+ p+ l + 1)(1+ k − (l + p))
+ (α+ p+ l)(β + p+ l)(c+ k + 1)(1+ l +p− k).
Our aim is to obtain conditions so that the last equation is nonnegative for all
k, l  0. To do this, we let
c+ k = λ and c+ p+ l = µ
so that
α+ k = λ− a, β + k = λ− b and µ− λ= p+ l − k.
Note that λ > a, λ > b because α,β > 0. Finally, if we let
E(k, l + p)+E(l +p,k)=G(λ,µ),
then we have
G(λ,µ)= (λ− a)(λ− b)(1+ λ−µ)
+ (µ− a)(µ− b)(λ+ 1)(1− (λ−µ))
= (λ−µ){(λ− a)(λ− b)(µ+ 1)− (µ− a)(µ− b)(λ+ 1)}
+ (λ− a)(λ− b)(µ+ 1)+ (µ− a)(µ− b)(λ+ 1)
= (λ−µ)2{λµ+ λ+µ− a − b− ab}
+ (λ− a)(λ− b)(µ+ 1)+ (µ− a)(µ− b)(λ+ 1)
= (λ−µ)2{(λ+ 1)(µ+ 1)− (1+ a)(1+ b)}
+ (λ− a)(λ− b)(µ+ 1)+ (µ− a)(µ− b)(λ+ 1).
We want to show that G(λ,µ) > 0 for each λ,µ > max{a, b}> −1. Note that
G(λ,µ) is symmetric in λ and µ and it therefore suffices to verify that G(λ,µ)
> 0 for µ > λ, since G(λ,λ) > 0. In fact, from the expression on G(λ,µ) > 0,
it is clear that G(λ,µ) > 0 under the condition that λ,µ > max{a, b} > −1.
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Hence, by (7.2), the question of convexity and concavity of S(r) depends on
the positiveness and negativeness of the factor M(α,β, c,p) in (7.2). The desired
conclusion follows. ✷
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