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ABSTRACT 
A detailed study of symmetric transfer functions is presented. 
1. INTRODUCTION 
The object of this paper is a detailed study of symmetric transfer 
functions. One of the central themes of system theory is the study of the 
interrelation between the external properties of a system, be they given in 
terms of input-output relations, weighting patterns, or transfer functions, and 
the internal properties of the system, namely the properties of the realizations 
of the system. 
Thus it is natural to expect that given some external symmetry properties 
of a transfer function, these properties have their counterpart in some 
realizations possessing internal symmetry properties. This is certainly not a 
new subject; some previous work is that of Youla and Tissi [62], Brockett and 
Skoog [12], and Brockett [7-91. 
Indeed, for the special type of symmetry considered here, namely symme- 
try under transposition of real rational transfer matrices, the existence of a 
signature symmetric realization has been known for some time. In the special 
case of a scalar transfer function the signature of the signature matrix in a 
signature symmetric realization has been shown to be equal to the signature 
of the Hankel matrix induced by the transfer function g; to the signature of 
the Bezoutian of the polynomials p and q, where g = p/q; and to the Cauchy 
index of g. 
It was to be expected that this circle of ideas, which in the scalar case is 
mostly classical (as the references to the work of Hermite [39] and Hun&z 
[41] indicate), would have corresponding multivariable generalizations. This 
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indeed began recently to happen. Anderson and Jury [l] defined a multivari- 
able Bezoutian form which is a generalization of the classical scalar Bezoutian. 
Bezoutians have for long played a role in the theory of equations, giving 
alternative criteria for coprimeness of polynomials, as well as in control and 
system theory. In this context they appear in algebraic stability theory, again 
a classical topic whose study goes back to Hermite [39]. Another instance is 
the appearance of Bezoutians as matrices intertwining some special realiza- 
tions, as in Kailath [40, p. 1441 or Casti [15, p. 991. That this is no coincidence 
will hopefully be made clear in this paper. 
First and foremost the paper’s intention is to tell a story, and tell it in a 
unified way. As such it contains some results which are old and some which 
are new. The unifying theme is the use_ of the theory of polynomial models. 
Thus we m-prove some classical results, such as the resultant theorem, the 
Chinese remainder theorem, the Hermite-Hurwitz theorem, and the theorem 
of Frobenius on the representation of an arbitrary square matrix as the 
product of two symmetric ones, not only to make the exposition self-con- 
tained, but also to familiarize the reader with polynomial models in relation to 
some known theorems as well as to provide motivation and intuition for the 
passage to the more difficult multivariable case. Thus naturally the original 
contributions are concentrated in the latter part of the paper. Specifically, the 
results on the generalized Bezoutians as block matrix representations, the 
multivariable version of the Chinese remainder theorem, the matrix partial 
fraction decompositions, and especially the approach to signature symmetric 
realizations by way of the equivalence relation between symmetric transfer 
functions and the corresponding canonical form seem all to be new. 
We begin in the next section with a short introduction to polynomial 
models and their use in realization theory. This theory has been developed 
recently by Fuhrmann [22-261, Emre and Hautus [19], Fuhrmann and 
Willems [29,30], and Khargonekar and Emre 1471, and its seems ideally suited 
for the unification of several current approaches to linear system theory. In 
Section 3 we collect some useful information on bases and dual bases in the 
context of polynomial models. This sheds light on some well-known matrix 
relations whose previous proof was mostly computational. 
Next, in Section 4, we pass to the study of multivariable, or generalized, 
Bezoutians in the context of the theory of polynomial models. The emphasis 
will be on interpreting the Bezoutian as a (block) matrix representation of an 
intertwining map. Since intertwining maps for polynomial models have been 
exhaustively studied and are well understood, many results on generalized 
Bezoutians can be easily derived from this study. That the setting is a natural 
one is indicated by the comparison with the difficulties encountered in 
Householder [40] or Datta [16], where in some instances the analysis of 
special cases comes instead of a proof. 
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In Section 5 we use polynomial models to rederive the scalar Hermite- 
Hurwitz theorem. We end that section by giving a simplified treatment of the 
Frobenius result for computing the signature of a Hankel matrix. This we do 
by the use of Bezoutian which can be more directly related to the Euclidean 
algorithm. In this connection the papers of Kalman [45] and Gragg and 
Lindquist [37] are relevant. 
We pass, in Section 6, to the explicit construction of a signature symmet- 
ric realization of a scalar transfer function g = p/q. The point we try to make 
is that, while the representation p/q gives all the i/o information, it is not a 
good encoding for the symmetry, trivial in this case. A more appropriate 
representation would be one of the Rosenbrock type, namely 
g = (re)q-‘r + s, 
where the signature information is carried in the polynomial e. The existence 
of such representations and the corresponding factorization of p, p = 
er2mod 4, will be given in complete detail with an eye to the multivariable 
generalizations. The method uses partial fraction decompositions, which 
localizes the problem. The local pieces are put together to obtain a global 
factorization by the Chinese remainder theorem, which is an interpolation 
result. 
From this analysis it is clear that it would be profitable to develop 
multivariable analogs for the tools used in the scalar case. These are topics of 
independent interest. We begin, in Section 7, by proving a multivariable 
generalization of the Chinese remainder theorem. In the next section we 
develop a partial fraction decomposition with matrix fractions. Special atten- 
tion is given to the implications of the symmetry property of the rational 
function. 
With this machinery ready we return, in Section 9, to the construction of 
signature symmetric realizations of real symmetric rational transfer functions. 
This is done by applying the same line of reasoning as in the scalar case, i.e. 
local representations that exhibit the symmetry, which are interpolated to 
obtain a global signature symmetric realization. The computations are adapted 
from Bitmead and Anderson [3], the basic paper on the matrix Cauchy index 
and a work which greatly influenced the research reported in this paper. 
While we prefer not to adopt the Bitmead-Anderson definition of the matrix 
Cauchy index, the ideas are very similar. The local representations exhibit 
certain canonical forms generalizing the local scalar Cauchy index. Gohberg, 
Lancaster and Rodman [36] use the name signature characteristic for what is 
essentially the full signature information carried by a symmetric polynomial 
matrix, and we will follow their definition. 
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The next section, a short one, is devoted to a generalization of a theorem 
of Frobenius [21]. The proof uses polynomial models in a very compact way. 
The interest in this theorem of Frobenius is that it links the study of 
self-adjoint operators in (finite dimensional) indefinite metric spaces with the 
study of symmetric polynomial matrices. Once this identification is made, the 
whole machinery of signature symmetric realizations and the Cauchy char- 
acteristic can be applied either to the spectral analysis of a symmetric 
nonsingular polynomial matrix (not necessarily manic) or alternatively to the 
reduction of a self-adjoint operator in an indefinite metric space to canonical 
form. This in turn is shown to be equivalent to the analysis, going back to 
Kronecker [1868] and Weierstrass [1868], of the simultaneous reduction by 
congruence of two real symmetric matrices, of which one is assumed nonsin- 
gular, to canonical form. 
Some work closely related to the point of view taken in this paper, 
especially in regard to signature symmetric realizations and indefinite metric 
spaces, can be found in Wimmer [60, 611. 
The methods developed and used in this paper depend strongly on a 
bilinear form defined on the space of truncated vector Laurent series. In fact, 
if we choose a skew-symmetric bilinear form instead, then we get a parallel 
theory dealing with the analysis of real rational transfer functions possessing 
Hamiltonian symmetry, i.e. for which G( - x) = G(z), and canonical forms 
for Hamiltonian maps in symplectic spaces. This will be the subject of a 
forthcoming paper. 
2. POLYNOMIAL MODELS AND REALIZATIONS 
Let F be an arbitrary field. We let F [ z] denote the ring of polynomials 
over F, F(( z- ’ )) the set of truncated Laurent series in z- r, and F [[ zp ‘I] and 
x- [[ ‘F K’]] the set of all formal power series in z-l and the set of those 
power series with vanishing constant term respectively. 
Let r+ and n_ be the projections of F((z-‘)) onto F[x] and xp’F[[zp’]] 
respectively. Since F((z-‘)) = F[.z]@z~‘F[[.z~ ‘I], they are complementary 
projections. Analogously we define the spaces F”[ z], FPXm[ z], etc. 
Given a nonsingular D in Fnxn[ ] z we define a projection v,, in F” [ z] by 
ny,j-=D~_D-~ f (2.1) 
and let 
X, = Range To. (2.2) 
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A polynomial vector fbelongs to X, if and only if DP ‘f is strictly proper. X, 
becomes an F [ z]-module if we let 
p.f= TD(Pf) (2.3) 
for all p E F[x] and f E X,. We denote by S, the map 
S,f = 77*zf. (2.4) 
We call the module X, a polynomial model. 
Similarly, given a nonsingular polynomial matrix D, we define a projection 
map 7~ D in z-‘F”[[K’]] by 
and let 
rDh = T_ D-la, Dh (2.5) 
XD = Range T*. (2.6) 
We define an F[ z]-module structure on XD by letting 
p.h=r_ph for hEXD, p~F[x]. (2.7) 
We will denote by SD the map in X* given by 
SDh = T_ zh. (2.8) 
In F”(( z- ‘)) we define a bilinear form by 
[ftgl = 2 $gj-1, (2.9) j= __M 
where f(z)=C?&zj, g(z)=Cyz_,f;.zl We have easily that (F”[z])~‘= 
F”[z]. Moreover, since we can identify (F”[x])* with zP’F”[[zP’]] and 
ea$ly establish that (DF” [ z])-’ = XD, we have the identification of X2, with 
XD. Now XD and X6 are isomorphic, and so we can identify X2, with X,j 
under the pairing 
(f>g)= b-'f>g] (2.10) 
forfEX,andgEXG. 
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In the special case that the underlying field is the complex field Q= we 
modify the definition of duality slightly. Thus we assume, given x, y E C”, 
that (I, y ) is their usual inner product given by (x, y ) = Cxi&. Then we 
replace (2.9) by 
[fTgl=C(fj,iZ-j-l)* (2.11) 
Consequently in many results derived in the sequel on matrix representations 
the Hermitian adjoint has to replace the transposed matrix. Mostly we will 
omit the details. 
For a full analysis of duality in the context of polynomial models we refer 
to Fuhrmann [27]. We quote next from Fuhrmann [22]. 
THEOREM 2.1. Given two polynomial models X, and X,,, corresponding 
to nonsingular polynomial matrices D and D, in Fnx”[z] and F”lx”l[z] 
respectively, then a map Z: X, -+ XD1 is an F [ z]-homomorphism if and only 
if there exist polynomial matrices M and N such that 
MD = D,N (2.12) 
and 
Zf = rDIMf. (2.13) 
Moreover Z is surjective if and only if M and D, are left cqAn.e, and 
injective if and only if N and D are right coprime. 
Notice that (2.7) implies 
im, = m, (2.14) 
and W: X6, + X; given by 
wg = qjtig (2.15) 
is also a module homomorphism. It is easily checked that actually W = Z* 
where Z* is defined as the unique map for which 
(ZfY g> = (f, Z”g> (2.16) 
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for all f E X, and g E Xfil. We note also that 2: Xo + XD1 is an F[x]-home 
morphism if and only if 
zs, = s,,z, (2.17) 
i.e., if and only if Z is an intertwining map for S, and S,,. 
Up to this point the discussion has been purely module theoretic. We 
proceed now to make contact with realization theory. Thus let G be a p X m 
strictly proper transfer function admitting what we refer to as a Rosenbrock 
type representation, namely one of the form 
G(z)=V(z)T(z)-‘@)+W(z) (2.18) 
where V, T, U, and W are polynomial matrices of appropriate sizes and T is 
assumed nonsingular. The following theorem has been proved in Fuhrmann 
[22, 241. 
THEOREM 2.2. Let G have the representation (2.18). Then with the state 
space X, the system (A, B, C) defined by 
A=S,, 
Bx = T~TX for XEF’“, (2.19) 
Cf= (VT-‘f)_, for fE Xr 
is a realization of G. This realization is reachable if and only if T and V are 
left coprime, obsmable if and only if V and T are right coprime. 
We will call this the realization associated with the representation (2.18). 
Let us consider now an observable pair (A, C) and the corresponding 
state-output transfer function C(zZ - A)-l. By observability ZZ - A and C are 
right coprime. Let D- ‘H be a left coprime factorization of C( ZZ - A)- ‘. The 
following lemma has been proved by Hautus and Heymann [38] and Wimmer 
WI. 
LEMMA 2.3. (a) Let D(z)-lH(z) be a left coprime factorization of 
C(zZ - A)-’ with (A, C) observable. Then the columns of H form a basis for 
X 
D<b) G’ wen a polynomial matrix N, then D- ‘N is strictly proper if and only 
if there exists a constant matrix B such that 
N(z) = H(z)& (2.20) 
174 PAUL A. FUHRMANN 
Proof. We consider the realizations associated with the coprime factori- 
zations 
C(xZ-A)-’ =D(z)_‘H(x). 
The first one has F” as both input and state space, the input map being the 
identity map, which is of course both injective and surjective. This means that 
in the realization associated with D- ‘H, which is isomorphic to the previous 
one, the map 
x --j H( z)x 
is both injective and surjective. This proves (a). 
To prove (b) we note that the sufficiency of (2.20) for D-‘N to be strictly 
proper is trivial. Conversely, assume D- ‘N is strictly proper. Then so is 
D-‘Nx for any constant vector x. This implies that Nx E X, and so, as the 
columns of H form a basis for X,, for some vector b, we have Nx = Hbx. By 
letting x vary through a set of basis elements and by linear extension, there 
exists a linear map B such that (2.20) holds. n 
We remark that Lemma 2.3 has a dual version which can be obtained 
easily by transposing matrices. We omit the details. 
3. BASES, INTERPOLATION, AND QUADRATIC FORMS 
Let X be a finite dimensional vector space over the field F, and let X* be 
its dual space under the pairing ( , ). Let {e,, . . . , en} be a basis for X. Then 
the set of vectors { fi, . . . , f,} in X* is called the dual basis if 
(ei) .fj) = s,j, l<i,j<n. (34 
Given 4~ F[z] with q(~)=z”l~q_~z~-l + ... +qO, then the elements 
of X, are all polynomials of degree < n - 1. In particular the subset of X, 
givenbyaO={f,,...,f,),where 
A(z) = .zpl, i = l,...,n, (3.2) 
is a basis for X,. We will refer to this as the standard basis of X, and denote it 
by a3,. Since 
s,z’ = 1 
zi+l if O<i<n-I, 
-(qO+ . . . +qn_l~n-l) if i-n-l, (3.3) 
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the matrix representation of S, relative to the basis ‘Ha, is 
10 ... 0 -40 \ 
[sx:: =l . -.ql ) 
\ 
1 . - 4,-l , 
(3.4) 
i.e., it is the companion matrix of q. 
It is of considerable interest to characterize the elements of the dual basis. 
Since we have the identification Xt = X, under the pairing (2.10) the dual 
basis elements are also polynomials of degree < n. Given the polynomial q as 
above. we define 
ei(z) = 7r+ z-‘q = qi + qi+lz + . *. + .Fi, i = l,...,n. (3.5) 
THEOREM 3.1. The set B3,={e,,..., e,,} is the dual basis to the basis 
Bf,=(l,z,...,z n-1}, relative to the bilinear form ( , ) introduced in (2.10). 
Proof We have 
(ei,fi)= [q-le,,fj]= [q-la+z-jq,zj-l] 
= [a_q-‘n+qz-‘, zj-l] 
= &rx-” 
[ , zi-l] = [z-i, Tqzj-l] 
= [fi, zj-l] = ajj. 
It follows from the general study of duality that the matrix representation 
of S, with respect to the basis BC is 
[sq];:= ; Y 1 ) 
, - 90 - 41 . . . - G-1 / 
(3.6) 
which is the control form. For this reason BC is referred to as the control 
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basis. Of course the matrix representation (3.6) can be verified directly by 
observing that 
S,e, = 
i 
ei-l- 9j-len if i = 2,...,n 
- 90en if i=l. 
n (3.7) 
As it is obvious that 
zsq = s,z, 
the next corollary follows trivially. 
(3.8) 
COROLLARY 3.2. Zf ‘B,, Bf, are the standard and control bases of X,, 
But 
[II:: = 
91 . . 9”Vl 1 
. . 
. . 
Qn-1 . 0 
1 
(3.9) 
1 
(3.10) 
I 
so it follows that this Hankel matrix intertwines the companion matrices (3.4) 
and (3.6). This result appears in Taussky [54], Bamett [2], Langer [51], 
Gohberg et al. [34, 351, and Kailath [44]. 
Consider now the special case in which 9 has only simple zeros, i.e., 
q(z)=II(Z-ai)withai*ajfori*j.Let 
di(z) = g = II (2 - aj>. 
1 j*i 
(3.11) 
LEMMA 3.3. The d, are eigenfunctions of S, corresponding to the eigen- 
values ai. Conversely, every eigenfinction of S, is a multiple of a di. 
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Proof. With di as above we have 
Conversely, let f be an eigenfunction corresponding to the eigenvalue a. 
Then S, f = uf or rq( .z - a)f = 0, which means that for some polynomial h we 
have (Z - a)f(z)= q(z)h(x). Since (Z - u)f(z)/q(n) is a proper rational 
function, it follows that necessarily h is a constant, say c. Thus f(z) = c9( z) 
(z - u))i, and as f is a polynomial we must have 9(u) = 0, i.e., a = ui for 
some i. So f(z) = c9(z)(.z - a,)-’ = cd,(z), which concludes the proof. n 
The next lemma characterizes the dual base. 
LEMMA~.~. Letq(z)=lI~==,(.z-ui),undassumeui=ujifundonlyif 
i = j. Then {v,,..., vn}, with vi(z)=di(z)/di(ui) where di is defined by 
(3.11), is a basis of X,, and its dual basis {VT,. . . ,v,*> is given by VT = di. 
Proof. By our assumptions and Lemma 3.4, the di are eigenfunctions of 
S, corresponding to different eigenvalues, and hence linearly independent. 
Since dim X, = n, they form a basis. Now 
Obviously d,(u j) = 0 for i * j and is different from zero if i = j. Thus 
(3.12) 
which proves the lemma. n 
Let us compute the matrix representation of S, relative to the spectral 
basis {di /di(ai)), which we will refer to as the spectral basis or alternatively 
as the interpolation basis of X,, and will denote by !Rs. Since 
also 
S,d, = aid,, 
S,(di(ui)-‘di)=u,(di(ai)-‘di)> (3.13) 
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By duality, or by reference to (3.13) we have also 
As the polynomials d,(z)/d,(a i) (which are just the Lagrange interpolation 
polynomials) are a basis of X,, we have, for f E X,, that 
n Cjdj(Z) 
fb>= c ___ 
j-1 dj("j> ’ 
Evaluating this equality at z = a,, we obtain 
(3.14) 
n Cjdj(Z) 
f('i>= jFl dj(a=‘C’. 
I 
This explains the reference to interpolation. In fact f, defined by (3.14), is the 
unique solution to the problem of finding a polynomial of degree < R 
satisfying f(ai) = ci, i.e., which interpolates the value ci at ai, i = 1,. . . , n. 
Another suggestive way of writing (3.14) is 
x, = &ijXZ--O,. 
Yet another restatement is the following. Given prescribed remainders 
modulo q,(z) = z - a i (namely constants c,), then there exists a unique 
polynomial f of degree < n such that fmod( z - a i) is ci, i = 1,. . . , n. This is a 
special case of the Chinese remainder theorem; see for example Lang [50], 
Newman [52]. This theorem we prove next in 
models. 
the context of polynomial 
THEOREM 3.5 (Chinese remainder theorem). Let qi E F[z] be pairwise 
coprim polyrwrnials, and let q = q1 . . . q,. Then given polynomials a, such 
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that deg a, < deg 9i, there exists a unique polynomial f such that deg f < 
degq and fmodq, =ai. 
Proof. By the mutual coprimeness of the 9j we have the direct sum, or 
spectral, decomposition 
x, = d,X,,cB *. . @d,X,/ (3.15) 
For details see Fuhrmann and Willems [30]. Also note that S,d,a = di(Sqta). 
kt now deg a, < deg 9i; then rrq,ai = ai, i.e., ai E XqE. Define f by 
f= t di(dj(Sq,)-laj). 
j=l 
(3.16) 
Then clearly f E X,, i.e., deg f -c deg 9, and 
Tq,f=Ir,, iI dj(dj(sqj)-laj) 
j=l 
= t dj(S,,)dj(Sq,) -‘aj=ai, 
j=l 
as, by the divisibility of dj by 9i for i * j, we have d,(S,,) = 0 for i f j. Note 
that the invertibility of dj(Sqj) follows from Theorem 2.1 by the coprimeness 
of 9j and di. This proves the existence part. Suppose now f E X, and 
fmod 9i = 0 for all i. By the mutual coprimeness of the 9j it follows that f is 
divisible by 9, and hence necessarily (as deg f < deg 9) f = 0, which proves 
uniqueness. n 
It is interesting to observe that in this simple proof coprimeness is used in 
two different ways. First one uses it to obtain the direct sum representation 
(3.15), and then to insure the invertibility of d,(S,,). Since both results have a 
multivariable generalization, one expects also a multivariable version of the 
theorem. This is indeed the use, and we will return to it in Section 7. 
Let us focus now on a special case of the spectral decomposition (3.15). 
LEMMA 3.6. Let p, 9 E F[z]. Then p arw! 9 are coprime if and only if 
x,, = 9x, + PX,. (3.17) 
Proof. Assume p and 9 are coprime. Then the equality (3.17) follows 
from Theorem 2.13 in Fuhrmann and Willems [30], but it can easily be 
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proved directly. By the Euclidean algorithm there exist polynomials a and b 
in F[ z] for which up + bq = 1. This means that any polynomial f can be 
written as f = UP + b9. This implies 
and hence the inclusion 
X,, = PX, + 9X, 
follows. The inverse inclusion holds always, as pX, and 9X, are submodules of 
X 
P4’ 
Conversely, assume (3.17); then 1 = pa + 9b with a E X,, b E X,. This 
implies the coprimeness of p and 9. n 
The previous lemma yields as a direct corollary the classical Sylvester 
resultant test for the coprimeness of two polynomials. Given two polynomials 
p(z)= p, + *. * + pmz”’ and 9(z)= 9o + . * . + qnz”, we let 
R(p,9)= 
PO 
. . . 
90 
. . . 
. . 
PO . 
. . . . . . . 
PO 
90 . . . . . . . 
90 
. . . 
PO 
. . . 
90 
. . . . 
. . . , 
. . . . 
9” 
. . . . 
P?n . 
. P?n 
. . . . . . . 
. . 
. . 
9, . , . . . . . . 
. . 
. 
0’ 
0 
. . 
0 
PWI 
’ 0 
0 
. . 
0 
9n I 
which we call the Sylvester resultant matrix. We have then 
THEOREM 3.7. Let p and 9 be given as above. Then p and 9 are coptime 
ifandonlyifdetR(p,9)*0. 
Proof. The sets (p(z)z’:i=O,...,n-1) and {9(z)z”:i=O,...,m-1) 
are bases for pX, and 9X, respectively. Thus p and 9 are coprime if and only 
if their union is a basis for X,,. Expressing this in terms of the polynomial 
coefficients, which are the coordinates relative to the standard basis of X,,, 
yields the result. W 
Let us analyze now the case of multiple zeros; the field is assumed to be 
R.Ifq(z)=z”,then~={l,z ,..., z”‘-l} is a basis for X, and its dual basis is 
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given by B* = {.z~-’ , . . . ,z, l}. Clearly in this case 
10 0 --* 0 1’ 
0 0 **. 1 
[z]:*= : : .* . (3.18) 
6 1 . 
\ 1 I 
In the case of a power of a quadratic polynomial the situation is not much 
more complicated. Let 9(.2) = (.z2 + 1)“; then obviously 
is a basis for X, and its dual basis is given by 
!B*= {Z(Zs+l)m-l,(Za+l)m-l,...,Z,l}. 
This follows from the following easy computation, with 0 < k, I < 1: 
((z”+l)iZk,(22+l)jZ1) = [(zs+1)-“(2a+l)i+jt~+~,1] 
= 
i 
0 if i+j*m-1, 
0 if i+j=m-1 and k+Z*l, 
1 if i-tj=m-1 and k+Z=l. 
Again it is clear that (3.18) holds where the matrix on the right is of size 
2m X2m. 
The following lemma gives a useful computational rule. Define a map T, 
in F”((z-‘)) by 
(W)(z)=f(z-4. (3.19) 
LEMMA 3.8. Given f, g E Fm(( z-l)), then 
(4 KL gl = [.L LA 
@> PX Ul = [A 4. 
Proof. A direct computation shows that 
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and more generally 
[(z-n)j,(z-a)k]= 
i 
O, j+k* -la 
1, j+k= -1. 
This implies, for f(z) = Cjfi.zj and g(z) = BSkg,zk, 
which proves (b). (a) follows by 
PiIf, gl = L&f-> rag] = [f, T_,g]. 
Using this lemma, we can state 
LEMMA 3.9. 
(a) Zfq(z)=(z - a)*, then 
and 
% = (1, z - a ,...,(z - q-l> (3.20) 
%*= {(z-a)“-‘,...A} (3.21) 
are a pair of dual bases for X,,_,,,. 
(b) Zf q(z)= [(z -a)‘+ b21m, then 
‘H=(l,z-a, [(z-a)2+b2],(z-a)[(z-a)2+b2],..., 
~[(z-a)~+b”]~~~ ,(t--n)[(z-n)2+b2]‘n~1) (3.22) 
and 
are a pair of dual bases for X,cz_aj2+b~lm. 
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We note that the matrix representation of S, relative to the basis B of 
(3.20) is 
la 
[q:= l “** .. > (3.24) 
\ 1 a/ 
i.e., it is the corresponding Jordan block. Analogously, in case (b) we have, 
with respect to the basis B of (3.22), the matrix representation 
PLll: = 
a - b2 
1 a 0 
0 1 a -b2 
0 0 1 a 0 
0 1 
0 0 \ 
a - b2 
1 a 
(3.25) 
which is essentially the real Jordan canonical form corresponding to [(z - a)’ 
+ b2]? 
Let us consider now the general scalar case where 
9(z) = 91(4-. .9,(4 (3.26) 
is a factorization of 9 into powers of irreducible coprime polynomials. Thus 
9i(z) = (z - ui)mg or 9i(z) = [(z - ui)’ + bF]**. Define, as previously, 
di = 9/9i. (3.27) 
We have then the spectral decomposition of X, given by 
X, = dlXql@ . . . $d,X,/ (3.28) 
In the previous lemma we constructed a pair of dual bases for XqC, and we 
would like to use these in the construction of a pair of dual bases for X,. 
We note first that the direct sum decomposition (3.28) is also an orthogo 
nal direct sum decomposition relative to the indefinite metric in X,. Indeed, 
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for i * j, if fd,X,, and gdjX, , then f = difi, g = djgi, and I 
(f, g) = (diA,djgj) 
= [qpldiJ;,digj] = [djs-‘d,f;>gj] ~0, 
as q divides did, or equivalently d jq- ‘d i is a polynomial. 
Let now { ~!~)}~=r be a basis of X t 9k which satisfies 
i.e., the dual basis is {~,,+_~)~=i. The existence of such bases has been 
proved in Lemma 3.9. Define now 
B=(dk(dk(Sqk)-l)ujk):k=l ,..., s,i=l,..., m,>. (3.29) 
Since dk(Sqk) is, by the coprimeness of dk and qk an invertible map in X,, 
then this is clearly a basis in Xq. 
THEOREM 3.10. The basis Y3* dual to the basis 23 of (3.29) is 
!B*={d,~$~):k=l,..., s,i=l,..., mk}. (3.30) 
Proof. By the orthogonality of the invariant subspaces diXq, it suffices 
to prove 
cdktdk(%)) -lt~~;+~_~, dkvik’) = aij. 
Indeed, 
(dk(dk(sq)) -lv~;+l_j,dkvjk))X,= [q-ldk(d,(Sq))-lv’k’ WQ+1-p d,vj k)] 
= [q;‘d,(d,(S,)) -‘vck) mL+l-j’ ‘i (k)] 
= (dk(Sq)dk(Sq)-lV~~+~-j,V!k’)X,, 
zzz (V~~+l-j3 vjk))X,,= sije n 
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We proceed next to introduce the notion of a self dual map. Given a (not 
necessarily finite dimensional) vector space X and its dual space X*, then a 
map Z : X -+ X* is selfdual if 
(Zx, Y) = (X> ZY) (3.31) 
for all x, y E X. 
Given a self-dual map Z: X + X*, we have associated with it a quadratic 
form (Zx, x). For any choice of basis in X, say {e,, ea, . . . }, and with 
x = Cx,e,, we have (Zx, x) = CCZijxixi’ where (Z,,) is the matrix represen- 
tation relative to the basis { ei, es,. . . ) and its dual basis in X*. Obviously (Z,,) 
is symmetric. 
In case the field is real or complex, the signature of Z, denoted by a(Z), is 
defined as the difference between the number of positive and negative 
eigenvalues of Z. By the Sylvester inertia theorem (see Gantmacher [31]), the 
signature is well defined, i.e., it is independent of the choice of basis. 
4. ON GENERALIZED BEZOUTIANS 
Bezoutians, quadratic forms associated with a pair of polynomials, have 
been used for a long time in the theory of equations, giving criteria for 
coprimeness of a pair of polynomials, and in the analysis of location of zeros 
of polynomials, especially in stability theory, as in Her-mite’s work [39]. 
Recently the classical concept of a Bezoutian has been generalized by 
Anderson and Jury [l]. It is interesting to note that Bezoutians appear 
naturally in the polynomial analysis of (A, B)-invariant subspaces; see 
Fuhrmann and Willems [30]. The main point is that Bezoutians are special 
(block) matrix representations of intertwining maps. That they can be used to 
good purpose will be seen in the next section, where they will be used to 
compute the signature of a Hankel matrix, simplifying a long-standing result 
of Frobenius [20]. 
Let F be an arbitrary field, and let G be a p X m strictly proper transfer 
function, i.e., G is a rational element in z-‘PX”[[z-‘I]. Let 
G(z)=T(z)-lU(z)=N(z)D(z)-’ (4.1) 
be two matrix fraction representations of G, where no coprimeness assump- 
tions are made. The generalized Bexoutian associated with the quadruple 
{T, U, N, D} is 
r(z w> = T(z)N(w) -u(z)D(w) 
Z-W 
(4.2) 
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Clearly, since (4.1) implies 
T(z)N(z) = WDb), (4.3) 
it follows that I( Z, w ) is a polynomial in the variables Z, w. Thus l?( z, w ) can 
be written as 
Qz, w> = CrijZi-lwjPi (4.4) 
with r. E FP Xm, We saw in the previous section how a matrix polynomial 
relatiolfl of the form (4.3) is linked to module homomorphisms and conse- 
quently to intertwining maps. 
Let now T, U, N, D be as in (4.1) and let 1 be the associated generalized 
Bezoutian. Define the map z: X, + X, by 
Zf = nTuf for f EXo. (4.5) 
LEMMA 4.1. For each vector x E F” and each j we have C,r, p- ’ E X,. 
Proof. Since I(z, W)X = CiCjTijxziplwjpl, it follows that 
C Crijxzt-lWj-l = xrikXwE-? (4.6) 
i j w=o i 
Let on the other hand 
(4.7) 
Now clearly for each w E F we have g E X, as 
T-lg _ N(wb _ T(z) -‘U(x)D(w)x 
Z-W Z--w 
and this shows that T-‘g is strictly proper in the variable z. Now g can be 
written as g(z) = CgJw)zj, which is in X, for all w. In particular it follows 
that 
71+wP1glw=a=C (gj(w)-gj(o))w~'zj~w=~ EX?.2 
j 
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and hence, by induction, also 
7r+W-(k-1)gl,=0 E x,. 
Assume now that in the matrix fraction G = ND- ’ the polynomial matrix 
D(s)=D,+D,z+ ..a + Dszs is row proper. In this case it has been shown 
in Fuhrmann [22] that X, admits the control representation 
x,= 
i 
CEj(Z)Xj:XEFm . ) (4.8) i 
Here Ej are the polynomial matrices defined by 
Ej= r+ z-jD (4.9) 
or 
Ej( z) = Dj + Dj+lz + . . . + D,z”-i. 
While the x j are not uniquely determined, the decomposition f(z) = xEi(z)x j 
of finto components in the direct sum X, = WI@ . . * 6~ W,, where 
Wj= {Ej(+: x E F”}, 
is unique. 
We can now identify the generalized Bezoutian as a block matrix repre- 
sentation of an intertwining map relative to two direct sum decompositions of 
X, and X,. 
THEOREM 4.2. Let G be a p x m strictly proper transfer function admit- 
ting the matrix fraction representation.s 
G=T-‘(J=ND-‘, (4.10) 
and assume that D is column proper. Let Z: X, + X, be defined by (4.5). 
Then 
Z(E,x)= ~I-&-‘. (4.11) 
188 PAUL A. FUHRMANN 
In other words, the generalized Bezoutian associated with (T, U, N, D) is the 
block matrix representation of Z relutive to the direct sum decompositions of 
X, given by 
X,=W,@ ... @W, (4.12) 
with W, = {E,(z)x: x E F”}, where Ei is defined by (4.9), and 
X,=V,@ .‘. @V, (4.13) 
with Vi = {z”-‘x: x E F”). 
Proof. We clearly have (T(x)N(w)- U(z)D(w)>x = CiCiI’rixzi-l(z - 
zo)wj-l. Fixing z, we apply the operator r+wpk to both sides and obtain 
Tbh+w -kN(~)~ - U(z)m+wPkD(w)x 
= C Crij~~i-lT+W-k(Z - w)wj-l. 
i j 
Now 
if j<k, 
n+w-k(x-w)wi-l= if j=k, 
(z- w)wj-k-l if j> k. 
Substituting w = z in the previous equality, we obtain 
T(z)a+ z- ‘N(z)r - U(z)“+ .z -kD(z)~ = - ~lY;,xz’-‘. 
Applying next the projection ITS, we have 
G%)r+ 2 -kN( Z)X = 0 
and so 
- n+~+ zKkD(z)x = - T r UE,x = - ~I’,,$-‘, 
which proves the theorem. 
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Our identification of the Bezoutian as a matrix representation of an 
intertwining map easily produces some interesting corollaries. In this connec- 
tion see also Fuhrmann [28]. Given the matrix fraction representations (4.1), 
the map 2: X, -+ X, defined by (4.5) is an intertwining map for S, and S,, 
i.e. 
ZS, = S,Z. (4.14) 
Given a choice of basis !R in X, and 8 i in X,, then we have the following 
matrix equality: 
Pl:lPrJl~ = [~,l~:Pl~l. (4.15) 
In particular let us specialize to the scalar case. Thus let P and 9 be 
polynomials with deg P Q deg 9, and let g = p/9 be a rational function. Let 
q(x)= z” + qn_izn-’ + * *. + 9e, and let 
B(9, P)(G 4 = 
9(z)P(w)- P(z)9(w) = Cb,,zi-lwj-l 
Z-W ‘1 
(4 16) 
We will denote by B also the matrix (bij). The elements of the space X, 
are polynomials of degree d n - 1. We denote by B0 the standard basis of 
i.e. !J3 = (1, 2 ,..., z”-l }. The control basis wiIl 
>i:...,e > wheree(z)=z”-‘+ ..+ +9. ,z+q. 
be denoted by Bc = 
Of cimse as a c&sequence of Theorim 4.2 wz know that 
B(9, P) = PI& (4.17) 
where Z: X, + X, is given by 
Zf= rqPf= P(Sq)f. (4.18) 
The next result, a trivial generalization of Corollary 3.2, has been previ- 
ously obtained by Taussky [54] and Bamett [2]. 
COROLLARY 4.3. Let 9(n)= z” + qn_izn-’ + + *. + 9c, and let C, be 
the companion matrix of 9, i.e. 
‘0 - 90 
1 - 91 
c, = 
\ 1 -in-1 
\ 
(4.19) 
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where 
I= 
B(9, P) = JP(Q = P(Gq)J, 
91 . . . 9np1 1 
9n-1 . 
1 
Proof. Since B(9, p) = [p(S,)]z;, it follows that 
\ 
(4.20) 
/ 
(4.21) 
(4.22) 
Now RJ,o ‘H~ = Cq, and a simple computation shows that [S,]:: = cq. More- 
over, since ei(z) = z”-’ + 9n_i_1 -t . . . + 9i, it is clear that [Z]zp = J. n 
The next corollary was derived by Datta [16] and Gohberg et al. [32]. 
COROLLARY 4.4. Let B(9, p) be the Bemtian of the polynomials 9 and 
p. Then 
‘73(9> P) = B(9, p)cq. (4.23) 
Proof. Since S, commutes with p(S,) it follows that 
[sJ:;[P(%/)]:: = [PCS,~l~:[SJ::~ n (4.24) 
It is clear from these examples that the fundamental result on the 
Bezoutians is given by Theorem 4.2 and it [or say the relation (4.14)] can 
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provide an abundance of matrix equalities depending on how many specific 
base choices we are ready to make. 
For a transfer function G, let us denote by 6(G) the McMiUan degree of 
G. For a definition see Kalman, Falb, and Arbib [46] or Brockett [5]. The 
following result, due to Anderson and Jury [l], follows as an easy corollary. 
COROLLARY 4.5. Let IY be a generalized Bezoutian associated with the 
matrix fraction representations 
of a strictly proper transfer function G. Then rank I? = S(G). 
Proof. Range Z is the reachability subspace of the realization associated 
with the factorization T-‘U of G. Since this is an observable realization, it 
follows that rank I’ = dim Range 2 = 6(G). n 
Next we study some implications of symmetry as related to signatures and 
Bezoutians. 
Let G be an m X m strictly proper transfer function which is symmetric, 
i.e.,~(z)=G(~),whereG(z)=CG~z-jandC(z)=C~~~~jAssumeGhasa 
matrix fraction representation 
G = Q-‘P; (4.25) 
then also 
G = FQ-‘. (4.26) 
Let now G be a symmetric strictly proper rational m x m matrix function. 
Assume that G has a matrix fraction representation of the form G = QplP = 
FQ-1. 
There are two self-dual maps associated with G. The first one is the 
Hankel map H, induced by G. We have Ho: R”[ Z] --* z~~R”[[z-~] defined 
by 
H,f = r_Gf for f ER”[z]. (4.27) 
Since R”[ z]* = z-‘R”[[ z-l]] it follows from the symmetry of G that H, is a 
selfdual map. Given f(z) = Cfizj with J;. E R”, we have 
(HGf’f)=CC(Gi+j~l~-l)-f;.-l 
i i 
(4.28) 
with G(z) = CGjz-! 
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The second self-dual map arises out of the equality QP ‘P = p@ I, which 
yields 
PO = Qp, (4.29) 
and consequently a self-dual map Z: X7, + X9 given by 
Zf = ?rQPf for f EXo. (4.30) 
THEOREM 4.6. Let G be an m x m symmetric strictly proper transfer 
function, and let (4.25) be a matrix fraction representation, assuming Q is 
row proper. Let ( lYi j) be the generalized Bezoutian associated with {Q, P, P, o}. 
Then rij = rii, i.e., the Bezoutian is block symmetric. 
Proof Since in this case the direct sum decompositions of X0 and XQ 
given by (4.12) and (4.13) are dual decompositions, it follows that the 
corresponding block matrix representation [Z], which by Theorem 4.2 is just 
the generalized Bezoutian, is block symmetric. n 
The next theorem relates the quadratic forms that correspond to the two 
self-adjoint maps Z and H,. 
THEOREM 4.7. Let G be a symmetric m x m strictly proper transfer 
function. Let H, be the Hankel map induced by G, let Z: X0 + Xg be the 
map defined by (4.30), and let I? be the Bezoutian associated with {Q, P, P, Q}. 
Then the signatures of H,, Z, and r are equal. 
Proof. LetfERm[x].TheniffE@“[z],wehavef=~gandHGf= 
r_Gf=a_p)-‘qg=a_pg=O. Soitfollowsthat 
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So it follows that a(&) = a(Z). Finally, the Bezoutian I is just a block 
matrix representation of Z, so a( I) = a(Z) and the theorem is proved. W 
This connection between the signatures of Hankel matrices and 
Bezoutians leads to some easy derivation of classical algebraic stability 
criteria. For an account of this we refer to Fuhrmann [28]. 
5. THE CAUCHY INDEX: SCALAR CASE 
Let g be a rational transfer function with real coefficients. The Cauchy 
index of g(z), denoted by I,, is defined as the number of jumps of f from 
- 00 to + CO minus the number of jumps from + CO to - 00 as z goes from 
- cc to + 00 through real values. 
In this and the next section we will establish some connections between 
the Cauchy index, the signature of the Hankel map induced by g, and the 
existence of signature symmetric realizations of g. The central result is the 
classical result of Hermite [39] and Hurwitz [41]. For a modem geometric 
proof one can consult Brockett [6], and for a geometric approach to the 
multivariable case Bymes [ 141. 
THEOREM 5.1. Let g = p/q be a strictly proper rational function with p 
and q coprime. Then 
Z,=fJ(H,>, (5.1) 
where u(H,) denotes the signature of the Hankel map induced by g. 
Proof. Let us analyze first the case where q is a polynomial with simple 
realzeros,i.e.q(z)=l-ly=‘=,(z-aj)andai*ajfori* j.Letd,(z)=q(z)/(z 
- ai). Given any polynomial u E X,, it has a unique expansion u = Cy= laid i. 
Then 
[Hpu,u] = [a_gu,u] = [r-q-‘Pv] = [q-lq~-q-‘Pu+] 
=(~~Pu,u)=(P(S,)u,u)= f: f: UiUj(P(Sq)dipdj) 
i-1 j-1 
= i i uiuj(p(ai)d,,dj) = 2 p(a,)d,(a,)uF, 
i-1 j-1 i=l 
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as d i are eigenfunctions of Sq corresponding to the eigenvalues ui, and as 
(di, dj) = di(ai)6ij by (3.12). 
From this computation it follows, since [p(S,)]i; = B(9, p), that 
a(H,)=a(B(q,p))= i sign(a,) . 
i 
(5.2) 
1=1 
On the other hand we have the partial fraction decomposition 
Pw= c i;l $$= i qd,(z), 
i=l 
which implies p(ai) = qd,(a,), or equivalently that ci = p(ai)/di(ui). 
Now obviously 
P(U,l 
I, = t sign(c,) = 2 sign * , 
1=I j= 1 i ti 
and as 
the equality (5.1) is proved in this case. We pass now to the general case. Let 
9=91” . 9s be the unique factorization of 9 into powers of relatively prime 
irreducible manic polynomials. As before, we define polynomials di by 
di(z)=$+ 
1 
Since we have the direct sum decomposition 
(5.3) 
X, = C dixq, 1 
i=l 
(5.4) 
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it follows that each f E X, has a unique representation of the form f = 
Zi=,diui with ui E X,. Relative to the indefinite metric of X, we have the 
orthogonality relation 
(diXq,9 djXqj>= O for if j. (5.5) 
Indeed, if f; E X,, and gj E Xqj, then 
as did, is divisible by 9 and, by (2.6), F[z] 1. = F[z]. 
Let g = Es, Ipi/qi be the partial fraction decomposition of g. Since the 
zeros of the qi are different, it is clear that 
Also, as a consequence of the Theorem in Fuhrmann [23], it is clear that for 
the McMihan degree 6(g) of g we have 
‘(g)= iI '(Pi/9i)? 
i=l 
and hence by a result of Bitmead and Anderson [3] the signatures of the 
Hankel forms are additive, namely 
Therefore to prove the Hermite-Hurwitz theorem it suffices to prove it in the 
case of 9 being the power a manic prime. Since we discuss the real case, the 
primes are of the form z - a or (Z - a>2 + b2, with a, b E A. 
With the intention of reducing the problem to the cases where a = 0, 
b = 1 we prove the following theorem, due to Brockett and Krishnaprasad 
[lo], which is of independent interest. 
THEOREM 5.2. Let g be a real rational function. Then the following 
scaling operations leave the rank and signature of the Hankel map as well as 
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the Cauchy index invariant: 
6) g(z) + Mz>, m > 0, 
(ii) g(z) -+ g(z - a), a E R, 
(iii) g(z)- g(rz), r > 0. 
Proof (i) is obvious. To prove the rank invariance let g = p/9 with p 
and 9 coprime. By the Euclidean algorithm there exist polynomials a and b 
such that ap + bq = 1. This implies 
as well as 
a(z-a)p(z-a)+b(z-a)q(z-a)=1 
a(m)p(rz)+ b(Tz)q(rz) = i, 
i.e., p(z - a), 9(z - a) are coprime and so are p(rz), q(rz). Now g(z - a) = 
p(z - a)/q( z - a) and g(rz) = ~(m)/q(rz), which proves the invariance of 
the McMillan degree, which is the same as the rank of the Hankel map. 
Now it is easy to check that, given any polynomial U, we have 
where g,(n)= g(z - a). If we define a map R,: R[n] -+ R[z] by 
(R,u)(z)=u(x-a)=u,(z), 
then R, is invertible, Rzl = R_,, and 
which shows that 
H; = R; Hg,R, 
and hence that 
o(H,) = e(H,,J 
which proves (ii). 
To prove (iii) define, for r > 0, a map P,: R [ z] + R [ Z] by 
(5.6) 
(Pp) = u(m). 
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Clearly P, is invertible and I’,-’ = I’,,,. Letting U, = P,u, we have 
= Cgi+jr-i-juiuj= Cgi+j( tqi)( ujr-j) 
= [HgPru, Pru] = [P~H,P,u, u], 
and hence HP, = Pr*HgPr , which implies a( H,,) = a( H,). The invariance of 
the Cauchy index under these scaling operations is obvious. W 
By applying the previous scaling result, the proof of the Hermite-Hurwitz 
theorem reduces to the two cases q(z) = zrn or q(z) = (x2 + 1)“. 
To begin let q(n)= z”’ and g = p/q. Assume p(z) = p. + p,z + . . . + 
pm-#2 then the coprimeness condition is equivalent to p, * 0. Therefore 
we have 
g(z) = p,_,z-’ + . . . + poem, 
which shows that 
I, = zp,g? = 9 if m is even, 
sign P, if misodd. 
On the other hand, Ker Hg = z “+‘R[z], and so a(H,)= a(H,: X,m). 
Relative to the standard basis the truncated Hankel map has the matrix 
representation 
’ pm_1 . * . . Pl PO 
Pl PO 
. . 
. . 
Pl PO 
PO 
0 
/ 
Now clearly the previous matrix has the same signature as the matrix 
‘0 . . . . 0 p, 
. . 0 PO 
. . 
. . . 
0 . 
PO 
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sOignp, if misodd, 
if m is even. 
Next let q(z) = ( z2 + 1)“. Since 9 has no real zeros, it follows that in this 
case I, = lP,q = 0, and it suffices to prove that also a(H,) = 0. 
Let g(z) = p(z)/(z2 + 1)” with deg p < 2m. Let us expand p in the form 
k=O 
with the p, and qk uniquely determined. The coprimeness condition is 
equivalent to p, and 9. not being zero together. The transfer function g has 
therefore the following representation: 
m-l 
g(z)= c Pk + 9kz 
k=O (Z” +l)m-k 
In much the same way every polynomial u of degree less than 2m can be 
written in a unique way as 
m-l 
u(z)= c (Ui + uiz)(x2+l)i. 
i=O 
Now 
?n ~ 1 
x jFo C"j+ vjz)(z2 + l)j I 
m-1 m-1 m-1 
= c c c 
k=O i=O j=O 
(Pk+9kZ)(Ui+DiX)(Uj'DjZ), 
1 
x( x2+1) 1 m-k~i~j ’ 
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Now clearly if m - k - i - j* 1,2, the contribution of the corresponding 
termsiszero.Soeitherk=m-i-j-lork=m-i- j-2.Inthefirstcase 
we get 
whereas in the second case we get qkvivj. Thus altogether we have 
+ C Cqm-i-j_2vivj’ 
’ j 
The matrix M of this quadratic form is given, in term of the basis (1, x, ( z2 + 
l),~(~‘+l),...}, by 
’ s-1 Pm-1 91 Pl 40 PO 
Pm-1 4,-2 -4m-1 Pl 40 - 41 PO - 40 
40 PO 
PO - 40 
90 PO 
PO - 40 
Now by our assumption on coprimeness, the matrix 
is nonsingular and has signature zero, which implies that also the signature of 
M is zero. 
With this the proof of the Hermite-Hurwitz theorem is complete. n 
We end this section by giving a much simplified proof of a theorem of 
Frobenius [20] (see also Gantmacher [31]) on the computation of the signa- 
ture of a Hankel matrix induced by a rational function g, based on the 
continued fraction representation of g or alternatively on the Euclidean 
algorithm. The motivation for this is the remarks following Theorem 4.1 in 
Kalman [45]. 
200 PAUL A. FUHRMANN 
To this end we need a minor generalization of the Sylvester inertia 
theorem. 
THEOREM 5.3. Let A be an m x m real symmetric matrix, X an m X n 
matrix of full row rank, and B the n x n symmetric matrix defined by 
B = 2AX. (5.7) 
Then the rank and signature of A and B coincide. 
Proof. The statement concerning ranks is trivial. Next we note that the 
direct sum decomposition is 
R” = KerX@RangeX. (5.8) 
From (5.7) we have the two inclusions 
KerB 1 KerX 
and 
Range B C Range X. 
(5.9) 
(5.10) 
Let us choose a basis for R” compatible with the direct sum decomposi- 
tion (5.8). In that basis we have X = (0 Xi) with Xi invertible and 
or B, = 8, AX,. Thus a(B) = a( B,) = a( A), which proves the theorem. n 
The previous theorem is applied to prove the following easy lemma on 
Bezoutians. 
LEMMA 5.4. Let 9 and r be two coprime polynomials, and p an arbitrary 
rwnzero polynomial. Then 
dB(9~, rp)) = dB(9, r)). 
Proof. The Bezoutian B(qp, rp) is determined by the polynomial expan- 
sion of 
p(z) 9(z)r(w) - 9(w)+) p(w) 
Z-W 
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which implies R( qp, rp) = r?B( Q, r)X with 
’ PO . . . Pm 
x= . . 
\ .** 1, ‘PO ... Pm 
The result follows now by an application of Theorem 5.3. n 
Following Kalman’s notation, we write the Euclidean algorithm in the 
form 
4=Q%?s, 
Vl 
degea<degp, 
P=$%& 
v2 
(5.11) 
deg Q, = 0. 
Here ci are manic polynomials with vi * 0 normalizing constants. 
The above corresponds to a finite continued fraction representation of g, 
namely 
THEOREM 5.5. Let g = p/q have the representation (5.12). Then 
U(H,)= e (signv,) ‘+(-i) 
%5,-l 
. 
i=l 
(5.12) 
(5.13) 
Proof By Theorem 4.7 we have a(H,) = a(B(q, p)), where B(q, p) is 
the Bezoutian of the polynomials q and p. Using the first of the equations 
202 
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where we have used the alternating property of the Bezoutian. Now, since q 
and p are coprime, 
rank(B(q,p))=degq=deg{,+degp 
The additivity of rank implies (see Bitmead and Anderson [3]) the additivity 
of signature, and hence 
and we proceed by induction to obtain 
(B(q, PII = i u( ;mJq. 
i-1 I 
Now given l(z)= zk + ck_l~kpl + . . . + c,, we have 
qr 1)= c4 -iw = 2 c,zi - wi 
Z-W i=l ’ z-w 
with ck = 1. Using the equality 
(5.14) 
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we have 
and hence 
Cl c2 . . . 
c2 
. . 
. . 
Ck-1 . 
1 
ck-l 1 
1 
0 
I 
The equality (5.14) can now be rewritten as (5.13), and the proof is complete. 
n 
6. SIGNATURE SYMMETRIC REALIZATIONS 
Much of linear system theory, and nowhere more clearly than in realiza- 
tion theory, is concerned with the interplay between external, or input-output, 
properties of the system and the internal properties of corresponding realiza- 
tions. 
Our concern in this section is the interplay between external symmetries 
of a given transfer function and the possibility of realizing that transfer 
function by a state-space system with corresponding internal symmetries. 
The simplest type of external symmetry a transfer function may possess is 
c(z) = G(z). (6.1) 
A matrix J, over the real field, will be called a signature matrix if 
j= J= J-i. (6.2) 
This means that in some basis J has a matrix representation of the form 
IP O 
J= 0 
i 1 -1 * 4 (6.3) 
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This is equivalent to J having a matrix representation of the form 
with Xi the n, x ni matrix of the form 
10 . . . 0 1 
. . 
. . 
. . . 
0 . 
\ 1 
and si = & 1. In this case 
0 
rankZ= 5ni=p+y and e(E)= i .si 
i=l i=l i 
A realization (A, B, C) is called signature symmetric if for some signature 
matrix J the following diagram is commutative: 
(6.4) 
The next theorem, due to Youla and Tissi [62] and Brockett and Skoog 
[12], establishes a relation between the two concepts. Due to the importance 
of this result as a model for other theorems of this type, we will give two 
independent proofs, one stressing the state space aspects and the other the 
transfer function or frequency domain aspects of the problem. While the state 
space approach in this instance cannot be surpassed in elegance, the transfer 
function approach has the advantage of providing explicit formulas for the 
intertwining maps. Moreover, the same calculations, at least in the scalar case, 
that were used to prove the Hermite-Hurwitz theorem lead also to the 
construction of a canonical signature symmetric realization. 
THEOREM 6.1. Let G be an m X m real transfer function. Then C?(z) = 
G(n) if and only if G admits a signature symmetric realization. 
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Proof. Assume (A, B, C) is a signature symmetric realization, with signa- 
ture matrix J. Then 
]A = & and IB = c. (6.5) 
Hence G(z) = C(zZ - A)-‘B implies 
C(z)=&Z-d)-‘c=&Z-A)-‘JB 
To prove the converse, let G(n) = G(z), and let (A, B, C) be any minimal 
realization of G. Hence as G(z) = G(x), (A, B, C) is also a minimal realiza- 
tion of G. By the state space isomorphism theorem there exists a nonsingular 
map Z such that the diagram 
is commutative. By duality we have also the commutativity of the diagram 
By the uniqueness of the map intertwining two canonical realizations of the 
same transfer functions it follows that necessarily Z* = Z. 
Now any real symmetric matrix Z can be factored as Z = Q@ with J a 
signature matrix. For such a factorization it is easily checked that 
(QAQ-‘>QWQ-l) is a signature symmetric realization. 
Next we give the polynomial proof of this result. Thus let G = G, and let 
G = Q-‘P be a left coprime matrix fraction representation. By the symmetry 
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of G we have 
Q-lp= W’ (6.6) 
and hence 
Pb)C?b) = Q(z)&). (6.7) 
This relation is of course connected to module homomorphisms via Theorem 
2.1. In fact if Z: X0 -+ Xg is defined by 
Zf=TlpPf for f EXy, (6.8) 
then Z = Z* and ZS6 = SoZ, Applying the realization construction and 
Theorem 2.$_we see that the realizations associated with the matrix fractions 
Q-‘P and PQpl are connected by duality. Choosing any basis % in Xg and 
its dual basis B* in XP, the matrix representation [Z] i* is symmetric, and we 
conclude the proof as before. n 
We proceed now to get a polynomial representation of g which exhibits 
more clearly the corresponding signature symmetric realization. 
Assume as before that g = p/9 and that 9 is a manic polynomial. Let 
9 = 91 . . .9, be a factorization of 9 into manic factors which are powers of 
irreducible mutually coprime polynomials. Since the field is R, then either 
9J z) = (z - ai)m’ with ai real 
or 
Assume also that 
with deg pi < deg 9i, is the partial fraction decomposition of g. 
(6.9) 
LEMMA 6.2. Let g = p/q with deg p < deg 4 and p(z) = p, + . . . + p - 
1*-l. 
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(a> Zf 42) = zrn, then there exists a polynomial T, with deg T c deg q, 
such that with E = sign p,, 
p = .sr2modq. (6.10) 
@) If q(z) = (z2 + l)“, there exists a polynomial r, with deg r < deg q, 
such that 
p = r2mod q. (6.11) 
REMARK. It follows from (a) that 
in the first case, and 
g = (rE)qP1r + T 
g = rq-‘r + 7~ 
(6.12) 
(6.13) 
in the second case. Here r denotes a polynomial term. These representations 
of g in the Rosenbrock [53] style are the key to the construction of signature 
symmetric realizations. 
Proof (a): By the coprimeness of p and .z”’ we have p. * 0. Without loss 
of generality we assume p, > 0; otherwise we consider up with E = sign p,. 
Let r(z)= r. + . . . + r,_,zm-‘; then 
For p = r 2 mod z m to hold we must have 
c rirj' Pk, k=O ,...,m - 1. (6.14) 
i+j=k 
For k = 0 this is the nonlinear equation rt = po, which is solvable by our 
assumption p, > 0. The other equations can be solved recursively, as the kth 
equation, given ro, . . . , r,_ i, is linear in rk. 
(b): In this case we expand p in powers of x2 + 1 as 
P(Z) = (PO + qod+(p, + 414b2 +1> 
+ --* +(p~_l+qm~1z)(z2+l)m-1. (6.15) 
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r2mod(~2+1)m=~~~~,+~~~(~i+~i~)(rj+~j~)l(i2+l)~mod(iP+l)m 
= c ( c [(“‘j-Sisj)+(7’Sj+~jSi)Z])(22+l)k 
k=O i+j=k 
Hence the equations for ri, si become 
for k = 0, and 
To” + so” +2r,s,z = p, + 9,z (6.16) 
c [(rirj-sisj)+(risj+rjsi)z]+ c sisj=pk+qkz (6.17) 
i+j=k i+j=k-1 
for k > 0. 
Equating coefficients in (6.16) yields the nonlinear system 
To” - s;=po, 
2r,s, = 90. 
(6.18) 
This system, as pt + 9: > 0, always has (two) nontrivial solutions, as is clear 
from the geometric interpretation, representing the intersection of two hyper- 
bolas 
Equating coefficients in (6.17) yields a system which is linear in rk and sk 
with the nonsingular coefficient matrix 
(6.19) 
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Hence these equations can also be solved recursively. Note that the nonsingu- 
larity of this matrix is equivalent to the coprimeness of r and ( z2 + 1)“. n 
Of course, by scaling, the previous lemma holds for any linear and 
quadratic factor. We state this without the obvious proof. 
LEMMA 6.3. Let g = p/q be rational with deg p -C deg 9, p and 9 
coprime. 
(a) Zf q( z) = (z - a)“‘, then there exists a polynomial r, with deg T -C deg 9, 
such that, with E = sign p(a) 
p = sr2mod 9. (6.20) 
(b) Zf 9(x) = ((z - a)2 + b2)m, b * 0, then there exists a polynomial r 
such that 
p = r2mod9. (6.21) 
Let now 9 = 9r .. . 9s be a factorization of 9 into powers of coprime 
irreducible manic polynomials. We define dl by 
di = 9/‘9i * (6.22) 
From the partial fraction decomposition of g, (6.9), it follows that 
(6.23) 
Now we saw that the equations 
pi = siri2mod 9i (6.24) 
are solvable, where .si = - 1 if 9Jx)=(z - ai)ml and signpi( - 1, and 
Ed = 1 otherwise. Note that an equivalent way of writing (6.24) is 
Pi 
4,= Ti( Ei9i-i)ri + 7ri (6.25) 
with vi a polynomial term. We can state now the following. 
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THEOREM 6.4. With the previous notation let 
e(2) = i qdi(z). 
i=l 
Then there exists a polynomial T, coprime with q, such that 
p = er’modq 
(6.26) 
(6.27) 
or equivalently 
p/q = r(eq-‘)r + 71 
= i ri(Eiq;‘)ri + 7r. (6.28) 
i=l 
REMARK. The last form is more in line with the multivariable version of 
this theorem. 
Proof. By the Chinese remainder theorem there exists a unique poly- 
nomial r such that deg r < deg q and 
T, = rmod qi . 
This clearly implies that 
1;’ = r’mod qi. 
Hence 
er2modqj= (~ekdk)r2modqj 
= zEkd,r2mod qj 
= xEkdkrtmod qj 
= ~~~d~r~rnodq~, 
(6.29) 
(6.30) 
since, for k * j, qj divides d,. But &jrj2 = pimod qj and SO 
er2 mod qj = pjd j mod qj 
= zp,d,modqj= pmodqj, 
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i.e., p - er 2 = 0 mod 4.. Since the qj are mutually coprime, (6.27) follows and I 
so also (6.28). n 
Using the realization procedure outlined in Section 2, based on the 
Rosenbrock type representations of rational functions, we have two realiza- 
tions of g based on the two representations of g: 
g = (re)q-‘r + T = rq-l(er) = r. (6.31) 
Both realizations have X, as state space and are given by (A, B, C) and 
(A,, B,, C,) respectively, where 
A=Sq, 
Bl= r, 
Cf= (req-lf) -1 for fEXa, 
and 
B,l = 7rqer = er mod q, 
C,f= (rq-‘f) -1 for fEXa. 
(6.32) 
(6.33) 
By Theorem 2.12 of Fuhrmann [27] we have, corresponding to the bilinear 
form in X, defined by 
(f-g) = [4-W, (6.34) 
that 
A*=A=A,=Ar, C,= B*, Bl=C*. 
Letting 
Z = e(S,), (6.35) 
we clearly have 
ZA=A*Z=AZ (6.36) 
and 
B*Z=C and C*=ZB. (6.37) 
as well as 
z*=z. (6.38) 
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We will see that for a suitable choice of a pair of dual bases in X, the 
corresponding matrix representation of 2, i.e. [Z]z*, is a signature matrix. 
THEOREM 6.5. Let B be the basis of X, defined by (3.29), and B* its 
dual basis given by (3.30) with Z defined by (6.35). Then [Z]:’ has a matrix 
representation of the form 
[Z],“*=diag(qZ,,...,s,Z,) (6.39) 
with 
zi = (6.40) 
Proof, Since Z = e(S,), then Z leaves invariant all S,-invariant subspaces. 
In particular zdiX,, c diXq,, and hence the orthogonality of these subspaces 
is preserved under Z. Therefore it remains to calculate 
(zd,(d,(S,t) -‘)f,d,(d&) -‘)g)x 
= [q-‘e(S,)d,jd,(S~~)-‘)f,d,(d,(S~~)-’g] 
= [4-1(C&jdj(‘,))d~d~(‘,*)-1f,dkdk(’qx,-1g] 
= [4,‘CEjdj(‘~)d,d,(‘~,,)-‘f~d,d,(’~~)-’g] 
= Ek q; ‘qka- qk [ ‘dkd&,> -lfTdkdk(sqk) -‘g] 
= E&‘&dkd&) -‘fydkdk(sqkq,) %xqk 
= E,($kd,d,(Sqk) -If> dkd&q,) %xa, 
= Ek( rqkdkdk( Sqt) - ‘f 9 T&kdk(& > - ‘g )xqk 
= Ek(f’ ghy 
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In particular we have 
(Zdk( d,(S,J -l)U:k), dk(dk(Sq,) -l)g  = Ek”ik)> 
v’k)= 6, 
I ,1 
'+j-,,,,_I, (6.41) 
i.e., 
zd,( dk( sqk) - ')V;k) = Qdk”jk). (6.42) 
Naturally this can be verified directly by observing that 
= C Ejrqdjdkdk( sq,> - ‘f 
= Ekdkqka_ q; ‘di’dk”dk( sg,) - 'f 
= Ekd,.rr,kdkdk(s,,> -If 
= ~kd,T_&kdk(s,,) -If 
= ~kdkd&,)dk(s,,> -If 
= E&f, 
i.e., 
Zd,(&&) -')f = W&f. (6.43) 
The theorem follows now from (6.43). n 
With this we have now at our disposal all the machinery for exhibiting an 
explicit signature symmetric realization of g in matrix terms. 
THEOREM 6.6. Let g = p/q be a strictly proper real rational function. 
Then g admits a signature symmetric realization. One such realization is 
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given, in the notation of this section, by 
where 
A = [sq];, 
B,= [r]“, 
C=SZ, 
Z = diag(e,X, ,..., es, 2,). 
The signature of 2, namely a(X), is given by 
u(Z)= i Ej 
i 
1+( -l)m’-l 
j=l 
2 1 
(6.44) 
(6.45) 
, (6.46) 
is uniquely determined by g, and is equal to u( H,) or equivalently to I,, the 
Cauchy index of g. 
7. A MULTIVARIABLE CHINESE REMAINDER THEOREM 
We saw in Section 6 the application of the scalar Chinese remainder 
theorem in the piecing together, or interpolating, of local canonical forms to a 
global one. With the intention of putting it to the same use, we derive now a 
multivariable version of Theorem 3. A result similar to the existence part of 
Theorem 7.2 has been proved by Gohberg, Kaashoek, Lerer, and Rodman 
[32]. For the classic result one can consult Lang [50] and Newman [52]. 
DEFINITION 7.1. Given nonsingular polynomial matrices Q E Fmx” [ z], 
i=l , . . . ,s, we will say that the Qi are mutually left coprime if for each i, Qi is 
left coprime with the (unique up to a right unimodular factor) least common 
right multiple of all Qj, J ‘* i. Mutual right coprimeness is analogously defined. 
Note that this is a stronger condition than pairwise coprimeness. An 
alternative statement for mutual left coprimeness is 
detQ= fI detQi 
i=l 
(7.1) 
where 
QF”[z] = (j QjF"[z]. 
j=l 
(7.2) 
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Yet another equivalent statement is that for Q defined by (7.2) we have the 
direct sum decomposition 
X0=X0,@ . . . @X0.. (7.3) 
THEOREM 7.2. 
(a) Let Qi E Fmx” [z] be nonsingular and mutually left coprime, and let 
Q be defined by (7.2), i.e., Q is the least common right multiple of all Qj 
Then given AigFmxn[z], i=l,..., s, such that Qi-‘Ai is strictly proper, 
there exists a unique A E F m Xn [ z] such that 
A = Ai + Q,B, (7.4) 
and Q-IA is strictly proper. 
(b) Let Qj E Fmxm [z] be nonsingular and mutually right coprime, and 
let Q be the least common left multiple of all Qj, j= 1,. . . ,s. Then given 
Ai E F nxm[z] such that A,Q,r ’ is strictly proper, there exists a unique 
A E Fnx”[z] such that 
A = Ai + B,Q, (7.5) 
and AQ- ’ is strictly proper. 
Proof. (a): Clearly it suffices to prove. the theorem in the case n = 1. We 
will use the duality pairing between X9 and X6. Since (7.2) implies the 
inclusion QF”[z] c QiF”[z], th ere exist a nonsingular polynomial matrix Di 
such that 
Q=QiDi. (7.6) 
Moreover Qi X,# is a submodule of Xg or equivalently an SP-invariant 
subspace, and 
(Q,X,) J. = DiXo,Xo. (7.7) 
Hence 
(7.8) 
is an invariant subspace of X9 and so of the form D,‘X,:, i.e., we have the 
factorizations 
Q=QiDi=DI(Q;, i=l,...,s. (7.9) 
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The equality 
n 
j=+ i
Q,X, 
I 
= D;Xos, (7.10) 
together with (7.9), clearly implies the equality 
i.e., D[ is the 1.c.r.m. of all QP j* i. In particular there exist R, such that 
D;= QjRi,, i f j. (7.11) 
By our assumption of the mutual left coprimeness of the Qj it follows that Qi 
and Di’ are left coprime. From (7.8) one obtains 
c DjXf) 
, 
= Qx,,, 
j* i 
which in turn implies 
c fijF”[Z] =QiF”‘[Z], 
j*i 
i.e., that Qi is the g.c.1.d. of all Dj, j* i. Since Xg = Q,X,, zt DiXof is a direct 
sum decomposition, so is X6 = Q,‘X;, + GXd. Hence Qi and gi are left 
coprime, or equivalently 0, and Q( are right co&me. Using slightly different 
terminology, Qi and 0, are skew coprime, and the same holds for 0; and Q;. 
The equality (7.9), together with the coprimeness conditions, implies the 
invertibility of the maps Zi : Xo, -+ Xo, defined by 
Zif =rQo,DLf> f E Xp,. (7.12) 
Assume now a E Xg, i.e., Q _ ‘a is strictly proper. Using the direct sum 
decomposition 
Xg = D;X,;@ . . . CB D;Xor, (7.13) 
we can write, in a unique way, 
a= c Digi 
j=l 
(7.14) 
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with gi XgC. We compute now 8 
By (7.11), rp,Digj = 0 for j* i, and so 
rQka = rQ,D,lg, = Zig, = a,, 
and this last equation is solvable for gi, as the map Zi is invertible. In 
summary, 
a= i Di(Zjlaj) 
j= 1 
(7.15) 
isasolutiontothesystemofequations~~,a=ai,i=l,...,s,andaEXg. 
To prove uniqueness assume a and a’ are in Xo and satisfy rQ,a = r9,a’, 
or rQt(a-a’)=O, i=l,..., s. This implies a - a’E QiF”[.z] for i = l,..., s, 
and so a - a’ E QF”[ z]. Since Q- ‘(a - a’) is strictly proper, this implies 
a = a’ and uniqueness is proved. 
Part (b) follows by duality. n 
The next theorem relates local coprimeness to a global one. 
THEOREM 7.3. Let Q1,. . . , Q, be non-singular mutually left coprime poly- 
nomial matrices, and bt Q be the 1.c.r.m. of all Q? j = 1, . . . , s. Zf U = Uj + QjLa 
j=l , . . . , s, then U and Q are left coprime if and only if iJj and Qj are left 
coprime for all j= I,..., s. Similarly for right coprimeness. 
Proof. From our assumption follows the factorization Q = QjDf Assume 
U and Q are left coprime. Then there exist polynomial matrices X and Y such 
that 
UX+QY=Z, (7.16) 
which in turn implies (Uj + QjLj)X + QjDjY = I, or 
UjX + Qj( L,X + DjY) = I, (7.17) 
i.e., that Uj and Qj are left coprimes for all j= 1,. . . ,s. 
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Conversely, assume Uj and Qj are left coprime for all j= 1,. . . ,s. Therefore 
there exist polynomial matrices Xj and Yj such that 
U,X,+ QjYj= I. (7.18) 
Using the equality U = Uj + QjLi’ we have 
(u- QjLj)Xj+ QjYj= UXj+ Qj(LjXj+ Yj) =I> 
i.e., U and Qj are left coprime for all j= 1,. . . ,s. We will show that this implies 
the left coprimeness of U and Q. Indeed, if U and Q are not left coprime, 
then UFm[z]+QF”[ ] z is a proper full submodule of F m [ x] and hence of the 
form EFm[z] for some nonsingular polynomial matrix E. Moreover,_ since 
QF”[z_l= EF”bl, we have the inclusion X’ c_X~ = X61@ . . . @X0*. Let 
h E XE, and write h = h, + . . . + h, with hj E X~J. Assume for some index i, 
hi * 0. Then hi I UF”‘[Z]+Q,F”[~], which contradicts the proven left 
coprimeness of U and Qi. This completes the proof. n 
8. ON PARTIAL FRACTION DECOMPOSITIONS 
The partial fraction decomposition of a scalar rational function with real 
coefficients proved to be a central tool in the study of the relation between 
the Cauchy index and the signature of the Hankel matrix, as well as in the 
explicit construction of a signature symmetric realization. One expects to be 
able to follow the same line in the study of the multivariable case. To this end 
we study matrix partial fraction decompositions in somewhat more detail. 
Let us consider an extremely simple situation. Let g = p/9 with p, 9 
polynomials and deg p < deg 9. Moreover let 9(x) = ns=,(z - zj) with the xi 
distinct. Clearly in this case g(z) = ng=ig j/(z - zj) is a partial fraction 
decomposition. Furthermore X, is the space of all polynomials of degree R, 
and {9(2)/(2-zi):i=l,..., s} is a basis of eigenfunctions of Sg. Since 
p(S,)S, = S,p(S,), then r)(Sq) commutes with S,, i.e., it is an intertwining 
map. 
Now an intertwining map leaves the spectral decomposition invariant. So 
if 23, = S,Z, then Z induces a map Zi in Vi = span{q(z)/(z - zi)}, and Zi 
commutes with S4 : vi. As Z is the direct sum of the Zi, we have rank Z = 
Crank Zi as well as a(Z) = Cia(Zi). 
All of this extends to the multivariable case, and we will study this in 
somewhat more detail. Since our interest is mainly in signatures, we will focus 
on symmetric transfer functions. 
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Let G(z) be an m X m strictly proper rational matrix function, and 
assume G is symmetric, i.e. G(z) = G(z). Moreover let G(z) = Q(z)-‘P(z) 
be a left matrix fraction representation of G. So by symmetry 
and consequently 
G = Q-‘P = FQ-‘, (84 
Pg = Ql? (8.2) 
Let q be the minimal polynomial of SQ (we could just as well use det Q, the 
characteristic polynomial of So), and let 
4 = Ql . . .qs (8.3) 
be a factorization of q into mutually coprime factors. Writing g = diqi with 
di = @‘Ii, iqj), this induces factorizations of Q of the form (for details see 
Fuhrmann and Willems [30, Theorem 2.161) 
Q=*iQi (8.4) 
with qi the minimal polynomial of Soi, q/qi the minimal polynomial of So,, 
and q/qi the minimal polynomial of SoI. Such a factorization yields So- 
invariant subspaces of Xo given by DiXo, and a direct sum decomposition of 
X9 of the form 
Xo = C *jXoi* (8.5) 
The subspace CjtiDjXoj is itself invariant under So and SO of the form 
Ql%, with Q = QiD,i. In particular we have 
XQ = DiXo, + Ql’X,,. (8.6) 
Similarly for X6 we have 
X0 = 4x6; + Q,X,, , (S-7) 
and we have (see Fuhrmann [27]) 
But since we also have 
(DiXo,) L = eiXx,,. (8.8) 
x(j = CDjX& = 4x0, + c DjX& (8.9) 
jti ’ 
220 
it follows that 
PAUL A. FUHRMANN 
QiXfi, = c DJ’X,;. (8.10) 
j*i 
In particular we have the orthogonality relations 
( DiXo,, 4x6;) = o if j* i, (8.11) 
or equivalently 
[Q- ‘DJ, fig] = 0 I (8.12) 
for aII f E Xq, and g E X0;. 
But the equality (8.12) certainly holds when f E Qi F” [ z] or g E ejF m [z], 
so it holds for a.U polynomials f and g in F” [ z]. Thus 
[ D;Q- lDif, g] = 0 (8.13) 
for aII f, g E F m [z], which implies the following. 
LEMMA 8.1. Let Q be a nonsingular polynomial matrix, and let 0, and 
D,! be defined as above. Then D,!Q- ‘Di is a polynomial matrix for j * i. 
LEMMA 8.2. Let G = Q-‘P = PO-’ E Fmx”[z] be strictly proper, and 
Qi be defined as before. Then there exist uniquely determined Pi E F” x m [ x ] 
such that 
P = cDjPj (8.14) 
and QJ:‘Pj is strictly proper. 
Proof. The existence of P. such that (8.14) is satisfied follows from the 
left coprimeness of the Df If’ QjP,yl is not strictly proper, we can write 
Pi = Pi’ + QjHj with Qj: ‘Pi strictly proper. But then 
P=~DiPj=~Dj(P;+QjHj)=~~j~;+Q~~j, 
i i i i 
and since Q-‘P is strictly proper, it follows that CH, = 0. n 
SYMMETRIC RATIONAL TRANSFER FUNCTIONS 221 
THEOREM 8.3. Let G = Q-‘P = @-‘, and let Z: Xc, + Xg be defined 
by 
Zf = 7lpPf for f E X6. (8.15) 
Then 
z( qxp;) = DiXQ,. (8.16) 
Proof. ZQf = IrQPfiif = Qlr_Q-lPfiif = Qr_&-‘fiif. Now by the 
left coprimegess of the Dj there exist Pi such that 
P=cDjPj (8.17) 
and 
F= CFjfij, (8.18) 
and so ZDif = Q~_~~~fi~~-~~~f. Now for j* i it follows from Lemma 8.1, 
and the fact that 
that DjQ-‘e is a polynomial matrix. So 
as Q = DiQi. 
THEOREM 8.4. Let G = Q-IP = PQ-’ be strictly proper. Then with the 
previous notation and G, = Q,: ‘Pi, we have 
G = i G,, (8.19) 
j=l 
H,= f: HGj, (8.20) 
j=l 
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rank H, = k rank H,,, 
j=l 
M equivalently 
S(G)= 2 6(Gj)> 
j=l 
(J(HG) = i ek,L i= 1 
(8.21) 
(8.22) 
(8.23) 
and if Z: X0 + X9 is defined by (8.14), then 
a(z)= f: a(zi), (8.24) 
i=l 
where Zi: X0: + Xgl is defined by 
Z,u = TT~~PD;u~ = r&ui (8.25) 
with PDi = Q(L, + R,, (Q()-‘R, strictly proper, and Rioi = Qll?,. Equiva- 
lently 
(8.26) 
Proof. Since P = CTCIDjPj and Q = DjQj, it follows (assuming without 
loss of generality QJ:‘Pj to be strictly proper) that 
G = Q-‘P = 2 Qp’Djpj= 2 Q,?Pj 
j-1 j=l 
Hence (8.22) follows, which of course implies (8.23). Now G is the transfer 
function of the parallel connection of systems with transfer functions Gi, so 
by Fuhrmann [23] it follows from the mutual right coprimeness of the Qj, and 
consequent left coprimeness of the Qj, that (8.21) holds. 
Finally we have X6 = E~=,6~X,:, so if f E X0, then f = Cszlfilgi with 
gi E X@. I Now, using the orthogonality relation (8.11) and the previous 
SYMMETRIC RATIONAL TRANSFER FUNCTIONS 223 
theorem, we have 
(zf, f) = C C (zDlgi, ‘)Zj> 
i=l 
and since we have a direct sum decomposition, (8.24) follows. 
Since the maps Zi are all self-dual, we use now Theorem 4.7 to obtain 
(8.26). n 
One should note that no assumptions on the left coprimeness of Q and P 
have been made. The coprimeness conditions were those on the QP which are 
part of the construction. 
9. SIGNATURE SYMMETRIC REALIZATIONS: 
THE MULTIVARIABLE CASE 
In the previous sections we saw, given a real symmetric transfer function, 
the relation between the signatures of the Hankel matrix and that of the 
associated intertwining map and Bezoutian. In trying to suitably generalize 
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the Hermite-Hurwitz theorem one would like also to have an appropriate 
generalization of the Cauchy index. Though this section is heavily indebted to 
the fundamental paper of Bitmead and Anderson [3], their definition of the 
matrix Cauchy index is not adopted. However, using basically the calculations 
of Bitmead and Anderson one can put their results in terms of local canonical 
forms. This enables us to define the notion of local sign characteristic as we11 
as a local Cauchy index and use it to pass to a global definition. The stress will 
be on the connection with signature symmetric realizations. For a geometric 
approach to the matrix Cauchy index the reader is referred to Bymes and 
Duncan [ 131 and Byrnes [ 141. 
Given two real symmetric rational ftmctions G, and G, with coprime 
factorizations 
G, = PiQj- ‘, (9.1) 
we say that G, is congruent equivalent to G,, and write G, 2 G,, if there 
exists a polynomial matrix U such that U and Qz are left coprime and 
G,=~G,U+Il, (9.2) 
where II denotes a symmetric polynomial matrix. We note that (9.2) implies 
that the McMillan degree of G, is less than or equal to that of G,. The 
coprimeness condition is not as asymmetric as it seems. Indeed, by the 
symmetry of Gi we have Gi = 0,: ‘pi, and the left coprimeness of U and Q is 
the same as the right coprimeness of U and Qi. 
LEMMA 9.1. The previously defined relation is a bona fide equivalence 
relation, i.e., it is reflexive, symmetric, and transitive. 
Proof. That G = G is trivial. Assume G, = G, in the previous sense. 
Since U and Q1 are left coprime, there exist polynomial matrices X and Y 
such that 
Hence 
UX+Q,Y=Z. (9.3) 
zG,X = J?oG,UX + %X 
= G, -f&G, - G,Q,Y,+ k;Q,G,QIY + a%IX. 
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Since G, = P,Q;’ = Q;‘p,, it is clear that G,Q,Y, YQ,G,, and YQ,G,Q,Y 
are polynomial matrices. Letting 
II, = yQ,G, + G,Q,Y - @,G,Q,Y - %IIX, 
we have 
G, = ifG,X + III,. (9.4) 
It remains to check that X, Qs are left coprime. Indeed, if X and Qs were not 
left coprime, we would have the inequality 6(G,) < 6(G,) between the 
McMillan degrees of G, and G,, in contradiction to the inverse inequality 
noted before. Thus in particular congruence equivalence implies equality of 
McMillan degrees. This proves symmetry. 
To prove transitivity let G, - G, and G, = G,. So there exist polynomial 
matrices Ui, i = 1,2, such that U,, Qi are left coprime and the relations 
G, = ~,G,U, + II, W) 
and 
G, = &,G&J.. + II2 
hold. This implies 
(9.6) 
from which it is also clear that 6(G,) < 6(G,). Now, by the left coprimeness 
assumptions there exist polynomial matrices Xi and Yi, i = 1,2, such that 
qXi + Q,Y, = I. (9.7) 
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This implies 
~,8,G,X,X, = T? Jt i’ 0 G U U X X + JtI~2H3X2Xl 1221112 11 
= ifl( Z - ~2~2))6,G,Ul( Z - Q2Y2)Xl 
= $t?lG,U,Xl- &?2~2filGlUlXl 
-~‘,~~G,u,X,-~~;Q~GUQY~ 12211122 1 
=(WXG,(V,)+K, 
=(Z-~~Q~)G,(Z-QIYI)+~, 
= G, + nI, - %QG - G,Q,Y, + (QA)G,(QA) 
=G,+n,. 
From this it is necessary that X,X, be left coprime with Qs; otherwise we 
would have 6(G,) < S(G,), in contradiction to the inequality 6(G,) < 6(G,) 
noted before. Thus transitivity has been proved. W 
The next theorem is an extension of Lemma 3.1 in Bitmead and Anderson 
[1977]. 
THEOREM 9.2. Let G,, G, be two real symmetric rational functions with 
coprime factorixations Gi = PiQjp ‘. Then G, = G, implies 
(i) rank( HC,) = rank( H,,). 
(4 4Hc,) = a(H,,). 
Proof. Since rank H, is equal to the McMillan degree of G, part (i) 
follows from the proof of the previous theorem. 
To prove (ii) note that Ker_H, = QF”[ z] and Range H, = X0, so a( H,) 
= o(I&), where I&: Xo + Xo is defined by 
Ej,=H,lXy. (9.8) 
Since G, = G,, it follows there exist U and II, with U and Qr left coprime, 
such that 
G,=UG,U+IL (9.9) 
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Now 
[Hc,f9f] = [H cc,u+nf, f] =[r- (f%-J + p)f, f] 
= [ d’G,Uf, f] = [ GJ-Jf, Uf] 
= [ %,Uf> Uf] = [ &,yJ,Uf> @Jf] . 
But the left coprimeness of U and Qr implies 
UFm[z]+QIFm[z] =F”[z], 
and so 
,,UP [z] = xgl 
(9.10) 
(9.11) 
and the equality of signatures follows. n 
The converse of the previous theorem is not true. However, this naturally 
raises the question of finding the congruence equivalence invariants or, 
alternatively, of reducing the symmetric transfer functions to some canonical 
form. This we proceed to do, and the main result is Theorem 9. We begin by 
a preliminary analysis which studies the problem locally. 
THEOREM 9.3. 
(a) Let G(z) = Ilf=,ri/(z - a)’ with ri real symmetric matrices. Then 
G = G’, where 
(9.12) 
and 
(9.13) 
The dimensions of the identity matrices I,!‘) and Zip) are uniquely de- 
termined .
(b) Let G(z) = Ci=r(Ai + B,z)/[(z - a>2 + b2]” with Ai, Z3, real symmet- 
ric matrices. Then G = G’, where 
G’(z)=diag(Z,[(z-a)2+b2]~k1 )...) z&z- a)2+ h”] -“j. (9.14) 
The dimensions of the identity matrices Ii are uniquely determined. 
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Before proceeding with the proof of Theorem 9.3 we prove some lemmas 
which deal with the special case of nonsingularity of the highest coefficient in 
the local partial fraction expansion. 
LEMMA 9.4. Let G(z) = C7=1A jz-j with A j n x n real symmetric and A, 
nonsingular. Then there exists a signature symmetric matrix Z and poly- 
nomial matrices X and I1 such that X and z”I are left coprime and 
G(z)=J?(‘(z)Zz-“X(z)+II(z). (9.15) 
The signature matrix Z is uniquely determined by G. 
Proof Let X(z) = Ci$Xjzj. Then (9.15) is equivalent to the system 
X$X, + X,IZX, = A,_r, 
(9.16) 
&,Zx,_, + J?,ZX,_, + . . . + Jt_,ZX, = A,. 
Now the first equation is solvable by reducing the symmetric matrix A, to 
congruence canonical form. Clearly X, is nonsingular. The other equations 
can be solved recursively, and all are of the form 
I?,JX, + &/x0 = c, (9.17) 
with C, symmetric. By defining W, = -&JXk, Equation (9.17) reduces to 
il/;, + W, = C,, which has as a solution W, = C,/2. So 
x, = C,X,‘J/2 (9.18) 
is a solution. n 
LEMMA 9.5. Let A, B be real symmetric n X n matrices. Then A 41 iB are 
nonsingular polynomial matrices if and only if 
is nonsingular. 
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Proof. isanullvectorof (i 1”) ifandonlyif 
Ax- Bu=O, 
By+Ax=O. 
(9.19) 
But these are also the equations resulting from separating the equation 
(A + Si)(x + iy) = 0 (9.20) 
into its real and imaginary parts. 
LEMMA 9.6. Let A, B be real symmetric matrices, and assume A k iB are 
invertible. Then there exist real matrices X,Y such that 
XX-EY=A, 
gY+yX=B. 
(9.21) 
Proof. Our assumption is equivalent to the nonsingularity of the sym- 
metric matrix 
(r: -BA)* (9.22) 
Let h be an eigenvalue of this matrix, with a corresponding eigenvector 
Then it is easy to check that is an eigenvector corresponding to 
- A. This implies the &istence of an orthogonal matrix of the 
form 
(“y -xy) 
and a real diagonal matrix L such that 
(; --A)(; -,Y)=(; iy)(: TL)’ 
Factoring L as I?K and redefining X and Y, we obtain the equality 
which is equivalent to (9.21). 
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LEMMA 9.7. Let 
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G(z)= i (Aj+Bjz)(~2+1)pj 
j= 1 
with A j, Bj real symmetric matrices. Furthermore, assume A, _t iB, are non&n- 
g&r, which is equivalent to the coprimeness of Cixl( A j + Bj,z)( z2 + l)"+ j 
and ( z2 + l)‘Z. Then 
G(x)- ’ 
(z2+l)S’ 
Proof. We will show there exists a polynomial matrix 
9-l 
x(z)= c (xi+Y,z)(z2+l)i 
i=O 
with real matrix coefficients for which 
(9.24) 
(9.25) 
(9.26) 
holds. Equation (9.26) is equivalent to the system of equations 
A,+B,z=(~~X,-~~Y,)+(r;6Y,+~“X,)z, 
A s_l + B,_,z = ( zOX, - &Y1 + 2,X, - ?,Y, + ?,,Y,) (9.27) 
+(r?,Y,+~~x,+~,Y,+~‘,x,)x, 
By Lemma 9.6 the first equation has a solution with 
nonsingular. But this nonsingularity condition is equivalent to the coprime- 
ness of X and ( z2 + l)‘Z. 
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The k th equation can be put in the form 
with A;, B; real symmetric. This can be rewritten in the matrix form 
This can be solved immediately by 
We can proceed now with the 
Proof of Theorem 9.3. (a): By using scaling generations we may assume 
without loss of generality that a = 0. Thus G(z) = Es= ,GizPi. If G, is 
nonsingular, we apply Lemma 9.4. Otherwise let T be a nonsingular constant 
matrix such that 
with G$“) symmetric and nonsingular. Hence G = G’, where 
G(z) = 
i 
G(“)(z) G(l’)( z) 
Gc21)( z) Gcz2)( z) r 
with Go’) satisfying the conditions of Lemma 9.4. Since obviously 
Range Ho~2) c Range H~CIU, (9.30) 
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there exists a polynomial matrix C such that 
(-31‘4 = T+G(ll)C. (9.31) 
For a proof of this implication see Fuhrmann [28]. It follows now, using also 
the symmetry of G’, that 
( _zc ;)G(:, -;)=[“b”’ ;)+Il 
with II a polynomial matrix and H(z)=C”IAH,Z-‘. To G(l’) we apply 
Lemma 9.4 and repeat the same process with H. The proof is completed by 
induction. 
(b): Let us consider, without loss of generality, 
s A,+ Bjz 
G(z)= c 
j=l (Z2+1)” 
If A, & iB, are nonsingular, then Lemma 9.7 is applicable. Otherwise there 
exists a nonsingular matrix 
such that 
with P an orthogonal projection of the form 
representation of P and with X = X, + X,z, we have 
Relative to this 
with G,, satisfying the conditions of Lemma 9.7 and Range Hc,, C Range HG,,. 
We finish the proof basically as in part (a). 
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To prove uniqueness in case (a) assume G is congruent equivalent to both 
diag(J,z-kl,...,J,Z-k”) (9.32) 
and 
diag(J;z-‘l,...,Jlx-lt). (9.33) 
Wewillproves=t,ki=Zi,andJi=J-lfori=l,...,s.Byrealizationtheory 
and the state space isomorphism theorem, the invariant factors of the genera- 
tors in the two minimal realizations based on (9.32) and (9.33) are z ki counted 
dim _Tj times, j = 1,. . . , s, and z ‘j counted dim ]J’ times, j = 1, . . . , t , respectively. 
Thu~necessarilys=t,k~=l~fori=l,..., s and dim Ji = dim 1:. It remains to 
prove that a(A) = a(J) for i = 1,. . . , s. Clearly if G = G’, then also s_ zjG = 
7~_ zjG’. Hence, by the transitivity of congruence equivalence and Theorem 
9.2, 
and 
induce Hankel maps with the same signatures. By choosing j= ki, i = 1,. . . ,s 
- 1, we obtain 
7x zkt-( JIZ&‘,.. .,Jsz-“*) = (o,.. ,o, JiZ-(k:-kt-l),.. .,.&Z-(k*-k--q 
and 
7T_ Zk( &z-k ,... ,.l;z-“) = (0 )..., 0, JY(ki-k,-l),.. . ,Jpa-k:-q. 
The equality of signatures implies the following set of equalities: 
c kju(Jj) = c kja(J-:), i = l,..., s. (9.34) 
j-i j=i 
This implies 
u(Ji)=“(J~), i=l ,***,s, (9.35) 
and we are done. 
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In case (b) the proof is even simpler, for assume G is congruent equivalent 
to both 
and 
diag(Z,(z2+1))k,...,Z,(z”+1)~k) (9.36) 
diag(Z;(z2+l))1 ,..., Z,(z2P1))‘). j (9.37) 
Then again by an application of realization theory and the state space 
isomorphism theorem, the invariant factors of the generators in the canonical 
realizations based on (9.36) and (9.37) respectively are (x2 + l)k counted 
dim Ii times and (x2 + l)l counted dim Zi times. This implies t = s, k j = ZP and 
Zj = ZJ for j = 1,. . . ,s, and we are done. n 
We state now the main result of this section. In the next theorem we state 
it in polynomial terms, whereas in Theorem 9.12 we give a matrix representa- 
tion of the result. 
THEOREM 9.8. Let G(z) be an m x m real symmetric strictly proper 
rational matrix. Then G has the representation 
G(x) = c @‘Xi + II 
i=l 
(9.38) 
with Xi, 0, left coprime and either 
D,(z)=diag(~~)(z-ai)k’l,...,Z~~)(__-ai)”~~’) (9.39) 
OT 
Di(z) = diag(Zi’)[(z - ai)2+ b: 1 k VI ,...,Z:)[(z - a,)2+ b: k r,n I 1, 
(9.40) 
Here Zi are signature matrices. The signature matrices Zi and the numbers a,, 
bi and ky), j= 1,. . . ,m,, i = 1,. . . ,s, are uniquely determined. 
REMARK. The set of polynomials (z - a,)k and [(z - a i)2 + bz] k are the 
elementary divisors of A in any canonical realization (A, B, C) of G. In 
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particular we have that 
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(9.41) 
which is the local multiplicity of A, is less than or equal to m. 
Proof. Let G = CjGj be the partial fraction decomposition of G. Thus 
the minimal polynomial of G, is a power of an irreducible polynomial. To each 
of the Gj we apply Theorem 9.3 and the result follows. W 
Following Gohberg et al. [36], we will call (9.39) and (9.40) the signature 
characteristic of G. It is clear that the signature characteristic carries all the 
spectral and signature information of G. The signature of Ho, the Hankel 
matrix induced by G, is determined by the signature characteristic in the 
following way. 
COROLLARY 9.9. Let G be as in Theorem 9.8. Then 
(9.42) 
where the summation extends over all elementary divisors which are odd 
powers of a linear polynomial. 
The result of Theorem 9.8 lends itself to further reduction. Let us unify 
notation in (9.39) and (9.40) and write now 
D,(z)= (Epqji),...&q~)) (9.43) 
with the convention that q!‘)]q(‘) k for j> k, E:)= f 1, and for each multiple 
elementary divisor the + iigns precede the - signs. Thus 0, is uniquely 
determined by (9.39) and (9.40). Define now 
qj= JJ qji) 
i=l 
(9.44) 
and 
d;“’ = J-J q(k) _ 91 
kei 9!“’ 1 
(9.45) 
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and 
ej( z) = C e:‘)dy). 
E 
(9.46) 
Next we define 
and 
E(z)=diag(e,(z),...,e,,,(z)) 
We obviously have the relation 
ED=DE, 
and so we can state 
(9.47) 
(9.48) 
(9.49) 
COROLLARY 9.10. Let G(z) be as in Theorem 9.8. Then G is congruent 
equivalent to 
(9.50) 
We will call (9.50) the congruence McMiZZan form of G. Note that it 
completely determines both the invariant factors, namely the polynomials 
qr,...,q,, as well as all the signature information. 
By a suitable choice of basis we can obtain a convenient matrix represen- 
tation for the canonical form of congruence equivalence. 
THEOREM 9.12. Let G be an m X m real symmetric strictly proper 
rational matrix. Then G admits a canonical signature symmetric realization 
(A, B, C) with signature matrix 
A=diag(I,,...,&), 
Z = diag( erB, ,...,EJk), 
(9.51) 
(9.52) 
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and either 
OT 
Ji= 
ai 
1 . 
. . 
. . 
1 ai 
(9.53) 
I m, x ni 
ai - b; 
1 ai 
0 1 
0 0 
ai - b; 
1 ai 
0 
0 
\ 
1 ai - b,? 
0 1 ai/ 
and 
zi = 
0. *. *Ol 
0 1 
. . 
. . 
. . . 
0 1 
1 0 
(9.54) 
(9.55) 
where the ,si = k 1, 4, and Zi are uniquely determined. 
Proof, Since, by Corollary 9.10, G is congruent equivalent to G’ of 
(9.50), by the symmetry property of congruence equivalence we have the 
representation 
G(z)=E(n)E(z)D(z)-‘Y(z)+II(z) 
for some polynomial matrices Y, II for which Y and D are left coprime. 
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We apply now the realization procedure of Theorem 2.3. By a choice of 
basis in 
x, = x,,cB . . . @X,“, 
which is constructed by choosing basis elements in the direct summands as in 
Section 6, the result follows. n 
10. ON A THEOREM OF FROBENIUS 
As an application of polynomial models we give a simple proof of a 
theorem of Frobenius [21] and a generalization of it. The underlying field is 
arbitrary. 
THEOREM 10.1. Every square matrix over an arbitrary field F .is the 
product of two symmetric ones. 
Before proving the theorem we show that there is an equivalent way of 
stating it. This is due to Taussky and Zassenhaus [55]. 
THEOREM 10.2. Let A be a square matrix over an arbitrary field F. There 
exists a symmetric nonsingular matrix S intertwining A a& d if and only if A 
is the product of two symmetric matrices one of which is nonsingular. 
Proof, Assume S is symmetric nonsingular and satisfies AS = SA. Then 
A = S&i = ST, (10.1) 
where T is defined by T = AS-‘. Since 
f’z S-T’ = S-IA = ,&’ = T, 
T is symmetric. 
Conversely, assume A = ST, with s”= S and F= T, and assume S is 
nonsingular. By the symmetry of S and T we have A = TS, and therefore 
AS = STS = Sd, (10.2) 
or S intertwines A and A. 
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Proof of Theorem 10.1. Since zZ - A and ZZ - A have the same Smith 
form D(z), there exist unimodular polynomial matrices U and V such that 
D(z)=U(z)(zZ-A)V(z)=V(z)(zZ-A)@), 
and hence 
(V-‘U)(zZ - A) = (zZ - d)(bV-‘), 
so that, with W the unimodular matrix defined by 
w(z)=O(z)v(z)-‘, 
we have 
W(z)(zZ-A)=(xZ-d)W(z). 
Now the previous equality implies that the map Z: XtIPA -+ X,,_i de- 
fined by 
Zf = Tz,I-$vf (10.3) 
is invertible by Theorem 2.1, and self-dual by Theorem 2.9 in Fuhrmann [27]. 
Thus we have 
zs,,-, = S,,_~Z. (10.4) 
By taking matrix representations and noting that the standard basis in F” 
is a self-dual basis, the result follows. n 
Actually we can prove a bit more. 
THEOREM 10.3. Given a reachable pair of matrices (A, B), there exists a 
matrix C such that (C, A) is an observable pair and C(zZ - A)-lB is 
symmetric. 
Proof. Let ZZD-’ be a right coprime factorization of the i/s (input-state) 
transfer function ( ZZ - A)- ‘B. Since D and b have the same Smith canonical 
form, there exists a unimodular matrix U such that UD = do. Let the 
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(10.5) 
Then U = N + MD, and N and D are right coprime. In fact 
Z=U-‘U=U-‘N+U-‘MD=XN+YD 
shows the right coprimeness. Also it follows from the definition of N that 
ND- ’ is strictly proper. We can apply now Theorem 2.3 to infer the existence 
of a constant matrix C for which N = CZZ. This in turn implies 
The observability of the pair (C, A) is equivalent, by Theorem 2.2, to the 
right coprimeness of N and D. Now the equality UD = 5>0 implies ND = Dfi 
and so 
which shows that G is symmetric. Moreover the map 2: X, --j X6 given by 
Zf = qjNf for f E X, (10.6) 
is a self-adjoint map. n 
As a special case consider B = I. This certainly makes the pair (A, B) 
reachable. By the previous theorem there exists a C such that 
G(z) = C(zZ - A) -‘= (zZ - A) -‘e= c(z). 
In this case V= XzI_* and so 
zx = 7rz1_*cx = cx 
is invertible, i.e., C is invertible. 
Now C(zZ-A)=(zZ-d)Cimplies 
C=C and CA=AC (10.7) 
and Frobenius’ theorem follows. 
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Since in the case of the complex field the duality pairing is defined 
differently, the previous theorems have to be modified. In this case we define 
G(z) = G(Z)*, (10.8) 
where M* denotes the Hermitian adjoint of M. 
THEOREM 10.4. Given a reachable pair of matrices (A, B) over the 
complex field, then there exists a matrix C such that (C, A) is observable and 
G(z) = C(zZ - A)-‘B satisfies (10.8) if and only if A and A* are similar. 
Proof. Assume such a C exists. Then by (10.8) 
C(zZ-A)-‘B=B*(zZ-A*)%*. (10.9) 
By the state space isomorphism theorem, the systems (A, B, C) and 
(A*, C*, B*) are similar and in particular so are A and A*. 
Conversely, assume A and A* are similar. Again let ND-’ be a right 
coprime factorization of (zZ - A)-‘B. Since D and fi with B(z)= D(z)* 
have the same invariant factors, i.e. those of A or A*, there exists a 
unimodular matrix U for which UD = do, The rest of the proof follows that 
of Theorem 10.3. n 
COROLLARY 10.5. A complex matrix A is the product of two Hermitian 
matrices of which one is nonsingular if and only if A and A* are similar. 
Proof Assume 
A=ST, (10.10) 
S and T Hermitian, and S nonsingular. From (10.10) it follows that A* = TS, 
and so 
AS=STS=SA*, (10.11) 
i.e., A and A* are similar. 
Conversely, we apply Theorem 10.4 to infer the existence of a complex 
matrix C for which C(zZ - A))l = (zZ - A*)-‘C*, or equivalently 
c*( ZZ - A) = (zZ - A*)C. (10.12) 
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In particular C = C*, and D = C*A is Hermitian too. The invertibility of C is 
proved as in Theorem 10.3, and so we get 
A=C-‘D. 4 (10.13) 
11. SELF-ADJOINT OPERATORS IN INDEFINITE METRIC SPACES 
In this section we present the polynomial model approach to the study of 
self-adjoint operators in indefinite metric spaces, and especially their reduc- 
tion to canonical form under the group of orthogonal matrices in this metric. 
These are very closely related to the study of symmetric polynomial matrices. 
We will treat the real case and in the end indicate what modifications have to 
be made for this approach to work also for the Hermitian case. 
Given the real n-dimensional Euclidean space DB” with the usual inner 
product (x, y), then, given a symmetric nonsingular matrix H, we define a 
new, indefinite inner product on [w n by 
[x, Yl = (fk Y). (11.1) 
A linear transformation A in [w” is a self-adjoint with respect to the indefinite 
metric if 
[Ax, Y] = [x> AY] (11.2) 
for all X, y E aB”. In terms of H this clearly reduces to 
HA = AH. (11.3) 
Letting G = HA, we have G= G and 
A = H-‘G. (11.4) 
Thus A is the product of two symmetric matrices of which one is nonsingular. 
This shows the connection with Frobenius’ theorem. 
Given any real n x n matrix A, then by Frobenius’ theorem A = H- ‘G 
with H, G symmetric. This is equivalent to saying that A is self-adjoint in the 
metric induced by H. 
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Next we relate this to the study of symmetric polynomial matrices. 
Consider a real symmetric nonsingular polynomial matrix D(z) = Da + D,z 
+ . . . + Dszs. We saw in Fuhrmann [27] that, due to the symmetry of D, the 
shift map S, acting in X, is self-adjoint, namely, for all f, g E X, 
(S,f? g> = (f, S,g)* (11.5) 
Thus S, is self-adjoint in the indefinite metric of X, induced by D. 
To make contact with some classical results we consider the special case of 
D, = I, i.e. D(z) being a manic polynomial matrix. In this case X, coincides 
with the set of all vector polynomials of degree < s - 1 and 
x,=x,63 ... @xs_l) (11.6) 
where Xi is the subspace of all vector polynomials of the form xzE. Relative to 
this direct sum decomposition we have the block matrix representation C of 
S, of the form 
I 
O * . . * -4’ 
Z 
(11.7) 
(11.8) 
\ 
Z - OS-1 , 
The dual direct sum decomposition of X, is given by 
X,=Y,@ ... @Y,_i 
with 
Yi = { Zz_,(z)x]x E Iwm}, 
where 
Ei = vr+ z-‘D, i=l ,..., s. (11.9) 
For details see Fuhrmann [ZS]. The block matrix representation of So relative 
to this direct sum decomposition is 
I6 Z \ 
Z 
-Q-1 I 
(11.10) 
244 PAUL A. FUHRMANN 
i.e., it is c. Since the identity map in X, relative to these direct sum 
decompositions has the block matrix representation 
H= 
we have 
D, . . . Ds_1 1 
1 
. . 
. . 
D s-l * 0 
1 
H_tt=AH, 
(11.11) 
(11.12) 
i.e., H is a symmetric matrix for A. That the companion matrix C is 
self-adjoint in the metric induced by H has been observed before by Langer 
[51] and by Gohberg, Lancaster, and Rodman [36]. 
Suppose now that instead of starting with a symmetric polynomial matrix 
we start with an H-self-adjoint matrix A, with H naturally assumed symmetric 
and nonsingular. Thus HA = AH, and equivalently 
AH-‘= H-la= (AH-l), (11.13) 
and clearly 
D(z)=(zl- A)H-‘= .zH-'- AH-’ (11.14) 
is a symmetric polynomial matrix. Clearly X, coincides with Iw” in this case, 
and 
(x,Y) = [D-‘TY 
= k d-A)H-')-'x,y ]=[H(~z-A)-'x,~]=(H~,Y), 
i.e., the metric of X, coincides with the H-metric of R”. 
Under a change of basis x + Rx the matrix A transforms by similarity into 
A, = R _ 'AR, whereas the metric given by H transforms by congruence into 
H, = BHR. Clearly, as 
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A, is self-adjoint in the HI-metric. This raises the question of reducing a pair 
A, H with A being H-selfadjoint to its simplest form in a canonical way. That 
this is possible and an easy consequence of realization theory will be demon- 
strated next. 
THEOREM 11.1. Let H be a nonsingular symmetric n X n matrix, and let 
A be a real n x n matrix for which (11.3) holds. Then there exists a 
nonsingular matrix R such that 
R-‘AR=diag(.Z,,...,Z,) (11.15) 
and 
RHR = diag(s,E,,...,s,Z,), (11.16) 
where ( I1,. . . , I,) is the real Jordan canonical form of A, Zi has the form 
xi = 
‘0. . . .Ol 
. 1 
. . 
. . . 
0 1 0 
/ 1 
\ 
(11.17) 
I 
and ei = + 1. The matrices 4, Zi and the signs &i are uniquely determined up 
to order. 
Proof. Define D by (11.14); then D is a nonsingular symmetric poly- 
nomial matrix. Note that in this case X, coincides with Iw”, and since, for 
XER", 
=(zZ-A)H-‘n_H(zZ-A)-‘(zl-A+A)x 
we have 
S,=A. (11.18) 
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We consider now r_ D- ', which is a symmetric transfer function of 
McMiIlan degree n. We apply Theorem 9.12 to infer the existence of a 
signature symmetric realization (A, B, C) in X, = Iw” with A = S, such that 
(11.15) and (11.16) hold. n 
We end this paper by showing the equivalence of the study of self-adjoint 
operators in indefinite metric spaces with the classical problem, solved by 
Kronecker [48] and Weierstrass [58], of reducing simultaneously by con- 
gruence a pair of real symmetric matrices, one being nonsingular, to canonical 
form. For recent accounts which contain historical remarks and further 
references one may consult Uhlig [56, 571. 
Given two real symmetric matrices S and T, the problem is to find a 
canonical form for the pair (S, T) under the group action 
(S,T) --* (i&R, iiTR), (11.19) 
R nonsingular. We make further assumption that S is nonsingular. In this case 
we define 
A=S-‘T, (11.20) 
which implies, by the symmetry of T, that 
SA = AS. (11.21) 
Of course (11.21) means that A is &elf-adjoint and hence Theorem 11.1 can 
be applied. 
Thus in a suitable basis S has the matrix representation 
and A has the matrix representation 
This implies that 
Rp'AR = diag(J,,...,J,). 
Therefore we have rederived the following theorem. 
SYMMETRIC RATIONAL TRANSFER FUNCTIONS 247 
THEOREM 11.2. Let S,T be real symmetric matrices of which S is 
assured non-singular. Let diag( II,. . . , ji) be the Jordan canonical form of 
A = S- ‘T. Then S, T are simultaneously congruent to 
and 
respectively. 
Much of the work on this paper has been done at the Department of 
Mathematics of Rutgers University. For its support and the hospitality of my 
host Hector J. Sussmunn I am deeply grateful. 
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