Abstract-Since its introduction, the command shaping method to design command shapers as robust as possible based on the has been applied to the control of many types of flexible manipu-available infonnation on a given system (e.g., expected varialators and sthe effectiveness in the vibration suppression has been tion range of the natural frequency) [11] . Unfortunately, the roverified. However, designing an effective command shaper requires a priori knowledge about the system parameters. Recently, some bustness of the shaper comes at the expense of the command efforts have been made to make the command shaper adapt to the shaper length, which means more delay in the response. Morechanges in the system parameters. In this paper, the indirect and _. over, this approach still requires a fair amount of a priori knowlthe direct adaptive command shaping methods in the time domain edge about the system parameters for proper design. The second are compared, especially in terms of the noise effect on the per-approach is to make the command shaper adapt to uncertain formance. Analysis shows that the direct approach is less sensitive . to the noise and this analytic result is verified by the proper simu-or varying system parameters. The indirect adaptive command lation. Finally, experimental results using the direct approach are shaping method has focused on the system identification either included.
I. INTRODUCTION F LEXIBILITY in a manipulator will degrade trajectory tracking control and manipulator tip positioning. In practice, however, constraints imposed by various operating requirements will render the presence of such flexibility unavoidable. The task that a manipulator must perfonn often leaves unspecified the exact path that the arm must follow. The general shape of the motion profile; the final position at the end of a path and the time necessary to bring the arm to rest at that position are far more important in these tasks. This fact makes it possible to place command shapers in the computer control which improve the flexible arm perfonnance by suitably modifying the commands so that arm vibrations are minimized. Since [13] revived the concept of a dead-beat command design and extended it to a more sophisticated command shaping approach, the command shaping method using time-delay. filters has been applied in many applications and its effectiveness in suppressing the residual vibration has been verified. The design of an effective command shaper, however, requires a priori knowledge of flexible system parameters such as the natural frequency and the damping ratio of the undesired elasti,c mode.
When the command shaping method is used to control flexible manipulators with uncertainty of system parameters, there are two approaches that can be taken [1] . The first approach is S. Rhim is with CAMotion, Inc., Atlanta,' GA 30318, USA (e-mail: sungsoo.rhim@camotion.com).
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In these approaches, new filter coefficients are calculated using the system estimation results. Thus the effectiveness of the updated command shaper relies on the quality of the system estimation results. Direct adaptation algorithms can also be used, where system parameters are never explicitly utilized. Among time-delay filter parameters that can be adapted in the direct adaptation are 1) the number of tenns in the filter; 2) the time delay of the filter; 3) the coefficients of the tenns. The number of tenns has not been adapted on-line in previous works. The authors will fix the number of tenns at three for a single mode throughout the following discussion. It is known that the adaptation of time delay of an finite impulse response (FIR) filter is a very complicated nonlinear problem. However, this difficult nonlinear approach can be avoided by utilizing the characteristics of a three-impulse command shaper called optimal arbitrary time-delay filter (OATF). The OATF provides the freedom in choosing the time delay regardless of the system para!lleters [6] . Recently, based on this unique characteristic of the OATF, the authors proposed a direct adaptive command shaping method which can adapt only the filter coefficients leaving fixed the number of impulses and the time delay to minimize the residual vibration [9] . In this paper, we compare two time-domain adaptive command shaping approaches (the indirect and the direct), particularly in terms of the noise effect on the perfonnance. The noise effect on both approaches is analyzed and the analytic result is supported by a set of appropriate simulations. Also, an experiment using the direct approach is performed and its results are included at the end.
II. DYNAMICS OF FLEXIBLE MANIPULATOR
The system of interest to this work is the gantry-type robot with a prismatic joint and single flexible link shown schematically in Fig (1)
The flexible link system consists of an infinite number of modes. For practical purposes, however, we assume that we are able to characterize the system's behavior well enough with only N modes. Using the method of assumed modes, we thus have 
Then, using (4)" we obtain the transfer functions Gjqint (s) _ (2) 
III. COMMAND SHAPING
The command shaper reshapes the desired input to a flexible system such that the resonances of the elastic system modes are not excited. It takes the form of an FIR filter, with filter parameters determined by the resonant frequencies and the damping ratios of the undesired elastic modes of the flexible system. In this research we have used a particular three-tenn command shaper called the OATF) [6] . For a single elastic mode cancellation, an OATF is given by the following equation:
is the rigid generalized-coordinate (representing the joint mo~ __ _ + e-2C::wnTd8(t -2Td)} (8) tion or rigid mode) and qe(t} are the flexible generalized coordinates (representing the elastic motion or mode). The subscripts r and e in the aoove equations denote rigid body motion and elastic motion, respectively; M re represents coupling between the rigid mode and the elastic modes. Only one rigid mode appears in the above equation corresponding to the horizontal translation. Generally, the mass matrix M and the stiffness matrix K may vary with the system configuration q(t).
However, for our gantry-type manipulator, these matrices are constant. The manipulator joint displacement, Yjoint (t), and the tip displacement, Ytip( t), are expressed in terms of the general- In order to have the saine total steady-state response both before and after the command shaping of the input, the command shaper is normalized to have unit dc gain. It has been shown that if the command shaper coefficients are properly chosen, the OATF is capable of canceling the given resonance poles with its zeros using any Td; note that this is not true for earlier command shaping methods [6] .
When we realize command shaping in the discrete-time domain, the time delay Td is not permitted to be an arbitrary number. Instead, it must be chosen as an integer multiple of the plant sampling time, Ts. The freedom of the OATF in choosing the time-delay makes it easy to implement in a digital control system. The z-domain representation of the OATF is given by
where 6. = integer = Td/Ts.
IV. NOISE EFFECT ON ADAPTIVE COMMAND SHAPING
If system parameters change, the corresponding change in desired command shaper parameters can be readily calculated. The indirect adaptation process can then be conceived that identifies system parameters (natural frequency and damping ratio), calculates improved command shaper parameters and changes them.
The selection of the identification method between the parameterized (time domain) method and the nonparameterized (frequency domain) method should depend on, first of all, what kind of prior knowledge (expected frequency range, system order, system structure) is available. Since the eventual goal of the system identification in the adaptive command shaping is to get an effective commandshaper whose structure canbe fixed, we can utilize this information of the filter structure to adapt only the filter coefficients directly in the time domain. For the frequency-domain approach, even though there are several efficient algorithms developed, it is still a computational burden to do an FFT analysis during the control calculation. Even after the spectrum is obtained, further processing is required to identify the peaks in its magnitude and estimate the damping ratio.
Considering these advantages, the authors focus on the comparison of two time-domain adaptive command, shaping approaches (indirect and direct) that use the least squares algorithm. Particularly, the comparison is made in terms of the noise effect on the performance of adaptive command shapers.
A. Noise Effect on Time Domain System Identification Method
A linear time-invariant system with additive disturbance can be specified in the discrete-time domain by two transfer functions G(z), H(z) and,a noise e(n) as (10) where
input to the system; output of the system;
(Throughout this paper, for practicality we switch freely between the discrete filter form and its z-transform by using z ,both for the delay operator on the discrete-time signal and for the z-transform Variable.) We assume that the noise e( n) is random signal with zero mean value and the noise model H (z) and its inverse are both stable.
The system identification (or estimation) is to determine a set of system parameters (such as coefficients g(k) and h(k) of G(z) and H(z)) in the given system representation based on a certain criterion. For the following discussion, let us represent this set of system parameters with O. At a given discrete-time n, the one-step-ahead prediction of the system (10) can be calculated as below [5] y (11) wherefI(z, 0) and G(z, 0) represent the estimation of H(z) and G (z) based on a certain choice of the system parameter set 0 respectively. The optimal estimation of 0 can be obtained by minimizing a given cost function, which evaluates the difference between the estimated system and the observed data. In this paper, as the cost function we consider the quadratic norm of the prediction error shown below (12) where the prediction error c(n) is defined as c(n) = yen) -yen). By substituting (11) , the prediction error can be rewritten
Following [5] , with a large N this quadratic cost function can be transformed to the frequency domain and can be expressed approximately as (14) where wt == e i27rk / N and GN(WM is an empirical transfer function estimate of the system, which is defined as 
B. Indirect Adaptive Command Shaping
In the indirect adaptive command shaping approach, the flexible manipulator system is estimated first, then new coefficients of the command shaper are calculated based on system parameters (wn' () extracted from the system estimation result. Therefore, the effectiveness of the updated command shaper entirelY relies on the quality of the system estimation result. The block diagram of this approach is given in Fig. 2 . For the system estimation, first of all, we need to choose a model for the system. While the analysis in the previous section can be applied to other types of time-domain estimation models, here we consider linear regressor models where the prediction can be expressed in a linear regression form. This kind of model (ARX, ARARX, ... ) is the most favored in many applications, because the linearity of the prediction allows the use of powerful and simple linear techniques. From among those, the ARX model is used for the discussion following. Using the ARX model, the flexible manipulator system including the noise can 'be expressed as 
and the predictor can be expressed as (18) or in a linear regressor form where
Substituting (17) into)(14), we can get the frequency domain representation of the quadratic cost function for ARX model as
Notice. that the square of the difference between the estimated transfer function and the empirically obtained system transfer The magnitude of A( e iw ) increases with frequency. The higher the order of A(z), the more rapidly the magnitude of A(e iw ) increases with frequency. As an example, Fig. 3 shows frequency responses of A(z) for two lightly damped links with two elastic modes (natural frequencies at 5 Hz and 9 Hz) and three elastic modes (natural frequencies at 5 Hz, 9 Hz, and 14 Hz), respectively. Thus, this estimation algorithm gives a very heavy weighting to the highest frequencies where the the empirical estimation is dominated by noise. Generally . speaking, minimization of the cost function will clearly result in a estimated transfer function G( e iw , B) with too large a high-frequency gain at the expense of accuracy in the region of critical interest (poles of G N(W~ )).
A solution to this weighting problem is to use the filtered prediction error ep(n) shown below instead of e(n) for the performance index [10] .
The effect of prefiltering e (n) with a filter L( z) is identical to changing the noisemodelfromH(z, B) to L -l (z)H(z, B) . Consequently, the cost function is altered to be 
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this could result in a bad estimation in the frequency range of t = impulse interest.
C. Direct Adaptive Command Shaping 0
In the direct adaptive command shaping approach, we directly estimate the coefficients of the desired command shaper Gd(Z) without seeking any information about the system parameters. As mentioned before, even without knowing the system parameters, we can fix the time-delay Td or A of command shaper to cancel a given elastic mode. Although the number of impulses and the time delay could vary during the direct adaptive approach, in this paper we have fixed the number of impulses (three for a single elastic mode) and the time delay during the adaptation. With fixed time delay and the unity gain constraint, only two coefficients are left to be adapted for a single mode vibration cancellation. The adaptive command shaper C (i, n) has the structure of the OATF shown in (9) with variable coefficients to be adapted. where 2::";0 Ci = 1 (unity gain constraint). Now, let us think about the proper configuration for the adaptive filtering algorithm.
The configuration shown in Fig. 4 is perhaps the most straightforward configuration. However, with this configuration we cannot use recursive least squares (RLS) or other high-speed adaptive processes based on the linear regressor model which allows the use of powerful linear techniques. To be able to use such linear techniques in the adaptive filtering, we need to have an prediction error defined by the difference between the output of desired filter and the output of the actual filter instead of the outputs of the plant. Alternatively, the plant and the feedforward shaper are commuted (interchanged in order in the block diagram) with the assumption of linearity so that the error c( n) is directly available from the adaptive shaper output as shown in Fig. 5 . If the command shaper and the flexible system are linear, the shaper generated by the postfiltering configuration will also be optimal for the· prefiltering configuration. In the post filtering configuration of Fig. 5 , the adapted command shaper C(z,n) is copied to G(z, n) which actually reshapes the command that goes into the flexible manipulator system G c/ (z). In the postfiltering configuration, the ARX model of the desired command shaper output, Ydf (n) is represented as
. (23) Single impulse response Three-term command shaped single impulse response and its predictor can be expressed as 
whereeT(n) = [co(n) cl(n) c2(n)] and'ljJT(n) = [y(n) y(n-
Then the cost function using the quadratic norm of the error c( n)
is expressed as 0li'- In the direct adaptive command shaping approach, however, the standard RLS algorithm should be modified to satisfy the unit de gain constraint (28). V. SIMULATION To verify the analytic result shown in the previous section, simulation has been performed and the results are compared in this section. For the simulation, as shown in Fig. 7 , we used a simplified model of the gantry type robot with a flexible link where only one elastic mode with 20 Hz natural frequency is included. In this modeling, we assume that the joint perfectly follows the given desired displacement YjOillt (t) to get rid of the controller effects in the following comparisons. The transfer function of the model in s-domain is shown in (32) where YjoiJ';t(t) and Ytip(t) represent the displacement of the joint and the tip of the link, respectively. A repetitive reference input trajectory shown in Fig. 8 is used in the simulation. To 2 represents the power of noise). The sampling frequency is set to 1 kHz. In/both approaches, the coefficients of adaptive command shapers are updated only at the residual period to avoid the convolution problems related to the varying command shaper coefficients [7] .
A. Indirect Adaptive Approach
The ARX model of the plant for the system estimation is chosen as (33) and the predictor can be express as Agreeing with the analytical result, the simulation results show that the direct approach is less sensitive to the noise. , VI. EXPERIMENT Experiments using the direct adaptive command shaper have been performed. The flexible manipulator system we have used in our experiments is the gantry -type robot shown in Fig. 13 . The
post adaptive filtering configuration has been implemented on shaper coefficients of C(z, n) to C(z, n) which actually filters the command has been initiated after one cycle of the trajectory which is 3 s. After 3 s, every new ACS coefficient calculated is transmitted to C (z, n) at every sample time during the residual period. Before the transmission begins, C(z, n) is kept at unity, which means no command shaping. Fig. 15 shows the measured tip acceleration (top plot) and the adaptation of e(n) (bottom plot). We observe the significant reduction of the residual vibration down to the environmental noise level aft~r the transmission of the ACS coefficients are 
