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A class ZZ’ of (finite) ranked lattices has the regressive chain property iff for every positive 
integer m there exists a positive integer n such that for every I-. E B with rank L 3 n and for 
every regressive mapping p : L ---* L, i.e. p(X) CX for every X E L, there exists a strictly 
ascending sequence X0 < X, < - - - <& of elements of L satisfying (a)p(&+J = &, i = 
0 --, m - 1 or @)p(&) = 4, i = 0,. . . , m or (y)p(X,) = - - - = p(XJ. In this paper we show 
t&t several classes of la&es, including Boolean algebras, partition lattices, subspace lattices of 
finite tine and vector spaces have the regressive chain property. 
0. Inaction 
In [5] Harzheim proved the following theorem: 
Theorem 0.1. To every positive integer m there exists a positive integer n such that 
the following holds: For every mapping f : P(n) + P(n), where 9(n) denotes the 
lattice of subsets of an n-element set, say n = (0, . . . , n - l}, which is regressive, i.e. 
f(X) CX for every XE 9(n), there exists a sticfEy ascending sequence XO<Xl< 
. . . < X, of elements of 9(n) such that one of the following three possibilities holds: 
(a) f(x+l)=Xi fOri=O,...,m-1, 
(@) f&)=x fori=O,...,m, 
(Y) f(Xo) = f(X1) = - - - = fKJ 
This theorem generalizes former results which were obtained by Harzheim [4], 
Rado [12] and Leeb [9]. 
In this paper we shall prove a further generalization. This also yields a short 
proof of Harzheim’s theorem. Additionally analogous results on regressive map- 
pings for subspace lattices of finite tine and linear spaces are obtained. Finally 
also the corresponding results for the lattice of parameter sets of A”, where A is a 
finite set, may be established along these lines. 
One remark concerning our terminology: for technical reasons it turns out to be 
convenient to talk about categories. However, the categories in question are 
rather special ones, viz. objects are the nonnegative integers and there exists a 
morphism from k to n iff k s n. 
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1. The main result 
Notation. Let C be a category and let A, B be objects of @. By C(G) we denote 
the set of morphisms f : B --, A. All categories in question will satisfy the 
following property: 
(*) Objects of @ are nonnegative integers and for any two nonnegative integers 
k < I it follows that 
l~(~)I=l, @c)=8 and @G>#!J- 
For each object k of @ the partial ordering sk on the set l_l {C(L) 11 E o} is 
defined as follows: Let ~EC(:) and g E C(z), where 1-c m, then f Sk g iff there 
exists a morphism h E@(T) satisfying h . f = g, compare also the following Dia- 
gram 1. 
l&m n 
pz/ 
k 
Diagram 1 
Y$\ 
l,-*m 
Diagram 2 
Definition. A category @ is well’ iff for each object k the partial ordering Sk is 
wpo (well-partially-ordered). 
For objects n of C we denote by S(n, C) the subspace-ordering of n in @. More 
precisely: elements of .S(n, C) are morphisms f~ U {C(T) IO G 1 s n} and for 
~EC(L;) and gE@(a, h w ere I < m, it is f < g (with respect to the ordering in 
.S(n, C)) iff there exists a morphism h E C(T) satisfying g - h = f, coinpare also 
Diagram 2. 
In general 3’(n, C) is not a lattice, but for categories satisfying condition (*) the 
partially ordered set 3(n, C) is a graded partially ordered set, i.e. it possesses a 
rank function which is given by rank(f) = E iff f E C(y). Also 3(n, C) possesses a 
maximum, viz. the morphism id E C(i). 
Dehition. The category C is Ramsey, resp. the partially ordered sets 
{S(n, C) 1 n E o} have the Ramsey-property (compare also [ll] for further expla- 
nations) iff the following is valid: 
(RAM) For every pair S, m of positive integers there exists a positive integer n 
such that for every mapping (coloring) A : .9(n, C) 4 6 there exists an X E .%(n, C) 
with rank(X) = m such that A(Y) = A(Z) for all Y, ZGX with rank(Y) = rank(Z). 
The main result of this paper now may be stated as follows: 
Main Theorem. Let C be a category satisfying the condition (*), additionally 
assume that @ is well and Ramsey. For every positive integer m there exists a 
l The reader is kindly asked not to confuse this notion of ‘well’ categories. with the notion that 
has been formerly introduced by Leeb [9], however for shortness we use the same word. 
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positive integer n such that the following holds: For every regressive mapping 
p :S(n, C) + S(n, C), i.e. p(f) Gf f or every f E 2’( n, C), there exists a stictly as - 
tending sequence f0 < fi < . * * < f,,, of eZements of .2’(n, C) such that one of the 
following three possibilities holds: 
(~2) p~+I)=&fori=O,...,m-l, 
(6) p(&)=fifori=O,...,m, 
(Y) P&J = PW = - * - = d&a). 
For the proof of this theorem a lemma about wpo sets is needed. Recall that 
every wpo set (H, S) possesses a rank function, viz. rank(x) = 2 iff x is a minimal 
element of H\{y E H 1 rank(y)< I}. 
Lemma. Let (El,, Qlco be a family of wpo sets. For every positive integer m there 
exists a positive integer n with the following property: Let [ :{0, . . . , n - 1) + 
10, * * * , n - 1) be a regressive mapping, i.e. t(Z) s 1 for every I < n and let 
7:{0,. . . , n - 1) ---, U {Hr 1 z 2 0) be a mapping such that T(Z) E EZ’&tj and 
rank(T( 1)) G 1 for every Z-C n. Then there exists a strictly ascending sequence Z0 -C Z1 c 
. . . < L of nonnegative integers less than n such that one of the following three 
possibilities holds: 
(ar) e(&+I) = & for i = 0,. . . , m - 1, 
@) t(k) = 4 for i = 0, . . . , m, 
(y) ((ZJ = t(Z1) = - . . = t(Z,,,) = I and ~(1~) + ~(1~) s1 - - * sI T(L). 
Proof of the Lemma. The lemma may be proved by a straightforward application 
of a compactness argument, e.g. using K&rig’s infinity lemma: Assume to the 
contrary that the lemma is false, say it is false for m. Then by K&rig’s lemma 
there exists a regressive mapping 5 : o --, co and a mapping 7 : o ---, U {Hr 1 2 2 0) 
with T( 1) E El&) and rank(r(z))~ 1 for every 1 E o such that for each n E w the 
restrictions 5 1 n and T 1 n form a counterexample to the statement of the lemma. 
Consider the sets 
&={ZEU 1 l(z)=z} and &+r={z~o I ~(z)E&}\J. 
By the assumptions then II,] s m and I, = 8. Hence there exists an infinite 
subset I c o and an integer 1 E o such that e(i) = I for every i E I. But (El,, +) 
is a wpo set, thus there exist Z,<z,<. . .<Z,,,, ZO,. . . , Z,,,EI, with 
T(ZJ S* T( ZJ S, - - - S, ~(l,.,,). This contradicts the choice of 5 and T and thus the 
lemma is proved. Cl 
Proof of the Main Theorem. Let m be a positive integer. Consider the well- 
partially-ordered sets Hk = lJ {C(L) I 1 E o} and let n’ be according to the lemma. 
Next consider 6 = 1 lJ {Q’;) I 0 s z s k ~n’}l+ 1 and use the Ramsey property in 
order to obtain a positive integer n according to S and n’. We claim that any such 
n has the desired properties. In order to see this let p : L!?(n, C) + 9(n, C) be a 
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regressive mapping. First consider any coloring A : Z(n, C) + S satisfying 
(i) A(f) = * if rank(f) > n’, 
(ii) A(f)=g if rank(f)<n’ and p(f)=f* g. 
According to (RAM), i.e. according to the choice of n, there exists an element 
fELZ?(n, C) with rank(f)=n’ such that A(f. g)=Acf- h) for all g,hE.Z(n’, C) 
with rank(g) =rank(h). In other words, there exists a regressive mapping 
[:{O,. . .) n’}-+{O,. . .) n’), viz. given by z!j( 2) = rank(p(f . g)) for g E C(‘;‘), 
and there exists a mapping T :{0, . . _ , n’} + u {I& 1 k 3 0}, ~(1) E @(&J and 
rank(T(Z)) G 1, viz. T satisfies the equation p(f * g) = f * g . T(rank(g)) for every 
g E .S?(n’, C). Now apply the lemma. Thus, by choice of n’, there exists a strictly 
ascending sequence lo < I1 < - - - < L of nonnegative integers satisfying (ar) or (p) 
or (y) of the Lemma. Let us consider each case separately: 
ad(a) In particular then rank(p(f . g)) = 4 for every g E C(cl), i = 0, . . . , m - 1. 
Thuspickanyg~~(~),letf,=f~gandlet~=p(f,+l),i=O,...,m-1. 
ad(P) In particular then rank(p(f . g)) = 4, i.e. p(f * g) =f * g for every g E 
Cc;‘), i=O,..., m. Thus let fzEC@) and fl ~Q=(‘i;l) for every i Cm be arbitrary 
andputf,=f-f~andfi=fi+,.flforeveryi<m. 
ad(r) Then I = ((ZJ = - . . = ((Z,,,) = 2 and ~(1~) + . . . sl T(Z,,,). In particular 
there exist morphisms 
such that 
4 *T(~)=T(~+~), i=O ,..., m-l. 
Thus pick my gEC(c), let fm=f.g and let fi=&+l.& i=O,...,m-1. By 
construction it follows that 
PM) = fi . d4) = fi+l * hi . d&j = fi+l ’ d&+1) = pcfi+l) 
for i=O,..., m-l, i.e. p&J=. - -=pcf,). Cl 
2. ApgplicatioDs 
For convenience let us introduce the following definition: 
De&&ion. A class 2 of (finite) ranked lattices has the regressive chain property 
iff for every positive integer m there exists a positive integer n with the following 
property: For every I., E 9 with rank I_, an and for every regressive mapping 
p : L + L, i.e. p(X) s X for every X E L, there exists a strictly ascending sequence 
x*<x1<* * * cX, of elements of L such that one of the following three 
possibilities holds: 
(Cy) p(Xi+,)=Xi for i=O,. ..,m-1, 
(0) p(Xi)=Xi for i=O,...,m, 
(7) d&J = PK) = ?? ?? * = PKm). 
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Using this notation Theorem 0.1 may be simply stated as “the class {9(n) 1 n E 
o} has the regressive chain property”. 
A typical application of the main theorem consists of an appropriate definition 
of a category @ satisfying the property (*) such that Z(n, C) has the desired 
structure. Afterwards it suffices to show that Q= is well and Ramsey. For the 
applications given in this paper the Ramsey properties of the categories in 
question have been established already. Thus it remains to be shown that these 
categories are also well. Under the particular circumstances this turns out not to 
be too hard. All that is needed are some well known facts about well-partially- 
ordered (abbreviated as ‘wpo’) sets: (compare e.g. [7] or [8]) 
(wpo 1) Every finite partially ordered set is wpo. 
(wpo 2) Let (H, 6) and (H, s*) be two partial orderings on the same set H. 
Assume that x =S y always implies that x S* y. Then (I-I, s) being wpo implies that 
(H, S*) is wpo. 
(wpo 3) Let (H, S) and (H”, S* ) be wpo. Then also the product (Hx H*, S) is 
wpo, where (g, g*) s (h, h*) iff g s h and g* S* h*. 
(wpo 4) Let (H, S) be wpo. Then also Ord(H, G) is wpo, where elements of 
Ord(H, S) are finite sequences (b)iak, k E o, of elements of H and (b)ick s(h3iel 
iff there exists a strictly monotonously increasing mapping u : k * Z such that 
hi s hzi for every i < k. 
Application 1: Boolean algebras 
Consider the category SW’ (finite sets) which has nonnegative integers as 
objects. For nonnegative integers k < m the set SW(T) of morphisms from k to m 
consists of all mappings 
satisfying 
(i) for every i c k there exists precisely one i < m such that f(i) = hi, 
(ii) minfl(&)<minf’(~) for every i <j< k. 
For morphisms f G SW’(T) and g E SW(~ the composite g - f e SW(z) is defined 
as 
(g -f)(i)=0 iff g(i)=O, 
=ftj) iff g(i)= Aj. 
Intuitively a morphism fe S(T) represents a k-element subset in m = 
(0, - - . , m - 1) with min f’(h) being the ith element of the corresponding subset. 
Thus one easily observes that 3W represents the class of finite subsets of w. In 
particular it follows that S’(n, SW) = 9(n). The well-known theorem of Ramsey 
[13] states that SW is Ramsey and in fact this was the reason why categories 
satifying (RAM) were called ‘Ramsey-categories’. The property of 99’ of being 
well has already been observed and applied by Rado [12]: Let k G m < n be 
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nonnegative integers and let f E SW’($‘) and let g E SW(d. Let us split the domains 
of f and g into k + 1 mutually disjoint (but possibly empty) sets: 
&=Wm I 4<~nff&Jh 
4 = (5 < m 1 min f-‘(A+,) < 4 <min f’(h)} for 1 s i < k, 
and 
Ik = (5 < m 1 min f-l&-r) < c}. 
Analogously let 
Jo = {e < n I 5 < fin gTb% 
Ji={E<n Iming-l(Ai_l)<~<ming-l(&)} for l<i<k, 
and finally 
.Tk = (5 < n I min g-l(hk_r) < 5). 
One easily observes that f sk g 
Diagram 3 showing the situation for 
10 11 
, \ I \ 
iff I&] s IJi 1 for every i s k, compare also 
k =2: 
12 
(0 * - * 0)&O--OAIO--0) =f 
-.(-J&J+. . ..()A1~......o,) =g 
Jo Jl J2 
Diagram 3. f =$ g. 
Let us denote by 1 the one-element ordered set, viz. the only element of 1 is 0. 
Consider Ord 1 as defined under (wpo 4). Following (wpo 3) we denote by 
(Or-d l)‘+’ the (k + 1)-fold product Ord 1 x - - - x Ord 1. Thus (0x-d l)k+l is wpo 
and obviously f Sk g iff (f 1 &-,, . . . , f 1 &) S (g 1 J,,, . . . , g 1 &) with reSpeCt to the 
ordering in (Ord l)k+l. 
This shows that the category SW is not only Ramsey but also well and since 
Z(n, SW’) = 9(n) it follows immediately from the main theorem that the class of 
finite Boolean algebras has the regressive chain property. 
Thus we have obtained a short proof of Harzheim’s result on regressive 
mappings in power set lattices. This proof is not constructive, as the proof of the 
lemma involves K&rig’s lemma. Recently Harzheim [6] gave a constructive proof 
for Theorem 0.1. 
Corollary : partition lattices 
Notation. Let us denote by II(n) the lattice of partitions of an n-element set. 
In order to be precise, for equivalence relations u, r E II(n) we have u s a iff x = y 
(mod <T) always implies that also x = y (mod T), e.g.I?(3) has the shape displayed 
in Diagram 4. 
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w, m (31) 
Diagram 4. 
Cordiary. The class of finite partition lattices has the regressive chain property. 
Proof. Observe that the partition lattice LT(2n) possesses an element a, viz. the 
equivalence relation cr = ((0, l}, {2,3}, . . . , (2n - 2,2n - l}), with rank u = n such 
that (TEZI(2n) 1 TSU}= P(n). Thus the corollary follows immediately from the 
regressive chain property of the class of finite Boolean algebras. ??
Application 2: parameter-words and parameter-sets 
Let A be a finite set. Consider the category [A] which has nonnegative integers 
as objects, For nonnegative integers k < m the set [A](z) of morphisms from k to 
m consists of all mappings 
f:m-,AU(A,,...,h,_,) 
satisfying 
(i) for every i C k there exists a least one i < m such that f(i) = hi, 
(ii) minfl(&)<minf’(hi) for every i<j<k. 
For morphisms f E [A](T) and g E [A](G) the composite g - f E [A](z) is defined 
as 
(g - f) = g(i) 8 g(i)EA 
=f(j) iff g(i)=h. I’ 
Theorem. For every finite alphabet A the cZass {LZ(n, [A]) 1 n E o} has the regressive 
chain property. 
Proof. According to the main theorem it remains to be shown that [A] is well and 
Ramsey. The fact that for finite sets A the category [A] is Ramsey has been 
proved very elegantly by Leeb [9]. This result is also implicitly contained in 
Graham Rothschild’s paper [2] who proved there a slightly more general Ramsey- 
type theorem for the class of so called n-parameter sets, regarding more recent 
proofs compare e.g. [1] or [141, 
We shall show that [A] is well. This has also been observed by Leeb [15]. Let 
k d m < n be nonnegative integers and let f E [A](y) and let g E [A](E). Again we 
split the domans of f and g into k + 1 mutually disjoint (but possibly empty) sets. 
For that purpose let the sets Ii resp. Ji, be defined as before, i = 0, . . . , k. Observe 
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that 
(fl &lY .,fl Ik)EOrdAxOrdAU{A,}x...xOrdAU{AO,...,hk_l}, 
resp. 
(g 1 Jo, -* -9 g? I~)~OrdA~OrdAU{h,}~~~~xOrdAU{A,,...,Ak_l}, 
where A U{Ao, . . . , &} denotes the partially ordered set consisting of mutually 
incomparable elements. 
Fact. of 1 I,,, . . .A hc)~(gl Jo,..., g 1 Jk) impZies that fSk g. 
Proof. Let VI &?,...,fl&)~kl Jo,..., g 1 Jk). According to the definitions 
there exists a strictly monotonously increasing mapping 0: m -+ n with 
a(min f-l(&)) = min g-‘(hi) for every i = 0, . . . , k - 1 such that 
f(i)=g(ai) for every i=O,...,m-1, 
i.e. the restrictions (7 1 4 : Ii + 4, i = 0, . . . , k, show that f 1 4 G g 1 Ji with respect 
to Ord A U{Ao, . . . , hi-,}. 
Consider the morphism h E [A](E) which is defined as 
h(5) = g(5) iff g([)E A and l$Im(a), 
= hi iff g(c)E A and a(i) = 5, 
= &ii, f-l(&) iff g(t)= 4. 
We claim that h . f = g, thus showing that f 6, g. This is easily verified as, by 
definition, 
(h . f)(5) = h(c) = g(e) iff h(t) E A, 
= f(i) = g(ai) = g(r) iff h(t) = &, a(i) = 4 and g(t) E A, 
=f(i)=& = g(t) iff h(t) =& and g(e)= Ai. 
Using the fact it follows from (wpo 2) that for finite alphabets A the correspond- 
ing categories [A] are well. Thus the theorem is an immediate corollary from the 
main theorem. 
Corollary: duals of partition lattices 
Notatb. For lattices L we denote by L* the dual lattice, i.e. the lattice that may 
be obtained from L by reversing the partial ordering, resp. by interchanging the 
operations join and meet. 
The next corollary has also been observed by Leeb [lo]. 
Codbuy. The class of duals of finite partition lattices, i.e. {(n(n))* 1 n E 0) has the 
regressive chain property. 
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Proof. One easily observes that S(n, [@I) \[$I](:) = (If(n))*, hence the result fol- 
lows immediately from the theorem. ??
Corollary: subalgebras of Boolean algebras 
Notation. By 5(n) we denote the lattice of Boolean subalgebras of 9)(n). 
Corollary: The class {B(n) 1 n E o} has the regressive chain property. 
Proof. One easily observes that S(n, [{0,1}1) = B(n). Cl 
Application 3: linear and afine lattices 
In this section we shall follow the pattern of the preceding sections in order to 
establish the regressive chain property for finite linear and afhne lattices, i.e. 
subspace lattices of finite linear and afhne spaces. 
Notation. For prime powers q we denote by dZ(n, q) the lattice of linear sub- 
spaces of the n-dimensional vector-space over GF(q). Analogously we denote by 
&(n, q) the lattice of afline subspaces of the n-dimensional &ne space over 
GF(q). 
Theorem. Let q be a fixed prime power. The classes {Z(n, q) 1 n E o}, resp. 
(d(n, q) 1 n E o}, of finite linear and afine lattices have the regressive chain 
Property- 
Rexuark. The result for finite linear lattices has also been observed by Leeb [15]. 
Proof. For the remainder of this section let q be a fixed prime-power, resp. let 
S = GF(q) be a fixed field. We need some preperation: 
Ndation. For nonnegative integers 1 let us denote by S’ the set of all sequences 
a! = (ao, a,, . . .) of length o such that a, = 0 for all 5 2 1. In particular we denote by 
Ed the sequence which is given by &i(c) = 8; (Kronecker-symbol), i.e. co = 
(LO, 0, - * .), &1 = (0, 1, 0, 0, . . .) etc. Observe that Ed E @+l. 
Now let t = 0 or t = 1. Consider the category St which has nonnegative integers 
as objects. For nonnegative integers k, m the set S,(r) of morphisms from k to m 
consists of all mappings f : m + 9+k satisfying 
(i) for every i c k there exists at least one i < m such that f(i) = Et+j, 
(ii) for every i c k and i Cmin f’(et+j) it follows that f(i) E zJ@+~. 
Remarks. (1) Let 6 denote the concatenation of sequences, then f E S1(t) iff 
(Eo)@f E mfz3. 
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(2) The definition of the categories So and S1 is motivated by the usual 
representation of subspaces by matrices. Let f~ S&‘), say f = cfO, . . . , fm_l), and 
consider the matrix Acf) consisting of rows fO, . . . , f,,,-l. By definition each row is 
an element of Sk and conditions (i) and (ii) assure that A(f) has maximal possible 
rank, i.e. rank(A(f)) = k. Hence the column vectors form a basis of a k- 
dimensional linear subspace of Sm. On the contrary, one easily observes that every 
k-dimensional linear subspace of 9” possesses such a basis and moreover this 
basis is uniquely determined by the subspace in question. Thus the morphisms 
f E So(T) represent the k-dimensional linear subspaces of Sm. 
(3) Analogously S1 represents affine subspaces: Let fE S1(T) and consider the 
matrix A(Q@~). The first column of A(Q@~) is of the shape (1, a,, . . . , u,,,_J, 
where a,, . . . , a,_l ES. The (k + 1)-dimensional subspace of Srn+’ which is 
represented by Eo@f intersects the hyperplane {(l,-~o,. . . , ~m-l)f 1 eo,. . . , (m_1~ 
9) in an m-dimensional tine subspace. Recall that this is the usual embedding of 
the m-dimensional tine geometry into the corresponding projective geometry. 
For morphisms f E S,(F) and g E S,(t) the composite g - fE S,(z) is defined in 
such a way that 
A(g).A(f)=A(g.f) if t=O, 
resp. 
A(Eo6g) . A(~~@_fl= A(EO@(g - f)) if t = 1, 
where the left hand side refers to the product of matrices and the right hand side 
refers to the composition of morphisms. Let us give a formal definition: 
(k * fM))r = (g(C>)r; + C (g(5)), - (fWc if 5< t, 
vat 
where cf({))v denotes the vth component of f(l)E W+k. 
Remarks. (1) From the correspondence between linear subspaces and morphisms 
in So, resp. between a&e subspaces and morphisms in S1, and from the 
definition of the composition it follows immediately that .Y?(n, So) =S(n, q) and 
Z(n, %) = d(n, 4). 
(2) The Graham-Leeb-Rothschild partition theorem for finite vector spaces [3] 
states that the categories So and S1 are Ramsey. Variants of So and S1 have 
already been used in the original proof of Graham, Leeb and Rothschild, compare 
also [9]. The cat.egories So and S1 as defined here have been introduced in [l] in 
order to give a short proof of the Graham-Leeb-Rothschild theorem. For a 
different approach compare also [ 141. 
In order to prove the theorem it remains to show that the categories So and S1 
are well. Let k s m < n be nonnegative integers and let f E S,(F) and let g E S,(z). 
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As in the preceding proofs we split the domains of f and g into k + 1 mutually 
disjoint (but possibly empty) sets, viz. 
&I= It ( m I 5 < tin f%JL 
Ii ={~$<tTl 1 minfl(Ei-l)<~<minf’(&i)}, lSi<k, 
Ik = (5 < m 1 min f-1(~k_l) < 5). 
Analogously let 
&=(&0rl 
Ji ={c<m 
Jk ={&m 
Observe that 
I 5<kn g%dh 
)ming-1(Ei_l)<5<ming-1(&i)}, lSi<k, 
I fin g%d < tl. 
VI L. * .,fl I,)EOrd~‘XOrd~‘+1X...XOrd9”k, 
resp. 
(g 1 Jo, . . . , gj Jk)fOrd~‘XOrd~‘+lX..-XOrd~“k, 
where St+i. denotes the partially ordered set consisting of mutually incomparable 
elements. 
Fact. (f 1 10, . . .,fl &)e(gl Jo,...,gl Jk) implieS thatfs,g. 
Proof. tit (f? k...,f? k)s(g? Jo,..., g 1 Jk). According to the definitions 
there exists a strictly monotonously increasing mapping CT: m - n with 
a(min f’(ct+i)) = min g-l(ct+i) for every i = 0, . . . , k - 1 such that 
f(i)=g(ai) for every i=O,...,m-1, 
i.e. the restrictions (T 1 & : 4 + Ji. where i = 0, . . . , k, show that f 1 Ii s g 1 Ji with 
respect to Ord St+i. 
Let us denote by sp : Pk + Stwrn the mapping that spreads Pk among St+“’ 
according to the numbers minfl(e,+i), i = 0,. . . , k - 1, viz. sp(q, al,. . .) = 
(b,, bl, . . .), where 
b, = Q, if V< t, 
= q+& if v = min fl(q+<), 
-. -0 in all other cases. 
Consider the morphism h E S,(i) which is defined as 
h(5) = sp(g(6)) if 5‘$ Im o, 
= Ei if ai = 5. 
We claim that h . f = g, thus showing that f Sk g. This is easily verified as by 
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definition of h - f it follows that: 
-For r$ Im o one has 
= (W)r = (SP d5))5 = k(5))1: if 6 < c 
0 ’ MSh+r = c ud5N(;(fw)t+r 
vat 
= h mni” f-l(Et+C) = bP dmlin f-%t+c) 
= k(m+s in all other cases. 
-For 5 = o-i, i.e. h(e) = Ed, one has (h - f)(t) =f(i) = g(e). 
Using the Fact it follows from (wpo 2) that the categories So and S1 are both 
well. Thus the theorem is an immediate corollary from the Main Theorem. ??
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