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Abstract
Laminar–turbulent transition is investigated for a flared cone at Mach 6 using spatial Direct Numerical Simulations (DNS). The
flow parameters used in the simulations discussed here closely match the laboratory conditions of the hypersonic transition ex-
periments conducted at Purdue University. The objective of the present research is to make a contribution towards understanding
of the nonlinear stages of transition in hypersonic boundary layers on a flared cone. Towards this end, the role of second–mode
fundamental (K-type) and oblique breakdown is investigated using controlled transition simulations. For fundamental resonance,
the parameter space was first explored by performing several low-resolution simulations in order to identify the cases that result
in the strongest nonlinear interactions. Subsequently, a set of highly resolved fundamental and oblique breakdown simulations
have been performed and the results are presented in this paper. Both fundamental and oblique breakdown lead to strong nonlinear
interactions and were thus found to be viable candidates of nonlinear mechanisms that can lead to a fully turbulent boundary layer.
The nonlinear interactions observed during these breakdown processes are discussed in detail. A detailed description of the flow
structures that arise due to these nonlinear interactions is provided and the development of the skin friction and heat transfer during
the breakdown is presented.
c© 2014 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of ABCM (Brazilian Society of Mechanical Sciences and Engineering).
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1. Introduction
Understanding laminar–turbulent transition in hypersonic boundary layers is crucial for designing safe and eﬃcient
high–speed flight vehicles. The eﬀects of pressure gradient, in particular, adverse pressure gradient on hypersonic
boundary layer transition is of major concern, since realistic flight vehicles typically incorporate regions of adverse
pressure gradient. Several experimental eﬀorts have focused on the eﬀect of pressure gradient (both favorable and ad-
verse) on the length of the transition zone (region where the flow is neither laminar nor turbulent). Although an earlier
onset of transition was promoted by an adverse pressure gradient for the flared cone geometries, the measurements of
the transition zone length have been inconclusive 1. Apart from possible wind tunnel specific issues (tunnel noise etc.),
the main reason for the inconclusive results is that for flared cones, the transition physics are altered by several factors,
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Fig. 1. Flared cone model used in the Purdue experiments. Full view of the flared (compression) cone with nearly sharp nose tip.
namely, (i) streamwise adverse pressure gradient, (ii) significant variation in the boundary layer edge conditions, (iii)
concave streamwise wall curvature, which may give rise to a Go¨rtler instability that would lead to counter–rotating
streamwise (Go¨rtler) vortices. Each of these factors can aﬀect the transition process in diﬀerent ways. They may be
stabilizing as well as destabilizing, may interfere with each other in the nonlinear interaction process, or may amplify
each other.
Lachowicz et al. 2 and Pruett & Chang 3 observed that the wavelength of the most amplified wave in a hyper-
sonic boundary layer is aﬀected by the boundary layer thickness. The wavelength of the most amplified wave is
roughly twice the boundary layer thickness. For straight cones, the boundary–layer thickness is steadily increasing in
downstream direction, and therefore the wavelength of the most amplified frequency is constantly increasing as well.
Compression (flared) cones can be designed so that the boundary layer maintains a roughly constant thickness, which
enables one frequency (or a narrow band of frequencies) to remain more highly amplified over most of the length of
the cone as was observed by Balakumar & Malik 4. This diﬀerence in the base flow between the flared and straight
cones results in higher N-Factors for flared cones. Therefore flared cones are also of interest for transition research
when the later nonlinear stages of the transition process are the main focus.
For example, in hypersonic quiet tunnels like the Purdue Mach 6 quiet tunnel5, the background disturbances are at
such low levels that natural (unforced) transition will not lead to a turbulent boundary layer on a straight (non–flared)
cone model, which is limited in length and base diameter by the dimensions of the test section. For a given length
and base diameter, a flared cone provides a more unstable base flow (i.e. leading to an earlier transition onset) when
compared to the straight cone. A flared cone is therefore used for transition experiments in the BAM6QT 5 at Purdue
University when the nonlinear stages are of interest. The objective of the present paper is to provide answers to the
question if and how the nonlinear regime of transition, and in particular also the transition zone length, is altered by the
cone flare. In order to achieve this objective, we investigated laminar–turbulent transition for the flared cone studied
by Schneider and co–workers in the Mach 6 quiet tunnel at Purdue University 5,6. For our previous investigations of
the nonlinear stages for a diﬀerent flared cone geometry, the NASA flared cone, see Laible & Fasel7,8.
2. Physical Problem and Computational Method
Laminar–turbulent transition in a hypersonic boundary layer over a flared cone is investigated using spatial Di-
rect Numerical Simulations (DNS). The flow parameters chosen are those of the experiments by Schneider and co–
workers 5,6 in the Boeing/AFOSR Mach 6 quiet–flow Ludwieg Tube at Purdue University. The approach flow has a
Mach number of 6 and a unit Reynolds number of 9.276 x 106 m−1. The stagnation temperature and pressure are
433K and 930.9KPa, respectively. The cone surface is set to be isothermal with 300K. The flared cone geometry (see
figure 1) used in the present investigation is also the same as in the Purdue experiments 5,6. It has a radius of curvature
of 3 meters, a nose radius of 0.16 mm, an opening angle of 1.5 degrees at the tip, and a length of 0.47 meters (see
figure 2).
For our simulations we employ a two-step computational approach as shown in figure 3. In step 1, we simulate
the entire cone geometry including the nose tip. For this task, we employ a finite–volume code developed in our CFD
laboratory 9. This finite–volume code has the option between several diﬀerent numerical schemes. Among these is a
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Fig. 2. Geometry of the flared cone model used in the Purdue experiments. Note that the flared region extends over the entire cone.
(a) Precursor calculation: (b) High–order simulation:
Fig. 3. Schematic of strategy used for obtaining basic flow solution. Note that the computational domain for the high–order simulation does not
cover the entire flow. The contours shown here are for density.
second order TVD scheme which was used to obtain the basic state, i.e. the undisturbed laminar flow. In step 2, we use
the flow field obtained from the finite–volume code calculation of step 1 as the initial and boundary condition for the
high–order accurate stability and transition simulations. In these simulations the computational domain extends only
over a small part of the cone (see figure 3) in order to focus all available computational resources into the region of
interest. For these simulations, we employ a state–of–the–art in–house developed high–order accurate Navier-Stokes
code7. In this high–order code, the compressible Navier-Stokes equations are solved in a generalized cylindrical
coordinate system. The fluid is treated as an ideal gas and the viscosity is calculated using Sutherlands law with a
correction for low temperatures. For the time integration an explicit, low storage, forth-order Runge-Kutta scheme is
adopted. The spatial discretization is based on high–order grid-centered upwind diﬀerences for the convective terms
and high–order central diﬀerences for the viscous terms. The convective fluxes are split into upwind and downwind
fluxes using the method proposed by van Leer 10. For more details regarding the numercial scheme and code validation
see Laible & Fasel7,8.
3. Fundamental Breakdown
Fundamental resonance or breakdown, discovered by Klebanoﬀ et al. 11 for incompressible flat–plate boundary
layers, is also known as K-type breakdown. It involves a high-amplitude two–dimensional wave (the primary wave)
and secondary waves, which are a pair of lower-amplitude oblique waves with opposite wave angles but with the same
frequency as the primary wave. In fundamental breakdown, the primary wave is responsible for phase locking the
oblique waves and thus enabling a transfer of energy to them. This energy transfer causes a rapid amplification of
the secondary waves. The nonlinear interactions result in a broadening of the disturbance spectrum and eventually a
breakdown to turbulence which is characterized by Λ vortices aligned in the streamwise direction. When observing
the growth of diﬀerent waves, fundamental resonance is often visible when, upon phase locking, the growth of the
secondary oblique waves deviates from the growth predicted by linear stability theory. The second mode axisymmetric
waves in hypersonic flows are linearly most amplified, hence they provide the required two–dimensional (here an
axisymmetric) primary large amplitude waves that are necessary to make fundamental breakdown a good candidate
for eventually leading to a complete breakdown to turbulence. The strength of the fundamental resonance is strongly
influenced by the amplitude of the primary wave and the wave angle (azimuthal wave number) of the secondary
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Fig. 4. (a) Maximum of streamwise velocity disturbance versus downstream distance for the cases with azimuthal wave number kc = 40, 60, 80,
100 and 150 and (b) fundamental secondary growth rate as a function of azimuthal mode number, obtained at x∗ = 0.38m.
oblique waves. Therefore, a parameter study was performed first in order to find the most strongly resonating oblique
wave pair.
3.1. Parameter study
Fundamental resonance or K-type breakdown is initiated by a high–amplitude primary wave (1, 0) and a pair of
secondary oblique disturbance waves (1,±1) at a very low (“linear”) amplitude. The nonlinear interaction between
mode (1, 0) and modes (1,±1) immediately generates longitudinal modes (0,±1). The most amplified axisymmetric
wave (according to linear stability) was chosen as the primary wave. Here, the most amplified primary wave was
found from comparing the N–factors for axisymmetric waves for various frequencies. The axisymmetric wave that
reached the highest N–factor of about 17 has a frequency of f ∗ ≈ 296kHz. Therefore, axisymmetric wave with a
frequency of f ∗ ≈ 296kHz was chosen as the primary wave (1, 0) for a parameter study to determine the most strongly
resonating oblique secondary waves.
Several low–resolution simulations were performed for various azimuthal wave numbers (kc). The results obtained
from the parameter study are presented in figures 4. In figure 4a, the downstream development of the maximum
of streamwise velocity disturbance from the low–resolution simulations is presented for azimuthal wave numbers
kc = 40, 60, 80, 100 and 150. It can be observed that as the axisymmetric primary wave (1, 0) exceeds a certain
amplitude, the growth of the secondary oblique waves departs from the linear behavior and the waves start to grow
strongly with an almost constant growth rate (due to the secondary instability). Figure 4b shows the growth rate of
the secondary oblique wave pair (1,±1) as a function of azimuthal wave number (kc). Note that the growth rates were
extracted at x∗ = 0.38m. A broad range of azimuthal modes experiences resonant secondary growth, but according to
figure 4b, a pair of oblique waves with azimuthal wave number kc ≈ 90 exhibits the largest secondary growth rate.
3.2. High Resolution Fundamental breakdown simulations
The parameter study for fundamental resonance indicates that oblique waves with an azimuthal mode number
kc ≈ 90 were the most strongly resonating oblique waves at x∗ = 0.38m. Therefore, a highly resolved fundamental
breakdown simulation was performed using a pair of secondary waves with azimuthal mode number kc = 90. In this
simulation, the axisymmetric primary wave (1, 0) with a frequency of f ∗ ≈ 296kHz was forced with a large amplitude
and the oblique secondary waves (1,±1) were forced at a low amplitude. Figure 5a shows the spatial development of
selected Fourier components of the maximum streamwise velocity disturbance that play an important role in the early
nonlinear stage of the fundamental breakdown. As observed before in the parameter study, when the axisymmetric
primary wave (1, 0) reaches a certain amplitude, the secondary waves (1,±1) and the steady longitudinal vortex modes
(0,±1) start to grow faster than the primary wave and eventually reach the same amplitudes as the primary mode (1, 0)
at x∗ ≈ 0.41m. Higher harmonic modes ((2, 0), (2,±1), (1,±2) etc.) are also generated and when the amplitudes
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Fig. 5. (a) Streamwise development of the maximum u-velocity disturbance amplitude, (b) time and azimuthal averaged skin friction coeﬃcient
and (c) time and azimuthal averaged Stanton number from fundamental breakdown simulation.
(a) (b)
Fig. 6. (a) Time–averaged wall shear (du/dy) and (b) time–averaged wall–normal temperature gradient (dT/dy) at the wall from fundamental
breakdown simulation. The streamwise alligned streaks observed in the simulations look qualitatively similar to the streaks observed in the Purdue
experiments using temperature sensitive paint.
of modes (1,±1) and (0,±1) approach the amplitude of the primary wave (1, 0) all higher modes experience rapid
streamwise growth (at x∗ ≈ 0.41m) and the transition process becomes strongly nonlinear. Also, all the modes appear
to saturate beyond x∗ > 0.43m, where they reach the same order of magnitude in amplitude. Note that in the strongly
nonlinear region (x∗ > 0.41m), the steady longitudinal vortex mode (0,±1) has the highest amplitude. However, close
to the end of the computational domain, the steady mode (0, 0) reaches the highest amplitude, indicating a strong
mean flow deformation due to transition to turbulence.
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Fig. 7. Visualization of flow structures using Isosurface of Q–criterion (Q = 10000) obtained from the fundamental breakdown simulation. (a) Full
view of the cone, (b) last downstream part of the cone and (c) close–up view of the last downstream part of the cone. The isosurfaces are colored
by the streamwise velocity magnitude.
By comparing the development of the skin friction coeﬃcient in figure 5b with the development of the streamwise
velocity disturbance amplitudes in figure 5a, certain features of the wall shear development could be understood. The
onset of transition is caused by the large amplitude primary axisymmetric wave. Following the initial increase, the
value of the skin friction remains almost constant, because the primary wave has now saturated and cannot lift the value
of the wall shear any higher by itself. The first peak in the skin friction (at x∗ ≈ 0.41m) coincides with the streamwise
position where the secondary disturbances (i.e. (1,±1) and (0,±1)) reach finite amplitude levels, which in turn causes
a mean flow deformation (0, 0). Due to the mean flow deformation, the primary wave starts to decay following its
“nonlinear saturation” and the skin friction dips almost back to the laminar value. Following the dip, a much steeper
rise in the skin friction occurs as higher modes experience strong nonlinear amplification. As a result of this steep rise,
the skin friction overshoots the turbulent skin friction estimate. The skin friction curve suggests that the boundary
layer is close to a turbulent boundary layer at the end of the computational domain. The streamwise development of the
temporally- and azimuthally–averaged Stanton number, S t, is presented in figure 5c. The downstream development
of the Stanton number shows a similar behavior as the skin friction coeﬃcient. However, stronger a overshoot was
observed even in the transitional stage, which is a direct result of the strong temperature gradients produced by the
transition process. Such overshoots during the transitional stages could lead to localized regions of very large heat
transfer.
Isocontours of the time–averaged wall shear (du/dy) and wall–normal temperature gradient (dT/dy) at the wall
are shown in figure 6a and b. Streamwise alligned streaks can be observed for both wall shear and wall–normal
temperature gradient. These streaks are a consequence of the large amplitude steady longitudinal vortex modes. The
steady mode (0,±1) reaches the highest amplitude in the nonlinear transition regime (see figure 5a) and it is, therefore,
responsible for the streaks. These streaks look qualitatively similar to the streamwise structures observed in the exper-
iments at Purdue University 5,6 using temperature sensitive paint images. This may be an indication that fundamental
resonance or K-type breakdown might have been present in the unforced “natural” transition experiments conducted
at Purdue University. Note that such streaks were also observed in our simulations of fundamental breakdown for a
straight cone (see Sivasubramanian & Fasel 12).
Instantaneous flow structures visualized by the Q–vortex identification criterion are plotted in figure 7. The flow
structures reveal the typical evolution of the fundamental (K-type) breakdown. During the initial linear stage of the
transition process the dominant wave is axisymmetic (see figure 7a). In the weakly nonlinear transition region, once
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nonlinear interactions cause the oblique secondary waves to amplify strongly and reach finite amplitudes, the dominant
axisymmetric waves become modulated (see figure 7b) in the circumferential or azimuthal direction (peak–valley
splitting). Downstream, in the strongly nonlinear transition region, the interaction of the dominant axisymmetric
wave and finite amplitude oblique waves, leads to the formation of aligned Λ vortices (see figure 7c). Eventually
these structures breakdown to smaller scales close to the end of the computational domain as the flow starts to become
turbulent.
4. Oblique Breakdown
Oblique breakdown is not a secondary instability mechanism in the classical sense. In contrast to, e.g., funda-
mental (K-type) breakdown where a primary disturbance causes the nonlinear growth of a lower amplitude secondary
disturbance, oblique breakdown is initiated by only one pair of oblique disturbance waves with identical, but opposite,
wave angles (modes (1,±1)). The pair of oblique disturbances grows and eventually reaches amplitudes large enough
to cause nonlinear amplification of numerous higher modes. In the nonlinear region the primary pair of oblique
waves generates a steady mode (longitudinal vortex) with twice the spanwise wave number of the primary oblique
waves. As transition progresses, higher harmonics are generated and the spectrum is rapidly broadened, especially in
the spanwise direction. Although for Mach numbers greater than 4, two–dimensional second–mode disturbances are
most amplified, low–wave–number second–mode oblique waves can experience similar linear growth. Hence, oblique
breakdown of shallow angle waves may also be relevant for a hypersonic cone boundary layer at Mach 6.
In order to find out if oblique breakdown can indeed be a viable path to complete breakdown to turbulence a highly
resolved oblique breakdown simulation was performed. In this simulation, a pair of shallow angle second mode waves
with azimuthal mode number kc = 20 was forced in order to initiate oblique breakdown. The frequency was chosen by
comparing the N–factors for oblique disturbance waves with azimuthal wave number kc = 20 for various frequencies.
The selected frequency was f ∗ ≈ 296kHz, because it is linearly the most amplified frequency for the azimuthal mode
number kc = 20. Note that the dominant second–mode axisymmetric wave (kc = 0) and the dominant second–mode
oblique wave with kc = 20 have about the same frequency.
The downstream development of the wall–normal amplitude maximum of the streamwise velocity disturbances
obtained from the oblique breakdown simulation is presented in figure 8a. Shown are the modes that play an impor-
tant role in the early nonlinear stages of oblique breakdown and which are directly created through nonlinear wave
interactions. Highlighted are the signature modes of oblique breakdown: the initially forced modes (1,±1), the non-
linearly generated steady (longitudinal) modes (0,±2), (0,±4), (0,±6), (0,±8) and the higher modes (1,±3), (1,±5),
(1,±7) and (1,±9). In contrast to the “classical” breakdown processes (K-type or N-/H-type), in oblique breakdown,
the linear and nonlinear regions cannot be clearly separated. For oblique breakdown, the longitudinal modes (0,±2)
and the traveling modes (2, 0) and (2,±2) are generated by the nonlinear interaction of the pair of oblique waves with
themselves (first level of nonlinear interaction). The second level of nonlinear interactions produces higher harmon-
ics, e.g., mode (1,±3). Despite being generated by nonlinear interactions, both the steady modes ((0,±2), (0,±4),
(0,±6)) and the higher traveling mode (1,±3) experience a stronger amplification than the primary waves (1,±1), and
eventually reach the same amplitude level. Once a certain finite amplitude is reached, all higher modes experienced
stronger streamwise growth as the transition process becomes highly nonlinear, which leads to the onset of the final
breakdown to turbulence. In the nonlinear regime, the steady longitudinal vortex modes (0,±2) have the highest am-
plitude (at x∗ ∼ 0.4m), modes (0,±4) have the second highest amplitude and modes (0,±6) have the third highest. The
transition process seems to be dominated by the generation and final breakdown of these steady longitudinal vortex
modes. Close to the end of the computational domain, the steady mode (0, 0) has the highest amplitude indicating a
strong mean flow distortion due to transition to turbulence.
The downstream development of the time– and azimuthal–averaged skin friction coeﬃcient is shown in figure 8b.
The skin friction initially follows the laminar curve up to x∗ ∼ 0.37m. This is followed by a small initial rise and
then a dip, similar to the initial rise and drop observed in the fundamental breakdown simulation. As in the case of
fundamental breakdown the initial rise in skin friction is related to the high–amplitude primary wave. However, the
rise is much less pronounced for the present oblique breakdown simulation, which can be explained by the lower
growth rate and therefore the lower amplitude of the primary waves (1,±1) which are not as strongly amplified as
the axisymmetric disturbances. Farther downstream, however, the skin friction rises again steeply and reaches the
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Fig. 8. (a) Streamwise development of the maximum u-velocity disturbance amplitude, (b) time and azimuthal averaged skin friction coeﬃcient
and (c) time and azimuthal averaged Stanton number obtained from the oblique breakdown simulation.
(a) (b)
Fig. 9. (a) Time–averaged wall shear (du/dy) and (b) time–averaged wall–normal temperature gradient (dT/dy) at the wall from the oblique
breakdown simulation.
turbulent skin friction curve close to the end of the computational domain. The streamwise development of the
temporally– and azimuthally–averaged Stanton number, S t, is presented in figure 8c. Again, the Stanton number
development shows a similar behavior as the skin friction coeﬃcient. However, the first peak in the Stanton number
development in the transition region is stronger than the first peak observed for the skin friction coeﬃcient. This is
due to the stronger temperature gradients produced during the transition process. Eventually the Stanton number from
the simulation overshoots the turbulent curve close to the end of the computational domain.
In figure 9, isocontours of the time–averaged wall shear (du/dy) and wall–normal temperature gradient (dT/dy)
at the wall obtained from the oblique breakdown simulation are shown. As in the case of fundamental breakdown,
34   Hermann F. Fasel /  Procedia IUTAM  14 ( 2015 )  26 – 35 
(a)
(b) (c)
Fig. 10. Visualization of flow structures using Isosurface of Q–criterion (Q = 10000) obtained from the oblique breakdown simulation. (a) Full
view of the cone, (b) last downstream part of the cone and (c) close–up view of the last downstream part of the cone. The isosurfaces are colored
by the streamwise velocity magnitude.
streamwise arranged streaks are also observed in the oblique breakdown simulation in both wall shear and wall–
normal temperature gradient at the wall. However, these streaks look strikingly diﬀerent from those for the funda-
mental breakdown. As in the case of fundamental breakdown, these streaks are a consequence of the steady modes
(longitudinal vortex). In the case of oblique breakdown, however, the nonlinearly generated steady modes are (0,±2),
(0,±4), (0,±6), etc. Therefore the azimuthal spacing of these streaks are diﬀerent for oblique breakdown. The first
upstream appearance of the streaks is due to the steady modes (0,±2), as this mode reaches the highest amplitude
first. There are forty streaks around the circumference of the cone and the spacing is directly related to the (0,±2)
modes. Downstream close to the outflow, however, several higher steady modes ((0,±4), (0,±6), etc) have reached
higher amplitude levels. Hence, several new streaks that are spaced more closely in the azimuthal direction appear
close to the end of the computational domain.
Flow structures from the oblique breakdown simulation are presented in figure 10. Figure 10a shows isosurfaces
of the Q–criterion on the whole cone. Downstream of the forcing location, the linear transition regime is mainly in-
fluenced by the forced modes, (1, 1) and (1,−1). The flow structures in the linear regime result from the superposition
of both waves up to about x∗ ∼ 0.38m. The checkerboard pattern, that is typical for oblique breakdown can be clearly
seen in figure 10b. Once nonlinear amplitudes are reached, higher modes, especially the vortex modes (0,±2), (0,±4)
etc. alter the shape of the flow structures. Finally as the nonlinear interactions become stronger, the flow breaks up
into wedge–shaped regions, where small–scale flow structures develop (see figures 10c) and transition to turbulence
occurs.
5. Summary
Direct numerical simulations were performed to investigate the laminar–turbulent transition process for a flared
cone at Mach 6. The simulations were carried out for the laboratory conditions and the cone geometry of the hyper-
sonic transition experiments conducted at Purdue University. The main objective of this work is to understand how
the nonlinear transition process is altered by the cone flare. Hence, in this paper we have investigated the role of
second–mode fundamental (K-type) breakdown and oblique breakdown.
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For fundamental breakdown, the parameter space was first explored using low–resolution simulations to identify
the cases that resulted in strong nonlinear interactions. Thereafter, highly resolved simulations were performed in
order to investigate the late nonlinear stages in great detail. The streamwise development of the disturbance waves and
flow structures observed in these simulations revealed the typical evolution of fundamental breakdown. In addition,
the streamwise development of the disturbance waves and skin friction revealed that the initial departure of the skin
friction from the laminar value is caused by the large–amplitude primary wave (1, 0). Following which the primary
wave saturates and results in the skin friction to stay almost a constant. The downstream location where the secondary
modes ((1,±1), (0,±1)) and all higher modes reached similar amplitude levels as the primary wave coincided with the
location where the first peak appeared in the downstream skin friction development. However, once all these modes
saturate, the skin friction decreases again before it shows a steep rise and overshoots the turbulent skin friction curve
at the end of the computational domain.
In addition, a highly resolved oblique breakdown simulation was performed to determine if oblique breakdown
can also be a viable path to breakdown to turbulence. The skin friction obtained from this simulation initially follows
the laminar curve. Then, a small rise and a dip occur in the skin friction, which is similar to the initial rise and drop
observed in the fundamental breakdown simulation. However, this initial rise is much smaller for oblique breakdown.
This can be attributed to the lower linear growth and therefore, the lower amplitude of the primary wave. Farther
downstream, the skin friction rises steeply and eventually reaches the turbulent skin friction curve.
For both the fundamental and oblique breakdown, nonlinear interactions lead to the generation of strong stationary
streamwise vortex modes. Visualization of the time–averaged wall shear and wall–normal temperature gradients at the
wall showed that these streamwise aligned streaks resembled the “hot–cold–hot” streaks observed in the experiments
conducted at Purdue University. Therefore, it is speculated that both second–mode fundamental breakdown and
oblique breakdown may have played a role in the unforced “natural” transition experiments at Purdue University.
Also, the controlled transition simulations presented in this paper demonstrate that both mechanisms may be viable
paths for breakdown to turbulence in hypersonic flared cone boundary layers at Mach 6. Overall the transition zone
for the flared cone showed qualitatively similar features as for the straight cone (see Sivasubramanian & Fasel 12).
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