Outliers detection method in fuzzy regression by Barbara Gladysz
OPERATIONS RESEARCH AND DECISIONS
No. 2 2010
Barbara GŁADYSZ*
A METHOD FOR DETECTING OUTLIERS
IN FUZZY REGRESSION
In this article we propose a method for identifying outliers in fuzzy regression. Outliers in
a sample may have an important influence on the form of the regression equation. For this reason
there is great scientific interest in this issue. The method presented is analogous to the method of
finding outliers based on the studentized distribution of residuals. In order to identify outliers, regres-
sion models are constructed with an additional explanatory variable for each observation. Next, the
significance of a fuzzy regression coefficient is analysed considering this additional explanatory
variable. Illustrative examples are presented.
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1. Introduction
In 1965 Zadeh proposed his possibility theory, [12]. We will present the basic no-
tions of this theory. First, we will present the concept of a fuzzy variable. Let X be
a single valued variable whose value is not precisely known. The possibility distribu-
tion for X  is a normal, quasi concave and upper semi continuous function
] 1 , 0 [ : → ℜ X μ , see X [1], [13]. The value  ) (x X μ  for  ℜ ∈ x  denotes the possibility of
the event that the fuzzy variable X takes the value of x. We denote it as follows:
) ( ) ( x X Pos x = = μ .( 1 )
An L–L fuzzy variable is one whose possibility distribution can be expressed in
the following form:
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L x) ( μ (2)
where: mx is a constant and L is a continuous, symmetric function which attains the
value 1 for argument 0 and is increasing in the domain of non-negative numbers
(mx is called a centre of fuzzy variable X, lx – a spread of fuzzy variable X).
For a given fuzzy variable X and a given –λ, the λ-level is defined as the closed in-
terval [X]λ = {x : μ(x)≥ λ}.
Examples of such L(x) functions are L(x) = max{0, 1 – |x|





An L–L fuzzy variable will be denoted as X = (mX, lX).
Consider two fuzzy variables X, Y with possibility distributions  ) (x X μ ,  ) (y Y μ , re-
spectively. The possibility distributions of the fuzzy variables Z = X + Y and V = XY
are defined by means of Zadeh’s extension principle [12] as follows:
))) ( ), ( (min( sup ) ( y x z Y X y x z Z μ μ μ + = = ,( 3 )
))) ( ), ( (min( sup ) ( y x v Y X xy v V μ μ μ = = .( 4 )
We are interested in comparing X to Y, i.e. we want to characterize the possibility
of the event that the value taken by X will be greater (not smaller) than the value taken
by Y. To describe the possibility of these events Dubois and Prade proposed the fol-
lowing indices [1]:
))) ( ), ( (min sup ) ( y x Y X Pos Y X y x μ μ ≥ = ≥ ,( 5 )
))) ( 1 ), ( (min sup sup ) ( y x Y X Pos Y X x y x μ μ − = > ≥ .( 6 )
We want now to characterise the possibility of the event that the realisation
of the variable X will be equal to the variable Y. This possibility is defined as fol-
lows [1]:
)) ( ), ( min( ) ( X Y Pos Y X Pos Y X Pos ≥ ≥ = = .( 7 )
The measure of necessity of the event that the variable X is different to the vari-
able Y is
) ( 1 ) ( Y X Pos Y X Nec = − = ≠ .( 8 )
Both indices take a value from the interval [0, 1].A method for detecting outliers in fuzzy regression 27
2. Detection of outliers in fuzzy regression
A fuzzy regression is a linear dependence
k kX A X A A Y + + + = ... ˆ
1 1 0 ,( 9 )
in which the dependent variable Y, the independent variables X1, ..., Xk and the re-
gression coefficients A0, A1, ..., Ak are fuzzy variables. In special cases the regres-
sion coefficients or the explanatory variables can be real numbers. There are many
methods of estimating a fuzzy regression equation. A review of this field can be
found in [4].
Let us consider the fuzzy regression model which was introduced by TANAKA et
al. [11]. Let us assume that we have observations (yi, xi), yi, xi ∈ ℜ, where yi is an ob-
servation of a triangular fuzzy variable Yi, i = 1, ..., n. The model for estimating the






















= = ∑ ∑ λ , (11)











= = ∑ ∑ λ , (12)
k j l
j A ..., , 0 for 0 = ≥ , (13)
|} | 1 , 0 max{ ) ( x x L − = . (14)
The form of the optimal solution to the fuzzy regression problem defined by
(10)–(14) depends on the assumed λ-level. If we know the optimal solution for
a given λ-level, we can find the optimal solution for other
 
 λ-levels. Namely, if the
coefficients ) , (
~
j a j j l a A =  give the optimal solution for the λ-level, then the optimal






















 j = 0, ..., k.
Let us assume that we have fuzzy observations [Yi]λ =  )] ( ), ( [
1 1 λ λ
− −
i i Y Y R L  of the de-









i Y R  to be estimators of [Yi]λ, i = 1, ..., n. The upper fuzzy regression model is
given by the following:










Y Y i i L R λ λ (15)
with the constraints




i i Y Y L L    for i = 1, ..., n, (16)





i i Y Y R R    for i = 1, ..., n. (17)
Many papers consider the issue of identifying outliers in the models of fuzzy re-
gression given by (10)–(14) and (15)–(17). Here, we present some chosen methods in
which outliers are identified by using soft boundaries in the regression model: see [2],
[7], [8].
To identify outliers, PETERS [8] uses soft limitations on the objective function (10)
and constraints (11)–(12), thus constructing the following model
∑
=























j i i y x l x a p
j ≥ + + Λ − ∑ ∑
= = 0 0







j i i y x l x a p
j − ≥ + − Λ − ∑ ∑
= = 0 0
) 1 (     for i = 1, ..., n, (21)
k j l
j A ..., , 0 for 0 = ≥ , (22)
1 0 ≤ Λ ≤ i    for i = 1, ..., n, (23)
1 | ) ( |
1 =
− λ L . (24)
where p0 is the width of the “tolerance interval” for the objective function and pi is the
“tolerance interval” for the observation yi.A method for detecting outliers in fuzzy regression 29
The parameters p0 and pi, i = 1, ..., n, must be given all together. The parameter
d0 describes the tolerance for the value of the objective function. The suggested




















j . In the model defined by (14)–(24) the variable Λ  describes
a compromise between the objective function (minimization of the width of regression
coefficients) and limiting the number of “wrong” observations. Such a formulation of the
problem implies that a trade-off between the number of “right” and “wrong” observations
will be achieved. Each observation has an influence on the objective function of weight















Definition 1 [8]. An outlier is an observation which is characterised by a low value
of  i Λ .
ÖZELKAN and DUCKSTEIN [7] propose a method for identifying outliers using
a multiobjective fuzzy regression model in which, beside the criterion of minimising
the sum of the widths of the estimators of the dependent variable, the criterion of
minimising the sum of the deviations of the observations from the regression equation.
Let us assume that we have fuzzy observations of the dependent variable [Yi]λ =
)] ( ), ( [
1 1 λ λ
− −








i Y R . The
two-criterion model for detecting outliers with soft boundaries proposed in [7] is
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i i ε ε (26)
with the constraints:
n i L L
i i i L Y Y ..., , 1 for ) ( ) (
1 1
ˆ = ≤ −
− − ε λ λ , (27)
n i R R
i i i R Y Y ..., , 1 for )] ( ) (
1
ˆ
1 = ≤ −
− − ε λ λ , (28)
n i
i i R L ..., , 1 for 0 , = ≥ ε ε (29)
where p is an integer.
In the model given by (25)–(29) both of the constraints (27)–(28) are active, although
not all observations are used in the determination of the values of the regression coeffi-
cients. Non-dominated Pareto-optimal solutions are considered as a solution of this model.B. GŁADYSZ 30
Definition 2 [7]. An outlier is an observation which is characterised by a signifi-
cantly large value of  ). (
i i R L ε ε
Özelkan and Duckstein proved the following property.
Lemma 1 [7]
The models of Tanaka et al., Peters and the classical regression model are particu-
lar cases of the model given by (25)–(29).
Another multicriteria model for the identification of outliers was proposed by










min ] [ ε ε  is replaced by




L i i Me ε ε . (30)
In this article we will propose a method for detecting outliers using n regression
models each with an additional explanatory variable corresponding to a given obser-
vation of the dependent variable. An observation is considered to be an outlier if the
regression component corresponding to the appropriate additional variable has a sig-
nificant influence on the predicted value of the dependent variable.
3. Method of identifying outliers
When we estimate the regression parameters
k kx a x a a y + + + = ... ˆ 1 1 0 (31)
using the classical least squares method, it may happen that one or more observations
have an significant influence on the values of the regression coefficients. Such obser-
vations are called outliers. The basic question of data analysis where outliers occur is
the following question: which observations are outliers? There are many methods of
identifying outliers proposed in the literature, see e.g. [3], [9]. We will describe one of
them. It is a method that analyses the changes in the predictions of the dependent vari-
able caused by the exclusion of a particular observation from a data set. The analysis
is carried out based on residuals from prediction and studentized residuals. Both kinds
of residuals can be defined using a binary variable and the fact that a studentized re-
sidual is the residual from prediction divided by its standard error [5]. To determine
a studentized residual for the i-th observation, we construct a regression model based
on the set of all observations, adding to the set of explanatory variables a variable di of
the form:A method for detecting outliers in fuzzy regression 31
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The regression coefficient corresponding to the variable di is called a predictive resid-
ual and the t-Student statistic is called a studentized residual. This statistic has a t-Student
distribution with (n – k – 1) degrees of freedom. If the studentized residual (t-Student
statistic) belongs to the critical set, the i-th observation is inferred to be an outlier.
In this article we propose a method of detecting outliers in fuzzy regression analo-
gous to the method described above for classical regression. Let us consider the fuzzy
regression (9)
k kX A X A A Y + + + = ... ˆ
1 1 0 .
To verify whether the i-th observation is an outlier, we build a fuzzy regression
model based on the set of all observations, adding to the set of explanatory variables
a variable di described by formula (32). Hence, we determine the coefficients of fuzzy
regression for the model
i D k k d A X A X A A Y + + + + = ... ˆ
1 1 0 . (33)
Let us characterise the regression model (33) as a sum of two components:
i Dd A Y Y + = 0 ˆ ˆ , (34)
where . ... ˆ
1 1 0 0 k kX A X A A Y + + + =
Next, we analyse whether the second component ADdi of the model (34) has a sig-
nificant influence on the prediction of the value of the dependent variable for the i-th
observation. If its influence is significant, the i-th observation is classified as an out-
lier. Let us define an outlier in the following way.
Definition 3. The i-th observation is classified as an outlier when the following
occurs for the model (34)
0 0) ˆ ˆ ( λ ≤ =Y Y Pos . (35)
The parameter λ0 is specified subjectively by a decision-maker.
Inequality (35) is equivalent to the inequality
0 0 1 ) ˆ ˆ ( λ − ≥ ≠Y Y Nec , (36)
which means that the necessity that the prediction Y ˆ  is not equal to  0 ˆ Y  is not lower
than λ0.
Let us formulate a linear model of coefficients estimation in fuzzy regression (33)
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A l x l (37)
with the constraints:











j i j     for i = 1, ..., n, i ≠ i0, (38)
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k j l l
D j A A ..., , 0 for 0 , = ≥ , (42)
|} | 1 , 0 max{ ) ( x x L − = . (43)
In the model given by (37)–(43), the constraints (40)–(41) for observation i0 are
soft boundary constraints. So the method of identifying outliers proposed in this article
involves relaxation of the constraints. A relaxing variable is a fuzzy variable. An ob-
servation is treated as an outlier if the corresponding relaxing variable has a significant
influence on prediction.
A linear model for estimating regression coefficients can be constructed in
a similar way to the regression model given by (25)–(29) for fuzzy data.
4. Examples
To illustrate the method of detecting outliers proposed in this article we will pres-
ent its implementation for a set of real and fuzzy data.
4.1. Example 1
The data are presented in Table 1. All the observations are real numbers. The fifth
observation is an outlier.A method for detecting outliers in fuzzy regression 33
Table 1. Data for Example 1
i 1234567891 0
x 1234567891 0
y 1.5 2.3 2.7 4.4 9.4 6.3 6.5 7.8 8.5 10.5
Source: [8].
Let us consider the following fuzzy regression
x A A Y 1 0 ˆ + = . (44)
For the data from Table 1, Tanaka’s regression model (44) takes the form
x Y ) 0 , 95 . 0 ( ) 4 . 2 , 25 . 2 ˆ + = .
We will determine ten regression models (44) each with one additional variable di
for observation i = 1, ..., 10.
i Dd A x A A Y + + = 1 0 ˆ . (45)
The results of such estimation are presented in Table 2. For i = 1, ..., 8, i ≠ 5 the same
regression models were obtained in the form of Y ˆ  = (2.25, 2.4) + (0.95, 0)x + (0, 0)di.
In these models the coefficient of the variable AD = (0, 0). So the element ADdi in the
model (45) for observations i = 1, ..., 8, i ≠ 5 is insignificant.
Table 2. Regression coefficients for the model (45) and the significance of the component ADdi
iA 0 A1 AD Pos Y ˆ ( = ) ˆ
0 Y Nec Y ˆ ( ≠ ) ˆ
0 Y
1 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
2 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
3 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
4 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
5 (0.175, 0.325) (0,975, 0.325) (4.35, 0) 0 1
6 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
7 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
8 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
9 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
10 (2.25, 2.4) (0.95, 0) (0, 0) 1 0
Source: Author’s own work.
For the fifth observation we obtain the following regression equation
5 ) 0 , 35 . 4 ( ) 325 . 0 , 975 . 0 ( ) 325 . 0 , 175 . 0 ( ˆ d x Y + + = (46)B. GŁADYSZ 34
where the measure of significance of the element ADd5 is Nec Y ˆ ( ≠ ) ˆ
0 Y  = 1. So the ele-
ment (4.35, 0)d5 in the model (46) significantly influences the predicted value of the
dependent variable. The fifth observation has been detected as an outlier. The results
of estimation are presented in Figures 1 and 2. Tanaka’s regression model calculated
for the complete data set is presented in Figure 1. It should be noted that the outlier
(fifth observation) implies a big width using Tanaka’s model. Figure 2 shows the
model estimated after excluding the fifth observation from the data set.
Fig. 1. Observations and fuzzy regression (44) for the complete data set (λ = 0, λ = 1)
Fig. 2. Observations and fuzzy regression (44) for the data without the fifth observation (λ = 0, λ = 1)
If we construct regression models using: the Peters model, the Özelkan–Duckstein
model and the Gładysz–Kuchta model, for the data from Table 1 we get the following
results:A method for detecting outliers in fuzzy regression 35
• the Peters model
x Y ) 025 . 0 , 974 . 0 ( ) 271 . 0 , 229 . 0 ( ˆ ~
+ = ,
• Özelkan and Duckstein’s multicriterion model
x Y ) 017 . 0 , 967 . 0 ( ) 408 . 0 , 258 . 0 ( ˆ ~
+ = ,
•  Gładysz and Kuchta’s multicriterion model
x Y ) 017 . 0 , 967 . 0 ( ) 408 . 0 , 258 . 0 ( ˆ ~
+ = .
The data and their weights Λi (the Peters model) and the values of the relaxing
variables εLi, εRi are presented in Table 3. The results from the Gładysz–Kuchta model
are identical to those obtained from the Özelkan–Duckstein model. For the fifth ob-
servation (the outlier) the weight Λ5 is relatively small compared to the other weights
and the value of the relaxation variable εR5 is much bigger than the value of the re-
laxation variable for the other observations.
Table 3. Indicators of outliers for Example 1
xyΛ εL εR
11 . 51 0 0
22 . 31 0 0
3 2.7 0.989 0 0
44 . 41 0 0
5 9.4 0.610 0 3.817
66 . 31 0 0
7 6.5 0.990 0 0
87 . 81 0 0
98 . 51 0 0
10 10.5 1 0 0
Source: [7].
All these three methods identify the fifth observation as an outlier, as does the
method proposed in this article.
4.2. Example 2
Let us consider the data from [1, 0], presented in Table 4. Both the observations of
the dependent variable and the independent variable are symmetric triangular fuzzy
numbers (L(x) = max{0, 1 – |x|}). The fifth observation is an outlier.B. GŁADYSZ 36
Let us consider the following fuzzy regression model
X a A Y 1 0 ˆ + = , (47)
where the coefficient A0 is a fuzzy coefficient and the coefficient a1 of the fuzzy ex-
planatory variable is a real coefficient.
Table 4. Data for Example 2
ixl x yl y
1 2.0 0.5 4.0 0.5
2 3.5 0.5 5.5 0.5
3 5.5 1.0 7.5 1.0
4 7.5 0.5 6.5 0.5
5 8.5 0.5 18.5 0.5
6 10.5 1.0 8.0 1.0
7 11.0 0.5 10.5 0.5
8 12.5 0.5 9.5 0.5
Source: [10].
To detect outliers, let us introduce additional variables di according to formula (32)
and construct regression models:
i Dd A X a A Y + + = 1 0 ˆ . (48)
Table 5. Regression coefficients for model (48) and significance of the component ADdi
iA 0 A1 AD Pos Y ˆ ( = ) ˆ
0 Y Nec Y ˆ ( ≠ ) ˆ
0 Y
1 (10.05, 6.85) 0.40 (–0.30, 0) 0.97 0.03
2 (9.70, 6.86) 0.43 (–0.30, 0) 0.98 0.02
3 (9.70, 6.86) 0.44 (–0.30, 0) 0.98 0.02
4 (9.70, 6.86) 0.44 (–0.30, 0) 0.98 0.02
5 (3.75, 1.50) 0.50 (10.50, 0.25) 0.00 1.00
6 (8.45, 6.65) 0.60 (–0.50, 0) 0.97 0.03
7 (9.70, 6.86) 0.44 (2.56, 0) 0.82 0.18
8 (9.70, 6.86) 0.44 (0.91, 0) 0.94 0.06
Source: Author’s own work.
The coefficients of regression in (48) for i = 1, ..., n are presented in Table 5. Table 5
also shows the measures for the event that the component ADdi in model (48) is not
significant. Let us assume that λ0 = 0.6. It can be observed that the component ADdiA method for detecting outliers in fuzzy regression 37
has an important influence on predicting the dependent variable only for the fifth ob-
servation. For the other observations Nec Y ˆ ( ≠ ) ˆ
0 Y  ≤ 1 – λ0.
So the fifth observation has been detected as an outlier. The results of estimation
are shown in Figures 3 and 4. Figure 3 shows the fuzzy regression model for the com-
plete set of data and Figure 4 illustrates the estimated model after excluding the fifth
observation from the data set.
Fig. 3. Observations and fuzzy regression (47) for the complete data set (λ = 0 and λ = 1)
Fig. 4. Observations and fuzzy regression for model (47) for the complete data set (λ = 0 and λ = 1)B. GŁADYSZ 38
When we construct the Özelkan–Duckstein model and the Gładysz–Kuchta model
for the data from Table 4, we obtain the following models:
• Özelkan–Duckstein multicriterion model
X Y
~
444 . 0 ) 278 . 0 , 944 . 3 ( ˆ ~
+ = ,
• Gładysz–Kuchta multicriterion model
X Y
~
6 . 0 ) 4 . 1 , 19 . 3 ( ˆ ~
+ = .
The relaxation variables εLi, εRi are presented in Table 6.
Table 6. Indicators of outliers for Example 2
Özelkan–Duckstein Gładysz–Kuchta
εL εR εL εR
0.83 0.00 0.53 0.00
0.00 0.00 0.09 0.00
0.00 1.39 0.01 0.00
0.78 0.00 0.00 0.01
0.00 10.78 0.00 14.21
0.89 0.00 0.50 0.00
0.00 1.67 0.00 0.53
0.00 0.00 0.00 0.09
Source: Author’s own work.
For the fifth observation the value of the relaxation variable is much bigger than
the values of the relaxing variables for other observations, both for the Özelkan–
Duckstein model and the Gładysz–Kuchta model. Both methods identified the fifth
observation as an outlier, as does the method presented in this article.
5. Conclusions
In this article we have proposed a method of detecting outliers in fuzzy regression.
In order to identify outliers, regression models are constructed each with an additional
explanatory variable corresponding to a given observation. Next, the significance of
the fuzzy regression coefficient corresponding to the additional explanatory variable is
analysed. If its influence is significant, this observation is treated as an outlier. Two
examples were presented. In the first example the observations are real numbers (reali-
sations of fuzzy numbers). In the second example the data are fuzzy numbers.A method for detecting outliers in fuzzy regression 39
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