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ABSTRACT
The longitudes of perihelia and orbital poles of the solar system’s dozen or so most remote detected
objects are clustered in a manner inconsistent with that of a random sample of uniformly distributed
orbits. While small number statistics and observational biases may explain these features, the statisti-
cal significance of the clustering has led to the recent development of the “Planet Nine hypothesis.” In
the proposed scenario, orbits in the distant solar system are shepherded via secular perturbations from
an undetected massive planet on an eccentric orbit. However, the precession of perihelia and nodes in
the outer Kuiper Belt and inner Oort Cloud are also affected by the the giant planets, passing stars,
and the galactic tide. We perform a large suite of numerical simulations designed to study the orbital
alignment of Extreme Trans-Neptunian Objects (ETNOs) and Inner Oort Cloud Objects (IOCOs).
In our various integrations that include Planet Nine, we consistently find that &60% of ETNOs and
IOCOs that are detectable after 4 Gyr are also anti-aligned in perihelia with the distant massive
perturber. However, when we randomly select 17 objects from this sample of remaining orbits, there
is significant scatter in the degree of longitude of perihelion and orbital pole clustering that might
be observed. Furthermore, we argue that, in the absence of Planet Nine, 17 randomly drawn orbits
should still exhibit some clustering even if the underlying distribution is uniform. Thus, we find that
still more ETNO and IOCO detections are required to confidently infer the presence of Planet Nine.
Keywords: Kuiper Belt, Oort Cloud
1. INTRODUCTION
Detached Extreme Trans-Neptunian Objects (ETNOs;
40. q . 50 au) and Inner Oort Cloud Objects (IOCOs;
q & 50 au) are two of the most distant classes of detected
bodies in the solar system. While ETNOs can interact
weakly with the four giant planets over Gyr timescales,
IOCOs do not (Gladman et al. 2002; Bannister et al.
2017). Beyond the realm of IOCOs, Oort cloud bodies
with apheila greater than around a few thousand au are
more affected by the galactic tide and passing stars than
they are by solar system dynamics (Kaib et al. 2009).
For a recent review of orbital dynamics in the trans-
Neptunian regime see Saillenfest (2020a).
As the catalog of these extreme objects grew over the
past two decades (particularly notable were the discov-
eries of IOCOs like Sedna (Brown et al. 2004) and 2012
VP113 (Trujillo & Sheppard 2014)), it became appar-
ent that their orbital shapes are not distributed uni-
formly. This led Trujillo & Sheppard (2014) to pro-
pose that orbits in the distant solar system might be
actively perturbed by a distant, massive planet. Com-
monly referred to as Planet Nine, Planet X, or simply the
“perturber;” this hypothesis (Batygin & Brown 2016a)
spurred an extensive literary output over the last several
years (see recent reviews in: Batygin et al. 2019; Mor-
bidelli & Nesvorny´ 2020). Work by Bailey et al. (2016)
and Gomes et al. (2017) suggests that the unseen planet’s
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large inclination can reproduce the 6◦ solar obliquity and
the Sun’s slightly misaligned rotational axis via secular
interactions. Additionally, Batygin & Brown (2016b) ar-
gued that the two known retrograde TNOs (2008 KV42
(Gladman et al. 2009) and 2011 KT19 (Chen et al. 2016))
can not be explained within the conventional framework
of the “Nice Model” (Tsiganis et al. 2005; Gomes et al.
2005; Morbidelli et al. 2005; Levison et al. 2008), and
were likely excited from the scattered disk by an external
perturber. In a similar manner, high inclination Kuiper
belt objects (KBOs) that are difficult to generate with
conventional evolutionary models (Brasser et al. 2012)
might be a consequence of Planet Nine driving the per-
ihelia of scattered objects inward via secular excitation
(Batygin & Brown 2016b; Batygin & Morbidelli 2017; Li
et al. 2018). Furthermore, multiple studies have investi-
gated the assembly of the Kuiper Belt’s orbital structure
within the Planet Nine hypothesis (e.g.: Nesvorny´ et al.
2017; Khain et al. 2018; Kaib et al. 2019).
Malhotra et al. (2016) proposed that the four most
extreme objects’ orbital periods might form a mutual
resonant chain with the perturber. However, subsequent
work by Bailey et al. (2018) ruled out the possibility of
a resonance based search (e.g.: Millholland & Laughlin
2017) because of the multiplicity of overlapping mean
motion resonances (MMRs) and the possibility of chaotic
transfer between resonances (Becker et al. 2017). Thus,
despite extensive study, the physical properties of the
proposed massive perturber remain elusive.
While the parameter space of possible masses and or-
bits is exhaustive, a sub-Neptune massed planet with
moderate inclination seems to best reproduce the ob-
served signature. Batygin & Brown (2016a) performed a
detailed analysis of the applicable parameter space (along
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2with subsequent analysis by Brown & Batygin 2016) and
favored a ∼10 M⊕ planet with a perihelion of ∼150 au,
relatively high eccentricity (e ' 0.6) and moderate incli-
nation (i '30◦). However, Kaib et al. (2019) found that
the scattered object inclination distribution in simula-
tions including the Oort Cloud and Planet Nine on such
an orbit are inconsistent with that of the OSSOS dataset
at the ∼99.999% level (regardless of absolute magnitude
distribution). Batygin et al. (2019) preferred a slightly
smaller (∼5 M⊕) perturber on a more circular (e ' 0.25,
i ' 20◦), closer (a ' 500 au) orbit. However, it should be
noted that these estimates are somewhat hindered by the
fact that the exact underlying distribution of orbital pa-
rameters (particularly inclination) in the distant Kuiper
Belt and Inner Oort are still unknown.
As the hypothetical perturber remains undetected, the
Planet Nine debate continues to center on questions of bi-
ases induced by small number statistics (Brown & Baty-
gin 2016; Shankman et al. 2017) and survey coverage
(e.g.: Petit et al. 2011, 2017; Alexandersen et al. 2016;
Bannister et al. 2018). Unfortunately, given the number
of different surveys, the precise degree of bias is difficult
to quantify (see, for example, Kavelaars et al. 2020, for
a detailed discussion). In this manuscript, we present
a large suite of simulations of ETNO and IOCO sta-
bility in the presence of the hypothetical Planet Nine
that aim to infer the degree of expected orbital clus-
tering. Our numerical integrations include algorithms
(Kaib & Quinn 2009; Kaib et al. 2019) designed to ac-
count for the effects of stellar encounters (Ferna´ndez &
Brunini 2000; Rickman et al. 2008) and the galactic tide
(Heisler & Tremaine 1986; Dones et al. 2004). We fol-
low a de-biasing approach similar to that presented in
Brown (2017) and Brown & Batygin (2019). We first
assume that the underlying distribution of longitudes
of perihelia ($) and orbital poles (longitude of ascend-
ing node: Ω) of all KBOs in the Minor Planet Center
(MPC) database is representative of the cumulative lon-
gitudinal survey bias. We then scrutinize whether bias-
informed simulated detections drawn from our evolved
populations of extreme objects exhibit orbital clustering
consistent with what is observed. Since large swaths of
orbital parameter space in the distant solar system have
been shown to be chaotic over Gyr-timescales (Saillen-
fest 2020b), we also investigate the stability of clones
of the 8 most extreme objects individually. Finally, we
conclude our study by briefly addressing the possibility
of the observed clustering in longitudes being the result
of a “chance alignment.” Specifically, we aim to charac-
terize the diffusion timescale for a coincidentally aligned
population, and comment on the likelihood of inferring
a significance in clustering with alignment longitude as a
free parameter.
2. METHODS
2.1. Numerical simulations
For our numerical simulations, we use a version of the
SWIFT N-body package (Levison & Duncan 1994) that
is modified to include the effects of the galactic tide and
stellar encounters (Kaib et al. 2019). The galactic tide
is modeled with a radial component based on the Oort
Constants (Oort 1927), and a vertical term derived from
the local density of matter in the Milky Way’s disk (fixed
at 0.1 M pc−3 in our simulations: Levison et al. 2001).
Stellar encounters are generated at random assuming the
Present Day Mass Function of Reid et al. (2002), local
velocity dispersions of Rickman et al. (2008), and a stel-
lar density of 0.034 M pc−3 (Kaib et al. 2019). Each
stellar encounter is integrated directly for r <1 pc. While
these parameters have not remained constant in the so-
lar neighborhood over the past 4 Gyr (e.g.: Brasser et al.
2006; Kaib et al. 2011), we select this simplified model for
a first order approximation of the dynamic environment
in the distant solar system.
Each of our dynamical simulations include the four
giant planets on their modern orbits, the hypothetical
Planet Nine, and 1,000 massless test particles. For com-
pleteness, we test two different proposed orbits (Batygin
& Brown 2016a; Batygin et al. 2019) for Planet Nine
(table 1). Angular orbital elements for our test parti-
cles (specifically argument of perihelon, longitude of as-
cending node, and mean anomaly; M) are drawn ran-
domly from uniform distributions, while inclinations are
selected from the following distribution (in order to re-
semble the modern distribution of KBOs, e.g.: Brown
2001; Kaib & Sheppard 2016):
f(i) = sin(i)exp
(
− i
2σ2i
)
(1)
Our simulations are designed to study the evolution
of orbital clustering of ETNOs, IOCOs (table 2) and
clones (table 3) of specific significant (e.g.: Sheppard
et al. 2019) TNOs under the influence of the external
perturber (Batygin & Brown 2016a). For our simula-
tions aiming to investigate the bulk populations of ET-
NOs and IOCOs, we select semi-major axes and perihelia
randomly from the ranges given in table 2. We also per-
form one set of control simulations that do not include
Planet Nine, and make use of the same initial conditions
as in our ETNO,low-i batch. For our object clone runs,
each test particle is randomly assigned a value within 1
au of the object’s actual semi-major axis, 0.5 au of its
pericenter, and 0.5◦ of its inclination (table 3). We then
perform ten, 4 Gyr simulations of each initial condition
set.
2.2. De-biasing prescription
We follow a de-biasing scheme similar to that of Brown
(2017) and Brown & Batygin (2019) for determining the
cumulative bias with respect to $ and Ω for survey de-
tections in the distant solar system. This method makes
the fundamental assumption that the probability of de-
tecting a TNO at a given $ or Ω can be inferred from
the complete MPC catalog of KBOs with q ≥ 30 au
(for this work queried on 18 December 2019). We first
calculate the ecliptic latitude, longitude, and brightness
for each KBO at the time it was discovered. This can be
considered a sample of survey times, limiting magnitudes
and positions on the sky that might have been capable
of detecting one of our distant TNOs, had it possessed
a different set of orbital angles. To calculate the longi-
tude of perihelion bias for a given object of interest (see
section 2.3), we iterate through each possible $/M com-
bination (assuming a uniform distribution of angles) for
each KBO detection in our aforementioned “sample of
surveys.” Through this process we determine the range
3Name Source Mass (M⊕) a (au) e i (◦)
P9a Batygin & Brown (2016a) 10.0 700 0.6 30.0
P9b Batygin et al. (2019) 5.0 500 0.25 20.0
Table 1
Initial orbits for Planet Nine used in our simulations. Angular orbital elements are selected at random.
Bulk ETNO/IOCO simulations
Set a (au) q (au) σi (
◦)
Control 300-500 40-50 1.0
ETNO,low-i 300-500 40-50 1.0
ETNO,mod-i 300-500 40-50 10.0
ETNO,high-i 300-500 40-50 20.0
IOCO,low-i 800-1200 50-100 1.0
IOCO,mod-i 800-1200 50-100 10.0
IOCCO,high-i 800-1200 50-100 20.0
Table 2
Summary of semi-major axes, perihelia and σi (equation 1) for
TNO test particles in our respective simulation sets.
Object Clone simulations
Class Object a (au) q (au) i (◦)
IOCOs 2012 VP113 266 80.3 24.1
Sedna 507 76.0 11.9
2015 TG387 1200 65 11.7
ETNOs 2013 SY99 730 49.9 4.2
2010 GB174 351 48.8 21.5
2014 SR349 299 47.6 18.0
2004 VN112 327 47.3 25.6
2015 RX245 430 45.5 12.2
Table 3
Summary of barycentric semi-major axes, perihelia and
inclinations (taken from the MPC online database) for 8
detached TNOs with the largest perihelia.
of $ and M for which each extreme object would be
bright enough, and at the correct position (within 1◦),
to be ”detected” by any of the surveys. This allows us
to build a probability distribution of detection with re-
spect to $ for each distant TNO (an example for Sedna
is plotted in figure 1). As discussed in more depth in
Brown (2017), we also attempt to account for several of
our fundamental assumption’s fallacies (though it should
be noted that Brown & Batygin 2019, determined that
the final de-biased distributions do not depend strongly
on these assumptions). Specifically, these are related to
the over-abundance of resonant plutinos detected near
pericenter, the dependency of detection latitude on the
KBO inclination distribution, and the fact that all detec-
tion surveys are not sensitive to extremely faint objects.
In practice, we account for these inherent biases by limit-
ing the underlying population of KBOs to those with a >
40 au (thus removing the plutinos), weighting each de-
tection by the expected density of KBOs at that latitude
(by converting equation 1 to a latitudinal distribution,
assuming σi =14.9: Brown 2001) and only considering
objects “detectable” at heliocentric distances < 90 au.
Our method for determining the bias in Ω follows in a
similar manner. In that case, simulated detections have
fixed values of $, and Ω is the angle that is iterated over.
Our results should be interpreted with an understanding
that our de-biasing scheme is inherently flawed, but still a
reasonable approach to capture the cumulative bias that
is entangled in decades of different surveys utilizing var-
ious methodologies and reporting differing parameters.
2.3. Objects selected
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Figure 1. Example $ bias function for Sedna (e.g.: figure 1 in
Brown 2017)
At this point it is worth discussing the selection cri-
teria used by authors analyzing orbital clustering in the
distant solar system. Recent work by Brown & Batygin
(2019) and Batygin et al. (2019) use delimiting values of
q > 30 au, a > 250 au, and i < 40◦; 14 objects. How-
ever, this excludes the high inclination (i = 54◦, q =
35 au, a = 863 au) object 2015 BP519 discovered by
the Dark Energy Survey (Dark Energy Survey Collabo-
ration et al. 2016), the extreme orbit of which seems to
be explained by interactions with Planet Nine (Becker
et al. 2018). Additionally, the object uo5m93 reported
in the full OSSOS data release (Outer Solar System Ori-
gins Survey: Bannister et al. 2018) would also meet these
criteria, though the number of observations was insuffi-
cient to adequately constrain its orbit in accordance with
the standards established by OSSOS. Finally, two addi-
tional objects’ orbits have been determined and added to
the MPC database since the work of Brown & Batygin
(2019) and Batygin et al. (2019): 2013 RA109 (q = 46
au, a = 315 au, i = 6.5◦) and 2013 SL102 (q = 35 au, a =
863 au, i = 54◦). While each of these new objects’ longi-
tude of perihelion loosely opposes the proposed value for
Planet Nine, they are both at angles near the extreme of
the apparent observed clustering
Sheppard et al. (2019) studies 13 objects that meet a
more conservative minimum perihelia value (q = 40 au),
and more relaxed semi-major axis limit (a > 150 au). As
a result, that manuscript considers 2013 UT15 (q = 44
au, a = 196 au), 2013 GP136 (q = 41 au, a = 155 au)
and 2000 CR105 (q = 44 au, a = 227 au), but does not
include the objects with q ' 35-38 au (2014 FE72, 2007
TG422, 2013 RF98 and 2015 GT50) addressed by Baty-
gin et al. (2019). While these imposed limits are indeed
somewhat arbitrary, it is also readily apparent that bod-
ies with perihelia near ∼30 au can interact strongly with
Neptune. The degree to which Neptune perturbs these
low-q objects decreases with increasing semi-major axis
(Morbidelli et al. 2008). Thus, as an objects’ dynami-
cal separation from Neptune is of most importance when
considering orbital shepherding by an external perturber,
we focus our dynamical simulations on detached objects
satisfying the more conservative minimum perihelion dis-
tance of 40 au (table 2). We take this one step further in
our simulations designed to study object clones (table 3),
and select only objects with q > 45 au (thus the objects
in common to both the listings of Sheppard et al. (2019)
4and Batygin et al. (2019)). For consistency, when we
compare our simulation-generated systems of clustered
orbits to the observed objects using the test of Brown
& Batygin (2019), we employ a similar object selection
criteria: q > 30 au and a > 250 au. Therefore, with the
inclusion of 2015 BP519, 2013 RA109 and 2013 SL102,
our study considers the observed orbital clustering of 17
objects.
3. RESULTS AND DISCUSSION
3.1. Distinguishing between a Planet Nine distribution
and a uniform distribution
With few exceptions, consistent with Batygin et al.
(2019), we find our P9b configurations (5.0 M⊕ planet
with a = 500 au, e = 0.25, and i = 20.0◦) to be signif-
icantly more successful than the corresponding P9a sets
(10.0 M⊕ planet with a = 700 au, e = 0.60, and i =
30.0◦). Thus, we focus the majority of our discussion
in the subsequent sections on P9b simulations. We be-
gin our analysis by repeating the Monte Carlo orbital
clustering significance test of Brown & Batygin (2019).
We first calculate the bias distribution function indepen-
dently for each TNO as described in section 2.2, and
then perform a transformation to the orthogonal basis
of canonical Poincare´ variables (e.g.: Morbidelli 2002).
Beginning from the modified Delaunay variables:
Λj = µj
√
G(m0 +mj)aj , λj = ωj + Ωj +Mj (2)
Γj = Λj
(
1−
√
1− e2j
)
, γj = −ωj − Ωj (3)
Zj = Λj
√
1− e2j
(
1− cos ij
)
, zj = −Ωj (4)
The Poincare´ variables are defined as follows:
xj =
√
2Γj cos−γj , yj =
√
2Γj sin−γj (5)
pj =
√
2Zj cos−zj , qj =
√
2Zj sin−zj (6)
(7)
When scaled by the quantity of Λ, a vector in the x/y
plane points in the direction of the longitude of peri-
helion with magnitude proportional to the eccentricity.
Similarly, vectors in p/q space point towards the orbital
node, scale directly with inclination and indirectly, with
eccentricity. The top left panel of figure 2 reproduces the
test of Brown & Batygin (2019) in x/y space. By per-
forming 100,000 iterations of randomly selecting a longi-
tude of perihelion for each of the 17 distant (this includes
three additional objects not considered in that work; see
section 2.3), clustered objects from each body’s respec-
tive bias distribution, we confirm the result of Brown &
Batygin (2019). In x/y space, the observed clustering
(red point and circle) falls outside of ∼98.3% of the ran-
domly selected sets of orbits. In p/q space, the result is
similar (∼97.7%). It is important to point out that the
significance of the observed clustering is higher with the
addition of 2015 BP519, 2013 RA109 and 2013 SL102.
When we remove these objects, and thus consider the
same 14 orbits as Brown & Batygin (2019), we replicate
the results of that work (∼96.0% or iterations outside
the red circle in x/y space, and ∼96.5% in p/q space).
In this manner, Brown & Batygin (2019) concluded that
(by combining the x/y and p/q clustering), the probabil-
ity that the 14 observed orbits are drawn from a uniform
distribution of orientations is just ∼0.2%. However, it
should be noted here that the sample of OSSOS (Ban-
nister et al. 2016) detected objects have been shown to
be consistent with originating from a uniform distribu-
tion in independent studies (for example: Kavelaars et al.
2020; Brown & Batygin 2019).
These results should be taken in the appropriate con-
text given that, of the 17 objects discussed in the pre-
vious paragraph, only 6 have dynamical lifetimes signif-
icantly longer than the age of the solar system (Batygin
et al. 2019). Thus, it is likely that several of the 17 de-
tached objects are “interlopers” on orbits that coinciden-
tally cluster with those of the other TNOs. The middle
panel of figure 2 plots the same test of Brown & Baty-
gin (2019) for these 6 objects. In this case, the observed
clustering (red point and circle) falls outside of ∼97.6%
and ∼90.8% of the randomly selected sets of orbits in
x/y and p/q space, respectively. While these 6 objects
are all highly clustered in $ (see, for example, figure 6
of Batygin et al. 2019), the overall statistical significance
is lessened because of the small number of objects.
Next, we ask the same question in reverse. Given the
cumulative biases, to what degree would the orbits of 17
objects detected from our underlying distribution of sim-
ulated test particles be clustered in p/q and x/y space?
This is essentially the test used by authors investigating
the most probable possible orbit for Planet Nine (e.g.:
Batygin et al. 2019). As our simulations include the ef-
fects of the galactic tide and stellar encounters, we argue
that this analysis and comparison is an important step in
assessing the strength of the Planet Nine hypothesis, and
the success of the most probable orbits. Furthermore, an-
alyzing the differences between the expected clustering of
the different object classes (ETNOs and IOCOs) might
provide inferences into the significance of new detections.
The bottom panel of figure 2 depicts this test for our
Control simulations. We find that our Control simu-
lations provide a good match to the expected range of
clustering that might be observed in x/y space assuming
the sample of detected objects possesses orbital angles
drawn from a uniform distribution (top panel). Thus,
perturbations from the galactic tide and stellar encoun-
ters do not appear to induce a significant bias in our
simulations. Moreover, this result implies that any bias
observed in our simulations that include Planet Nine is
a result of perturbations from the hypothetical distant
planet. On the other hand, the tight clustering of our
Control orbits in p/q space (bottom right panel of figure
2) is a result of the region’s unconstrained inclination
distribution’s effect on orbital pole clustering. Since the
magnitude of vectors in p/q space scale with inclination,
we expect objects from our low-i Control runs to possess
p/q values near the origin.
Figures 3 and 4 plot this same test for our simulations
designed to study bulk populations of ETNOs and IO-
COs, respectively. To generate these plots, we randomly
draw 17 orbits from our de-biased population of simu-
lated test particles (here, we define an object as “de-
tectable” if it has q <100 au after 4 Gyr, e.g.: Shep-
pard et al. 2019, see further discussion in section 3.2).
While our P9b simulations consistently outperform their
P9a counterparts, as expected, both sets of initial con-
ditions are successful at generating clustered systems of
5Figure 2. Top Panels: Reproduction of figures 1 and 2 from Brown & Batygin (2019) displaying the observed clustering of 17 orbits in
the distant solar system (red point) in x/y and p/q space, compared with 100,000 iterations (black points, average plotted in green) where
each object’s longitudes of perihelia is drawn randomly from our generated bias distribution functions. 1.4% and 2.2% of the random
iterations are more strongly clustered than what is observed (red circles) in x/y and p/q space, respectively. Middle Panels: The same as
the above except only considering the 6 objects classified by Batygin et al. (2019) as having dynamical lifetimes greater than the age of
the solar system. 2.4% and 9.2% of the random iterations are more strongly clustered than what is observed (red circles) in x/y and p/q
space, respectively. Bottom Panels: The same plot as in the top panels except, here, we randomly simulate 17 detections from each of our
Control, simulations that do not include Planet Nine (calculating detection bias in the same manner).
distant orbits (Batygin & Brown 2016a; Batygin et al.
2019). However, it is important to point out the signifi-
cant range of possible clusterings that can be generated
when selecting just 17 orbits (thus, the noticeable over-
lap between figure 2 and figures 3 and 4). This speaks to
the problem of small number statistics that has become
an intense topic of debate in the literature. Thus, while
the observed clustering is inconsistent with having orig-
inated from a uniform distribution of orbits at the .1%
level (figure 2, Batygin & Brown 2016a; Brown & Batygin
2019), it is not possible to detect the difference between
a uniform distribution and a Planet Nine generated dis-
tribution at greater than the 1σ level. To collapse these
uncertainties and achieve a 2σ distinction between our
model generated orbital clusterings and a random sam-
ple of uniformly distributed objects requires &100 detec-
tions. In other words, a small number of detected objects
carry a greater inherent bias, which manifests in figures
2, 3 and 4 as a large range of deviations from the true
underlying clustering (green point). Kaib et al. (2019)
reached a similar conclusion when studying the genesis
of scattered TNOs as constrained by the OSSOS dataset.
In figure 6 of that work, the authors estimate that &60
detections of high-q objects would be required to distin-
6guish a Planet Nine model from the uniform case.
The precise degree of deviation from the origin for our
clustered ETNO and IOCO orbits plotted in figures 3 and
4 is also a function of the underlying distribution of ec-
centricities and inclinations. Because the magnitudes of
vectors in x/y and p/q space scale with eccentricity and
inclination, respectively, the range of possible detected
clusterings (black points) scale likewise. This manifests
most significantly in p/q space for our simulations, given
the fact that we test different inclination distributions.
This has the obvious effect of increasing the degree of
scatter in systems that possess more high inclination ob-
jects (right panels of figures 3 and 4). Our plotted “de-
tections” are bias-informed such that low inclination ob-
jects that spend more time at the ecliptic are more likely
to be detected. In spite of this correction, the effect of
greater scatter with increasing σi persists because high-
i particles still cross the ecliptic and can thus still be
“detected,” albeit at a lower frequency.
In table 4, we provide relevant statistics for our var-
ious P9b simulation sets. It is important to note that
these extremely distant objects’ orbits are highly per-
turbed by the galactic tide and the giant planets over
Gyr-timescales. External forces cause object’s perihelia
to fluctuate by tens of au, often driving them on to or-
bits where they interact weakly with the giant planets
and can be ejected (e.g.: Sheppard et al. 2019). The
extremely low fractions (∼10-25%) of test particles and
object clones that remain detectable after 4 Gyr speaks
to how difficult it is to study this region of the solar sys-
tem with such a small sample of observed objects.
There is a clear difference between our ETNO and
IOCO sets in terms of the stability of test particles and
clustering in $ with respect to inclination. In general,
longitude of perihelion clustering is most efficient in our
lowest inclination sets (also visible in figures 3 and 4).
This is a result of high inclination dynamics randomiz-
ing objects’ $ and Ω as the secular shepherding weakens.
We direct the reader to equation 8 of Batygin et al. (2019)
for a full derivation and explanation.
In general, objects become decoupled from Planet 9
when their perihelion is driven in to the planetary regime.
This can be understood in terms of orbital precession
induced by the Sun’s artificial J2 component (for a full
derivation see, for example: Murray & Dermott 1999):
J2 =
1
2
8∑
i=5
mia
2
i
MR2
(8)
The longitude and perihelion and nodal precessions
driven by J2 are (e.g.: Brasser et al. 2006):
$˙ =
3n
4
(
R
a
)2
J2
(
5 cos2 i− 1
(1− e2)2
)
(9)
Ω˙ = −3n
2
(
R
a
)2
J2
(
cos i
(1− e2)2
)
(10)
Once the perihelion of an object is lowered into the
planetary regime, stronger J2 perturbations can result
in its value of $ becoming decoupled from Planet Nine.
This effect leads to correspondingly lower fractions of
N$/Ndetect for higher inclination objects in table 4. This
process is more efficient for ETNOs (56% of low-i batch
Run qo Ndetect/No N$/Ndetect NΩ/Ndetect
Control 40-50 0.91 0.25 0.29
IOCO,low-i 40-50 0.11 0.56 0.37
IOCO,mod-i 40-50 0.19 0.54 0.41
IOCO,high-i 40-50 0.19 0.51 0.41
VP113 80.3 0.24 0.51 0.42
Sedna 76.0 0.10 0.51 0.38
TG387 65.0 0.17 0.65 0.55
ETNO,low-i 50-100 0.23 0.56 0.52
ETNO,mod-i 50-100 0.06 0.47 0.45
ETNO,high-i 50-100 0.12 0.38 0.39
SY99 49.9 0.14 0.78 0.63
GB174 48.8 0.23 0.46 0.44
SR349 47.6 0.06 0.40 0.30
VN112 47.3 0.20 0.33 0.32
RX245 45.5 0.16 0.60 0.49
Table 4
Summary of simulation results for our P9b configurations. The
columns are as follows: (1) The simulation set, (2) The initial
pericenter, (3) the fraction of objects still “detectable” (here
defined as q <100 au) after 4 Gyr, (3) the fraction of detectable
objects anti-aligned (± 45◦) with Planet Nine in $ after 4 Gyr
(for our Control simulations this is the fraction of objects within
± 45◦ of the circular mean in $) and (5) the fraction of
detectable objects anti-aligned (± 45◦) with Planet Nine in Ω
after 4 Gyr.
clustered in $ compared with 38% of high-i) than for
IOCOs since they are already significantly detached from
the giant planet system (56% of low-i batch clustered in
$ compared with 51% of high-i). In the same manner,
only 12% of our ETNO high-i set, and 6% of the low-i
set still have q < 100 au after 4 Gyr of evolution. Consis-
tent with previous authors we conclude that, as a broad
trend, the strength of longitude of perihelia shepherd-
ing weakens with increasing inclination and decreasing
perihelion distance.
3.2. Significance of each known object
In general, we find similar fractions of objects de-
tectable (∼10-25%), and clustered in $ (∼50-65%) and
Ω (∼35-50%) after 4 Gyr from within our various sets
of clone simulations. However, we note extremely high
levels of clustering for our surviving 2013 SY99 clones
(78% clustered in $), and relatively poor levels for 2014
SR349 and 2004 VN112 clones. This is a result of Planet
Nine’s orbital shepherding having a higher efficiency for
the most detached objects; or those that spend the great-
est fractions of time at large distances away from the
giant planets. Thus it follows that, of the 5 ETNO
clones we test (each with similar perihelia), SY99 has the
largest aphelion distance (>1,400 au) and also anti-aligns
most efficiently with Planet Nine. Contrarily, SR349 and
VN112 have aphelia close to 600 au. We demonstrate this
trend in figure 5 by plotting the aphelia of objects (from
all of our simulations which include Planet Nine) that
are detectable and opposed in $ with Planet Nine af-
ter 4 Gyr against the remainder of detectable particles.
This is the reason that the most probable orbits (e.g.:
Batygin et al. 2019) for the hypothetical planet place its
longitude of perihelion almost exactly 180◦ in opposition
of the detached TNOs with the most extreme aphelia
(namely SY99 and TG387).
3.3. A chance alignment
Absent an external perturber, the orbits of ETNOs and
IOCOs precess exceedingly slow as the result of pertur-
bations from the giant planets. Indeed, we would expect
7Figure 3. Same as figure 2 except, here, we randomly simulate 17 detections from each of our ETNO, P9b simulations (calculating
detection bias in the same manner). Here, we find that the observed clustering (red point and circle) falls in line with our average,
simulated clustering (66% and 69% of values falling outside the red circle in x/y and p/q space for the low-i batch, 20% and 67% for the
mod-i set and 9% and 65% for the high-i simulations).
that, only under the influence of J2, the longitudes of
perihelia for most of the known objects in the region
would traverse a full 360◦ only a few times over the life
of the solar system (figure 6). The most extreme objects
(for example Sedna: Brasser et al. 2006) would only be
expected to make ∼one precession in 4 Gyr.
Our simulations (section 3.1) lead us to conclude that
the possible levels of orbital clustering that might be
observed from a Planet Nine generated distribution of
TNOs and that of a uniform sample overlap significantly
(because of the small number of known extreme objects).
Thus, while the observed degree of clustering is highly
significant in spite of small number statistics and obser-
vational biases (Brown & Batygin 2019), its specific con-
nection with a 5.0 M⊕ planet orbiting around 500 au is
not. However, there is an obvious absence of equally ro-
bust explanations in the literature (Batygin et al. 2019).
While a chance or coincidental alignment might seem
compelling given the minute degree of J2 induced pre-
cession in the distant solar system (figure 6), the prob-
ability of such an event and the corresponding disper-
sion timescale for a system of spontaneously clustered
orbits has yet to be characterized. As such, we conclude
this manuscript by commenting on the slow dispersion
timescale for clustered orbits in the distant solar system.
For this phase of our study, we select the Mercury6
Hybrid integrator (Chambers 1999) and utilize a 180 day
time-step (∼4% of Jupiter’s orbital period). In each sim-
ulation, we include the solar system’s four giant planets
and 50, Pluto-massed ETNOs (here defined as 300 < a <
1,000 au and 45 < q < 80 au; loosely based off the sam-
ple of detected ETNOs and IOCOs; e.g.: table 3). ET-
8Figure 4. Same as figure 3 except for our IOCO, P9b simulations. Here, we find that the observed clustering (red point and circle) falls
in line with our average, simulated clustering (67% and 61% of values falling outside the red circle in x/y and p/q space for the low-i batch,
56% and 40% for the mod-i set and 52% and 65% for the high-i simulations).
NOs begin with identical values of Ω and $, randomly
selected semi-major axes, perihelia, and mean anomaly.
All simulation particles interact gravitationally with one
another. In 25 simulations, we analyze ETNOs with co-
planar inclinations (i = 0◦). In an additional set of 25
integrations, we assign inclinations in accordance with
equation 1 (σi = 10.0
◦, akin to our mod-i simulations
of section 3.1). Note also that these simulations do not
include algorithms that account for the galactic tide or
stellar encounters, as we seek to minimize unnecessary
particle loss.
Figure 7 plots the average dispersal of longitudes of
perihelia in our 50 simulations. At 1 Myr intervals, we
calculate the angle ($test) that maximizes the ratio of ob-
jects with $ within ±90◦ of $test to those anti-aligned.
Consistent with figure 6, our higher inclination popula-
tion of TNOs remain “aligned” for longer (∼250 Myr) as
they are less affected by the giant planets. It is inter-
esting that, in both cases, the orbital alignment persists
for over a Gyr, requiring ∼2 Gyr to reach an equilib-
rium value of ∼60% aligned objects. Furthermore, the
deviation from a 50% equilibrium value is intriguing in
and of itself. This is a direct representation of the effects
of small number statistics on a binary division of angles
where $ (or Ω for clustering in orbital pole) is taken as
a free parameter (e.g.: circular statistics). This speaks
to the fundamental assumption of attempts to de-bias
the population of ETNO and IOCO detections: the pre-
condition that, in the absence of external perturber, the
objects’ orbits would be drawn from a uniform distribu-
tion. Or, rather in our case, supposing that the detection
of all KBOs with respect to $ or Ω is representative of
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the probability of detecting any extreme object with a
given value of $ or Ω. As shown in figure 7, when the
underlying population of objects is finite, and $ is taken
as a free parameter, the underlying distribution of angles
is inherently biased and non-uniform (this idea is analo-
gous to the observed scatter in our iterative selection of
17 random orbits from within our Control set in figure
2). This is easily exploited by selecting a subset of just
14 objects (grey line). With only 14, randomly drawn
angles in the dataset, it is easy to find an angle that a
large fraction (equilibrium value close to 80%) appear to
cluster around. This argument would obviously not hold
for the classical Kuiper Belt as a whole, as it is fairly
well characterized observationally. However, the under-
lying population from which the observed population of
detached ETNOs and IOCOs originate is not the entire
ETNO and IOCO constituency or bodies. Rather, it is
the subset of objects (each with orbital periods of order
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Figure 7. Evolution of a system of ETNOs that begin with iden-
tical values of $ and Ω. At each simulation time output, we select
the value of $ ($test) that maximizes the fraction of objects with
$ within ±90◦ of $test.
∼ 104 yr) that are close to perihelion now. Such a collec-
tion of objects is finite in number, and thus likely to be
concentrated around some orbital elemental angles when
“alignment angle” is taken as a free parameter.
4. CONCLUSIONS
In this paper, we presented a large suite of dynam-
ical simulations designed to study the stability of de-
tached, distant objects (Extreme Trans-Neptunian Ob-
jects: ETNOs, and Inner Oort Cloud Objects: IOCOs) in
the presence of the hypothetical Planet Nine (Batygin &
Brown 2016a; Batygin et al. 2019). Our numerical simu-
lations included algorithms that approximate the effects
of the passing stars (Ferna´ndez & Brunini 2000; Rickman
et al. 2008; Feng & Bailer-Jones 2015) and the galactic
tide (Heisler & Tremaine 1986; Dones et al. 2004; Kaib
et al. 2011). By and large, our simulations find that ∼5-
20% of extreme objects are still “detectable” after 4 Gyr;
∼50-70% of which have orbital shapes anti-aligned with
Planet Nine. In general, objects least affected by the
giant planets (those with large aphelia) are best shep-
herded by the external perturber. Thus, we find that
clones of the most extreme objects 2013 SY99 and 2005
TG387 anti-align most efficiently with Planet Nine, while
2014 SR349 and 2004 VN112 clones are least likely to re-
main stable in anti-aligned orbits for 4 Gyr. Moreover,
we compare the apparent orbital clustering of 17 objects
drawn at random from a uniform distribution with that
of our simulated objects (accounting for the observational
biases). While we confirm that the 17 extreme objects
used to infer the existence of Planet Nine are inconsis-
tent with having been drawn from a uniform distribution
at the .1% level, we cannot distinguish between the two
distributions with any reasonable statistical significance.
That is to say, the expected Planet Nine-induced orbital
clustering in the distant solar system (by a 5.0 M⊕ planet
at ∼500 au) is not strong enough to distinguish from the
null case using only 17 objects.
We perform an additional batch of simulations to fur-
ther scrutinize the possibility of a coincidental alignment.
Due to the slow precession rates in the extremely de-
tached realm of the solar system, we find that an aligned
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system of orbits (in terms of their longitudes of perihelia)
can be fossilized in some form for around 1 Gyr. More-
over, we note that, when selecting from a finite sample
of orbits (e.g.: those ETNOs and IOCOs currently near
pericenter) there is always inherent bias when alignment
angle is a free parameter. Thus, a finite system of or-
bits is always likely to be “clustered” if the observer is
allowed to choose the clustering angle.
In conclusion, while the Planet Nine Hypothesis (Tru-
jillo & Sheppard 2014; Batygin & Brown 2016a) remains
the most viable explanation for the observed orbital clus-
tering in the distant solar system, still more detections
of extreme objects are required to confidently infer its
existence.
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