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same planar structure at an incident angle of 32°. Marked arrows show the 
direction of propagation of two PC modes excited at the wavelength of 1550 
nm for the above-mentioned incident wave. 125 
Figure 7.5: (a) The first three photonic bands of asquare lattice planar PC in SOI 
(asymmetric structure with air on top and SiO2 underneath) are shown. The PC 
structure has air-holes of diameter 290 nm, lattice constant of 480 nm, and slab 
thickness of 240 nm. The band crossing between the fold d TE-like mode and 
the lowest TM-like mode can be seen from this figure. (b) Contours of the 
folded TE-like band in the in-plane k-space are plotted, and the crossing line 
with the TM-like band is marked by a dashed line. In this figure, band splitting 
(and thus, opening a stop band) at the intersection line results in band 
deformation in that vicinity. 126 
Figure 7.6: (a) An SEM image of end-face of an SOI sample compromising of multiple 
parallel waveguides is shown. The structure is partially undercut to retain the 
mechanical support for the waveguides. (b) An SEM image of a large area PC 
(in an SOI substrate) after undercutting is shown. Bending of the top silicon 
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Figure 7.7: An SEM image of a PC buffer stage used along with a dispersive PC device is 
shown. The period of the buffer stage is half of the original target PC, and it 
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Figure 8.1: Overview of an integrated optical sensing device employing an integrated on-
chip spectrometer for spectral interrogation of the signal is demonstrated. The 
optical signal is affected in the interaction region by the sensing mechanism, 
and the output from this stage is analyzed over a range of spectrum using the 
on-chip spectrometer to recognize the unique signatures left by the sensing 
process. 132 
Figure 8.2: (a) A subset of the training data for a fabricated PC spectrometer (obtained by 
imaging the output plane of the fabricated device and recording it at different 
wavelengths) is shown. (b) SEM image of the photonic crystal spectrometer is 
shown. An array of waveguides is used to sample the beam profile at the output 
plane of the photonic crystal region. (c) The performance of the PC 
spectrometer in locating a spectral peak in the spectrum is shown in the form of 
wavelength estimation error with respect to the output noise level. 134 
Figure 8.3: The overview of a two-stage PC demultiplexer (fabricated in SOI) based on 
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changed in different locations of the lens by changing the size of holes in a 
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shown. 137 
Figure B.1: The geometry of the setup for calculating the reflection at the interface of a 2D PC is 
illustrated. 147 
Figure B.2: Calculated normal components of the wavevector inside the PC structure for 
a square lattice of air-holes in Si are marked by stars in the complex plane. 
Circular markers highlight the wavevectors that satisfy he conditions for mode 
selection; these PC modes will be used in the mode-matching process for 
calculating the reflection. 150 
Figure B.3: Calculated reflection at the interface of a square lattice PC of air-holes in Si 
(r/a=0.20) is shown with number of Bloch components retained in the 
simulation being (a) N1=N2=17 and (b) N1=N2=13. The incident wave is in E-
polarization and comes at an angle of α=20° from a bulk Si region to the PC 
structure. 153 
Figure C.1: A portion of an iso-frequency surface of a 3D PC in the k-space is shown. 
The directions tangential to the interface (i.e., ξ and η) and the direction 
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Figure C.2: (a) Schematic demonstration of the cubic woodpile lattice considered 
throughout this appendix is shown. Lattice constant d filling factors in 
different directions of this lattice are marked on this figure. (b) The setup for 
reflection calculation is shown, with α being the angle between the incident 
wavevector and the normal to the interface (z), and φ being the angle between 
the plane of incidence and the xz-plane. 168 
Figure C.3: Reflection at the interface of a cubic woodpile photonic crystal structure with 
5.2=rε , fx = fy = 0.3, fz = 0.5, ax = ay = a, and az = 1.2a is shown with z0=0 at 
normal incidence. Two cases with TE and TM polarizations (i.e., electric field 
and magnetic field along the y direction) are considered with incident wave 
coming either from the air ( 0.1=iε ) or substrate ( 5.2=iε ) regions. 169 
Figure C.4: (a) Calculated reflection for a plane wave incident from substrate ( 5.2=rε ) 
to a cubic woodpile PC with aaa yx == , aaz 2.1= , 3.0== yx ff , and 
5.0=zf  (parameters as defined in Figure C.3) with TM incident polarization 
(magnetic field along the y direction) at an angle °= 7α  is shown. The 
interface of the PC is assumed to be at zaz 75.00 = . (b) Calculated effective 
impedance of the photonic crystal modes excited in (a) is shown (marked by 
stars) and compared with that of the incident region (dashed line). 171 
Figure C.5: Calculated reflection for a plane wave incident from air ( 0.1=rε ) to the 
same cubic woodpile PC in Figure C.4 with TM incident polarization at an 
angle °= 7α  is shown. The interface of the PC is assumed to be at 
zaz 25.00 =  in (a), and the corresponding effective impedance is shown in (b).  
The calculated reflection and effective impedance for an interface at 
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 Photonic crystals (PCs), consisting of a periodic pattern of variations in the 
material properties, are one of the platforms proposed as “synthetic” optical materials to 
meet the need for optical materials with desired prope ties. Recently, applications based 
on dispersive properties of the PCs have been proposed in which PCs are envisioned as 
optical materials with controllable dispersive properties. Unlike the conventional use of 
PCs to achieve localization, in these new applications propagation inside the photonic 
crystal is studied, and their dispersive properties are utilized. Among these applications, 
the possibility of demultiplexing light using the superprism effect is of particular interest.  
Possibility of integration and compactness are two main advantages of PC-based 
wavelength demultiplexers compared to other demultiplex ng techniques, for applications 
including compact spectrometers (for sensing applications), demultiplexers (for 
communications), and spectral analysis (for information processing systems). I develop 
the necessary simulation tools to study the dispersiv  properties of photonic crystals. In 
particular, I will focus on superprism-based demultiplexing in PCs, and I will define a 
phenomenological model to describe different effects in these structures and to study 
important parameters and trends. A systematic method for the optimization and design of 
these structures will be presented. Implementations f these structures will be 
experimentally demonstrated using the devices fabric ted in a planar SOI platform based 
on designed parameters. In the next step, different approaches to improve the 
performance of these devices (for better resolution and lower insertion loss) will be 









 In their quest to understand and control the nature, human beings have used 
different means and investigated different approaches. Among these approaches, the ones 
related to light, because of their close connection o “observation,” have always been at 
the center of attention. In addition, recent technological developments have found other 
ways to utilize light and have extended the scope of applications. The demand for higher 
processing speed and higher transmission capacity, in particular, has been the motivation 
behind the attention toward optical systems as a viable choice in applications such as 
communications (telecom) [1,2] and interconnects (datacom) [2] in recent years. 
Different methods and material-systems for realization of desired optical systems for 
these applications have been proposed, and this thesis will focus on a particular set of 
systems relying on the dispersive properties of optical materials with submicron and 
nanoscale features.  
1.1. Introduction to Photonic Crystals 
 A basic step in designing optical devices for different applications is to have the 
optical material with appropriate properties available. For years, the optical materials 
used in making optical devices were limited to those that were naturally available in the 
environment. Purification, crystallization, and more recently doping and making 
polymers are the main methods through which some of the optical materials have been 
modified to match the characteristics of interest for specific applications. But, until 
recently, the extent of modification obtained through such schemes has been very limited. 
Advances in fabrication technology in the last few years, however, have brought the 
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opportunity to manufacture feature sizes much smaller than the optical wavelength of 
operation. It has been shown that such feature sizes can greatly affect the optical 
properties of the material. Concepts similar to “artificial dielectrics” that were suggested 
and used in the microwave range to create dielectrics with controllable properties were 
extended then, by the progress in the fabrication techniques, to optical frequencies. This 
new possibility has resulted in a relatively new field of “synthetic” optical materials in 
which the optical properties are manipulated by controlling small-scale (tens to hundreds 
of nanometer) features in a material. The goal is to develop a systematic approach to 
design such materials and to explore their potential for various applications. 
In particular, a controlled way to manipulate the optical properties is to introduce 
sub-wavelength periodicities in dielectric materials. This periodicity affects the optical 
properties of the matter (in the same manner that a periodic potential affects the behavior 
of an electron in a lattice) and gives rise to synthetic optical materials known as photonic 
crystals (PCs) [3],[4]. The ability to control the optical properties of photonic crystals 
offers a unique opportunity to manipulate the optical response in different material 
platforms. Consequently, new optical materials can be designed to show specific desired 
optical properties in their photonic band structure. This new opportunity has resulted in 
new device ideas and concepts which were not previously possible, especially in 
integrated platforms. 
 Different modes of implementation of photonic crystal  have been proposed. 
These devices, depending on the number of non-trivial periodicity dimensions can be 
categorized into one-dimensional (1D), two-dimensioal (2D), and three-dimensional 
(3D) photonic crystal structures. From another point f view, the fabrication technology 
used for realizing these structures can be categorized into bottom-up (e.g., self-assembly) 
and top-down (e.g., lithographic patterning) approaches [5]. Depending on the specific 
application of interest, one of these implementations will be the optimal choice. Here, I 
will focus on a particular type of photonic crystal, i.e., planar 2D PCs, because on one 
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hand they are compatible with the conventional integrated optical components, and on the 
other hand, they are compatible with the well-develop d microelectronics fabrication 
techniques. Because of these reasons, planar PCs have received significant attention as 
the most feasible solution for integration. Figure 1.1 shows examples of two-
dimensionally periodic photonic crystal structures fabricated in a planar Si platform. 
 
           
(a)      (b) 
Figure 1.1. Scanning electron microscope (SEM) images of (a) a PC waveguide and (b) a 
square lattice PC with two-dimensional periodicity fabricated in a planar platform are 
shown. 
 
1.2. Applications of Photonic Crystals 
 Based on the application of interest, the role that p otonic crystals are expected to 
play as part of the optical system can be significantly different from case to case. There 
are two main directions to which most of the current applications can be divided. On one 
side, the presence of sub-wavelength features in PCs can inhibit the propagation of light 
in a range of frequencies, known as photonic bandgap (PBG), and this property was 
proposed to achieve suppression of spontaneous emission [6-7]. Photonic crystals by 
prohibiting the propagation of light in their PBG range can also act as a perfect mirror for 
confinement of light in cavities and for guiding the light through line-defects [3-4]. Using 
photonic crystals in their PBG range has been widely investigated for light confinement 
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in PC cavities [8-10] and PC waveguides [4,11-13]. Several other applications for such a 
confinement have been proposed, including components for compact photonic integrated 
circuits [14-16], environmental sensors [17], nonlinear switches [18], and devices for 
cavity quantum electrodynamics [19]. On the other hand, propagation of light inside the 
periodic structure of a photonic crystal exhibits uniq e dispersive properties, and these 
dispersion effects can be used to realize another set of functionalities, including slow-
light propagation [20], beam shaping [21], beam steering [22], open-cavity resonance 
[23], band-edge lasing [24-25], diffraction-free pro agation [26-29], diffraction 
compensation [30-31], dispersion compensation [32-3], high-resolution imaging [34], 
and superprism-based demultiplexing [22,35-38]. 
 In this thesis, the main focus will be on wavelength demultiplexing as one of the 
major applications of the unique dispersive properties of photonic crystals. The 
possibility of integration and compactness are two main advantages of PC-based 
demultiplexers, compared to other demultiplexing techniques, for applications including 
compact spectrometers (for sensing applications), spectral analyzers for optical 
information processing systems, and demultiplexers for wavelength division multiplexing 
(WDM) systems. The basic idea has been proposed by Kosaka et al. [39-40], and it relies 
on the fact that at the interface between two regions with different dispersion 
characteristics, with incident waves at different frequencies it is possible to excite modes 
that propagate in different directions, a phenomenon called the superprism effect. 
Because of the strong dispersive properties of photonic crystals, one can imagine that 
such an effect could be used to realize devices that send different wavelengths to 
considerably different directions. This angular separation can be used to achieve the 
spatial separation needed in wavelength demultiplexing. The overall scheme is 




Figure 1.2. Wavelength demultiplexing in a photonic crystal structure is schematically 
shown. Spatial separation is obtained by mapping different wavelengths of the input 
signal to different propagation angles inside the PC region. 
 
1.3. Devices for Wavelength Demultiplexing 
 Wavelength demultiplexing (or in a broader view, separation of spectral 
constituents of a signal) has many applications in the optical systems. Examples of these 
applications include spectroscopy for the investigation of the emission or absorption 
spectrum of materials, wavelength multiplexing for more efficient exploitation of the 
wide bandwidth offered at optical wavelengths, and broadband spectral analysis for 
information processing systems. The common module in all these applications is a 
component that discriminates between different wavelengths of the incoming signal and 
maps the input wavelength to different modes at the output. 
 There are two main approaches in realizing wavelength demultiplexing devices: 
cascaded implementation and parallel implementation. In the cascaded implementation of 
these devices, a series of frequency selective components are used and each of them 
“drops” one of the wavelength channels from the signal to a specific output port. In that 
sense, the cascaded implementation can be considered as a filter bank (a series of drop 
filters) that separates different wavelength channels. Different implementations of this 
idea, including those based on Fabry-Perot resonators [41], microring resonators [42], PC 
cavity-based drop filters [43-44], and PC couplers [45], have been proposed. The 
cascaded implementations offer reasonably good performance for small number of 
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channels, but for larger number of channels the requi ment that all individual resonance 
effects occur exactly as designed lowers the yield and forces a stringent condition on the 
fabrication of these devices in practice. 
 The other possible implementation of optical wavelength separation devices relies 
on a parallel scheme. In this scheme, usually all the wavelength channels share the same 
medium of propagation, but the effective dispersive properties are different from one 
wavelength to another. As a result, propagation through such systems discriminates 
between different wavelengths and results in modal separation at the output plane. 
Several possibilities for realizing such wavelength demultiplexing devices have been 
proposed, among which proposals based on diffraction gratings [46-49], arrayed 
waveguide gratings [50-52], and the superprism effect in photonic crystals (similar to 
material dispersion in the conventional prisms) have received more attention. Some of 
these reported wavelength demultiplexing schemes are hown in Figure 1.3. The common 
feature between all these schemes is that the wavelength of the input signal inside the 
structure is mapped to some spatial feature (e.g., the angle of propagation or the location 
of spot) at the output of the device.  
 In this research, I will focus on superprism-based implementation of wavelength 
demultiplexing. The reason for this choice is that this implementation offers the most 
compact solution (for a specific resolution). In the following chapters, the ideas of 
implementation of compact and efficient wavelength demultiplexing devices based on the 
dispersive properties of photonic crystals will be proposed and assessed. Chapter 2 
reviews the basic concepts of band structures of periodic media, their mode properties, 
and how the band structure features lead to unique dispersive properties. In Chapter 3, an 
approximate model for the analysis of propagation effects inside photonic crystals are 
developed, which will be the primary tool for efficient modeling and design of dispersive 
photonic structures in this work. The basic wavelength demultiplexing scheme based on 
the superprism effect in photonic crystals is discus ed in Chapter 4. The limits of the 
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conventional configuration are then discussed and a modified implementation based on 
diffraction compensation is proposed, which enables compact and high-resolution 
implementation of PC wavelength demultiplexers and spectrometers.  
 
  
    (a)           (b) 
  
   (c)         (d) 
Figure 1.3. Available technologies for integrated planar demultiplexers are shown. (a) 
Compact AWG in silicon-on-insulator (SOI) with 8 channels, 3 nm wavelength channel 
spacing, cross-talk isolation better than 6 dB, and round 8 dB on-chip insertion loss [51]. 
(b) A 4x4 wavelength demultiplexer fabricated in InP with 400GHz channel spacing, -12 
dB channel isolation, and 5 dB insertion loss [52]. (c) Schematic demonstration of planar 
grating spectrometer [53] based on a concave gratin is shown. (d) A 48-channel grating-
based wavelength demultiplexer fabricated in SiO2 on Si platform [49]. 
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Performance measures of wavelength demultiplexing are also discussed in Chapter 4, and 
a systematic design procedure is presented. In Chapter 5, different steps in the 
experimental implementation and demonstration of compact wavelength demultiplexers 
(i.e., fabrication and optical characterization) are presented and experimental 
measurement results obtained for the fabricated device are discussed. Chapter 6 deals 
with the issue of reflection at the interfaces of photonic crystal as one of the important 
factors in efficient implementation of dispersive dvices. Two approaches for designing 
matching stages are presented that can be used to reduce the reflection loss. Chapter 7 
includes other considerations to be taken into account for the practical implementation of 
dispersive devices for different applications. Finally, conclusions are drawn in Chapter 8, 
and some future directions for this research are suggested. 
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CHAPTER 2 
DISPERSIVE PHOTONIC STRUCTURES 
 
 
In this chapter, I will introduce the basic concepts and effects used in dispersive 
applications of PCs. The chapter starts with a review of the basic concepts related to the 
band structure of PCs. It will be followed by a brief study of structure and basic 
properties of modes in planar 2D PCs (which are the main implementation platform in 
this thesis). Finally, some propagation effects and their corresponding dispersive 
properties of photonic crystals will be introduced.  
2.1. Photonic Band Structure 
According to the Bloch theorem (also known as the Floquet theorem) [54], modes 
of a periodic structure can be expressed as a periodic envelope (with the same periodicity 
as the material) propagating with a propagation constant. In other word, for a structure 
with period a along the z direction a mode corresponding to the propagation constant k 
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In this view, the periodicity of the structure is transferred to its modes through the 
periodic envelope function, )(zuk . Bloch theorem is the fundamental principle used in 
most mathematical analyses of periodic structures. We can expand the periodic envelope 
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Figure 2.1(a) shows a one dimensionally periodic structure in the form of a stack of 
dielectric structures with different refractive indces. Figure 2.1(b) shows the typical 
spatial spectrum of )(zuk  and )(zφ  in such periodic structures, consisting of discrete 















Figure 2.1. (a) A multilayer 1D photonic crystal is schematically shown. (b) Spectral 
representation of a mode of a 1D photonic crystal structure is illustrated. Each PC mode 
consists of several Bloch components. 
 
Similar to the concept of dispersion diagrams for waveguides, the plot relating the 
characteristic wavevector of each mode (k) to the frequency of that mode is called the 
dispersion diagram of the periodic structure. Note that all the wavevectors differing by 
multiples of periodicity wavevector, K, are connected together in each mode. As a result 
the dispersion diagram of a periodic structure is periodic in wavevector. An example of 
the band structure of a one-dimensionally periodic structure (similar to the one in Figure 
2.1 with 131 =ε , 12 =ε , and 221 add == ) is shown in Figure 2.2(a). From this figure, 
it can be seen that the information in the dispersion diagram is redundant, and can be 
reconstructed using the contents of a single period in the wavevector domain (e.g., for 
22 KkK <<− ). The range of the dispersion diagram in 22 KkK <<−  that 
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completely expresses the entire dispersion diagram (i.e., a unit cell of the structure in the 
wavevector domain) is called the Brillouin zone. In this particular case, because of the 
mirror symmetry in the structure, the dispersion diagram in 02 <<− kK  is simply the 
mirrored version of that in 20 Kk << . As a result, the complete dispersion diagram can 
be expressed by the 20 Kk <<  portion of it, which is called the irreducible Brilluoin 
zone of the periodic structure. 
In the band structures shown in Figure 2.2, one can ide tify ranges of frequencies 
in which no propagating mode exists in the structure. These frequency ranges are called 
photonic bandgaps (in analogy with electronic bandgp in which no electronic mode 
exists), and multilayer periodic structures are used in this region as perfect 1D mirrors. 
Examples of applications of these perfect mirrors are in Bragg reflectors in vertical cavity 
surface emitting lasers (VCSELs) [55] and in the walls of hollow-core fibers used for 
high-power applications. Note that the bandgap mentioned above in these 1D structures 
occurs only for waves propagating in the direction perpendicular to the periodicity of 
structure, and waves in other directions are not necessarily prohibited in the same range 
of frequencies. Furthermore, using a coupled mode interpretation, the photonic bandgap 
opens up because of the coupling between forward- an  b ckward-propagating modes in 
the structure (coupled through the periodicity of the structure), and this coupling occurs at 
2mKk = . The same idea is also used in fiber Bragg gratings (FBGs) and distributed 
Bragg reflectors (DBRs) for realizing highly reflecting mirrors. 
2.1.1. Band Structure Calculations  
Most calculation methods for periodic structures are based on the application of 
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(a)      (b) 
Figure 2.2. (a) A typical band structure of a 1D photonic crystal is plotted. (b) Band 
structure of a multilayer periodic structure, as shown in Figure 2.1(a), is plotted with 
5.41 =rε , 0.12 =rε , and 221 add == ; the dotted line shows the linear dispersion of a 
bulk material with 4.22 =rε . 
 
The direct method to find these modes is to substitute his form of the solution into the 
Maxwell’s equations, and use the periodic boundary condition for the envelope function. 
Two methods that are most widely used to find the modes of PC structures are plane-
wave expansion (PWE) [56] and finite-difference time domain (FDTD) [57].  
In the plane wave expansion method, the periodic envelope is expanded in terms 
of its Fourier components (hence, the periodic boundary condition is imposed to the 

















φφ . (2.5) 
It is clear in this relation that the mode is expanded as a set of plane waves with 
wavevectors k+mK. Inserting this expansion into the 1D Helmholtz equation  
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Re-arranging the terms and looking at the coefficient for ])(exp[ zmKkj +−  terms 
separately, we obtain 
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This relation can be expressed in matrix representatio  s 















































u . (2.13) 
which is a standard eigenvalue problem. Note that te expansion is truncated to N=2l+1 
components to make it a finite-size matrix for numerical simulations. Solving this 
eigenvalue problem gives us the frequency of the mode ( ck0=ω ), and the profile of the 
envelope of the mode (through its Fourier coefficients, kmu ) for a given wavevector, k. 
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Figure 2.3 shows the envelope function calculated using such simulations for the 
structure analyzed in Figure 1.3(b) in the first photonic band and at k = 0.45K. 
 











Magnitude variations versus z
z/a  
Figure 2.3. Envelope function, u(z), for the first band of a multilayer periodic struct re at 
k=0.45K is shown ( 5.41 =rε , 0.12 =rε , and 221 add == ).  
 
FDTD can also be used to find the modes of periodic structures. For that, again 
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Keeping only a single unit cell of the periodic structure, in this method, an initial 
arbitrary field profile is assumed over the unit cell. Using the boundary condition  
 )exp(),(),( jkatztaz kk −=+ φφ , (2.15) 
the field is allowed to evolve for several time steps in the FDTD algorithm. Through this 
evolution only the modes of the structure that satisfy both the Maxwell’s equations 
(enforced through the FDTD relations) and the specific boundary conditions survive. By 
saving the field over time and taking the Fourier transform of the resulting time-domain 
signal, the resonance peaks (corresponding to the frequencies of the modes) can be 
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calculated. By repeating this process for different values of k the complete band structure 
can be found. 
2.1.2. Two-dimensional photonic crystals 
A broader range of applications are covered when structures with two-
dimensional (2D) periodicity are considered. In these structures, the material properties 
(e.g., permittivity) repeat in two dimensions periodically. Such structures are closely 
connected to 2D periodic slab-type planar photonic crystals which are one of the main 
platforms proposed for using photonic crystals in integrated optics. Figure 2.4 shows 
examples of such 2D periodic patterns created in planar structures. The unique 
opportunity offered by photonic crystals is that the material properties can be engineered 
by controlling the periodic pattern. Therefore, synthetic optical materials for specific 
needs can be realized in the integrated optical platform by designing geometrical features 
through fabrication, and all of this is implemented in a single optical material (e.g., in Si 
or III-V compounds). 
 
  
(a)     (b) 
Figure 2.4. (a) A square lattice and (b) a triangular lattice of air-holes fabricated in the top 
Si layer of a silicon-on-insulator (SOI) wafer are shown. 
 
Two-dimensional photonic crystals are simply structures with two-dimensional 
periodicity in space. This 2D periodicity can be spcified by a 2D unit cell and two lattice 
vectors. By repeating the unit cell using the two lattice vectors (a1 and a2, which define 
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the two lattice symmetry directions) the periodic structure can be reconstructed. Note that 
the choice of unit cell and lattice vectors is not unique, but there exists a primitive unit 
cell that is the smallest unit cell for the periodic structure (in the following material, the 
term unit cell usually refers to such primitive unit cells, unless otherwise stated). Figure 
2.5(a) shows a square lattice structure ( 21 aa ⊥  and a1 = a2) of cylindrical air inclusions 
in a host dielectric. Other typical lattice structures of frequent use as photonic crystal 
structures are triangular lattice ( ) °=∠ 60, 21 aa  and a1 = a2) shown in Figure 2.4(a) and 
rectangular lattice ( 21 aa ⊥  and a1 ≠ a2). Figure 2.5(b) shows a general 2D lattice 
structure in which the two lattice vectors make an arbitrary angle and a1 ≠ a2. 
Using the Bloch theorem, the electromagnetic modes (corresponding to a 














where 21 aaa ,= . Here, φ can be either the magnetic field or the electric field 
perpendicular to the plane of periodicity; these two cases are called H-polarization and E-
polarization, respectively. Again, similar to the 1D case, the mode is divided into two 
parts: an envelope function that has the same periodicity as the original lattice, and an 
exponential term with the characteristic 2D wavevector of the mode. The reciprocal 
lattice vectors K1 and K2 are the k-domain counterparts of the lattice vectors (i.e., a1 and 













The reciprocal lattice vectors can be formally deriv d from the lattice vectors for a three-



























= πππ 222  (2.18) 
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For the special case of two-dimensionally periodic structures in the x-y plane, the 
reciprocal lattice vectors can be calculated simply by assuming a virtual periodicity with 
ẑ=3a  in the third direction. 
 
 
Figure 2.5. (a) A square lattice geometry and (b) an arbitrary general lattice geometry are 
shown schematically. The two lattice vectors of each l ttice and their corresponding 
primitive unit cells (dashed) are depicted in these figures. 
 
The mode properties of a periodic structure in the k-space are periodic with 
periods being the reciprocal lattice vectors (as already seen for the special case of 1D 
periodic structures). To prove this claim, starting from the general form of the mode, we 
have 
])(exp[)exp()()exp()()( rKkrKrrkrr iikkk ⋅+−⋅=⋅−= jjujuφ .  (2.19) 
Let us define )exp()()( rKrr ikKk i ⋅=+ juu ; it can be readily verified that 
)()exp()()exp()exp()()( rrKraKrKarar
ii KkikiiiikiKk ++




=⋅+−= φφ ju ; (2.21) 
in other words, the points differing by multiples of reciprocal lattice vectors in the k-








For calculating the band structures, several methods, including PWE and FDTD 
(with the same principles discussed for the 1D structures), can be used. To be concise, I 
only describe the PWE technique here in more detail. The analysis starts again with 














Knowing that the reciprocal lattice vectors K1 and K2 express the periodicity of 





~)( , rKKr 21kk . (2.23) 




~)( , rKKkr 21kkφ . (2.24) 
This is the general form of the solution for the modes of this periodic structure. In what 
follows, I will consider the cases for E- and H-polarizations separately. For both cases we 
assume that the x-y plane is the plane of the periodicity and the z direction is 
perpendicular to this plane (i.e., the medium has no variation in the z direction). 




~)( rKKr 21εε . (2.25) 
2.1.3. Plane wave expansion for PC modes with E-polarization 





)( rKKkr 21 , (2.26) 
and from Helmholtz equation, we have 
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2 =+∇ zz EkE rε . (2.27) 
Thus, 
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If we create a vector S of the coefficients of the electric field expansion, mnS
~
’s, we can 






= , (2.31) 




















][A . (2.32) 
Note that in these relations, the same indexing used to create the vector S (i.e., I=I(m,n)) 
is also used in the coefficients matrix. Solving the eigenvalue problem in Equation (2.31) 
gives us the frequencies of the PC modes ( 000 εµω k= ) corresponding to a given 
wavevector k. Furthermore, the eigenvector corresponding to each igenvalue (calculated 
by standard methods of solving eigenvalue problems) represents the coefficients of the 
Bloch expansion of the mode. 
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2.1.4. Plane wave expansion for PC modes with H-polarization 





)( rKKkr 21 , (2.33) 










Using the vector identity 
 FFF ×∇−×∇=×∇ fff )( , (2.35) 
we can rewrite Equation (34) as 









Now, using the vector identity 
 ( ) ( ) zzz HHH 2∇−⋅∇∇=×∇×∇ , (2.37) 
and noting that 
 ( ) ( ) 01
0
=⋅∇=⋅∇ zz BH µ
, (2.38) 
we obtain 









For simplicity also, we define 



























































































Similar to the E-polarization case, we can define a vector U of the coefficients of the 
magnetic field expansion, mnU
~
’s, and represent these relations in matrix form as 
 U]U[A 20kTM = , (2.44) 
which is a standard eigenvalue problem with  



















The same procedure can be readily followed to analyze three-dimensionally periodic 
photonic crystals, noting that the vectorial nature of the fields in the 3D case should be 
preserved.  
The two-dimensional dispersion of a 2D periodic structure can be represented by 
the dispersion relation ),( yx kkωω =  in the two-dimensional k-space. Knowing from 
Equation (2.21) that this information is redundant in he k-space, we can limit ourselves 
to one unit cell in the k-space, and by periodically repeating this data (using the 
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reciprocal lattice vectors) the entire band structure can be reconstructed. This unit cell 
region of the k-space is called the first Brillouin zone of the band structure. Figure 2.6 
shows the band structure of a square lattice photonic crystal of cylindrical air holes in Si 
in the k-space in the form of iso-frequency contours (i.e., contours of 0),( ωω =yx kk ). 
Using other symmetries in the structure (e.g., 90° rotation symmetry and mirror 
symmetry in the square lattice with circular holes in Figure 2.6), it can be seen that the 
highlighted region in Figure 2.6 (marked by dotted borders) is sufficient to represent the 




Figure 2.6. Band structure of a square lattice photonic crystal of air holes (with r/a=0.35) in Si 
(with 4.11=rε ) for H-polarization is shown in the form of iso-frequency contours. The first 
Brillouin zone of the structure is marked by the dashed lines. It can be observed that by repeating 
the first Brillouin zone in the principal lattice directions (the x and y directions) the entire band 
structure will be generated. 
  
The boundaries of the reduced Brillouin zone of the band structure are usually the 
points with the strongest effect of periodicity. Asa result, to investigate the properties of 
the modes, usually only the dispersion of the 2D PC along these boundaries is studied.  
Figure 2.7 shows an alternative representation of the band structure of a 2D PC as in 
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Figure 2.6, calculated over the boundary of the reduc  Brillouin zone. Note that these 
boundaries for a square lattice PC are usually marked with the crystallographic lattice 
directions Γ, M, and K, as shown in Figures 2.6 and 2.7. 
In the band structure as shown in Figure 2.7, it can be observed that there are 
frequency bands, in which no electromagnetic mode is allowed. These frequency bands 
are called 2D photonic bandgap (PBG) in analogy with the concept of electronic 
bandgap. The existence of the PBG is one of the most important properties of the 
photonic crystals. Photonic crystals in their PBG have been proposed to achieve tight 
confinement of light in photonic crystal waveguides (PCWs) and photonic crystal 
cavities. They have been also proposed in this range for suppressing spontaneous 
emission. 
 The representation of band structure over the boundary of the irreducible 
Brillouin zone as depicted in Figure 2.7 is useful in PBG applications of photonic 
crystals, in which the existence and the location of PBG is of main interest. In dispersive 
applications of photonic crystals, however, such representations are of little use. Instead, 
a more complete visualization of the band structure in the form of iso-frequency contours 
in k-space (as shown in Figure 2.6) conveys more information about the dispersive 
properties of PC modes. A more complete (but harder to interpret) representation of 
photonic band structure is the direct three-dimensional plot of the frequencies of the 
modes in the k-space (which is the direct extension of the conventional dispersion plot in 
1D structures). Figure 2.8 shows such visualization of the band structure for the first two 
E-polarized PC bands of a square lattice PC of circula  air holes (with r/a = 0.34) in a 
dielectric with relative permittivity of εr = 9.1 (same structure as in Figure 2.7). Note that 
the bands are shown only in the first Brillouin zone and the bands in the rest of the k-
space can be found by repeating these bands periodically. Furthermore, note that in this 
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case the second photonic band is the extension of the first band folded back into the first 
Brillouin zone, and as a result its dispersion is considerably different from that of an 




































Figure 2.7. Band structure of the 2D square lattice PC, similar to the one in Figure 2.6, with r/a = 
0.34 and relative permittivity εr = 9.1 is calculated and plotted over the boundary of the reduced 
Brillouin zone for (a) E-polarization and (b) H-polarization. Photonic bandgap regions are shown 
by yellow strips. Normalized frequency is defined as a/λ in this figure, where a is the lattice 












Figure 2.8. Band structure of E-polarized modes of a 2D square lattice PC similar to the one in 
Figure 2.7 (with r/a = 0.34 and relative permittivity εr = 9.1) is calculated and plotted over the 
2D k-space. (a) The first photonic band (with lowest frequency) and (b) the second 
photonic band are depicted. In both cases, corresponding iso-frequency contours in the 
2D k-plane are also plotted. 
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2.2. Structure of Modes in Planar 2D PCs 
A more feasible implementation platform is a slab-type PC structure in which the 
light is confined in a slab of a dielectric material (with relatively large permittivity) and 
the slab is patterned by a periodic array of holes. In these structures, confinement in the 
vertical direction (normal to the plane of the slab) is achieved by total internal reflection, 
similar to unpatterned slab waveguides [58-59]. Figure 2.9(a) shows such confinement in 
a periodically patterned slab. The slab-type implementation of PC structures [60-69] is 
advantageous over other platforms since it is compatible with available well-developed 















Figure 2.9. Confinement and leakage in a slab-type photonic crystal are schematically 
represented. (a) Solid arrows show confinement by total internal reflection in the slab. (b) In a 
periodically patterned slab, at higher frequencies, the periodicity wavevector of the photonic 
crystal, KPC, can couple the modes of the structure to wavevectors that are no longer confined by 
total internal reflection (shown by dotted arrows); these photonic crystal modes are not confined, 
and their propagation in the slab-type PC involves propagation loss caused by leakage to the 
substrate or cover regions.  
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Depending on the frequency of light, the periodicity wavevector of the photonic 
crystal may couple the light to the propagating modes of the substrate and/or cover 
regions, as shown in Figure 2.9(b). In this case, th  wave “leaks” to the outside of the 
slab, and propagation loss is relatively large. To ensure confinement of light in the slab 
region, it is essential that all of the Bloch components generated inside the slab have 
tangential wavevectors that are larger than the amplitude of the wavevectors in the 
substrate and cover regions. The region that does nt satisfy this condition is usually 
marked out of the band structure, since it cannot be used for low-loss manipulation of 
light in photonic crystals. The border line that separates confined modes from those that 
are not confined is usually referred to as the light line. 
In 2D and symmetric slab-type structures, photonic crystal modes can be 
separated into two groups of orthogonal polarizations [65], i.e., transverse electric (TE) 
modes and transverse magnetic (TM) modes; in these ca s, usually the band structures 
of these two sets of modes are studied separately (since either set of modes can be 
selectively excited and used for the operation of photonic devices). In asymmetric slab-
type photonic crystal structures, these sets of modes are not pure, and in general, one 
needs to consider all the hybrid modes. However, there are cases in which the definition 
of TE-like and TM-like modes applies to these structures, and a single dominant 
polarization for the range of operation can be considered [65,70]. Note that the 
convention based on which TE and TM polarizations are defined has been different in 
some reports for 2D and planar structures. To avoid c nfusion, throughout this work, TE 
is defined as the case with dominant magnetic field in the direction perpendicular to the 
plane of periodicity in a slab-type structure. In 2D structures, the term H-polarization is 
used for the same case (highlighting the fact that e magnetic field has a single 
component perpendicular to the plane of periodicity). Similarly, TM and TM-like 
polarizations have a dominant electric field in thedirection perpendicular to the plane of 
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periodicity in a slab-type structure, and will be rferred to as E-polarization in 2D 
structures. 
For the analysis of the mode structure in slab-type PCs, the direct method is to 
simulate the complete 3D structure using either FDTD [57], or plane-wave expansion 
(PWE) using the supercell method [65]. Both these approaches require relatively large 
memory and involve intensive computations. An approximate (yet efficient) approach for 
faster simulation of slab-type PCs is the use of effective index. In the effective index 
simulations, the dielectric confinement in the direction normal to the interfaces of the slab 
(or the plane of periodicity of the PC) is neglected, and instead, an effective index 
(corresponding to this confinement) is used for the dielectric region. Therefore, the slab-
type PC problem is reduced to a 2D PC structure that can be readily solved using any of 
the standard approaches [71].  
The modes of these structures in principle are slab-type modes (i.e., the modes of 
an unperturbed slab structure) that are modified because of the in-plane periodicity. The 
effect of periodicity appears as band folding (which in some cases results in band 
crossing, and possibly mode splitting in that vicinity) and band deformations. These 
effects are in nature similar to what we see in 2D PC structures, with the main difference 
being that the original unperturbed modes of the structure are the modes of a slab 
waveguides, and that the range of operation is restricted to the confined modes below the 
substrate light cone. 
The main design consideration is the proper choice f the thickness of the slab 
relative to the lattice constant of the PC. For PBG applications, usually the thickness of 
the slab is chosen in a way to maximize the gap (which is the useful range of operation in 
these applications). However, if we are considering the PC for propagation of the beam, 
maximizing the PBG may not be the best criterion. I general, as the ratio of the 
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thickness to the lattice constant increases, the modes are shifted to lower normalized 
frequencies, and therefore, a larger portion of the band structure lies below the light cone 
(this is an advantage, since parts of the band structure above the light cone are not 
confined and thus, cannot be used despite their possibly attractive dispersive properties). 
On the other hand, for larger normalized thickness the structure becomes multimode in 
the range of interest. Figure 2.10 shows these trends by comparing the band structure of 
four different photonic crystals. 
In the calculations for Figure 2.10, a 3D PWE technique incorporating a supercell 
is used to find the modes of the structure. The sizof the supercell in the vertical z 
direction (i.e., the direction perpendicular to theplane of periodicity) is chosen to be 12 
times the thickness of the slab region to ensure optical isolation. Also, in these 
simulations 19 orders in the z direction were retained for acceptable representatio  of the 
actual structure. Note that in practice, the thickness of the film layer is mainly dictated by 
the availability of the wafers, and the other parameters of the PC have to be chosen 
accordingly.  
2.3. Propagation Effects 
 The main phenomena of interest in applications based on the dispersive properties 
of PCs are the effect of propagation on the spatial profile of an optical beam and the 
dependence of these propagation effects on the wavelength of the optical beam. The main 
propagation effect in ordinary bulk media is the diffraction effect and most conventional 
device concepts rely on the effects at the interfacs of regions with different refractive 
indices. However, in photonic crystals the optical material shows a variety of unique 
dispersive properties with direct impact on the profile of an optical beam propagating 
through this structure. In what follows, a brief background on the approach for 
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understanding these effects is provided, and then, some of unique dispersive properties of 
PCs are surveyed. 
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(c)      (d) 
Figure 2.10. Band structures in the in-plane ΓM direction for a square lattice of air-holes with r/a
= 0.3 in SOI wafers are shown. The thickness of the film Si layer in all cases is h = 220 nm, and 
the results are related to (a) Si film on oxide with h/a = 0.4, (a) Si film on oxide with /a = 0.7, 
(c) undercut Si with h/a = 0.4, and (d) undercut Si with h/a = 0.7. The dashed line shows the light 
line (for the substrate or air) and is the border for confined modes. 
 
 Propagation effects for a monochromatic beam propagating inside a dispersive 
medium can be understood by drawing an analogy between the resulting effects and those 
caused by the propagation of a pulse through a dispersive medium in the time domain. 
The already well-developed analysis tools developed for the propagation of an optical 
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pulse in time-domain (e.g., those presented in [72]) can be readily extended to the space 
domain. In this analogy, the time is transformed to the coordinate along which the beam 
profile is monitored, as shown in Figure 2.11. Each spatial spectrum component 
(characterized by a wavevector, k) has a specific direction of propagation that is governed 
by the direction of group velocity of that component. This direction corresponds to a shift 
in the space domain in the output plain in analogy with the time-delay in the temporal 
(i.e., shift along time coordinate) counterpart. Note that the wavelength dependence in 
investigation of dispersive effects in space is more elaborate compared to its time-domain 
counterpart. Even though at each specific wavelength the nature of the propagation in the 
time and space domains are similar, there are a variety of unique concepts and 
phenomena when the difference between different wavelengths for the propagation 
effects in the space domain is considered.  
 
 
Figure 2.11. Analogy between beam propagation effects in the time domain (top) and in the space 
domain (bottom) is graphically illustrated.  
  
In the applications based on the dispersive properties of PCs, the periodic 







above for an optical beam propagating through the potonic crystal structure [73]. By 
changing the material properties through patterning the material, a wider range of optical 
properties in integrated optical platforms will become available. Access to the materials 
with different optical properties (e.g., different diffractive index) in this fashion is 
achieved with the conventional microelectronic fabrication technology, and as a result, it 
eliminates the need for material growth or other sophisticated processes to bring the 
optical material property of interest to the integrated platform. Furthermore, by 
engineering the PC modes through fabrication, some dispersive properties can be 
achieved that have no counterpart in ordinary bulk optical materials. Therefore, this 
approach brings up the opportunity to manipulate optical properties of the material and to 
develop “synthetic” optical materials with dispersive properties of interest, relying only 
on the well-developed fabrication technologies. 
In specific cases, when the period of the PC lattice is much smaller than the 
wavelength of the light (i.e., working in the first photonic band, away from the band 
edge), an effective medium theory [74] can be applied to analyze the properties of the PC 
structure. In the effective medium approximation, the PC region can be replaced by a 
bulk material with an average index that imitates the band structure of the periodic 
structure. In more elaborate cases (e.g., in the vicinity of the gaps or at higher photonic 
bands) at which the dispersion effects are stronger, a simple effective medium theory is 
not applicable anymore, and a more careful treatment is eeded, which will be discussed 
in the next chapter.  
2.3.1. Super-collimation 
One of the first proposed applications of the disper iv  properties of photonic crystals 
was the possibility of optical beam propagation with l tle or no diffraction through a 
photonic crystal region. This property of photonic crystals has been investigated by 
several groups [31,28,36,75-76], and is proposed along with unique reflection properties 
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[77-78] for routing the signal through an integrated platform. Specifically, the possibility 
of routing the signal with no “physical” guiding boundaries and the opportunity to 
achieve beam crossing with no cross-talk make the photonic crystal in super-collimation 
regime a viable candidate for signal routing in optical interconnects [79].  
Flat regions of the band structure, a typical example of which is shown in Figure 
2.12, are used for this purpose. In these regions, propagation of a beam from input to 
output in the PC structure showing super-collimation property adds the same spectral 
phase to all spatial-spectrum components of the beam; therefore, the optical beam is not 





























































































Figure 2.12. Band structure of a rotated square lattice slab-type PC structure of air-hole in Si in 
the form of iso-frequency contours in the 2D in-plane k-space is shown. The inset shows the 
lattice structure and the definition of coordinates (with r/a = 0.30 in this structure). The lattice 
constant, a, is the distance between the centers of the closest neighbor holes, and the numbers 
marked on the contours are the corresponding normalized frequencies, a/λ. The shaded region is 
the range of band structure with super-collimation property (i.e., with small diffractive 
broadening effects). 
 
The idea has been also combined with other properties of PCs for more functional 
devices. For example, the difference between the dispersion of two PCs in this range has 
been used to realize a dispersive integrated beam splitter [128]. It should be noted that the 
super-collimation property of the photonic crystals occurs in a limited bandwidth, and 
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that bandwidth (along with the corresponding spatial bandwidth of the beam) should be 
considered for successful implementation of the idea in different applications.   
 
2.3.2. Negative refraction 
Because of band folding effects, it is possible, for certain ranges of excitation, to 
have the refracted beam inside the photonic crystal structure on the same side as the 
incident beam coming from a bulk medium, as shown in Figure 2.13. Such an effect is 
referred to as negative refraction, but it should not be mixed with negative refractive 
index material with negative permittivity and negative permeability, as the physical 
origin of the effect is different.  
Negative refraction in photonic crystals is closely related to the interface of the 
photonic crystal used for excitation. In other words, at a certain excitation condition light 
can be coupled to a PC mode with a direction of group velocity showing negative 
refraction. In that sense, negative refraction condition in photonic crystals is associated 
with the direction of group velocity of PC modes compared to that of a plane-wave in the 
bulk incident region for a specific interface of the photonic crystal. Note that the 
propagation of the PC mode inside the structure (apart from excitation) is then the 
ordinary propagation of a Bloch mode in a periodic structure. The idea of negative 
refraction in photonic crystals was used for realization of an open cavity structure [23]. It 
has also been used for isolation of signal from unwanted contributions in a photonic 
crystal demultiplexer [80]. Note that the term “negative refraction” is also used in the 
optical community in the context of imaging, but the term in those cases in fact refers to 




Figure 2.13. The positive and negative refraction properties in a PC are schematically 
demonstrated. 
 
2.3.3. Negative diffraction 
One of the unique properties of photonic crystals is the propagation effects for 
optical beams inside the periodic structure. It can be shown [31] that the diffraction of the 
envelope of an optical beam inside the photonic crystal is governed by the curvature of 
the band structure at the operation point (which is defined by the wavelength and the 
direction of propagation). Therefore, the diffraction properties of the beam propagation in 
photonic crystals can be controlled to have the desired features by designing the PC 
structure, i.e., by changing its properties (e.g., lattice type, size of the holes, shape of the 
holes, etc.) or by choosing the proper point on the band structure. In particular, operation 
at a point on the band structure with curvature of the band negative to that of ordinary 
bulk media exhibits the negative diffraction effect. Using negative diffraction at a certain 
propagation length, it is possible to compensate the propagation effects (e.g., diffractive 
beam broadening) caused by propagation in an ordinary bulk material (with a normal 
“positive” diffraction effect). Figure 2.14(a) schematically shows the diffraction 
compensation by negative diffraction effect inside a PC structure. The diffraction 
compensation effect has been discussed in the context of one-dimensional PC structures 
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[81], and its effect for focusing the optical beams has been investigated and discussed in 
detail in several reports [31,82-83].  
Figure 2.14 shows the results for the propagation of a E-polarized Gaussian beam 
(a/λ=0.30) through a two-stage PC structure composed of two square lattices of air-holes 
in Si with r1/a = 0.40 and r2/a = 0.35 with the same lattice constant, as shown in Figure 
2.14(b). The first PC region has a positive diffractive index. Thus, the propagation 
through the first PC region results in diffractive b am broadening. The resulting beam 
then enters the second PC region, which is designed to have a negative diffractive index. 
As a result, the diffraction effects in the second region, after some propagation length, 
cancel those introduced by propagation through the first region. The variations of the 
beamwidth of the Gaussian beam in the first and the second PC regions are shown in 
Figures 2.14(c) and 2.14(d), respectively. As seen in Figure 2.14, the original beamwidth 
is retrieved at y=y2 using the propagation in the second PC. Further propagation in the 
second region adds more quadratic phase, which broadens the beam again. The negative 
diffractive index is related to the negative curvature of the bands of the PC, and can occur 
in both positive and negative refraction regimes. 
The possibility of coupling evanescent components of an optical source to 
photonic crystal modes and transferring them to the output brings about the opportunity 
to perform imaging with resolutions beyond the diffraction limit. This topic has been 
subject to detailed investigations because of its potentially useful and significant 
applications, and proof of principle demonstrations have shown some of its capabilities 




(a)           (b) 
 
   (c)      (d) 
Figure 2.14. (a) The negative diffraction effect and diffraction compensation in a PC are 
schematically demonstrated. Beamwidth behavior is plotted for a Gaussian beam propagating in a 
two stage PC structure. (b) Beam variations inside the structure are illustrated. (c) Beamwidth in a 
square lattice of air-holes in Si (r1/a = 0.40), and (d) beamwidth of the resulting beam from (b) in 
a square lattice of air-holes in Si (r2/a = 0.35) are plotted. The initial width of the Gaussian beam 
entering region 1 at y=0 is 20λ, and a/λ = 0.30 and E-polarization are considered. 
 
2.3.4. Superprism effect 
One interesting property of photonic crystals is their ability to spatially separate 
different wavelengths, similar to what a prism does. This phenomenon, called the 
superprism effect, arises from two facts. First, the dispersive properties of the PCs can be 
much different from those of the incident region; hence, incident waves with slightly 
different properties (e.g., small difference in wavelength) can excite much different PC 
modes inside the periodic region. Second, the direction of propagation of the optical 
beams inside the PC is governed by the direction of gr up velocity of the corresponding 
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PC mode. Photonic crystals can show strong (spatial) d spersion, in other words, the 
direction of group velocity can vary significantly in these structures, which can result in 
large angular dispersion (i.e., large change in the angle of group velocity when changing 
the wavelength) that leads to much stronger spatial separation of different wavelength 
channels compared to a conventional prism that relies on material dispersion. The overall 
concept is schematically shown in Figure 2.15(a). Figure 2.15(b) shows the region on the 
band structure with a strong superprism effect in a 45°-rotated square lattice PC. The 
superprism effect can be used to achieve spatial separation of different wavelength 
components of an incident beam in a photonic crystal. 
 
   
(a)      (b) 
Figure 2.15. (a) The superprism effect in a PC is schematically demonstrated. (b) In-plane band 
structure of a 45°-rotated square lattice PC structu e on an SOI wafer is shown. The inset shows 
the lattice structure and the definition of coordinates (with r/a = 0.30 in this structure, a being the 
lattice constant), and the color coding of the contours represents the corresponding normalized 
frequencies, a/λ. Two PC modes excited by a plane wave coming from the unpatterned slab at an 
angle of 15° are shown on the band structure. The dashed arrows show the tangential wavevector 
of the excitation wave along the interface, and the solid arrows show the group velocity directions 
of the modes excited inside the PC structure. 
 
Kosaka et al. suggested the potential behavior based on anomalous dispersion 
property of photonic crystals [39] and proposed a highly sensitive phenomenon, named 
the superprism effect, for wavelength demultiplexing applications [35]. The basic theory 
has been developed based on the group velocity direction and its relation to the PC band 























has been demonstrated with good agreement with the theory [37]. Also, some of the 
implementation issues and basic limitations and considerations of superprism-based 
demultiplexers have been addressed and discussed [86-87]. 
The idea of using the PC superprism effect for wavelength demultiplexing was 
discussed and experimentally demonstrated [22,88-94, 0] by different groups in different 
operation ranges. An alternative approach, making use of the phase velocity of the 
photonic crystal modes, has also been proposed for improved performance of photonic 
crystal demultiplexers [95-97]. 
 
2.3.5. Slow light propagation 
The distributed resonance effect (i.e., continuous inter-coupling of Bloch orders) 
results in a slow-wave property in the vicinity of photonic mode gaps. Intuitively, this 
effect can be related to multiple reflections of light (at a working region close to the 
Bragg condition) inside the structure during propagation, as schematically shown in 
Figure 2.16. Such a property makes photonic crystals a good candidate for a slow-wave 
structure with several potential applications like d laying light and field amplitude 
enhancement for nonlinear optical applications. Even though this effect has not been 
directly used to slow down light in practical applications, the resulting improved density 
of states has been used in applications such as band-edge lasing [24-25]. 
 
 
Figure 2.16. Multiple reflections of light in a PC structure are schematically shown. The 
distributed resonance effect in this structure results in lower effective group velocity values and 
enhanced field amplitudes. 
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CHAPTER 3 
ANALYSIS TOOLS FOR DISPERSIVE APPLICATIONS OF 
PHOTONIC CRYSTALS 
 
 New device concepts that emerge from the unique dispersive properties of 
photonic crystals and new demands for applications ari ing from those concepts need 
new tools for efficient modeling of these structures. In developing such analysis tools, it 
is of particular importance to have a method that, in addition to direct analysis of the 
structure (i.e., finding the solution for a particular case), provides us with some insight on 
the physics of the problem. Such an insight is crucial in the design process, where 
solutions and modifications for specific goals are desired. 
The analysis of photonic crystal structures for their dispersive properties is 
inefficient using direct electromagnetic wave simulators that use numerical techniques 
such as FDTD method [57], time-domain beam propagation method (TD-BPM) [98], or 
Multiple Scattering Technique (MST) [99]. The reason is that the required size of the 
structure for observing the desired dispersive effects is relatively large; however, there 
are sub-wavelength variations in the material propeties that require a fine simulation 
grid. Thus, there are intensive memory, computation and time costs in direct simulation 
of the structure. Spectral methods based on modal expansion of the field are 
advantageous for the analysis of these structures [100]. The reason for modal approaches 
(based on the properties of the modes) being more efficient in modeling these devices is 
that they eliminate the unnecessary calculations for the simulation of the beam 
throughout the structure and limit it to the input and output planes. There are still 
potentials to simplify the analysis since in most practical applications only the envelope 
of the beam (not its exact profile calculated in modal approach) is needed. In particular, a 
diffractive index model can be used [31] to analyze beam propagation effect inside 
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photonic crystals using simple geometrical optics methods; furthermore, this approximate 
method gives insight into the beam propagation process and will be helpful to avoid a 
mass of computations for each particular case.  
In this chapter, I will investigate these propagation effects inside PCs using modal 
expansion and derive a simple (approximate) diffractive index model for the applications 
mentioned before. I will show that diffractive index model only requires numerical 
simulation for the calculation of band structure, which is typically performed by 
analyzing only a unit cell of the PC. After finding the diffractive index, the propagation 
of electromagnetic waves inside the PC can be analyzed using the well-known analytic 
formulas for bulk media. Thus, the diffractive index model proposed here reduces the 
computation time for the analysis of electromagnetic wave propagation inside PCs by 
several orders of magnitude. Using this model, I will also explain how diffraction control 
devices can be implemented by designing proper PC structures. 
3.1. Modal Approach 
 The most common method for analyzing propagation effects is to use modal 
approach. In this method, the signal is expanded ovr the modes of the structure and 
knowing the propagation properties of each mode and by superposition of the modes after 
propagation at the output, the resulting signal is found. The only requirement for validity 
of this process is the validity of mode expansion and superposition, which is satisfied in 
linear systems. This approach can be used to analyze the propagation effects in photonic 
crystals as well, as schematically demonstrated in Figure 3.1.  
 To briefly formulate the relations, the beam profile at the input plane, p1(x), and at 


















22 ),()()( kk , (3.2) 
in which, the integration over kx covers the spatial spectrum of the beam in the transverse 
direction, and the summation represent all modes of the photonic crystal structure (both 
real and complex) for each kx. The weight function, )(ka , is the amplitude of each mode 
excited at the input and is found by mode matching of the input beam to photonic crystal 
modes. Note that in this representation the propagation effects are included in properties 
of each mode (through kf  functions), and these propagation effects can be found simply 
by referring to the Bloch theorem for PC modes which states that 







Figure 3.1. The operation principle of the modal approach for the analysis of beam propagation in 
PCs is demonstrated. The input beam is expanded over photonic crystal modes, and the resulting 
output beam is found using the same expansion and by including the propagation effects of each 
of the constituent modes. 
 
 For the actual implementation of this method, all PC modes are found using one 
of the standards methods for PCs (In this work, I have used PWE technique; see 
Appendix B for calculation of PC modes at a certain frequency and for a given transverse 
 43 
wavevector). However, direct application of modal approach suffers limitations in 
practice, since it requires finding all eigenvalues and eigenmodes of the structure. This 
process of finding the modes and projecting the input signal on them can still be 
computationally intensive in practice. Figure 3.2 shows the calculated beam profiles at 
different propagation lengths inside a square lattice 2D PC (air holes in Si, r/a=0.4) for an 
E-polarized input Gaussian beam. As it can be observed from Figure 3.2, the exact beam 
profile has fine spatial features that are related to the microscopic variations of the beams 
in the inhomogeneous PC region (through dielectric regions and hole regions of the PC). 
Such exact solutions of the beam profile at the output are not needed in most practical 
cases. In the following sections, I will introduce further simplifications for the analysis 
tools to reduce the computations by focusing only o the envelope of the beam which is 
the main characteristic of interest in most dispersiv  applications of PCs. 
3.2. Envelope Transfer Function 
 Knowing that the envelope of the beam is of main interest in dispersive 
application of PCs, we can model the propagation effect inside the PC as an input-output 
system, with envelopes of the input and output beams being the signals through these 
systems. For simplicity, the structures we consider h re are two-dimensional photonic 
crystals and the optical beams are at one of the orthogonal E- or H-polarization (with 
electric or magnetic field perpendicular to the plane of periodicity, corresponding to TM 
and TE polarizations in planar 2D PCs, respectively). Also, we limit our discussion to in-
plane propagation effects that can be either in a 2D photonic crystal or a slab-type planar 
photonic crystal. Nonetheless, it can be shown that a similar treatment can be used for 
other periodic structures as well. For generality, we represent the field as f, which can be 
the transverse component of either the electric field or the magnetic field inside the 
structure. Using Bloch theorem, a photonic crystal mode corresponding to the wavevector 
yx kykx ˆˆ +=k  in its plane-wave expansion representation can be written as 
 44 







),( . (3.5) 
 









Coordinate normal to propagation (normalized to wavelength) 























Figure 3.2. Beam profiles are plotted for a Gaussian beam normally incident on a square lattice 
PC (air holes in Si, r/a=0.4) at different propagation lengths inside the PC (E-polarization at 
a/λ=0.3). 
 
  We assume, as shown in Figure 3.3, that the input beam excites PC modes around 
point O in the band structure. We define ξ and η as the coordinates in the directions 
tangent and normal to the constant frequency contour at point O (Figure 3.3). Thus, the 
direction of group velocity (or wave propagation) at point O is along the η direction. 













Assume we have an initial distribution )(1 up  along the u-axis inside the PC. We can 














































θθθ . (3.8) 
The details of these derivations are presented in [31]. Note that the spectral content is 
assumed to be band-limited around 0xk , in that sense, the actual spatial profile of the 
beam (excluding the phase term) is determined by )()(ˆ 0xkkAkA += . To find the 
envelope of the beam distribution, only the low frequ ncy portion of )( 01 xkkP +  should 
be kept. For the low-frequency portion of the signal, if the signal is band-limited to 
]2sin,2sin[ 00 θθ uxux KkKk +− , we can eliminate the terms with 0≠m  in Equation 
(3.8). The spectrum of the envelope of the beam profile (excluding the phase term), 
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])(exp[)()(ˆ 2002002 . (3.10) 
If y2-y1=2πl/Ky, then 
 )])((exp[)(ˆ)(ˆ 12012 yykkjkkPkP xy −+= , (3.11) 
which means that the effect of propagation from y=y1 to y=y2 can be represented as a 
phase change in the spatial spectral domain similar to plane-wave-type propagation with 
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propagation constant yk . Thus, the main effect of propagation in PCs is the phase 
variations of PC modes from initial plane to the observation plane.  
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(a)      (b) 
Figure 3.3. (a) The interface of a PC with a homogeneous incident region (with refractive index 
n1) is shown and the corresponding parameters are introduced. α is the angle of incidence and θg0 
is the angle of group velocity inside the PC region c rresponding to the main component of the 
incident beam. (b) Relevant wavevectors corresponding to the incident wave and the PC mode are 
depicted. 
 
Based on the derivations given above, we can write the transfer function for the 









kH y −== , (3.12) 
where )( xyy kkk =  is related to kx through the dispersion relation of the structure at the 
constant temporal frequency of the beam. The relation is exactly the same if we monitor 
the propagation in a bulk medium. Based on this similarity, we extend the relation for a 
beam propagating in the bulk medium along the η direction (Figure 3.3) to the photonic 
crystal case, and write the propagation relation for the beam propagating along the 













kH , (3.13) 
in which η and ξ are the coordinates along the directions parallel nd normal to the 
direction of propagation, respectively, as shown in F gure 3.3. )( ξkH  is the envelope 
transfer function describing the evolution of the env lope of the beam in propagation 
through a periodic structure. 
In Figure 3.4 the results for the exact simulation of the properties of a Gaussian 
beam incident on a square lattice photonic crystal at different propagation lengths inside 
the PC region are compared with those calculated using the envelope transfer function. It 
can be observed that the approximate model represents the envelope of the beam inside 
the structure with very good accuracy.  
3.3. Diffractive Index Model 
Using the envelope transfer function, the analysis of evolution of the envelope of 
the optical beams inside photonic crystals reduces to a standard spectral-domain analysis. 
We can further simplify the problem based on its analogy with ordinary bulk media and 
find a diffractive index that describes the diffraction of the optical beams in these 
structures. The importance of such an approximate method is two-fold: on one hand, it 
converts the wave propagation in PC to a conventional case in geometrical optics, and 
enables us to extend and use all the available insight of the ordinary wave propagation 
phenomena to photonic crystals. In addition, by using simple Gaussian beams relations in 
the PC structures, we can find analytical and semi-analytical formulas describing the 
basic properties of the devices under investigation (e.g., cross-talk level, required 
propagation length, …), which are crucial in quantifying the performance of the devices 
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(a)           (b) 
Figure 3.4. (a) Beam profiles (normal to the direction of propagation) for the propagation of a 
Gaussian beam through a square lattice photonic crystal (air-holes in Si, r/a=0.4 at normalized 
temporal frequency ωn=a/λ=0.3) are shown for different propagation lengths (L) inside the PC. 
The field has E-polarization, and the initial beamwidths (at L=0) are 50λ. Solid lines are the 
results of exact simulations using a modal approach (based on PWE technique), and dotted lines 
are those calculated using the envelope transfer function method. (b) The beamwidth variation 
with propagation length inside the PC is shown. Thesolid line is found directly from exact modal 
approach, the dashed line is found by fitting the parameters to Gaussian beam propagation model, 
and the dotted line is the one calculated using the approximate method presented in this chapter.  
 
In transition from the envelope transfer function model to an approximate 
diffractive index model, there is an extra assumption involved that requires the spatial 
spectrum response of the structure (represented by the spectral phase in the envelope 
transfer function) to vary slowly over the range of interest. Knowing that the constant-
frequency contour is smooth around the operation poi t, we can approximate the transfer 
function by the first three terms of its Taylor expansion, 
 { }])()([exp)( 220100 Φ−+Φ−+Φ= ξξξξξ kkkkjkH , (3.14) 
where we have 






























−=Φ . (3.17) 
These terms can be used to describe the beam propagation effects inside photonic 
crystals. The first term in Equation (3.15) is a simple phase change that does not affect 
the shape of the beam. The first-order spectral phase term in Equation (3.16) represents a 
shift in the location of the beam with respect to the selected coordinates as the beam 
propagates through the structure. In other words, it represents the direction of propagation 
of the optical beam inside the structure. The second-order term is related to the chirp 

















−=Φ= . (3.18) 
The chirp parameter is essentially responsible for beam broadening during propagation, 
similar to its time-domain counterpart [72].  
If we define ξη kk ∂∂=Θ , then the angle of the group velocity direction (i.e., 
normal to the constant frequency contour) with respect to the normal to the interface of 
the PC and the incident medium can be written as 
 
)(tan)( 10 ξηξ θθ kkk gg ∂∂+= − . (3.19) 
where 0gθ  is the angle of group velocity for 0ξk , as shown in Figure 3.3. Since 













































−= , (3.21) 
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which suggests that the diffraction property of the m dium depends basically on the local 
value of ξθ kg ∂∂  (or equivalently, the curvature of the constant frequency contour) in 
the 2D k-plane. For a bulk homogeneous medium with refractive index n and free-space 






























= . (3.23) 







 and αcos01knkt =  ( tk  is the component of the 
incident wavevector that is parallel to the interface, as shown in Figure 3.3), Equation 
(3.23) can be rewritten as 

















= , (3.24) 
in which subscript “0” is used to emphasize that these values are local values calculated 
at the point for which Taylor expansion is written (i.e., at 0ξξ kk = ). Note that both the 
magnitude and the sign of en  are important. The magnitude determines how much phase 
chirp is added to the beam, and the sign is either positive (positive chirp, as in ordinary 
dielectric media) or negative (negative chirp). The negative chirp has no counterpart in 
the conventional wave propagation phenomena in dielectric medium and can be used to 
compensate the effect of ordinary diffraction. If the assumptions for the above derivation 
are satisfied, the diffractive index model can be us d for describing all the important 
properties of beam propagation inside PCs. This provides better understanding of wave 
propagation phenomena in PCs, and eliminates the ned for massive direct 
electromagnetic simulations. 
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To verify the applicability of the method, we consider the structure shown in 
Figure 3.1. There are two different issues to be justified. First, that the envelope function 
used here is a good representation of the extent of the optical beam inside the photonic 
crystal; and second, that the model accurately describes the behavior of the envelope of 
the beam during the propagation. As a reference of comparison for both cases, we use a 
brute-force method of analysis for the beam inside the structure and compare the results 
with those obtained using our approximate method. In the brute-force method, we use a 
modal expansion for the propagation, and a mode-matching scheme for the interface to 
obtain the transmitted field inside the photonic crystal region.  
The structure we analyze is a two-dimensional square lattice photonic crystal of 
air-holes in Si. The holes have a radius of ar 35.0= , where a is the lattice constant. The 
incident beam has a Gaussian profile (at 30.0a=λ  and with a waist of λ42 0 =w ) and 
is incident from air to the photonic crystal. The polarization of the incident beam is 
assumed to be E-polarized (i.e., electric field parallel to the axis of cylindrical holes). We 
also assume that the interface is parallel to one of the primary lattice directions of the 
photonic crystal. We first calculate the properties of this beam as it propagates through 
the structure using brute-force technique. Figure 3.5(a) shows the beam profiles at the 
initial plane (y=10a) and final plane (y=5000a). Note that the effects caused by the 
mismatch at the boundary are vanished at the initial plane after propagation for ten unit 
cells and the initial field distribution is related solely to propagating modes of the 
structure. In Figure 3.5(b) the envelopes of the field profiles at different propagation 
lengths are calculated and shown using a low-pass filter which keeps only the low spatial 
frequency portion of the beam profile. It can be observed that all these envelope functions 
have Gaussian spatial distribution and propagation in the structure has the same 


































    
 




































(a)       (b) 
Figure 3.5. (a) Field profiles at initial point (y=10a) and final point (y=5000a) are shown. (b) 
Calculated envelopes of beam profiles at different propagation lengths inside the photonic crystal 
structure are shown. These envelopes are in good agreement with those obtained by a diffractive 
index model (with ne=13.5). 
 
To check the validity of the diffractive index model, we first calculate the 
effective diffraction index at different points in the band structure (iso-frequency 
contours in the k-space). Using the diffractive index calculated for the structure analyzed 
in Figure 3.5 (i.e., ne=13.5) and assuming a Gaussian beam propagation, we calculate the 
beamwidth at different propagation distances (L). The band structure of this photonic 
crystal is shown in Figure 3.6(a). We also calculate the beamwidths at different 
propagation lengths using the brute-force simulation and compare the results obtained 
using the two techniques in Figure 3.6(b). As it can be seen from Figure 3.6(b), the 
beamwidth variation has the same behavior as that of  Gaussian beam propagating in a 
homogeneous medium with refractive index of 13.5 [which is the value we obtain using 
Equation (3.23)]. Note that this effective diffraction index (ne=13.5) is much different 
from the refractive index of Si (which is 3.38) and the average refractive index of the 
structure (which is 2.7).  
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  (a)       (b) 
Figure 3.6. (a) Band structure of the square lattice photonic crystal structure under consideration 
is shown in the form of iso-frequency contours in k-space. (b) Variations of the beamwidth during 
the propagation through the structure are shown for both the direct simulation results (solid line) 
and the results obtained by a Gaussian beam approximation and the diffractive index model 
(dashed line). 
 
We repeat the same procedure in a square lattice photonic crystal of air-holes in Si 
(r/a=0.40) with an incident Gaussian beam with a beamwidth of 10λ and E-polarization. I 
have repeated the simulations for different normalized frequencies ( λω an = ) and 
compared the results for the diffractive index and the normalized Rayleigh range obtained 
from the diffractive index model with those obtained by curve-fitting into the data 
obtained from brute-force simulations. The results are shown in Table 3.1. It can be seen 
that the agreement is good and the model is valid for all practical purposes. 
 
Table 3.1. Comparison of diffractive index and Rayleigh range values obtained from 
simulations with those obtained from the diffractive ndex model. 
nω  simen ,  en  λsimz ,0  λ0z  
0.23 1.13 1.17 370 368 
0.24 1.90 1.92 600 603 
0.25 2.29 2.27 720 713 
0.26 2.61 2.63 780 826 
0.27 2.86 2.94 900 924 
0.28 3.13 3.23 1020 1015 
0.29 3.49 3.57 1050 1122 
0.30 4.18 4.17 1250 1310 
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 3.4. Generalized Diffractive Index Model 
There are cases in which either the second-order spectral phase term is very small 
(compensated in propagation through regions with opposite diffraction effects) or higher-
order terms are considerably large (bands deformed drastically from their original 
quadratic forms). In these cases, the effect of higher-order terms comes into the picture 
and results in further beam broadening. Some measurs a e needed to quantify this 
broadening so that they can be used in practical designs. Unlike the second-order case, 
the effect of broadening for higher-order terms is not simply the main lobe of the beam 
profile getting wider. Side-lobes usually appear, and the measure has to change (Clearly, 
the full-width at half-maximum measure does not work anymore). A good measure of 












2 , (3.25) 
where I(x) is the intensity of the beam (amplitude squared). Using this measure, the beam 
size for a third-order spectral phase term is calcul ted and shown in Figure 3.7(a). The 
behavior is very similar to the ordinary second-order spectral phase [31], and this 
similarity suggests that one can assign a corresponding diffractive index to it. A similar 
behavior is seen for the case with a dominant fourth-o der spectral phase as plotted in 































     





























































     


































Figure 3.7. Beam profile and variation of beamwidth versus propagation length are plotted for (a) 
the third-order and (b) the fourth-order spectral phase terms. 
 
If )](exp[)( ξξ kjkA Φ  is the normalized spatial Fourier transform of thebeam 
profile with 
 ∫ =ξ ξξk dkkA 1)( 2 , (3.26) 
the rms-beamwidth of the beam can be found as [72] 
 ∫∫ Φ′+′= ξξ ξξξξξ kkrms dkkkAdkkAw 2222 )()()( , (3.27) 
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in which )( ξkA′  and )( ξkΦ′  are the first derivatives of )( ξkA  and )( ξkΦ  (with respect 
to ξk ), respectively. To analyze the beam propagation effects, we assume that the 
amplitude of each spectral component of the beam remains intact (which is valid if there 
is no loss, no gain, and no coupling between modes in the system). The spectral phase 
term )( ξkΦ  is caused by the spatial dispersion during propagation of the optical beam. 
















kA , (3.28) 
entering a material with second-order spectral phase 22)( ξξ kbk =Φ  and length L, the 




































where ( ) 12202 −= ξη dkkdkne  is the diffractive index as defined in the previous section. 















wwrms , (3.31) 
with 2202002 wnkz e=  being its effective Rayleigh range.  
Equation (3.31) represents the variation (or broadening) of the size of a Gaussian 
beam in an ordinary medium. This equation also governs the size of the output beam in a 
conventional PC demultiplexer. There are cases, however, that either because of 
diffraction compensation the second-order effect is canceled out, or because of strong 
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spatial dispersion, higher-order diffraction effects are important. Thus, to calculate the 
output beam size in such structures, we need to use the third-order spectral phase term 
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ξη+= . (3.34) 
We can define 





= ξη , (3.35) 















wwrms . (3.36) 
This is in an exact analogy with the second order form given in Equation (3.31). Based on 
this analogy, we can define the third-order Rayleigh range as  
 203003 2
1
wnkz e= , (3.37) 
to define a third-order diffractive index as 









ne . (3.38) 
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The beamwidth behavior inside the structure follows the same behavior as in the 
ordinary second-order case, with one major distinctio  hat the third-order diffractive 
index ( 3en ) depends linearly on the beam waist (02w ) and inversely on the third-order 
curvature of the bands. Figure 3.8 shows the beam profiles calculated in a 45°-rotated 
square lattice PC (air holes in Si, r/a=0.40) using a direct modal approach compared to 
that found using a third-order diffractive index model. In this case, the setup is chosen 
such that the second-order diffraction has no contribution at the output screen (the 
second-order contributions from the incident bulk region and the PC region cancel out 
each other). It can be observed that the envelope of the beam calculated using the higher-
order diffractive index (found by curve fitting to the band structure in the range of 
excitation) is in good agreement with the envelope f the beam calculated using a direct 
modal approach. 
Similar to the third-order case, the rms beamwidth for the fourth-order diffraction 
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Figure 3.8. For a 45o-rotated 2D square lattice PC (air holes in Si, r/a=0.40) the profile of the 
beam envelope at the output is calculated using direct mode matching method (solid line) and the 
approximate diffractive index method (diamond marker). The incident light in this calculation is a 
preconditioned (i.e., broadened) Gaussian beam at normalized wavelength a/λ = 0.197, which 
illuminates the structure at an angle of 12° with respect to the normal to the interface. The 
preconditioning is performed so that the effect of the second-order diffraction term vanishes at the 
output of the PC structure. The accurate and approximate results are in good agreement. 
 
In general, for ν -th order spectral phase, we can calculate the main p rameters 
















wwrms , (3.42) 
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1
wnkz eνν = , (3.43) 



















ne , (3.44) 
where !)!32( −ν  stands for factorial over odd numbers up to 32 −ν  (i.e., 1, 3, 5, …, 
32 −ν ).  





























Note that for a PC structure, all derivatives in the ηξ kk −  plane (e.g., 
33
ξη dkkd ) 
are calculated at the operation point on the PC band structure and at the specific 
frequency of operation. Thus, by dispersion engineeri g (i.e., by designing the PC to have 
appropriate dispersion properties at the operation p int), we can greatly affect the 
propagation of an optical beam. Note also that the overall behavior of the beamwidth of a 
given beam inside materials with third-, fourth-, or higher-order spectral phase terms can 
be calculated using similar formulas as that of an ordinary Gaussian beam propagating in 
a bulk medium if we use the appropriate diffractive ndex. In that sense, the analysis 
reduces to simple geometrical optics calculations which are extremely fast and efficient 
to perform, comparing to direct electromagnetic wave simulations (that require huge 
amount of time, processing, and memory). I will usethis approximate model in analyzing 
the beam propagation effects in photonic crystal structures for dispersion-based 





DEMULTIPLEXING BASED ON THE SUPERPRISM EFFECT IN 
PHOTONIC CRYSTALS 
 
To effectively exploit the demultiplexing capabilities of PCs in different 
configurations and for different applications, a few basic steps are necessary. First, we 
should have an understanding of the physical concepts of the effect, including the 
dispersive properties of PCs and the wave propagation effects inside PCs. Second, a 
meaningful measure of the performance of the device has to be defined based on our 
design goals. Finally, we should be able to systemaically design the parameters of the 
structure to achieve our desired design goals. I cover these issues in this chapter to design 
and implement photonic crystal demultiplexers based on the wavelength separation 
properties of PCs.  
The superprism demultiplexing in photonic crystals relies on the difference 
between the angles of group velocities of photonic crystal modes excited by different 
incident wavelength components. In principle, the same effect is observed at the interface 
of two dielectric regions of different refractive indices, as in regular prisms. However, the 
distinction between different wavelengths in regular prisms is limited to the material 
dispersion offered by the dielectric that the prism is made of. This distinction can be 
substantially larger in photonic crystals in which t e dispersion effects induced by 
periodicity are considerably stronger. After Lin et al. [101] proposed the effective prism 
structure using PC synthetic materials, the idea of superprism phenomenon was 
developed [39-40,35] and the physical concept behind it was described [73]. This idea 
has been implemented in one-dimensional (1D) and planar 2D PCs [93-94,37], which 
show different spatial distributions of the light for different wavelength channels at the 
output. However, a detailed assessment of these devices for wavelength demultiplexing 
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showed that there are limitations for using these devices in their basic configuration for 
high spectral resolutions [86-87]. The limitation is also observed in the previous 
demonstrations of the demultiplexers relying on the basic superprism effect [89,22,37]. 
Alternative implementations have been proposed, utilizing other differences in the 
properties of beams passing through photonic crystals to boost the wavelength separation 
characteristics. Examples of such effort include utilizing the difference between 
wavevectors of the beams at different wavelengths [95-97], and using cavities to improve 
the cross-talk isolation [102]. However, demonstration of these ideas faces practical 
implementation difficulties. 
Figure 4.1 shows the basic property for different icident wavevectors (i.e., 
different incident wavelengths). The angle of group velocity in the structure can vary 
considerably from one wavelength to another wavelength as a result of the anomalous 
dispersive properties of the photonic crystal. Knowing that the optical power at each 
wavelength propagates in the direction of corresponding group velocity, this relatively 
large angular difference is what forms the basis of the superprism effect. In a more 
realistic situation, however, the actual optical beams need to be considered in these 
systems instead of the abstract view of interpretation in terms of wavevectors. There are 
two main considerations that come into the picture wh n the limited spatial extension of 
the optical beams is included in the model. Both the angular separation between adjacent 
channels and the divergence angle of each channel are important in the propagation 
length required for adjacent beams inside the structu e required to achieve a certain level 
of cross-talk. We need a quantitative measure of the propagation length required in terms 
of the properties of the optical beam and the properties of the medium on one side and the 
angular separation and the desired cross-talk levelon the other side.  
We can use the approximate diffractive index model in the previous section to 
create a clear picture of the beam propagation inside photonic crystal structures, and to 
relate the design parameters to the desired performance characteristics. We consider a 
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two-dimensional photonic crystal structure with a typical band structure shown in Figure 
4.1. In this figure, each contour corresponds to the allowed photonic crystal mode at a 
certain wavelength and with all possible wavevectors (kx,ky). In what follows the band 
structures under discussion may be related to two-dimensional photonic crystals or in-











Figure 4.1. Iso-frequency contours of the first band of a rotated square lattice PC in a planar SOI 
wafer is shown (r/a = 0.30). Coordinates are rotated by 45° with respect to the principal lattice 
vectors of the PC as shown in the inset. The direction of the group velocity in the strong 
superprism effect range varies significantly for the wo different wavelengths considered here. 
 
4.1. Dispersion in Space-Domain 
The concept of dispersion in the space domain is a unique possibility in photonic 
crystals with no simple counterpart in ordinary bulk materials. In principle, similar 
phenomenon can be observed in anisotropic materials in which diffraction properties 
deviate from the well-known effects. However, naturlly occurring anisotropy is 
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relatively weak, and those dispersive properties are of little practical application. In 
contrast, the coupling between Floquet-Bloch orders in photonic crystals (caused by the 
strong periodicity in the material) results in band folding and strong band deformations, 
both of which can be the source of unique dispersiv properties.  
 The dispersive properties of photonic crystals in a sense can be considered as 
generalization and extension of temporal dispersion effects. The ability to control the 
shape of the bands and their wavelength dependence offers a unique opportunity to 
realize optical processing functionalities. Here, in particular, the focus will be on the 
possibility to map different wavelengths in the incident beam to different angles in space, 
and thus, achieving the spatial separation needed for wavelength demultiplexing.  
4.2. Basic Configuration for Wavelength Separation 
The basic configuration for the PC wavelength demultiplexer is shown in Figure 
4.2. The PC is illuminated by a collimated input beam from a homogeneous medium with 
a refractive index 1n . Because of the anomalous dispersion of the PC, different 
wavelengths are spatially separated at the output (i.e., wavelength demultiplexing). For a 
given incident angle, the photonic crystal modes excit d at different wavelengths can be 
calculated by equating the tangential components of the wavevector at the interface. 
Using the tangential component of the mode, and at each given wavelength, the 
corresponding mode (i.e., corresponding point of operation on the band structure) can be 
found. The direction of propagation of an optical beam excited at each point of the band 
structure can be found using the direction normal to the iso-frequency contours of the 
band structure,  
 ωkv ∇=g . (4.1) 
In addition, using Equation (3.24) for the diffractive index, we can estimate how each 
wavelength channel at a given angle diverges as a result of diffraction, as it propagates 
through the structure. Because of the unique dispersive properties of photonic crystals, 
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the change in the angle of group velocity with a chnge in the wavelength of the incident 
beam can be considerably large (compared to that in other mechanisms, e.g., in a 
reflection grating configuration). This mapping from wavelength to the spatial direction 



















Figure 4.2. Geometry of the structure used for superprism demultiplexing in the conventional 
configuration is shown. 
 
The relative extent of two adjacent wavelength channels inside the PC is 
schematically shown in Figure 4.3(a), assuming that t e two adjacent channels have equal 
divergence angles δ. The overlap of the two beams depends on both the angular 
separation between these channels and the propagation length inside the PC. We define 
the cross-talk between channels as the total power f ach channel at the position of other 
channels. Assuming the beams inside the PC to be Gaussian (which is a good 
approximation for most practical applications [31]), and the angular separation between 
the two adjacent channels (calculated at their center frequencies) to be Θ, the propagation 



















where z0 = 4λ0/(πneδ2) is the Rayleigh range for the beam [127], λ0 is the free-space 




































   (a)          (b) 
Figure 4.3.  (a) Schematic evolution of beam profiles of two adjacent wavelength channels inside 
the PC structure is illustrated. Θ is the angular spacing between the group velocity directions of 
the center frequencies of these two channels, and δ is the divergence angle of each channel inside 
the PC region. (b) The behavior of the cross-talk versus the propagation length for different 
values of η=Θ/δ is plotted. The Gaussian beam approximation is usedin all cases. 
 
Equation (4.2) is found by interpolating the simulated data. The coefficients KX 
and HX in Equation (4.2) depend only on the cross-talk X, and not on other design 
parameters; their values are listed in Table 4.1. To find KX and HX, we calculated the 
cross-talk (assuming Gaussian beams) for several different device lengths (L) and angular 
separation factors (Θ/δ). A subset of the results appears in Figure 4.3(b), which shows the 
variations of cross-talk versus propagation length for different angular separation 
factors, ψ. We then fitted the data to Equation (4.2) to obtain v lues of K(X) and H(X) for 
each value of cross-talk, X. The error in this curve fitting for all cases in the range of 
interest was less than 5%. Since the propagation inside the PC is modeled using the 
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diffractive index technique, the results in Figure 4.3(b) and Table 4.1 are independent of 
the choice of PC. The importance of this equation is in that it relates the required 
propagation length, L (which is directly related to the physical size of the demultiplexer) 
to other parameters (i.e., beam divergence, δ, and angular separation between channels, 
Θ) based on the acceptable cross-talk level.  
 
Table 4.1. Cross-talk parameters. 
 
 
4.3. Performance Analysis for the Basic Configuration 
To design efficient wavelength demultiplexing devics, we need to analyze the 
performance of these devices in terms of practical measures. The main performance 
measures of interest in wavelength demultiplexing devices are cross-talk isolation, 
wavelength resolution, and size of the device. In this section, I will derive the basic 
relations between these main performance measures, and find the fundamental trends and 
trade-offs in these devices. Such relations on one sid  enable us to compare the 
performance of superprism-based PC demultiplexers with other demultiplexing schemes 
in terms of compactness and resolution, and on the o r side, provide a way to design 






-20 0.9 0.56 
-30 0.9 0.83 
-40 0.9 1.04 
-50 0.9 1.22 
 
 68 










Square Lattice, Si, r/a=0.25 -- TM Polarization
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Square Lattice, Si, r/a=0.35 -- TM Polarization
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Triangular Lattice, S i, r/a=0.25 -- TE Polarization
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Triangular Lattice, S i, r/a=0.25 -- TM Polarization
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(c)      (d) 
Figure 4.4. The relation between the size of the structure and the number of channels are shown 
for different PC lattices of air holes in Si. (a) H-polarization in a square lattice PC with 
25.0=ar , (b) H-polarization in a square lattice PC with 35.0=ar , (c)  E-polarization in a 
triangular lattice PC with 25.0=ar , and (d) H-polarization in a triangular lattice PC with 
25.0=ar . In each case, star, circular, square, and triangul r markers stand for incident 
divergence angles of ∆α = 1°, 2°, 3°, and 5°, respectively. 
 
For arbitrary frequency separation between adjacent hannels, for each structure, 
we calculate the angle of group velocity versus frequency and angle of incidence for each 
structure, and also the angular sensitivity parameter, αθ ∂∂ g , for the structure. Now, for 
a specific beam divergence in incident beam, α∆ , we consider a range of values for 
channel separation angle, gθ∆ , and based on that we find the optimum angle of incidence 
in the sense that the number of available channels per unit area is maximized (in fact, the 
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merit function to be maximized is α2cosavN ). Figure 4.4 shows the relation between the 
size of the structure and the number of wavelength channels (i.e., wavelength 
demultiplexing resolution) in four different photonic crystal structures. These values for 
different values of α∆  and gθ∆  are marked in each graph, and the trend in each graph 
represents the potentials of the corresponding structu e. It can be induced that first, there 
are optimal designs in each lattice that offer the most compact devices for any desired 
resolution. Second, there is a significant difference between the demultiplexing 
performances of different lattices. These graphs suggest that a more rigorous analysis is 
required to compare different PC lattice structures, g ometries, and design parameters for 
better demultiplexing performance. 
To be able to compare the performance of different d multiplexing structures, we 
can define figures of merit to quantify their performance. The two primary merits 
describing the performance of these structures that we consider here are the compactness 
of the structure and the divergence angle requirement for the incident (or input) beam. 
Compactness is one of the main advantages of the superprism-based demultiplexers and 
an optimum design must result in as compact a structure as possible. The smaller the area 
of the structure is, the higher the yield; the lower the cost; and the less the complications 
caused by the nonuniformity of the structure would be. Moreover, scattering loss, which 
is still one of the major issues in planar PC structures, increases as the size of the 
structure is increased. On the other hand, to avoid huge cross-talk and realize spatial 
separation of channels in a PC structure with reason ble size (or alternatively, to achieve 
the desired resolution), some limitations must be imposed on the divergence angle of the 
incident beam. It is practically difficult to launch very large beam sizes with very small 
divergence angles into the planar PC structure. Designing structures that can effectively 
work with incident beams with reasonable divergence angles is essential for realizing 
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practical PC demultiplexers. Therefore, compactness and incident divergence angle are 
considered here as the main features for which figures of merit are defined. 
The physical area is a reasonable measure for the compactness of a PC 
demultiplexer. Note that the required propagation le gths of different channels for 
achieving a certain level of cross-talk are in general different. For calculating the area of 
the structure, the worst case (i.e., the channels with largest propagation length) must be 
considered. Thus, we can use (4.2) to define L, the minimum propagation length for 













L  ,  (4.3) 
where 
channels
max  refers to maximum value over all wavelength channels in the demultiplexer. 
If the total angular range of operation over which all separated wavelength channels exist 
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A .  (4.6) 
Combining ( ) )( ααθδ
ω







































A . (4.7) 
4.3.1. Figures of merit 
The case that we consider here is a demultiplexer with equal angular separation 
but with no restriction on the wavelength of the channels, which will be denoted as equal 
angular separation with flexible frequencies (EASFF). This scheme is of interest when 
we have a set of equally-spaced detectors at the output, for example in a spectrometer, 
but the wavelength spacing between channels are flexible since the spectrum will be later 
processed and extracted from the readings of the array of detectors. In this case, the 
angular spacing, Θ, has to be chosen for the worst channels (the largest value) and is the 
same for all channels. For design purposes, the regions in the PC band structure with 
smaller values for ( )
ω
αθ ∂∂ g  are advantageous for this scheme. If we limit thisvalue to 
a threshold β (i.e., ( )
ω































A . (4.8) 
Using simple calculus, it can be shown that the area A is minimized by setting 

























where θgm is the propagation angle in the range of interest which maximizes cos2θg. For N 























This basically tells us that in these demultiplexers the area of the structure is proportional 
to the fourth power of the number of channels. The co fficient of this relation can be 
























Compactness factor, as defined in Equation (4.11), depends on the PC structure 
(through θT), and on the parameters α and β. To realize an N-channel demultiplexer in 
this scheme, the larger the compactness factor is, the more compact the structure will be. 
Therefore, CEASFF can be used as a measure of compactness of the structure to compare 
different designs. In the process of minimizing the ar a of the structure, we obtained 
 )2( βα HΘ=∆ .  (4.12) 







βαθα =∆ , (4.13) 
which means that for a given design in this scheme the required incident divergence angle 
decreases as the number of channels increases. Reducing the incident divergence angle 
usually requires more sophisticated optical design; therefore, a design with less strict 
requirement for the divergence angle of input beam is more favorable. We define the 
other performance measure (which depends on both the PC and the design parameters) as 











4.3.2. Resolution limit 
Even though the initial structures proposed based on the basic superprism effect 
looked promising, more careful analysis revealed that resolution of the photonic crystal 
superprism in the conventional basic configuration is limited for compact devices [86]. 
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Also, as it has been shown above, there is a large cost for going to higher resolutions, i.e., 
the size of the structure grows as the fourth power of the number of demultiplexing 
wavelength channels [87], as shown in Equation (4.41). These facts showed the 
limitations of the conventional superprism-based demultiplexers for high-resolution 
applications. Table 4.2 lists the results of optimization for superprism-based PC 
demultiplexers in the basic configuration. The calculated compactness factor, C can be 
used to derive the required size for desired number of wavelength channels. 
 
Table 4.2. Results of optimization (over α, ωn0, and radius)  in the EASFF scheme. 
Lattice type Pol. r/a αopt βopt θT,opt Copt 
TE 0.35 16° 2.75 19.4° 0.017 Square 
TM 0.30 14° 2.44 22.1° 0.032 
TE 0.27 9° 0.11 10.0° 1.56 Triangular 
(ΓΜ) TM 0.20 4° 1.96 21.4° 0.047 
TE 0.40 8° 7.5 92.8° 0.26 Triangular 
(ΓΚ) TM 0.40 4° 16 90.7° 0.054 
 
 
 Figure 4.4(a) shows the response of an optimal structu e designed in a square 
lattice PC of air-holes in Si with H-polarization. The resulting beam profiles at the output 
of the designed structure, shown in Figure 4.4(b), confirm the required spatial separation 
at the output of the device. From these beam profiles, we can see that the nonuniformity 
of the diffractive index in this range of operation results in considerable broadening of 
some of the wavelength channels. 
 The design objective can be modified to cover other cases, including equal 
frequency separation between channels with fixed or variable operation bandwidth, 
which are covered in the Appendix A. The results for other design objectives show the 
same basic relations between parameters, i.e., the size of structure grows as the fourth 
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power of wavelength (or frequency) resolution, and the required divergence angle of the 
input beam is inversely proportional to the desired r solution.  
 




































































(a)      (b) 
Figure 4.5.  (a) Variations of the angle of group velocity versus normalized frequency for a square 
lattice PC with H-polarization is shown in an optimal structure for the EASFF scheme. The 
number above each channel shows the value of ∂θg/∂α for that channel, and the number below it 
shows its corresponding value for the diffractive index. (b) The field intensities of four frequency 
channels at the output plane of the superprism-based demultiplexer designed in Figure 4(a) are 
plotted. The ratio of the hole radius to the lattice constant is r/a=0.30, the incident angle α =14°, 
and βopt=2.44. The angular spacing between adjacent channels for X=-20dB is Θ =5.6°, and the 
input divergence angle is ∆α =3.2°. For this design, at λ=1550nm, propagation length is 
L=210µm. 
 
The reason behind the limitations in the basic configuration is identified to be the 
divergence of the optical beams inside the photonic crystal region [86-87]. In the basic 
configuration, the incident beam is at its waist at the entrance to the photonic crystal 
region, and as it propagates the beam size becomes larger. As a result, the angular 
separation between adjacent channels needs to be at least of the order of divergence angle 
of each channel. This requirement limits the resoluti n of the device and puts stringent 
conditions on the collimation of the input beam. I will propose solutions to this issue in 
the following section. 
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4.4. Diffraction Compensation for Improving the Demultiplexing Performance 
As discussed in the previous section, the demultiplex ng concept using the 
superprism effect in photonic crystals relies on the change in the direction of group 
velocities of the beams at different wavelengths. Spatial separation of the beams at the 
output plane in such a scheme requires relatively long propagation lengths inside the 
dispersive material. A more efficient implementation can be achieved if the diffractive 
beam broadening is suppressed. To achieve this in a PC wavelength demultiplexing 
device, one option is to allow the incident optical beam (with multiple channels) to 
propagate (and diffract) in the unpatterned Si before entering into the PC region. This 
propagation results in a second-order spectral phase term in the spatial spectrum of the 
beams (and therefore, beam broadening), which we refer to as preconditioning. As the 
beams propagate through the PC, they experience two effects: the superprism effect and 
negative diffraction. Beams of different wavelengths propagate in different directions 
inside the PC (the superprism effect), and at the same time, the second-order spectral 
phase term is decreased (since the PC second-order diffraction is opposite to that of the 
unpatterned Si) until it completely vanishes at theoutput (diffraction compensation), 
retrieving the minimum spot size for the beams at the output ports. Using this scheme, the 
spatial separation needed inside the PC region can be of the order of the minimum spot 
size of the incident beams, which is much smaller than its broadened version observed in 
the basic configuration of superprism-based demultiplexer.  
 In another view, the main limitation in the basic configuration of superprism-
based wavelength demultiplexing is the dependence between the angular dispersion 
factor ( λθ ∂∂ g ) and the beam divergence factor ( αθ ∂∂ g ), which is posed by the band 
structure itself. If we eliminate this dependence by compensating the diffraction effects 
(and hence, making the response independent of the beam divergence factor), the trends 
in the structure change, and wavelength separation can be achieved in a much more 
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compact structure. Schematic demonstration of the devices considered here is shown in 




Figure 4.6. Schematic view of a preconditioned photonic crystal demultiplexer and the definition 
of parameters are shown for an incident beam coming at an angle α. 
 
4.5. Performance Analysis for the Diffraction-Compensated Configuration 
We use two of the unique dispersion properties of photonic crystals, namely, the 
superprism effect and diffraction compensation to achieve compact demultiplexers. Two 
main objectives to be considered are: first, different wavelengths should be spatially 
separated (by steering them to different directions using the superprism effect), and 
second, the beam broadening caused by normal diffract on should be eliminated (to avoid 
the limitations of the conventional superprism configuration).  
To design superprism demultiplexers, we follow a two-step scheme. First, by 
defining a compactness factor as the figure of merit describing the performance of the 
photonic crystal demultiplexer in preconditioning regime, we find the proper photonic 
crystal structure and an appropriate operation point. In the next step, in the vicinity of that 
operation point, we find the design parameters (i.e., l ngth of the structure and 
divergence of the incident beam) to give us the requi d cross-talk level at the resolution 




θg α 2w0 
 npre  PC 
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The main difference in the analysis of the preconditioned PC demultiplexers 
comparing the conventional ones (investigated in detail in [103]) is the replacement of 
the second-order spectral phase with the third-order spectral phase. Furthermore, as 
demonstrated in Chapter 3, the main wave propagation features remain the same as 
ordinary second-order case, when third-order diffraction is the dominant effect (by 
choosing the appropriate diffractive index). The substitution of the third-order diffractive 
index instead of the second-order diffractive index in this scheme is shown in Figure 4.7. 
 
 
Figure 4.7. A preconditioned photonic crystal demultiplexer that uses propagation in a bulk 
incident region for diffraction compensation is schematically illustrated. Dark beam trace shows 
the evolution of an optical beam at a single wavelength throughout the structure without the effect 
of second order diffraction. In this case, δ3 is the divergence angle of the beam caused by the 
third-order diffraction.  
 
Using the formulation of Section 2, we can apply the same formalism as in the 
conventional case [103] for the calculation of the cross-talk in a preconditioned PC 
device, by using the third-order diffractive index. As a result, we can calculate the 

















In these relations, 3z  is the Rayleigh range corresponding to the third order spectral phase 
term, 33 δη ∆=  is the ratio of angular separation between adjacent hannels (∆ ) to 
divergence angle of each channel caused by the third-order diffraction effect inside the 
PC (shown in Figure 4.7), and KX=0.9 and HX=0.56 are constants chosen to achieve a 
cross-talk better than -20dB between channels. Equation (4.15) represents the spatial 
separation condition for the preconditioned superprism devices. The diffraction 
compensation condition that describes the cancellation of the overall quadratic phase can 









=  (4.16) 
To assess the performance of the preconditioned superprism demultiplexers, here, we 
calculate the size of these structures for a given angular channel spacing, ∆. Starting from 
Equations (3.36)-(3.38) for a beam propagating in amedium with third-order diffraction 
effects, we have )||(2 33 PCe wnπλδ =  and 2303 ||21 PCe wnkz = . By inserting these 
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=  (4.18) 
The area in Equation (4.18) depends explicitly on the diffraction-limited beam waist of 
the channel inside the PC, PCw2 ; thus, we can minimize the area directly with respect to 
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in which we have used ( ) ωωθ ∆∂∂=∆ g  as the separation between adjacent channels. 
From these relations, we can see that the area of the structure scales as 25)( −∆ω , which 
grows considerably slower than the 4)( −∆ω  dependence in the conventional superprism-
based demultiplexers [87]. 









































C , (4.23) 












































which grows considerably slower than the )( ωα ∆=∆ EASFFE  in the basic configuration 
of the superprism-based demultiplexers [103]. 
 Equations (4.24) and (4.25) summarize the improvements achieved by modifying 
the basic configuration to a diffraction compensated configuration. A comparison 
between the two schemes show that there is a clear advantage in adopting the diffraction 
compensated scheme since both the size and divergence requirements become less 
stringent. The difference becomes more drastic as we move to the high-resolution devices 



























































































































































(a)      (b) 
Figure 4.8. (a) The band structure of a 45°-rotated (interface at a 45° angle with respect to the 
interface of the PC with the incident region) square lattice planar PC with lattice constant 
a=333nm, normalized radius of holes of r/a=0.23, and thickness of Si guiding layer of h=200nm 
is shown for the first TE-like polarization (electri  field perpendicular to the axes of holes). (b) 
The compactness factor is calculated and shown in a logarithmic scale for the band structure in 
part (a); bright regions are appropriate for designin  preconditioned superprism demultiplexers.  
 
4.6. Design Steps for Wavelength Demultiplexing in the Diffraction-Compensated 
Configuration 
Having the main focus on the compactness of the structu e, we can consider Cdc as 
a first measure to locate the appropriate operation poi ts on the band structure of a given 
photonic crystal. From a graph similar to Figure 5(b), one can determine the operation 
point that can potentially provide good demultiplexing performance. Selecting this point 
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specifies the center frequency of operation, as well as the incident angle of the input 
beam. However, the actual required propagation length to get to the desired level of 
cross-talk for all channels requires extracting therelated parameters for individual 
wavelength channels. These parameters describe the propagation behavior for each 
channel (i.e., the direction of propagation, sensitivity to frequency, and the divergence 
caused by the third-order spectral phase term). To get the required cross-talk for all 
channels, the original diffraction-limited waist of the incident beam (wi) should be found 
in such a way that the maximum propagation length required over all channels is 
















= , (4.26) 
in which subscript j stands for the parameters calculated for the j-th channel. After 
finding iw  from this process, it is straightforward to set  
 { })(max ij
j
wLL = . (4.27) 
As an example, for a four channel demultiplexer with channel spacing of 0.5 nm in a SOI 
wafer the required propagation lengths for all channels are plotted together in Figure 
4.9(a). It can be observed that in this case wavelength channels 2 and 3 which are at the 
center of operation point (closer to the optimal design point) show better performance 
and are separated at shorter propagation lengths. To achieve the required -20dB cross-talk 
for all channels, however, we need a propagation length of at least 2.05 mm(and a 
diffraction-limited input spot size of 29 µm) to satisfy the requirements for all 
wavelength channels. Figure 4.9(b) shows another advantage of designing the photonic 
crystal demultiplexing structure in this operation range, which is the invariance of the 
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diffractive index over the bandwidth of interest (close to the optimum operation point). 
This property is important since it results in refocusing of all wavelength channels at the 
same plane in the output of the device, where output waveguides can be placed to carry 
the separated channels. 
 











































(a)      (b) 
Figure 4.9. (a) For an incident angle of α = 17°, and normalized frequency of operation of ωnc = 
0.22215 (both found from choosing an operation point in Figure 4.8), the relation between the 
original diffraction limited waist of the incident beam and the required propagation length for 
achieving a cross-talk better than -20dB is plotted for four demultiplexing wavelength channels 
with a channel spacing of δλ = 0.5 nm. From these plots, minimum acceptable propagation length 
is found to be 2.05 mm for a four channel demultiplexer. Corresponding required waist for the 
incident beam is found to be w0 = 30 µm. (b) The diffractive index for a range of frequencies at 
the incident angle of  α = 17° is plotted showing a region with small variation of negative 
diffractive index in the vicinity of the operation point (ωnc = 0.22215). 
 
 Using the performance merits introduced in this chapter, and following the design 
procedure we can find the device parameters of the optimal structure for desired design 
objectives. Note that the analysis of the structure and assessing the demultiplexing 
performance in our approach is based on simple geometrical optics considerations; 
nonetheless, since we are using the band structure for the actual planar PC, the model is 
in good agreement with the actual structure. In the following chapters, experimental 
demonstration of these devices and additional considerations to improve their 
performance will be discussed. 
 83 
CHAPTER 5 
EXPERIMENTAL DEMONSTRATION OF WAVELENGTH 
DEMULTIPLEXING IN PHOTONIC CRYSTALS 
 
In this chapter, experimental realization of wavelength demultiplexing devices in 
a planar platform is the main focus. As discussed in Chapter 4, a combination of the 
superprism effect and negative diffraction can offer a solution for compact wavelength 
demultiplexing in photonic crystals. However, in a practical implementation of such 
devices, without proper considerations, the unwanted contributions (other polarization of 
light or other wavelengths) and stray light will directly appear at the same location as the 
desired signal at the output, as schematically shown in Figure 5.1(a). This effect is 
detrimental to the proper operation of the wavelength demultiplexing device, especially 
when these devices are being used as spectrometers for sensing applications (where the 
presence of unwanted input light is inevitable). To avoid this problem, one can use the 
negative refraction property of the photonic crystals o isolate the signal of interest from 
the stray light. One implementation of this idea is imaginable if the designed photonic 
crystal of interest has the negative refraction prope ty in addition to the superprism effect 
and negative diffraction. In that case, the signal i  the bandwidth and polarization of 
interest can be steered away from stray light by refracting in the negative regime (while 
all other input waves experience a positive refraction at the interface), as demonstrated in 
Figure 5.1(b). 
 Note that in this way, the “synthesized” optical material is behaving in contrary to 
the ordinary bulk optical materials in three ways: it send different wavelengths to 
drastically different directions (the superprism effect), it diffracts the light reverse to that 
of ordinary bulk media (negative diffraction), and it refracts the signal at the interface to 
the opposite direction, compared to ordinary materils (negative refraction). And these 
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three effects, when combined, result in a close-to-ideal optical material for wavelength 
demultiplexing in a way that was not available befor . 
 
 
(a)       (b) 
Figure 5.1. Diffraction compensated wavelength demultiplexing in photonic crystals is 
schematically demonstrated for operation in the (a) positive refraction regime and (b) negative 
refraction regime. 
 
The basic ideas of the three effects that are combined in our design are shown in 
Figure 5.2. Figure 5.2(a) shows a typical planar PC fabricated by etching a two-
dimensional (2D) array of air holes in Si. Figure 5.2(b) shows the superprism effect, in 
which the PC separates wavelength channels by directing them into different angles. 
Figure 5.2(c) shows the application of the negative diffraction property of PCs for 
diffraction compensation. Propagation of an optical beam in a PC with negative 
diffraction index compensates for the diffraction caused by propagation through a normal 
(i.e., positive diffraction index) material. The negative refraction at the PC interface is 
shown in Figure 5.2(d). As Figure 5.2(d) shows, the desired signal is refracted away from 








   
(a)      (b) 
 
  
(c)      (d) 
Figure 5.2. (a) An SEM image of a square lattice PC fabricated in SOI is shown. (b) Schematic 
plot of the superprism-based demultiplexing in the conventional configuration is shown. (c) 
Schematic plot of diffraction compensation (PC is designed in negative diffraction regime) is 
shown. (d) Schematic plot of negative refraction at the interface of PC is shown. 
 
5.1. Planar Photonic Crystals 
In this implementation, I will focus on planar struct res since this is the most 
feasible option for photonic crystals because of their compatibility with the well-
developed microelectronic fabrication techniques. Unlike simulation techniques based on 
direct electromagnetic wave propagation that their computation cost considerably grows 





work, only requires the band structure of the photonic crystal, which can be calculated 
once for all further calculation steps. This allows u  to directly perform a three-
dimensional analysis on the more realistic planar structures. One main difference between 
the three-dimensional planar case and the two-dimensional model is that in two 
dimensional case the incident region is assumed to be a homogeneous medium with a 
given refractive of index (material dispersion can be neglected in the relatively narrow 
bandwidth of operation); however, in planar structures, the incident wave comes through 
a slab waveguide and the modal dispersion of this waveguide affects the modes that can 
be excited inside the photonic crystal region. Figure 5.3(a) shows the calculated 
dispersion curve (effective guiding index with respct to frequency) for the first TE-like 
and TM-like modes of this slab waveguide. For the dispersion diagram in Figure 5.3(a), a 
SOI wafer is assumed with top silicon layer of thickness of 220 nm on a 3 µm of SiO2. 
The silicon oxide layer is assumed to isolate the guiding layer from the thick silicon 
substrate. Figure 5.3(b) shows the loci of the modes excited inside a square lattice 
photonic crystal made in the same wafer with a lattice constant of a=355nm and holes of 
diameter 213nm, when the light comes from the unpatterned slab at different angles. 
 Figure 5.4 shows the band structure of the first TE-like photonic band of a square 
lattice PC of air-holes in Si in an SOI wafer. The interface of this PC is at a 45° angle 
with respect to the primary lattice directions as shown in the inset of Figure 5.4. Different 
regions of the band structure with a strong superprism effect, the negative diffraction 
property, and the negative refraction property are marked on this band structure, showing 
that a range of operation with all the three properties is possible. I have used the 
methodology in Chapter 4 to find the optimal operation point, and design a 4-channel 
wavelength demultiplexer around 1550 nm in this structure. The resulting design 
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parameters are: r/a = 0.25, h/a = 0.6, α = 15°, L = 70 µm, and 2w0 = 10.5 µm. This design 
was then used in the fabrication process that follows. 
 
     
(a)       (b) 
Figure 5.3. (a) The dispersion diagram for guiding in an unpatterned SOI wafer with h=220nm is 
plotted. (b) The band structure (dotted lines) of a slab-type PC in an SOI wafer (square lattice, 
r/a=0.30, h/a=0.62) and the loci of PC modes (solid lines) excited for incident waves coming 































































Figure 5.4. Calculated of iso-frequency contours of the first TE-like band in a planar square 
lattice PC (r/a = 0.25 on SOI wafer) with the principal lattice direction at 45° with respect to the 
interface. Regions of the band structure with different dispersive properties are marked as gray 
for negative diffraction; red for a strong superprism effect; blue for low third-order diffraction; 
and hatched for regions not excitable from the input slab waveguide.  
 








































5.2. Fabrication Process 
 The optimal structure found by dispersion engineering of the PC according to the 
guidelines mentioned in the previous section was fabric ted on a SOI wafer with 3 µm of 
SiO2 sandwiched between a thick Si substrate and a 220 nm layer of Si (on top) covered 
by 70 nm of SiO2 that is used as a hard-mask during the fabrication pr cess. The 2D PC 
pattern is lithographically written on the top SiO2 layer using a JEOL JBX-9300FS 
100kV electron beam lithography system and then etched using a Plasma-Therm 
inductively coupled plasma (ICP) system. Figure 5.5 shows the schematic view of the 
fabricated structure. Light is end-coupled into the structure through one of a series of 10.6 
µm wide input waveguides each exciting the PC structure at a unique incident angle in 
the range of 13 to 17 degrees. The PC region (found through optimization) has a 45°-
rotated square lattice geometry with a lattice constant of 367 nm and with holes of 180 
nm in diameter, as shown in the inset of Figure 5.5. The propagation through the 1100 
µm long unpatterned Si region (schematically shown in Figure 5.5) preconditions the 
beam with positive second order phase. Beam blocks are used at the entrance of the PC 
region to limit the spatial-spectral content of theinput beam (i.e., to spatially filter out 
some of the higher-order beams that are excited by higher order modes of the multimode 
input waveguide) and also to prevent stray incident light from reaching the output end. 
The output light of the PC region is coupled into an array of 5 µm wide waveguides (with 
1 µm distance between neighboring waveguides) to obtain better spatial resolution (note 
that the size of beam for each wavelength channel is around 11 µm at the output). The 
spatial extent of the light in each wavelength channel in the PC demultiplexer output 
corresponds to two output waveguides. Each output waveguide is tapered down to 2 µm 
at the output end of the devices. Two of the wavelength channels are schematically 















Figure 5.5. A schematic view of the wavelength demultiplexing structure combining three 
dispersive properties of photonic crystals, i.e., the superprism effect, negative diffraction, and 
negative refraction, is demonstrated. 
 
 We have fabricated a preconditioned photonic crystal uperprism demultiplexer 
designed using the process in Section 4.6 in a silicon-on-insulator (SOI) wafer. The initial 
wafer has a 220 nm layer of Si sandwiched between a 70nm of SiO2 top layer (used as a 
hard-mask during fabrication process) and a 3 µm SiO2 layer underneath. Electron-beam 
lithography and ICP etching are used to pattern the top SiO2 hard mask layer, and a 
chlorine-based chemistry is used afterwards to pattern he Si layer. Scanning electron 
microscopy (SEM) images of the fabricated photonic crystal structure and its interface 
are shown in Figure 5.6(a) and Figure 5.6(b), respectively. The overall view of the 
structure is shown in Figure 5.6(c). The optical beam from the input waveguide goes 
through a preconditioning region to initially undergo the required preconditioning 
diffraction [shown schematically as beam broadening in Figure 5.6(c)]. This diffraction is 
subsequently compensated by propagation of the beam through the photonic crystal 
region, so that the optical beams are focused again at the output interface of the photonic 
crystal region. Figure 5.7 shows an SEM image of the output edge of the sample after 
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cleaving. This SEM image shows the arrangement of different layers of the SOI wafer 
used for the fabrication, as well as the quality of end-faces of the output waveguides.  
 
 
(a)       (b) 
 
Preconditioning region 







Figure 5.6. (a) An SEM image of the fabricated devic  is shown. A rotated square lattice PC with 
r/a = 0.24 in a planar SOI platform is used. (b) An SEM image of the interface of the PC is 
shown. (c) Overview of the demultiplexing device is shown. Five input waveguides are used to 
test the response of the device under different incident angles. Waveguides at the output are used 










Figure 5.7. An SEM image of the cleaved edge of the output waveguides is shown. Some 
nonuniformity in the quality of the end-faces of these output waveguides is clear. The three layers 
of this SOI wafer, i.e., the film Si, the isolating SiO2, and the substrate Si, are also visible in this 
image. 
 
5.3. Characterization Setup 
 In our measurement setup, shown in Figure 5.8, a set of tunable lasers (81672B, 
81600B, 81680A, and 81640A from Agilent Technologies, covering 1260 nm to 1640 nm 
wavelength range) are coupled through fiber couplers to a graded refractive index 
(GRIN) fiber lens and the collimated beam is directed hrough a broadband polarizer to 
assure the proper polarization of input beam. A 40x objective lens is used to end-couple 
the light into one of the input waveguides of the devices. The sample is placed on a 
sample holder on top of a precision translation/tilt s age (561-XYZT precision stage from 
Newport). An infrared (IR) camera (SU320 NIR, from Sensors Unlimited, Inc.) 
connected to a long working distance microscope (Mytuto o FS-70 microscope head, 
with 20x and 50x near infrared long working distance lenses) is used to monitor the 
coupling to the input waveguide from the top. The output edge of the device is imaged 
using a 20x objective lens on another IR camera (Merlin NIR from Indigo Corp.). Figures 





Figure 5.9(c) shows the arrangement of these three lenses around the device under test 
(DUT). Figure 5.9(d) shows the image taken by an IR camera of the input edge of the 
sample under test, showing the scattering of the las r spot from the input facet of the 




Figure 5.8. Overall view of the experimental setup for characterization of the planar PC 
structures. 
 
 The output light intensity is also directed to an IR detector (New Focus #2033 
with 30 kHz bandwidth) that is connected to a lock-in amplifier with a modulation 
frequency of 20 kHz (Stanford Research Systems, SR830) to enhance the signal-to-noise 
ratio of the channel response measurements [104]. The LabVIEW software (from 
National Instruments) is used for controlling all the experiments. It is used to capture the 
images from cameras, and to systematically sweep th wavelength and measure the 
transmission spectrum over the desired wavelength range (in the available tunable laser 
range of 1260 nm to 1640 nm). All the data is stored in the computer either using a data 
acquisition card (DAQ) or using a GPIB card for further processing. 
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         (a)       (b) 
     
(c)      (d) 
Figure 5.9. (a) An image of the actual characterization setup, with light passing from left to right, 
shows the input fiber, the polarizer, the objective lens to couple the light into the device under test
(DUT), and the output lens to image the output edge of the sample. A long working distance 
microscope on top (connected to an IR camera) is used for alignment purposes in this case. (b) 
Imaging at the output with high magnification is used, as shown in this figure, to isolate and 
resolve individual output waveguides. (c) The image of the DUT shows the configuration of the 
input and output lenses as well as the long working distance lens connected to the microscope for 
alignment inspection. (d) Picture taken by an IR camera shows the laser spot at the input interface 
and coupling of light to one of the input waveguides. 
 
5.4. Experimental Measurement Results  
 Figure 5.10(a) shows the image of the output waveguides at four discrete 
wavelengths with input in TE-like polarization (electric field parallel to the plane of 
periodicity). Good separation of these wavelength channels can be clearly seen in Figure 






 Polarizer  
DUT 
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effect is evident from these images (Note that the siz of the input beam at the entrance to 
the PC region is around 60µm). Another evidence for dramatic minimization of the 
output spot size comes from the comparison of the focusing TE-like beams with TM-like 
beams for which neither the superprism effect nor the diffraction compensation effect 
occur. 
 In Figure 5.10(b), we show the measured output disributions for TM-like 
polarization for the same set of wavelengths used in Figure 5.10(a). It can be easily seen 
that the overall output beam profiles of all TM-like channels are very broad, covering 
more than 10 output waveguides. Comparing Figures 5.10(a) and 5.10(b), the effect of 
negative diffraction in refocusing the TE-like polariz tion beams at the output end is 
evident. Also, it can be clearly observed that by designing the device in the negative 
refraction regime for the TE polarization, the unwated polarization (TM) is successfully 
isolated from the desired signals (i.e., all TM signals in the wavelength range of operation 
appear in a separate set of output waveguides). To measure the power in each output 
waveguide, a pinhole in the far-field of the device output is used to select only a single 
waveguide and to reduce the scattered light from the background.  
 The normalized measured power for four of the output waveguides at 15° incident 
angle from the input waveguide are shown in Figure 5.11(a). Four channels are separated 
in this device with a wavelength spacing of 8 nm, and channel isolations (sum of 
contributions of other channels at the location of the desired one) are better than 6.5 dB. 
This is to the best of our knowledge the first demonstration of an integrated superprism-
based demultiplexing device with such channel separation in a 4500 µm2 (i.e., 
50µm×90µm) PC structure. Using the same scheme, a 64-channel demultiplexer with 
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Figure 5.10. (a) Output images for the TE-like polariz tion show power distributions in the output 
waveguides at four discrete wavelengths. (b) For the same wavelengths as part (a), power 
distributions in the output waveguides for the TM-like polarization are shown. It can be seen that 
for this polarization diffraction compensation does not occur, and the output beams have extended 
distributions. Moreover, there is negligible interference from this polarization at the location of 
demultiplexing channels highlighted in this figure. 
 
Note that in general, the power level for different channels is not uniform (1.5 dB 
variation over the channels is shown in Figure 5.11) because of the wavelength-
dependent intrinsic loss of the PC, the wavelength-dependent nonuniformity in excitation, 
or the quality of end-face of output waveguides corresponding to different channels. Note 
also that for the fourth channel (at 1563 nm in Figure 5.11) the focusing is not as good as 
the other channels. Possible reasons for the side-lobe appearing on one side of the 
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spectrum [visible on the two channels on the right n Figure 5.11(b)] are distortion in the 
incident beam and diffraction effects from beam blocks at the entrance to the PC region, 
and residual third-order spatial diffraction effects (possibly caused by imperfections in 
fabrication that deviate the fabricated structure from the optimum operation point with 
low spatial dispersion effects). The total insertion l ss for the sample demonstrated in this 
measurement is estimated to be 13 dB by comparing the output power level to that of a 
straight ridge waveguide on the same substrate. Note that a large portion of this loss 
(approximately 6 dB) is due to the multimode nature of the input waveguide and can be 
considerably reduced by using a tapered input waveguid . The preconditioning region in 
Figure 5.6 is chosen to be an unpatterned Si slab for simplicity of demonstration. In a 
practical device, this function can be implemented using a curved mirror with appropriate 
curvature to further reduce the size. 
 
   
           (a)      (b) 
Figure 5.11. (a) The measured transmitted powers of four output waveguides (channels 5, 7, 9, 
and 11) are plotted. (b) Channel responses for the waveguides in (a) are shown. In this case, 
incidence is at 15° (middle input waveguide is used for excitation), and input wave has a TE-like 
polarization.  
 
 Looking at the operation range in Figure 5.4, we can see that for incident angles 
slightly different from the designed value, the same basic properties for wavelength 
demultiplexing are still satisfied. To confirm this observation, another sample was used 
(with similar parameters as above, with slightly smaller holes of 175 nm in diameter) 
 



























































with extra input waveguides to send the light to the photonic crystal at three incident 
angles (i.e., 13°, 15°, and 17°). The channel respon es for these three incident angles are 
shown in Figure 5.12. By comparing the results obtained at different incident angles, it 
can be observed that: first, the diffraction compensation is not complete at α = 13° 
(because the preconditioning length is designed for another incident angle), resulting in 
wider spectral lines, compared to other incident angles. Second, the third-order 
diffraction effects are stronger (for this particular set of parameters) at α = 15°, compared 
to α = 17°, resulting in more pronounced side-lobes in the channel responses. Finally, the 
bandwidth of operation shifts as the incident angle is changed, and this effect can be used 
to extend the operation bandwidth of the device. All these observations are in agreement 
with theoretical predictions, and confirm the validity of the approximate model used to 
describe the dispersive effects in these PC structues. Up to this point, the main focus has 
been on the demonstration of the principle wavelength demultiplexing effect in PCs. In 
the following chapters, additional considerations for improving the performance of these 















































































Figure 5.12. Transmission channel responses for a sample fabricated in SOI (a 45°-rotated square 
lattice geometry with a lattice constant of 367 nm and with holes of 175 nm in diameter) are 
shown at three different incident angles of α =13°, 15°, and 17°.  
 99 
CHAPTER 6 
EFFICIENT COUPLING OF LIGHT TO DISPERSIVE PHOTONIC 
STRUCTURES 
 
 One crucial issue in implementing dispersion-based PC devices is to overcome 
the reflection loss in coupling the light into or out of the PC structures. Improper coupling 
and considerable reflection at the interfaces of these devices disrupt efficient operation of 
dispersive photonic structures by increasing the insertion loss in these devices and by 
contributing to unwanted responses caused by coupling to unwanted modes (e.g., 
multiple reflections or increased cross-talk). These factors especially become important 
in realizing a system consisting of multiple components. In this chapter, a direct method 
for the analysis of these reflection effects at the int rfaces of photonic crystals will be 
provided. Also, two approaches for designing matching stages to reduce unwanted 
reflections, namely, adiabatic matching and impedance matching, will be discussed.  
6.1. Analysis of Reflection at the Interface of Photonic Crystals 
In this section, I will limit the analysis of reflection at the interface of PCs to the 
case of 2D PCs, because of their close relation to the planar structures we study in this 
research. The reflection at the interfaces of planar PCs can be decomposed to the effects 
caused by the lateral mode profile of the wave and those caused by the in-plane effects of 
the PC. The lateral mode profile mismatch between the incident and the PC regions 
results in scattering loss to out-of-plane radiation modes in addition to in-plane reflection. 
However, since the mismatch is mainly due to the difference between the degrees of 
confinement in the two regions, the resulting reflection and scattering is not the dominant 
factor in the insertion loss. Furthermore, since we are focusing on reducing the reflection 
loss in this work, and tapering the modes have proven to be useful in reducing these 
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effects in planar PCs, the focus in the remaining of the discussions will be on analyzing 
the in-plane reflection effects.  
The in-plane reflection effects in planar PCs can be efficiently modeled by 
comparing the effects to those in 2D PCs. To make the 2D model resemble more to the 
actual planar structure, a diffractive index is used in the 2D model, which describes the 
effective confinement of the light to the planar film layer [105]. The geometry of the 
structures that will be considered in the rest of this section is shown in Figure 6.1. In this 
figure, a plane wave is incident on the interface of the PC at an angle, α, and excites 
transmitted modes inside the PC region as well as modes reflecting back from the 
interface. The wavevectors of all the excited modes ar  connected to each other by phase 
matching condition along the interface. The PC structure is assumed to have arbitrary 
lattice direction denoted by a1 and a2, as shown in Figure 6.1. To address most common 
practical cases, I will focus on the case where one of the periodicity lattice vectors (here, 
a1) is along the interface, even though the method can be readily extended to the more 
general case of arbitrary interface.  
 








To perform this analysis, I use a direct mode matching process. This process 
consists of calculating all significant modes in both the incident region and the PC region, 
and then finding the relative amplitude of these modes by applying the electromagnetic 
boundary conditions along the interface. This is a very general method, and variations of 
it can be applied to other cases of interest such as reflection at the interface between two 
PCs or reflection of a wave coming from a PC to a bulk medium.  
The first step in the analysis is finding the possible modes in the two regions 
when the incident wavevector is present in the setup. The reflected wavevectors are found 
directly by applying the phase matching condition along the interface (by considering the 
tangential components of reciprocal lattice vectors of the PC). To find the modes inside 
the PC, we use a modified version of the plane-wave expansion method. In this modified 





)( rKKr 21 , (6.1) 
and this expansion is inserted into the Maxwell’s equations. In this case, the frequency of 
the mode and one of the components of the wavevector (i.e., the component along the 
interface) are known. The relations are then re-arranged to form an eigenvalue problem 
for the other component of the wavevector. By solving the resulting eigenvalue problem, 
all PC modes that are excited with the given incident wave are calculated (See Appendix 
B for the details of this process). 
After finding the modes in the two regions, the continuity of tangential 
components of the electric and magnetic field along the interface is applied. This results 
in a linear system of equations with the unknowns being the amplitude of different 
transmitted and reflected modes in the structure. Th  solution of this linear system gives 
us these amplitudes, from which the relative power in each mode can be found. The 
details of this process and the related formulations are discussed in Appendix B. 
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Figure 6.2 shows an example of calculated reflections ver a range of frequency 
for a square lattice PC structure, with incident wave coming at normal incidence with H-
polarization. The stop bands marked in Figure 6.2(a) m tch with the complete reflection 
regions in Figure 6.2(b). Furthermore, as one would expect, the normalized frequencies 
close to the band edge show relatively high reflection, which means the mismatch 
between the incident wave and PC modes in this range is high. Also, note that at very 
small normalized frequencies the reflection approaches the value obtained by the average 
index method (large wavelength limit).   
 
        
   (a)      (b) 
Figure 6.2. (a) The band structure of the PC modes with H-polarization in a square lattice PC of 
air-holes (r/a = 0.45) in Si is shown. (b) The calculated reflection coefficient is plotted for a plane 
wave coming from air to the PC in (a) at normal incidence. 
 
 The method explained above will be used as the refrence point for calculating 
the reflection of waves at the interfaces of PCs and for investigating the related effects. In 
the following sections, methods will be discussed to reduce such reflections. Eliminating 
reflection reduces the insertion loss and removes th  complication arising from multiple 
travels of light through the system. Without inter-stage reflections, the implementation of 
dispersive photonic structures is considerably simplified, and a systematic multi-level 
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n = 1.0      
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6.2. Adiabatic Matching 
 Different techniques that have been proposed to reduce this reflection can be 
divided into three groups: methods based on direct mode matching [106], methods based 
on interference (e.g., in [107]), and those based on gradual change [108-109]. 
Interference-based methods are those in which multiple reflections throughout the 
matching stage are used to achieve a destructive interference for the reflection wave (e.g., 
in anti-reflection multilayer coatings). In the matching stages based on gradual change 
(also known as adiabatic transition), however, the initial mode passes through slightly 
modified intermediate steps that transform it into the final mode, keeping the reflection 
low at all intermediate stages. A main concern in proposed interference-based techniques 
to date is the small range of frequencies or incident angles over which low reflection is 
achieved. In this section, we present a design for a reflection reduction stage based on 
adiabatic transition that is wideband (in frequency), tolerant to fabrication imperfections, 
compatible with planar fabrication technologies, and has a wide acceptance angle. 
 In this section, I present a matching stage for reflection reduction based on the 
principle of gradual change to efficiently couple light to propagating modes of photonic 
crystals (PCs). In adiabatic transitions in electromagnetic structures the characteristic 
properties of the medium vary smoothly in a way that ere is negligible coupling of the 
initial mode to other modes (reflecting or of different properties) of the structure. In 
theory, for such a smooth variation, in the limit for an infinitely long transition region, 
complete transfer of energy is possible. In practice, however, the length of the transition 
stage is limited, and an approximation to the ultima e adiabatic case is achieved. 
Furthermore, relatively strong dispersion effects in the behavior of modes of the PC make 
it necessary to consider smooth variation of mode properties in addition to the smooth 
variation of geometrical features.  
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 In the following discussions we will restrict ourselves to 2D PCs of air holes in a 
dielectric material with a fixed permittivity to comply with the practical limitations in 
fabricating planar PC devices. Thus, design parameters are the radius of holes and the 
aspect ratio (ratio of the lattice vector in the two perpendicular directions). Assuming that 
the variations are slow and following the basic approximation in Wentzel-Kramers-
Brillouin (WKB) method [110] the wave in the transition region can be considered to be 
the local mode of the corresponding PC at each location. Thus, to design a smooth 
transition, one needs to know how large the mismatch in any of the intermediate 
interfaces is. To get this information, we first consider the reflection at the interface of 
two slightly different PCs shown in the inset of Figure 6.3. Assuming that the difference 
between field profiles of the modes at the interface is negligible, the field in these two 



















where the field is )()()( , rrr znnn Ef ε=  (n = 1,2 shows the region that field corresponds 
to) for E-polarization (electric field perpendicular to the plane of periodicity), and 
)()( ,0 rr znn Hf µ=  for H-polarization (magnetic field perpendicular to the plane of 
periodicity). The coefficients ρ and τ represent the reflection and transmission relative 
field amplitudes, and )(1 ru  and )(2 ru  are the Bloch envelope functions corresponding to 
the PC modes. In addition, ik , rk , and tk  are the incident, reflected, and transmitted 



















Direct mode matching simulation 






Figure 6.3. Transmission coefficients (E-polarization) for the light coupling between two 2D 
square lattice PCs with slightly different parameters (r1/a = 0.30 and r2/a = 0.35, as shown in the 
inset) using the direct mode matching simulation and group-velocity-based approximation are 
compared. 
 
 Assuming iS , rS , and tS  to be the component of Poynting vector normal to the 
interface corresponding to incident, reflected, andtransmitted contributions, respectively, 












The Poynting vector can be related to the group velocity using gvS Ε= , in which Ε  is 
the average energy density of the mode, given by 
 ∫∫∫∫ ==Ε ucucucuc uf drdrrdrdrr 22 )(2)(2 , (6.4) 
where the integration is performed over a unit cell (uc) of the PC. Starting from this 
relation for incident, reflected, and transmitted waves, and using the assumption that the 
field profiles in the two regions have negligible difference, one can directly deduce that ρ 
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where ngv ,1  and ngv ,2  are the components of group velocities normal to the interface for 
the PC modes in regions 1 and 2, respectively. Using Equation (6.5) one can obtain the 
reflection coefficient as [126] 
 )()( ,2,1,2,1 ngngngng vvvv +−=ρ . (6.6) 
This relation relates the reflection at the interface between slightly different PCs to the 
mismatch in the group velocity of their modes. To verify the validity of (6.6), we analyze 
the reflection for TE polarized light between two 2D square lattice PCs of air-holes in Si 
( 4.11=rε ) with r1/a = 0.30, r2/a = 0.35, as shown in Figure 6.3. The results for direct 
calculations (using plane-wave expansion and mode matching method [31]) are compared 
with those obtained by group-velocity approximation in Equation (6.6), as shown in 
Figure 6.6. Transmission coefficients (i.e., transmitted power divided by the incident 
power) calculated using the approximate relation in this case agrees well (within a 
relative error less than 1%) with those of the exact c lculations.  
 In PCs, the reflection between slightly different regions can be attributed to two 
sources: the difference between their group velocities and the difference between their 
field profiles. Thus, design of a smooth transition region (i.e., designing the pattern of 
variation for the radius of holes and aspect ratio) should be performed in two aspects: 1) 
smooth variation in field profile, and 2) smooth variation in group velocity. Here the 
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focus is on coupling from an incident homogeneous region to a PC structure. For this 
case, the strategy that we propose involves 1) initially changing the geometry of the PC 
structure smoothly keeping the group velocity intact until we reach a PC structure with 
low dispersion effects, and 2) in the second step, changing the structure to match the 
group velocity of the incident region. Using this scheme, the field profile matching is 
done at first, and then group velocity matching is performed in the regime that dispersion 
effects are no longer strong. To demonstrate this design scheme, coupling at normal 
incidence from a homogeneous Si region to a square lattice PC of air-holes in Si with 
40.0=ar  under TE polarization is considered. For this lattice type, constant group 
velocity contours with respect to different values of hole size and aspect ratio are plotted 
in Figure 6.4. Normalized frequency ( λω xn a= , xa  being the lattice constant parallel to 
the interface) of 0.15 is assumed for the calculation of the results shown in Figure 6.4 The 
path proposed for the adiabatic transition is shown by a dashed line in this figure. Point A 
in Figure 6.4 corresponds to the PC structure that we plan to efficiently couple light to 
(target PC). The path between A and B falls on a constant group velocity contour, and 
each point shown by an open circle corresponds to one of the intermediate PC layers. The 
path from B to C is chosen to have equal reflection at all intermediate stages. 
 The approximate length of the matching stage, L, for long transition regions, 
ngvcLk ,20 >> , can be obtained based on general approximations of adiabatic transition 
[110], as 
 ( )( ) ( )gng RvckL 1ln21 ,20≈ , (6.7) 
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in which gR  is the desired (or acceptable maximum) power reflection, c is the velocity of 
light in vacuum, and 0k  is the free-space wavenumber. Equation (6.7) for a PC structure 
is different from the formula for adiabatic transition in bulk materials (given in [110]) by 
a factor 2π which was calculated by interpolation the simulation results to include the 
effects of the discretization of the properties of the PC structures (i.e., layered structure 
instead of a continuous adiabatic change), and the diff rence between initial and final 
field profiles in the PC structure (which is not present for bulk structures in [110]). 
 
 










































Figure 6.4. Contours of constant group velocities (at 15.0=λxa  with E-polarization) for 
different design parameters of 2D rectangular lattice PCs are plotted. The lattice constant parallel 
to the interface, xa , is kept intact and normal incidence (along the y direction) is considered. The 
dashed line shows the suggested path for an adiabatic transition and circles highlight the designed 
parameters for the successive layers. The gray shaded region represents PC structures for which 
the operation frequency lies inside the bandgap. 
 
 Figure 6.5(a) shows the reflection performance of the matching stages designed 
for different lengths of the transition for the PC structure described in Figure 6.4. A 
combination of plane-wave expansion and multilayer-grating analysis is used to calculate 
the reflection in these structures. The exponential reduction in reflection by adding the 
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buffer layer can be qualitatively seen from Figure 6.5(a) at each normalized frequency as 
suggested by Equation (6.7). Figure 6.5(a) shows that a buffer stage with small size (less 
than 10 lattice constants) results in considerable reflection reduction over a wide 
frequency range. The reflection in Figure 6.5(a) saturates below 10-3, and we believe the 
reason is the discretization error in the numerical technique. Figure 6.5(b) compares the 
angular reflection response of the PC structure having a 10-layer adiabatic matching stage 
with that of the structure with no matching stage. The incident region is a homogeneous 
Si medium. It can be observed from Figure 6.5(b) that in a wide range of angle two 
orders of magnitude reflection reduction is achieved by adding the buffer stage with only 
10 layers. To study the robustness of the adiabatic matching stage under fabrication 
imperfection, Figure 6.5(c) shows the reflection performance of a 12-layer adiabatic 
matching stage and 50 different randomly perturbed versions of it obtained by randomly 
varying the radii of holes in all layers by up to 5% using a random variable with uniform 
distribution. Figure 6.5(c) shows that at the center fr quency of 15.0== λω an , the 
reflection remains at the same order of magnitude as the original design. Furthermore, the 
modified structures maintain the wideband performance expected from an adiabatic 
design.  
 To summarize, basic physical considerations in designing these matching stages 
are investigated and a systematic yet simple design procedure is suggested. We show that 
matching stages obtained using this method are wideband in frequency, have a wide 
acceptance angle, and are robust against fabrication imperfections. Therefore, they are the 
preferred choice in general-purpose matching stages to be used along with dispersion-
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Figure 6.5. (a) Reflection from a square lattice PC structure (circular air-holes in Si, 40.0=ar ) 
is shown with no matching stage and with adiabatic matching stages. (b) For the same structure, 
the angular response of the 10-layer matching at ax/λ=0.15 is compared with that of the PC with 
no matching stage. (c) The shaded region shows reflections for 50 different random buffer stages 




6.3. Impedance Matching 
 The brute-force approach of calculating the reflection at the interfaces of the PC 
regions usually, as discussed before, involves either direct electromagnetic simulation of 
the structure in the time domain [107] or using modal approach [111]. Both these 
approaches require massive calculations and give littl insight into the physics of the 
coupling process from the incident region to the PCmode. Here, we propose an 
approximate effective impedance model that can be used to estimate the reflection at the 
interface of a PC structure. We will show that thismodel has two main attractive features: 
first, it is independent of the properties of the incident region, and second, it can be 
readily applied to analyze different terminations of the PC interface (i.e., location of the 
interface relative to the PC unit cell). A different impedance model, inspired by the 
rigorous definition of impedance, has been already reported by Biswas et al. [112]. We 
use an alternative definition here based on the continuity of power and field that provides 
more insight into the physics of reflection and enables us to optimize the structure at the 
interface to reduce reflection. 
6.3.1. Definition of the effective impedance for PCinterfaces 
To find the reflection at the interface between two distinctive materials, the 
common practice is to apply the continuity of electromagnetic field (transverse 
components of electric and magnetic fields) along the interface. Alternatively, one can 
use a combination of these fields as new parameters to apply the electromagnetic 
boundary conditions. We limit our discussion to 2D PC structures with E-polarization 
field excitation (i.e., electric field perpendicular to the plane of periodicity). In this 
particular case, we choose continuity of the tangential electric field and continuity of the 
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normal Poynting vector at the interface as the boundary conditions. The choice of the 
continuity of the Poynting vector at the interface, encouraged by the physical concepts of 
the continuity of power, proves to be more suitable for PCs since the Poynting vector has 
the aggregated effect of the periodicity of the structure included in it. Using the analogy 
with homogeneous bulk media, the effective impedance for propagating modes of a PC 
can be defined as [113] 
 )2(
2
int nSE=η , (6.8) 
where intE  is the spatial average amplitude of the electric field along the interface, and 
Sn is the time averaged component of the Poynting vector normal to the interface. For the 
equivalent impedance model to be valid the incident and transmitted regions need to be 
single mode (or they need to have a dominant mode). Furthermore, the accuracy of the 
model degrades when the variations of the field along the interface in the two regions 
(i.e., incidence and transmission regions) differ significantly. These considerations limit 
the range of structures that our effective impedance model covers, but the model remains 
valid in the vicinity of the first photonic bandgap of the PCs, on which most of the 
activity in the PC dispersion engineering has been focused. 
To verify the effective impedance model, we consider a 2D structure in which 
light is incident from a dielectric region to an interface of a square lattice PC. The PC 
structure consists of a periodic array of air holes in a dielectric with normalized radii of 
r/a = 0.35 (a being the lattice constant), and its band structure in the direction normal to 
the interface is shown in Figure 6.6(a). Since we analyze the structure using a 2D model, 
the effect of the finite PC thickness is taken into account by selecting the effective 
permittivity of 4.7=rε  for Si as the dielectric material. Here, normal incidence is 
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assumed, and the PC termination at the interface is assumed to go through the middle of 
the holes [i.e., y0 = a/2, as shown in the inset of Figure 6.6(b)]. The transmission results 
are shown in Figure 6.6(b) for direct simulation (by modifying a cascaded grating 
analysis [129] to incorporate termination to a periodic structure) and for those calculated 
using our proposed approximate effective impedance model ( 2|)/()(| pcipciR ηηηη +−=  
where ηi and ηpc are the effective impedance of the incident region and that of the PC 
interface, respectively). To calculate the effective impedance, we use plane wave 
expansion method to find the eigenmodes of the structu e, and then the effective 
impedance for each PC mode is found directly from Equation (6.8) for any given location 
of interface. Figure 6.6(b) shows that the effective mpedance model provides a very 
good estimate of the transmission coefficient up to the point that the reflected grating 
orders appear (at /λ = 0.37). In particular, the transmission characteris ics in the vicinity 
of the stop band are accurately represented by the effective impedance model. 
One main advantage of the effective impedance model is that it is independent of 
the permittivity of the incident region and is defined only by the properties (permittivity, 
geometry, lattice type, etc.) of the PC region. To verify this, the same PC structure in 
Figure 6.6 is used when light is incident from air. Figure 6.7 shows the transmission 
coefficient calculated with air as the incident region with different terminations of the PC 






Figure 6.6. (a) The band structure of a square lattice PC of air holes (r=0.35a) in a dielectric with 
4.7=rε  is shown for the direction specified by the arrow in the inset. (b) The transmission 
coefficient (i.e., transmitted power divided by the incident power, RT −=1 ) of light from the 
incident region ( 4.7=rε ) to the PC in part (a) using a direct grating analysis and the effective 
impedance model are plotted. The interface is located half way through the holes (i.e., y0=a/2).  
 
Figure 6.7 shows the existence of high transmission zones in the vicinity of the 
stop band (around a/λ = 0.19 in Figure 6.7(a) and around a/λ = 0.26 in Figure 6.7(b)). 
Such a behavior is of special interest in the dispersion-based applications of PCs, where 
coupling of light to PC modes with low group velocity s desired. Figure 6.8 shows the 
electric field profile of the relevant mode of the PC studied in this section at frequencies 
 



























































close to the stop band in Figure 6.7. To calculate the PC effective impedance, we use 
Equation (6.8) and note that the Poynting vector is related to the group velocity normal to 
the interface ( gnv ), and the average energy density stored in the mediu  (WE) as 







Figure 6.7. The transmission coefficient of light incident from air ( 0.1=airε ) to the square 
lattice PC in Figure 6.6 is calculated using the dir ct grating analysis and the effective impedance 
model. The interface (dash-dot line) is at (a) y0 = 0 and (b) y0 = a/2, with y0 defined in Figure 6.6.   
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where )(rε  represents the permittivity, and the 2D integration is performed over a PC 




int gnE vWE=η . (6.11) 
In Figure 6.8(a) the electric field is more concentrated in the dielectric around the 
edges of the unit cell where the interface is located. Continuity of the electric field along 
the interface states that the field along this lineis the same inside the PC and in the air. 










because of the large value of WE in the PC region caused by higher permittivity, )(rε . 
Combining this result with Equation (6.11), it is clear that impedance matching at the PC-
air interface requires a small group velocity for the PC mode compared to air. This can be 
realized by using the PC in the frequencies close t the edge of the stop band. Similarly, 
in the frequencies above the first stop band, the field is more concentrated in the 
dielectric in the middle of the PC unit cell as shown in Figure 6.8(b). Therefore, for these 
frequencies and for an interface going through the middle of the unit cell [as shown in 









> , and by using frequencies close to 
the edge of the stop band and thus lowering the group velocity in the PC, effective PC 
impedance of unity for impedance matching to the incident region (i.e., air in this case) 
can be achieved. Another important behavior in the vicinity of the stop band can be seen 
when the field profile of the PC mode goes to zero along the interface (e.g., y0 = a/2 
interface and y0 = 0 interface in Figures 6.8(a) and 6.8(b), respectiv ly). In this case, 
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( )EWE 2int  has a second order zero at the band edge, while gnv  has a first order zero; 




Figure 6.8. Electric field profiles of the PC modes at high transmission points are shown for (a) 
a/λ = 0.19 and (b) a/λ = 0.26. Dash-dot lines show the relative location of the interface for low 
reflection, when the incident light is coming from air in each case. The effective impedance of the 
PC under study (normalized to that of air) is shown for the interface with (c) y0 = 0 and (d) y0 = 
a/2. 
 
Our results clearly show that the PC effective impedance can be considerably 
varied by the PC termination at the interface. The possibility to approach both zero and 
infinite effective impedances (and thus, any impedance value in between) based on the 
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any incident region by proper choice of the interface. In many dispersion-based 
applications of PCs, a low group-velocity mode of the PC is of interest and impedance 
matching discussed above provides a practical way to achieve reflection-free coupling of 
light to these modes. The bandwidth of the high transmission window (>95%) in this case 
is around 10% of the operation wavelength which is wide enough for almost all practical 
purposes. Note that this particular impedance matching appens in the vicinity of the 
bandgap, where other matching schemes face complications.  
6.3.2. Approaches for impedance matching 
 The effective impedance concept can be used to estimate the reflection at the 
interfaces of PCs with acceptably low error for most practical cases. The fact that an 
effective impedance value can be assigned to a PC interface (regardless of the properties 
of the incident region) makes it possible to assess the reflection for a given PC mode 
without going into lengthy simulations and to find the proper termination or intermediate 
stage to suppress the impedance mismatch. The use of th  effective impedance model 
enables us to describe a unique impedance matching co dition for reflection-free 
coupling to PCs, which is of significant value in designing heterostructure dispersion-
based PC devices. Finally, since the impedances of the PC mode for different 
terminations are not necessarily equal, there is a unique opportunity in photonic crystals 
to have a PC stage with different impedances at the input and output planes. Such a 
concept does not exist in ordinary bulk materials, nd can be used to directly implement 
an impedance matching PC layer.  
 Note that the definition of an impedance value to a PC mode requires that mode to 
be the dominant mode of the structure in the range of interest. As a result, the effective 
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impedance model discussed in this section works well only for single-mode regime in the 
incidence and transmission regions. However, the requi ment for single-mode operation 
is also enforced in almost all practical implementations of dispersive photonic devices, 
and as a result, this condition does not limit the applicability of the effective impedance 






ADDITIONAL CONSIDERATIONS FOR THE IMPLEMENTATION 
OF DISPERSIVE PHOTONIC STRUCTURES AND SYSTEMS 
 
In this chapter, I will discuss other issues that are important in practical 
implementation of dispersive photonic devices. Three main issues in planar 2D PCs, i.e., 
loss mechanisms, multimode operation, and cross-polarization coupling, will be studied. 
In each case, the related possible complications will be reviewed and possible approaches 
to avoid them will be proposed.  
7.1. Propagation and Scattering Losses 
 One of the main issues in practical implementation of dispersive photonic 
structures is the insertion loss in these structures. There are three main possible sources of 
loss in these structures: intrinsic propagation loss, scattering loss, and coupling loss. The 
issue of coupling loss and some approaches to reduce the reflection loss at the interfaces 
have been discussed in Chapter 6, showing that these los es can be reduced considerably 
by using appropriate matching stages. Here, the othr sources of loss will be considered. 
 The intrinsic propagation loss in planar PC structures has two main sources: 
coupling to leaky modes above the light line, and power leakage to the substrate. Power 
leakage to the substrate refers to the case that the optical isolation between the film layer 
(in which the main portion of the light is confined; e.g., the top Si layer in SOI wafers) 
and the substrate (e.g., the main Si substrate in SOI wafers) is not complete. As a result, 
some light leaks to the wafer substrate during propagation in the planar structure. This 
loss in SOI wafers is more when the oxide layer is kept and for smaller thicknesses of the 
isolating oxide layer. However, this loss is not significant in most practical cases 
(typically much less than 1 dB/cm in SOI wafers), and can be further reduced by using 
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wafers with a thicker layer of oxide. The more important source of intrinsic loss in planar 
PCs is coupling to leaky waves above the light line. Coupling to leaky modes occurs 
when we use portions of the band structure above the lig t line, for which one or more of 
Floquet-Bloch orders can radiate to the cover or substrate region. In this case, the light is 
not essentially confined to the film layer, and thepower is constantly lost to out-of-plane 
modes. The loss in this case can be large (~ 10 dB/cm), but can be simply avoided if we 
limit out range of operation on the band structure o the regions far enough from the light 
line. Figure 7.1 shows a typical band structure of a square lattice photonic crystal in SOI 
on which the regions of leaky substrate and cover modes are marked. Avoiding these 
leaky regions is essential in implementing a low-loss dispersive device in this platform. It 
can be readily observed from this figure that by undercutting the structure (which brings 














































































































Figure 7.1. The iso-frequency contours of the second TE band of a square lattice planar 2D PC in 
SOI are shown (each contour is marked with its corresponding wavelength). The PC has a lattice 
constant of 400 nm, and holes of 200 nm in diameter. The thickness of the film Si layer is 240 




 The scattering loss in PC structures is caused by nonuniformity of the structure 
and presence of defects in the structure that locally scatter light to unwanted or radiation 
modes. The scattering loss in PCs is mainly determined by the quality of fabrication and 
is ultimately limited to the imperfections in each fabrication technology. Figure 7.2(a) 
shows one of the fabricated structures through the process explained in Chapter 5, for 
which some side-wall roughness and imperfection can be observed. Figure 7.2(b) shows 
an SEM image of the top view of one of fabricated structures. It can be observed in 
Figure 7.2(b) that the shape of the holes is not perfectly circular. The deviation is caused 
by the exposure pattern of the electron beam writing process in which some resist regions 
are exposed more. The two type of imperfection illustrated in Figure 7.2 have different 
effects on the scattering loss through the structure. Systematic deformations caused by e-
beam exposure do not, in principle, affect the performance of the device. The may cause 
slight deviation from the originally designed structures, but as long as the periodicity of 
the structure (even with deformed unit cell) is retained no scattering loss is present. 
However, local defects, side-wall roughness, or nonu iformities in the structure (caused 
either by patterning process or etching process) will result in scattering loss.  
 Another loss mechanism in these structures is the out-of-plane loss caused by the 
mismatch in the lateral direction of field profiles between two regions (e.g., at the 
interface between an unpatterned Si region with a planar PC). This loss can dominate if 
one tried to couple directly two modes of different lateral symmetry. However, in most 
practical cases, the lateral mismatch is not a significa t source of loss, and it can be 








Figure 7.2. (a) Side-wall roughness can be seen in a SEM image of a fabricated structure in SOI. 
(b) Top view of a fabricated sample in SOI shows sytematic deformations caused by the vicinity 
effects in the electron beam exposure. 
  
 In designing dispersive systems, one of the main decisions to be made is the 
choice of the photonic band to work in. As a general guideline, working at lower 
photonic bands suffers less insertion loss (from all sources, including propagation loss, 
scattering loss, reflection loss, and other sources of intrinsic loss) and is easier to 
implement. Furthermore, in the lowest order mode there is a possibility to work with a 
band which is always confined to the planar structure. The drawbacks are that first, 
working at lower bands (and thus, lower normalized frequencies) requires better 
fabrication resolution to pattern the PC. Second, in the lower photonic bands the 
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dispersion effects are in general weaker than higher photonic bands. The choice of 
operation photonic band has to be made considering these trade-offs. 
7.2. Multimode Behavior 
 To have control over the dispersive properties of light, it is essential to keep the 
signal single-mode throughout the platform. Coupling to unwanted modes in a multimode 
structure can degrade the performance of the system by adding extra insertion loss (the 
power in unwanted modes), and by presence of the inerfering signal at the output, which 
can be treated as extra cross-talk in the wavelength demultiplexing devices.  
 In planar implementation of dispersive devices, the unpatterned slab region is the 
medium usually used for transfer of light between different stages of the system. 
Therefore, it is necessary to make sure that the slab remains single-mode in these 
















































































(a)      (b) 
Figure 7.3. The range of single-mode operation of the unpatterned slab in SOI is shown for (a) Si 
on substrate and (b) air-bridge structure (after removing the oxide layer). 
 
 Depending on the operation point in the band structu e, it is also possible that a 
single-mode input excites more than one PC mode. Figure 7.4 shows an example of such 
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occurrence in a square lattice planar PC excited by a eam incident from the unpatterned 
slab. The two modes marked in this figure are both excited in the structure and carry the 
light in different directions (and with different dispersive properties) inside the PC. It is 
also possible for a single PC mode at the output interface of a PC structure to excite more 
than one wave in the unpatterned region. This latter case happens when at higher 
frequencies the grating-type orders resulting from the phase matching at the interface are 







































































































Figure 7.4. The band structure of a square lattice PC in SOI is shown (each contour is marked 
with its corresponding wavelength). The PC has a lattice constant of 420 nm, and holes of 210 nm 
in diameter. The thickness of the film Si layer is 250 nm. The red line indicates the range of 
modes at different wavelengths excited by an incident plane wave coming from the unpatterned 
slab on the same planar structure at an incident angle of 32°. Marked arrows show the direction of 
propagation of two PC modes excited at the wavelength of 1550 nm for the above-mentioned 
incident wave. 
 
7.3. Cross-polarization Coupling 
 Another issue to be considered in planar implementation of dispersive PC devices 
is the cross-coupling between different polarizations. As described in Chapter 2, in 
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presence of holes in the planar 2D PC, the modes of the structure are not pure TE or TM 
polarized, and in general, can be considered as hybrid modes. Therefore, band folding 
caused by the periodicity of the structure, can result in coupling between the TE-like and 
TM-like modes of the structure. In symmetric slab structures, these effects vanish 
because of different symmetry of the field components i  the lateral dimension (i.e., the 
direction perpendicular to the plane of periodicity). However, this is not the case for 
asymmetrical slabs (e.g., structures in SOI wafers without undercutting) [70]. For such 
asymmetric planar PCs, the coupling between TE-like and TM-like bands, when they 
intersect each other, opens a stop band and deforms l cally the shape of the bands. Such 
stop bend, if located within the range of operation, can disrupt the normal function of 
dispersive PC elements. Figure 7.5 shows an example of such coupling between the TE 
and TM polarizations for a square lattice PC in an SOI wafer. 
 
 











































































































       (a)            (b) 
Figure 7.5. (a) The first three photonic bands of a square lattice planar PC in SOI (asymmetric 
structure with air on top and SiO2 underneath) are shown. The PC structure has air-holes of 
diameter 290 nm, lattice constant of 480 nm, and slab thickness of 240 nm. The band crossing 
between the folded TE-like mode and the lowest TM-like mode can be seen from this figure. (b) 
Contours of the folded TE-like band in the in-plane k-space are plotted, and the crossing line with 
the TM-like mode is marked by a dashed line. In this figure, band splitting (and thus, opening a 
stop band) at the intersection line results in band deformation in that vicinity. 
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7.4. Solutions and Challenges 
 The issues mentioned above require a clear strategy for designing dispersive PC 
components and systems. One approach is to undercut the planar structure (e.g., using 
wet etching for SOI wafers) to have a patterned slab urrounded by air. Undercutting the 
planar structure and hence, making a symmetric slab PC with air on both sides, decouple 
the modes with different lateral symmetry and also relaxes the confinement condition 
imposed by working below the light cone. The drawbacks in transforming the structure to 
an air-bridge slab are: first, the structure is les stable mechanically, and second, there are 
some losses associated with the interface between th  undercut and on-the-substrate 
regions. Also, in a system with multiple components, selective undercutting a portion of 
the device adds more steps to the fabrication process. Figure 7.6(a) shows SEM image of 
the output end-face of an undercut SOI wafer. In this figure, an array of waveguides is 
carrying the light to the output, and partial undercutting is used to leave supporting SiO2 
posts for the silicon waveguides (to add to mechanical stability and avoid cross-talk 
between the output waveguides). Another issue that may happen for large area PCs is the 
bending of the top silicon layer after undercutting. Figure 7.6(b) shows an undercut PC 
region in SOI. The silicon layer is slightly bent as can be seen in the etched trench in this 
image; as a result, further away from the regions supported by the oxide underneath, the 
silicon layer falls on the substrate of the wafer i no additional support is included.  
 Another factor discussed in the challenges was that at higher normalized 
frequencies (e.g., when working in higher PC bands) multiple waves will be excited as a 
result of phase matching at the interface of the PC. This multimode behavior disrupts the 
designed operation of the dispersive device by transmitting some of the power to the 
unwanted modes of the slab. The range for which other plane waves are generated can be 
simply found from phase matching at the interface as  
 )sin1(0 α+< slabt nkK , (7.1)  
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in which Kt is the smallest tangential wavevector that is generated by the periodicity of 
the PC structure, a is the in-plane incident angle, k0 is the free-space wavevector of the 
field, and nslab is the effective index for in-plane propagation in the unpatterned slab. In 
the multimode region, because of the presence of multiple modes that can potentially 
carry the light in the reflected region, it is hard to implement an efficient matching stage. 
To avoid all these difficulties, one option is to use another photonic crystal in the incident 
region to push the unwanted plane waves to cut-off. Here, we propose the inclusion of 
another photonic crystal with smaller period at thesurface. This additional PC buffer 
stage, effectively performs as a region with smaller index, and prevents the propagation 
of unwanted waves. To avoid new wavevectors in the system, the period of the buffer 
stage is chosen to be half of the target PC. Note that because of the small period in this 
buffer stage, the normalized frequency of operation for this region is small, and therefore, 
the effective index approximation can be used in the operation range. Figure 7.7(a) shows 
the incorporation of such a buffer stage along with a PC. For these structures, the range of 
multimode operation is changed to 
 )sin(0 αslabbuffert nnkK +< , (7.2)  
where nbuffer is the effective index in the buffer region. By choosing the size of the holes 
in the buffer region to be large, this effective index will become small and therefore, the 
range of single-mode operation will be extended. This process, in fact, brings the 
opportunity to realize regions with smaller (and contr llable) refractive index into the 
integrated platform of the dispersive PC device simply by patterning the slab. Note that 
the size of the holes and the periodicity in the buffer stage will be limited to the 













Figure 7.6. (a) An SEM image of end-face of an SOI sample compromising of multiple parallel 
waveguides is shown. The structure is partially undercut to retain the mechanical support for the 
waveguides. (b) An SEM image of a large area PC (in an SOI substrate) after undercutting is 




Figure 7.7. An SEM image of a PC buffer stage used along with a dispersive PC device is shown. 
The period of the buffer stage is half of the original target PC, and it effectively operates as a 
region with smaller index in this system.  
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 The solutions briefly discussed above are examples of opportunities available by 
exploiting the possibilities of “designing” appropriate materials in the integrated platform 
of our system to achieve better performance and more versatile functionalities in 
dispersive PCs. The available solutions are not, of course, limited to these suggestions, 
and other methods can be thought of to solve particular problems faced in 






 The possibility of exploiting the dispersive properties of photonic crystal 
structures to “design” an optical material with proerties of interest is the main direction 
proposed in this research. A compact and efficient wavelength demultiplexing device as 
an example of such applications is designed and demonstrated showing the potential of 
this approach to implement functionalities with a performance superior to other available 
device concepts. Developing new device concepts and implementing them in different 
platforms for existing and future desired optical systems is the natural direction that can 
be imagined as the foreseen future of this work. In what follows, I will briefly address 
some extensions to this work. 
8.1. Integrated Spectrometers for Sensing Applications 
 Compact on-chip spectrometers are essential components for integrated optical 
sensing that can be considered as a natural application of the wavelength demultiplexing 
devices developed in this research. Implementation of such devices requires strong 
dispersion in the optical materials, which can be realized using unique dispersive 
properties of PCs. Possibility of integration, compactness, and compatibility with 
different host materials are the main advantages of PC-based spectrometers compared to 
other techniques. 
  The main difference between the operation of the device as a demultiplexer and as 
a spectrometer is that in demultiplexers, the spatial overlap of the beams at different 
wavelength channels directly correspond to the cross-talk, while in spectrometers it is 
possible to use a post-processing step to eliminate or suppress such cross-talk effects. The 
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design objective in an on-chip spectrometer for sensing applications is to be able to 
recognize specific spectral features in the transmis ion response of the interaction device 
(e.g., a transmission peak in the spectrum). Enviromental changes (e.g., change in the 
refractive index of the region next to a resonator) alter the spectrum of the interacting 
device, and this change needs to be detected using the spectrometer. The scheme that I 
propose is to find the correlation of output signal with training data to recognize the 
signature in the spectral response. The schematic view of such sensing platform is shown 
in Figure 8.1. 
 
 






Figure 8.1. Overview of an integrated optical sensing device employing an integrated on-chip 
spectrometer for spectral interrogation of the signal is demonstrated. The optical signal is affected 
in the interaction region by the sensing mechanism, and the output from this stage is analyzed 
over a range of spectrum using the on-chip spectrometer to recognize the unique signatures left 
by the sensing process. 
 
 We have fabricated PC demultiplexing structures and tested the performance of 
these devices as on-chip spectrometers. Figures 8.2(a) and 8.2(b) show the response of 
the structure and the SEM image of the fabricated structure tested for this purpose, 
respectively. To investigate the performance of these devices, the training data is 
obtained by recording the output power distributions i  output waveguides at different 
wavelengths. The measurement is performed over 60 nm of wavelength bandwidth with 
50 pm wavelength grid spacing in the training data. A subset of this training data is 
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shown in Figure 8.2(a). An additive Gaussian noise is then added to this data and by 
correlating the noise-affected version with all the training data, the wavelength is 
estimated using a maximum likelihood scheme. Figure 8.2(c) shows the estimated error 
in locating a spectral peak at the output at different noise levels (the noise level ratio is 
defined as the ratio of the noise power at the output to the average of the signal power in 
all output waveguides of interest). Estimation error in this case is the standard deviation 
of error (the difference between estimated location and the actual location of the spectral 
peak) for an ensemble of 60 events. It can be observed that the PC spectrometer in this 
case is capable of determining the location of the sp ctral peak with an average 
estimation error of 50 pm (at a relatively high noise level ratio of 0.15), as shown in 
Figure 8.2(c). Note that the PC structure for this example is only 100 µm by 200 µm in 
size. This clearly shows the potential of PCs for implementation of compact on-chip 
spectrometers. 
 Note that the optimal operation point of these devices as spectrometers is different 
from that of the wavelength demultiplexing device. More detailed analysis of these 
structures (see for example, [114]) is needed to explore the possibilities and find the 
optimum operation range for these devices. Considering the current demand for sensitive, 
accurate, and efficient integrated sensing devices and the unique opportunity offered by 
photonic crystals, this is one of the main directions that the current work can be extended 
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(b)      (c) 
Figure 8.2. (a) A subset of the training data for a fabricated PC spectrometer (obtained by 
imaging the output plane of the fabricated device and recording it at different wavelengths) is 
shown. (b) An SEM image of the photonic crystal spectrometer is shown. An array of waveguides 
is used to sample the beam profile at the output plane of the photonic crystal region. (c) The 
performance of the PC spectrometer in locating a spectral peak in the spectrum is shown in the 
form of wavelength estimation error with respect to he output noise level. 
 
8.2. Multistage Photonic Crystal Devices 
 Practical implementation of optical systems usually requires interplay of several 
components, and naturally requires utilizing both guided and dispersive photonic 
structures. Such implementations, in the particular c se of dispersive photonic crystal 
structures, require complete control over the dispersion throughout the system. The main 
challenges to overcome to reach that point are the issues of compatibility and reliability. 
On one side, different components should be designed for operation in the same 
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consistent platform (e.g., a planar 2D PC with the same thickness), and the modal 
properties of the signals between different stages of the system should be compatible. On 
the other side, as the number of components of the system increases, in order for the 
entire structure to work as desired, more reliability for each component (compared to the 
case with only a single component in the system) is needed. In this context, designs that 
are more robust against possible sources of error (e.g., fabrication imperfection, modeling 
error, unwanted interference, etc) become more attractive.  
 Figure 8.3 shows an example of a two-stage PC demultiplexer. In this device both 
PC regions operate in the strong superprism region, but the PC on the top in this figure 
operates in the second photonic band and has a positive diffractive index, while the other 
PC is designed in the first photonic band and has a negative diffractive index. Spatial 
separation of wavelengths is achieved in both stage, but the diffraction effects are 
cancelled out by proper choice of lengths of the two stages. This example demonstrates a 
more compact implementation of wavelength demultiplexing devices, and shows some of 
the possibilities of dispersive systems consisting of multiple stages. 
 
 
Figure 8.3. The overview of a two-stage PC demultiplexer (fabricated in SOI) based on the 




8.3. Inhomogeneous Photonic Crystal Structures 
 In this research the main focus has been on the dispersive properties of a PC with 
fixed parameters. There is, however, a variety of applications that can benefit from 
utilizing another degree of freedom obtained by varying the parameters of the PC and 
creating inhomogeneous PC structures. The possibility to have spatial variations in an 
integrated platform adds significantly to their capabilities for implementing systems 
based on dispersive application of PCs. Figure 8.4 show an implementation of a PC lens 
in SOI by gradually changing the size of holes in a square lattice PC. Our preliminary 
experimental results show the effectiveness of such an approach for realizing on-chip 
lenses in integrated platforms (focusing of a collimated beam is observed using such 
lenses). Continuation of this work for new device con epts can lead to unique and 
efficient solutions for a variety of functionalities and applications for spatial-spectral 
manipulation of optical beams in the planar integrated platform. 
 
 
Figure 8.4. A PC lens fabricated in SOI is shown. The effective index of the material is changed 





8.4. Implementation in Other Material Platforms 
 A major advantage of the implementation of optical systems through patterning 
the structures (as it is done in forming photonic crystal structures) is that the device 
concepts are not limited to a specific material. Even though the majority of the discussion 
in this research was focused on the implementation of devices in SOI wafers, the choice 
of platform is not limited to SOI. The same concepts can be applied to other material 
platforms with the only considerations being the optical properties of the material in the 
range of interest (e.g., material absorption and refractive index) and the existence of the 
required fabrication techniques to perform the patterning. In particular, two interesting 
platforms that can be considered for such implementations are the PCs in III-V 
semiconductors (for the possibility of incorporation f active devices in the system) and 
the PCs in silicon-nitride (for the possibility of operation in the visible range of 
wavelengths). The main tools for this extension are l ady developed in this work. 
Important applications that can extensively benefit from such extensions include lab-on-
a-chip sensing platforms at visible and UV wavelength as well as active integrated 
photonic circuits. Figure 8.5 shows a PC structure fabricated in silicon nitride using 
electron beam lithography and dry etching.  
 
 
Figure 8.5. An SEM image of a photonic crystal structure fabricated in silicon-nitride is shown. 
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8.5. Extension to Three-Dimensional Photonic Crystals 
For the analysis of the beam propagation, the same model (that was developed for 
2D structures) applies to three-dimensional (3D) structures by extending the diffractive 
index model to the 3D case and by using the same methodology as before. It can be 
shown that for each photonic crystal mode in 3D PCs there are two principal axes and 
two effective diffraction indices. By controlling the properties of the PC, these indices 
can be tailored, and this effect can lead to interesting properties in 3D PC structures. A 
major advantage of three-dimensional PC structures ov r the slab-type structures is that 
the coupling of light to 3D structures is much easir, and they offer more flexibility in 
design. On the other hand, fabrication techniques for 3D structures are not as mature as 
the slab-type structures that rely on the well-develop d microelectronics fabrication 
technology. The possibility of using 3D PC structures as dispersive elements expands the 
range of applications that can be covered and brings new potentials and concepts that 
need further investigation. Some immediate practical applications of such 3D PC 
structures with engineering dispersion include spectros opy, pulse shaping, spatial-
spectral mapping of optical signals, and dispersion c mpensation. Appendix C includes 
more details on extension of the analysis tools to 3D structures (both the diffractive index 







 In this research, the main focus has been on the implementation and applications 
of dispersive photonic crystal structures. To achieve this goal, in the first step, a 
simplified analysis tool for modeling these structures is developed with its main emphasis 
being on the spatial distribution of optical beams propagating through photonic crystals. 
The resulting diffractive index model avoids very long calculations involved in direct 
simulation of the devices and transforms the beam propagation effects to the well-known 
propagation effects in the time and space domains. Using this model and focusing on 
wavelength demultiplexing as the application of interest, the superprism effect in 
photonic crystals is used as the main physical phenom on for realizing compact 
wavelength demultiplexing devices. I have introduced analytical relations to describe the 
performance of these wavelength demultiplexing devices, which show that the size of 
these structures in the basic implementation of the superprism-based demultiplexers 
grows rapidly for higher resolutions. It is then shown that by combining the superprism 
effect with two other dispersive applications of PCs (namely, the negative diffraction 
effect and the negative refraction effect), it is possible to realize more compact 
demultiplexers and avoid stray light at the output of these devices. Both of these features 
are crucial in practical implementation of wavelength demultiplexing devices. The 
optimization and systematic design are then performed for these devices. 
 For implementation of these devices, an integrated planar platform in SOI wafers 
is chosen. Based on 3D simulations of the band structure and using the diffractive index 
model, a PC demultiplexer is designed and fabricated. The performance of the device is 
then verified by optical characterization. The measurement results confirm all the 
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physical concepts based on which the device has been d signed. The demonstrated 
demultiplexer (based on combination of the superprism effect with negative diffraction 
and negative refraction) shows the possibility of realizing the most compact 
demultiplexers. A main contribution of this research is the demonstration of the most 
compact PC demultiplexer with at least two orders of magnitude smaller size compared 
to all demonstrated PC demultiplexing structures repo ted to date. This is the result of 
modeling and development of systematic design techniques for PC structures in which 
multiple unique dispersive properties of PCs are simultaneously utilized (and optimized). 
Additional techniques for more efficient implementation of these devices have also been 
proposed and developed. Among these techniques, two main contributions are the 
development of matching stages for reducing the reflection loss and investigation of 
higher photonic bands for improving the resolution f the wavelength demultiplexing 
devices. Finally, important issues for practical implementation of dispersive PCs for 
different applications in general have been addressed. This research open up a new 
avenue for the application of PC structures as dispersive devices in which it is possible to 
engineer the dispersive properties by optimally selecting the PC geometrical parameters 
(periodicity, size of holes, etc.). Thus, it is possible to use and extend the results of this 
research for multiple applications in which delicate dispersive properties are needed. 
 This new approach that enables “effective” optical materials with different 
properties in a single host material brings a new life to the integrated optical platforms 
and enables efficient implementation of devices needed for optical information 
processing and sensing. Possibility to migrate to other material platforms (e.g., other 
geometries such as 3D PCs or other host materials such as silicon nitride) with minimal 
effort is another advantage of the design concepts developed in this research. Developing 
the necessary components to enable the integration of multiple functionalities in a single 
platform is one of the main directions to be taken to bring the dispersive photonic 
structures to real applications.   
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A brief summary of contributions of this research follows: 
• Development of an efficient systematic approach for the analysis of the envelope 
of the optical beams propagating inside photonic crystal structures. 
• Development of an approximate diffractive index model for efficient and intuitive 
analysis of the diffraction effects inside periodic structures 
• Developing the idea and systematically designing photonic crystal devices based 
on dispersion compensation (more compact and higher in resolution compared to 
the conventional implementation). 
• Experimental demonstration of the designed photonic crystal structures based on 
combined dispersive effects experimentally (first demonstration of a diffraction-
compensated superprism effect with considerably better performance compared to 
the conventional basic configuration of superprism-based demultiplexers). 
• Development of a systematic approach to design effici nt adiabatic matching 
stages for dispersive applications of PCs. 
• Development of an effective impedance model for effici nt analysis and design of 
impedance matching stages in PCs. 
• Development of the model and concepts for dispersiv applications in 3D 











In Chapter 4 the optimization and design process for a specific scheme, equal 
angular spacing with flexible frequencies (EASFF), were discussed. Such a scheme is of 
interest for realizing a spectrometer with post-processing. There are other applications, 
however, that require equal frequency spacing. These applications, mainly encountered in 
communications systems, may require certain specifications on channel spacing as in 
dense wavelength division multiplexing (DWDM), or can work in a range of channel 
spacing, for example in a point-to-point coarse WDM system. We will develop the design 
procedure for these two cases in what follows. Similar to Chapter 4, the area of the 






































A . (A.1) 
A.1. Equal Frequency Separation with Specified Frequencies (EFSSF) 
In this case, the frequency separation between adjacent channels is equal. An 
example for this case is a DWDM wavelength demultiplexer. The incident divergence 
angle can be found as  
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min , (A.3) 
in which the minimum value is obtained over all wavelength channels in the frequency 
range of interest. Using (A.1) and (A.2) along with ( ) ωωθ
α
∆∂∂=Θ g  for each channel, 
the area of the structure is  



































A . (A.4) 
Using ωω ∆= NT , we obtain  




































where ωT is the total bandwidth of the designed device. It can be seen that the area of the 
structure increases as the fourth power of the number of channels [87].We can define a 
compactness factor as 
 













































The quantities CEFSFF and EEFSFF are considered as the figures of merit for superprism-
based PC demultiplexers in this scheme. 
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A.2. Equal Angular Separation with Specified Frequencies (EASSF)  
The main difference here, compared to the flexible frequency scheme, is that the 
frequency range of operation of the device is given. In applications such as spectroscopy, 
one of the main performance measures for the demultiplexer is the frequency resolution 
(i.e., how close the frequencies that it can resolve are located with respect to each other). 
Knowing the number of channels by itself does not expr ss the resolution since it has no 
information about the distribution of channels in frequency. For a single channel, 
normalized resolution can be defined as center frequency of the channel (ωj) divided by 
frequency separation of that channel from its adjacent hannels (∆ωj); i.e., ωj/∆ωj for j-th 
channel. For a demultiplexer with multiple arbitrarily spaced channels, we need to 
combine these individual normalized resolutions (ωj/∆ωj) to obtain a reasonable 
performance measure that can be used to compare different designs. To represent the 
performance over the entire spectrum of operation, we define the resolution measure, R, 
as 




.  (A.9) 
This parameter, the frequency resolution (or resolution) of the device, is considered here 
as a main figure of merit for the demultiplexer. We use an averaged version of the 
resolution to reflect the behavior in the entire frquency range of interest. Assuming that 


















100 ,  (A.10) 
The size of the structure is another performance measur  of interest in this case as 
well. We will use the resolution per unit area as our figure of merit for the following 

















,  (A.11) 
where ( )
jg ,α
ωθ ∂∂  and j)( ω∆  are the values corresponding to each channel (j=1,…, N). 
Hence, the normalized resolution per device area is defined using (A.1), (A.10), and 
(A.11) as 
 





























Similar to the EASFF case, nR  can be maximized by setting  















,  (A.13) 
which results in  




















.  (A.14) 
From this relation, it can be observed that the resolution per unit area decreases as the 
second power of number of channels (N) in this scheme. We can define the resolution 
factor as  























,  (A.15) 
and this value, ωρ , will be used as the main figure of merit in our designs. 
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APPENDIX B 
CALCULATION OF REFLECTION AT THE INTERFACES OF 
PHOTONIC CRYSTALS 
 
The basic approach for analyzing reflection effects at PC interfaces is to find the 
photonic crystal modes inside the periodic region and match them to plane waves in 
homogeneous medium through electromagnetic boundary conditions. If a plane wave is 
incident at the interface, the result of such an analysis is the amplitude of photonic crystal 
modes and amplitude of reflected plane waves.  
We assume that the photonic crystal has an arbitrary lattice, but one of its lattice 
vectors is parallel to the interface. The two lattice vectors are shown in Figure B.1 as a1 













The angle of incidence is assumed to be α , and the refractive index in homogeneous 




Figure B.1. The geometry of the setup for calculating he reflection at the interface of a 2D PC is 
illustrated.  
 
B.1. Formulation for E-Polarization 
 Considering E-polarization in the system shown in Figure B.1, the incident wave 
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Knowing these values, the general solution in homogeneous region can be written as 
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k . (B.4) 
The sign of wavevector in the y direction is selected in a way to satisfy conservation of 


















21,1,  (B.5) 
with tT  being the amplitude of t-th photonic crystal mode, and tmyk ,  being its 
corresponding wavevector in the y direction. tmnE ,
~
 is the amplitude of ),( nm  component 
in plane-wave expansion of t-th photonic crystal mode. To find the modes excited nside 
the PC when a tangential wavevector, kxi is enforced at the interface, we insert the 
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into the Helmholtz equation, 
 )()()( 20 rErrE εk=×∇×∇ . (B.7) 
Therefore, 






0 εzzkk , (B.8) 
in which 
 21 KKkk nmmn ++= . (B.9) 
We can rewrite the Equation (B.8) as 









1 ε . (B.10) 
Equation (B.10) should be re-arranged to form an eigenvalue problem for ky. If we define 












and coefficient matrices 
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K . (B.15) 
We can write the Equation (B.10) in matrix format as 
 0])[][]([][2 20
222 =−+++ eεKKeKe kkk yxyyy . (B.16) 
To solve this equation (which is in the form of a generalized eigenvalue problem), we can 
use an auxiliary variable, 
 eu yk= , (B.17) 




































k , (B.19) 
which is a standard eigenvalue problem, with [I] and [O] being the identity and zero 
matrices, respectively. 
 In this problem, the wavevector in the x direction is known because of 
phase matching, and we solve the eigenvalue problem to find ky. If we assume N1 plane-
waves in the K1 direction, and N2 plane-waves in the K2 direction, we will have 2N1N2 
values for ky. Three conditions for the selection of PC modes should be considered: (1) 
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real part within a single Brillouin zone (to preserve linear independence, since 
wavevector differing by a reciprocal lattice in fact represent the same PC mode), (2) for 
complex modes, imaginary part must be negative for the modes to decay away from the 
interface, and (3) for real modes, the direction of P ynting vector must be away from the 
interface to satisfy conservation of power. 
The correct sign of real or imaginary parts of the wavevector eliminates half of 
the 2N1N2 modes that are found by solving the eigenvalue equation in (B.19). Also, the 
remaining N1N2 modes can be divided into N1 groups of N2 modes, each group 
representing one PC mode. We choose one wavevector, ky, ut of each group (preferably 

















Figure B.2. Calculated normal components of the wavevector inside the PC structure for a square 
lattice of air-holes in Si are marked by stars in the complex plane. Circular markers highlight the 
wavevectors that satisfy the conditions for mode sel ction; these PC modes will be used in the 
mode-matching process for calculating the reflection.  
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Note that the Poynting vector mentioned above is the space-averaged Poynting 
vector of the mode. Unlike wave propagation in uniform media, the local Poynting vector 
for a PC mode is neither necessarily real, nor spatially uniform. To calculate the space-
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By averaging over the space (over a unit cell) we obtain 











In numerical simulations, in practice, there are occasional errors in finding the 
right set of PC modes. The cause of errors were eith r choosing a mode with the wrong 
direction of propagation of energy, or choosing a repeated mode near the edges of the 
first zone. We basically use two steps to eliminate th se instabilities: first, using the 
formula given above for the direction of propagation of energy, only those modes with 
the proper direction of Poynting vector are selected. Second, we consider a slightly 
bigger zone, and then eliminate the extra modes with largest real part, this way the small 
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jitter in the location of the modes (which are due to numerical errors) does not cause 
missing a mode or having a duplicated mode. 
To satisfy the electromagnetic boundary conditions at the interface, continuity of 


















































)exp( 0,,,0δ (B.27) 
For each m, the above equations give two linear equations, therefore, for xx nnm ,...,−= , 
we have xx Nn 2)12(2 =+  linear equations. If we take xNt ,...,1= , then there are xN  
unknowns for photonic crystal modes and xN  unknowns for reflection waves, thus we 
have a consistent xN2  linear system of equations with xN2  unknowns. This system can 
be solved by standard methods of solving linear system of equations, and the results give 
the amplitude of reflected waves and photonic crystal modes. 






















In which 11A  and 21A  are diagonal matrices with )exp( 0,11 yjka mym −−=  and 
)exp( 0,21 yjkka mymym −=  as diagonal elements, respectively. For other coeffi ient 










0,,,,22  (B.30) 
Finally, constant values on the right hand side of system are )exp( 00,1 yjkb yimm −= δ  and 
)exp( 00,2 yjkkb yimyim −= δ . Figure B.3 shows the reflection at the interface of a square 
lattice PC of air-holes in Si (with r/a=0.20) for an incident plane wave coming from a 
bulk Si region with E-polarization. These results are obtained using the method described 
above, and for the definition of reflection coefficient, a convention similar to the concept 
of diffraction efficiency for gratings is used. The simulation is repeated for two cases 
with different number of plane waves, demonstrating he consistency of the results.  
 





















































   (a)      (b) 
Figure B.3. Calculated reflection at the interface of a square lattice PC of air-holes in Si 
(r/a=0.20) is shown with the number of Bloch components re ained in the simulation being (a) 
N1=N2=17 and (b) N1=N2=13. The incident wave is in E-polarization and comes at an angle of 
α=20° from a bulk Si region to the PC structure. 
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B.2. Formulation for H-Polarization 
 The same procedure as discussed for the E-polarization case can be followed to 
calculate the reflection at PC interfaces for H-polarization. For calculating the PC modes 
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where 1][][ −= εη  contains the Fourier coefficients of the inverse permittivity of the 
periodic structure, and the rest of matrices follow the same definitions as in the E-













































































Solving this eigenvalue problem gives us the eigenvalues and corresponding eigenvectors 
of the modes excited inside the PC region. Following a mode selection scheme similar to 
the one described for the E-polarization case, we can find the set of independent and 








IMPLEMENTATION OF DISPERSIVE SYSTEMS IN THREE-




Recent advances in fabrication of three-dimensional photonic crystal structures, 
including layer-by-layer processing [115], direct laser writing by multi-photon 
lithography (MPL) [116-118], and multi-beam interference lithography (MBIL) [119-
121], have made it possible to consider these structures for a variety of applications. 
Activities to realize photonic crystals have been mostly around planar structures because 
of their compatibility with well-developed microelectronic fabrication techniques, the 
possibility of integration in a planar platform, and their close connection to already 
investigated field of integrated optics. However, there are applications, including beam 
shaping and dispersion control, in which the optical beams to be processed are in the free 
space. For such cases, coupling the light into and out of a planar platform will not be a 
cost-efficient solution. In addition, recent advances in materials and fabrication 
techniques (such as MBIL, MPL, self assembly, etc) have brought the opportunity to 
realize high-quality three-dimensional photonic crystals at low cost that can be readily 
used as the optical material in these applications. These potentials are more versatile, 
easier to access, and more cost-efficient in three-dimensional structures, compared to 
two-dimensional platforms, which motivates focused r search in this direction. There 
have been proposals for photonic crystal devices in these applications, and to realize them 
efficiently, it is essential to have a basic understanding of the effects and a model to 
describe the structures of interest. 
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The propagation of the optical beams inside the three-dimensional photonic 
crystal structures is the main effect to be studied to enable organized analysis and design 
of dispersion-based applications of photonic crystals. The amount of required memory 
and computation makes direct space-domain simulation of these structures, e.g., using 
finite difference time-domain (FDTD) method, highly inefficient. A modal approach is 
more efficient in this case by reducing both the required memory and the computation 
cost for large structures. It has been shown that for two-dimensional photonic crystal 
structures an effective diffractive index can be defined to describe beam propagation 
effects in the two-dimensionally periodic structures. Here, we will show that such model 
can be extended to three-dimensional photonic crystals as well. As a result, it will be 
shown that in general for any photonic crystal mode, th re are two principal directions 
and two corresponding effective indices that describe the beam properties in the plane 
perpendicular to the direction of propagation. The model is used to study some dispersive 
applications of these structures. 
C.2. Extension of the Diffractive Index Model to 3D PCs  
The problem of interest in most dispersive applications of photonic crystals is the 
modeling of evolution of the optical beams propagating through a periodic structure. 
There have been models to describe these effects in particular cases [122-123], but a 
more general model is still missing. We try in this section to develop an easy-to-use 
model that can also provide some insight into the process of beam propagation through 
three-dimensional periodic structures. Modal approach provides a straightforward way of 
analyzing these structures by expanding the beam over modes of the photonic crystal 
structure. This, however, requires a detailed mode matching process, which can be a 
tedious task. At the same time, in most dispersion-based applications of photonic crystals 
we are not interested in the details of the beam profile inside the periodic structure. In 
most these cases, a description of the behavior of the envelope of the optical beam is of 
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practical interest. It has been shown in Chapter 3 that in two-dimensional photonic 
crystals an amplitude transfer function (using the band structure) can be defined to model 
the evolution of the amplitude of the beam inside th  periodic structure. Here, we extend 
the same idea to define the amplitude transfer functio  for three-dimensional photonic 
crystals. Local quadratic approximation of the band structure is then used to define 
diffraction indices that describe the diffraction of ptical beams inside the periodic 
media. 
One main concept that differentiates between the thr e-dimensional photonic 
crystals and the two-dimensional case is that the field in three-dimensional case is in 
general vectorial. Therefore, unlike two-dimensional c se that field profiles can be 
expressed as scalar quantities (by decoupling transverse electric and transverse magnetic 
components), in the three-dimensional structures, in general, we need to consider the 
vectorial nature of polarization state. Nevertheless, it can be shown [124] that the 
polarization of the modes of three-dimensional photonic crystal structures in most 
practical cases have Bloch components with well-defined transverse eigenstates. In 
addition, these polarization states have smooth variation over the band structure. As a 
result, for the optical beams with limited spatial-spectral content, we can locally consider 
a scalar field by projecting over the dominant polarization state. In what follows, such 
scalar model is used in the approximate solutions.  
For simplicity we consider a cubic three-dimensional lattice for the photonic 
crystal in our derivations. The formulation can be extended readily to other lattices and 
the results are not specific to the choice of lattice. Assume we have an initial distribution 
),(1 yxp  along z=z1 (i.e., a plane normal to the z-axis) inside the photonic crystal. We can 
















































Assuming that the beam profile covers a limited spectrum around (kx,ky)= (kx0,ky0), we 
can extract the envelope of the beam by filtering the high-frequency portion of the 
spectrum around (kx0,ky0) and moving it to the base band by shifting the spctrum. The 


































If zKqzz π212 =−  (with q being an integer), the summation term in Equations (C.4) 
and (C.5) will be exactly the same, therefore 
 )])(,(exp[),(),( 120012 zzkkkkjkkkPkkP yyxxzyxyx −++= , (C.6) 
which means that the effect of propagation from z=z1 to z=z2 on the envelope of the beam 
can be represented as a phase change in the spectral dom in similar to plane-wave-type 
propagation with propagation constant zk . Thus, the main effect of propagation in 
photonic crystals on the beam envelope is the phase v riations of the modes from initial 
plane to the observation plane.  
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Based on Equation (C.6), we can write the envelope transfer function of the 












kkH −== , (C.7) 
where ),( yxzz kkkk =  is related to kx and ky through the dispersion relation of the 
structure at the constant temporal frequency of the beam. The relation is similar to what 
was obtained for two-dimensional structures [31], with the main difference being the 
extension of the envelope transfer function from a single variable function to one with 
two variables. Using the analogy with propagation in bulk media, we can extend the 
relation to the case of beam propagation along the ζ direction (normal to the constant 












kkH −−== , (C.8) 








Figure C.1. A portion of an iso-frequency surface of a 3D PC in the k-space is shown. The 
directions tangential to the interface (i.e., ξ and η) and the direction normal to the surface (ζ) are 
defined in this figure. 
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Equation (C.8) can be used readily to investigate beam propagation effects inside 
a three-dimensionally periodic photonic crystal struc ure. The analogy with the 
propagation in normal bulk media can be further utilized if we express the exponential 
term of the spectral response in Equation (C.8) in terms of its Taylor expansion. Knowing 
that the curvature of the constant frequency surface at the operation point describes the 
diffraction of an optical beam launched at that point, we need to find those curvatures. 
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a standard method can be adopted to find these curvatures [125].  
Defining W as the magnitude of the gradient at the operation poi t, we have 
 23
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21 aaW ++= . (C.10) 




































Using these relations, which are coefficients of the fundamental forms of a surface in the 
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Finally, the two principal curvatures can be calculated as 
 KHH −+= 21κ  (C.15) 
 KHH −−= 22κ . (C.16) 

















which gives us the principal directions projected on xy plane. From these directions, we 
can find the three-dimensional directions which are normal to the gradient direction, 
 )1,,( 32 aan −−= . (C.18) 
Note that in the special case that the two curvatures are equal (degenerate case), 
the choice of principal directions is arbitrary. Without loss of generality we assume the 
directions of ξ and η in Figure C.1 to be along the principal diffraction directions. 
Therefore, based on the analogy with bulk medium (si ilar to the two-dimensional case 






















As a result, for each mode of the three-dimensional photonic crystal (at a given 
temporal frequency), there are two principal diffraction directions in the plane 
perpendicular to the direction of group velocity for that mode. A principal diffractive 
index can be defined for each of these principal diffraction directions to describe the 
diffraction of an optical beam along its corresponding principal diffraction direction. The 
diffraction of the beam along an arbitrary direction transverse to the direction of 
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in which θ is the angle between the arbitrary direction of interest and the ξ direction in 
the plane perpendicular to the direction of group velocity. The same phenomenon, in 
principle, occurs in anisotropic media as well, butthe extent of the contrast between the 
two principal diffractive indices can be much larger (for instance they can have opposite 
signs). 
C.3. Analysis of Reflection from Photonic Crystals 
The analysis model is the basic mode matching between the two regions by 
expanding the field at each region over Bloch modes. Phase matching condition plays the 
main role in describing the modes excited in the transmission region for a given incident 
wave. The reason we use this mode matching process is that it immediately gives us 
information on excited photonic crystal modes such as penetration depth of evanescent 
modes and transmission coefficient and wavevector of p opagating modes. 
Here, we formulate the problem using the components of electric and magnetic 
fields tangential to the interface. Other formulations based on three components of the 
electric field or three components of the magnetic field can also be used. All these 
formulations are of the same order of complexity (in term of implementation issues, 
required memory and computation cost) but may be of interest in particular cases.  
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where 1K , 2K , and 3K  are the reciprocal lattice vectors of the three-dimensional 
periodic structure. For these structures, the Floquet-Bloch theorem allows us to expand 
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in which k is the wavevector of the mode, and Ulmn and Slmn are the coefficients of 
different Bloch components of the magnetic and electric fields, respectively. For 
simplicity, let 
 321 KKKkk nmllmn +++= . (C.24) 
To find the reflection at the interface, we use a direct mode matching process to match 
the modes of the incident region to those of the photonic crystal structure. For that, we 
need to first find the modes of the photonic crystal ructure excited by the incident wave. 
The next step is to match the tangential fields at the interface to those of the incident 
region to find the amplitude coefficient of each mode. 
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In these equations, the wavevector matrices are diagonal matrices with diagonal elements 
[ ]( ) uKKKkk 321u ˆ)(,, ⋅+++= nmlnml , and the periodicity matrix,  ][ε , is defined as  
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 ( ) ))()((),,(),,,( ~][ snrmqlsrqnml −−−= εε . (C.28) 










































































































































































Solving the eigenvalue problem in Equation (C.30) gives us the wavevectors of the 
photonic crystal modes in the z direction as eigenvalue, and corresponding amplitudes of 
the Bloch components as eigenvectors. Applying the boundary conditions afterwards 
gives us the amplitudes for reflected and transmitted modes. 
Note that in the case that interface of the photonic crystal (chosen to be the xy
plane, without loss of generality) contains two of the lattice vectors of the photonic 
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crystal structure (which is the case in most practic l situations), the third reciprocal lattice 
vector, K3, will be along the z direction, and this eigenvalue problem is redundant, si ce 
theoretically if kzf is a solution, so is kzf+nK3 (n being any integer number).  This is the 
case that we will be considering in what follows. There are two conditions that a PC 
mode has to satisfy to be considered as one of the possible modes excited inside the PC. 
First, the direction of energy for that mode should be away from the interface. Second, 
the amplitude of the mode should not grow toward infinity. Moreover, considering the 
redundancy in the modes calculated in the previous section (wavevectors differing by a 
multiple of the lattice wavevector represent the same PC mode), only 2N1N2 modes are 
eligible to be included in the mode matching process (N1 and N2 are the number of plane 
waves retained for K1 and K2 reciprocal lattice vectors, respectively). 
In the first step we need to calculate the Poynting vector for each of the PC modes 




kkk HES ×= . (C.32) 
Therefore, the Poynting vector normal to the interface can be calculated as 




The sign of Poynting vector determines whether the mode has its power propagating 
toward or against the interface. Only those PC modes which take power away from the 
interface are physically acceptable according to power conservation requirement. Thus, 
we retain 2N1N2 PC modes which are not redundant and satisfy the causality condition, in 
the photonic crystal region. In the incident region, in addition to the incident plane wave, 
we consider N1N2 TE plane waves and N1N2 TM plane waves for reflected orders from 
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In these relations, the TE and TM components of the refl cted plane-waves satisfy 
 zyxS ˆ)ˆˆ(|| ,,, ×+ lmyrlmxr
TE
lmr kk  (C.38) 
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1, lmyrlmxrlmzr kkknk −−= . (C.42) 
By solving the linear system of equations in (C.34)-(C.37), we obtain both the 
amplitudes of the reflected plane-waves as well as the amplitudes of the PC modes 
excited in the photonic crystal region. In this work, we will use these relations to analyze 
reflection at the interface of different photonic crystal structures and to investigate some 
of the effects associated with that.  
Figure C.2 shows schematically a cubic woodpile structure that can be realized 
through direct laser writing in a polymer material. The calculated reflection spectra for 
both transverse electric (TE) and transverse magnetic (TM) incident polarizations are 
shown in Figure C.3. In our simulations, we have usd 7 plane-wave components for the 
expansion in each direction. The calculated values obtained at this size have an error of 
less than 5% in the reflected order powers, which is sufficient for most practical 
applications. It can be seen that at low frequencies, an average index model can be used 
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to describe these reflections. At frequencies in the vicinity of the bandgap, however, 
strong Bragg reflection is observed. Inside the stop band, total reflection of the wave to 
the incident region is observed (note that a semi-infinite photonic crystal is considered in 
these simulations). 
 
   
(a)      (b) 
Figure C.2. (a) Schematic demonstration of the cubic woodpile lattice considered throughout this 
appendix is shown. Lattice constants and filling factors in different directions of this lattice are 
marked on this figure. (b) The setup for reflection calculation is shown, with α being the angle 
between the incident wavevector and the normal to the interface (z), and φ being the angle 









































Figure C.3. Reflection at the interface of a cubic woodpile photonic crystal structure with 
5.2=rε , fx = fy = 0.3, fz = 0.5, ax = ay = a, and az = 1.2a is shown with z0=0 at normal incidence. 
Two cases with TE and TM polarizations (i.e., electric field and magnetic field along the y 
direction) are considered with incident wave coming either from the air ( 0.1=iε ) or substrate 
( 5.2=iε ) regions. 
 
C.4. Effective Impedance Model 
Analysis of reflection using the rigorous method provided in the previous section 
gives the exact solution (within computational limitations) for the reflection at the 
interface of a 3D PC. However, the process is computationally intense, and provides 
limited insight into the process of reflection at the interface of the PC. We have 
previously proposed an effective impedance model for the analysis of reflection at the 
interface of 2D PCs [113]. The effective impedance model suggests that the continuity of 
field and conservation of power at the interface ar needed for an impedance matching 
condition (to couple the light efficiently into or ut of a PC structure). Here we extend 
this model to analyze reflection at the interface of 3D PCs. For simplicity, we consider a 
TM-polarized incident wave (with magnetic field perndicular to the plane of 








=η , (C.43) 
where intH  is the average tangential field of the PC mode along the interface, and nS  is 
the Poynting vector of the mode normal to the interface. Note that the effective 
impedance is defined for each photonic crystal mode and depends on the interface at 
which the PC is truncated. Therefore, by choosing the incident region or a different 
termination of the PC, it is possible to realize an impedance matching condition to couple 
the light completely into the PC structure (with no reflection). Note that the definition of 
this effective impedance requires that both the incident region and the transmission 
region to be single-mode. In low-contrast 3D PCs usually more than one mode are 
present, but the polarization of the incident wave can be selected such that excitation of 
other modes is negligible. 
Figure C.4(a) shows the calculated reflection for a plane wave incident from a 
bulk medium with 5.2=rε  to a cubic woodpile PC with aaa yx == , aaz 2.1= , 
3.0== yx ff , and 5.0=zf  (parameters as defined in Figure C.2) with TM incident 
polarization at an angle °= 7α ; the interface of the PC is assumed to be at zaz 75.00 = . 
Both results from the rigorous mode-matching scheme and the effective impedance 
model are plotted in Figure C.4(a) and are in very good agreement. Figure C.4(b) shows 
the effective impedance of the PC modes excited at ifferent frequencies in Figure 
C.4(a). The impedance matching condition in this figure occurs around normalized 
frequency of 0.34 which corresponds to the complete transmission range in Figure C.4(a). 
Another important behavior in the effective impedance of PCs is that in the vicinity of 
mode gap (depending on whether the average field goes t  zero or a finite non-zero 
value), it is possible to obtain very large or very small values of effective impedance to 




(a)      (b) 
Figure C.4. (a) Calculated reflection for a plane wave incident from substrate ( 5.2=rε ) to a 
cubic woodpile PC with aaa yx == , aaz 2.1= , 3.0== yx ff , and 5.0=zf  (parameters as 
defined in Figure C.3) with TM incident polarization (magnetic field along the y direction) at an 
angle °= 7α  is shown. The interface of the PC is assumed to be at zaz 75.00 = . (b) Calculated 
effective impedance of the photonic crystal modes excit d in (a) is shown (marked by stars) and 
compared with that of the incident region (dashed line).  
 
Figure C.5 shows the reflection from the PC in Figure C.4 for two different 
terminations at zaz 25.00 =  and zaz 75.00 =  along with the calculated effective 
impedances. It can be seen that the behavior of the effective impedance is highly 
dependent on the choice of the interface. In particular, by controlling the location of the 
interface, it is possible to move the high-transmision range (in the vicinity of the 
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(c)      (d) 
Figure C.5. Calculated reflection for a plane wave incident from air ( 0.1=rε ) to the same cubic 
woodpile PC in Figure C.4 with TM incident polarization at an angle °= 7α  is shown. The 
interface of the PC is assumed to be at zaz 25.00 =  in (a), and the corresponding effective 
impedance is shown in (b).  The calculated reflection and effective impedance for an interface at 
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