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3Résumé de la thèse
Cette thèse s’articule autour d’une notion spectrale assez récente,
appelée le spectre étendu des opérateurs.
Dans la première partie nous fournissons des propriétés générales
du spectre étendu d’un opérateur dans certains cas particuliers, tels
que le cas de dimension ﬁnie et celui des opérateurs inversibles.
Nous nous intéressons dans la deuxième partie à l’étude du spectre
étendu de l’opérateur shift tronqué Su. En particulier, nous donnons
une description complète des vecteurs propres étendus associés à chaque
valeur propre étendue de Sb, où b est un produit de Blaschke quel-
conque.
Dans la troisième partie nous décrirons complètement le spectre
étendu et les sous espaces propres étendus d’une classe d’opérateurs
très importante : celle des opérateurs normaux. Nous commençons
d’abord par la classe des opérateurs qui sont produits d’un opéra-
teur positif par un autoadjoint. Ensuite, nous utilisons le théorème de
Fuglede-Putnam pour déduire une description complète des valeurs et
des vecteurs propres étendus des opérateurs normaux, en fonction de
leur mesure spectrale.
Dans la dernière partie, nous appliquons nos résultats des trois pre-
mières parties sur des exemples concrets. En particulier, nous traitons
le problème des sous espaces propres étendus des opérateurs déﬁnis
dans un espace de dimension ﬁnie. Ensuite, nous montrons l’existence
d’un opérateur compact quasinilpotent dont le spectre étendu est ré-
duit au singleton {1}. Enﬁn, nous traitons deux opérateurs de Cesàro
très importants dans les applications.
Mots-clés
Spectre étendu, valeur propre étendu, vecteur propre étendu, espace de
Hardy, espace modèle, shift tronqué, opérateur autoadjoint, opérateur
normal, opérateur compact quasinilpotent, opérateur de Cesàro.
4Extended spectrum of
operators and applications
Thesis summary
This thesis is based on a relatively new spectral notion, called ex-
tended spectrum of operators.
In the ﬁrst part, we provide general properties of extended spectrum
of an operator in some special cases, such as the case of ﬁnite dimension
and the case of invertible operator.
We focused in the second part on characterizing the extended spec-
trum of truncated shift operator Su. In particular, we give a complete
description of the extended eigenvectors associated to each extended
eigenvalue of Sb, where b is a Blaschke product.
In the third part, we describe the extended spectrum and the ex-
tended eigenvectors of a very important class of operators , that is the
normal operators. We ﬁrst start by describing these last sets for the
product of a positive and a self-adjoint operator which are both injec-
tive. After, we use the Fuglede-Putnam theorem to describe the same
sets for normal operators, in terms of their spectral measure.
In the last part, we apply our results from the last three parts on
concrete examples. In particular, we address the problem of extended
eigenvectors of operators deﬁned in a ﬁnite dimension space. Next,
we show the existence of a quasinilpotent compact operator whose
extended spectrum is reduced to {1}. Finally, we study two Cesàro
operators which are very important in applications.
Keywords
Extended spectrum, extended eigenvalue, extended eigenvector, Hardy
space, model space, truncated shift, self-adjoint operator, normal ope-
rator, quasinilpotent compact operator, Cesàro operator.
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Chapitre 1
Introduction
Cette thèse s’inscrit dans le domaine de la théorie des opérateurs,
qui traite les endomorphismes continus d’un espace vectoriel normé.
Cette théorie est surtout développée dans le cas des espaces de Hilbert.
Dans toute notre étude, H signiﬁera un espace de Hilbert complexe et
séparable. On notera aussi par B(H) l’algèbre des opérateurs linéaires
bornés déﬁnis sur H.
Notre thèse sera consacrée à l’étude d’une notion spectrale assez
récente, appelée le spectre étendu des opérateurs. Soit T ∈ B(H), on dit
qu’un nombre complexe λ est une valeur propre étendue de l’opérateur
T , s’il existe un opérateur X ∈ B(H)\{0} tel que TX = λXT . Dans
ce cas, l’opérateur X est dit le vecteur propre étendu associé à λ. On
appelle spectre étendu de T l’ensemble de toutes les valeurs propres
étendues de T , et on le notera par σext(T ). Notons aussi par Eext(T, λ)
(ou simplement Eext(λ) s’il n’y a pas d’ambiguïté) le sous-espace propre
étendu associé à λ ∈ σext(T ).
Ces dernières notions se trouvent au carrefour de plusieurs thèmes
de recherches en théorie des opérateurs, comme nous allons le voir dans
la suite.
Dans [4], A. Biswas, A. Lambert et S. Petrovic ont introduit cette
notion en montrant que le spectre étendu d’un opérateur T à image
dense, correspond au spectre ponctuel d’un autre opérateur (non-borné
en général) construit à partir de T . En eﬀet, Soient T,X ∈ B(H) et
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supposons qu’il existe un opérateur Y ∈ B(H) tel que
TX = XY. (1.1)
Notons ensuite par ΔT l’ensemble de tous les opérateurs X ∈ B(H)
pour lesquels il existe un opérateur Y ∈ B(H) vériﬁant (1.1). On vériﬁe
facilement que ce dernier ensemble forme une algèbre. Si de plus T est
à image dense, on peut déﬁnir l’application
ΦT : ΔT → B(H)
X → Y,
qui est un homomorphisme d’algèbre fermé. Supposons maintenant que
pour l’opérateur X = 0, il existe un nombre complexe λ tel que Y =
λX, on obtient alors l’équation TX = λXT , ou l’égalité équivalente
ΦT (X) = λX. Par conséquent, un nombre complexe λ est une valeur
propre étendue de l’opérateur T si et seulement si λ est une valeur
propre de l’opérateur (non-borné) ΦT .
Dans ce même article, les auteurs considèrent l’opérateur (compact
quasinilpotent) de Volterra déﬁni sur l’espace de Hilbert L2[0, 1], par
V f(x) =
 x
0
f(t)dt,
et ils montrent que σext(V ) =]0,+∞[, en donnant une solution non-
triviale de l’équation V X = λXV . Par contre, nous constatons qu’ils
ne donnent pas toutes les solutions de cette dernière équation. Cette
remarque s’avérera pertinente, elle sera l’objet de notre motivation, et
nous consacrerons notre travail à la description complète de l’ensemble
des vecteurs propres étendus de certaines classes d’opérateurs clas-
siques et très utilisées, telles que les opérateurs normaux et les shifts
tronqués agissant sur les espaces modèles.
Une deuxième approche du spectre étendu d’un opérateur, se ma-
nifeste en regardant la déﬁnition de cet ensemble comme un cas par-
ticulier de l’équation opératorielle de Sylvester TX − XS = Q, en
posant S = λT et Q = 0. Dans [39], M. Rosenblum a montré que
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si σ(T ) ∩ σ(S) = ∅, alors X = 0 est l’unique solution de l’équation
TX −XS = 0, ce qui implique l’inclusion importante suivante
σext(T ) ⊂ {λ ∈ C, σ(T ) ∩ σ(λT ) = ∅}.
Une telle inclusion va se transformer en une égalité dans le cas où H
est de dimension ﬁnie (voir [5]).
On peut obtenir une autre approche de la déﬁnition du spectre
étendu en la considérant comme un cas particulier de la déﬁnition de
l’entrelacement entre deux opérateurs. Soient T, S ∈ B(H), on dit que
S s’entrelace avec T , et on le note S ∝ T s’il existe un opérateur
X ∈ B(H)\{0} tel que XS = TX. Remarquons que si S = λT pour
un certain λ ∈ C, on obtient la déﬁnition du spectre étendu de l’opé-
rateur T . Cette notion a été introduit dans les années soixante, et de
nombreux résultats ont été obtenus depuis (voir par exemple [6] et
[19]).
Dans [5], A. Biswas et S. Petrovic ont complètement décrit l’en-
semble du spectre étendu d’un opérateur T ∈ B(H), avec H un espace
de Hilbert de dimension ﬁnie. Plus précisément, ils ont montré que
dans ce cas
σext(T ) = {λ ∈ C, σ(T ) ∩ σ(λT ) = ∅}.
En revanche, les deux auteurs n’ont pas abordé le problème de l’en-
semble des vecteurs propres associés à chaque valeur propre étendue
d’un tel opérateur. Dans le chapitre 5, nous appliquons les résultats de
ces deux derniers auteurs pour décrire les sous espaces propres éten-
dus d’une large classe d’opérateurs déﬁnis sur un espace de Hilbert
de dimension ﬁnie. Une autre application fondamentale de cet article
apparaît dans le chapitre 3. En particulier, on décrit complètement les
ensemble des valeurs et des vecteurs propres étendus du shift tronqué
déﬁni sur un espace modèle de dimension ﬁnie. En plus,
En dimension inﬁnie, la situation est loin d’être simple. Dans [30],
A. Lambert a abordé le cas des opérateurs inversibles, en montrant
qu’il existe dans ce cas deux constantes 0 < a < b < ∞ telles que
σext(T ) ⊂ {z ∈ C : a ≤ |z| ≤ b}.
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Nous déterminerons dans le chapitre 2 ces deux dernières constantes .
Dans [6], Bourdon et Shapiro se sont basés sur les propriétés d’en-
trelacement entre les opérateurs de Toeplitz, trouvées par J. A. Ded-
dens dans [18] et [19], pour déterminer l’ensemble du spectre étendu
de certains opérateurs de Toeplitz plus généraux que le shift S = Tz.
Par exemple, ils ont montré que σext(Tz+1) = [1,∞), σext(Tz+2) =
σext(Tz2+2) = {1}, et que si ϕ(z) = z2 + z, alors σext(Tϕ) = {1} ∪
(C\{−4ϕ(D)}). Cependant, dans aucun des cas ils n’ont déterminé les
sous-espaces propres étendus.
En revenant à l’article [5], les auteurs utilisent le fameux théorème
du relèvement des commutants de Sz.-Nagy-Foias, pour donner la re-
lation entre le spectre étendu d’une contraction et celui de son relève-
ment isométrique. Une première application directe et fondamentale de
ce résultat, est de décrire le spectre étendu de l’opérateur shift tronqué
Su (où u(z) = b(z)s(z) est une fonction intérieure dont b est la partie
produit de Blaschke, et s est la partie singulière) déﬁni sur l’espace
modèle K2u := H2 uH2, à partir de l’ensemble bien connu du spectre
étendu de son relèvement isométrique, à savoir l’opérateur shift S dé-
ﬁni sur l’espace de Hardy H2. En revanche, les deux auteurs n’abordent
pas le problème des sous-espaces propres étendus. Dans le chapitre 3,
nous allons considérer la fonction intérieure u = b, avec b un produit
de Blaschke quelconque, déﬁni par (2.6), et on retrouve dans ce cas le
résultat de A. Biswas et S. Petrovic, sans passer par le théorème du re-
lèvement des commutants de Sz.-Nagy-Foias. En fait, nous utiliserons
une approche directe basée sur la théorie des fonctions dans l’espace
de Hardy. De plus, nous décrirons complètement l’ensemble de tous les
vecteurs propres étendus associés à chaque valeur propre étendue de
Sb.
Un autre exemple décrivant de manière complète les sous espaces
propres étendus d’un opérateur, se trouve dans l’article de M. T. Ka-
raev [25]. L’auteur s’est basé sur le résultat de A. Biswas, A. Lambert
et S. Petrovic dans [4], qui aﬃrme que σext(V ) =]0,∞[. Dans ce cas,
il a complètement décrit l’ensemble Eext(λ) pour chaque λ ∈]0,∞[.
Dans le chapitre 5, nous nous baserons sur le résultat (voir chapitre
2) donnant la densité de l’ensemble des polynômes C[X] (déﬁnis sur
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K := [0, 1] ∪ [0, λ], avec λ ∈ C\R+) dans L2(K). Ceci nous permettra
de retrouver à la fois le dernier résultat de A. Biswas, A. Lambert et
S. Petrovic (ce que M. T. Karaev ne fait pas dans son article), mais
aussi le résultat de M.T. Karaev.
Dans le chapitre 4, nous décrirons complètement le spectre étendu
et les sous espaces propres étendus d’une classe d’opérateurs très im-
portante : celle des opérateurs normaux. Nous traiterons aussi les
classes des opérateurs qui sont produits d’un opérateur positif par un
autoadjoint. Ensuite, nous déduirons une description complète des va-
leurs et des vecteurs propres étendus des opérateurs autoadjoints, en
fonction de leur mesure spectrale. Enﬁn, nous traiterons le cas des
opérateurs normaux à l’aide du théorème de Fuglede-Putnam. Nous
donnons une description complète des ensembles des valeurs propres
et des vecteurs propres étendus d’un opérateur normal agissant sur un
espace de Hilbert H, en fonction de sa mesure spectrale. Ces travaux
sont issu d’une collaboration avec G. Cassier (voir [12]).
Le chapitre 5 sera consacré à l’étude d’exemples des opérateurs
concrets. Nous commencerons ainsi par décrire les sous espaces propres
étendus d’une large classe d’opérateurs agissant sur un espace de Hil-
bert de dimension ﬁnie. Nous montrons ensuite l’existence d’un opéra-
teur compact quasinilpotent ayant un spectre étendu trivial. En par-
ticulier, nous décrirons complètement le spectre étendu et les sous es-
paces propres étendus de l’opérateur de Volterra. Enﬁn, nous travaille-
rons sur deux opérateurs de Cesàro qui ont été étudiés dans [29]. En
particulier, nous rétablirons les résultats des auteurs de ce dernier ar-
ticle, en décrivant en plus l’ensemble des sous espaces propres étendus
des deux opérateurs (voir [11]).
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Chapitre 2
Préliminaires et propriétés
générales
2.1 Spectre étendu des opérateurs
Déﬁnition 2.1. On dit qu’un nombre complexe λ est une valeur propre
étendue de l’opérateur T ∈ B(H), s’il existe un opérateur X ∈ B(H)\{0}
tel que TX = λXT . Dans ce cas, l’opérateur X est dit vecteur propre
étendu de T associé à λ.
On appelle spectre étendu de T l’ensemble de toutes les valeurs
propres étendues de T , et on le note par σext(T ). Notons aussi par
Eext(T, λ) (ou simplement par Eext(λ) s’il n’y a pas d’ambiguïté) le
sous-espace propre étendu associé à λ ∈ σext(T ). Remarquons de plus
que 1 appartient à σext(T ) pour tout T ∈ B(H), avec X = I comme
vecteur propre étendu associé.
Tout d’abord, on aura besoin du théorème fondamental suivant dû
à Rosenblum [39].
Théorème 2.2. Soient A,B deux opérateurs de B(H) tels que σ(A)∩
σ(B) = ∅. Alors X = 0 est l’unique solution de l’équation opératorielle
AX −XB = 0.
Démonstration. Pour montrer ce théorème, on va considérer l’équation
opératorielle suivante AX−XB = Q, avecQ ∈ B(H). Par hypothèse, il
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existe un ensemble relativement compact D dont la frontière ∂D forme
une courbe de Jordan, et tel que σ(B) ⊂ D et σ(A)∩D = ∅. Supposons
maintenant que X soit une solution de l’équation considérée, et soit
z ∈ ∂D, i.e. z ∈ ρ(A) ∩ ρ(B). On a donc l’équation
(A− zI)X +X(zI − B) = Q,
qui entraîne
(A− zI)−1X +X(zI − B)−1 = (A− zI)−1Q(zI − B)−1 (2.1)
D’après les propriétés du calcul fonctionnel de Dunford (cf. [22]), on a
que
1
2iπ

∂D
(A− zI)−1Xdz = 0 et 1
2iπ

∂D
X(zI − B)−1dz = X.
Ainsi, (2.1) implique :
X = − 1
2iπ

∂D
Rz(A)QRz(B)dz.
En posant Q = 0, on obtient le résultat.
En remplaçant dans le dernier théorème A = T , B = λT , on obtient
de manière directe la proposition suivante.
Proposition 2.3. Soit T ∈ B(H), alors
σext(T ) ⊂ {λ ∈ C, σ(T ) ∩ σ(λT ) = ∅}.
En particulier, si σ(T ) = {α}, avec α = 0, alors σext(T ) = {1}.
De là, on en déduit immédiatement le corollaire ci-dessous.
Corollaire 2.4. Supposons que T ∈ B(H) soit un opérateur quasinil-
potent, alors
σext(αI + T ) = {1}, ∀α ∈ C\{0}.
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2.1.1 Relation avec le spectre ponctuel
La proposition suivante donne une relation entre le spectre étendu
d’un opérateur et son spectre ponctuel.
Proposition 2.5. Soit T ∈ B(H). Si l’on note par σp(T ) le spectre
ponctuel de T , alors on a
{α
β¯
, α ∈ σp(T ), β ∈ σp(T ∗)} ⊂ σext(T ).
Démonstration. Supposons que α ∈ σp(T ) et que β ∈ σp(T ∗), alors il
existe x, y ∈ H\{0} tels que Tx = αx et T ∗y = βy. Si l’on déﬁnit
l’opérateur X = x⊗ y par
(x⊗ y)z =< z, y > x ∀z ∈ H,
on vériﬁe alors que X est un vecteur propre étendu pour T associé à
la valeur α/β¯. Donc α/β¯ ∈ σext(T ).
Remarque 2.6. 1- Notons que si 0 ∈ σp(T )∩ σp(T ∗), alors σext(T ) =
C. En eﬀet, il existe dans ce cas x, y ∈ H\{0} tels que Tx = T ∗y = 0.
Alors l’opérateur X = x⊗ y vériﬁe TX = λXT = 0 pour tout λ ∈ C.
2- Si 1 ∈ σp(T ∗) alors σp(T ) ⊂ σext(T ), une inclusion qui n’est pas
vraie en général. En eﬀet, si T = λI, alors σp(T ) = {λ} tandis que
σext(T ) = {1}.
2.1.2 Cas d’opérateurs inversibles
Remarquons tout d’abord que 0 ne peut pas être valeur propre
étendu d’un opérateur inversible (voire injectif). Dans [30], A. Lambert
a montré que le spectre étendu d’un tel opérateur est situé dans un
anneau fermé et borné de centre 0. Dans la proposition suivante, on
donne en plus les bornes de cet anneau.
Proposition 2.7. Soit T ∈ B(H) inversible, et posons a := ‖T‖‖T−1‖.
Alors
1. σext(T ) ⊂ {z ∈ C : 1a ≤ |z| ≤ a} := A 1a ,a.
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2. Si λ ∈ σext(T ) avec |λ| = 1. Alors il existe un entier N > 1 tel
que tout produit de N éléments de Eext(λ) est nul. En particulier,
tout élément de Eext(λ) est un opérateur nilpotent de rang N au
plus.
Démonstration. 1) Comme T est inversible, il existe une constante
c > 0 (c = ‖T−1‖−1) telle que pour tout x ∈ H, ‖Tx‖ ≥ c‖x‖. Soient
λ ∈ σext(T ) et X ∈ Eext(λ) \ {0}, alors
TX = λXT.
Il en résulte que
c‖Xx‖ ≤ ‖TXx‖ = |λ|‖XTx‖ ≤ |λ|‖X‖‖Tx‖, ∀x ∈ H.
Il s’en suit que
c‖X‖ ≤ |λ|‖X‖‖T‖,
de fait, |λ| ≥ 1
a
.
Quant à la deuxième inégalité, si λ ∈ σext(T ) (λ = 0) alors 1/λ ∈
σext(T
−1). On obtient d’une manière analogue
|1
λ
| ≥ 1
a
ou bien |λ| ≤ a. La première assertion est alors prouvée.
2) Soit λ ∈ σext(T ) tel que |λ| = 1, on peut alors trouver un en-
tier N > 1 tel que λN /∈ A 1
a
,a et λN−1 ∈ A 1
a
,a. Soient X1, ..., XN ∈
Eext(λ)\{0}, alors
TX1...XN = λ
NX1...XNT,
ce qui implique forcément X1...XN = 0.
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2.1.3 Puissances d’opérateurs
Dans ce paragraphe on donne la relation entre le spectre étendu
d’un opérateur et celui de ses puissances. Soit T ∈ B(H), et supposons
que λ ∈ σext(T ) avec X pour vecteur propre étendu associé, c’est-à-
dire,
TX = λXT.
Alors, pour tout entier naturel n,
T nX = λnXT n.
Par conséquent, λ ∈ σext(T ) implique que λn ∈ σext(T n). A. Biswas et
S. Petrovic ont montré dans [5] l’implication dans le sens inverse. Pour
montrer cela, on déﬁnit l’application
Fλ : B(H) → B(H)
X → TX − λXT,
On aura d’abord besoin du lemme suivant. Pour la preuve on renvoie
à [5].
Lemme 2.8. Soient n ∈ N et λ ∈ C, et soit μ l’une des racines
n’ième de λ. Si l’on note par ω la n’ième racine primitive de l’unité,
i.e. ω := e2πi/n, alors
T nX − λXT n = Fμωn−1 ◦ Fμωn−2 ◦ ... ◦ Fμω ◦ Fμ(X).
On peut maintenant montrer le résultat fondamental de ce para-
graphe.
Théorème 2.9. Soient n ∈ N et λ ∈ C. Alors λ ∈ σext(T n) si et
seulement s’il existe une racine n’ième de λ appartenant à σext(T ).
Démonstration. Remarquons que λ ∈ σext(T ) implique facilement que
λn ∈ σext(T n). Réciproquement, soit X ∈ B(H) \ {0} tel que T nX =
λXT n, et soit μ une racine n’ième de λ. D’après le lemme précédent,
0 = T nX − λXT n = Fμωn−1 ◦ Fμωn−2 ◦ ... ◦ Fμω ◦ Fμ(X).
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Si Fμ(X) = 0, alors μ ∈ σext(T ) et le théorème sera prouvé. Sinon,
supposons que m soit le plus petit entier naturel vériﬁant
Fμωm ◦ Fμωm−1 ◦ ... ◦ Fμω ◦ Fμ(X) = 0,
alors
Y := Fμωm−1 ◦ Fμωm−2 ◦ ... ◦ Fμω ◦ Fμ(X) = 0 et Fμωm(Y ) = 0.
Ainsi, Y est un vecteur propre étendu de T associé à μωm. Or (μωm)n =
λ, la preuve est alors achevée.
2.1.4 Cas de dimension ﬁnie
Dans ce paragraphe on décrit complètement le spectre étendu d’un
opérateur agissant sur un espace de Hilbert complexe de dimension
ﬁnie.
Théorème 2.10. Soit T un opérateur sur un espace de Hilbert H de
dimension ﬁnie. Alors
σext(T ) = {λ ∈ C, σ(T ) ∩ σ(λT ) = ∅}.
Démonstration. Considérons dans la preuve les deux cas suivants :
Supposons dans le premier cas que T ne soit pas inversible, alors
le noyau de T et celui de T ∗ ne sont pas réduits à {0}. On peut donc
considérer un opérateur X = 0 de kerT ∗ dans kerT . Posons ensuite
X ′ = XP , où P est le projecteur orthogonal de H sur kerT ∗ (X ′ = 0).
Par conséquent
TX ′ = λX ′T = 0, ∀λ ∈ C,
d’où, σext(T ) = C. De plus, et comme T n’est pas inversible, alors
0 ∈ σ(T ) ∩ σ(λT ) pour tout λ ∈ C. On en déduit que
σext(T ) = {λ ∈ C, σ(T ) ∩ σ(λT ) = ∅} = C.
Supposons maintenant que T soit inversible, i.e. 0 /∈ σ(T ). Étant
donné λ ∈ C, et grâce à la proposition 4.1.2, il suﬃt de montrer que
{λ ∈ C, σ(T ) ∩ σ(λT ) = ∅} ⊂ σext(T ).
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Supposons pour cela que β ∈ σ(T ) ∩ σ(λT ), il existe donc un vecteur
propre a ∈ H tel que Ta = βa (forcément β = 0, et par conséquent
λ = 0). De même, et vu que (β/λ) ∈ σ(T ), il suit (β/λ) ∈ σ(T ∗), il
existe alors un vecteur propre b ∈ H tel que T ∗b = (β/λ)b. Posons
ﬁnalement X = a⊗ b, on vériﬁe alors facilement l’égalité TX = λXT ,
avec X = 0. Ce qui entraîne λ ∈ σext(T ).
On peut immédiatement en déduire les résultats suivants.
Corollaire 2.11. Soit T un opérateur linéaire agissant sur un espace
de Hilbert de dimension ﬁnie, alors :
1. σext(T ) = {1} si et seulement si σ(T ) = {α}, avec α = 0.
2. σext(T ) = C si et seulement si T n’est pas inversible.
3. Si T est inversible, alors σext(T ) = {α/β, α, β ∈ σ(T )}.
Dans le chapitre 5, on va donner un exemple concret du cas de
dimension ﬁnie. En particulier, on va décrire le spectre étendu et les
sous espaces propres étendus de quelques cellules de Jordan.
2.2 Espaces modèles
Eﬀectuons tout d’abord un bref rappel sur la théorie classique des
espaces de Hardy. Notons par D et T le disque unité ouvert et le cercle
unité respectivement, et par dm(t) la mesure de Lebesgue normalisée
sur T. Considérons ensuite l’espace L2(T) des fonctions f mesurables
sur T, à valeurs complexes et pour lesquelles
‖f‖2 =
(
T
|f |2dm
)1/2
< +∞.
On montre alors que l’espace L2(T) muni du produit scalaire suivant :
<,> : L2(T)× L2(T) → C
(f, g) → T fgdm,
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est un espace de Hilbert. L’espace de Hardy H2(T) est donc déﬁni
comme le sous-espace fermé de L2(T), formé des fonctions dont les
coeﬃcients de Fourrier d’indice négatifs sont nuls. On déﬁnit aussi
l’espace de Hardy H2(D) comme l’espace de Hilbert des fonctions f ∈
Hol(D) pour lesquelles
‖f‖2 = sup
0≤r<1
( π
−π
|f(reit)|2dm(t)
)1/2
< +∞.
Comme une fonction de H2(D) admet des limites radicales presque
partout, alors d’après la théorie classique des espaces de Hardy, on
peut identiﬁer les espaces H2(D) et H2(T).
Si on note par S le shift unilatéral déﬁni sur H2 par f → zf , son
adjoint va être déﬁni par
S∗f =
f − f(0)
z
. (2.2)
Soit u une fonction intérieure, i.e., une fonction holomorphe bornée
sur D, et telle que :
|u∗(eit)| := lim
r→1−
|u(reit)| = 1, m− p.p.
Supposons dans la suite que u ne soit pas constante. D’après un théo-
rème de A. Beurling, l’espace K2u := H2uH2, appelé l’espace modèle,
est un sous-espace propre de H2 invariant par rapport à l’opérateur S∗.
Par conséquent, si l’on note par Su la compression de S sur K2u, son
adjoint S∗u va être la restriction de S∗ sur ce dernier espace.
Soit λ ∈ D, et notons par kλ le noyau reproduisant dans H2 ; il est
explicitement donné par
kλ(z) =
1
1− λz . (2.3)
Soit Pu la projection orthogonale de L2(T) sur K2u. Le noyau repro-
duisant dans l’espace K2u est alors donné par
kuλ(z) := Pukλ =
1− u(λ)u(z)
1− λz . (2.4)
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Il se trouve que l’espace modèle K2u est de dimension ﬁnie si et seule-
ment si u est un produit de Blaschke ﬁni
b(z) =
n∏
i=1
bpiαi , avec bλ =
λ− z
1− λz , pi, n ∈ N
∗, et αi = αj ∀i = j. (2.5)
Dans le cas général, un produit de Blaschke inﬁni est déﬁni par
b(z) =
∞∏
i=1
(
αi
|αi|bαi)
pi , pi ∈ N∗, avec
∞∑
i=1
(1− |αi|) < +∞, (2.6)
et on a le résultat suivant, pour la preuve on renvoie à [42].
Proposition 2.12. Soit b un produit de Blaschke déﬁni par (2.6), alors
les noyaux de Cauchy
ei,l(z) =
l!zl
(1− αiz)l+1 , ∀i ≥ 1, l = 0, ..., pi − 1, (2.7)
engendrent l’espace K2b . De plus, ces derniers noyaux forment une base
de Riesz de K2b si et seulement si la suite des zéros {αi}i≥1 vériﬁe la
condition de Carleson suivante :
Il existe δ > 0 tel que pour tout j ∈ N∗∏
i =j
∣∣∣∣ αi − αj1− αiαj
∣∣∣∣ ≥ δ.
Les espaces de Hardy et les espaces modèles possèdent des proprié-
tés remarquables, et nous renvoyons à [34], [35] et [36] pour plus de
détails.
2.3 Densité de C[X ] dans L2(K)
Dans ce paragraphe, on considère l’ensemble K := [0, 1] ∪ [0, λ] tel
que λ ∈ C\R+, et on montre dans le théorème 2.15 que l’ensemble des
polynomes déﬁnis sur cet ensemble est dense dans L2[0, 1]. Comme on
le verra dans la suite, ce théorème sera très utile dans les applications.
Tout d’abord on rappelle le théorème de Cauchy-Pompeiu suivant.
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Théorème 2.13. Soit Γ un système ﬁni de courbes de Jordan de classe
C1, et notons par U = Int(Γ). Soit f une fonction de classe C∞ sur
U et continue sur U , alors pour tout z ∈ U on a
f(z) =
1
2πi

Γ
f(w)
w − z dw −
1
π

U
∂f
∂w¯
(w)
dm2(w)
w − z ,
où m2 signiﬁe la mesure de Lebesgue dans le plan.
On aura encore besoin du lemme suivant.
Lemme 2.14. Soit λ ∈ C\R+, et notons par A la fermeture de C[X]
dans l’espace C(K), i.e., A = C[X]C(K). Soit ε1 le polynôme identité,
i.e., ε1(z) = z pour tout z. Alors σA(ε1) = K.
Démonstration. Puisque A ⊂ C(K), on a clairement
K = σC(K)(ε1) ⊂ σA(ε1) et ∂σA(ε1) ⊂ ∂σC(K)(ε1) = K.
Raisonnons alors par l’absurde en supposant que w ∈ σA(ε1)\K. Soit
J = {tw : t ≥ 1}, alors J ∩K = ∅ et J s’intersecte à la fois avec σA(ε1)
et (σA(ε1))c. Or J est connexe, il existe alors v ∈ J ∩ ∂σA(ε1) ⊂ K, ce
qui est absurde.
On peut maintenant montrer le résultat principal de ce paragraphe,
qui se trouve (avec le dernier lemme) dans [12].
Théorème 2.15. Soient f, g ∈ L2[0, 1] et λ ∈ C\R+. Alors il existe
une suite de polynômes (pn)n∈N déﬁnis sur K, telle que pour tout t ∈
[0, 1]
pn(t) → f(t) et pn(λt) → g(t),
dans L2[0, 1].
Démonstration. Soit f ∈ L2(K) tel que f ⊥ A. D’après le lemme
(2.14), (z − w)−1 ∈ A pour tout w /∈ K. Alors

K
f(z)
z − wdμ(z) = 0, ∀w /∈ K,
2.3. DENSITÉ DE C[X] DANS L2(K) 25
où μ désigne la mesure de la longueur. Soit maintenant φ ∈ C∞(R2)
à support compact U = D(0, R], alors

U
∂φ
∂w¯
(w)
(
K
f(z)
w − z dμ(z)
)
dm2(w) = 0.
Par le théorème de Fubini, on a

K
(
U
∂φ
∂w¯
(w)
dm2(w)
w − z
)
f(z)dμ(z) = 0.
En utilisant le théorème de Cauchy-Pompeiu, on obtient

K
φ(z)f(z)dμ(z) = 0.
Alors le choix arbitraire de φ entraîne
 b
a
f(t)dt = 0, et
 λb
λa
f(z)dμ(z) = 0, ∀a, b ∈ [0, 1],
d’où f = 0, ce qui achève la preuve.
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Chapitre 3
Spectre étendu de shifts
tronqués
3.1 Opérateurs de Toeplitz
Commençons par rappeler la déﬁnition d’un opérateur de Toeplitz.
Déﬁnition 3.1. L’opérateur T ∈ B(H2) est dit opérateur de Toeplitz
s’il est la compression sur H2 d’un certain opérateur de multiplication
de L2(T). Autrement dit, T est un opérateur de Toeplitz s’il existe une
fonction φ ∈ L2(T), dite le symbole de T , telle que T = PMφ où P
est la projection orthogonale de L2(T) sur H2. Dans ce cas, on note
T = Tφ.
Il se trouve que cette opérateur est borné si et seulement si φ ∈
L∞(T). Cette classe d’opérateurs a été étudiée en détail par Brown
et Halmos (cf. [7]). Remarquons enﬁn que le shift unilatéral S est un
opérateur de Toeplitz de symbole z.
3.1.1 Entrelacement entre des opérateurs de Toe-
plitz
Déﬁnition 3.2. Soient A,B ∈ B(H2) et X ∈ B(H2)\{0}. On dit que
A s’entrelace avec B, et on le note A ∝ B s’il existe un opérateur
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X ∈ B(H2)\{0} tel que XA = BX.
Remarque 3.3. Soit λ ∈ C. En remplaçant A par λB dans la déﬁni-
tion précédente, on retrouve la déﬁnition du spectre étendu de l’opéra-
teur B. D’où l’intérêt de cette notion pour notre étude.
Dans [18] et [19], J. A. Deddens a étudié l’entrelacement entre deux
opérateurs de Toeplitz bornés de symboles analytiques, et il a donné des
résultats qui seront très utiles par la suite pour déterminer le spectre
étendu de tels opérateurs.
Commençons par le lemme fondamental suivant.
Lemme 3.4. Soit Λ un sous-ensemble non-dénombrable de D. Alors
l’ensemble {kλ : λ ∈ Λ} engendre l’espace H2.
Démonstration. Soit f ∈ H2, et supposons que f soit orthogonale à
l’ensemble {kλ : λ ∈ Λ}. Alors, pour tout λ ∈ Λ
f(λ) =< f, kλ >= 0.
Or Λ est non-dénombrable, et f est analytique, donc f ≡ 0 d’après le
principe des zéros isolés, ce qui achève la preuve.
Théorème 3.5. Soient ϕ, ψ ∈ H∞, et supposons que Im(ϕ)  σ(Tψ).
Alors X = 0 est l’unique solution de l’équation XTψ = TϕX.
Démonstration. Posons N = Im(ϕ) ∩ (C\σ(Tψ)). On va alors distin-
guer les deux cas suivants :
- N est un singleton, lorsque ϕ est constante.
- N est un ouvert non-vide, quand ϕ n’est pas constante.
Dans les deux cas, ϕ−1(N) est un ensemble ouvert non-vide de D,
et donc non-dénombrable. D’après le lemme précédent, {kλ : λ ∈
ϕ−1(N)} engendre H2. Supposons dès à présent que X ∈ B(H2) vériﬁe
XTψ = TϕX. Alors, T ∗ψX∗ = X∗T ∗ϕ. On en déduit que pour tout λ ∈ D
T ∗ψX
∗kλ = X∗T ∗ϕkλ = ϕ(λ)X
∗kλ.
Par conséquent, pour tout λ ∈ D, ou bien ϕ(λ) est une valeur propre
de T ∗ψ, ou bien X∗kλ = 0. Or, si λ ∈ ϕ−1(N), il vient ϕ(λ) /∈ σ(Tψ), ou
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encore ϕ(λ) /∈ σ(T ∗ψ). On en conclut que si λ ∈ ϕ−1(N), ϕ(λ) ne peut
pas être une valeur propre de T ∗ψ. Ce qui implique que X∗kλ = 0 pour
tout λ ∈ ϕ−1(N). D’après le lemme 3.4, X∗ = 0 de fait X = 0, ce qui
achève la preuve du théorème.
Remarque 3.6. Rappelons que dans le cas général, si T ∈ B(H)
σext(T ) ⊂ {λ ∈ C, σ(T ) ∩ σ(λT ) = ∅}.
En posant ψ = λϕ dans le dernier théorème, et vu que σ(Tϕ) = Im(ϕ)
la fermeture de l’image de ϕ, on obtient l’inclusion suivante
σext(Tϕ) ⊂ {λ ∈ C, Im(ϕ) ⊂ λIm(ϕ)}.
Ainsi, dans le cas des opérateurs de Toeplitz analytiques bornés, on
obtient un résultat sur les valeurs propres étendues, beaucoup plus fort
que dans le cas général.
Corollaire 3.7. Soient ϕ ∈ H∞\{0} et |α| > 1. Alors X = 0 est
l’unique solution de l’équation XTϕ = TαϕX. En particulier, σext(S) ⊂
C\D.
Démonstration. Remarquons que Im(αϕ)  σ(Tϕ), le résultat découle
alors immédiatement du théorème précédent.
La proposition suivante va nous fournir une condition suﬃsante
pour que Tψ s’entrelace avec Tϕ. On aura d’abord besoin du lemme
suivant, dû à J. Ryﬀ. Pour la preuve on renvoie à [41].
Lemme 3.8. Soient f ∈ Hp et Φ : D → D une fonction analytique.
Alors f ◦ Φ ∈ Hp, et si λ := Φ(0) = 0, on a
‖f ◦ Φ‖p ≤
(
1 + |λ|
1− |λ|
)1/p
‖f‖p.
Proposition 3.9. Soient ϕ, ψ ∈ H∞. Supposons que ψ soit injective,
et que Im(ϕ) ⊂ Im(ψ). Alors Tψ ∝ Tϕ.
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Démonstration. Par hypothèses, la fonction F (z) = ψ−1(ϕ(z)) est une
fonction analytique de D dans D. Déﬁnissons alors l’opérateur Xf(z) =
f(F (z)). Alors clairement X = 0, et d’après le lemme précédent X ∈
B(H2). De plus, pour tout f ∈ H2, on a
XTψf(z) = X(ψf) = (ψ ◦ F )Xf = TϕXf.
D’où le résultat.
Cette dernière proposition, avec le corollaire 3.7 nous permettent
d’obtenir le corollaire suivant.
Corollaire 3.10. On a Tλz ∝ Tz si et seulement si |λ| ≥ 1. En parti-
culier, σext(S) = C\D.
Remarque 3.11. Dans [19], J. A. Deddens a montré que la réciproque
de la proposition 3.9 reste valable. En particulier, il a montré que si ψ
est injective, alors Tψ ∝ Tϕ si et seulement si Im(ϕ) ⊂ Im(ψ). Ainsi,
on obtient le spectre étendu d’un opérateur de Toeplitz de symbole ϕ
analytique borné et injectif. En eﬀet, on a
σext(Tϕ) = {λ ∈ C, Im(ϕ) ⊂ λIm(ϕ)}.
Une formule qui donne directement le dernier corollaire.
Dans [5] A. Biswas et S. Petrovic ont traité le problème des sous
espace propres étendus de l’opérateur shift S. En particulier, ils ont
décrit de manière complète, l’ensemble Eext(λ) pour chaque |λ| ≥ 1.
3.1.2 Spectre étendu du Shift
Dans ce paragraphe, on donne la description complète des sous-
espaces propres étendus de l’opérateur shift unilatéral S, déﬁni sur
l’espace de Hardy H2. On aura d’abord besoin de la proposition sui-
vante (cf. [5]).
Proposition 3.12. Soient λ ∈ C\D, φ ∈ H2, et déﬁnissons sur
H2 l’opérateur de composition à poids Xφ,λg(z) := φ(z)g(z/λ), i.e.,
Xφ,λ := MφC1/λ. Alors :
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1. Si λ ∈ T alors Xφ,λ est borné si et seulement si φ ∈ H∞.
2. Si λ /∈ T alors Xφ,λ est borné pour tout φ.
Démonstration. 1. Puisque |λ| = 1, l’opérateur C1/λ est donc unitaire
sur H2. En multipliant alors par Mφ, on obtient un opérateur borné si
et seulement si φ ∈ H∞.
2. Considérons le polynôme g(z) =
∑N
n=0 anz
n. Par calcul simple on
montre que SXφ,λg = λXφ,λSg, d’où :
Xφ,λg = Xφ,λ
N∑
n=0
anS
n1 =
N∑
n=0
an
λn
SnXφ,λ1 =
N∑
n=0
an
λn
Snφ.
Ainsi
‖Xφ,λg‖ ≤
N∑
n=0
|an|
|λ|n‖S
nφ‖ ≤ ‖φ‖
(
N∑
n=0
1
|λ|2n
)1/2( N∑
n=0
|an|2
)1/2
,
Par conséquent, si |λ| > 1 et φ ∈ H2 alors Xφ,λ est borné avec
‖Xφ,λ‖ ≤ ‖φ‖
( |λ|2
|λ|2 − 1
)1/2
.
Cette proposition nous permet de décrire exactement les vecteurs
propres étendus de S, par le théorème suivant.
Théorème 3.13. Soit |λ| ≥ 1. Alors l’opérateur X ∈ B(H2) vériﬁe
SX = λXS si et seulement s’il existe une fonction φ de H2 (de H∞
lorsque |λ| = 1) telle que X = Xφ,λ.
Démonstration. Soit |λ| ≥ 1, on vériﬁe alors facilement que Xφ,λ est,
pour tout φ de H2 (de H∞ lorsque |λ| = 1) une solution de l’équation
SX = λXS, appartenant à B(H2). Montrons alors la réciproque. Sup-
posons que X ∈ B(H2) vériﬁe l’équation SX = λXS. Cela implique
que
SnX = λnXSn, ∀n ∈ N.
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Cette dernière relation signiﬁe que
SnXf = λnXSnf, ∀f ∈ H2 et ∀n ∈ N.
En particulier, si f = 1, on obtient
Xzn = (
z
λ
)nX1, ∀n ∈ N,
ce qui implique
Xp(z) = p(
z
λ
)X1, ∀p ∈ C[X].
Comme l’ensemble des polynômes déﬁnis sur D est dense dans H2, en
posant X1 = φ on obtient
Xf(z) = φ(z)f(
z
λ
), ∀f ∈ H2.
On en déduit que X = Xφ,λ avec φ ∈ H∞ si |λ| = 1, d’après la
proposition précédente. Ainsi, le théorème est prouvé.
Remarque 3.14. En revenant à l’entrelacement entre les opérateurs
de Toeplitz, P. S. Bourdon et J. H. Shapiro ont déterminé dans [6]
l’opérateur d’entrelacement entre Tψ et Tϕ dans le cas où ψ est une
fonction injective de H∞. Plus précisément, ils ont montré la proposi-
tion suivante.
Proposition 3.15. Soit ψ ∈ H∞ une fonction injective, et supposons
que l’opérateur X entrelace Tψ avec Tϕ. Alors X est un opérateur de
composition à poids.
Pour la preuve on renvoie à [6, Corollaire 4.3].
Remarque 3.16. Notons que la proposition 3.12 est un cas particulier
de la dernière proposition. En revanche, le cas général où la fonction
ψ n’est pas injective, est loin d’être réglé. Dans [6], les auteurs consi-
dèrent la fonction ϕ(z) = z2 + z, et ils déterminent le spectre étendu
de l’opérateur Tϕ.
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3.2 Spectre étendu de Su
Etant donnée la fonction intérieure u(z) = b(z)s(z), où b est la
partie produit de Blaschke déﬁni par (2.6), et s est la partie singu-
lière avec μ pour mesure positive singulière. Dans ce paragraphe, nous
présentons une caractérisation du spectre étendu de l’opérateur shift
tronqué Su ∈ B(K2u), donnée dans l’article [5] par A. Biswas et S.
Petrovic. L’opérateur S ∈ B(H2) étant le relèvement isométrique de
Su ∈ B(K2u), les auteurs utilisent le fameux théorème de relèvement de
commutants de Sz.-Nagy-Foias, pour montrer le théorème suivant.
Théorème 3.17. Soient T1, T2 des contractions sur H1,H2 respec-
tivement. Soient U1 ∈ B(K1) un relèvement isométrique de T1, et
U2 ∈ B(K1) une contraction (pas forcément isométrique) relèvement
de T2. Supposons qu’il existe une contraction B ∈ B(H1,H2) telle que
BT1 = T2B. Alors il existe une contraction Bˆ ∈ B(K1,K2) telle que
BˆU1 = U2Bˆ et P2Bˆ = BP1,
où Pi désigne le projecteur orthogonal sur Hi dans B(Ki), avec i = 1, 2.
Démonstration. Soient U ′2 ∈ B(K′2) un relèvement isométrique de U2,
i.e., PK2U ′2 = U2PK2 , où PK2 est le projecteur orthogonal de K′2 sur K2.
Alors U ′2 est un relèvement isométrique de T2. En eﬀet,
P2U
′
2 = P2PK2U
′
2 = P2U2PK2 = T2P2PK2 = T2P2.
En utilisant le théorème de relèvement de commutants de Sz.-Nagy-
Foias (cf. [46]), on déduit qu’il existe une contraction Bˆ′ ∈ B(K1,K′2)
telle que
Bˆ′U1 = U ′2Bˆ
′ et P2Bˆ′ = BP1.
Déﬁnissons maintenant la contraction Bˆ ∈ B(K1,K2), en posant Bˆ =
PK2Bˆ
′. Comme H2 ⊂ K′2, on a
P2Bˆ = P2PK2Bˆ
′ = P2Bˆ′ = BP1.
De plus
BˆU1 = PK2Bˆ
′U1 = PK2U
′
2Bˆ
′ = U2PK2Bˆ
′ = U2Bˆ,
ce qui achève la preuve du théorème.
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Nous pouvons à présent établir une relation entre le spectre étendu
d’une contraction et celui de son relèvement isométrique.
Théorème 3.18. Soit Tˆ ∈ B(K) un relèvement isométrique de la
contraction T ∈ B(H), et notons par P le projecteur orthogonal de K
sur H. Alors |λ| ≥ 1 est une valeur propre étendue de T si et seulement
s’il existe une contraction Xˆ ∈ B(K)\{0} vériﬁant
Tˆ Xˆ = λXˆTˆ , P Xˆ = PXˆP, PXˆ = 0. (3.1)
Démonstration. Supposons que |λ| ≥ 1 soit une valeur propre étendue
de T , et posons β = 1/λ. Alors il existe un opérateur non-nul X ∈
B(H) tel que XT = βTX. Remarquons que βTˆ est une contraction
relèvement de l’opérateur βT . Posons dans le théorème précédent
T1 = T, T2 = βT, B = X, U1 = Tˆ , et U2 = βTˆ ,
il s’en suit qu’il existe une contraction Xˆ ∈ B(K) vériﬁant XˆTˆ = βTˆ Xˆ
et PXˆ = XP . D’où, PXˆ = PXˆP , et puisque XP = 0, PXˆ = 0. Par
conséquent Xˆ = 0 vériﬁe (3.1).
Réciproquement, supposons qu’il existe une contraction non-nulle
Xˆ ∈ B(K) vériﬁant (3.1). Alors X = PXˆ|H est un opérateur non-nul
vériﬁant TX = λXT . En eﬀet, comme TP = PTˆ , alors
βTX = βTPXˆ|H = βP Tˆ Xˆ|H = PXˆTˆ |H = PXˆP Tˆ |H = XPTˆ |H = XA.
Montrons enﬁn que X = 0. Or PXˆ = PXˆP = 0, il existe alors x ∈ H
tel que PXˆPx = 0, ce qui implique X(Px) = 0. Ainsi le théorème est
démontré.
En utilisant le théorème précédent ensemble avec le théorème 3.13,
on peut montrer le lemme suivant (cf. [5, Lemme 3.7]).
Lemme 3.19. Soient u une fonction intérieure, et Su l’opérateur shift
tronqué correspondant. Supposons que β soit un nombre complexe non-
nul tel que |β| ≤ 1. Considérons ensuite la fonction uβ ∈ H∞ déﬁnie
par uβ(z) = u(βz), pour tout z ∈ D. Alors il existe une solution non-
nulle de l’équation XSu = βSuX, si et seulement s’il existe une fonc-
tion intérieure non-constante divisant u et uβ dans l’algèbre H∞.
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Maintenant, soit u(z) = b(z)s(z) une fonction intérieure, avec b
est la partie produit de Blaschke déﬁni par (2.6), et s est la partie
singulière de mesure positive singulière μ. Soit λ ∈ T, et notons par
μλ la mesure déﬁnie sur tout borélien E ⊂ T par μλ(E) = μ(λE).
En utilisant le dernier lemme, A. Biswas et S. Petrovic ont montré le
théorème suivant (cf. [5, Théorème 3.10]).
Théorème 3.20. Soit λ ∈ C. Alors :
1. Si λ /∈ T, alors SuX = λXSu admet une solution X ∈ B(K2u)\{0}
si et seulement s’il existe m,n ∈ N∗ tels que αm = λαn.
2. Si λ ∈ T, alors SuX = λXSu admet une solution X ∈ B(K2u)\{0}
si et seulement si au moins l’une des deux conditions suivantes
soit vériﬁée :
a) Il existe m,n ∈ N∗ tels que αm = λαn.
b) Les mesures μ et μλ ne sont pas mutuellement singulières.
Remarquons que ce théorème détermine le spectre étendu de Su,
mais ne donne aucune description des vecteurs propres étendus associés
à chaque valeur propre. Dans le paragraphe suivant, on considère le
cas u = b un produit de Blaschke, et on aﬃrme dans ce cas le dernier
résultat, sans passer par le théorème de Sz.-Nagy-Foias. De plus, on
décrit complètement l’ensemble de tous les vecteurs propres étendus
associés à chaque valeur propre étendue de Sb.
3.3 Spectre étendu et sous espaces propres
étendus de Sb
Avant de commencer, nous allons avoir besoin de quelques résultats
intermédiaires. Notons pour cela par {e∗i,l : i ≥ 1, l = 0, ..., pi − 1} la
famille duale des noyaux {ei,l : i ≥ 1, l = 0, ..., pi− 1} déﬁnis par (2.7)
(i.e., la famille de noyaux vériﬁant :
〈e∗i,k, ej,l〉 = δijδkl, ∀ i, j ≥ 1, k = 0, ..., pi − 1, l = 0, ..., pj − 1, (3.2)
avec 〈., .〉 signiﬁe le produit scalaire en L2), alors on démontre le lemme
suivant
36 3.3. SPECTRE ÉTENDU DE SB
Lemme 3.21. Soit b un produit de Blaschke déﬁni par (2.6), alors
S∗b ei,l =
{
αiei,0 si l = 0
lei,l−1 + αiei,l sinon,
Sbe
∗
i,l =
{
αie
∗
i,pi−1 si l = pi − 1
αie
∗
i,l + (l + 1)e
∗
i,l+1 sinon.
Démonstration. Commençons par montrer la première formule. Si l =
0 alors
S∗b ei,0(z) =
kbαi(z)− kbαi(0)
z
=
αi
1− αiz = αiei,0(z).
Si l = 0,
S∗b ei,l(z) =
l!zl−1
(1− αiz)l+1
= l!(
zl−1
(1− αiz)l + αi
zl
(1− αiz)l+1 )
= lei,l−1(z) + αiei,l(z).
Quant à la deuxième formule, il suﬃt d’utiliser la première formule et
le fait que
〈Sbe∗i,k, ej,l〉 = 〈e∗i,k, S∗b ej,l〉, ∀ i, j ≥ 1, k = 0, ..., pi− 1, l = 0, ..., pj − 1.
Si l’on note maintenant pour tout i ∈ N∗, Ei = V ect{ei,0, ..., ei,pi−1},
et E∗i = V ect{e∗i,0, ..., e∗i,pi−1}. Alors le lemme 3.21 nous permet d’avoir
le résultat suivant.
Corollaire 3.22. Pour tout i ∈ N∗, on a
1. les sous-espaces Ei et E∗i sont respectivement invariants par rap-
port à S∗b et Sb.
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2. Si l ∈ {0, 1, ..., pi − 1}, alors pour tout k = 0, 1, ..., l, on a
(Sb − αiI)ke∗i,pi−l−1 = 0, et (Sb − αiI)l+1e∗i,pi−l−1 = 0.
En particulier, ker(Sb − αiI)l+1 = V ect{e∗i,pi−l−1, ..., e∗i,pi−1}, et
pour tout k ≥ pi, on a ker(Sb − αiI)k = ker(Sb − αiI)pi = E∗i .
Démonstration. La première assertion est triviale. Pour montrer la
deuxième, on raisonne par récurrence. Pour l = 0, les formules sont
immédiates d’après le dernier lemme. Supposons alors que l’assertion
soit vraie pour un certain k ∈ {0, 1, ..., l − 1}, i.e.,
x := (Sb − αiI)l−1e∗i,pi−l = 0, et (Sb − αiI)x = 0,
et montrons que
(Sb − αiI)le∗i,pi−l−1 = 0, et (Sb − αiI)l+1e∗i,pi−l−1 = 0.
En utilisant le lemme 3.21 ensemble avec l’hypothèse de récurrence, on
obtient
(Sb − αiI)le∗i,pi−l−1 = (pi − l)x = 0,
et
(Sb − αiI)l+1e∗i,pi−l−1 = (pi − l)(Sb − αiI)x = 0.
Par conséquent, V ect{e∗i,pi−l−1, ..., e∗i,pi−1} ⊂ ker(Sb−αiI)l+1 et l’opéra-
teur (Sb − αiI)l+1 est injectif sur V ect{e∗i,0, ..., e∗i,pi−l−2}. Pour achever
la preuve, montrons que (Sb − αiI)l+1 est injectif sur
V ect{E∗j : j ≥ 1 et j = i}.
Puisque E∗j est invariant par rapport à (Sb−αiI)l+1, il suﬃt de montrer
que (Sb − αiI)l+1 est injectif sur chaque E∗j où j = i. Raisonnons pour
cela par l’absurde en supposant qu’il existe x ∈ E∗j pour un j = i,
tel que (Sb − αiI)l+1x = 0, alors (Sb − αiI)lx ∈ V ect{e∗i,pi−1}. Ce qui
contredit le fait que E∗j est invariant par rapport à (Sb − αiI)l.
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Nous allons, à travers les deux prochains paragraphes, décrire les
valeurs et les vecteurs propres étendus de Sb dans le cas où b est un
produit de Blaschke quelconque. Ces travaux sont issus à l’aide du
Professeur Gilles Cassier, et ont conduit à la publication de l’article
[1].
Considérons alors dans la suite, le produit de Blaschke b déﬁni par
(2.6). Il est bien connu que σ(Sb) = {αi}i≥1 et que σp(Sb) = {αi}i≥1
(voir par exemple [36]). Si, par exemple, α1 = 0, alors d’après (3) du
corollaire 2.11, on a σext(Sb) = C. En eﬀet, X = e∗1,p1−1 ⊗ e1,0 est
bien un vecteur propre étendu de Sb associé à toute valeur λ ∈ C, avec
SbX = 0 = λXSb. Pour cela, on suppose dans toute la suite que αi = 0
pour tout i ≥ 1.
3.3.1 Cas de produits de Blaschke ﬁnis
Avant de traiter le cas général, on considère le cas où b est un
produit de Blaschke ﬁni, et on montre le théorème 3.23 comme une
application directe du corollaire 2.11 et du lemme 3.21. Donc, si b est
le produit de Blaschke ﬁni déﬁni par (2.5) avec pi = 1 pour tout i,
alors d’après le corollaire 2.11, σext(Sb) = {αi/αj : i, j = 1...n} et
e∗i ⊗ ej ∈ Eext(αi/αj). La question naturelle qui se pose ici, est de
savoir si ce vecteur propre étendu est unique (à une constante près).
Le théorème suivant répond à cette question.
Théorème 3.23. Soit b un produit Blaschke ﬁni donné par (2.5) avec
pi = 1 pour tout i, alors σext(Sb) = {αi/αj : i, j = 1, ..., n}, et
Eext(
αi
αj
) = V ect{e∗k ⊗ el :
αk
αl
=
αi
αj
}.
Démonstration. Puisque {e∗i }ni=1 est une base de K2b , alors {Eij :=
e∗i ⊗ ej}ni,j=1 forme une base de B(K2b ). Supposons maintenant que
X ∈ B(K2b ) soit une solution de l’équation
SbX =
αi
αj
XSb,
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alors il existe une suite de nombres complexes {aij}ni,j=1 telle que
Sb(
n∑
k,l=1
aklEkl) =
αi
αj
(
n∑
k,l=1
aklEkl)Sb,
et d’après le lemme 3.21,
SbEkl = Sb(e
∗
k ⊗ el) = (Sbe∗k)⊗ el = αke∗k ⊗ el,
et
EklSb = (e
∗
k ⊗ el)Sb = e∗k ⊗ (S∗b el) = αle∗k ⊗ el.
On en déduit que
(
n∑
k,l=1
αk
αl
aklEkl)Sb = (
n∑
k,l=1
αi
αj
aklEkl)Sb,
Comme Sb est inversible et vu que la famille {Eij}ni,j=1 forme une base
de B(K2b ), la dernière équation conduit aux égalités suivantes
αk
αl
akl =
αi
αj
akl, ∀k, l = 1, ..., n,
de fait
Eext(
αi
αj
) = V ect{e∗k ⊗ el :
αk
αl
=
αi
αj
}.
3.3.2 Cas de produits de Blaschke quelconques
Considérons dans ce paragraphe le produit de Blaschke inﬁni déﬁni
par (2.6), et soit {γi}i∈I la fermeture de l’ensemble des points limites
des zéros {αi}i≥1 sur le cercle T = {z ∈ C : |z| = 1}. Alors d’après la
proposition (2.3), on a
σext(Sb) ⊂ {λ
β
: λ, β ∈ {αi}i≥1 ∪ {γi}i∈I}.
Le théorème suivant montre que cette inclusion est propre, plus préci-
sément, on a
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Théorème 3.24. Soient X ∈ B(K2b ), et b le produit de Blaschke inﬁni
déﬁni par (2.6). Alors
σext(Sb) = {αi
αj
: i, j ≥ 1},
et pour tous i, j ≥ 1, X ∈ Eext(αiαj )\{0} si et seulement si pour tout
n ∈ N∗ on a
1. Si l’on a αm/αn = αi/αj pour un m ∈ N∗, alors il existe l ∈
{0, ...,min(pm − 1, pn − 1)}, tel que pour tout k = 0, ..., l,
Xe∗n,l−k =
k∑
r=0
ck−r(m,n)(
αm
αn
)r
(l + r − k)!(pm − r − 1)!
(l − k)!(pm − 1)! e
∗
m,pm−r−1
où ci(m,n) ∈ C, avec au moins l’une des constantes c0(m,n)
correspondants à l’une de telles paires (m,n), est non-nulle.
2. Si αm/αn = αi/αj pour tout m ∈ N∗, alors
Xe∗n,k = 0 ∀k = 0, ..., pn − 1.
Démonstration. Soient λ ∈ C et X ∈ B(K2b ) tels que
SbX = λXSb.
En utilisant le lemme 3.21, on obtient pour tout j ≥ 1
SbXe
∗
j,l =
{
λαjXe
∗
j,pj−1 si l = pj − 1
λαjXe
∗
j,l + λ(l + 1)Xe
∗
j,l+1 si l = 0, ..., pj − 2.
Supposons maintenant que X = 0, alors il existe forcément i, j ≥ 1,
l ∈ {0, 1, ..., pj − 1} et c0 ∈ C∗ tels que
λ =
αi
αj
et Xe∗j,l = c0e
∗
i,pi−1.
Par conséquent
SbXe
∗
j,l−1 =
αi
αj
X(αje
∗
j,l−1 + le
∗
j,l), (3.3)
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équivaut à
(Sb − αiI)Xe∗j,l−1 =
αi
αj
lc0e
∗
i,pi−1.
D’où, il existe deux scalaires c(1)0 = 0 et c1 tels que
Xe∗j,l−1 = c
(1)
0 e
∗
i,pi−2 + c1e
∗
i,pi−1,
alors (3.3) implique
c
(1)
0 (αie
∗
i,pi−2 + (pi − 1)e∗i,pi−1) + c1αie∗i,pi−1
= αi(c
(1)
0 e
∗
i,pi−2 + c1e
∗
i,pi−1) +
αi
αj
lc0e
∗
i,pi−1,
de fait
c
(1)
0 =
αi
αj
l
pi − 1c0.
En répétant cette procédure un nombre de fois égal à min(pi−2, l−1),
on obtient
Xe∗j,l−k =
k∑
r=0
c
(r)
k−re
∗
i,pi−r−1,
avec
c
(r)
k−r = (
αi
αj
)r
(l + r − k)!(pi − r − 1)!
(l − k)!(pi − 1)! ck−r, k = 2, ...,min(pi − 1, l).
Ainsi, si l ≥ pi, on aurait
(Sb − αiI)Xe∗j,l−pi =
αi
αj
(l − pi + 1)
pi−1∑
r=0
c
(r)
pi−1−re
∗
i,pi−1−r,
avec c(pi−1)0 = 0. D’où,
(Sb − αiI)piXe∗j,l−pi = 0 et (Sb − αiI)pi+1Xe∗j,l−pi = 0,
ce qui contredit le corollaire 3.22. Par conséquent, si X est une solution
non triviale de l’équation
SbX =
αi
αj
XSb, (3.4)
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alors
Xe∗j,l−k =
k∑
r=0
ck−r(
αi
αj
)r
(l + r − k)!(pi − r − 1)!
(l − k)!(pi − 1)! e
∗
i,pi−r−1,
pour tout k = 0, ..., l. Maintenant, supposons que n soit un entier
positif diﬀérent de j (i.e., αn = αj). Alors
SbXe
∗
n,l =
{
αi
αj
αnXe
∗
n,pn−1 si l = pn − 1
αi
αj
αnXe
∗
n,l +
αi
αj
(l + 1)Xe∗n,l+1 si l = 0, ..., pn − 2.
En utilisant de nouveau le corollaire 3.22, s’il existe l ∈ {0, 1, ..., pn−1}
tel que Xe∗n,l = 0, alors forcément il existe un entier positif m (diﬀérent
de i) tel que
αi
αj
=
αm
αn
, et Xe∗n,l = c0e
∗
m,pm−1, (c0 = 0) ∈ C.
Dans ce cas, et par les mêmes arguments, on obtient un comportement
de X sur e∗n,l analogue au cas de e∗j,l.
Montrons maintenant la réciproque. D’après la proposition 2.12,
comme les noyaux de Cauchy {e∗i,l : i ≥ 1, l = 0, ..., pi− 1} engendrent
l’espace K2b , il suﬃt de vériﬁer l’équation (5.3) sur ce dernier ensemble.
Soit n ∈ N∗, on va distinguer les deux cas suivants :
Si Xe∗n,k = 0, on vériﬁe facilement que
SbXe
∗
n,r =
αi
αj
XSbe
∗
n,r = 0, ∀r = k, ..., pn − 1.
Supposons dans le deuxième cas qu’il existe l ∈ {0, ..., pn − 1} et k ∈
{0, ..., l} tels que Xe∗n,l−k = 0 (il existe forcément dans ce cas m ∈ N∗
tel que αm/αn = αi/αj). Alors, si l − k = pn − 1 (i.e., l = pn − 1 et
k = 0), par calcul simple on obtient
SbXe
∗
n,pn−1 =
αi
αj
XSbe
∗
n,pn−1 = αmc0e
∗
m,pm−1.
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Si l − k < pn − 1, alors
SbXe
∗
n,l−k
= Sb
(
k∑
r=0
ck−r(
αm
αn
)r
(l + r − k)!(pm − r − 1)!
(l − k)!(pm − 1)! e
∗
m,pm−r−1
)
= ckαme
∗
m,pm−1 + αm
k∑
r=1
ck−r(
αm
αn
)r
(l + r − k)!(pm − r − 1)!
(l − k)!(pm − 1)! e
∗
m,pm−r−1
+ (pm − r)
k∑
r=1
ck−r(
αm
αn
)r
(l + r − k)!(pi − r − 1)!
(l − k)!(pi − 1)! e
∗
m,pm−r.
Quant au deuxième membre
αi
αj
XSbe
∗
n,l−k
=
αm
αn
X(αne
∗
n,l−k + (l − k + 1)e∗n,l−k+1)
= αm
k∑
r=0
ck−r(
αm
αn
)r
(l + r − k)!(pm − r − 1)!
(l − k)!(pm − 1)! e
∗
m,pm−r−1
+ (l − k + 1)
k−1∑
r=0
ck−r−1(
αm
αn
)r+1
(l + r − k + 1)!(pm − r − 1)!
(l − k + 1)!(pm − 1)! e
∗
m,pm−r−1.
Un changement simple d’indice de la somme dans le deuxième membre
implique l’équation désirée. Ainsi le théorème est démontré.
Exemple 3.25. Soit b le produit de Blaschke inﬁni déﬁni par (2.6),
et supposons que pi = 1 pour tout i ∈ N∗, et que l’ensemble des zéros
{αi}i∈I vériﬁe la condition de Carleson, alors d’après la proposition
2.12 et le théorème 3.24, on a
σext(Sb) = {αi
αj
: i, j ≥ 1},
et
Eext(
αi
αj
) = V ect{e∗m ⊗ en :
αm
αn
=
αi
αj
}.
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Chapitre 4
Spectre étendu des opérateurs
normaux et applications
Dans ce chapitre, on traite une classe d’opérateurs très importante,
à savoir les opérateurs normaux déﬁnis sur un espace de Hilbert H.
En particulier, on donne une description complète des ensembles des
valeurs propres étendues et des vecteurs propres étendus associés.
Ces travaux sont issus d’une collaboration avec le Professeur Gilles
Cassier, et ont conduit à la publication de l’article [12].
Avant de commencer, on considère le produit d’un opérateur positif
par un opérateur autoadjoint. On en déduit par la suite une descrip-
tion complète des valeurs propres et des vecteurs propres étendus pour
les opérateurs autoadjoints. Enﬁn, on utilise le théorème de Fuglede-
Putnam pour traiter le cas des opérateurs normaux.
4.1 Produit d’opérateurs autoadjoints
Dans ce paragraphe, on décrit complètement l’ensemble des valeurs
propres et des vecteurs propres étendus du produit d’un opérateur
positif A par un opérateur autoadjoint B, les deux produits AB et BA
étant supposés injectifs. On aura d’abord besoin du lemme suivant.
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Lemme 4.1. Soit R ∈ B(H) un opérateur autoadjoint avec E pour
mesure spectrale associée, et soit a > ||R||. Alors pour tout p ∈ C[X]
et tous x, y ∈ H, on a
< p(R)x, y >= p(a) < x, y > −
 a
−a
p
′
(t) < E(]−∞, t])x, y > dt.
En particulier, si R est un opérateur positif, alors
< p(R)x, y >= p(a) < x, y > −
 a
0
p
′
(t) < E([0, t])x, y > dt, ∀x, y ∈ H.
Démonstration. Si l’on note par 1Ω la fonction indicatrice de l’ensemble
Ω ⊂ R ; c’est-à-dire la fonction déﬁnie par
1Ω(t) =
{
1 si t ∈ Ω,
0 sinon,
alors  a
−a
p
′
(t) < E(]−∞, t])x, y > dt
=

R
1[−a,a](t)p
′
(t)
( a
−a
1]−∞,t](s)dEx,y(s)
)
dt,
et d’après le théorème de Fubini
 a
−a
p
′
(t) < E(]−∞, t])x, y > dt
=
 a
−a
(
R
1[−a,a](t)1[s,a](t)p
′
(t)dt
)
dEx,y(s)
=
 a
−a
( a
s
p
′
(t)dt
)
dEx,y(s) = p(a) < x, y > − < p(R)x, y > .
Le lemme est alors bien prouvé.
Théorème 4.2. Soient A,B ∈ B(H), et soit T = AB tel que 0 /∈
σp(T ) ∪ σp(T ∗), alors
1. Si A,B ≥ 0, alors σext(T ) ⊂ R∗+.
2. Si A ≥ 0 et B = B∗, alors σext(T ) ⊂ R∗.
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Démonstration. (1) Considérons R =
√
AB
√
A, alors on peut montrer
par récurrence que pour tout n ∈ N, T n+1 = √ARn√AB. Donc pour
tout polynôme p(z) =
∑n
k=0 akz
k, on a
p(T ) = a0I +
√
A
n∑
k=1
akR
k−1√AB = a0I +
√
A(S∗p)(R)
√
AB,
où S∗ signiﬁe l’adjoint de l’opérateur du shift unilatéral.
Notons tout d’abord que 0 /∈ σext(T ), car T est injectif.
Supposons maintenant que λ ∈ C\R+, et soit X ∈ B(H) vériﬁant
TX = λXT , ce qui implique p(T )X = Xp(λT ) pour tout p ∈ C[X].
Soit p(z) =
∑n
k=0 akz
k, alors pour tout x, y ∈ H, on a
< p(T )Xx, y >= a0 < Xx, y > + < (S
∗p)(R)
√
ABXx,
√
Ay > .
En utilisant le lemme 4.1, on obtient d’une part
< p(T )Xx, y >=a0 < Xx, y > +(S
∗p)(a) < TXx, y >
−
 a
0
(S∗p)
′
(t) < E([0, t])
√
ABXx,
√
Ay > dt,
et d’autre part
< Xp(λT )x, y >=a0 < Xx, y > +λ(S
∗p)(λa) < XTx, y >
− λ2
 a
0
(S∗p)′(λt) < E([0, t])
√
ABx,
√
AX∗y > dt.
Or S∗ est surjectif dans C[X], on obtient alors
q(a) < TXx, y >− λq(λa) < XTx, y >
=
 a
0
q′(t) < E([0, t])
√
ABXx,
√
Ay > dt
− λ2
 a
0
q′(λt) < E([0, t])
√
ABx,
√
AX∗y > dt,
pour tout q ∈ C[X].
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Soit maintenant p ∈ C[X] et posons q(x) =  x
0
p(t)dt, il vient a
0
p(t)dt < TXx, y > −λ2
 a
0
p(λt)dt < XTx, y >
=
 a
0
p(t) < E([0, t])
√
ABXx,
√
Ay > dt
− λ2
 a
0
p(λt) < E([0, t])
√
ABx,
√
AX∗y > dt.
Posons K = [0, a] ∪ [0, λa], d’après le lemme 2.14, si z /∈ K alors
(ε1 − zid)−1 ∈ A = C[X]C(K), il existe donc une suite de polynômes
(pn) uniformément convergente vers cette dernière fonction. Il s’en suit a
0
1
t− z dt < TXx, y > −λ
2
 a
0
1
λt− z dt < XTx, y >
=
 a
0
1
t− z < E([0, t])
√
ABXx,
√
Ay > dt
− λ2
 a
0
1
λt− z < E([0, t])
√
ABx,
√
AX∗y > dt.
Soient maintenant  > 0 et 0 < α < β ≤ a, et considérons
Γ ={α + is,− ≤ s ≤ } ∪ {β + is,− ≤ s ≤ }
∪ {r + i, α ≤ r ≤ β} ∪ {r − i, α ≤ r ≤ β}.
On peut facilement montrer que

Γ
 a
0
∣∣∣∣ 1t− z
∣∣∣∣ dtd|z| < ∞.
En intégrant sur Γ les deux membres de la dernière équation, et en
divisant par 2πi, on obtient que
1
2πi

Γ
 a
0
1
t− z dtdz < TXx, y > −
λ2
2πi

Γ
 a
0
1
λt− z dtdz < XTx, y >
=
1
2πi

Γ
 a
0
1
t− z < E([0, t])
√
ABXx,
√
Ay > dtdz
− λ
2
2πi

Γ
 a
0
1
λt− z < E([0, t])
√
ABx,
√
AX∗y > dtdz.
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Notons par Δ = Int(Γ). En utilisant le théorème de Fubini, et vu
le choix arbitraire de , on obtient que a
0
1Δ(t)dt < TXx, y >=
 a
0
1Δ(t) < E([0, t])
√
ABXx,
√
Ay > dt,
ou  β
α
(
< TXx, y > − <
√
AE([0, t])
√
ABXx, y >
)
dt = 0,
D’où
< TXx, y >=<
√
AE([0, t])
√
ABXx, y >, p. p. t ∈]0, a].
Alors, la séparabilité de H implique
TX =
√
AE([0, t])
√
ABX, p. p. t ∈]0, a].
Soit (tn)n≥0 ⊂]0, a] une suite vériﬁant la dernière équation pour tout
n ≥ 0, et tel que tn ↘ 0, alors
TX =
√
AE({0})
√
ABX =
√
APker(R)
√
ABX.
Enﬁn, notons que ker(R) = {0}. En eﬀet, soit x ∈ H tel que Rx = 0,
alors
√
AB
√
Ax = 0, d’où T
√
Ax = 0. Or T est injectif, donc
√
Ax = 0.
Par conséquent T ∗x = BAx = 0 ce qui implique x = 0, puisque T ∗ est
injectif.
On a alors montré que TX = 0, ce qui implique X = 0.
(2) Soient λ ∈ C\R∗ et X ∈ B(H) tels que TX = λXT , on obtient
alors d’une manière analogue( a
0
1Δ(t)dt− λ
 a
0
1Δ(λt)dt
)
< TXx, y > (4.1)
=
 a
−a
1Δ(t) < E(]−∞, t])
√
ABXx,
√
Ay > dt
− λ2
 a
−a
1Δ(λt) < E(]−∞, t])
√
ABx,
√
AX∗y > dt.
On continue alors avec le même processus qu’en (1), et on aboutit à
X = 0.
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Le résultat suivant décrit l’ensemble des vecteurs propres étendus
de l’opérateur T déﬁni dans le théorème 4.2, en fonction de la mesure
spectrale associée à l’opérateur autoadjoint R.
Théorème 4.3. Soient A,B ∈ B(H) tels que A ≥ 0 et B∗ = B, et
soit T = AB tel que T et T ∗ sont injectifs. Considérons R =
√
AB
√
A
et a > ‖R‖, et notons par E la mesure spectrale associé à R. Soient
maintenant λ ∈ R∗, X ∈ B(H)\{0}. Alors
1. Si λ ∈]0, 1[, alors TX = λXT si et seulement si
√
AE(]−∞, t])
√
ABX = λX
√
AE(]−∞, t/λ])
√
AB ∀t ∈]− λa, λa[,
E(]−∞, t])
√
ABX = 0 ∀t ∈ [−a,−λa] et√
ABX = E(]−∞, t])
√
ABX ∀t ∈ [λa, a].
2. Si λ ∈]− 1, 0[, alors TX = λXT si et seulement si
√
AE(]t, a])
√
ABX = λX
√
AE(]−∞, t/λ])
√
AB ∀t ∈]λa,−λa[,
E(]−∞, t])
√
ABX = 0 ∀t ∈ [−a, λa] et
TX = E(]t, a])
√
ABX ∀t ∈ [−λa, a].
3. Si λ ∈ [1,+∞[, alors TX = λXT si et seulement si
√
AE(]−∞, t])
√
ABX = λX
√
AE(]−∞, t/λ])
√
AB ∀t ∈]− a, a[,
X
√
AE(]−∞, t/λ]) = 0 ∀t ∈ [−λa,−a] et
TX = λX
√
AE(]−∞, t/λ])
√
AB ∀t ∈ [a, λa].
4. Si λ ∈]−∞,−1], alors TX = λXT si et seulement si
√
AE(]t, a])
√
ABX = λX
√
AE(]−∞, t/λ])
√
AB ∀t ∈]− a, a[,
X
√
AE(]−∞, t/λ]) = 0 ∀t ∈ [a,−λa] et
TX = λX
√
AE(]−∞, t/λ])
√
AB ∀t ∈ [λa,−a].
Démonstration. Soient x, y ∈ H. Nous allons montrer les assertions
(1) et (4). Les deux autres peuvent être prouvées de la même manière.
Pour cela, nous utiliserons la formule (4.1).
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(1) Supposons que TX = λXT , et soient α, β ∈ [0, λa] tels que
0 < α < β ≤ λa, alors( β
α
dt− λ
 β/λ
α/λ
dt
)
< TXx, y >=
 β
α
< E(]−∞, t])
√
ABXx,
√
Ay > dt
− λ2
 β/λ
α/λ
< E(]−∞, t])
√
ABx,
√
AX∗y > dt.
La séparabilité de H implique que
√
AE(]−∞, t])
√
ABX = λX
√
AE(]−∞, t/λ])
√
AB,
pour tout t ∈ [0, λa].
Si α, β ∈ [−λa, 0] tels que −λa < α < β ≤ 0, alors
0 =
 β
α
< E(]−∞, t])
√
ABXx,
√
Ay > dt
− λ2
 β/λ
α/λ
< E(]−∞, t])
√
ABx,
√
AX∗y > dt,
on obtient ainsi la même dernière égalité pour tout t ∈ [−λa, 0].
Soient maintenant α, β ∈ [−a,−λa] tels que −a < α < β ≤ −λa, alors
0 =
 β
α
< E(]−∞, t])
√
ABXx,
√
Ay > dt.
Par conséquent, et comme T est injectif, on obtient
E(]−∞, t])
√
ABX = 0,
pour tout t ∈ [−a,−λa].
Enﬁn, si α, β ∈ [λa, a] tels que λa < α < β ≤ a, alors
 β
α
dt < TXx, y >=
 β
α
< E(]−∞, t])
√
ABXx,
√
Ay > dt
d’où
TX =
√
AE(]−∞, t])
√
ABX,
ceci qui implique le résultat pour tout t ∈ [λa, a].
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Réciproquement, on a
< TXx, y >=<
√
AE(]− a, a])
√
ABXx, y >,
et d’après les hypothèses,
√
AE(]− a,−λa])
√
ABX =
√
AE(]λa, a])
√
ABX = 0,
d’où
< TXx, y >=<
√
AE(]− λa, λa])
√
ABXx, y > .
Or √
AE(]−∞, t])
√
ABX = λX
√
AE(]−∞, t/λ])
√
AB,
pour tout t ∈]− λa, λa[. Donc
< TXx, y >= λ < X
√
AE(]− a, a])
√
ABx, y >=< λXTx, y >,
ce qui implique TX = λXT .
(4) Supposons que TX = λXT , et soient α, β ∈ [0, a] tels que
0 < α < β ≤ a, alors
 β
α
dt < TXx, y >=
 β
α
< E(]−∞, t])
√
ABXx,
√
Ay > dt
− λ2
 α/λ
β/λ
< E(]−∞, t])
√
ABx,
√
AX∗y > dt.
La séparabilité de H implique
TX =
√
AE(]−∞, t])
√
ABX + λX
√
AE(]−∞, t/λ])
√
AB,
pour tout t ∈ [0, a]. Par conséquent
√
AE(]t, a])
√
ABX = λX
√
AE(]−∞, t/λ])
√
AB, ∀t ∈ [0, a].
Si α, β ∈ [−a, 0] tels que −a < α < β ≤ 0, alors
−λ
 α/λ
β/λ
< TXx, y >=
 β
α
< E(]−∞, t])
√
ABXx,
√
Ay > dt
− λ2
 α/λ
β/λ
< E(]−∞, t])
√
ABx,
√
AX∗y > dt,
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on obtient ainsi la même dernière égalité pour tout t ∈ [−a, 0].
Soient maintenant α, β ∈ [λa,−a] tels que λa < α < β ≤ −a, alors
−λ
 α/λ
β/λ
< TXx, y >= −λ2
 α/λ
β/λ
< E(]−∞, t])
√
ABx,
√
AX∗y > dt,
Il s’en suit que
TX = λX
√
AE(]−∞, t/λ])
√
AB,
pour tout t ∈ [λa,−a]. Enﬁn, si α, β ∈ [a,−λa] tels que a < α < β ≤
−λa, alors
0 = −λ2
 α/λ
β/λ
< E(]−∞, t])
√
ABx,
√
AX∗y > dt,
d’où
X
√
AE(]−∞, t/λ])
√
AB = 0.
Alors, l’image dense de A et B implique le résultat pour tout t ∈
[a,−λa].
Réciproquement, on a
TX =
√
AE(]− a, a])
√
ABX,
et d’après les hypothèses,
√
AE(]− a, a])
√
ABX =λX
√
AE(]−∞, a/λ])
√
AB
− λX
√
AE(]−∞,−a/λ])
√
AB.
d’où
TX = λX
√
AE(]a/λ,−a/λ])
√
AB.
Or
X
√
AE(]− a/λ, a])
√
AB = X
√
AE(]− a, a/λ])
√
AB = 0,
donc
TX = λX
√
AE(]− a, a])
√
AB = λXT,
et le théorème est bien prouvé.
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En posant, dans le dernier théorème A = I et B = T , on obtient
immédiatement le corollaire suivant.
Corollaire 4.4. Soit T ∈ B(H) un opérateur autoadjoint injectif et
soit a > ‖T‖. Notons par E le mesure spectrale associée à T . Soient
maintenant λ ∈ R∗ et X ∈ B(H)\{0}. Alors
1. Si λ ∈]0, 1[, alors TX = λXT si et seulement si
E(]−∞, t])X = XE(]−∞, t/λ]) ∀t ∈]− λa, λa[,
E(]−∞, t])X = 0 ∀t ∈ [−a,−λa] et
E(]−∞, t])X = X ∀t ∈ [λa, a].
2. Si λ ∈]− 1, 0[, alors TX = λXT si et seulement si
X = E(]−∞, t])X −XE(]−∞, t/λ]) ∀t ∈]λa,−λa[,
E(]−∞, t])X = 0 ∀t ∈ [−a, λa] et
E(]−∞, t])X = X ∀t ∈ [−λa, a].
3. Si λ ∈ [1,+∞[, alors TX = λXT si et seulement si
E(]−∞, t])X = XE(]−∞, t/λ]) ∀t ∈]− a, a[,
XE(]−∞, t/λ]) = 0 ∀t ∈ [−λa,−a] et
XE(]−∞, t/λ]) = X ∀t ∈ [a, λa].
4. Si λ ∈]−∞,−1], alors TX = λXT si et seulement si
X = E(]−∞, t])X −XE(]−∞, t/λ]) ∀t ∈]− a, a[,
XE(]−∞, t/λ]) = 0 ∀t ∈ [a,−λa] et
XE(]−∞, t/λ]) = X ∀t ∈ [λa,−a].
Exemple 4.5. Soit T un opérateur compact autoadjoint déﬁni sur un
espace de Hilbert H, tel que σp(T ) = (λn)n∈N avec λi = λj pour tout
i = j. Soit a un nombre positif tel que a > max{|λi| : i ∈ N}. Notons,
pour tout n ∈ N, par m(λn) la multiplicité (ﬁnie) de la valeur propre
λn, et par (en,l)
m(λn)
l=1 la base orthonormale du sous espace propre associé
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à λn. Il est connu alors que l’ensemble {en,l : n ∈ N∗, l = 1, ...,m(λn)}
forme une base orthonormale de H.
Si l’on note par E la mesure spectrale associée à T , alors pour
tout λ ∈ σ(T ), E({λ}) est la projection orthogonale sur le sous espace
propre associé à λ. D’après le corollaire 4.4, σext(T ) ⊂ R∗ et si λ ∈]0, 1[,
et X ∈ B(H)\{0} alors TX = λXT si et seulement si E({t})X =
XE({t/λ}) pour tout t ∈] − λa, λa[, E({t})X = 0 pour tout t ∈
[−a,−λa] et E({t})X = X pour tout t ∈ [λa, a]. Donc, X est une
solution de TX = λXT si et seulement s’il existe λi, λj ∈ σp(T ) tels
que λ = λi
λj
, et dans ce cas
Xen,l =
{ ∑m(λm)
k=1 cklem,k si
λm
λn
= λi
λj
0 sinon,
On déduit, de la même manière, les autres cas de λ ∈ R∗. En particulier,
on obtient σext(T ) = { λiλj : i, j ∈ N} et pour tout i, j ∈ N, on a
Eext(
λi
λj
) = V ect{
m(λm)∑
k=1
m(λn)∑
l=1
cklem,k⊗en,l ∀m,n ∈ N tels que λm
λn
=
λi
λj
}.
Exemple 4.6. On traite dans cet exemple une autre classe d’opéra-
teurs autoadjoints injectifs, plus précisément, on considère des opéra-
teurs sans spectre ponctuel, et tels que le zéro appartient au spectre
continu. Pour simpliﬁer, on va traiter le cas où la multiplicité spectrale
est égale à 1.
Soit alors T ∈ B(L2[0, 1]) déﬁni par
Tf(x) = xf(x), ∀f ∈ L2[0, 1] ∀x ∈ [0, 1], (4.2)
il est connu que T est un opérateur autoadjoint et que σ(T ) = σc(T ) =
[0, 1]. Soit ϕ : [0, 1] → [0, 1] une fonction mesurable. L’opérateur Cϕ
est dit de composition s’il est déﬁni par Cϕf(x) = f(ϕ(x)). L’opéra-
teur de composition Cλx, va être simplement noté par Cλ. De plus,
si ϕ ∈ L∞[0, 1], on déﬁnit l’opérateur de multiplication par ϕ comme
Mϕf(x) = ϕ(x)f(x).
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Dans cet exemple, on peut utiliser le corollaire 4.4 pour décrire
les ensembles des valeurs propres et des vecteurs propres étendus de
l’opérateur T . En eﬀet, si l’on note par E le mesure spectrale associée à
T , alors pour tout λ ∈ [0, 1], E({[0, λ]}) = χ[0,λ]. On peut alors obtenir
le résultat de la même manière comme dans le dernier exemple.
Cependant, on va traiter cet exemple autrement en utilisant la théo-
rie des fonctions, une telle méthode qui va avoir son propre intérêt.
Supposons pour cela que λ soit un nombre complexe et que X soit
un opérateur borné sur L2[0, 1] tels que TX = λXT . Notons d’abord,
puisque T est injectif, que X = 0 est l’unique solution de l’équation
TX = 0, on peut alors supposer que λ ∈ C∗. D’après les hypothèses,
pour tout f ∈ L2[0, 1] et tout n ∈ N on a
T nXf = λnXT nf,
ce qui implique en particulier
Xp(t) = p(
t
λ
)X1, ∀ p ∈ C[X]. (4.3)
Supposons dans un premier temps que λ ∈ C\[0,∞[ et posons
K = [0, 1] ∪ [0, 1
λ
]. Soit f ∈ L2[0, 1], alors f peut être vue comme
élément de L2(K) si l’on pose f|]0,1/λ] = 0, p. p. D’après le théorème
2.15, il existe une suite (pn)n∈N ⊂ C[X] qui converge vers f dans L2(K).
Ainsi,
Xf(t) = lim
n→∞
Xpn(t) = lim
n→∞
pn(
t
λ
)X1 = 0, p. p. t ∈ [0, 1].
D’où X = 0. Par conséquent σext(T ) ⊂]0,∞[, en cohérence avec le co-
rollaire 4.4. En plus, et en utilisant l’équation (4.3) on peut facilement
montrer que σext(T ) =]0,∞[ et que
- Si λ ∈]0, 1], alors TX = λXT si et seulement si XCλ = MX1.
- Si λ ∈]1,∞[, alors TX = λXT si et seulement si X = MX1C1/λ.
Corollaire 4.7. Soit ϕ : [0, 1] → [0, 1] une fonction mesurable. Alors
TCϕ = λCϕT si et seulement si λ ≥ 1 et ϕ(x) = x/λ, pour tout
x ∈ [0, 1].
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Démonstration. Il est clair que Cϕ1 = 1. Supposons que λ ∈]0, 1[, alors
d’après le dernier résultat TCϕ = λCϕT si et seulement si CϕCλ = I
ce qui contredit le fait que Cλ n’est pas inversible à gauche. Supposons
maintenant que λ ≥ 1, alors TCϕ = λCϕT si et seulement si Cϕ = C1/λ,
ce qui achève la preuve du corollaire.
4.2 Opérateurs normaux
Étant donné un opérateur normal N .Tout d’abord, il est connu que
si N n’est pas injectif, alors N∗ ne le sera pas non plus, et dans ce cas
σext(N) = C. Pour cela, on va considérer le cas où N est injectif. Dans
ce paragraphe on se demande si le corollaire 4.4 peut être généralisé
au cas T = N . En fait, le corollaire 4.10 montre que la réponse à
cette question est positive. Pour montrer ce corollaire, on aura d’abord
besoin de quelques résultats.
Théorème 4.8. Soient N,M ∈ B(H) deux opérateurs normaux et
notons par EN et EM les mesures spectrales associées à N et M res-
pectivement. Si X ∈ B(H) alors NX = XM si et seulement si⎧⎨
⎩
EN(Δ)X = XEM(Δ) ∀Δ ∈ Bor(σ(N) ∩ σ(M)),
EN(Δ)X = 0 ∀Δ ∈ Bor(σ(N)) tel que Δ ∩ σ(M) = ∅,
XEM(Δ) = 0 ∀Δ ∈ Bor(σ(M)) tel que Δ ∩ σ(N) = ∅,
où Bor(Ω) signiﬁe l’ensemble de tous les boréliens dans l’ensemble com-
pact Ω.
Démonstration. Supposons tout d’abord queNX = XM , alors d’après
le théorème de Fuglede-Putnam, on a N∗X = XM∗. D’où
NkX = XMk et N∗kX = XM∗k,
pour tout k ≥ 0. Alors pour tout polynôme p(z, z) dont les variables
sont z et z,
p(N,N∗)X = Xp(M,M∗).
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Par conséquent,
u(N)X = Xu(M),
pour toute fonction u ∈ C(σ(N) ∪ σ(M)). Posons Π := σ(N) ∩ σ(M)
et τ = {Δ ∈ Bor(Π) : EN(Δ)X = XEM(Δ)}. On vériﬁe alors que
τ est une σ−algèbre. Soit Λ un ensemble ouvert de Π, il existe alors
une suite (un) de fonctions positives sur Π telle que un(z) ↑ χΛ(z)
pour tout z. Alors, on obtient facilement EN(Λ)X = XEM(Λ). Donc
τ contient tous les ouverts de Π. Ainsi, ce dernier doit contenir tous les
boréliens de Π. De manière analogue, on montre les deux autres cas.
Réciproquement, les hypothèses entraînent f(N)X = Xf(M) pour
toute fonction étagère f déﬁnie sur σ(N) ∪ σ(M). Le résultat découle
alors en approchant la fonction z par une suite de fonctions étagées.
Lemme 4.9. Soient N un opérateur normal injectif et λ un nombre
complexe non nul. Notons par EN et EλN les mesures spectrales asso-
ciées à N et λN respectivement. Alors
EλN(Δ) = EN(
Δ
λ
), ∀Δ ∈ Bor(σ(λN)).
Démonstration. Soient x, y ∈ H, et considérons la fonction
ϕ : σ(N) → σ(λN)
z → λz
alors
< EλN(Δ)x, y > =

1Δ(z)dEλNx,y (z)
=

1Δ(z)dϕ(ENx,y)(z)
=

1Δ(λz)dENx,y(z)
=< EN(
Δ
λ
)x, y > .
4.2. OPÉRATEURS NORMAUX 59
Corollaire 4.10. Soit N un opérateur normal avec E pour mesure
spectrale associée. Alors NX = λXN si et seulement si⎧⎨
⎩
E(Δ)X = XE(Δ
λ
) ∀Δ ∈ Bor(σ(N) ∩ σ(λN)),
E(Δ)X = 0 ∀Δ ∈ Bor(σ(N)) tel que Δ ∩ σ(λN) = ∅,
XE(Δ
λ
) = 0 ∀Δ ∈ Bor(σ(λN)) tel que Δ ∩ σ(N) = ∅,
Alors, on obtient le théorème essentiel de ce paragraphe.
Théorème 4.11. Soit N un opérateur normal avec E pour mesure
spectrale associée. Alors
σext(N) = {λ ∈ C : ∃Δ ∈ Bor(σ(N) ∩ σ(λN)) tel que E(Δ) = 0}.
Exemple 4.12. Soit R > 0, et posons D := D(0, R] le disque fermé
de centre 0 et de rayon R, et considérons sur L2(D) l’opérateur normal
N déﬁni par Nf(z) = zf(z) pour tout f ∈ L2(D). Si l’on note par E
la mesure spectrale associée à N , alors E(Δ) = MχΔ . Il est facile de
vériﬁer que σext(N) = C∗ et que si 0 < |λ| < 1 alors X ∈ Eext(λ) si et
seulement s’il existe ϕ ∈ L2(D) telle que
Xf(z) =
{
ϕ(z)f( z
λ
) si |z| ≤ |λ|R,
0 sinon.
Si |λ| ≥ 1 alors X ∈ Eext(λ) si et seulement s’il existe ϕ ∈ L2(D)
(L∞(D) pour |λ| = 1) telle que
Xf(z) = ϕ(z)f(
z
λ
).
On laisse au lecteur le soin de vériﬁer que ces vecteurs propres étendus
sont en cohérence avec le corollaire 4.10.
Maintenant, soient 0 < r1 < r2 < +∞ et posons D := D[r1, r2]
l’anneau fermé situé entre les deux cercles de centre 0 et de rayons r1, r2.
Considérons le même dernier opérateur normal N déﬁni sur L2(D).
On obtient que σext(N) = D] r1r2 ,
r2
r1
[, et que si r1
r2
< |λ| < 1 alors
X ∈ Eext(λ) si et seulement s’il existe ϕ ∈ L2(D) telle que
Xf(z) =
{
ϕ(z)f( z
λ
) si |z| ≤ |λ|r2,
0 sinon.
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Si 1 ≤ |λ| < r2
r1
alors X ∈ Eext(λ) si et seulement s’il existe ϕ ∈ L2(D)
(L∞(D) pour |λ| = 1) telle que
Xf(z) =
{
ϕ(z)f( z
λ
) si |z| ≥ |λ|r1,
0 sinon.
Et le corollaire 4.10 reste vériﬁé.
Chapitre 5
Applications et exemples
Dans ce chapitre, nous appliquons les résultats que nous avons évo-
qués dans les chapitres précédents pour décrire le spectre étendu de
quelques opérateurs avec nos propres méthodes.
5.1 Cellules de Jordan
Dans ce paragraphe, on donne une description complète des sous
espaces propres étendus de large classe d’opérateurs agissant sur un
espace de Hilbert de dimension ﬁnie. Faisons tout d’abord la remarque
suivante.
Remarque 5.1. Soient H un espace de Hilbert quelconque, et T un
opérateur de B(H). Supposons qu’il existe deux opérateurs S et U de
B(H), avec U est un opérateur inversible, tels que T = U−1SU . Alors
on montre facilement que σext(T ) = σext(S). De plus, pour tout λ ∈
σext(T ), Eext(T, λ) = U−1Eext(S, λ)U .
Déﬁnissons tout d’abord la cellule de Jordan. Soient H un espace
de Hilbert de dimension p, et {ei,j : i = 1, ..., k et j = 1, ..., pi} une
base de H, et soit J la cellule de Jordan déﬁnie sur H par
Jei,j =
{
λiei,1 si j = 1
ei,j−1 + λiei,j sinon,
(5.1)
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avec λi = λi′ pour tout i = i′, et i = 1, ..., q (q représente le nombre de
blocs dans la cellule J , et pi est la multiplicité de la valeur λi associée
à chaque bloc, i.e.,
∑q
i=1 pi = p). Alors, l’opérateur J possède dans la
base (ei,j) la matrice suivante
M(J) =
⎡
⎢⎢⎢⎣
M(J1) 0 · · · 0
0 M(J2)
. . . ...
... . . . . . . 0
0 · · · 0 M(Jq)
⎤
⎥⎥⎥⎦ ,
où
M(Ji) :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
λi 1 0 · · · · · · 0
0 λi 1 0 · · · 0
... . . . . . . . . . . . .
...
... . . . . . . . . . 0
. . . λi 1
0 · · · 0 λi
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Considérons maintenant l’opérateur T agissant sur un espace de Hil-
bert complexe de dimension ﬁnie. Le théorème de Jordan nous informe
que si les sous espaces propres associés aux valeurs propres λi sont
tous de dimension 1, alors T admet une représentation matricielle dia-
gonale par blocs de la forme M(J) ci-dessous ; c’est-à-dire il existe un
opérateur inversible U et un opérateur J de la forme (5.1), tels que
T = U−1JU . Grâce à la remarque 5.1, il suﬃt de décrire les sous
espaces propres étendus de J pour avoir ceux de n’importe quel opé-
rateur en dimension ﬁnie. Pour cela, on aura d’abord besoin du lemme
suivant.
Lemme 5.2. Soit J un opérateur de Jordan déﬁni par (5.1), et notons
pour tout i = 1, ..., q, Ei := V ect{ei,1, ..., ei,pi}. Alors pour tout i =
1, ..., q, on a
1. Les sous-espaces Ei sont invariants par rapport à J .
2. Si l ∈ {1, ..., pi}, alors pour tout k = 0, 1, ..., l − 1, on a
(J − λiI)kei,l = 0, et (J − λiI)lei,l = 0.
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En particulier, ker(J − λiI)l = V ect{ei,1, ..., ei,l}, et pour tout
k ≥ pi, on a ker(J − λiI)k = ker(J − λiI)pi = Ei.
Démonstration. La preuve est analogue à celle du corollaire 3.22.
On peut à présent montrer le théorème essentiel de ce paragraphe.
Théorème 5.3. Soit J un opérateur de Jordan déﬁni par (5.1), et
supposons que λi = 0 pour tout i = 1, ..., q. Soit X ∈ B(H), alors
σext(J) = {λi
λj
: i, j = 1, ..., q},
et pour tous i, j ≥ 1, X ∈ Eext( λiλj )\{0} si et seulement si pour tout
n ∈ {1, ..., q} on a
1. S’il existe m ∈ {1, ..., q} tel que λm/λn = λi/λj, alors il existe
l ∈ {max(pj − pi+1, 1), ..., pj}, tel que pour tout k = 0, ..., pj − l,
Xen,l+k =
k∑
r=0
cr(m,n)(
λm
λn
)k−rem,k+1−r,
où ci(m,n) ∈ C avec au moins l’une des constantes c0(m,n)
correspondants à l’une de telles paires (m,n), est non-nulle.
2. Si λm/λn = λi/λj pour tout m ∈ {1, ..., q}, alors
Xen,k = 0 ∀k = 1, ..., pn.
Démonstration. Soient λ ∈ C et X ∈ B(H) tels que
JX = λXJ.
D’après la déﬁnition de J , on obtient pour tout j ∈ {1, ..., q}
JXej,l =
{
λλjXej,1 si l = 1
λXej,l−1 + λλjXej,l si l = 2, ..., pj.
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Supposons maintenant que X = 0, alors il existe forcément i, j ∈
{1, ..., q}, l ∈ {1, ..., pj} et c0 ∈ C∗ tels que
λ =
λi
λj
et Xej,l = c0ei,1.
Par conséquent
JXej,l+1 =
λi
λj
X(ej,l + λjej,l+1), (5.2)
équivaut à
(J − λiI)Xej,l+1 = λi
λj
c0ei,l.
D’où, il existe deux scalaires c(1)0 = 0 et c1 tels que
Xej,l+1 = c
(1)
0 ei,2 + c1ei,1,
alors (5.2) implique
c
(1)
0 (λiei,2 + ei,1) + c1λiei,1 = λi(c
(1)
0 ei,2 + c1ei,1) +
λi
λj
c0ei,1,
de fait
c
(1)
0 =
λi
λj
c0.
En répétant cette procédure un nombre de fois égal à min(pi−2, l−1),
on obtient
Xej,l+k =
k∑
r=0
cr(
λi
λj
)k−rei,k+1−r,
pour tout k = 0, ..., pj − l.
Maintenant, supposons que pi < pj. Si on choisit l = pj − pi (ou même
l < pj − pi), on aurait
Xej,pj−1 =
pi−1∑
r=0
cr(
λi
λj
)pi−1−rei,pi−r.
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D’où,
(J − λiI)Xej,pj =
λi
λj
Xej,pj−1 =
pi−1∑
r=0
cr(
λi
λj
)pi−rei,pi−r.
En appliquant l’opérateur (J − λiI)pi−1 sur les deux membres dans la
dernière équation, on obtient que
(J − λiI)piXej,pj = c0(
λi
λj
)piei,1.
D’après le corollaire précédent, Ei est invariant par rapport à (J−λiI).
De plus, ker(J − λiI)pi = Ei, alors forcément c0 = 0, ce qui contredit
le fait que Xei,l = 0. Par conséquent, si X est une solution non triviale
de l’équation
JX =
λi
λj
XJ, (5.3)
alors, il existe l ∈ {max(pj − pi + 1, 1), ..., pj} tel que
Xej,l+k =
k∑
r=0
cr(
λi
λj
)k−rei,k+1−r,
pour tout k = 0, ..., pj − l.
Maintenant, supposons que n soit un entier positif diﬀérent de j (i.e.,
λn = λj). Alors
JXen,l =
{
λi
λj
λnXen,1 si l = 1
λi
λj
Xen,l−1 + λiλjλnXen,l si l = 2, ..., pn.
En utilisant de nouveau le lemme 5.2, s’il existe l ∈ {1, ..., pn} tel que
Xen,l = 0, alors forcément il existe un entier positif m (diﬀérent de i)
tel que
λi
λj
=
λm
λn
, et Xen,l = c0em,1, (c0 = 0) ∈ C.
Dans ce cas, et par les mêmes arguments, on obtient un comportement
de X sur en,l analogue au cas de ej,l.
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Montrons maintenant la réciproque. Il suﬃt de vériﬁer l’équation
(5.3) sur les éléments de la base (ei,j). Soit n ∈ {1, ..., q}, on va distin-
guer les deux cas suivants :
Si Xen,k = 0, on vériﬁe facilement que
JXen,r =
λi
λj
XJen,r = 0, ∀r = 1, ..., k.
Supposons dans le deuxième cas qu’il existe l ∈ {1, ..., pn} et k ∈
{0, ..., pn − l} tels que Xen,l+k = 0 (il existe forcément dans ce cas
m ∈ N∗ tel que λm/λn = λi/λj). Alors, si l + k = max(pj − pi + 1, 1)
(i.e., l = max(pj − pi + 1, 1) et k = 0), par calcul simple on obtient
JXen,l =
λi
λj
XJen,l = λmc0em,1.
Si l + k > max(pj − pi + 1, 1), alors
JXen,l+k
= J
(
k∑
r=0
cr(m,n)(
λm
λn
)k−rem,k+1−r
)
=
k−1∑
r=0
cr(m,n)(
λm
λn
)k−rem,k−r + λm
k−1∑
r=0
cr(m,n)(
λm
λn
)k−rem,k+1−r
+ λmck(m,n)em,1
=
k−1∑
r=0
cr(m,n)(
λm
λn
)k−rem,k−r + λm
k∑
r=0
cr(m,n)(
λm
λn
)k−rem,k+1−r.
Quant au deuxième membre
λi
λj
XJen,l+k
=
λm
λn
X(en,l+k−1 + λnen,l+k)
=
k−1∑
r=0
cr(m,n)(
λm
λn
)k−rem,k−r + λm
k∑
r=0
cr(m,n)(
λm
λn
)k−rem,k+1−r.
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D’où l’équation désirée, et le théorème est démontré.
Le corollaire suivant concerne la dimension des sous espaces propres
étendus.
Corollaire 5.4. Supposons que J soit un opérateur de Jordan déﬁni
par (5.1), avec λi = 0 pour tout i = 1, ..., q. Si l’on note par Ωi,j =
{(m,n) ∈ {1, ..., q}2 : λm/λn = λi/λj}. Alors
dimEext(
λi
λj
) =
∑
(m,n)∈Ωi,j
min(pm, pn).
Remarque 5.5. Avec les hypothèses du dernier corollaire, et si l’on or-
donne les valeurs propres λi par croissance de leurs multiplicités (c’est-
à-dire, pi ≤ pj implique i ≤ j), alors on a
q∑
i=1
dimEext(
λi
λj
) = 2
q−1∑
i=1
pi(q − i) + p.
De plus,
∑q
i=1 dimEext(
λi
λj
) = p2 si et seulement si pi = 1 pour tout i
(c’est-à-dire p = q).
Supposons enﬁn qu’il existe i ∈ {1, ..., k} tel que λi = 0, alors
σext(T ) = C, avec ei,1 ⊗ ei,pi ∈ Eext(λ) pour tout λ ∈ C. Supposons de
plus (sans perte de généralité) que λ1 = 0, et notons par
Σ := {λi
λj
: i = 1, ..., q, j = 2, ..., q},
alors on a le théorème suivant, dont la preuve est analogue à celle du
théorème 5.3.
Théorème 5.6. Soit J un opérateur de Jordan déﬁni par (5.1), et
supposons que λ1 = 0, alors σext(J) = C. De plus, on distingue les
trois cas suivants :
- Si λ /∈ Σ, alors Eext(λ) = V ect{e1,1 ⊗ e1,p1}.
- Si λ = 0 alors Eext(0) = V ect{e1,1⊗ en,j : n = 1, ..., q, j = 1, ..., pn}.
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- Et si λ ∈ Σ\{0} (c’est-à-dire il existe i = 2, ..., q, j = 2, ..., q tels que
λ = λi
λj
), alors X ∈ Eext( λiλj )\{0} si et seulement si Xe1,p1 = be1,1, et
pour tout n ∈ {2, ..., q} on a
1. S’il existe m ∈ {2, ..., q} tel que λm/λn = λi/λj, alors il existe
l ∈ {max(pj − pi+1, 1), ..., pj}, tel que pour tout k = 0, ..., pj − l,
Xen,l+k =
k∑
r=0
cr(m,n)(
λm
λn
)k−rem,k+1−r,
où b, ci(m,n) ∈ C avec au moins l’une des constantes b ou c0(m,n)
correspondants à l’une de telles paires (m,n), est non-nulle.
2. Si λm/λn = λi/λj pour tout m ∈ {2, ..., q}, alors
Xen,k = 0 ∀k = 1, ..., pn.
5.2 Spectre étendu d’opérateurs compacts
quasinilpotents
Dans ce paragraphe, on traite l’opérateur compact quasinilpotent
de Volterra. On retrouve le résultat de A. Biswas, A. Lambert et S.
Petrovic [4], sur l’ensemble du spectre étendu de V . Ces trois derniers
auteurs utilisent la théorie des semigroupes de classe C0 pour montrer
que σext(V ) ⊂]0,∞[. Grâce au lemme 2.15, on montre cette dernière
inclusion, et au même temps on obtient le résultat de Karaev [25] en ce
qui concerne l’ensemble des vecteurs propres étendus de V associés à
chaque valeur propre étendue. Enﬁn, on utilise ces résultats pour mon-
trer l’existence d’un opérateur compact quasinilpotent dont le spectre
étendu est réduit au singleton {1}. Cette démonstration a été donnée
par S. Shkarin dans [45].
Avant de donner le théorème suivant, on aura besoin de déﬁnir
l’opérateur de Duhamel. Soit f ∈ L2[0, 1], notons par Kf l’opérateur
produit de convolution par f , déﬁni sur toute fonction g ∈ L2[0, 1] par
Kfg(x) = (f ∗ g)(x) =
 x
0
f(x− t)g(t)dt, ∀x ∈ [0, 1].
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On appelle opérateur de Duhamel de symbole f , et on le note par Df ,
l’application linéaire bornée déﬁnie sur L2[0, 1] par
Dfg(x) = (f  g)(x) = d
dx
Kfg(x), ∀x ∈ [0, 1].
Théorème 5.7. Soit X ∈ B(L2[0, 1])\{0}, alors σext(V ) =]0,∞[. En
plus,
1. si λ ∈]0, 1], alors V X = λXV si et seulement si XCλ = DX1 ;
2. si λ ∈]1,∞[, alors V X = λXV si et seulement si X = DX1C1/λ.
Démonstration. Notons d’abord que V est injectif, donc λ = 0 ne
peut pas être une valeur propre étendue de V . On peut alors supposer
que λ ∈ C∗. Supposons ensuite qu’il existe X ∈ B(L2[0, 1]), tel que
V X = λXV , alors pour tout f ∈ L2[0, 1] et tout n ∈ N on a
V nXf = λnXV nf.
En particulier
V nX1 = λnXV n1,
pour tout n ≥ 1, ce qui implique
X
(
xn−1
(n− 1)! ∗ 1
)
=
1
λn
xn−1
(n− 1)! ∗X1,
ou
X
xn
n!
=
1
λn
xn−1
(n− 1)! ∗X1, ∀n ≥ 1.
En appliquant le produit de convolution à gauche par la fonction 1, on
obtient
1 ∗Xx
n
n!
=
1
λn
(
1 ∗ x
n−1
(n− 1)!
)
∗X1,
d’où
V X
xn
n!
=
(x/λ)n
n!
∗X1, ∀n ≥ 1.
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Par conséquent,
V Xp(x) = p(
x
λ
) ∗X1, ∀ p ∈ C[X]. (5.4)
Supposons dans un premier temps que λ ∈ C\[0,∞[ et posons
K = [0, 1] ∪ [0, 1
λ
]. Soit f une fonction appartenant à L2[0, 1], alors f
peut être considérée comme un élément de L2(K), si l’on pose f|]0,1/λ] =
0, p. p. D’après le théorème 2.15, il existe une suite (pn)n∈N ⊂ C[X]
qui converge vers f dans L2(K). Ainsi,
V Xf(x) = lim
n→∞
V Xpn(x) = lim
n→∞
pn(
x
λ
) ∗X1 = 0, p. p. t ∈ [0, 1],
d’où V X = 0. Or V est injectif, de fait X = 0. Par conséquent
σext(T ) ⊂]0,∞[.
Supposons maintenant que λ ∈]0, 1], alors l’équation (5.4) implique
que
V Xf(λx) = KX1f(x),
pour tout f ∈ L2[0, 1]. En appliquant, sur les deux membres, l’opéra-
teur d
dx
à gauche, on obtient que
XCλf = DX1f,
pour tout f ∈ L2[0, 1], de fait XCλ = DX1. Pour compléter la preuve
de (1), il suﬃt de montrer que si XCλ = DX1, alors V X = λXV . Soit
p ∈ C[X], notons d’abord que VDX1 = DX1V , alors
V Xp(x) = V XCλC1/λp(x)
= VDX1C1/λp(x) = VDX1p(x/λ)
= DX1V p(x/λ) = XCλV p(x/λ)
= XCλ(x p(x/λ)) = λXCλ(x/λ p(x/λ))
= λXCλ(V p)(x/λ) = λXV p(x).
La densité de C[X] dans L2[0, 1] implique l’équation désirée.
En ce qui concerne (2), si λ ∈]1,∞], l’équation (5.4) implique que
V Xf(x) = KX1C1/λf(x),
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pour tout f ∈ L2[0, 1]. En appliquant, sur les deux membres, l’opéra-
teur d
dx
à gauche, on obtient que
Xf = DX1C1/λf,
pour tout f ∈ L2[0, 1], de fait X = DX1C1/λ. Réciproquement, suppo-
sons queX = DX1C1/λ, et montrons que V X = λXV . Soit f ∈ L2[0, 1],
alors
λXV f(x) = λDX1C1/λV f(x)
= λDX1(V f)(x/λ) = λX1 (V f)(x/λ)
= λX1 (x/λ f(x/λ)) = λ(x/λ (X1 f(x/λ)))
= xDX1C1/λf(x) = VDX1C1/λf(x)
= V Xf(x).
Ainsi, la preuve est achevée.
Dans la suite, on va utiliser le dernier théorème pour montrer l’exis-
tence d’un opérateur compact quasinilpotent dont le spectre étendu est
réduit au singleton {1}. Pour cela, on aura besoin de trouver le spectre
étendu du shift bilatéral à poids. Ensuite, on va utiliser un théorème
de C. Apostol que l’on énoncera plus loin.
Déﬁnition 5.8. Soit ω = (ωn)n∈Z une suite de ∞(Z). On appelle shift
bilatéral, et on le note par Sω l’opérateur déﬁni sur 2(Z) par
Sωen = ωnen−1, ∀n ∈ Z,
où (en) est la base canonique de 2(Z).
Maintenant, si l’on note par
β(m,n) =
n∏
j=m
ωj, si m ≤ n, et β(n+ 1, n) = 1, ∀m,n ∈ Z,
on peut montrer la proposition suivante.
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Proposition 5.9. Soit Sω un shift bilatéral à poids ω = (ωn)n∈Z de
∞(Z), et supposons que ωn = 0 pour tout n ∈ Z. Alors 0 /∈ σext(T ), et
de plus (λ = 0) ∈ σext(Sω) si et seulement s’il existe k ∈ Z+ tel que la
suite (λ−nβ(n− k + 1, n))n∈Z soit bornée.
Pour la preuve de cette proposition, on renvoie à [45].
Remarque 5.10. Si λ ∈ T = {z ∈ C, |z| = 1}, alors il existe
toujours (k = 0) ∈ Z+, tel que la suite (λ−n) = (λ−nβ(n + 1, n)) est
bornée par 1, et d’après la proposition précédente, T ⊂ σext(T ), pour
tout shift bilatéral T à poids w ∈ ∞(Z). En plus, on a le corollaire
suivant.
Corollaire 5.11. Soit H un espace de Hilbert séparable de dimension
inﬁnie. Alors, il existe un opérateur compact quasinilpotent T ∈ L(H),
injectif et à image dense tel que
σext(T ) = T = {z ∈ C, |z| = 1}.
Démonstration. Puisque tous les espaces de Hilbert séparables et de
dimension inﬁnie sont isomorphes, on peut considérer l’espace 2(Z),
et l’opérateur shift bilatéral à poids ω = (ωn)n∈Z = ((1 + |n|)−1)n∈Z.
Remarquons que pour tout k ∈ Z+,
β(n− k + 1, n) ∼ (1 + |n|)−k, lorsque n → ∞.
Alors, pour tout λ = 0 et tout k ∈ Z+, la suite (λ−nβ(n−k+1, n))n∈Z
est bornée si et seulement si |λ| = 1. Il résulte de la proposition 5.9
que σext(T ) = T.
Il est clair que T est compact, injectif et à image dense. Soit main-
tenant k ∈ Z+ un entier pair assez grand, i.e. k = 2m avec m ∈ Z+.
Alors
T ken = β(n− k + 1, n)en−k ,
de fait
‖T k‖ = max
n∈Z
β(n− k + 1, n).
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Si l’on pose αn = β(n− k + 1, n), on obtient que
αn
αn−1
=
1 + |n− k|
1 + |n| .
Par conséquent, αn
αn−1
≤ 1 si n ≥ k/2 et αn
αn−1
≥ 1 si n ≤ k/2. On en
déduit que αn est maximal si n = [k/2], la partie entière de k/2, de
fait
max
n∈Z
β(n− k + 1, n) = max
n∈Z
αn = α[k/2]
=
{
(m!)−2 avec m = k+1
2
si k est impair,
(m!(m+ 1)!)−1 avec m = k
2
si k est pair.
Il en résulte que
lim
k→∞
‖T k‖ 1k = 0,
d’où, T est quasinilpotent et le corollaire est bien prouvé.
Déﬁnition 5.12. Soit Ω(H) l’ensemble des opérateurs compacts quasi-
nilpotents déﬁnis sur H, muni de la topologie de la norme. Il est facile
de montrer que Ω(H) est un espace métrique complet. Autrement dit,
il est fermé dans l’espace de Banach K(H). En eﬀet, si T ∈ K(H)
est non-quasinilpotent, alors T a une valeur propre diﬀérente de 0, par
conséquent, tous les opérateurs qui sont suﬃsamment proches de T par
rapport à la topologie de la norme, ont une valeur propre diﬀérente de
0, et ne peuvent donc pas être quasinilpotents.
Soit maintenant T ∈ B(H), on déﬁnit l’orbite similaire de T par
l’ensemble
Sim(T ) = {UTU−1, U est inversible dans B(H)}.
Le théorème de C. Apostol (voir [2]) assure la densité de Sim(T )
dans Ω(H), dans le cas où T est non-nilpotent de Ω(H). Rappelons
maintenant qu’un sous-ensemble A d’un espace topologique X est ap-
pelé Fσ (resp. Gδ), s’il est une réunion (resp. intersection) dénombrable
d’ensembles fermés (resp. ouverts) de X .
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Lemme 5.13. Soient X un espace de Banach réﬂexif et séparable,
A ⊂ C un Fσ. Alors
M(A) = {T ∈ B(X ), σext(T ) ∩ A = ∅},
est un ensemble Fσ de l’espace B(X ) muni de la topologie de la norme.
Pour la preuve de cette proposition, on renvoie à nouveau à [45].
Nous pouvons à présent montrer le théorème clé suivant.
Théorème 5.14. Soient H un espace de Hilbert séparable. Alors, l’en-
semble {T ∈ Ω(H), σext(T ) = {1}} est un ensemble de Baire de
première catégorie dans l’espace métrique complet Ω(H).
Démonstration. Soient A1 = C\R∗+, A2 = C\T. Il est clair que A1 et
A2 sont des Fσ dans C. Alors, d’après le lemme précédent, les ensembles
Mj = {T ∈ Ω(H), σext(T ) ∩ Aj = ∅}, j = 1, 2
sont des Fσ dans Ω(H). D’après le théorème 5.7 et le corollaire 5.11,
il existe deux opérateurs T1, T2 ∈ Ω(H) tels que σext(T1) = R∗+ et
σext(T1) = T. Comme σext(T ) est un ensemble invariant par similarité,
alors σext(S) = R∗+, pour tout S ∈ Sim(T1), et σext(S) = T, pour tout
S ∈ Sim(T2). D’où, Sim(T1) ∩ M1 = Sim(T2) ∩ M2 = ∅. D’après le
théorème de C. Apostol, les ensembles Ω(H)\M1, Ω(H)\M2 sont des
Gδ denses dans Ω(H). En utilisant le théorème de Baire, on trouve que
l’ensemble :
(Ω(H)\M1) ∩ (Ω(H)\M2) = Ω(H)\(M1 ∪M2),
reste encore un Gδ dense dans l’espace métrique complet Ω(H). D’où,
M1 ∪M2 est un ensemble de Baire de première catégorie, et d’après la
déﬁnition de M1 et de M2, on obtient le résultat.
Le dernier théorème et celui de Baire, nous donnent le théorème
essentiel suivant de ce paragraphe.
Théorème 5.15. Il existe un opérateur compact quasinilpotent T ∈
B(H), dont le spectre étendu est réduit au singleton {1}.
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5.3 Opérateurs de Cesàro
Dans ce paragraphe, on considère trois opérateurs de Cesàro ; l’opé-
rateur de Cesàro discret C0, l’opérateur de Cesàro ﬁni C1 et l’opérateur
de Cesàro inﬁni C∞, déﬁnis sur les espaces de Hilbert 2(N), L2[0, 1] et
L2[0,∞[, par
(C0f)(n) :=
1
n+ 1
n∑
k=0
f(k),
(C1f)(x) :=
1
x
 x
0
f(t)dt,
(C∞f)(x) :=
1
x
 x
0
f(t)dt.
Dans [29], M. Lacruz, F. Léon-Saavedra, S. Petrovic et O. Zabeti ont
montré que
σext(C0) = [1,∞[, σext(C1) =]0, 1] et σext(C∞) = {1}.
Dans la suite, on va rétablir les deux dernières égalités en utilisant nos
résultats des chapitres précédents. De plus, on décrit complètement les
sous espaces propres étendus des opérateurs C1 et C∞. Ces résultats
sont issus d’une collaboration avec le Professeur Gilles Cassier (cf. [11]).
Dans ce dernier article, on établit aussi des résultats liés à l’opérateur
C0.
Avant de commencer, on donne la remarque suivante.
Remarque 5.16. Soient H un espace de Hilbert, et T un opérateur
injectif de B(H). Alors σext(T ∗) = {1/λ¯ : λ ∈ σext(T )}. De plus, pour
tout λ ∈ σext(T ), Eext(T, λ) = {X∗ : X ∈ Eext(T ∗, 1/λ¯}.
Dans [8], A. Brown, P. R. Halmos et A. L. Shields ont montré que
l’opérateur de Cesàro C1 est bien un opérateur de B(L2[0, 1]), et que
I −C∗1 est unitairement équivalent à un shift unilatéral de multiplicité
1. Considérons alors le shift unilatéral déﬁni sur l’espace de Hardy
H2 ; c’est à dire l’opérateur f → zf . Pour déterminer σext(C1) et les
sous espaces propres étendus associés à chaque valeur de ce dernier
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ensemble, il suﬃt d’après les remarques 5.1 et 5.16 de trouver les mêmes
ensembles correspondant à l’opérateur I−S. Tout d’abord, on rappelle
quelques résultats liés à la mesure de Carleson. Soit X := Cφ,ϕ un
opérateur de composition à poids, déﬁni sur l’espace de Hardy H2,
c’est-à-dire l’opérateur f → φ(f ◦ϕ). Si l’on déﬁnit la mesure μφ,ϕ sur
tout borélien E ⊂ D par
μφ,ϕ(E) =

ϕ−1(E)∩T
|φ|2dm.
Alors, M. D. Contreras et A. G. Hernández-Díaz ont montré dans [13]
que X est borné sur H2 si et seulement si μφ,ϕ est une mesure de
Carleson. Alors on montre le lemme suivant.
Lemme 5.17. Soient φ ∈ H2, λ ∈]1,∞[, et ϕ(z) = z+λ−1
λ
, alors
l’opérateur X = Cφ,ϕ est borné sur H2 si et seulement si
sup
α∈D
1− |α|
1−Re(α)Pβ(|φ|
2) < +∞, (5.5)
où β = α
(1−α)λ+α et Pβ est le noyau de Poisson au point β.
Démonstration. On a par construction de la mesure μφ,ϕ que
D
gdμφ,ϕ =

T
|φ|2(g ◦ ϕ)dm.
D’après [23], μφ,ϕ est une mesure de Carleson si et seulement si
sup
α∈D

D
1− |α|2
|1− αz|2dμφ,ϕ < +∞.
Par conséquent, l’opérateur X est borné si et seulement si
sup
α∈D

T
|φ(eit)|2 1− |α|
2
|1− αϕ(eit)|2dm < +∞.
En remplaçant ϕ par sa valeur, on obtient par calcul simple que cette
dernière condition est équivalente à
sup
α∈D
(1− |α|2)λ2
|(1− α)λ+ α|2Pβ(|φ|
2) < +∞.
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En mettant γ = λ− 2, on obtient la condition suivante
sup
α∈D
(1− |α|2)(2 + γ)
2(1−Re(α)) + γ|1− α|2Pβ(|φ|
2) < +∞.
Or
(1− |α|2)(2 + γ)
2(1−Re(α)) + γ|1− α|2 =
1 + |α|
2 + γ |1−α|
2
1−Re(α)
1− |α|
1−Re(α) ,
et on laisse au lecteur de vériﬁer que
1 + |α|
2 + γ |1−α|
2
1−Re(α)
est borné sur D, pour tout γ ∈]− 1,∞]. D’où le résultat.
On aura aussi besoin du lemme suivant.
Lemme 5.18. Soit z ∈ D, alors ∣∣ z+λ−1
λ
∣∣ ≤ 1 si et seulement si λ ∈
[1,∞[.
Démonstration. Si λ ∈ [1,∞[, alors pour tout z ∈ D,∣∣∣∣z + λ− 1λ
∣∣∣∣ ≤
∣∣∣z
λ
∣∣∣+ λ− 1
λ
≤ 1.
Réciproquement, supposons que
∣∣ z+λ−1
λ
∣∣ ≤ 1 pour tout z ∈ D, et po-
sons λ = |λ|eiω. Alors, pour tout z ∈ D∣∣z + |λ|eiω − 1∣∣ ≤ |λ|,
équivalent à ∣∣ze−iω + |λ| − e−iω∣∣ ≤ |λ|,
pour tout z ∈ D. En particulier, si z = eiω, alors∣∣|λ|+ 1− e−iω∣∣ ≤ |λ|. (5.6)
Posons β := 1 − e−iω. Une représentation géométrique dans le plan
complexe montre clairement que l’inégalité (5.6) implique que soit
Re(β) < 0, soit β = 0. Or, Re(β) = 1 − cos(ω) ≥ 0. Donc nécessaire-
ment β = 0. D’où λ = |λ| ∈ [0,∞[. Par conséquent, |z + λ− 1| ≤ λ
pour tout z ∈ D. En remplaçant z = −1 on obtient le résultat.
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A l’aide de ces deux derniers lemmes, on peut montrer le théorème
principal de ce paragraphe.
Théorème 5.19. Soit S le shift unilatéral déﬁni sur l’espace de Hardy
H2, alors σext(I − S) = [1,∞[. De plus
1. Si λ > 1, alors X ∈ Eext(λ) si et seulement s’il existe une fonc-
tion φ ∈ H2 vériﬁant la condition (5.5), telle que
Xf(z) = φ(z)f(
z + λ− 1
λ
), ∀z ∈ D.
2. Si λ = 1, alors X ∈ Eext(1) si et seulement s’il existe une fonc-
tion φ ∈ H∞ telle que X = Mφ.
Démonstration. Soit λ ∈ [1,∞[, on trouve alors facilement que pour
tout φ de H2 (de H∞ lorsque λ = 1) vériﬁant la condition (5.5),
l’opérateur X déﬁni dans les deux assertions du théorème, est une
solution de l’équation (I − S)X = λX(I − S), appartenant à B(H2)
(d’après les deux lemmes précédents).
Montrons alors la réciproque. Remarquons d’abord que l’opérateur
(I − S) est injectif, donc λ = 0 ne peut pas être dans σext(I − S).
Supposons maintenant que X ∈ B(H2) vériﬁe l’équation (I − S)X =
λX(I − S), avec λ ∈ C∗. Cela implique que
XS =
(
S + λ− 1
λ
)
X,
Ainsi
XSn =
(
S + λ− 1
λ
)n
X, ∀n ∈ N.
Cette dernière relation signiﬁe que
XSnf =
(
S + λ− 1
λ
)n
Xf, ∀f ∈ H2 et ∀n ∈ N.
En particulier, si f = 1, on obtient
Xzn =
(
z + λ− 1
λ
)n
X1, ∀n ∈ N.
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En posant X1 = φ, la dernière équation implique
Xp(z) = φ(z)p(
z + λ− 1
λ
), ∀p ∈ C[X].
Si λ = 1 on obtient immédiatement le résultat. Sinon, notons par
‖X‖ = c alors
‖φ(z)p(z + λ− 1
λ
)‖ ≤ c2,
d’où, on obtient pour tout n ∈ N que

T
∣∣∣∣z + λ− 1λ
∣∣∣∣
2n
|φ|2dm(z) ≤ c2.
Considérons Ω := {z ∈ T : | z+λ−1
λ
| > 1}, et supposons que m(Ω) > 0,
alors forcément φ|Ω = 0. Or φ ∈ H2, donc φ = 0 et par suite X = 0.
Par conséquent, si X = 0 alors m(Ω) = 0, et par continuité | z+λ−1
λ
| ≤ 1
pour tout z ∈ T. D’après le lemme précédent, λ ∈]1,∞[ et pour tout
f ∈ H2,
Xf(z) = φ(z)f(
z + λ− 1
λ
), ∀z ∈ D.
Enﬁn, pour que X soit borné, il faut que φ vériﬁe la condition (5.5).
Ainsi, le théorème est bien prouvé.
D’après les remarques 5.1 et 5.16, σext(C1) =]0, 1]. Enﬁn, on ap-
plique les résultats du chapitre précédent pour déterminer le spectre
étendu de l’opérateur C∞. En eﬀet, Dans [8] A. Brown, P. R. Halmos
et A. L. Shields ont montré que l’opérateur de Cesàro C∞ est un opé-
rateur de B(L2[0,∞[), et que I −C∗∞ est unitairement équivalent à un
shift bilatéral de multiplicité 1. Considérons alors le shift bilatéral U
déﬁni sur l’espace de Hilbert 2(Z). D’après les remarques 5.1 et 5.16,
pour déterminer σext(C∞) et les sous espaces propres étendus associés
à chaque valeur de ce dernier ensemble, il suﬃt de trouver σext(I −U)
et Eext(λ) pour tout λ ∈ σext(I − U). On montre alors le théorème
suivant.
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Théorème 5.20. Soit U le shift unilatéral déﬁni sur l’espace de Hilbert
2(Z), alors σext(I−U) = {1} et X ∈ Eext(1) si et seulement s’il existe
une suite (αi) ∈ 2(Z) (suite des coeﬃcients de Fourier d’une fonction
de L∞(T)), telle que pour tout n ∈ Z, Xen = (αi−n).
Démonstration. Il est connu que σ(I − U) est égale au cercle centré
en 1 et de rayon 1. Par conséquent, pour tout λ = 0, l’intersection de
σ(I −U) et σ(λ(I −U)) est au plus égale à deux points distincts (zéro
et un autre point sur le cercle mentionné ci-dessus). Autrement dit, si
l’on note par E la mesure spectrale de l’opérateur (I − U), alors pour
tout borélien Δ ∈ Bor(σ(I − U) ∩ σ(λ(I − U))), E(Δ) = 0. D’après
le théorème 4.11, on obtient alors σext(I − U) = {1}. L’obtention de
X ∈ Eext(1) est triviale et sera laissée au lecteur.
Ainsi, D’après les remarques 5.1 et 5.16, σext(C∞) = {1}.
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Extended spectrum of
operators and applications
Thesis summary
This thesis is based on a relatively new spectral notion, called ex-
tended spectrum of operators.
In the ﬁrst part, we provide general properties of extended spectrum
of an operator in some special cases, such as the case of ﬁnite dimension
and the case of invertible operator.
We focused in the second part on characterizing the extended spec-
trum of truncated shift operator Su. In particular, we give a complete
description of the extended eigenvectors associated to each extended
eigenvalue of Sb, where b is a Blaschke product.
In the third part, we describe the extended spectrum and the ex-
tended eigenvectors of a very important class of operators , that is the
normal operators. We ﬁrst start by describing these last sets for the
product of a positive and a self-adjoint operator which are both injec-
tive. After, we use the Fuglede-Putnam theorem to describe the same
sets for normal operators, in terms of their spectral measure.
In the last part, we apply our results from the last three parts on
concrete examples. In particular, we address the problem of extended
eigenvectors of operators deﬁned in a ﬁnite dimension space. Next,
we show the existence of a quasinilpotent compact operator whose
extended spectrum is reduced to {1}. Finally, we study two Cesàro
operators which are very important in applications.
Keywords
Extended spectrum, extended eigenvalue, extended eigenvector, Hardy
space, model space, truncated shift, self-adjoint operator, normal ope-
rator, quasinilpotent compact operator, Cesàro operator.
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