We describe a pseudospectral approach which combines a mapping procedure with the principle of minimal sensitivity to obtain accurate estimates for the eigenvalues of non-uniform strings and both uniform and nonuniform membranes. We illustrate the method on specific examples, including the case of a cross shaped membrane, with arms of infinite length.
Introduction
This paper deals with the problem of obtaining precise numerical solutions to the Helmholtz equation, which governs the vibration modes of a classical object in one or two dimensions (a string or a membrane) 1 . In two dimensions, for the case of a membrane with variable density ρ( ), the Helmholtz equation reads
where E and Ψ ( ) are the eigenvalues and eigenfunctions of Eq. (1) respectively. From a mathematical point of view both problems reduce to eigenvalue equations, which can be solved exactly only for a few special cases: the spectra of an uniform string or of a square or a circular membrane (just to mention two cases) are known exactly. Most cases of practical interest cannot be solved exactly and one is forced to resort to alternative approaches that produce approximate solutions, either analytically or numerically. In this paper we focus on obtaining numerical solutions to those eigenvalue equations via a collocation (pseudospectral) approach. Typically in this approach one uses the interpolation properties of a given set of functions to derive a discretized version of the problem originally formulated in a continuum space. The approximate solutions are then found as eigenvalues and eigenvectors of a matrix whose dimension depends on the size of the set used for the collocation. The collocation approach is a convenient alternative to the widely used Rayleigh-Ritz method when the integrals have be carried out numerically (a time-consuming process). The reader may find a general introduction to pseudospectral methods in the remarkable book by Boyd [1] and several examples of their application to a variety of fields elsewhere [2] [3] [4] [5] [6] [7] [8] [9] [10] . Apart from these common features, the accuracy of a pseudospectral calculation depends on both the particular set of functions and their number. From a computational point of view it is desirable to keep the number of functions as small as possible, since it is directly related to the dimension of the collocation matrix and to the amount of computer memory required for its storage. Obviously, some sets of functions are more convenient than others for a given problem. For instance, Boyd et al. [10] compared the performance of the Fourier-sine mapped pseudospectral method [4] with the pseudospectral methods based on Laguerre functions or Chebyshev polynomials and concluded that the latter are preferable for the numerical solution of the problem of the hydrogen atom. The approach that we describe in this paper is similar to the mapped Fourier method of Fattal et al. [4] , where the efficiency of the uniform sampling of the Fourier grid is enhanced through a mapping of the coordinates. In their approach the appropriate map is found by allowing an optimal covering of the classical phase space associated with a given state. On the other hand, present strategy is motivated by the principle of minimal sensitivity (PMS) [11] . Here the map may depend on one or more artificial parameters (i.e. parameters which are not in the original problem) that would not affect the result if it were exact. In an approximate calculation there will be a residual dependence on such dummy parameters and we set their values so that their effect on the approximate result is minimal. This is the essence of the PMS [11] . The PMS has been used with remarkable success in many analytical calculations: one example is the "linear delta expansion" (LDE), which combines a perturbative expansion in an artificial parameter and the PMS for the physical observable, leading to accurate results [12] [13] [14] [15] [16] [17] [18] . It is our purpose to investigate whether the PMS enables us to obtain optimal grids with little computational effort. We compare our results with some others in the literature to test the efficiency of our approach. Our paper is organized as follows: in Section 2 we describe the general collocation approach on non-uniform grids obtaining explicit matrix representations of the Hamiltonian operator in one and more dimensions; in Section 3 we describe a simple procedure which allows one to restore the variational nature of the collocation approach; in Section 4 we apply the method to several examples and compare our results with those available in the literature. Finally in Section 5 we draw conclusions.
Collocation on arbitrary grids
In this section we explicitly show how to build a set of "little sinc functions" (LSF) [19] that satisfy Dirichlet boundary conditions at the endpoints of a given finite coordinate interval. The generalization of these results to other boundary conditions is straightforward. Let ρ( ) be a positive function on the interval ∈ (−L L) and define the functions
where = 1 2 and
These functions, which are closely related to the WKB solutions for a string of variable density (see, for example, page 490 in Ref. [20] ), have been recently discussed by Amore [21] . By means of the change of variable = σ ( )/σ (L) it is straightforward to verify that these
Since there is a one-to-one correspondence with the eigenfunctions of a quantum particle in a box the functions ψ ( ) span a complete set in that variable interval. For this reason we can follow the procedure of Amore et al. [19] and introduce the functions
where C N is independent of and , although it depends on the number of terms in the sum. Its precise value will be determined later. It is not difficult to verify that
The function ψ N ( ) in the last term of the sum exhibits the largest number of nodes (N), = 1 N − 1 given by ψ N ( (N)) = 0 or
In some particular cases this equation may be solved exactly yielding explicit expressions for the (N). The simplest example is provided by a constant ρ( ), which corresponds to the uniform grid already discussed in ref. [19] .
If the exact solution of Eq. (5) is not possible we can calculate its roots numerically with little computational cost. We choose the constant C N in such a way that it satisfies the conditionδ N ( (N) (N)) = 1 that leads to N − 1 solutions of the form
For simplicity we will write instead of (N) whenever there is no chance of ambiguity. When ρ( ) = 1 we are led to the particular case of constant grid spacing C N = 2L/N discussed earlier [19] . Actually, C ( ) N is roughly the grid spacing even in the general case. If we assume that N 1, then we may approximately write
ρ( ), and, according to Eq. (5), we have
It is worth noting that the grid spacing is finer where the density is larger, a property that is most valuable for building grids with an appropriate distribution of points.
By choosing the grid points as explained above we also obtain a second useful property of the LSF:δ N ( ) = 0 , = so that we finally havē
which is a generalization of a similar equation derived earlier for uniform grids [19] .
We are now in a position to generalize the LSF developed earlier [19] and define what we may call the nonuniform Little Sinc Functions (νLSF):
where
2σ (L) and = 1 2 N − 1. It is easy to verify that Eq. (8) reduces to Eq. (18) of Ref. [19] when ρ( ) = 1 and → −N/2 (note that = −N/2+1 N/2−1 in Ref. [19] ).
It is worth noting that the (N L ) is obtained from the LSF on a uniform grid by means of the transformation → σ ( ) followed by multiplication by the factor
which ensures orthonormality.
The νLSF (8) may now be used to interpolate a given function ( ) defined on the interval [−L L] and that vanishes at the endpoints (±L) = 0 in the following way:
where = (N) are the nonuniform grid points obtained earlier. We can justify Eq. (9) by writing the rhs as
where the term between parenthesis takes the form of a Riemann sum because C ( ) N is roughly the grid spacing as argued above. Thus, one obtains the well known decomposition of a function ( ) in the basis set {ψ ( )}:
The definition of the νLSF given above enables us to generalize another property of the LSF:
which for constant density reduces to Eq.(20) of Ref. [19] . From the approximate interpolation expression (9) we also obtain that
which justifies the interpretation of (N L )/C ( ) N as an approximate Dirac delta function on the grid. In order to obtain a suitable matrix representation for the kinetic-energy operatorT = − 2 2 it is convenient to consider the hermitian operator
which naturally appears in the study of the vibrations of a string with variable density [22, 23] . In the present case, however, ρ( ) is not a physical density but a mathematical tool for producing a non-uniform grid of points. Upon operating withÔ on a basis function ψ ( ) given by Eq. (2) we obtain
This equation suggests that ψ ( ) tends to become an eigenfunction ofÔ when → ∞. In this limit the WKB solutions, ψ (W K B) ( ) = ψ ( )/ ρ( ) tend to the solutions of the corresponding inhomogeneous Helmholtz equation. This property has already been exploited in Ref. [21] to obtain a perturbative expansion around that basis set. It was pointed out in Ref. [21] that in certain particular cases the functions ψ ( ) are exact eigenfunctions to the problem. An example is provided by the density ρ( ) that obeys the differential equation
with κ an arbitrary constant.
The general solution to this equation is of the form
where 1 and 2 are constants of integration. When κ = 0 this expression reduces to the problem discussed long time ago by Borg [24] , which is isospectral to a homogeneous string (see, for example, Ref. [25] ). Another example of string with a density satisfying Eq. (11) is the one discussed by Lord Rayleigh [26] which has recently been studied by Gottlieb (see Eq. (4.7) of Ref. [25] , which corresponds to the form given in Eq. (12), after setting κ = 0). Gottlieb also identifies a string which is isospectral to the Rayleigh one in terms of a transformation that leaves the spectrum invariant. The operator
is diagonal in the basis set {ψ ( )} becausê
We want to calculate the matrix elements of the operator S in the basis set of normalized νLSF ( ) 
The matrix elements (2) agree with the matrix elements for the second derivative given in Ref. [19] after substituting → + N/2 and → + N/2.
The calculation of the matrix elements of the operator
is straightforward if we take into consideration the interpolation properties of the νLSF:
These results enable us to derive an expression for the matrix elements of the kinetic-energy operator:
We observe that
• For a constant ρ( ) this matrix reduces to the one derived earlier by Amore et al. [19] .
• The matrix for the operatorŜ is universal; i.e. it is not specific to a given problem and therefore it can be calculated once for a given grid and stored.
• The matrices forD and √ ρ are specific to the problem under consideration and therefore they need to be calculated each time; however they are diagonal and such calculation is fast and efficient.
• The collocation on the grid does not require the calculation of integrals.
• All the matrix elements can be obtained with arbitrary precision.
The matrix representation of the second derivative is suitable for the approximate calculation of the eigenvalues and eigenfunctions of the Helmholtz and Schrödinger equations and we discuss specific applications in the following sections 2 .
The present approach is equivalent to the one proposed some time ago by Guardiola and Fernández [27] who applied it to the one-dimensional Schrödinger equation
where ∈ ( ), Ψ( ) = Ψ( ) = 0 and and can be either finite or infinite. Under the change of variable = ( ), where ( ) is a monotonously increasing function of , Eq. (14) is transformed into the equivalent equation
and the connection between both approaches is evident. However, the point of view is different because in the first case one does not transform the equation but generates a non-uniform grid, while in the second case one keeps the grid uniform and transforms the equation.
In what follows we briefly show how to apply the same approach to the Schrödinger equation in dimensions. We assume that the Hamiltonian operator is of the form
In this case we may, for example, resort to density functions ρ 1 ( 1 ) ρ ( ) and obtain the matrix elements for the Laplacian operator as
The matrix elements for the potential-energy operator take a somewhat simple form:
These expressions arise from a basis set of νLSF constructed as products of one-dimensional νLSF:
Besides, the coordinate of a point of the -dimensional grid is obtained by means of the density ρ ( ), exactly as indicated above for the one-dimensional case.
The collocation matrix for the laplacian is sparse. If there are N − 1 grid points in every spatial dimension, the number of nonzero matrix elements is (N − 1) +1 over a total of (N − 1) 2 elements.
Note that present approach applies straightforwardly to more complicated forms of the Hamiltonian operator, such asĤ
which appears in the solution of the Helmholtz equation in an inhomogeneous medium with density Σ( 1 ). In two dimensions Σ( 1 2 ) may be the conformal density obtained when an arbitrary domain is mapped onto a square one [22, 28] . In such a case the matrix representation of H on the arbitrary grid will be 1 2
Note that the matrix containing the physical (or conformal) density is diagonal. 
Improved collocation
We assume that the Hamiltonian operator is of the formĤ =T +V . It is not difficult to calculate the matrix elements T (N) = N|T |N by means of the LSF as discussed above. However, the matrix elements V (N) = N|V |N may not be so easily calculated and for that reason we have resorted to the following property of the LSF:
For practical purposes we have carried out the approximation V (N) ≈ V δ which we have assumed to be valid if N is large enough. However, it has been pointed out that in some cases this approximation may not particularly good [5] . When we diagonalize the Hamiltonian matrix H (N) = T (N) +V δ the approximate eigenvalues may not be upper bounds to the actual ones because of the use of approximate matrix elements V (N) . We may proceed in a different way and define the projection operatorŝ
According to what was stated above it is obvious that
M is large enough we may carry out the approximation
so that
If M is large enough we may recover the variational properties of the Rayleigh-Ritz method because we have a better representation of the operatorV and its matrix elements. The matrix ∆ with elements ∆ = M|P N |M satisfies
We can formally writeP N <P M <1 in the sense that ψ|P N |ψ < ψ|P M |ψ < ψ| ψ . Clearly, the computational cost of using this improved matrix instead of the original one discussed in the preceding section depends on the size of the hidden grid (i.e. on M). The idea of using more grid points than spectral basis functions within a collocation approach is not new. For example, we mention the works of Fresnier [37] , and more recently of Corey and Lemoine [38] and Corey and Tromp [39] . In particular our equation (20) with the approximation (22) is similar to Eq. (14) of Ref. [39] , where however the resulting matrix is a (M − 1) × (M − 1) matrix with M − N vanishing eigenvalues. More precisely, both equations are equivalent only in the case of a uniform grid. In fact, the approach followed by Corey and Tromp essentially consists of evaluating the kinetic-energy operator on the coarser grid and the potential part on the finer grid. In the special case of a uniform grid, i.e. ρ ( ) = 1, the kineticenergy operator has an exact LSF (N −1)×(N −1) matrix representation on the grid and its projection onto the finer grid is exact. Under such conditions the two approaches are equivalent.
On the other hand, in more general cases the matrix elements of the kinetic-energy operator involve matrix elements of the density (either the grid density, or a physical density, or a conformal density) and therefore the two approaches are not equivalent. A third approach, which can also be used in these cases, consists of expressing the operatorsŜ on the coarser grid, because its representation is exact, and only expressing the remaining matrix elements on the finer grid. We will compare these alternative approaches later on. It is worth noting that in any of these approaches, independently of the size of the finer grid (as long as M > N), the matrices obtained with the collocation are not sparse, a feature which considerably increases the memory requirements for large grids.
Applications
In this section we consider some selected applications of the νLSF.
Strings of variable density
We first consider the application of present approach to the Helmholtz equation for an inhomogeneous string of length 2L:
where E are the eigenvalues, ρ( ) > 0 is the density of the string and we assume that the eigenfunctions Ψ ( ) satisfy Dirichlet boundary conditions Ψ (±L) = 0. On defining Φ ( ) ≡ ρ( )Ψ ( ) we obtain the equivalent equation [21] OΦ
The collocation approach discussed in the preceding sections can now be straightforwardly applied to this problem.
As we have seen, the discretization of the problem may use an arbitrary positive definite density, which here we call ρ ( ), which determines the distribution of the collocation points on the string. This function does not need to be the physical density of the string, ρ( ), although we will see that the case ρ ( ) = ρ( ) exhibits important computational advantages for the calculation of highly excited states. The matrix elements of the hermitian operator appearing in the eigenvalue equation are easily obtained as
where ( = 1 N − 1) are the grid points corresponding to ρ ( ). In principle one has to calculate N(N − 1)/2 elements of the symmetric matrix forÔ. The collocation matrices for D( ) and for the densities on the grid are diagonal so that we need the N − 1 elements for each of them. The collocation matrix for the operator S is not sparse but it is universal and, consequently, it is convenient to calculate and store it for later use in all the problems of the same kind. These properties make our collocation method highly flexible, allowing one to study problems of different density and using grids with different distributions of points without having to recalculate all the matrix elements. Obviously, the choice of a suitable grid may lead to accurate results with a smaller number of grid points. We have found that the "natural density" ρ ( ) = ρ( ) is convenient for the highly excited states of the string. For → ∞ the WKB wavefunctions tend to become eigenfunctions of the operatorÔ and therefore a discretization based on these functions is expected to be successful. On the other hand, if one is interested in the fundamental mode of the string, the optimal distribution of grid points should be determined by a grid density ρ ( ) that leads to a minimal Rayleigh quotient for the fundamental WKB eigenfunction corresponding to this density. In the special case D( ) = 0 (the WKB wavefunctions are exact) the natural grid also minimizes the Rayleigh quotient. We will illustrate these aspects of our collocation approach by means of the specific example of inhomogeneous string, which was first studied by Horgan and Chan [29] :
where | | ≤ 1/2. These authors have shown that the frequencies of this string are given by ω = αλ where λ is a zero of the transcendental equation
and J and Y are the well known Bessel functions of first and second kind. Fig. 1 shows the error Ξ ≡ |1 − E ( ) /E ( ) | for the first 2499 states of that string with α = 1. The solid and dashed lines are respectively given by N = 2500 points distributed according to the natural density and the uniform grid. The accuracy of the numerical results obtained with the natural grid are mostly of the order of the 12 digits-precision used in the calculation (hence the large plateaux). Present LSF-collocation results for large are useful for the numerical calculation of the coefficients of the asymptotic expansion of the energy of the string, which for an arbitrary density is of the form
There are explicit formulas for the first three coefficients and Amore [21] has recently derived a general formula for A 3 in terms of an infinite series. This author has also calculated the first 5 coefficients A numerically for the density (25) with α = 1 by fitting the expansion (26) to the first 10000 energies of the string calculated with 200-digits precision. The three leading coefficients estimated in this way are in perfect agreement with the theoretical results given by well-known explicit formulas. By straightforwardly fitting the asymptotic formula (26) to the first 2499 energies calculated numerically with the natural grid and N = 2500 we found states of the string of Horgan and Chan [29] with α = 1.
The solid line corresponds to a grid with N = 2500 and its points distributed according to the natural density. The dashed line corresponds to a uniform grid with the same number of points.
Circular membrane
The conformal collocation method (CCM) devised elsewhere [22, 28] can be used to obtain precise numerical approximations to the eigenvalues and eigenfunctions of the Helmholtz equation on arbitrary domains in two dimensions. This method has been applied to a wide range of domains: to the circle and to a circular waveguide with circular ridges [28] , to the cardioid and to various regular polygons [22] , to circular and asymmetric annuli [30] , and to an inhomogeneous cardioid [31] ). Here we would like to apply the present approach to a uniform circular membrane of unit radius which was earlier treated by means of a uniform grid [28] . Our purpose is to study the effect of an inhomogeneous grid on the precision of the results and on their rate of convergence towards the exact results.
For present numerical experiment we choose
where α is a real parameter (note that the resulting grid is uniform when α = 0). Correspondingly we have
By means of the map from the circle to the square explicitly given in Eq. (18) 2 ). Labelling every point on the grid with a single integer ranging from 1 to (N − 1) 2 one is able to obtain an explicit matrix representation for the operator on the grid. The eigenvalues of this matrix are approximations to the exact eigenvalues of the circular membrane. Table 1 shows the lowest eigenvalue of the collocation matrix obtained with grids of different size and different values of the parameter α which controls the distribution of the grid points. Present results for α = 0 and N ≤ 80 correspond to those obtained earlier with a uniform grid [28] . It is worth noticing that the collocation eigenvalues for the largest density deformation α = 4 seem to converge to the exact result from below. The greatest rate of convergence is obtained for α = 3 2 though the results for the two largest grids seem to oscillate probably due to round-off errors. In all the cases considered here the rate of convergence seems to be compatible with the asymptotic behavior 1/N 4 already observed in earlier calculations with the uniform grid [28] . It follows from Table  1 that the rate of convergence is considerably larger when one resorts to a deformed grid density. For example, the result for N = 20 and α = 3 2 is as accurate as the result for N = 120 and α = 0. Fig. 2 shows the relative error for the first 5000 eigenvalues for grids with N = 120 and α = 0 (solid line) and α = 3 2 (dashed line). The deformed grid yields far more accurate results for the first 2000 states (except for isolated exceptions) whereas the uniform grid is preferable for 2000 < ≤ 5000 with its error increasing gently with . This curious behavior has a simple explanation: the collocation spectrum for α = 3 2 is not linear for > 2000, thus departing from the behavior expected on the grounds of Weyl's law. On the other hand, the collocation spectrum for the uniform grid remains linear even for the highest excited states considered here. The reason is that in the case of the deformed grid more collocation points are moved towards the border of the region and for moderately excited states there is a considerable gain in resolution in the region where the solutions are more important, while retaining an acceptable resolution in the central region. However, for the highest excited states in the plot, the loss of resolution in the central part of the collocation region affects the overall quality of the results. No such effect takes place in the case of a uniform grid where the collocation region is covered more uniformly.
Bound states in the continuum: crossed wires
The present approach is not restricted to bounded domains as previous applications may suggest. The LSF collocation method is suitable for the treatment of open domains as shown in the following example. The configuration of orthogonal crossed wires was originally studied by Schult et al. [32] and later by Avishai et al. [33] . More recently,
Bulgakov et al. [34] studied scissor-shaped waveguides; i.e. configurations with non-orthogonal arms. Interestingly, Schult et al. discovered that despite the infinite extension of the cross with Dirichlet boundary conditions at the border, the waveguide just mentioned supports bound states. In particular, it was found that the fundamental mode of this waveguide falls below the continuum threshold,
, and that a second bound state is embedded in the continuum: E 2 = 3 72E . Those results were confirmed by Avishai et al. [33] .
In order to apply our technique to this problem we resort to the conformal map which maps the unit disk onto the infinite cross as shown in problem 6, page 197 in Nehari's book [36] . Note that the there is a typo in that expression; the correct map from the unit circle to a cross with arms of width = 2 is: 
where F 1 is the Appell hypergeometric function. After composing this map with the map from the square to the unit circle, one obtains the map from the square to the cross, which is the one needed by our collocation method. Therefore, using this conformal map, we transform the homogeneous Helmholtz equation on the infinite cross into an inhomogeneous Helmholtz equation on the square, with a (conformal) density directly given in terms of the map. The left and right panels in Fig. 3 display the square of side 2 and its image, an infinite cross with arms of width = 2, respectively. The uniform grid on the square (with N = 20) is mapped onto a deformed grid on the unit cross.
The procedure for the collocation of the Hamiltonian operator on the grid is similar to the one above for the circle and we think it unnecessary to show the steps explicitly here. Fig. 4 shows the ratio E 1 /E for grids obtained with the density (27) for different values of α. The case α = 0 corresponds to the uniform grid shown in the left panel of Fig. 3 , while larger values of α correspond to non-uniform grids where the points are progressively moved towards the extremities of the intervals. Fig. 4 clearly shows that for fixed N the eigenvalue as a function of α does not exhibit a minimum. We also appreciate that the value α ≈ 2 of the density parameter is nearly optimal. The first observation illustrates the fact that our pseudospectral approach does not obey the variational principle for finite N (although it should be satisfied in the limit N → ∞). For this reason, the sequences of results with α ≤ 2 are monotonically decreasing, while, on the other hand, those with α ≥ 2 1 have positive slopes for small grids. For large enough grids, however, one should obtain a negative slope even for these densities. This is in fact the case for the values corresponding to α = 2 1, which start to decay for N ≥ 40, although this behavior cannot be appreciated on the scale of the plot. The origin of this violation of the variational principle arises from the fact that we have not calculated the integrals explicitly, and that for large enough α the grid points are mostly concentrated at the corners of the square, which leads to imprecise approximations. Although one cannot resort to the variational principle or the PMS to determine the optimal α in this case, it is possible to obtain a reasonable value of α by looking for values of α which do not produce large changes in the energy when more grid points are added. Such behavior is a sound sign that the grid sampling is good. It is worth noticing that the use of nonuniform grid greatly improves the results. For example, the results for α = 0 and N = 100 are considerably less accurate than those given by a coarser grid (N = 20) with a nearly optimal α-value (α = 2 or α = 2 1).
In Table 2 we display the values plotted in Fig. 4 . The best set of results for the optimal value α = 2 1 provides an approximate upper bound E 1 /E ≤ 0 659611 for N = 120. Although we cannot prove that this bound is rigorous (because as argued above the variational principle is obeyed only for N → ∞) experience tells us that the sequence of collocation estimates decreases monotonically with N for fine enough grids.
We have also carried out the improved collocation calculation described above for α = 0 (uniform grid) with matrix grids ranging from N = 8 to N = 48 and the auxiliary grid with M = N + 2 (the rather low-order calculation is due to the fact the matrix is no longer sparse which increases the allocation-memory requirement Table 2 . the estimate 0 ≈ 0 659617 with is close to the result obtained with the standard approach. For this reason we think that our result is more accurate than the one obtained by Schult et al. [32] . More recently, Trefethen and Betcke [35] 
Conclusions
The accuracy of a pseudospectral (collocation) method may be greatly enhanced using a suitable mapping of the coordinates, in one or more dimensions. We have shown that this map can be chosen using the PMS. For example, the application of this procedure to the case of a crossshaped membrane with infinite orthogonal arms confirms the well-known result that the fundamental mode of this system is bound and we were able to calculate its energy with high accuracy.
From a computational point of view the present method is both efficient and highly flexible. It allows one to express the collocation matrix for a given problem in terms of a "heavy" universal matrix for the laplacian on the grid, which can be calculated once and stored, and of a "light" diagonal matrix, which is specific to the problem and can be calculated more rapidly.
