Abstract. Let σ and w be locally finite positive Borel measures on R which do not share a common point mass. Assume that the pair of weights satisfy a Poisson A 2 condition, and satisfy the testing conditions below, for the Hilbert transform H,
Introduction
This paper continues [4] , completing a real variable characterization of the two weight inequality for the Hilbert transform, formulated here. Given weights (i.e. locally bounded positive Borel measures) σ and w on the real line R, we consider the following two weight norm inequality for the Hilbert transform,
Research supported in part by grant NSF-DMS 0968499, and a grant from the Simons Foundation (#229596 to Michael Lacey) . The author benefited from the research program Operator Related Function Theory and TimeFrequency Analysis at the Centre for Advanced Study at the Norwegian Academy of Science and Letters in Oslo during 2012-2013. where N is the best constant in the inequality, uniform over all 0 < ǫ < δ, which define a standard truncation of the Hilbert transform applied to a signed locally finite measure ν, H ǫ ν(x) := ǫ<|x−y|<δ ν(dy) y − x .
We insist upon this formulation as the principal value need not exist in the generality that we are interested in. Below, however, we systematically suppress the uniformity over ǫ, δ above, writing just H for H ǫ,δ , understanding that all estimates are independent of 0 < ǫ < δ.
A question of fundamental importance is establishing characterizations of the inequality above. In this paper we complete the proof of a conjecture of Nazarov-Treil-Volberg [5, 6] . Set P(σ, I) := R |I| |I| 2 + dist(x, I) 2 σ(dx), which is, essentially, the usual Poisson extension of σ to the upper half plane, evaluated at (x I , |I|), where x I is the center of I. The first condition is an extension of the typical A 2 condition to a Poisson setting, which is known to be necessary. The second condition (1.3) is called an 'interval testing condition', and is obviously necessary. Thus, the content of the Theorem is the sufficiency of the A 2 and testing conditions for the norm inequality. We refer the reader to the introduction of [4] for a history of the problem and indications of how the question arises in the setting of analytic function spaces, operator theory, and spectral theory.
In Part 1, [4] , the proof of the sufficiency was reduced to a 'local' estimate. Herein, we complete the proof of the local estimate. Relevant notations and conventions are contained in Part 1.
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The Local Estimate
We recall the local estimate. Throughout, H := A 1/2 2 + T, and all intervals are in a fixed dyadic grid D, for which neither σ nor w have a point mass at an end point of I.
2.1. Definition. Given any interval I 0 , define F energy (I 0 ) to be the maximal subintervals I I 0 such that
There holds σ(∪{F : F ∈ F (I 0 )}) ≤ 1 10 σ(I 0 ).
2.2.
Definition. Let I 0 be an interval, and let S be a collection of disjoint intervals contained in S. A function f ∈ L 2 0 (I 0 , σ) is said to be uniform (w.r.t. S) if these conditions are met: (1) Each energy stopping interval F ∈ F energy (I 0 ) is contained in some S ∈ S.
(2) The function f is constant on each interval S ∈ S. (3) For any interval I which is not contained in any S ∈ S, E σ I |f| ≤ 1. We will say that g is adapted to a function f uniform w.r.t. S, if g is constant on each interval S ∈ S. We will also say that g is adapted to S.
Define the bilinear form
The constant L is defined as the best constant in the local estimate, as written below, or in its dual form with the roles of σ and w interchanged.
where f, g are of mean zero on their respective spaces, supported on an interval I 0 . Moreover, f is uniform, and g is adapted to f. The inequality above is homogeneous in g, but not f, since the term σ(I 0 ) 1/2 is motivated by the bounded averages property of f. The main result of [4] is this provisional estimate on the norm of the two weight Hilbert transform: N H + L. Herein, we complete the proof of the Nazarov-Treil-Volberg conjecture by showing that 2.4. Theorem. There holds L H.
The bounded averages property in the definition of uniformity is used to make the following routine appeal to the testing condition. Focusing on the argument of the Hilbert transform in (2.3), we write I J = I 0 − (I 0 − I J ). When the interval is I 0 , and J is in the Haar support of g, notice that the scalar
is bounded by one, as we now argue. Say that f is uniform w.r.t. S, and let I − be the minimal interval in the Haar support of f with J ⋐ I. Since g is adapted to f, we cannot have I − J contained in an interval S ∈ S, and so |E σ I − J f| ≤ 1. By the telescoping identity for martingale differences,
which is at most one in absolute value. Therefore, we can write
This uses only interval testing and orthogonality of the martingale differences, and it matches the first half of the right hand side of (2.3). When the argument of the Hilbert transform is I 0 − I J , this is the stopping form, the last component of the local part of the problem. The treatment of it, in the next section, is the main novelty of this paper.
The Stopping Form
Given an interval I 0 , the stopping form is
We prove the estimate below for the stopping form, which completes the proof of Theorem 2.4. Note that the hypotheses on f and g are that they are adapted to energy stopping intervals. (Bounded averages on f are no longer required.) 3.2. Lemma. Fix an interval I 0 , and let f and g be be adapted to F energy (I 0 ). Then,
The stopping form arises naturally in any proof of a T1 theorem using Haar or other bases. In the non-homogeneous case, or in the Tb setting, where (adapted) Haar functions are important tools, it frequently appears in more or less this form. Regardless of how it arises, the stopping form is treated as a error, in that it is bounded by some simple geometric series, obtaining decay as e. g. the ratio |J|/|I| is held fixed. (See for instance [5, (7.16 
These sorts of arguments, however, implicitly require some additional hypotheses, such as the weights being mutually A ∞ . Of course, the two weights above can be mutually singular. There is no a priori control of the stopping form in terms of simple parameters like |J|/|I|, even supplemented by additional pigeonholing of various parameters.
Our method is inspired by proofs of Carleson's Theorem on Fourier series [1] [2] [3] .
3.1. Admissible Pairs. A range of decompositions of the stopping form necessitate a somewhat heavy notation that we introduce here. The individual summands in the stopping form involve four distinct intervals, namely I 0 , I, I J , and J. The interval I 0 will not change in this argument, and the pair (I, J) determine I J . Subsequent decompositions are easiest to phrase as actions on collections Q of pairs of intervals Q = (Q 1 , Q 2 ) with Q 1 ⋑ Q 2 . (The letter P is already taken for the Poisson integral.) And we consider the bilinear forms
We will have the standing assumption that for all collections Q that we consider are admissible.
Definition.
A collection of pairs Q is admissible if it meets these criteria. For any
The first property is self-explanatory. The second property is convexity in Q 1 , holding Q 2 fixed, which is used in the estimates on the stopping form which conclude the argument. Keep in mind that f is assumed to be good, meaning that its Haar support only contains good intervals, thus convexity is the natural condition. A third property is described below.
We exclusively use the notation Q k , k = 1, 2 for the collection of intervals {Q k : Q ∈ Q}, not counting multiplicity. Similarly,
The last requirement comes from the assumption that the functions f and g be adapted to F energy (I 0 ). We will be appealing to different Hilbertian arguments below, so we prefer to make this an assumption about the pairs than the functions f, g.
The stopping form is obtained with the admissible collection of pairs given by
In this definition S is the collection of subintervals of I 0 which f is uniform with respect to. There holds
There is a very important notion of the size of Q.
For admissible Q, there holds size(Q) H, as follows the property (3) in Definition 3.3, and Definition 2.1. More definitions follow. Set the norm of the bilinear form Q to be the best constant in the inequality
Thus, our goal is show that B Q size(Q) for admissible Q, but we will only be able to do this directly in the case that the pairs (Q 1 , Q 2 ) are weakly decoupled.
Say that collections of pairs Q j , for j ∈ N, are mutually orthogonal if on the one hand, the collections (Q j ) 2 are pairwise disjoint, and on the other, that the collection (Q j ) 1 are pairwise disjoint. The concept has to be different in the first and second coordinates of the pairs, due to the different role of the intervals Q 1 and Q 2 . The reader should note that a given interval I can be two, but not more, distinct collections Q j 1 , since mutual orthogonality is determined by the two children of I.
The meaning of mutual orthogonality is best expressed through the norm of the associated bilinear forms. Under the assumption that B Q = j∈N B Q j , and that the {Q j : j ∈ N} are mutually orthogonal, the following essential inequality holds.
Indeed, for j ∈ N, let Π 
This proves (3.5).
3.2. The Recursive Argument. This is the essence of the matter. 
and sup Here, C > 0 is an absolute constant.
The point of the lemma is that all of the constituent parts are better in some way, and that the right hand side of (3.7) involves a favorable supremum. We can quickly prove the main result of this section.
Proof of Lemma 3.2.
The stopping form of this Lemma is of the form B Q (f, g) for admissible choice of Q, with size(Q) ≤ CH, as we have noted in (3.4). Define
where C > 0 is a sufficiently large, but absolute constant, and the supremum is over admissible choices of Q. We are free to assume that Q 1 and Q 2 are further constrained to be in some fixed, but large, collection of intervals I. Then, it is clear that ζ(λ) is finite, for all 0 < λ ≤ 1. Because of the way the constant H enters into the definition, it remains to show that ζ(1) admits an absolute upper bound, independent of how I is chosen. It is the consequence of Lemma 3.6 that there holds
Iterating this inequality beginning at λ = 1 gives us
So we have established an absolute upper bound on ζ(1).
Proof of Lemma 3.6.
We restate the conclusion of Lemma 3.6 to more closely follow the line of argument to follow. The collection Q can be partitioned into two collections Q large and Q small such that 
Thus, we have by inequality (3.5) for mutually orthogonal collections,
This, with the properties of size listed above prove Lemma 3.6 as stated, after a trivial re-indexing.
All else flows from this construction of a subset L of dyadic subintervals of I 0 . The initial intervals in L are the minimal intervals K ∈Q 1 ∪ Q 2 such that Since size(Q) = τ, there are such intervals K.
T L Figure 1 . The shaded smaller tents have been selected, and T L is the minimal tent with µ(T L ) larger than ρ times the µ-measure of the shaded tents.
Initialize S (for 'stock' or 'supply') to be all the dyadic intervals inQ 1 ∪ Q 2 which strictly contain at least one element of L. In the recursive step, let L ′ be the minimal elements S ∈ S such that (3.9) Indeed, in the case of t = 1, this is the selection criterion for membership in L, and a simple induction proves the statement for all t ≥ 1. The tent over L is the triangular region
Then, the selection rule for membership in L can be understood as taking the minimal tent T L such that µ(T L ) is bigger than ρ times the µ-measure of the selected tents. See Figure 1 .
The decomposition of Q is based upon the relation of the pairs to the collection L, namely a pairQ 1 , Q 2 can (a) both have the same parent in L; (b) have distinct parents in L; (c) Q 2 can have a parent in L, but notQ 1 ; and (d) Q 2 does not have a parent in L.
A particularly vexing aspect of the stopping form is the linkage between the martingale difference on g, which is given by J, and the argument of the Hilbert transform, I 0 −I J . The 'large' collections constructed below will, in a certain way, decouple the J and the I 0 − I J , enough so that norm of the associated bilinear form can be estimated by the size of Q.
In the 'small' collections, there is however no decoupling, but critically, the size of the collections is smaller, and by (3.7), we need only estimate the largest operator norm among the small collections.
Pairs comparable to L. Define
These are admissible collections, as the convexity property in Q 1 , holding Q 2 constant, is clearly inherited from Q. Now, observe that for each t ∈ N, the collections {Q L,t : L ∈ L} are mutually orthogonal: The collection of intervals (Q L,t ) 2 are obviously disjoint in L ∈ L, with t ∈ N held fixed. And, since membership in these collections is determined in the first coordinate by the intervalQ 1 , and the two children of Q 1 can have two different parents in L, a given interval I can appear in at most two collections (Q L,t ) 1 , as L ∈ L varies, and t ∈ N held fixed. Define Q small 1 to be the union over L ∈ L of the collections
Note in particular that we have only allowed t = 1 above, andQ 1 = L is not allowed. For these collections, we need only verify that 3.12. Lemma. There holds
Proof.
is not in L, by construction. Suppose that K does not contain any interval in L. By the selection of the initial intervals in L, the minimal intervals iñ Q 1 ∪ Q 2 which satisfy (3.8), it follows that the interval K must fail (3.8). And so we are done.
Thus, K contains some element of L, whence the inequality (3.9) must fail. Namely, rearranging that inequality,
Recall that ρ − 1 = . We can estimate
The last inequality follows from the definition of size, and finishes the proof of (3.13).
The collections below are the first contribution to Q large . Take Q
Note that Lemma 3.20 applies to this Lemma, take the collection S of that Lemma to be the singleton {L}. From the mutual orthogonality (3.5), we then have
The collections Q L,t , for L ∈ L, and t ≥ 2 are the second contribution to Q large , namely
For them, we need to estimate B Q L,t .
3.14. Lemma. There holds
From this, we can conclude from (3.5) that
is the complementary collection. Notice that Q 1 L,t equals the whole collection Q L,t for t > r + 1.
We treat them in turn. The collections Q 1 L,t fit the hypotheses of Lemma 3.20, just take the collection of intervals S of that Lemma to be S L . It follows that B Q 1 L,t β(T ). where the latter is the best constant in the inequality
By (3.22), we have the estimate without decay in t, β(t) size(Q). Use the estimate for t ≤ r + 3, say. In the case of t > r + 3, the essential property is (3.10). The left hand side of (3.16) is dominated by the sum below. Note that we index the sum first over L ′ , which are
We have also used (3.19), and then the central property (3.10) following from the construction of L, finally appealing to the definition of size. Hence, β(t) τ 2 ρ −t . This completes the analysis of Q 1 L,t .
We need only consider the collections Q . This is as required for this collection.
Suppose that K does not contain any interval in L. It follows from the initial intervals added to L, see (3.8), that we must have η ≤ are also mutually orthogonal, but this fact is not needed for our proof.
Thus, K contains an interval in L. This means that K must fail the inequality (3.9). Therefore, we have
This relies upon the definition of size, and proves our claim.
For the pairs not yet in one of our collections, it must be that Q 2 has a parent in L, but not Q 1 . Using L * , the maximal intervals in L, divide them into the three collections τ .
Take the collection S of Lemma 3.20 to be L * , and use (3.22). Observe that Lemma 3.27 applies to show that the estimate (3.17) holds for Q . Take S of that Lemma to be L * . The estimate from Lemma 3.27 is given in terms of η, as defined in (3.28). But, is at most τ.
In the last collection, Q Proof. The property of interval I being good, Part I [4] , says that if I ⊂Ĩ, and 2 r−1 |I| ≤ |Ĩ|, then the distance of either child of I to the boundary ofĨ is at least |I| ǫ |Ĩ| 1−ǫ . Thus, in the case that L is the child of a good interval, the parentL of L is contained in K, and 
