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Using both a resonant level model and the time-dependent Gutzwiller approximation, we study
the power dissipation of a localized impurity hybridized with a conduction band when the hy-
bridization is periodically switched on and off. The total dissipated energy is proportional to the
Kondo temperature, with a non-trivial frequency dependence. At low frequencies it can be well
approximated by the one of a single quench, and is obtainable analitically; at intermediate frequen-
cies it undergoes oscillations; at high frequencies, after reaching its maximum, it quickly drops to
zero. This frequency-dependent energy dissipation could be relevant to systems such as irradiated
quantum dots, where Kondo can be switched at very high frequencies.
I. INTRODUCTION
In a previous paper1 we used a simple approach to com-
pute the mechanical energy dissipation associated with
processes where one could switch on and off the Kondo
effect experienced by electrons in, e.g., a tip-operated
metal-metal contacts through magnetic impurities. That
kind of mechanica manipulation can of course assumed to
involve timescales much larger than the typical electronic
ones, whereby we could show that an equilibrium calcula-
tion is enough to get to the Kondo dissiption result. We
then used numerical renormalization group (NRG) to the
problem of claculating dissipation for a single impurity
Anderson model (SIAM).
Besides these tip-based setups, however, it was demon-
strated that the Kondo effect in quantum dots can be
selectively controlled by irradiation with an oscillating
electromagnetic field generated by a laser2,3. In contrast
to mechanical driving, lasers can easily reach typical elec-
tronic frequencies. Even though in such experiments no
energy dissipation was measured, it should be in principle
possible to do so.
In this paper we thus want to extend the treatment
of the energy dissipation associated to the Kondo effect
to finite frequencies, suggesting to look at this quantity
in irradiated quantum dots as a direct application of our
theory; another candidate system could be represented
by cold atoms. Once Kondo is switched on and off at
very high frequency, we must explicitly treat the time de-
pendence, and equilibrium methods such as NRG are no
longer adequate. We have chosen to study the problem
using a non-interacting resonant level model (RLM), and,
subsequently, the time-tependent (TD)4–7 Gutzwiller ap-
proximation (GA)8,9 for a SIAM10, which is a mean field
method. These methods, which approximate the Kondo
resonance as a Lorentzian level at the Fermi energy, allow
to study in a simple way the effect of a finite frequency on
the Kondo dissipation. To be sure, more elaborate meth-
ods would be required to study in detail the many-body
physics of the time-dependent Kondo switching.One such
candidate is TD-NRG11–13, which has however also been
criticized14.
Even though the energy dissipation problem is rarely
considered – to our knowledge only the energy trans-
fer of an atom moving above a surface has been es-
plicitly addressed15–17 – several approaches to study
time-dependent phenomena in Kondo systems have been
adopted in the literature. TD-NRG itself has been em-
ployed to study the time evolution of an impurity spin12,
similarly to quantum Monte Carlo18 and unitary pertur-
bation theory19. Exact results have also been obtained
using bosonization and refermionization for the the fi-
nite frequency conductance20, the spin-spin correlation
function21–23 and the spin polarization in an oscillating
magnetic field24 at the Toulouse point. Moreover, the
dynamic charge and magnetic susceptibility have been
studied using the non-crossing approximation (NCA)15.
In addition, the conductance in a QD has been addressed
using perturbation theory25–29, the equation of motion
approach30, and time-dependent NCA31,32 (which was
also used to study the thermopower33). Finally, the
Fermi-edge problem was also investigated in an oscillat-
ing electric field34.
This paper is organized as follows. In the first part of
the paper, Sections II, III, we will study a strictly one-
body model, i.e. a localized level hybridized with itiner-
ant electrons, also known as resonant level model (RLM)
when the on-site energy lies at the Fermi energy, and in-
vestigate in detail the frequency dependence of the energy
dissipation when switching on and off the hybridization.
In the second part we will study a SIAM using the time-
dependent Gutzwiller approximation, Sections IV to VII.
Being a mean field approach, we can relate its results to
an equivalent one-body model, i.e. the RLM. Our results
show that at low frequencies both methods agree on a lin-
ear increase of the power at low frequency, and on a peak
at high frequency, see Section VIII. The TD-GA shows
oscillations of the dissipation as a function of frequency
ar
X
iv
:1
80
4.
04
99
9v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
3 A
pr
 20
18
2which are likely to be spurious. Finally, in Section IX we
draw the conclusions of our work.
II. NON-INTERACTING MODEL
As in Ref. 1, we study a system in which the Hamilto-
nian can be switched from H0 (no Kondo) to H1 (Kondo-
like) and viceversa. We assume that the switching can
be perfomed instantaneously, i.e. in a time τswitch which
is much smaller than all the other time scales. We con-
sider a periodic switching with semiperiod τ between H0
and H1; see Fig. 1. We take as H0 the Hamiltonian of
a noninteracting Fermi sea (FS), plus an isolated d level
with energy d:
Hˆ0 = Hˆd + Tˆ , (1)
Hˆd =
∑
σ=↑,↓
ddˆ
†
σdˆσ, Tˆ =
N−1∑
σ,n=−N
ncˆ
†
nσ cˆnσ (2)
where we suppose that the chemical potential is set at
zero energy, with a Fermi distribution function f() =
(e/T+1)−1 (we will work at nearly zero temperature T =
0). We highlight that in this resonant impurity model
(unlike real Kondo) the spin index σ does not play any
important role, so one can work with spinless fermions,
and at the end multiply all observables by a factor two.
We will consider different DOS ρ() for the conduction
states:
ρ() =
1
2L
2L∑
n=1
δ(− n),
∫ +∞
−∞
ρ()d = 1, (3)
namely the flat one:
ρflat() =
θ(D − ||)
2D
, (4)
and the semicircular one:
ρsqrt() =
2
√
D2 − 2θ(D − ||)
piD
. (5)
The final Hamiltonian Hˆ1 is given by Hˆ1 ≡ Hˆ0 + Vˆ ,
where the perturbation Vˆ ≡ Vˆh is here the hybridization
between the localized level and the FS:
Vˆh =
V√
2L
∑
nσ
(cˆ†nσdˆσ + dˆ
†
σ cˆnσ) ≡ V vˆ. (6)
As a consequence of hybridization, the localized level
DOS acquires a Lorentzian lineshape with broadening
Γ(d) = piV
2ρ(d); for simplicity, in what follows we put
Γ ≡ piV 2/(2D). In our numerics, we use a finite number
2L = 600 of conduction states.
A. Zero frequency review
In our previous work1 we treated the same problem in
the limit of vanishing frequencies, which is relevant when
the Kondo effect can be switched on and off mechani-
cally, as in an AFM experiment. Under the hypothesis
of thermalization, we found that the dissipated energy is:
Eτ→∞diss = 〈ψ0|Vˆ |ψ0〉 − 〈ψ1|Vˆ |ψ1〉, (7)
where |ψ0〉 is the GS of the Hamiltonian H0, and |ψ1〉 of
H1. As remarked, here Vˆ is the perturbation Vˆ ≡ Vˆh, so
〈ψ0|Vˆ |ψ0〉 = 0.
For our non-interacting impurity, at T = 0 the dissi-
pation for Γ D is:
Eτ→∞diss = −〈ψ1|Vˆh|ψ1〉 =
= −2Γ
pi
log
2d + Γ
2
(D + |d|)2 + Γ2 , (8)
and acquires a ∝ Γ| log T | behavior when T  Γ, |d|.
For a SIAM we were able to use NRG to compute this
quantity, and study its temperature and magnetic field
dependence.
B. Finite frequencies
In order to study the effect of a finite driving frequency
on the dissipated energy, the TD-NRG could be in prin-
ciple be implemented right away. While computation-
ally demanding, that is also not completely trustwor-
thy. Therefore, it is wiser to start by studying a non-
interacting impurity model, as was done in Ref. 1 and
only in the second part of the paper to address the prob-
lem by using a mean-field approach, that is, the TD-
Gutzwiller approach.
For the non-interacting model we can compute the
time evolution E0(t) of the “internal” energy
E0(t) ≡ 〈ψ(t)|Hˆ0|ψ(t)〉, (9)
|ψ˙(t)〉 = −iHˆ(t)|ψ(t)〉, (10)
with |ψ(t = 0)〉 = |ψ0〉, i.e. we start in the GS of
the non-hybridized Hamiltonian H0. For our purposes
this quantity is more helpful than the “total” energy
E(t) ≡ 〈ψ(t)|Hˆ(t)|ψ(t)〉, which is stepwise constant, be-
cause E0(t) is a continouos function of time, and shows
a non trivial evolution when Hˆ(t) = Hˆ1, whereas it is
still obviously constant when Hˆ(t) = Hˆ0. However, both
expressions E0(t) and E(t) lead to the same dissipation
per cycle (they are equal when Hˆ(t) = Hˆ0), so as to
provide the same outcome when predicting the results of
experiments. In what follows we study in detail E0(t) in
different situations.
III. NUMERICAL RESULTS
Let us examine the numerical results for E0(t).
3Figure 1: The system Hamiltonian is periodically modulated
in a square-wave manner with period 2τ . In the first half
of the period, the Hamiltonian is Hˆ1, which describes an
impurity d coupled to a Fermi sea (FS) by a hybridization
term V . In the second half of the period the hybridization
is switched off, to get Hˆ0. (b) Evolution of the “internal”
energy E0(t) ≡ 〈ψ(t)|Hˆ0|ψ(t)〉 in the non interacting model,
with indication of the dissipation per cycle Ediss.
A. Single quench
Starting from a single quench, with Hamiltonian:
Hˆ(t) =
{
Hˆ0, t < 0,
Hˆ1, t ≥ 0. (11)
we obtain results for ρflat as reported in Fig. 2. The
energy starts at E00 ≡ 〈ψ0|Hˆ0|ψ0〉 ≡ 0 at t = 0, jumps at
each switch with damped oscillations, each time relaxing
to a final value E0inf = E00+E
τ→∞
diss in a time scale ∼ 1/Γ.
The parameter Γ dictates how fast the system relaxes to
its new steady-state situation; Eτ→∞diss is given by Eq. (8)
up to 1/L and Γ/D corrections.
We note that the system never relaxes to a time in-
dependent wave-function |ψinf 〉, since the evolution is
Hamiltonian, but all the observables do (before a certain
time t∗(2L) for which we can observe quantum revivals,
in our case t∗(600) ' 1800). From the Fourier transform
E0(ω) of E0(t) we can observe peaks at frequencies equal
to |d| and, to a minor extent, |d|+D; these peaks can-
not be easily fitted by Lorentzians, showing that all the
frequencies in between matter, and the relaxation can-
not be described by simple exponential terms. Indeed,
the initial rise of E0(t) is Γ-independent and dictated
by the high-frequency term |d|+D; only at larger time
is the decrease exponential with decay rate Γ. For the
”Kondo” case d = 0, we are left with weak oscillations
at high frequency ∼ D, and the approach to the final
energy is (almost) monotonouos. We also consider the
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Figure 2: (a) Internal energy E0(t) ≡ 〈ψ(t)|Hˆ0|ψ(t)〉 as a
function of time for a single quench at t = 0 from Hˆ0 to
Hˆ1 and occupation of the d level nd(t) (dashed line), here
identically equal to 0.5. We set at zero the initial energy
E00 ≡ 〈ψ0|H0|ψ0〉, where |ψ0〉 is the GS of H0; we use d = 0
and ρflat. (b) Fourier transform (FT) E(ω) of E(t)− E(t→
∞), with peaks at zero energy and at D: in the inset colormap
of the FT for Γ = 0.01 and different values of d, showing the
evolution of the two peaks at |d| and |d|+D. (c)-(d) Same
for d = −0.3; in the FT we can observe peaks at |d| = 0.3
and |d|+D = 1.3.
time evoution of the occupation of the d-level:
nd(t) = 〈ψ(t)|nˆd|ψ(t)〉, nˆd =
∑
σ
dˆ†σdˆσ, (12)
which is identically 0.5 for d = 0, since the system is
always at particle-hole symmetry, but has a non-trivial
time evolution for d = −0.3, with peaks in the FT at
the same values as E0(ω).
Using ρsqrt, Fig. 3, we can observe that the peak at
|d| remains, so it is a robust feature, while the one at
|d|+D is almost completely washed away, so it is likely
an artifact of ρflat. One last important quantity is the
time t¯ at which the energy reaches its first local maxi-
mum: it is found to be independent from Γ, and roughly
equal to t¯ ∼ pi/(|d| + D). We will see that this ap-
proximatively corresponds to the optimal half-period for
which the dissipated power is maximal.
B. Time-periodic driving
We can now switch to time-periodic driving, with
Hamiltonian:
Hˆ(t) =
{
Hˆ0, t < 0 or (2p+ 1)τ < t < (2p+ 2)τ,
Hˆ1, 2pτ < t < (2p+ 1)τ,
(13)
p ≥ 0, and period 2τ .
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Figure 3: Same as Fig. 2 but for a semicircular DOS ρsqrt.
Oscillations at ω = |d|+D are less pronounced, as the peak
in the FT of Fig. 2 is here a shoulder.
In Fig. 4 we plot E0(t) for different values of τ , using
Γ = 0.01, 0.1, d = 0,−0.3, and ρ = ρflat, ρsqrt. We
can see that, at small τ , the power is zero, because the
energy goes to a constant. When τ = τ∗ ∼ pi/(|d|+D),
the energy starts to increase linearly per period, so the
power is a constant function of time. At larger τ , the
energy increase per cycle saturates, and the power goes
like 1/τ .
We can track this behavior by we plotting ∆E(τ) and
P (ω) for different values of τ . Here it is enough to com-
pute the energy at each plateau by:
E[2pτ ] = 〈ψ0|(eiHˆ1τeiHˆ0τ )pHˆ0(e−iHˆ0τe−iHˆ1τ )p|ψ0〉,
(14)
and extract the energy increase per cycle and power as:
∆E(τ) = E[2pτ ]− E[2(p− 1)τ ], (15)
P (τ) =
∆E(τ)
2τ
, (16)
P (ω) = P (pi/τ), (17)
when p  1, i.e. in the stationary state, where these
quantities do not depend on p.
We show results in Figs. 5, 6, 7, and 8, where we
take either Γ = 0.01 or Γ = 0.1, and either a flat or a
semicircular density of states (for a total of 4 cases). We
see that they all show the same qualitative behavior, so
let’s analyse their general properties.
1. Low frequencies
Low frequencies correspond to driving times τ  1/Γ,
i.e. the system can reach its steady state before it under-
goes a new quench: the internal energy E0(t) can reach
a constant value during each semiperiod.
We can assume that, if after each cycle the system
gains the same energy E0(t  1/Γ) ' Eτ→∞diss that it
gains after the first cycle, the power is simply given by:
lim
τ→∞P (τ) ∼
Eτ→∞diss
2τ
(18)
so, at low frequencies, the power is linear in the frequency.
Numerics show that this assumption is extremely good:
after a few cycles, the system absorbs a constant amount
of energy per cycle which is very close to Eτ→∞diss .
2. Intermediate frequencies
For intermediate frequencies we can similarly note that
after the first quench, E0(t) evolves as for a single quench,
and, when the Hamiltonian goes back to H0, it attains
a plateau at energy E0(t = τ). Now, if during the
half-period in which H0 acts, the systems “forgets” com-
pletely about its history, it is in an effective GS but with
an energy equal to E00 + E0(τ): so, when we perform
a new quench to H1, at the end of the new cycle it will
gain another E0(τ), for a total of E00 + 2E0(τ), and so
on. Henceforth, in this approximation, the energy gain
per cycle as a function of τ is equal to the time evolution
at E0(t = τ) for a single quench:
P (τ) ∼ E0(t = τ)
2τ
. (19)
Any difference betweenbetween this simple expression
and the exact numerical result is related to the “mem-
ory” that the system has of its previous quenches, and,
in particular, of what happens during the initial tran-
sient. This approach is valid down to low frequencies,
when E0(τ) converges to E
τ→∞
diss , leading to Eq. (18).
We can see in the numerical results that ∆E(τ) and
E0(t = τ) are in general very similar, in particular
for large τ , and oscillate at the same frequencies, even
though E0(t = τ) has more pronounced oscillations.
3. High Frequencies
The limit of high frequencies corresponds to driving
times τ ∼ 1/(|d| + D), i.e. frequencies on the order of
|d|, or of D if d = 0. The maximumdissipated power is
attained around this frequencies; this is due to the fact
that E0(t = τ) grows very fast for small τ , independently
of Γ, reaching a considerable fraction of Eτ→∞diss already
at τ ∼ 1/D:
maxP (ω) ≡ P (ω∗) ∼ ω∗Eτ→∞diss , (20)
ω∗ ∼ |d|+D. (21)
4. Ultra-High Frequencies
At extremely high driving frequencies τ  1/(|d|+D),
i.e. larger than all typical energy scales of the system, we
5can apply Trotter’s formula :
eiHˆ1τeiHˆ0τ ' ei(Hˆ1+Hˆ0)τ =
= ei[(Hˆ1+Hˆ0)/2](2τ) = eiHˆeff (2τ) (22)
adequate because the system evolves as if the Hamil-
tonian were Hˆeff = (Hˆ1 + Hˆ0)/2 for the whole cycle.
Now (Hˆ1 + Hˆ0)/2 = Hˆ1[V/2], which corresponds to a
hybridized Hamiltonian with an effective hybridization
Veff = V/2 one half of the original one, and an effective
broadening Γeff = Γ/4 one fourth of the original one.
Hence, in this limit the system converges to a steady
state in which the energy is constant, As a consequence,
after the initial transient the power is zero:
lim
τ→0
P (τ) = 0. (23)
The system cannot respond to frequencies larger than the
bandwidth, therefore cannot absorb any energy and the
dissipation goes to zero. This is an example of “quantum
Zeno effect”35. Indeed, we see from the numerics that
P (ω), after reaching its maximum, drops extremely fast
to zero.
In Fig. 9, we address the high-frequency limit ω > ω∗
in more detail. By plotting E(t) for very small τ , and
comparing it to E0(t = τ) for a system with Γeff = Γ/4,
as suggested by the Trotter’s formula, Eq. (22), we see
that the agreeement is very good for τ  1/(|d|+D).
C. Anderson impurity
In the previous Sections we presented results for non-
interacting impurities with different values of the on-site
energy d and of the hybridization Γ.
However, actual Kondo effect are realized by Anderson
impurities (SIAM), which cannot be treated using the
results and methods above.
We found in Ref.1 that, when computing the energy
dissipation in the static limit from Eq. (7) for a SIAM
using NRG, the results could be easily interpreted in
terms of the sum of contributions from the Hubbard
bands, with energy ±d and hybridization Γ, and from
the Kondo peak, with zero energy and hybridization TK ,
where TK  Γ is the Kondo energy scale.
In order to study the dynamics, as we now wish, we
should focus on what would happen if we were to fol-
low E0(t) for a SIAM. For a single quench, the contri-
bution from Hubbard bands would quickly converge in a
timescale ∼ 1/Γ. Then, the Kondo effect would buildup
in a timescale ∼ 1/TK  1/Γ. When looking at the
frequency-dependent dissipation, we would thus observe
the sum of the two signals from the Hubbard bands and
the Kondo resonance.
Of course, the two processes will generally interfere,
but this goes unfortunately beyond our one-body descrip-
tion. We report in Fig. 10 the crude result in which we
sum the contributions from the Hubbard bands and the
Kondo peak.
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Figure 4: Time evolution of the internal energy E0(t) for a
periodic driving at different semiperiods τ , with: (a) Γ = 0.01,
d = 0 and ρflat, (b) Γ = 0.01, d = 0 and ρsqrt, (c) Γ = 0.01,
d = −0.3 and ρflat, (d) Γ = 0.01, d = −0.3 and ρsqrt,
(e) Γ = 0.1, d = 0 and ρflat, (f) Γ = 0.1, d = 0 and
ρsqrt, (g) Γ = 0.1, d = −0.3 and ρflat, (h) Γ = 0.1, d =
−0.3 and ρsqrt. The system almost immediately reaches the
steady-state, i.e. transient effects are weak (but not totally
negligible). In the inset we plot the evolution at large times,
which clearly shows the linear increase of the energy at long
times for large enough τ .
The total dissipation in the low frequency limit would
be proportional to Γ + ΓK ∼ Γ; however, in the fre-
quency dependence we could observe different regimes,
with peaks around |d| and broadening ∼ Γ for the Hub-
bard bands, and peak around zero and broadening ∼ TK
for the Kondo resonance.
This simplified approach of course neglects many de-
tails, in particular the spin dynamics, but it can hopefully
serve as a useful starting point for more detailed calcula-
tions.
D. Changing the hybridization
Up to now we have considered quenches where we com-
pletely switch the hybridization off. However, it is also
60 50 100 150 200
τ
0.0
0.5
1.0
1.5
2.0
2.5
3.0
∆
E
(τ
)/
Γ
(a)
2τP(τ)
E 0(t= τ)
E 0inf
10-2 10-1 100 101
ω
0.00
0.05
0.10
0.15
0.20
0.25
P
(ω
)/
Γ
(b)
Pρflat(ω)
E 0inf/(2τ)
E 0(t= τ)/(2τ)
0 50 100 150 200
τ
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
1.6
∆
E
(τ
)/
Γ
(c)
10-2 10-1 100 101
ω
0.00
0.05
0.10
0.15
0.20
0.25
P
(ω
)/
Γ
(d)
4 3 2 1 0 1 2 3 4
ω
0
5
10
15
20
25
30
|F
T
(∆
E
)|/
Γ
4 3 2 1 0 1 2 3 4
ω
0
1
2
3
4
5
6
7
8
|F
T
(∆
E
)|/
Γ
0 0.02 0.04 0.06 0.08 0.1
0
0.01
0.02
0.03
0.04
0.05
0 0.02 0.04 0.06 0.08 0.1
0
0.005
0.01
0.015
0.02
Figure 5: (a) Energy dissipation per period ∆E(τ) ≡ 2τP (τ)
in the steady-state as a function of τ , for d = 0, Γ = 0.01.
We also plot the time evolution of the internal energy for a
single quench E0(t = τ), and its asintotic value E
τ→∞
diss . In
the inset, the Fourier transform of E0(t = τ) and ∆E(τ). (b)
Power dissipation P (ω) (energy dissipation per unit of time)
as a function of ω = pi/τ : in the inset the linear behavior at
small frequencies. (c)-(d) Same for d = −0.3.
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Figure 6: Same as Fig. 5 but for Γ = 0.1.
possbile to consider quenches Γ1 → Γ2, where both Γ1
and Γ2 are positive. As we are going to see, we must fol-
low this approach in the TD-Gutzwiller approach. The
Hamiltonian is here:
Hˆ0 = Tˆ + Hˆd + V0vˆ, (24)
Hˆ1 = Tˆ + Hˆd + V1vˆ, (25)
Vˆ = (V1 − V0)vˆ. (26)
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Figure 7: Same as Fig. 5 but for ρsqrt.
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Figure 8: Same as Fig. 6 but for ρsqrt.
It can be shown that at zero frequency, when d = 0, the
energy dissipation is:
Eτ→∞diss =
4
pi
(V1 − V0)
(
Γ0
V0
log Γ0 − Γ1
V1
log Γ1
)
. (27)
We present in Figs. 11 results for this case. It can be
seen that the total dissipation decreases, as expected,
with respect to the case Γ1 = 0.
IV. GUTZWILLER APPROXIMATION
Let’s now switch to the study of a SIAM. We will use a
mean-field approach, namely the Gutzwiller approxima-
tion.
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Figure 9: Time evolution of E0(t) in the high-frequency limit
(taken at each plateau), compared with its evolution for a
single quench at Γ/4, with ρ = ρsqrt: (a) Γ = 0.01, d = 0
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Figure 10: Naive approach to an Anderson impurity: we plot
the sum of the dissipaed energy from a Kondo-like peak (d1 =
0, Γ1 = 0.01) and from Hubbard bands (−d0 = d0+U = 0.3,
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A. Time-independent theory
Given a SIAM:
Hˆ = Tˆ + Vˆh + Uˆ , (28)
with
Uˆ =
U
2
(nˆd − 1)2, (29)
0 20 40 60 80 100
t
0
1
2
3
4
5
6
E
(t
)/
Γ
(a)
(e)
Γ0=0.0
Γ0=0.001
Γ0=0.002
Γ0=0.003
Γ0=0.004
Γ0=0.005
Γ0=0.006
Γ0=0.007
Γ0=0.008
Γ0=0.009
0.4 0.3 0.2 0.1 0.0 0.1 0.2 0.3 0.4
ω
0
20
40
60
80
100
120
140
|E
(ω
)|/
Γ
(b)
(f)
0 20 40 60 80 100
t
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
E
(t
)/
Γ
(c)
(g)
Γ0=0.0
Γ0=0.001
Γ0=0.002
Γ0=0.004
Γ0=0.006
Γ0=0.008
Γ0=0.01
Γ0=0.02
Γ0=0.04
Γ0=0.06
2 1 0 1 2
ω
0
2
4
6
8
10
12
14
|E
(ω
)|/
Γ
(d)
(h)
0 20 40 60 80 100
t
0.0
0.5
1.0
1.5
2.0
2.5
3.0
E
(t
)/
Γ
2 1 0 1 2
ω
0
1
2
3
4
5
6
7
|E
(ω
)|/
Γ
0 20 40 60 80 100
t
0.0
0.5
1.0
1.5
2.0
2.5
E
(t
)/
Γ
2 1 0 1 2
ω
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
|E
(ω
)|/
Γ
0.0
0.2
0.4
0.6
0.8
1.0
Figure 11: On the left time evolution of E0(t) for a single
quench Γ0 → Γ1. (a-b): Γ1 = 0.01, ρ = ρflat, (c-d): Γ1 = 0.1,
ρ = ρflat, (e-f): Γ1 = 0.01, ρ = ρsqrt, (g-h): Γ1 = 0.1,
ρ = ρsqrt.
nˆd from Eq. (12), Tˆ from Eq. (2), and Vˆh from Eq. (6),
the Gutzwiller approximation consists in minimizing the
variational energy Etot = 〈φ|Hˆ|φ〉 where |φ〉 = Pˆd|ψ〉,
|ψ〉 is a Slater determinant, GS of a RLM, and Pˆd is a
local projector on the d states:
Pˆd =
√
2P Pˆ02 +
√
2− 2P Pˆ1, (30)
Pˆ02 = | ↑↓〉〈↑↓ |+ |0〉〈0|, (31)
Pˆ1 = | ↑〉〈↑ |+ | ↓〉〈↓ |. (32)
Here P/2 is the probability of double occupation on the
impurity: when U = 0, this double occupation is 1/4, so
P = 1/2; In general, 0 ≤ P ≤ 1, but, for a repulsive U ,
0 ≤ P ≤ 1/2.
8Minimization of the energy expectation value for ρflat:
Etot = 〈ψ|HˆR|ψ〉+ UP
2
= (33)
=
2Γz
pi
log
zΓ
e
+
UP
2
, (34)
with
z = 4P (1− P ), (35)
HˆR = Tˆ +RVˆh, (36)
R =
√
z, (37)
leads to the SCF equation:
√
1− z log Γz = − piU
16Γ
. (38)
We define the (Gutzwiller approximation of the) Kondo
temperature TK as zΓ. For U = 0, TK = Γ; for large
U/Γ, we find:
TK ≡ zΓ ∼ D exp
(
− piU
16Γ
)
. (39)
This exponential decrease of TK for large U cannot be
reproduced at an arbitrary precision when performing
numerics. When TK ∼ δ, where δ is the level spacing for
a finite system, we find that the SCF solution for z drops
suddenly to zero, as in the Γ = 0 case for an infinite
system. Hence, we will not work in the regime U  Γ,
but keep U ∼ Γ.
The energy E and the expectation value of the hy-
bridization V for an infinite system are:
E = 〈HˆR〉 = 2Γz
pi
log
zΓ
e
, (40)
V = 〈Vˆh〉 = 4Γ
√
z
pi
log zΓ. (41)
B. Time-dependent theory
We now consider the TD theory. In this case |φ〉 =
exp (−iθPˆ02)Pˆd|ψ〉, P (t) depend on time, and a new vari-
ational parameter θ(t) is introduced. The equations of
motion are:
P˙ = −V ∂R
∂θ
, (42)
θ˙ =
U
2
+ V ∂R
∂P
, (43)
V = 〈ψ|Vˆh|ψ〉, (44)
|ψ˙〉 = −iHˆR|ψ〉, (45)
HˆR = Tˆ +RVˆh, (46)
R = 2
√
P (1− P ) cos θ. (47)
All these quantities are to be considered dependent
on time: P (t), θ(t), R(t), V(t), |ψ(t)〉, HˆR(t). The ki-
netic energy operator Tˆ is independent of time. The hy-
bridization V (t) and the Hubbard repulsion U(t) are the
quenching variables, which we can control externally, and
are taken to be stepwise constant.
We will consider two kinds of quench: the interaction
quench, in which V = V0 = V1 is constant, and we modu-
late U between U0 and U1; and the hybridization quench,
in which U = U0 = U1 is constant, and we modulate V
between V0 and V1.
It is easy to show that the total energy
Etot = 〈ψ|HˆR|ψ〉+ PU/2, (48)
is a constant of motion, as long as U and V do not depend
explicitly on time; it has a step-like behaviour when a
quench in U or V is performed.
The expectation value E0 ≡ 〈Hˆ0R〉 of
Hˆ0R = Tˆ +RV0vˆ + PU0/2 (49)
coincides during the half period in which V = V0 and
U = U0 with Etot, hence it is constant, and it evolves
non-trivially during the other half-period. The opposite
happens for the expectation value E1 ≡ 〈Hˆ1R〉 of
Hˆ1R = Tˆ +RV1vˆ + PU1/2. (50)
Both E0 and E1 are continuous functions of time, i.e. do
not have jumps at a quench, in contrast with Etot.
V. QUENCHES IN TD-GUTZWILLER
Let’s consider some general features of the time evolu-
tion in the TD-Gutzwiller approximation after a quench
in either the Hubbard repulsion U or the hybridization
V .
A. Interaction quench
Let’s start with modulating U , which is the usual ap-
proach taken in the literature.
1. U0 = 0
This is the standard case: at t = 0 one turns the in-
teraction on, and lets the system evolve; the hybridiza-
tion is identically Γ. P starts from P0 = 1/2, then
relaxes to P1 < 1/2, which is the SCF solution for Γ
and U = U1; similarly, R starts from 1, and relaxes to
2
√
P1(1− P1) < 1.
2. U1 = 0
This case is trickier. The system starts with 0 < P0 <
1/2. Setting x = 1− 2P , one gets:
x¨+ 4V2x+ V˙x˙/V + VU1R = 0, (51)
9which leads to Eq. (38) when x˙ = 0, together with
R˙ = −U1
2V P˙ . (52)
So, when U1 = 0, R(t) = R0, and HˆR is time-
independent. If |ψ(t = 0)〉 is eigenstate of HˆR, then
V˙ ∝ 〈ψ(t)|[HˆR, Vˆh]|ψ(t)〉 = 0, so Eq. (51) becomes:
x¨+ 4V2x = 0, (53)
with solution
x(t) = x0 cosωt, (54)
ω = −2V = −8
√
zΓ
pi
log Γz, (55)
or
1− 2P (t) = (1− 2P0) cosωt. (56)
If |ψ(t = 0)〉 is not an eigenstate of HˆR, numerics show
that R(t) undergoes a transient, then converges to a fi-
nite value, after which P oscillates with the new constant
value of −2V.
This shows that, when U1 = 0, the system has a non-
trivial dynamics, but it keeps oscillating and never re-
laxes to what would be the SCF solution P = 1/2. Hence,
a quench to U1 = 0 is a pathological case for the TD
Gutzwiller method.
B. Hybridization quench
Following the first part of the paper, and Ref.1, we
are going to study a hybridization quench, in which we
suddenly change the hybridization from V0 (leading to
Γ0 = piρV
2
0 ) to V1 (leading to Γ1 = piρV
2
1 ), leaving U
constant.
Let’s consider some limiting cases.
1. U = 0
Since the Gutzwiller approximation is exact when U =
0, results for this case coincide with the non-interacting
hybridization quench of the first part of the article; in
this case P = 1/2 and R = z = 1 identically.
2. V0 = 0
In this case, P (0) = R(0) = V(0) = 0. This implies
P˙ = 0, henceforth P (t) = R(t) = 0, which means that
the system does not evolve. The uncoupled solution R =
0 is always a valid SCF solution, but an unstable one, i.e.
it is a maximum of the energy, when V 6= 0. However,
this means that we cannot perform a quench where V0 =
0.
3. V1 = 0
The situation is similar when V1 = 0. In this case
P (0), R(0) 6= 0, but V(t > 0) = 0, so, once again, P˙ = 0,
and P (t) = P0. This means that we cannot perform a
quench where V1 = 0.
4. General case
The previous two results mean that, if we want to mod-
ulate periodically V between V0 and V1, both of them
must be nonzero. In addition, since, if U  Γ, the nu-
merical SCF solution gives P = 0, we must choose V1 and
V2 large enough that the numerical SCF solution gives
P > 0 for both of them. This add a complication in the
analysis, since we have three parameters U , V0, V1 to
consider. In this case, P starts from 0 < P0 < 1/2, SCF
solution for U and V0, and then relaxes to 0 < P1 < 1/2,
SCF solution for U and V1.
VI. ENERGY DISSIPATION IN
TD-GUTWILLER
Let’s now consider the energy dissipation associated to
a quench in the TD-Gutzwiller approximation.
A. Zero frequency
For the non-interacting case, in Ref.1 we found that:
Eτ→∞diss = 〈ψ0|Vˆ |ψ0〉 − 〈ψ1|Vˆ |ψ1〉, (57)
where Vˆ is the perturbation, |ψ0〉 is the GS of Hˆ0, and
|ψ1〉 of Hˆ1 ≡ Hˆ0 + Vˆ . It is immediatley seen that
this expression carries over to our SCF case, where in
〈ψ0|Vˆ |ψ0〉 we must use the SCF parameters at t = 0, i.e.
P0, R0, while for 〈ψ1|Vˆ |ψ1〉 we need the SCF parameters
at t =∞, i.e. P1, R1.
This of course requires that the system thermalizes,
which we have seen does not always happen, but we will
exclude these pathological cases (V0 = 0, V1 = 0, or
U1 = 0).
1. Interaction quench
When we switch U from U0 to U1 we get:
Eτ→∞diss =
(P0 − P1)(U1 − U0)
2
. (58)
We see that the dissipation is proportional to the Hub-
bard repulsion, i.e. it is much larger than the Kondo
energy, and it is not really useful for our purposes, so we
will not treat this case anymore.
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2. Hybridization quench
In this case we get:
Eτ→∞diss = R0〈ψ0|Vˆ |ψ0〉 −R1〈ψ1|Vˆ |ψ1〉, (59)
where Vˆ = (V1 − V0)vˆ. For an infinite system, using Eq.
(41), we get:
Eτ→∞diss =
4
pi
(V1 − V0)
(
T 0K
V0
log T 0K −
T 1K
V1
log T 1K
)
, (60)
with T 0,1K = z0,1Γ0,1. In the limit V0 → 0 this becomes:
Eτ→∞diss = −
4
pi
T 1K log T
1
K , (61)
which is the energy dissipation for a quench of a
Lorentzian level at zero energy and hybridization T 1K ;
see Eq. (8) with d = 0. Hence, in the τ → ∞ limit,
the system is equivalent to a non-interacting level sit-
ting at the Fermi energy with hybridization given by the
Kondo temperature. We will however see that the the
behaviour at finite frequencies is different from that of a
simple Lorentzian level.
B. Finite frequencies
We are interested in the hybridization quench with
U = U0 = U1 > 0 constant, and hybridization switched
between Γ0 > 0 and Γ1 > 0. In this case we must perform
numerics.
VII. NUMERICAL RESULTS FOR
TD-GUTZWILLER
In this Section we present numerical results for the
time evolution of a hybridization quench in the TD-
Gutzwiller approximation. We use 2L = 100 conduction
states.
A. Single quench
As for the non-interacting case, we can we can gather a
lot of information by looking at E0(t) for a single quench.
We recall that in that situation, oscillations at |d| could
be observed (so no oscillations for a Kondo-like impurity
|d| = 0), and the asymptotic value was reached in a
timescale ∼ 1/Γ.
We also recall that here, when U1 = 0, the system
keeps oscillating at a frequence given by ω = −2V ∝ Γ,
and never relaxes. When we increase U , we notice that
the oscillating frequence slightly increases (we can ap-
proximatively fit it with ω ∼ −2V1/√z1 ∼ Γ1 log Γ1z1),
while the relaxation rate increases steadily.
We come to the conclusion that, in the TD-dependent
Gutzwiller approximation, the oscillation frequency is
mainly set by Γ, and the relaxation rate by U . This is
quite the opposite of what happens in the non-interacting
case.
In Fig. 12 we show an example, where we can ob-
serve oscillations of E0(t), which were absent in the non-
interacting case, Figs. 2(a), 3(a).
B. Time-periodic driving
Let’s now consider the finite frequency case. At low
frequencies, Fig. 13, the dynamics is the one of a series of
independent quenches. As we raise the frequency, things
get more complicated, Fig. 14.
As in the non-interacting case, the energy dissipated
per period as a function of τ follows closely E0(t = τ)
for a single quench,Fig. 15. This means that most of the
results of Section III remain valid, except for the absence
of oscillations, that here can be observed with frequency
∼ Γ.
VIII. DISCUSSION
We have seen that, in the limit τ → ∞, or, equiv-
alently, for a single quench, the RLM and the TD-
Gutzwiller give basically the same result for the dissi-
pation:
Ediss = − 4
pi
TK log TK , (62)
once we identify TK = Γ for the RLM (a non-interacting
lorentzian level with d = 0), and TK = zΓ for the
Gutzwiller approximation. In this limit τ → ∞, we also
have at our disposal the results of Ref.1, where we com-
puted Ediss for a SIAM with NRG, which gives numer-
ically exact results. In that situation, the dissipation
contained a large term proportional to Γ, plus a smaller
Kondo contribution proportional to TK , albeit with log-
arithmic corrections not expressable as log TK , since the
Kondo resonance is not simply a Lorentzian.
Apart from the form of the logarithmic corrections, the
three metods agree in giving a dissipation proportional
to TK , with a somewhat large prefactor.
Things are more complicated, and potentially more in-
teresting at finite frequency. First of all, we do not have
at our disposal results for TDNRG; and even if we had
them, TDNRG is not as good as NRG, and its results
might not be completely trustworthy. Secondly, the RLM
and the the Gutzwiller approximation give different be-
haviors. According to the RLM, the energy dissipated
per cycle increases monotonically with τ ; the power has
a peak at high frequencies, on the order of the bandwidth,
then decreases monotonically at lower frequencies. Ac-
cording to the Gutzwiller method, the energy dissipated
per cycle increases with τ , but with oscillations on the
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Figure 12: Hybridization quench in the TD-Gutzwiller model
for Γ1 = 0.1, U = 1 and different values of Γ0 < Γ1. (a)
Time evolution of P (t) and θ(t): all cases relax to P1 ' 0.18
and θ = 0 (black dot). (b) Time evolution of E0(t); we set
E0(0) = 0, so the asymptotic value gives the energy dissipa-
tion. (c) Fourier transfrom of E0(t). (d) Energy dissipation
as a function of Γ0: if we could set Γ0 = 0 in the numerics,
we could reach the limit value −4TK1/pi log TK1 (horizontal
line), with TK1 = z1Γ1, z1 = 4P1(1− P1).
order of Γ; and the power still has a peak at high frequen-
cies. The frequency-dependent behavior is qualitatively
similar in both cases.
IX. CONCLUSIONS
In this paper we have shown two simple methods to
compute the energy dissipated in switching on and off the
Kondo effect, the RLM and the TD-GA. The two meth-
ods yield essentially the same result. The dissipation is
proportional to the Kondo temperature, with logarith-
mic corrections which can be large. At low frequencies
the power is linear in the frequency, peaks at high fre-
quencies, on the order of the bandwidth, then drops to
zero at ultra-high frequencies. Although at this stage we
do not address any existing experiment, one may spec-
ulate that the time-dependent Kondo switching dissipa-
tion could be relevant to e.g., irradiated quantum dots2,3
or other systems.
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Figure 14: Same as Fig. 13, but for fixed Γ0 = 0.04, and
different values of τ .
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