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In system identiﬁcation, the identiﬁcation models are often written in the following linear regression form [1,2]yðtÞ ¼ uTðtÞhþ vðtÞ; ð1Þ
where the response value yðtÞ is the system output,uðtÞ 2 Rn is the regressor vector containing the past values of the system
input and output, h 2 Rn is the unknown parameter vector (its elements are known as the regression coefﬁcients), vðtÞ is a
stochastic noise.
Obviously, the system output at time t is a linear combination of the input and output regressors plus noise. The objective
is to estimate the unknown parameter vector h from the measurable input–output data. A large number of methods such as
the least squares method [3], the maximum likelihood method [4–7], the Bayes methods [8,9], the bias compensation least
squares methods [10–13], the instrumental-variable methods [14] and the iterative methods [15–18] have been well devel-
oped for estimating the parameter vector h. The least squares algorithm is a basic method and its convergence properties
have been established [19–22]. The convergence of identiﬁcation algorithms is a main research topic in the identiﬁcation
area. Looking back to the previous research on the convergence analysis for the least squares method, it was assumed that
the process noise vðtÞ has ﬁnite second- and higher-order moments [19,20]; in [21], the assumption of vðtÞ has been weak-
ened to the second-order moment. Recent studies have shown that the 2-norm convergence properties of the parameter
estimation errors depend only on the second-order statistics of the noise [23–29].. All rights reserved.
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recent years [30–37]. It has shown in [38–40] that the multivariable systems with input–output representations can be
parameterized into a class of multivariate linear regression formyðtÞ ¼ UðtÞhþ vðtÞ; ð2Þ
where yðtÞ ¼ ½y1ðtÞ; y2ðtÞ; . . . ; ymðtÞT 2 Rm is the output vector containing all the system output variables, UðtÞ 2 Rmn is the
regression matrix containing the input and output data, h 2 Rn is the parameter vector consisting of all the system param-
eters to be estimated, vðtÞ ¼ ½v1ðtÞ;v2ðtÞ; . . . ;vmðtÞT 2 Rm is a white noise vector. The multivariate linear regression form in
(2) for multivariable systems was early studied in [38], where the original model description was a transfer-function matrix
and the recursive pseudo-inverse algorithm based on the least squares was presented to avoid computing a large matrix
inverse in the ofﬂine least squares method. In [40], the stochastic gradient algorithm has been presented for the multivar-
iable systems with the linear form in (2) which is obtained from transforming the state-space description, and the conver-
gence properties has been theoretically analyzed. In this paper, we devote to the convergence properties of the recursive
least squares (RLS) algorithm for the multivariate linear regression form in (2). As in [41–47], the main tools are the stochas-
tic process theory and the martingale convergence theorem, however, it is more complicated to construct the martingale
process in this paper than in those previous work since UðtÞ in (2) is a matrix.
Brieﬂy, this paper is organized as follows. Section 2 presents the RLS algorithm for the multivariate linear model. Section 3
analyzes the performance of the RLS algorithm. Section 4 provides an illustrative example to show the effectiveness of the
proposed algorithm. Finally, some concluding remarks are given in Section 5.
2. The recursive least squares algorithm
We adopt the following notations: the symbol Im is anmm identity matrix; the symbol E denotes the expectation oper-
ator; the trace of a matrix X is denoted by tr½X; the norm of the matrix X is deﬁned by kXk2 :¼ tr½XXT; kmax½X and kmin½X
represent the maximum and minimum eigenvalues of a non-negative deﬁnite matrix X, respectively; the relation
f ðtÞ ¼ OðgðtÞÞ means that there exist positive constants d1 and t0 such that jf ðtÞj 6 d1gðtÞ for gðtÞP 0 and t P t0.
For the identiﬁcation model in (2), deﬁning and minimizing the following cost functionJðhÞ :¼
Xt
j¼1kyðjÞ UðjÞhk
2give the recursive least squares (RLS) algorithm,h^ðtÞ ¼ h^ðt  1Þ þ LðtÞ½yðtÞ UðtÞh^ðt  1Þ; ð3Þ
LðtÞ ¼ Pðt  1ÞUTðtÞ½Im þUðtÞPðt  1ÞUTðtÞ1; ð4Þ
PðtÞ ¼ ½In  LðtÞUðtÞPðt  1Þ; Pð0Þ ¼ p0In; ð5Þwhere PðtÞ is the covariance matrix of dimension n n. The initial value of h^ðtÞ is generally set as h^ð0Þ ¼ 1n=p0 with p0 being a
large positive number, e.g., p0 ¼ 106.
For the RLS algorithm in (3)–(5), it does not require computing the matrix inverse P1ðtÞ at each recursion. In order to
investigate the convergence properties of the algorithm, it is advisable to consider the following equivalent recursive formh^ðtÞ ¼ h^ðt  1Þ þ PðtÞUTðtÞ½yðtÞ UðtÞh^ðt  1Þ; ð6Þ
P1ðtÞ ¼ P1ðt  1Þ þUTðtÞUðtÞ; Pð0Þ ¼ p0In: ð7Þ3. Main convergence results
Lemma 1. For the RLS algorithm in (6) and (7), the following inequality holds:UðtÞPðtÞUTðtÞ 6 Im:Proof. Applying the matrix inversion lemmaðAþ BCÞ1 ¼ A1  A1BðIþ CA1BÞ1CA1to (4) getsPðtÞ ¼ Pðt  1Þ  Pðt  1ÞUTðtÞ½Im þUðtÞPðt  1ÞUTðtÞ1UðtÞPðt  1Þ: ð8Þ
Thus we haveUðtÞPðtÞUTðtÞ ¼ UðtÞPðt  1ÞUTðtÞ UðtÞPðt  1ÞUTðtÞ½Im þUðtÞPðt  1ÞUTðtÞ1UðtÞPðt  1ÞUTðtÞ
¼ UðtÞPðt  1ÞUTðtÞ½Im þUðtÞPðt  1ÞUTðtÞ1
478 Y. Liu, F. Ding / Applied Mathematical Modelling 37 (2013) 476–483andIm UðtÞPðt  1ÞUTðtÞ ¼ ½Im þUðtÞPðt  1ÞUTðtÞ1 P 0: Lemma 2. Let /iðtÞ 2 R1n be the ith row of the information matrix UðtÞ and rðtÞ : tr½P1ðtÞ. For the RLS algorithm in (6) and (7),
the following inequality holds:X1
t¼1
tr½UðtÞPðtÞUTðtÞ
rðtÞ h1; a:s:; for any i0:Proof. From the deﬁnition of PðtÞ, we haveP1ðt  1Þ ¼ P1ðtÞ UTðtÞUðtÞ 6 P1ðtÞ  /Ti ðtÞ/iðtÞ ¼ P1ðtÞ½I PðtÞ/Ti ðtÞ/iðtÞ: ð9ÞTaking the determinants on both sides and using the formula det½Iþ DE ¼ det½Iþ ED yieldjP1ðt  1Þj 6 jP1ðtÞjjI PðtÞ/Ti ðtÞ/iðtÞj ¼ jP1ðtÞjj1 /iðtÞPðtÞ/Ti ðtÞj:Therefore, we have/iðtÞPðtÞ/Ti ðtÞ 6
jP1ðtÞj  jP1ðt  1Þj
jP1ðtÞj : ð10ÞFrom the deﬁnition of rðtÞ, it is not difﬁcult to getjP1ðtÞj 6 knmax½P1ðtÞ 6 rnðtÞ: ð11ÞUsing (11), dividing (10) by rðtÞ and summing for t from 1 to 1 giveX1
t¼1
tr½UðtÞPðtÞUTðtÞ
rðtÞ ¼
X1
t¼1
Xm
i¼1
/iðtÞPðtÞ/Ti ðtÞ
rðtÞ 6
Xm
i¼1
X1
t¼1
jP1ðtÞj  jP1ðt  1Þj
jP1ðtÞj1þ=n
6
Xm
i¼1
X1
t¼1
Z jP1ðtÞj
jbm P1ðt1Þ
dx
jP1ðtÞj1þ=n
6
Xm
i¼1
Z jP1ðtÞj
jP1ðt1Þj
1
x1þ=n
dx ¼
Xm
i¼1
n

xn=jjP1ð1ÞjjP1ð0Þj ¼
Xm
i¼1
n

1
jP1ð0Þj=n
 1
jP1ð1Þj=n
 !
< 1; a:s: Theorem 1. For the system in (2) and the RLS algorithm in (6) and (7), assume that fvðtÞ;F tg is a martingale difference vector
sequence deﬁned on a probability space fX;F ; Pg, where fF tg is the r algebra sequence generated by the observations up to and
including time t [48]. The noise vector sequence fvðtÞg satisﬁes the following assumptions:ðA1Þ E½vðtÞjF t1 ¼ 0; a:s:;
ðA2Þ E½kvðtÞk2jF t1 ¼ r2 < 1; a:s:Then the parameter estimation error satisﬁeskh^ðtÞ  hk2 ¼ O r
cðtÞ
kmin½P1ðtÞ
 !
; a:s:; for any 0 < c < 1:Proof. Deﬁne the parameter estimation error vector:~hðtÞ :¼ h^ðtÞ  h: ð12Þ
Inserting (3) to (12) givesehðtÞ ¼ ehðt  1Þ þ PðtÞUTðtÞ½UðtÞ~hðt  1Þ þ vðtÞ ¼: ehðt  1Þ þ PðtÞUTðtÞ½eyðtÞ þ vðtÞ; ð13Þ
where~yðtÞ :¼ UðtÞ~hðt  1Þ:
Deﬁne a non-negative functionSðtÞ :¼ ~hTðtÞP1ðtÞ~hðtÞ:
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¼ ~hTðt  1Þ½P1ðtÞ þUTðtÞUðtÞ~hTðt  1Þ þ 2~hTðt  1ÞUTðtÞ½~yðtÞ þ vðtÞ
þ ½~yðtÞ þ vðtÞTUðtÞPðtÞUTðtÞ½~yðtÞ þ vðtÞ
¼ Sðt  1Þ þ k~yðtÞk2 þ 2~yTðtÞ½~yTðtÞ þ vðtÞ þ ½~yðtÞ þ vðtÞTUðtÞPðtÞUTðtÞ½~yðtÞ þ vðtÞ
¼ Sðt  1Þ  k~yðtÞk2 þ 2~yTðtÞvðtÞ þ ~yTðtÞUðtÞPðtÞUTðtÞ~yðtÞ
 2~yTðtÞUðtÞPðtÞUTðtÞvðtÞ þ vTðtÞUðtÞPðtÞUTðtÞvðtÞ
¼ Sðt  1Þ  ~yTðtÞ½Im UðtÞPðtÞUTðtÞ~yðtÞ þ 2~yTðtÞ½Im UðtÞPðtÞUTðtÞvðtÞ þ vTðtÞUðtÞPðtÞUTðtÞvðtÞ
6 Sðt  1Þ þ 2~yTðtÞ½Im UðtÞPðtÞUTðtÞvðtÞ þ tr½UðtÞPðtÞUTðtÞkvðtÞk2: ð14ÞThe last inequality has used Lemma 1. Noting that ~yðtÞ; Im UðtÞPðtÞUTðtÞ are uncorrelated with vðtÞ and are F t1 measur-
able, taking the conditional expectation on both sides of (14) with respect to F t1 and using (A1)–(A2) giveE½SðtÞjF t1 6 Sðt  1Þ þ tr½UðtÞPðtÞUTðtÞr2: ð15Þ
In order to construct a martingale process, we deﬁne a new variableQðtÞ :¼ SðtÞ
rcðtÞ ; 0 < c < 1:Then, we haveE½QðtÞjF t1 6 Qðt  1Þ þ tr½UðtÞPðtÞU
TðtÞ
rcðtÞ r
2: ð16ÞBy Lemma 2, we know that the sum of the last term of the right-hand side of (16) for t form 1 to 1 is ﬁnite. Applying the
martingale convergence theorem (Lemma D.5.3 in [48]) to (16), we can draw the conclusion that QðtÞ converges a:s: to a
ﬁnite random variable, say, Q0, i.e.,QðtÞ ¼ SðtÞ
rcðtÞ ! Q0; a:s:; or SðtÞ ¼ O r
cðtÞð Þ; a:s: ð17ÞFrom the deﬁnition of SðtÞ, we havek~hðtÞk2 6
~hTðtÞP1ðtÞ~hðtÞ
kmin½P1ðtÞ
¼ SðtÞ
kmin½P1ðtÞ
:Using (17) givesk~hðtÞk2 ¼ O SðtÞ
kmin½P1ðtÞ
 !
¼ O r
cðtÞ
kmin½P1ðtÞ
 !
:This proves Theorem 1. hTheorem 2. For the system in (2) and the algorithm RLS in (6), and (7), assume that Conditions (A1) and (A2) hold, and there exist
positive constants c1; c2 and t0 such that the following persistent excitation condition holds [41]:ðA3Þ c1In 6 1t
Xt
j¼1
UðjÞUTðjÞ 6 c2In; a:s:; for t P t0:Then the parameter estimation error converges to zero, i.e.,kh^ðtÞ  hk ! 0; a:s:Proof. From (7) and Assumption (A3), we havec1tIn 6 P1ðtÞ 6 c2tIn þ p0In
and it is easy to getrðtÞ ¼ tr½P1ðtÞ 6 nc2t þ np0;
kmin½P1ðtÞP c1t:
Table 1
The parameter estimates and their errors.
t h^1 h^2 h^3 h^4 dð%Þ
5 2.22816 0.51183 1.67059 3.56631 1.41070
10 2.20834 0.48117 1.67709 3.53853 0.88820
20 2.24259 0.48129 1.67257 3.56106 0.78466
50 2.20264 0.45628 1.66266 3.55865 0.66764
100 2.21480 0.44879 1.64574 3.55634 0.64717
200 2.22679 0.45664 1.66663 3.55636 0.22722
300 2.22389 0.45149 1.66651 3.55617 0.20894
400 2.22045 0.45013 1.66597 3.55649 0.26964
500 2.22331 0.44806 1.66853 3.55546 0.19779
True values 2.23000 0.45000 1.67000 3.55000
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Fig. 1. The parameter estimates versus t.
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Fig. 2. The parameter estimation error versus t.
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cðtÞ
kmin½P1ðtÞ
 !
¼ O ðnc2t þ np0Þ
c
c1t
 
¼ O 1
t1c
 
! 0; a:s:; as t !1:
500 600 700 800 900 1000
−10
−5
0
5
10
500 600 700 800 900 1000
−10
−5
0
5
10
Fig. 3. The prediction outputs and the true outputs.
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Assumptions (A1) and (A2) show that the sequence fvðtÞg is an independent white noise vector with zero mean and
bounded variance. Assumption (A3) means that the observed data are rich enough. Theorem 2 shows that the parameter
error h^ðtÞ  h converges to zero at the rate of 1ﬃﬃﬃﬃﬃﬃ
t1c
p under Assumptions (A1)–(A3).
4. Simulation example
In this section, we give an numerical example to illustrate the performance of the proposed algorithm.
Consider a multivariate linear regression system with m ¼ 2 and n ¼ 4,yðtÞ ¼ UðtÞhþ vðtÞ; ð18Þwhere yðtÞ ¼ y1ðtÞy2ðtÞ
 
2 R2 is the system output, UðtÞ 2 R24 is the regression matrix of input and output data,
vðtÞ ¼ v1ðtÞv2ðtÞ
 
2 R2 is a white noise vector sequence with zero mean and variances r21 ¼ 0:102 for v1ðtÞ and r22 ¼ 0:202
for v2ðtÞ, respectively, h 2 R4 is the parameter vector to be determined. Here, the true h is taken as
h ¼ ½2:23;0:45;1:67;3:55T:In the simulation, the regression matrix fUðtÞg is designed to be a 2 4 matrix sequence containing pseudo-random values
generated from a normal distribution, such that fUðtÞg satisﬁes the persistent exciting condition ðA3Þ. Using the true param-
eters, we calculate the response values yðtÞ; t ¼ 1;2; . . . by the linear regression form in (18). Then use the RLS algorithm to
get the parameter estimation h^ðtÞ from the input–output data fyðtÞ;UðtÞ; t ¼ 1;2; . . .g. The estimation accuracy is evaluated
by the estimation error, which is deﬁned by d :¼ kh^ðtÞ  hk=khk.
In this simulation study, we collect 1000 data fUðtÞ; yðtÞ; t ¼ 1;2; . . . ;1000g, and use the ﬁrst 500 data to estimate param-
eter of the linear regression model. The estimated parameters and estimation error are shown in Table 1 and Fig. 1. The esti-
mation error d versus t is shown in Fig. 2. From Table 1 and Figs. 1 and 2, it is clear that all the parameters converge fast to
their true values as t increases, and the estimation errors d approach zero.
In order to validate the effectiveness of the estimated model, we use the rest 500 data for model validation. The predicted
output can be obtained byy^ðtÞ ¼ UðtÞh^ð500Þ; t ¼ 501;502; . . . ;1000:
The predicted outputs and the true outputs are illustrated in Fig. 3. It shows that the estimated model can ﬁt the validation
data well.
482 Y. Liu, F. Ding / Applied Mathematical Modelling 37 (2013) 476–4835. Conclusions
This paper studies the performances of the recursive least squares algorithm for multivariable systems which can be de-
scribed by a class of multivariate linear regression models. The theoretical analysis indicates that the parameter estimation
error approaches to zero when the input signal is persistently exciting and the noise has zero mean and ﬁnite variance. This
performance is also illustrated by the simulation results.
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