In this paper, a missile longitudinal autopilot is designed using a new nonlinear control 
Introduction
Many numerous techniques exist for the synthesis of control laws for nonlinear systems. One popular method of formulation has been the optimal control of nonlinear dynamics with respect to a mathematical index of performance [1] [2] [3] [4] [5] [6] [7] . A major difficulty in this line of approach is finding solutions to the resulting Hamilton-Jacobi-Bellman (HJB) equation. The HJB equation is extremely difficult to solve in general rendering optimal control techniques of limited use for nonlinear systems. Consequently, a number of papers investigated methods to find suboptimal solutions to nonlinear control problems.
One such technique is the power series expansion based method [1] [2] [3] [4] [5] [6] [7] . Garrard et.al. [1] expanded the optimal cost function as a power series in terms of an artificial variableε and utilize a similar technique to that for the linear systems. But this technique can only be applied to a certain class of nonlinear systems in which the nonlinearity can be considered as small perturbations. Nishkawa et.al. [2] proposed a method to determine the coefficients of a power series. But the convergence of the series is not guaranteed particularly when the nonlinearity is large. In addition, higher-order approximations do not necessarily give better results. Wernli and Cook [3] developed an approach by bringing the original system into an apparent linearization form. Their suboptimal control involves finding the Taylor expansion of the solution to a state dependent Riccati equation. But the convergence of this series is not guaranteed and the resulting control law leads to a large control effort when the initial states are large. Garrard [4] [5] also formulated another approach that expanded both the optimal cost and the nonlinear dynamics as a power series of the states and used the same idea as before. This idea is applicable to more general nonlinear systems. However, this method has to assume the structure of the optimal cost as a scalar polynomial with undetermined coefficients which contains all possible combinations of products of the elements of the state vector. As the system order increases, the complexity of determining these coefficients increases dramatically. Zhang et.al. [6] and Krikelis et.al. [7] formulated a method for calculating the coefficients of a series solution. But it can only guarantee stability around the origin. The common problem with these methods is that they do not offer a way to ensure that the system is asymptotically stable in the large.
Saridis et.al. [8] developed a technique from an inverse point of view. Given an arbitrarily selected admissible feedback control, a recursive algorithm solving the Generalized Hamilton-Jacobi-Bellman (GHJB) equation was proposed for sequential improvement of the control law that converges to the optimal. In [9] , Saridis and Wang also extended this theory to stochastic nonlinear systems and proposed design procedures using upper and lower bounds of the cost function. But finding an appropriate value function to the GHJB equation is still a very difficult task. Beard et.al. [10] adopted the Galerkin approximation to solve the GHJB equation. Since the control laws are given as a series of basis functions, they are inherent complex though. In addition, to find an admissible control to satisfy all the ten conditions proposed in that paper is not an easy task.
Another recently emerging technique that systematically solves the nonlinear regulator problem is the State Dependent Riccati Equation (SDRE) method [11] .
By turning the equations of motion into a linear-like structure, this approach permits the designer to employ linear optimal control methods such as the LQR methodology and the H ∞ design technique for the synthesis of nonlinear control systems. It can be used for a broad 4 class of nonlinear regulator problems. It has been employed to design advanced guidance algorithms in [12] and used in [13] for a nonlinear benchmark problem. The SDRE technique was also briefly discussed in [14] . The SDRE method however, needs online computation of the algebraic Riccati equation at each sample time. The method developed in this study however, has a closed form solution.
In this paper, a new suboptimal nonlinear controller synthesis (θ -D approximation) technique based on approximate solution to the Hamilton-Jacobi-Bellman (HJB) equation is proposed. By introducing an artificial variableθ , the co-state λ can be expanded as a power series in terms of θ . The HJB equation is then reduced to a set of recursive algebraic equations. By adding perturbations to the cost function and manipulating these terms appropriately we are able to achieve semi-globally asymptotic stability. This has been proved by using the Lyapunov stability theory. In addition, this technique can overcome the problem of large-control-for-large-initial-states encountered by using the control law in [3] . By adjusting the parameters in the perturbation terms, we are also able to modulate the transient performance of the system. The drawback of this method is that we discard information about the actual nonlinear behavior. Many nonlinear control methods have been proposed for the missile autopilot design. In [4] , a power series expansion based method was used in the design of nonlinear automatic flight control systems operating with high angles of attack. This method was also applied to the control of highly maneuverable aircraft in [5] and is compared with the performance of a conventional PI gain scheduled controller. Tan et.al. [15] applied linear parameter-varying (LPV) control theory to the design of a gain-scheduled missile autopilot.
A nonlinear, coupled, 3-axis generic missile model is used and the LPV method yielded excellent results. There are also examples of pitch-axis missile autopilot designs using sliding mode control [16] , H ∞ synthesis [17] and µ synthesis [18] . These methods presented the robust missile autopilot design under the nonlinear uncertain models.
In this paper, we extend the standard linear 2 H optimal control method to the nonlinear Conclusions are given in section 5. Proof of convergence of the cost function expansion and bounds on the error in cost are presented in the appendix.
Suboptimal Control of a Class of Nonlinear Systems
In this paper we restrict ourselves to the state feedback control problem for the class of nonlinear time-invariant systems described by
with the cost function:
where , : , , : , ,
; Q is semi-definite matrix and R is positive definite matrix; f(0)=0;
To ensure that the control problem is well posed we assume that a solution to the optimal control problem (1), (2) exists. We also assume that ( ) f x is locally Lipschitz in x on a compact set Ω and zero state observable through Q.
The optimal solution to the infinite-horizon nonlinear regulator problem can be obtained by solving the Hamilton-Jacobi-Bellman (HJB) partial differential equation [20] :
where (0) 0
The optimal control is given by
and V(x) is the optimal cost , i.e.
The HJB equation is extremely difficult to solve in general, rendering optimal control techniques of limited use for nonlinear systems. Now consider perturbations added to the cost function:
where θ and i D are chosen such that
For later use, we rewrite the original state equation as:
where A 0 is a constant matrix such that 0 0 ( , ) A g is a stabilizable pair.
By using (8) in (3), we have
Assume a power series expansion of λ as
where i T are to be determined and assumed to be symmetric.
By substituting (10) into the HJB equation (3) and equating the coefficients of powers of θ to zero to get the following equations:
Since the right hand side of equations (11)- (14) involve x andθ , i T would be the function of x andθ . Thus we denote it as ( , )
i T x θ . The expression for control can be obtained in terms of the power series:
Note that equation (11) is an algebraic Riccati equation. The rest of equations are Lyapunov equations that are linear in terms of T i (x). In the rest of this paper we will call this method θ -D approximation technique. The algorithm without i D term is called the θ approximation. The algorithm in [3] would result in the θ approximation although with a different set of arguments. One of the problems with theθ approximation, however, is that large initial conditions may give rise to large control or even instability. We construct the following expression for D i :
where i k and 0, 1,
The idea in constructing D in this manner is that the aforementioned large control results from the state dependent term ( ) A x on the right hand side of the equations (11)- (14) . It happens when there are some terms in A(x) which could grow to a high magnitude as x is large. For example, when ( ) A x includes a cubic term, the higher initial state would result in higher initial i T and consequently higher initial control. So if we choose D i such that
where ( ) 1 
Remark 2.1
Solving equations (11)- (14) is carried out offline from top to bottom. Equation (11) 
where w is the exogenous input including tracking command and noises injected into the system; u is the control, z is the performance output and y is the measurement output.
Now the nonlinear dynamics is rewritten to have a linear-like structure as
Then the following formulation is similar to the standard linear 2 H problem except that the coefficent matrices of x, u and w are state-dependent. This has the same formulation as SDRE 2 H at this point [19] . 
where
If we write the nonlinear system (20)- (22) 
It is interesting to note that solving the state dependent Riccati equation (26) is equivalent to solving the following nonlinear optimal control problem:
Finding u to minimize cost function:
subject to the nonlinear differential constraint:
This class of nonlinear optimal control problem can be solved by using the D θ − technique.
The same is true for the second state dependent Riccati equation (27) . In the next section we will use this D θ −
2
H approach to design a missile longitudinal autopilot.
Missile Longitudinal Dynamics
The missile model used in this paper is taken from [19] . This model assumes constant mass, no roll rate, zero roll angle, no sideslip, and no yaw rate. The nonlinear equations of motion for a rigid airframe reduce to two force equations, one moment equation, and one kinematic equation.
The force and moments about the center of gravity are 
The normal force coefficient is used to calculate the lift and drag coefficients:
The nondimensional aerodynamic coefficients for the missile at 6096m altitude are: 
In this paper, we adopt Mach number M, angle of attack α , flight path angle γ , and pitch rate Q as the longitudinal variables since they appear in the aerodynamic coefficients. The relationships required are:
and ,
Expanding these equations in terms of the aerodynamic coefficients yields 
and we get the following equations by substituting aerodynamic data: 
Actuator dynamics are included in the design and analysis. The model used is
where 0.7
The measurement used in this study is the normal acceleration (in g's) which is described by the equation: 
D θ − Controller Design
The objective in this paper is to design an optimal controller which is able to drive the system to track the commanded normal acceleration (in g). The tracking block diagram is shown in Figure 1 . 
The augmented state space x is given as:
[ , , , , , , ]
The control variable is the fin deflection: 
The control weight c ρ is used as the design parameter and chosen to be 0.5, 2.
In order to avoid overflow problem in the numerical simulation, sin γ γ is set to 1 when γ is less than 4 
10
− radian.
In the D θ − formulation, we choose the partition of nonlinear equation (7) in this way: 
Numerical Results and Analysis
The simulation scenario is to initially command a zero g normal acceleration. At one second we use a square wave normal accerleration command of magnitude 10g's returning to It is because changing from -10g to +10g is a significant jump for the missile to track and need much more control energy. The SDRE controller needs more effort at this jump seen from the control plot. Figure 3 shows that the state histories are similar for both methods. effects on the SDRE design. As can be seen, the performance and control usage for both methods do not change significantly with these parameter variations.
As far as the implementation issue is concerned though, the θ -D algorithm needs a matrix inverse operation only one time offline when solving the linear Lyapunov equations (12)- (14) and solution to the first algebraic Riccati equation ( 
