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Zusammenfassung
In dieser Arbeit werden die Grundlagen der Datenanalyse mit Assoziationsregeln motiviert
und eingefu¨hrt. Es werden die wichtigsten Bedeutungsmaße erkla¨rt und anhand ihrer
Eigenschaften verglichen. Zudem werden die Prinzipien und eine Veranschaulichung des
Apriori-Algorithmus zur Gewinnung von Assoziationsregeln vorgestellt. Diese Methoden
werden dann auf einen Datensatz der Universita¨tsbibliothek Mu¨nchen angewendet. Hierzu
wird das R-Paket arules verwendet. Ein wichtiges Resultat der Analyse ist, dass sich aus
dem Studienfach viele Aussagen zum Lernverhalten der Studierenden treffen lassen.
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11. Einleitung
”
We are drowning in information and starved for knowledge.“
- Naisbitt (1982)
1.1. Data Mining
Dieses Zitat von John Naisbitt beschreibt treffend die Motivation fu¨r
”
Data Mining“:
Aus großen Datenmengen soll Wissen gewonnen werden, d. h., Muster, Strukturen und
Gesetzma¨ßigkeiten. Dieses Wissen kann dazu genutzt werden, Voraussagen zu wagen,
die einen praktischen Nutzen haben. Bekannte Verfahren des Data Mining sind z. B.
Regressionsanalyse, Clusteranalyse, Zeitreihenanalyse und Assoziationsanalyse.
(vgl. Borgelt 1997)
1.2. Inhalt der Arbeit
In dieser Arbeit wird eine bestimmte Art der Assoziationsanalyse, na¨mlich Assoziations-
regeln, vorgestellt und an einem Datensatz angewendet. Im Methodenteil (Kapitel 2)
werden Bedeutungsmaße von Assoziationsregeln und ein Algorithmus zur Gewinnung
von Assoziationsregeln erkla¨rt.
Der im Anwendungsteil (Kapitel 3–4) betrachtete Datensatz wurde im Rahmen des
”
Statis-
tischen Praktikums“ im Wintersemester 2010/11 an der Ludwig-Maximilians-Universita¨t
Mu¨nchen (LMU) erhoben und entha¨lt die Antworten der Studierendenbefragung der
Universita¨tsbibliothek (UB). In Zusammenarbeit mit der UB der LMU wurden Daten
zum Lernverhalten der Studierenden, deren Zufriedenheit mit der UB und deren per-
sonenbezogene Angaben gesammelt. Diese Daten wurden in Eifler u. a. (2011) schon
univariat aufbereitet und werden hier nun multivariat mit Assoziationsregeln untersucht.
Diese Untersuchungen besitzen eventuell praktischen Nutzen fu¨r die Universita¨tsbibliothek.
Eine Fragestellung wa¨re z. B., ob sich prognostizieren la¨sst, welche Angebote der UB
bestimmte Fa¨chergruppen, wie z. B. Naturwissenschaften, besonders nutzen. Eine weitere
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Fragestellung wa¨re, ob sich aus dem Studienfach vorhersagen la¨sst, wo die Studierenden
bevorzugt lernen. Bei beiden exemplarischen Fragen muss jedoch die Kausalita¨t beachtet
werden: D. h., wieso z. B. Studierende eines bestimmten Studienfachs an diesem Lernort
bevorzugt lernen, ist nicht aus der Assoziationsstruktur ersichtlich und erfordert daher
Hintergrundwissen.
1.3. Allgemeines zu Assoziationsregeln
Assoziationsregeln stammen aus dem Bereich der Statistik, der im Allgemeinen als
unu¨berwachtes Lernen (
”
Unsupervised Learning“) bezeichnet wird. Im unu¨berwachten
Lernen wird versucht, auf Eigenschaften der gemeinsamen Dichte P(X) eines Zufallsvektor
X (mit p Variablen und N Beobachtungen) ru¨ckzuschließen, ohne auf Fehlerwahrschein-
lichkeiten oder ein direktes Maß fu¨r Erfolg zuru¨ckgreifen zu ko¨nnen. Da im unu¨berwachten
Lernen oft die gemeinsame Dichte P(X) so hoch-dimensional ist, dass sie praktisch nicht
berechnet werden kann, wird nur nach Bereichen gesucht, in denen P(X) (sehr) groß
ist. Fu¨r hoch-dimensionale, bina¨re Daten versuchen Assoziationsregeln auf einfache Art
und Weise Bereiche mit einer großen Dichte zu beschreiben (vgl. Hastie u. a. 2001, Seite
486–487).
Die Verfahren des unu¨berwachten Lernens sind ha¨ufig eng mit der Informatik verbunden.
Auch bei den Assoziationsregeln sind diese Wurzeln sichtbar, so wu¨rde z. B. ein gelernter
Statistiker das Support-Maß (siehe Punkt 2.1.1) von vorne herein als relative Ha¨ufigkeit
bezeichnen.
Ha¨ufig werden Assoziationsregeln im Bereich der Warenkorbanalyse angewendet, d. h.,
welche Waren werden zusammengekauft, und welche Waren implizieren den Kauf be-
stimmter weiterer Waren. Ein Anwendungsbeispiel aus dem ta¨glichen Leben hierfu¨r
sind die Produktempfehlungen von Amazon, die im Wesentlichen auf Assoziationsregeln
beruhen.
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In diesem Kapitel wird eine Auswahl an Bedeutungsmaßen, die im Rahmen der As-
soziationsregeln eine Rolle spielen, vorgestellt. Diese werden nach wu¨nschenswerten
Eigenschaften verglichen und es wird auf die Problematik verschiedener Maße einge-
gangen. Im zweiten Teil wird der Apriori-Algorithmus vorgestellt, der mit Hilfe von
Bedeutungsmaßen Assoziationsregeln aus Daten gewinnt.
Definition 1 (Notation) Sei I = {i1, i2, . . . , id} eine Menge von d bina¨ren Attribu-
ten, die im folgenden Items genannt werden. Sei T = {t1, t2, . . . , tn} eine Menge an
Transaktionen, auch Datensatz genannt. Jede Transaktion aus T besitzt eine einzigartige
Transaktions-ID (TID) und beinhaltet eine Untermenge von I. Eine Menge die k Items
entha¨lt, wird als k-Menge bezeichnet. Eine Assoziationsregel ist definiert als die Implika-
tion der Form X ⇒ Y , wobei X,Y ⊆ I und X ∩ Y = ∅. Die Mengen X und Y werden
Voraussetzung (oder Left-Hand-Side bzw. LHS) und Konsequenz (oder Right-Hand-Side
bzw. RHS) einer Regel genannt. P(X) bezeichnet die relative Ha¨ufigkeit der Menge X.
(vgl. Tan u. a. 2005, Seite 329 und Hahsler u. a. 2005, Seite 1)
2.1. Bedeutungsmaße
Fu¨r den regelgenerierenden Prozess werden nur die Maße Support (siehe Punkt 2.1.1)
und Confidence (siehe Punkt 2.1.2) beno¨tigt. Jedoch werden so meistens zu viele As-
soziationsregeln generiert. Es bietet sich daher an, die Regeln mit Hilfe weiterer Maße
zusa¨tzlich zu filtern bzw. zu ordnen (siehe Hahsler u. Hornik 2007, Seite 2).
Alle hier vorgestellten Maße werden an einem fiktiven Datensatz eines Supermarktes
vorgefu¨hrt (siehe Tabelle 2.1).
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Transaktions ID Items
1 Brot, Milch
2 Brot, Butter
3 Bier
4 Brot, Butter, Milch
5 Brot, Butter
Tabelle 2.1.: Beispiel: Datensatz aus Hahsler u. a. (2005, Seite 2)
Dieser Datensatz beinhaltet 5 Transaktionen und als Menge von Items I = {Bier, Brot,
Butter, Milch}.
2.1.1. Support
Support ist das wichtigste Maß fu¨r die Bedeutung einer Assoziationsregel. Es ist definiert
als der Anteil aller Transaktionen, die die Elemente einer bestimmten Assoziationsregel
beinhalten, vonn der Grundmenge aller betrachteten Transaktionen. D. h., dieses Maß
gibt an, wie ha¨ufig eine Assoziationsregel im Datensatz vorkommt.
supp(X ⇒ Y ) = supp(X ∪ Y ) = P(X ∪ Y ) (2.1)
Hieraus folgt supp(X ⇒ Y ) = supp(Y ⇒ X). Dies bedeutet, dass es sich beim Support
um ein symmetrisches Maß handelt. Eine weitere, wichtige Eigenschaft des Supports ist,
dass Support nach unten abgeschlossen (
”
downward closure property“) bzw. monoton
fallend (
”
anti-monotone property“) ist. Diese Eigenschaft spielt beim Apriori-Algorithmus
eine entscheidende Rolle (siehe hierzu Definition 3).
Support ist auch deshalb ein wichtiges Maß, da Assoziationsregeln mit niedrigem Support
mo¨glicherweise nur zufa¨llig auftreten und somit irrelevant sind. Zudem sind Assoziations-
regeln mit niedrigem Support fu¨r Anwender in der Praxis unter Umsta¨nden uninteressant,
wenn sie in zu wenigen Transaktionen auftreten.
Bei dem Beispiel aus Tabelle 2.1 tritt die Menge {Brot, Butter} in 3 von 5 Transaktionen
auf. Damit ergibt sich supp(Brot ∪ Butter) = 35 = 0, 6.
(vgl. Hahsler u. a. 2005, Seite 2 und Tan u. a. 2005, Seite 330)
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2.1.2. Confidence
Das zweite wichtige Maß, das im Rahmen des regelgenerierenden Prozesses verwendet
wird, ist Confidence. Wa¨hrend Support ein Maß fu¨r die Bedeutung einer Assoziationsregel
darstellt, ist Confidence ein Maß fu¨r die Treffsicherheit einer Assoziationsregel. Confidence
entspricht der Wahrscheinlichkeit, dass die Konsequenz einer Regel (hier: Y ) auftritt
unter der Bedingung, dass eine Transaktion die Voraussetzungen (hier: X) erfu¨llt.
conf(X ⇒ Y ) = supp(X ⇒ Y )
supp(X)
=
P(X ∪ Y )
P(X)
= P(Y |X) (2.2)
Im Allgemeinen gilt nicht, dass P(Y |X) = P(X|Y ) bzw. conf(X ⇒ Y ) = conf(Y ⇒ X).
Somit ergibt sich, dass Confidence ein asymmetrisches Maß ist. Ein daraus resultierendes
Problem bei Confidence ist, dass es zu irrefu¨hrenden Resultaten kommen kann, insbeson-
dere dann, wenn der Support der Konsequenz einer Assoziationsregel ho¨her ist als die
Confidence der Assoziationsregel.
Bei dem Beispiel aus Tabelle 2.1 ergibt sich die Assoziationsregel {Brot} ⇒ {Butter}.
Damit ergibt sich conf(Brot ⇒ Butter) = supp(Brot∪Butter)supp(Brot) = 0,60,8 = 0, 75. Das bedeutet,
dass fu¨r 75% der Transaktionen, die Brot beinhalten, diese Assoziationsregel zutrifft.
(vgl. Hahsler u. a. 2005, Seite 2 und Tan u. a. 2004, Seite 298)
2.1.3. Lift
Lift, in manchen, besonders a¨lteren Publikationen, oft auch als Interest bezeichnet, wird
ha¨ufig als Maß fu¨r die Abweichung von der statistischen Unabha¨ngigkeit herangezogen.
lift(X ⇒ Y ) = conf(X ⇒ Y )
supp(Y )
=
supp(X ⇒ Y )
supp(X)supp(Y )
=
P(X ∪ Y )
P(X)P(Y )
(2.3)
Man sieht, dass es sich beim Lift um ein symmetrisches Maß handelt. Ein Lift von
1 gibt an, dass die Items X und Y so zusammen auftreten, wie man es unter der
Unabha¨ngigkeitsannahme vermuten wu¨rde. Es wird allgemein angenommen, dass ein
lift > 1 sich erga¨nzende (positiv korrelierte) Items und ein lift < 1 sich ersetzende
(negativ korrelierte) Items angibt.
Das Problem des Lifts ist, dass er sensibel bezu¨glich supp(X) und supp(Y ) ist. Seltene
Mengen von Items (d. h., Mengen mit niedrigem Support) ko¨nnen sehr hohe Lift-Werte
verursachen. Dieses Problem wird beim Apriori-Algorithmus insofern umgangen, da
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nur Mengen betrachtet werden, die u¨ber einem gewissen Schwellenwert des Supports
liegen (siehe Punkt 2.2.2). Dennoch tendiert der Lift dazu, Assoziationsregeln, die knapp
u¨ber dem Support-Schwellenwert liegen, ho¨here Werte zuzuordnen. Im Gegensatz dazu
produzieren Mengen mit einem sehr hohen Support einen Lift nahe bei 1 (dies impliziert
statistische Unabha¨ngigkeit), obwohl die Items der Menge mo¨glicherweise hoch korreliert
sind. Ein Beispiel aus Tan u. a. (2004, Seite 304) verdeutlicht dies (siehe Tabelle 2.2).
Y Y¯
X 890 0 890
X¯ 0 10 10
890 10 900
Tabelle 2.2.: lift(X ⇒ Y ) = 1.012, φ = 1
Aus dieser Eigenschaft ergibt sich, dass der Lift tendenziell Assoziationsregeln mit
seltenen Items bevorzugt.
Bei dem Beispiel aus Tabelle 2.1 ergibt sich die Assoziationsregel {Brot} ⇒ {Butter}.
Damit ergibt sich lift(Brot⇒ Butter) = supp(Brot∪Butter)supp(Brot)supp(Butter) = 0,60,8·0,6 = 1, 25.
(vgl. Tan u. a. 2004, Seite 298 und Hahsler u. Hornik 2007, Seite 7–8)
2.1.4. φ-Koeffizient
Der φ-Koeffizient ist das Analogon zum Korrelationskoeffizienten nach Bravais und
Pearson fu¨r bina¨re Merkmale.
φ =
P(X,Y )P(X¯, Y¯ )− P(X, Y¯ )P(X¯, Y )√
P(X)P(Y )P(X¯)P(Y¯ )
(2.4)
Der φ-Koeffizient ist ein symmetrisches Maß. Der φ-Koeffizient erscheint intuitiv als
ein gutes Maß fu¨r Assoziation, jedoch hat dieses Maß den Nachteil, wie auch Support,
Confidence und Lift, dass es nicht invariant gegenu¨ber A¨nderungen von Zeilen- und
Spaltenskalierungen ist. Ein Beispiel von Mosteller aus Tan u. a. (2004, Seite 294–295)
verdeutlicht dies: In Tabelle 2.3 wird der Zusammenhang zwischen Geschlecht und einer
Note untersucht. Man beachte, dass Tabelle (b) doppelt soviele Ma¨nner und 10-mal so
viele Frauen beinhaltet, jedoch ist die relative Leistung beider Populationen in beiden
Tabellen identisch. Das Maß sollte in beiden Fa¨llen das Gleiche angeben und somit
unabha¨ngig von den relativen Ha¨ufigkeiten der Teilpopulationen sein. Vergleiche hierzu
Punkt 2.1.6.
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Mann Frau
Gut 2 3 5
Schlecht 1 4 5
3 7 10
(a)
Mann Frau
Gut 4 30 34
Schlecht 2 40 42
6 70 76
(b)
Tabelle 2.3.: Geschlecht-Noten Beispiel aus Tan u. a. (2004, Seite 295)
Fu¨r (a) entspricht φ = 0, 218 und fu¨r (b) φ = 0, 129. Die unterliegende Assoziation sollte
intuitiv a¨quivalent sein, ist sie aber dem φ-Koeffizienten nach nicht.
Bei dem Beispiel aus Tabelle 2.1 ergibt sich die Assoziationsregel {Brot} ⇒ {Butter}. Da-
mit ergibt sich φ = P(Brot, Butter)P(Brot,Butter)−P(Brot,Butter)P(Brot,Butter)√
P(Brot)P(Butter)P(Brot)P(Butter)
= 0,6·0,2−0,2·0√
0,6·0,8·0,4·0,2 =
0, 612.
(vgl. Tan u. a. 2004)
2.1.5. Odds-Ratio
Ein Maß, das hingegen invariant gegenu¨ber A¨nderungen von Zeilen- und Spaltenskalie-
rungen ist, ist das Odds-Ratio θ (siehe Punkt 2.1.6). Dieses Maß ist daher geeignet fu¨r
Datensa¨tze, die nominale Merkmale enthalten.
θ =
P(X,Y )P(X¯, Y¯ )
P(X, Y¯ )P(X¯, Y )
=
P(X,Y )/P(X, Y¯ )
P(X¯, Y )/P(X¯, Y¯ )
(2.5)
Das Odds-Ratio θ kann jeden nicht negativen Wert annehmen, wobei θ = 1 der Un-
abha¨ngigkeit von X und Y entspricht. Fu¨r 1 < θ < ∞ ist die Chance, Y in einer
Transaktion zu finden, in der X auftritt, multiplikativ um θ gro¨ßer. Fu¨r 0 < θ < 1 ist
dementsprechend die Chance um den Faktor θ kleiner. Je weiter θ von 1 entfernt ist (in
beiden Richtungen), desto sta¨rker ist die Assoziation. Zwei Werte stehen fu¨r die gleiche
Assoziation, aber in unterschiedliche Richtung, falls sie das Inverse voneinander sind.
Sobald eine der Kombinationen von X, X¯ und Y, Y¯ nicht auftritt, nimmt θ den Wert
0 oder ∞ an. Da Assoziationsregeln im Allgemeinen auf große Datensa¨tze angewendet
werden, tritt dieser Fall eher selten auf.
Bei dem Beispiel aus Tabelle 2.1 ergibt sich die Assoziationsregel {Brot} ⇒ {Butter}.
Damit ergibt sich θ = P(Brot, Butter)P(Brot,Butter)P(Brot,Butter)P(Brot,Butter) =
0,6·0,2
0,2·0 =∞.
(vgl. Agresti 2002, Seite 44–45 und Tan u. a. 2004, Seite 297)
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2.1.6. Vergleich der Maße
In der Literatur ist man sich einig, dass es nicht das perfekte Maß M gibt. Jedoch hat
Piatetsky-Shapiro (1991, Seite 232) 3 wu¨nschenswerte Eigenschaften (P1–P3) vorge-
schlagen. Im Artikel von Tan u. a. (2004) werden noch 5 weitere Eigenschaften (O1–O5)
vorgeschlagen. Diese Eigenschaften lassen sich zum Vergleich der Maße heranziehen.
P1 M = 0, falls X und Y statistisch unabha¨ngig sind
P2 M steigt monoton mit P(X,Y ), wenn P(X) und P(Y ) konstant bleiben
P3 M sinkt monoton mit P(X) (oder P(Y )), wenn die restlichen Parameter (P(X,Y )
und P(Y ) bzw. P(X)) konstant bleiben
O1 Symmetrie bei Variablen-Permutation
O2 Zeilen- und Spaltenskalierungen-Invarianz
O3 Antisymmetrie bei Zeilen- oder Spalten-Permutation
O4 Inversions-Invarianz
O5 Null-Invarianz
Dies bedeutet, Maße, . . .
• die O1 nicht erfu¨llen, helfen die Sta¨rke der Regeln X ⇒ Y und Y ⇒ X zu
unterscheiden.
• die O2 erfu¨llen, sind - wie in Punkt 2.1.5 erwa¨hnt - nu¨tzlich fu¨r Datensa¨tze mit
nominalen Variablen.
• die O3 nicht erfu¨llen, unterscheiden nicht zwischen positiver und negativer Korrela-
tion fu¨r X und Y .
• die O4 erfu¨llen, sind symmetrische bina¨re Maße, d. h., Nullen (
”
tritt nicht auf“)
und Einser (
”
tritt auf“) werden gleich gewichtet. Diese Eigenschaft ist z. B. in der
Warenkorb-Analyse unerwu¨nscht.
• die O5 erfu¨llen, sind z. B. fu¨r die Warenkorb-Analyse interessant, da sie gemeinsames
Auftreten wichtiger werten als gemeinsames Nicht-Auftreten.
Keines der Maße erfu¨llt alle Eigenschaften, wie Tabelle 2.4 zeigt.
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Maß Wertebereich P1 P2 P3 O1 O2 O3 O4 O5
Support 0 · · · 1 Nein Ja Nein Ja Nein Nein Nein Nein
Confidence 0 · · · 1 Nein Ja Nein Nein Nein Nein Nein Ja
Lift 0 · · · 1 · · ·∞ Nein Ja Ja Ja Nein Nein Nein Nein
φ-Koeffizient −1 · · · 0 · · · 1 Ja Ja Ja Ja Nein Ja Ja Nein
Odds-Ratio θ 0 · · · 1 · · ·∞ Nein Ja Ja Ja Ja Nein Ja Nein
Tabelle 2.4.: Eigenschaften der Maße (vgl. Tan u. a. 2004, Seite 299)
(vgl. Tan u. a. 2004)
2.2. Apriori-Algorithmus
Dieser Punkt basiert gro¨ßtenteils auf dem Buch Tan u. a. (2005, Kapitel 6).
Neben dem Apriori-Algorithmus gibt es eine Vielzahl an Algorithmen (Eclat, FP-growth,
ASSOC, OPUS, . . . ) als Lo¨sung fu¨r die unten beschriebene Problemstellung (siehe
Wikipedia 2011).
2.2.1. Problemstellung
Das Entdecken von Assoziationsregeln kann als folgendes Problem aufgefasst werden.
Definition 2 (Entdecken von Assoziationsregeln) Gegeben eine Menge an Trans-
aktionen T, finde alle Assoziationsregeln mit Support S ≥ min(supp) und Confidence
C ≥ min(conf), wobei min(supp) bzw. min(conf) die Schwellenwerte fu¨r Support bzw.
Confidence sind.
Der Versuch, dieses Problem mit schierer Rechenleistung zu lo¨sen (
”
brute-force“), scheitert
in der Regel an der Zahl aller mo¨glichen Assoziationsregeln. Bei einem Datensatz mit d
Items, betra¨gt die Anzahl an mo¨glichen Assoziationsregeln:
R = 3d − 2d+1 + 1. (2.6)
Daher verwendet der Apriori-Algorithmus (wie nahezu alle obengenannten Algorithmen)
die Strategie, das Problem in zwei Unteraufgaben aufzuteilen.
1. Finden ha¨ufiger Mengen, die den min(supp)-Schwellenwert erfu¨llen.
2. Finden von starken Assoziationsregeln aus Mengen von Schritt 1, die den
min(conf)-Schwellenwert erfu¨llen.
Der Apriori-Algorithmus setzt dies um, wie in Abbildung 2.1 gezeigt.
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Start
Durchlaufe Daten-
satz fu¨r Support
S jedes Items
S ≥
min(supp)
Fu¨ge zu ha¨ufigen
1-Mengen hinzu, F1
Verknu¨pfe Fk−1 und
Fk−1 fu¨r eine Menge
mo¨glicher k-Mengen
Durchlaufe Datensatz
fu¨r Support S jeder
mo¨glichen k-Menge
S ≥
min(supp)
Fu¨ge zu ha¨ufigen
k-Mengen hinzu
Erstellte
Menge = ∅
Fu¨r jede ha¨ufige
Menge F, erzeuge
alle nichtleeren
Untermengen von F
Fu¨r jede nichtleere
Untermenge s
von F, berechne
Confidence C von s
C ≥
min(conf)
Fu¨ge zu Assozia-
tionsregeln hinzu
ja
ja
nein
ja
ja
Abbildung 2.1.: Flowchart Apriori-Algorithmus (vgl. Gamil 2010)
2.2.2. Finden ha¨ufiger Mengen
Damit der Algorithmus nicht jede – der 2d− 1 mo¨glichen – Menge in Schritt 1 u¨berpru¨fen
muss, nutzt der Apriori-Algorithmus die in Punkt 2.1.1 erwa¨hnte Eigenschaft des Supports
aus.
Definition 3 (Monotonie Eigenschaft) Sei I eine Menge an Items, J die Potenz-
menge von I und |J | = 2|I| die Ma¨chtigkeit der Menge J . Ein Maß M ist monoton
fallend (bzw. nach unten abgeschlossen), falls
∀X,Y ∈ J : (X ⊆ Y )→M(Y ) ≤M(X).
Dies bedeutet, falls X eine Untermenge von Y ist, darf M(Y ) nicht gro¨ßer als M(X)
sein.
Auf dieser Eigenschaft beruht folgendes Theorem:
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Theorem 1 (Apriori-Prinzip) Wenn eine Menge ha¨ufig ist, sind auch alle ihre Un-
termengen ha¨ufig.
Ha¨ufige Mengen werden als F#Elemente bezeichnet.
Fu¨r den Support des Beispiels heißt das, wenn die Menge {Brot, Butter} ha¨ufig ist, sind
auch die Untermengen {Brot} und {Butter} ha¨ufig. Ist aber die Menge {Bier, Brot}
nicht ha¨ufig, sind auch alle Obermengen {Bier, Brot, Milch}, {Bier, Brot, Butter} und
{Bier, Brot, Butter, Milch} nicht ha¨ufig.
Auf diesem Theorem beruht die Generierung mo¨glicher ha¨ufiger Mengen, die als
C#Elemente bezeichnet werden.
Definition 4 (Fk−1 × Fk−1-Methode) Sei A = {a1, a2, . . . , ak−1} und B = {b1, b2, . . . ,
bk−1} ein Paar ha¨ufiger (k − 1)-Mengen. A und B werden vereinigt, falls sie folgende
Bedingung erfu¨llen:
ai = bi (fu¨r i = 1, 2, . . . , k − 2) and ak−1 6= bk−1
D. h., zwei ha¨ufige (k−1)-Mengen werden nur vereinigt, wenn ihre ersten (k−2) Elemente
identisch sind. Um doppelte Mengen zu vermeiden, sollten die Elemente (lexikographisch)
geordnet sein.
Zum Beispiel werden die ha¨ufigen Mengen {Brot, Butter} und {Brot, Milch} zu {Brot,
Butter, Milch} vereinigt. Die Mengen {Brot, Butter} und {Butter, Milch} hingegen
werden nicht vereinigt, da sie sich im ersten Element unterscheiden.
Das
”
Finden von ha¨ufigen Mengen“ ist fu¨r das Beispiel in Abbildung 2.2 illustriert.
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F1
1-Mengen Support
{Bier} 0,2
{Brot} 0,8
{Butter} 0,6
{Milch} 0,4
C2
2-Mengen Support
{Brot, Milch} 0,4
{Butter, Milch} 0,2
{Bier, Milch} 0
{Brot, Butter} 0,6
{Bier, Brot} 0
{Bier, Butter} 0
F2
2-Mengen Support
{Brot, Milch} 0,4
{Butter, Milch} 0,2
{Brot, Butter} 0,6
C3
3-Mengen Support
{Brot, Butter, Milch} 0,2
F3
3-Mengen Support
{Brot, Butter, Milch} 0,2
vereinen
stutzen
vereinen
stutzen
Abbildung 2.2.: Schritt 1 des Apriori-Algorithmus, mit min(supp) = 0, 2 (vgl. Gamil
2010)
Daraus ergeben sich die ha¨ufigen Mengen: {Bier}, {Brot}, {Butter}, {Milch}, {Brot,
Milch}, {Butter, Milch}, {Brot, Butter}, {Brot, Butter, Milch}.
2.2.3. Finden von starken Assoziationsregeln
Assoziationsregeln werden im 2. Schritt aus ha¨ufigen Mengen generiert. Jede ha¨ufige
k-Menge F kann bis zu 2k − 2 Assoziationsregeln hervorbringen. Eine Assoziationsregel
wird generiert, indem die Menge F in zwei nicht leere Untermengen X und F −X = Y
partitioniert wird, so dass conf(X ⇒ Y ) ≥ min(conf) gilt.
Da Confidence im Gegensatz zu Support keine Monotonie-Eigenschaft besitzt (vgl. Defini-
tion 3), wird folgendes Theorem zum effizienten Stutzen von Assoziationsregeln verwendet.
Theorem 2 (Confidence basiertes Stutzen) Falls eine Regel X ⇒ F −X nicht den
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Confidence-Schwellenwert erfu¨llt, erfu¨llt auch keine Regel X ′ ⇒ F −X ′, wobei X ′ eine
Untermenge von X ist, den Confidence-Schwellenwert.
Anschaulich heißt dies in dem Beispiel, wenn aus der Menge {Brot, Butter, Milch},
die Regel {Brot, Butter} ⇒ {Milch} generiert wird, diese aber nicht den Confidence-
Schwellenwert (d. h., conf(Brot, Butter ⇒ Milch) < min(conf)) erfu¨llt, ko¨nnen auch
gleich die Regeln {Brot} ⇒ {Butter, Milch} und {Butter} ⇒ {Brot, Milch} weggeworfen
werden.
Das
”
Finden von starken Assoziationsregeln“ ist fu¨r das Beispiel in Abbildung 2.3
illustriert.
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Regel supp(X ∪ Y ) supp(X) conf(X ⇒ Y )
Milch⇒ Brot 0,4 0,4 1
Brot⇒ Milch 0,4 0,8 0,5
Milch⇒ Butter 0,2 0,4 0,5
Butter⇒ Milch 0,2 0,6 0,33
Brot⇒ Butter 0,6 0,8 0,75
Butter⇒ Brot 0,6 0,6 1
Brot, Milch⇒ Butter 0,2 0,4 0,5
Butter, Milch⇒ Brot 0,2 0,2 1
Brot, Butter⇒ Milch 0,2 0,6 0,33
Milch⇒ Brot, Butter 0,2 0,4 0,5
Brot⇒ Butter, Milch 0,2 0,8 0,25
Butter⇒ Brot, Milch 0,2 0,6 0,33
Regel supp(X ∪ Y ) supp(X) conf(X ⇒ Y )
Milch⇒ Brot 0,4 0,4 1
Brot⇒ Butter 0,6 0,8 0,75
Butter⇒ Brot 0,6 0,6 1
Butter, Milch⇒ Brot 0,2 0,2 1
stutzen
Abbildung 2.3.: Schritt 2 des Apriori Algorithmus, mit min(conf) = 0, 7 (vgl. Gamil
2010)
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3. Datensatz
Der Datensatz stammt wie unter Punkt 1.2 erwa¨hnt aus dem Statistischen Praktikum des
Wintersemesters 2010/11 am Institut fu¨r Statistik der LMU und entha¨lt die Antworten
der Studierendenbefragung der Universita¨tsbibliothek. Die Datenerhebung ist im dazu-
geho¨rigen Bericht Eifler u. a. (2011) ausfu¨hrlich beschrieben. Besonders wichtig ist, dass
die Stichprobe, aufgrund ihrer nicht zufa¨lligen Ziehung, nicht repra¨sentativ ist. Daher
lassen sich die Ergebnisse nicht auf die Grundgesamtheit aller Studierenden anwenden.
3.1. Datenbeschreibung
Die Daten liegen in einem
”
data frame“ im wide-Format vor.
Von den urspru¨nglichen 1819 Beobachtungen wurden erst alle 217 unvollsta¨ndigen
Beobachtungen und im folgenden Schritt noch 6 Beobachtungen mit unsinnigen bzw.
unmo¨glichen Antworten aus dem Datensatz entfernt. Dies bedeutet, dass alle Teilnehmer,
die nicht zwischen 10 und 90 Jahren alt oder nicht zwischem dem 1. und 90. Semester
sind, aus dem Datensatz gelo¨scht wurden. Diese Grenzen wurden aufgrund eines offizi-
ellen Datensatzes der LMU gewa¨hlt, der im oben erwa¨hnten Statistischen Praktikum
Verwendung fand (siehe Eifler u. a. 2011). Der Datensatz entha¨lt nach dieser Bereinigung
noch 1596 Beobachtungen.
In der Originalform beinhaltet der Datensatz 188 Variablen. Von diesen 188 Variablen
wurden die 4 Variablen id, submitdate, startlanguage und refurl entfernt, da sie fu¨r
den Zweck dieser Arbeit keine relevanten Informationen bereitstellen. Zudem wurden
noch alle Freitextantworten aus dem Datensatz genommen, da diese nicht quantitativ
auswertbar sind. Im Gegenzug wurden 4 weitere Variablen aus den vorhandenen Variablen
erstellt, wie im Folgenden beschrieben.
Die Variable studienfach gruppiert die Hauptfa¨cher der Studierenden zu ihren Oberka-
tegorien
”
Mathematik und Naturwissenschaften“,
”
Medizin und Gesundheitswissenschaf-
ten“,
”
Geisteswissenschaften“ und
”
Rechts-, Wirtschafts- und Sozialwissenschaften“.
Die Variable nutzer trennt die Studierenden danach, ob sie in einer Bibliothek der LMU
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”
fast immer“ oder
”
ha¨ufig“ lernen.
Die Variable anzahl services summiert die Anzahl benutzter Services pro Student auf.
Die Variable zscore stellt einen Zufriedenheitsscore dar, und wird u¨ber die Varia-
blen Zufriedenheit kompe, Zufriedenheit hilfe, Zufriedenheit antwz, Zufrieden-
heit supz, Services Aush, Services Flyer, Services Infot, Services HPInf, Ser-
vices Leits und Services VerIn gebildet. Diese Variablen beschreiben die Zufriedenheit
der Studierenden mit dem Support bzw. den Services der UB. Die Variable, die angibt, ob
man Zusatzinformationen erhielt (Zufriedenheit zusz), blieb bewusst unberu¨cksichtigt,
da eine Zustimmung nicht zwangsla¨ufig positiv ist (vgl. Eifler u. a. 2011, Seite 38). Die
Variable zscore vera¨ndert sich um +2 fu¨r jede
”
trifft immer zu“ bzw.
”
sehr gut“ Antwort,
um +1 fu¨r jede
”
trifft meistens zu“ bzw.
”
gut“ Antwort, um −1 fu¨r jede
”
trifft selten zu“
bzw.
”
schlecht“ Antwort und um −2 fu¨r jede
”
trifft nie zu“ bzw.
”
sehr schlecht“ Antwort.
Somit schwankt die Variable zscore zwischen −20 und +20.
Der Datensatz entha¨lt somit schließlich 176 Variablen.
Eine na¨here Beschreibung zu jeder einzelnen Variable ist in Eifler u. a. (2011, Seite 60–74)
zu finden. Die in dieser Arbeit verwendeten Variablen werden im Abschnitt 3.4 nochmals
gesondert erla¨utert.
3.2. Datenmanipulation
Generell werden zur Anwendung von Assoziationsregeln bina¨re Daten beno¨tigt. In der
klassischen Warenkorbanalyse steht eine 1 (Pra¨senz) fu¨r eine erworbene Ware und jede
nicht erworbene Ware wird mit einer 0 (Abwesenheit) kodiert. Fu¨r den hier verwendeten
Datensatz steht dementsprechend eine 1 fu¨r eine mit
”
ja“ beantwortete Frage und eine
0 fu¨r eine nicht oder mit
”
nein“ beantwortete Frage. Im Allgemeinen wird die Pra¨senz
einer Variable (d. h., eine 1) als informativer als ihre Abwesenheit empfunden (siehe Tan
u. a. 2005, Seite 328). Somit handelt es sich um asymmetrisch bina¨re Variablen. Dieser
Umstand bevorzugt dementsprechend asymmetrisch bina¨re Maße, d. h., Maße, die die
Eigenschaft O4 aus Abschnitt 2.1.6 nicht erfu¨llen (vgl. Tan u. a. 2004, Seite 301).
Da aber viele Fragen im Datensatz eine ordinale oder nominale Antwortskala vorgeben,
muss beachtet werden, wie diese Variablen transformiert werden. Wu¨rde z. B. die nominale
Variable sex fu¨r das Geschlecht als (asymmetrisch) bina¨re Variable aufgefasst werden,
ko¨nnten keine Regeln mit ma¨nnlichen Studenten gefunden werden, da diese als 0 kodiert
sind. Um dies zu vermeiden, muss die Variable theoretisch in 2 Variablen geteilt werden,
eine Variable fu¨r ma¨nnlich: ja/nein und eine Variable weiblich: ja/nein. Praktisch wird
dieser Schritt vom Programmpaket arules (Hahsler u. a. 2011 und Hahsler u. a. 2005) der
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freien Software R (R Development Core Team 2011) intern automatisch durchgefu¨hrt.
Selbiges gilt fu¨r ordinale Variablen.
Problematischer sind hingegen metrische Variablen. In diesem Datensatz sind das
semester, alter, anzahl services, zscore und die 4 Variablen zu den Lernvolumina
(Lernvolumen sbegi, Lernvolumen stime, Lernvolumen send und Lernvolumen svac).
Diese Variablen mu¨ssen, damit sie mit arules weiterverarbeitet werden ko¨nnen, erst
ordinalisiert werden.
Daher wird die Variable semester in die Gruppen
”
Studienanfa¨nger“ (1–2 Semester)
(Anteil 12%),
”
Bachelor“ (3–7) (49%), Master (8–12) (30%) und
”
Langzeitstudent“
(13–90) (9%) aufgeteilt.
Die Variable alter erha¨lt 3 Alterskategorien:
”
jung“ (10–25 Jahre) (Anteil 74%),
”
mittel“
(26–55) (23%) und
”
alt“ (56–90) (1%).
Die Variable anzahl services wird unterteilt in
”
wenige“ (0–3 Services) (Anteil 9%),
”
eher wenige“ (4–7) (34%),
”
eher viele“ (8–12) (44%) und
”
viele“ (13–20) (13%).
Die Variable zscore wird in die Gruppen
”
Unzufrieden“ (zscore: −20–−1) (Anteil
11%),
”
Neutral“ (0–5) (39%) und
”
Zufrieden“ (6–20) (50%) aufgeteilt.
Die 4 Variablen zu den Lernvolumina werden nach ihren jeweiligen Quantilen mit den
Auspra¨gungen
”
wenig“,
”
eher wenig“,
”
eher viel“ und
”
viel“ umkodiert.
Wie in Abschnitt 3.1 erwa¨hnt, liegen die Daten in Form eines
”
data frame“ vor. Das
Paket arules beno¨tigt als Eingabe aber Daten der Klasse
”
transactions“. Sobald das
”
data
frame“ nur aus faktoriellen Variablen besteht, la¨sst sich das
”
data frame“ einfach mit
dem Aufruf as(data, "transactions") in die Klasse
”
transactions“ zwa¨ngen. Dieser
Aufruf muss nicht explizit ausgefu¨hrt werden, da jede Funktion des arules-Pakets diesen
Aufruf, wenn no¨tig, ausfu¨hrt.
3.3. Interne Speicherung
Intern werden Daten der Klasse
”
transactions“ in einer du¨nnbesetzten Matrix (
”
sparse
matrix“) gespeichert, da eine typische Transaktion nur wenige von vielen mo¨glichen
Elementen entha¨lt. Diese komprimierte Darstellungsform bietet technisch den Vorteil,
das weniger Speicher beno¨tigt wird, da nur ein Vektor mit Indices der 1-Eintra¨ge und ein
Vektor, der angibt, wann eine Transaktion beginnt, gespeichert werden muss.
Fu¨r das Beispiel aus Tabelle 2.1 ergibt sich folgende (du¨nnbesetzte) Matrix (siehe
Tabelle 3.1).
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Items
Bier Brot Butter Milch
T
ra
n
sa
k
ti
o
n
en 1 0 1 0 1
2 0 1 1 0
3 1 0 0 0
4 0 1 1 1
5 0 1 1 0
Tabelle 3.1.: Beispiel: Datensatz aus Hahsler u. a. (2005, Seite 7)
Zur Speicherung dieser Tabelle 3.1 wird nun der Vektor der Indices der 1-Eintra¨ge
(2, 4, 2, 3, 1, 2, 3, 4, 2, 3) und der Vektor, der angibt, wann eine Transaktion beginnt
(1, 3, 5, 6, 9) gespeichert. Dies bedeutet, dass die Transaktion 1 mit Element 1 des
Indices-Vektors beginnt und mit Element 2 aufho¨rt, da Transaktion 2 bereits mit dem
dritten Element beginnt.
(vgl. Hahsler u. a. 2005, Seite 4–7)
3.4. Verwendete Variablen
Es werden insgesamt 45 verschiedene Variablen verwendet.
Fu¨r eine Tabelle aller hier verwendeten Variablen siehe Tabelle A.1 im Anhang A.1.
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4. Anwendung und Ergebnisse
Die Auswertung des in Abschnitt 3 vorgestellten Datensatzes, erfolgt mit dem Paket
arules (Hahsler u. a. 2011 und Hahsler u. a. 2005) fu¨r die freie Software R (R Deve-
lopment Core Team 2011). Es ist zu beachten, dass die dortige Implementation des
Apriori-Algorithmus nur Assoziationsregeln mit einem Element in der Konsequenz bzw.
RHS erstellt (siehe Hahsler u. a. 2011, Seite 10).
Die Idee, in dem kompletten Datensatz Assoziationsregeln finden zu wollen, musste schnell
verworfen werden, da hier jede Transaktion (sprich: Beobachtung) zu viele Items entha¨lt.
Aus diesem Grund werden immer nur bestimmte Teile des Datensatzes betrachtet.
Die allgemeine Vorgehensweise in diesem Kapitel ist, dass nahezu alle mo¨glichen Asso-
ziationsregeln gewonnen werden. D. h., Support- und Confidence-Schwellenwerte wer-
den sehr niedrig angesetzt (hier: beide ≤ 0, 05). Die gewonnenen Regeln werden zum
einen nach ihren objektiven Bedeutungsmaßen, insbesondere dem Odds-Ratio θ ent-
sprechend, als interessant oder eben uninteressant eingestuft (eine Einstufung nach
Lift bzw. φ-Koeffizienten a¨ndert hier praktisch nichts). Zum anderen werden subjektive
Interessantheits-Maße im Data-Mining-Prozess verwendet (siehe Geng u. Hamilton 2006).
D. h., es wird Hintergrundwissen angewendet, um z. B. die rechte Seite von Regeln von
Anfang an festzulegen.
4.1. Geschlecht, Studienfach, Lernort
Wer lernt ’ha¨ufig’ oder ’fast immer’ an einem Lernort?
In diesem Abschnitt wird untersucht, ob sich aus dem Studienfach und dem Ge-
schlecht eines Studierenden eine Aussage u¨ber den Lernort treffen la¨sst. Es werden nur
universita¨tseigene Lernorte (d. h., Fakulta¨t, Fachbibliothek, UB-Zentrale und Studenten-
bibliothek) betrachtet. Es werden nur Assoziationsregeln gesucht, die in der Konsequenz
Lernorte mit
”
ha¨ufig“ oder
”
fast immer“ aufweisen.
Es ergibt sich der folgende ausgewa¨hlte Auszug an Regeln (vgl. Anhang B.1):
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• {studienfach=MaNa,
sex=weiblich} ⇒ {Lernorte Fak=ha¨ufig} θ = 2, 39
• {studienfach=MaNa,
sex=ma¨nnlich} ⇒ {Lernorte Fak=ha¨ufig} θ = 1, 80
• {studienfach=MaNa} ⇒ {Lernorte Fak=ha¨ufig} θ = 2, 30
• {studienfach=GeiWi,
sex=weiblich} ⇒ {Lernorte FachB=ha¨ufig} θ = 1, 43
• {studienfach=GeiWi,
sex=ma¨nnlich} ⇒ {Lernorte FachB=ha¨ufig} θ = 1, 39
• {studienfach=GeiWi} ⇒ {Lernorte FachB=ha¨ufig} θ = 1, 67
Diese Regeln haben alle einen Odds-Ratio ≥ 1, 39 und legen die Vermutung nahe, dass
nur das Studienfach eine Rolle bei der Wahl des Lernortes spielt. Die dazugeho¨rige
Analyse (siehe Anhang B.1.1) ergibt:
• {studienfach=MaNa} ⇒ {Lernorte Fak=ha¨ufig} θ = 2, 30
• {studienfach=MaNa} ⇒ {Lernorte UBS=ha¨ufig} θ = 1, 42
• {studienfach=GeiWi} ⇒ {Lernorte FachB=ha¨ufig} θ = 1, 67
• {studienfach=ReWiSo} ⇒ {Lernorte UBZ=ha¨ufig} θ = 1, 54
• {studienfach=ReWiSo} ⇒ {Lernorte UBS=ha¨ufig} θ = 1, 43
• {studienfach=ReWiSo} ⇒ {Lernorte FachB=fast immer} θ = 1, 36
D. h., Studierende, die ein mathematisches und/oder naturwissenschaftliches Studienfach
studieren, haben eine 2, 3-mal so hohe Chance,
”
ha¨ufig“ in der Fakulta¨t zu lernen. Die
Interpretation ist fu¨r die anderen Regeln analog.
Untersucht man vollsta¨ndigerweise, ob sich aus dem Geschlecht doch auf den bevorzugten
Lernort zuru¨ckschließen la¨sst, ergeben sich als Regeln mit dem ho¨chsten Odds-Ratio
(siehe Anhang B.1.2):
• {sex=ma¨nnlich} ⇒ {Lernorte FachB=fast immer} θ = 1, 35
• {sex=ma¨nnlich } ⇒ {Lernorte Fak=ha¨ufig} θ = 1, 13
• {sex=weiblich} ⇒ {Lernorte FachB=ha¨ufig} θ = 1, 10
Diese Regeln sollten nicht u¨berinterpretiert werden, da zum einen die Bedeutungsmaße
(Odds-Ratio, Lift und φ-Koeffizient) nicht stark vom Wert fu¨r statistische Unabha¨ngigkeit
abweichen und zum anderen die Unterscheidung bei der Fachbibliothek zwischen
”
fast
immer“ und
”
ha¨ufig“ nicht klar definiert und somit sehr ungenau ist.
Der bevorzugte Lernort la¨sst sich somit nur gut aus dem Studienfach des Befragten
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vorhersagen.
4.2. Geschlecht, Studienfach
Wer studiert welches Fach?
Oft werden Studienrichtungen klischeehaft bestimmten Geschlechtern zugeordnet, daher
wird hier untersucht, ob sich diese Klischees in diesem Datensatz wiederfinden lassen.
Die Konsequenz der Regeln soll daher das Studienfach beinhalten. Anhang B.2 zeigt den
zugeho¨rigen R-Output. Es ergeben sich die interessanten Regeln:
• {sex=ma¨nnlich} ⇒ {studienfach=MaNa} θ = 2, 30
• {sex=ma¨nnlich} ⇒ {studienfach=ReWiSo} θ = 1, 74
• {sex=weiblich} ⇒ {studienfach=GeiWi} θ = 2, 28
• {sex=weiblich} ⇒ {studienfach=Med} θ = 1, 13
Die letzte Regel ist praktisch nur der Vollsta¨ndigkeit halber aufgefu¨hrt, da vor allem
Lift und φ-Koeffizient statistische Unabha¨ngigkeit suggerieren. Die hier gewonnenen
Assoziationsregeln zeigen insbesondere an, dass ma¨nnliche Studenten eine um den Faktor
2, 3 erho¨hte Chance haben, Mathematik und Naturwissenschaften zu studieren. Weibliche
Studentinnen hingegen haben eine um den Faktor 2, 28 erho¨hte Chance, eine Geisteswis-
senschaft zu studieren.
Abschließend la¨sst sich sagen, dass die vermuteten Klischees im Datensatz zu finden sind.
4.3. Alter, Geschlecht, Semester, Studienfach, Lernzeiten
Wer lernt zu welchen Zeiten?
Hier sollen Assoziationsregeln aus den personenbezogenen Variablen Alter, Geschlecht,
Semester und Studienfach und allen Variablen zu Lernzeiten gefunden. Dieses Vorhaben
erweist sich ohne weitere Restriktionen als sehr unu¨bersichtlich. Deswegen werden die
Variablen zu den Lernzeiten unterteilt nach
”
wa¨hrend des Semesters“ und
”
wa¨hrend der
Ferien“. Zudem werden fu¨r die Konsequenz lediglich die Lernzeiten-Variablen verwendet.
Bei diesen Variablen ist insbesondere interessant, wann Studierende lernen (und nicht,
wann sie nicht lernen).
Zuerst werden nur die Lernzeiten
”
wa¨hrend des Semesters“ betrachtet. Alle Analysen,
die mehr als eine Variable in der linken Seite beinhalteten, erwiesen sich hier nicht als
aussagekra¨ftiger, sondern nur als unu¨bersichtlicher. Daher wird immer nur eine Variable
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in der Voraussetzungsseite betrachtet.
Mit dem Studienfach als Voraussetzung ergeben sich als interessante Regeln (siehe
Anhang B.3.1):
• {studienfach=Med} ⇒ {Lernzeiten woche abend sem=1} θ = 3, 51
• {studienfach=Med} ⇒ {Lernzeiten sonn vorm sem=1} θ = 2, 38
• {studienfach=Med} ⇒ {Lernzeiten sams abend sem=1} θ = 1, 94
• {studienfach=Med} ⇒ {Lernzeiten sams vorm sem=1} θ = 1, 81
• {studienfach=Med} ⇒ {Lernzeiten sonn nachm sem=1} θ = 1, 45
• {studienfach=Med} ⇒ {Lernzeiten sams nachm sem=1} θ = 1, 35
• {studienfach=MaNa} ⇒ {Lernzeiten sams abend sem=1} θ = 1, 47
• {studienfach=MaNa} ⇒ {Lernzeiten woche abend sem=1} θ = 1, 44
• {studienfach=MaNa} ⇒ {Lernzeiten woche nacht sem=1} θ = 1, 26
• {studienfach=MaNa} ⇒ {Lernzeiten sonn nachm sem=1} θ = 1, 22
• {studienfach=MaNa} ⇒ {Lernzeiten sams nachm sem=1} θ = 1, 12
• {studienfach=GeiWi} ⇒ {Lernzeiten woche vorm sem=1} θ = 1, 36
• {studienfach=GeiWi} ⇒ {Lernzeiten woche nachm sem=1} θ = 1, 27
• {studienfach=ReWiSo} ⇒ {Lernzeiten woche nachm sem=1} θ = 1, 24
• {studienfach=ReWiSo} ⇒ {Lernzeiten woche vorm sem=1} θ = 1, 11
Diese Regeln lassen sich subjektiv so zusammenfassen, dass Studierende der Medizin und
Gesundheitswissenschaften bzw. der Mathematik und Naturwissenschaften hauptsa¨chlich
am Wochenende oder unter der Woche abends lernen, wa¨hrende Studierende der Geistes-
wissenschaften bzw. der Rechts-, Wirtschafts- und Sozialwissenschaften hauptsa¨chlich
unter der Woche vormittags und nachmittags lernen. Jedoch sind die Bedeutungsmaße
nur fu¨r Studierende der Medizin und Gesundheitswissenschaften besonders groß.
Untersucht man, ob sich die Lernzeiten im Semester durch das Geschlecht vorhersagen
lassen, ergeben sich als Regeln mit den ho¨chsten Odds-Ratios (siehe Anhang B.3.2):
• {sex=weiblich} ⇒ {Lernzeiten sonn vorm sem=1} θ = 1, 47
• {sex=weiblich} ⇒ {Lernzeiten sams vorm sem=1} θ = 1, 32
• {sex=weiblich} ⇒ {Lernzeiten woche vorm sem=1} θ = 1, 19
• {sex=ma¨nnlich} ⇒ {Lernzeiten woche nacht sem=1} θ = 1, 46
• {sex=ma¨nnlich} ⇒ {Lernzeiten sams nacht sem=1} θ = 1, 31
• {sex=ma¨nnlich} ⇒ {Lernzeiten sams abend sem=1} θ = 1, 25
• {sex=ma¨nnlich} ⇒ {Lernzeiten woche nachm sem=1} θ = 1, 24
Diese Regeln vermitteln als allgemeines Bild, dass weibliche Studierende eine erho¨hte
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Chance haben, vormittags zu lernen, wobei ma¨nnliche Studenten eine erho¨hte Chance
haben, abends bzw. nachts zu lernen. Es ist jedoch zu beachten, dass keine der zugrunde
liegenden Assoziationsregeln sonderlich stark vom Wert fu¨r statistische Unabha¨ngigkeit
bei den Bedeutungsmaßen Lift und φ-Koeffizienten abweicht. Dieselbe Aussage la¨sst sich
fu¨r die Lernzeiten in den Ferien treffen (siehe Anhang B.3.3).
Fu¨r die Assoziationsstruktur zwischen dem Semester und den Lernzeiten wa¨hrend des
Semesters erha¨lt man die interessanten Regeln (siehe Anhang B.3.4):
• {semester=Master} ⇒ {Lernzeiten woche vorm sem=1} θ = 1, 81
• {semester=Master} ⇒ {Lernzeiten woche nachm sem=1} θ = 1, 47
• {semester=Studienanfa¨nger} ⇒ {Lernzeiten woche abend sem=1} θ = 1, 56
• {semester=Studienanfa¨nger} ⇒ {Lernzeiten sams nachm sem=1} θ = 1, 13
• {semester=Studienanfa¨nger} ⇒ {Lernzeiten sonn nachm sem=1} θ = 1, 11
• {semester=Bachelor} ⇒ {Lernzeiten sonn nachm sem=1} θ = 1, 40
• {semester=Bachelor} ⇒ {Lernzeiten sonn vorm sem=1} θ = 1, 37
• {semester=Bachelor} ⇒ {Lernzeiten woche abend sem=1} θ = 1, 28
• {semester=Bachelor} ⇒ {Lernzeiten sams vorm sem=1} θ = 1, 23
• {semester=Bachelor} ⇒ {Lernzeiten sams nachm sem=1} θ = 1, 17
Diese Regeln kann man wieder zusammenfassen: Studierende, die sich in den ersten
Semestern befinden, lernen eher am Wochenende und unter der Woche abends, und
Studierende in fortgeschrittenen Semestern lernen eher unter der Woche vormittags
und nachmittags. Hier gilt aber, dass die Zusammenfassung der Assoziationsregeln sehr
subjektiv gepra¨gt ist und zudem die Bedeutungsmaße keine großen Werte annehmen (vor
allem fu¨r niedrige Semester).
Mit dem Alter als linke Seite, ließen sich keine wirklich interessanten Assoziationsregeln
mit den Lernzeitem im Semester finden (siehe Anhang B.3.5).
Bei den Lernzeiten in den Ferien ergeben sich – fu¨r alle personenbezogenen Variablen in
der linken Seite – als Regeln mit den ho¨chsten Odds-Ratios (siehe Anhang B.3.6):
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• {alter=jung} ⇒ {Lernzeiten woche nie fer=1} θ = 2, 31
• {semester=Bachelor} ⇒ {Lernzeiten woche nie fer=1} θ = 2, 25
• {alter=jung,
semester=Bachelor} ⇒ {Lernzeiten woche nie fer=1} θ = 2, 21
• {sex=weiblich,
studienfach=GeiWi,
alter=jung,
semester=Master} ⇒ {Lernzeiten woche vorm fer=1} θ = 2, 19
Diese Regeln legen dar, dass
”
junge“ und/oder Studierende in fru¨hen Semestern nie in
den Ferien (zumindest unter der Woche) lernen. Die 4. Regel zeigt zwar eine Regel fu¨r
bestimmte
”
junge“ Studierende an, die unter der Woche in den Ferien liegen, jedoch zeigen
weitere Untersuchungen, dass dies hauptsa¨chlich an den Variablen studienfach=GeiWi
und semester=Master ha¨ngt.
Die Analyse mit Studienfach und Semester als Voraussetzung ergibt (siehe Anhang B.3.7):
• {semester=Bachelor} ⇒ {Lernzeiten woche nie fer=1} θ = 2, 25
• {semester=Bachelor} ⇒ {Lernzeiten sams nie fer=1} θ = 1, 79
• {studienfach=GeiWi,
semester=Master} ⇒ {Lernzeiten woche vorm fer=1} θ = 2, 03
• {studienfach=GeiWi,
semester=Master} ⇒ {Lernzeiten sams vorm fer=1} θ = 1, 98
• {studienfach=GeiWi,
semester=Master} ⇒ {Lernzeiten woche nachm fer=1} θ = 1, 83
• {semester=Langzeitstudent} ⇒ {Lernzeiten woche abend fer=1} θ = 2, 02
Wie in der vorherigen Analyse sieht man, dass Studierende im
”
Bachelor“ eine erho¨hte
Chance haben, in den Ferien praktisch nie zu lernen. Studierende im
”
Master“, die zu
dem eine Geisteswissenschaft studieren, lernen eher schon in den Ferien. Es stellt sich die
Frage, ob dies auch auf alle
”
Master“-Studierende u¨bertragbar ist. Daher schließt sich
eine Analyse nur mit dem Semester als linke Seite an (siehe Anhang B.3.8):
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• {semester=Bachelor} ⇒ {Lernzeiten woche nie fer=1} θ = 2, 25
• {semester=Bachelor} ⇒ {Lernzeiten sams nie fer=1} θ = 1, 79
• {semester=Master} ⇒ {Lernzeiten woche vorm fer=1} θ = 1, 63
• {semester=Master} ⇒ {Lernzeiten sams vorm fer=1} θ = 1, 62
• {semester=Master} ⇒ {Lernzeiten woche abend fer=1} θ = 1, 56
• {semester=Master} ⇒ {Lernzeiten woche nachm fer=1} θ = 1, 54
• {semester=Langzeitstudent} ⇒ {Lernzeiten woche abend fer=1} θ = 2, 02
• {semester=Langzeitstudent} ⇒ {Lernzeiten sams nachm fer=1} θ = 1, 48
Zusammenfassend kann man sagen, dass Studierende in fortgeschrittenen Semestern
eine erho¨hte Chance (oder Risiko) haben, in der vorlesungsfreien Zeit zu lernen. Es kam
bisher in keiner Regel die Auspra¨gung semester=Studienanfa¨nger vor. Dieser Umstand
a¨ndert sich bei Betrachtung des Alters und des Semesters als Voraussetzung fu¨r die
Lernzeit in den Ferien (siehe Anhang B.3.9):
• {alter=alt,
semester=Bachelor} ⇒ {Lernzeiten woche nachm fer=1} θ =∞
• {alter=mittel,
semester=Studienanfa¨nger} ⇒ {Lernzeiten sams nacht fer=1} θ = 5, 79
• {alter=mittel,
semester=Studienanfa¨nger} ⇒ {Lernzeiten woche nacht fer=1} θ = 4, 10
• {alter=mittel,
semester=Studienanfa¨nger} ⇒ {Lernzeiten sams abend fer=1} θ = 3, 37
Es ist sehr auffa¨llig, dass Studierende, die gerade mit dem Studium beginnen und
schon ein mittleres Alter (26–55) erreicht haben, eine sehr stark erho¨hte Chance haben,
allgemein nachts und samstagabends zu lernen. Diese Assoziationsregeln treten auch
fu¨r die Lernzeiten im Semester auf, aber mit niedrigeren Bedeutungsmaßen. Es gilt fu¨r
die 4 oben dargestellten Regeln, dass sie alle einen Support ≤ 0, 5% haben. Es liegt die
Vermutung nahe, dass es sich hierbei um berufsta¨tige Studierende, die zur Weiterbildung
studieren, handelt.
Die vorherige Kombination von
”
Master“ und
”
GeiWi“ legt auch noch eine Analyse der
Form Studienfach ⇒ Lernzeiten in den Ferien nahe (siehe Anhang B.3.10):
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• {studienfach=GeiWi} ⇒ {Lernzeiten woche nachm fer=1} θ = 1, 60
• {studienfach=GeiWi} ⇒ {Lernzeiten sams vorm fer=1} θ = 1, 50
• {studienfach=GeiWi} ⇒ {Lernzeiten woche vorm fer=1} θ = 1, 44
• {studienfach=GeiWi} ⇒ {Lernzeiten sonn nachm fer=1} θ = 1, 31
• {studienfach=GeiWi} ⇒ {Lernzeiten sams nachm fer=1} θ = 1, 31
• {studienfach=GeiWi} ⇒ {Lernzeiten sonn vorm fer=1} θ = 1, 28
• {studienfach=ReWiSo} ⇒ {Lernzeiten sams nie fer=1} θ = 1, 38
• {studienfach=MaNa} ⇒ {Lernzeiten sams abend fer=1} θ = 1, 33
• {studienfach=MaNa} ⇒ {Lernzeiten woche abend fer=1} θ = 1, 12
Studierende der Mathematik und Naturwissenschaften haben wie bei den Lernzeiten im
Semester eine erho¨hte Chance, unter der Woche und Samstag abends zu lernen. Auffa¨llig
ist, dass Studierende der Geisteswissenschaften eine erho¨hte Chance bei vielen Lernzeiten
in den Ferien haben. Intuitiv sollte daher im na¨chsten Punkt 4.4 die Assoziationsregel
gefunden werden, dass Geisteswissenschaftler ein hohes Lernvolumen in den Ferien haben.
4.4. Alter, Geschlecht, Semester, Studienfach, Lernvolumen
Wer lernt wann wieviel?
Einen gemeinsamen Zusammenhang zwischen Alter, Geschlecht, Semester, Studienfach
(alle LHS) und Lernvolumen (RHS) zu finden, erweist sich als sehr unu¨bersichtlich.
Daher wird versucht, aus einzelnen Variablen das Lernvolumen zu bestimmten Zeiten
vorauszusagen.
Wie im vorigen Abschnitt 4.3 erwa¨hnt, sollten Geisteswissenschaftler in den Ferien ein
hohes Lernvolumen aufweisen (vgl. Anhang B.4.1):
• {studienfach=GeiWi} ⇒ {Lernvolumen svac=eher viel} θ = 1, 61
• {studienfach=GeiWi} ⇒ {Lernvolumen send=eher wenig} θ = 1, 33
• {studienfach=GeiWi} ⇒ {Lernvolumen send=wenig} θ = 1, 26
• {studienfach=GeiWi} ⇒ {Lernvolumen svac=viel} θ = 1, 12
• {studienfach=MaNa} ⇒ {Lernvolumen send=viel} θ = 1, 54
• {studienfach=MaNa} ⇒ {Lernvolumen svac=eher wenig} θ = 1, 18
• {studienfach=MaNa} ⇒ {Lernvolumen send=eher viel} θ = 1, 15
Geisteswissenschaftler lernen somit im Vergleich in den Ferien mehr, dafu¨r am Semester-
ende weniger. Fu¨r Studierende der Mathematik und Naturwissenschaften ergibt sich
genau das gegensa¨tzliche Bild. Interessanterweise ergibt sich fu¨r das Semester als linke
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Seite ein relativ a¨hnlicher Output (siehe Anhang B.4.2):
• {semester=Master} ⇒ {Lernvolumen svac=viel} θ = 1, 88
• {semester=Master} ⇒ {Lernvolumen send=wenig} θ = 1, 57
• {semester=Master} ⇒ {Lernvolumen svac=eher wenig} θ = 1, 44
• {semester=Bachelor} ⇒ {Lernvolumen send=viel} θ = 1, 37
• {semester=Bachelor} ⇒ {Lernvolumen svac=wenig} θ = 1, 36
D. h., die Chance fu¨r Studierende im
”
Bachelor“ zu lernen, ist am Ende des Semesters
erho¨ht, dafu¨r aber erniedrigt in der vorlesungsfreien Zeit. Fu¨r Studierende im
”
Master“
gilt genau das Gegenteil. Fasst man die Analysen mit dem Studienfach und Semester in
eine Analyse, erha¨lt man die gleichen Resultate (siehe Anhang B.4.3).
Bei Betrachtung des Alters ergibt sich vor allem ein interessanter Zusammenhang
(vgl. Anhang B.4.4):
• {alter=mittel} ⇒ {Lernvolumen svac=viel} θ = 2, 02
• {alter=mittel} ⇒ {Lernvolumen sbegi=viel} θ = 1, 54
• {alter=mittel} ⇒ {Lernvolumen stime=viel} θ = 1, 36
• {alter=mittel} ⇒ {Lernvolumen send=viel} θ = 1, 04
D. h., Studierende im
”
mittleren“ Alter haben immer eine erho¨hte Chance auf ein sehr
hohes Lernvolumen.
Fu¨r das Geschlecht ergeben sich keine interessanten Assoziationsregeln (siehe Anhang
B.4.5). D. h., Ma¨nner und Frauen unterscheiden sich in ihrem Lernvolumen zu jeder Zeit
des akademischen Jahres kaum.
4.5. Alter, Geschlecht, Semester, Studienfach, Nutzer, Anzahl
Services, Zufriedenheits-Score
In diesem Punkt wird erst versucht aus personenbezogenen Daten vorherzusagen, ob
Befragte Nutzer sind. Auf diesen Ergebnissen aufbauend soll schließlich eine Aussage
zur Anzahl der benutzten Services getroffen werden. Letztendlich werden alle gerade
genannten Variablen einbezogen, um einen Ru¨ckschluss auf den Zufriedenheits-Score
zuzulassen.
4.5.1. Alter, Geschlecht, Semester, Studienfach, Nutzer
Wer nutzt die Universita¨tsbibliothek?
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In diesem Abschnitt wird untersucht, ob sich aus den vier personenbezogenen Variablen
alter, sex, semester und studienfach vorhersagen la¨sst, ob Befragte nutzer einer
(oder mehrerer) Bibliotheken der LMU sind. Hier ist unbedingt zu beachten, dass die
Stichprobe nicht repra¨sentativ ist, da Nutzer (im allgemeinen Sinne) sta¨rker von der
zugrunde liegenden Umfrage angesprochen wurden.
Der naheliegende Gedanke, dass Studierende, die schon la¨nger studieren, Nutzer sind,
zeigt sich auch in diesen Daten (siehe Anhang B.5.1):
• {semester=Studienanfa¨nger} ⇒ {nutzer=Nichtnutzer} θ = 1, 23
• {semester=Bachelor} ⇒ {nutzer=Nichtnutzer} θ = 1, 08
• {semester=Master} ⇒ {nutzer=Nutzer} θ = 1, 21
• {semester=Langzeitstudent} ⇒ {nutzer=Nutzer} θ = 1, 02
Jedoch sind die resultierenden Bedeutungsmaße kaum vom Wert fu¨r statistische Un-
abha¨ngigkeit verschieden.
Betrachtet man das Alter der Befragten, ergeben sich sich die Regeln (siehe Anhang B.5.2):
• {alter=alt} ⇒ {nutzer=Nutzer} θ =∞ C = 1, 00
• {alter=mittel} ⇒ {nutzer=Nichtnutzer} θ = 1, 17 C = 0, 38
• {alter=jung} ⇒ {nutzer=Nutzer} θ = 1, 12 C = 0, 66
Hier sollte besonders auf die Confidence C der Assoziationsregeln eingegangen werden.
So ist hier jeder
”
alte“ Studierende ein Nutzer der UB Mu¨nchen. Man muss hier aber
unbedingt beachten, dass nur 0,3% (bzw. in absoluten Zahlen: 5) der Befragten in die
Kategorie
”
alt“ fallen (vgl. Anhang A.2), und es sich daher vermutlich um reinen Zufall
handelt. Fu¨r Studierende im
”
jungen“ bzw.
”
mittleren“ Alter gilt, dass 66% bzw. 62%
der Befragten Nutzer sind. Ein Schluss auf die Grundgesamtheit aller Studierenden sollte
– besonders hier – auf Grund der angesprochenen Nicht-Repra¨sentativita¨t der Stichprobe
unbedingt unterlassen werden.
Am ehesten la¨sst sich vorhersagen, ob ein Befragter Nutzer ist, indem man das Studien-
fach betrachtet. Es ergeben sich die zwei interessanten Regeln (siehe Anhang B.5.3):
• {studienfach=GeiWi} ⇒ {nutzer=Nutzer} θ = 1, 67
• {studienfach=MaNa} ⇒ {nutzer=Nichtnutzer} θ = 1, 64
D. h., die Chance, dass ein Geisteswissenschaftler Nutzer ist, ist gro¨ßer, wa¨hrend die
Chance, dass ein Mathematiker bzw. Naturwissenschaftler Nutzer ist, kleiner ist (bzw. die
Chance, dass ein Mathematiker bzw. Naturwissenschaftler Nichtnutzer ist, ist erho¨ht).
Fu¨r das Geschlecht ließen sich keine Regeln finden, die vom Wert fu¨r statistische Un-
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abha¨ngigkeit stark abweichen (siehe Anhang B.5.4).
4.5.2. Alter, Geschlecht, Semester, Studienfach, Nutzer, Anzahl Services
Wer nutzt wie viele Services?
In diesem Abschnitt wird die anzahl services als Konsequenz von Assoziationsregeln
betrachtet, wobei fu¨r die Voraussetzung alle im letzten Abschnitt 4.5.1 verwendeten
Variablen zum Einsatz kommen.
Eine Vermutung ist, dass Nutzer der UB Mu¨nchen auch eine Vielzahl an Services benutzen.
• {nutzer=Nutzer} ⇒ {anzahl services=viele} θ = 1, 71
• {nutzer=Nutzer} ⇒ {anzahl services=eher viele} θ = 1, 29
• {nutzer=Nichtnutzer} ⇒ {anzahl services=eher wenige} θ = 1, 34
Die gewonnenen Regeln besta¨tigen dies (siehe Anhang B.6.1). Diese Fragestellung ließe
sich auch gut mit einer Regression der Variable nutzer auf die (ungruppierte) Variable
anzahl services untersuchen.
Im vorigen Abschnitt 4.5.1 wurde ein Zusammenhang zwischen Studienfach und Nutzer
festgestellt. Das gerade eben erzielte Ergebnis legt daher eine Untersuchung zwischen
Studienfach und Anzahl der benutzten Services nahe (siehe Anhang B.6.2).
• {studienfach=Med} ⇒ {anzahl services=wenige} θ = 2, 86
• {studienfach=Med} ⇒ {anzahl services=eher wenige} θ = 1, 47
• {studienfach=MaNa} ⇒ {anzahl services=wenige} θ = 2, 13
• {studienfach=MaNa} ⇒ {anzahl services=eher wenige} θ = 1, 77
• {studienfach=GeiWi} ⇒ {anzahl services=viele} θ = 2, 07
• {studienfach=GeiWi} ⇒ {anzahl services=eher viele} θ = 1, 50
D. h., fu¨r Geisteswissenschaftler ist die Chance
”
eher viele“ oder sogar
”
viele“ Services
zu benutzen erho¨ht, wa¨hrend die Assoziationsregeln fu¨r Studierende der Mathematik
und Naturwissenschaften bzw. der Medizin und Gesundheitswissenschaften nahelegen,
”
eher wenige“ oder nur
”
wenige“ Services zu nutzen.
Untersucht man einen Zusammenhang von nutzer und studienfach mit anzahl ser-
vices simultan, erha¨lt man ein a¨hnliches Ergebnis, das aber unu¨bersichtlicher ist (siehe
Anhang B.6.3).
Bei einer Analyse eines simultanen Zusammenhangs zwischen alter und semester mit
anzahl services ergibt sich (siehe B.6.4):
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• {semester=Bachelor,
alter=alt} ⇒ {anzahl services=eher wenige} θ =∞
• {semester=Studienanfa¨nger} ⇒ {anzahl services=wenige} θ = 3, 15
• {semester=Studienanfa¨nger,
alter=jung} ⇒ {anzahl services=wenige} θ = 3, 15
• {alter=alt} ⇒ {anzahl services=eher wenige} θ = 2, 96
• {semester=Master} ⇒ {anzahl services=viele} θ = 2, 32
• {semester=Studienanfa¨nger,
alter=mittel} ⇒ {anzahl services=viele} θ = 2, 27
• {alter=jung} ⇒ {anzahl services=wenige} θ = 2, 25
• {semester=Langzeitstudent,
alter=mittel} ⇒ {anzahl services=eher viele} θ = 2, 25
• {semester=Studienanfa¨nger,
alter=jung} ⇒ {anzahl services=eher wenige} θ = 2, 21
• {semester=Studienanfa¨nger} ⇒ {anzahl services=eher wenige} θ = 2, 17
• {semester=Langzeitstudent} ⇒ {anzahl services=eher viele} θ = 2, 10
• {semester=Master,
alter=jung} ⇒ {anzahl services=viele} θ = 2, 09
• {alter=mittel} ⇒ {anzahl services=viele} θ = 1, 83
• {semester=Bachelor,
alter=mittel} ⇒ {anzahl services=viele} θ = 1, 69
• {semester=Master,
alter=mittel} ⇒ {anzahl services=viele} θ = 1, 67
• {semester=Bachelor,
alter=jung} ⇒ {anzahl services=wenige} θ = 1, 54
• {semester=Bachelor} ⇒ {anzahl services=wenige} θ = 1, 49
• {alter=jung} ⇒ {anzahl services=eher wenige} θ = 1, 48
• {alter=mittel} ⇒ {anzahl services=eher viele} θ = 1, 46
• {semester=Master,
alter=mittel} ⇒ {anzahl services=eher viele} θ = 1, 44
Zusammenfassend kann man behaupten, dass Studierende in fortgeschrittenen Semestern,
egal welchen Alters, eine ho¨here Chance haben
”
eher viele“ bis
”
viele“ Services zu nutzen.
Fu¨r
”
Studienanfa¨nger“ und
”
Bachelor“-Studenten unterscheidet sich das Bild je nach
Alter der Studierenden; wa¨hrend junge (bzw. alte) Studierende in diesen Semestern
eine erho¨hte Chance besitzen,
”
eher wenige“ bis
”
wenige“ Services zu nutzen, haben
”
Studienfa¨nger“ und
”
Bachelor“-Studenten im mittleren Alter eine erho¨hte Chance,
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”
viele“ Services zu nutzen.
4.5.3. Alter, Geschlecht, Semester, Studienfach, Nutzer, Anzahl Services,
Zufriedenheits-Score
Wer ist wie zufrieden?
In diesem Abschnitt wird als rechte Seite der Assoziationsregeln die ku¨nstlich erzeugte
Variable zscore verwendet. Die Analyse mit allen aus dem vorherigen Punkt 4.5.2
verwendeten Variablen in der linken Seite liefert ein sehr einheitliches Bild (siehe Anhang
B.7). Die ersten 16 Regeln mit dem ho¨chsten Odds-Ratio zeigen in der Konsequenz nur
die Auspra¨gung zscore=Zufrieden. Daher werden fu¨r die Voraussetzung der Regeln
wieder nur Teilmengen betrachtet.
Betrachtet man als Teilmenge die Anzahl der benutzten Services und ob Studierende
Nutzer sind, ergibt sich (siehe Anhang B.7.1):
• {anzahl services=viele} ⇒ {zscore=Zufrieden} θ = 2, 27
• {nutzer=Nutzer,
anzahl services=viele} ⇒ {zscore=Zufrieden} θ = 2, 19
• {nutzer=Nutzer,
anzahl services=wenige} ⇒ {zscore=Unzufrieden} θ = 2, 17
• {nutzer=Nichtnutzer,
anzahl services=viele} ⇒ {zscore=Zufrieden} θ = 2, 13
• {anzahl services=wenige} ⇒ {zscore=Unzufrieden} θ = 2, 05
Nutzer und Nichtnutzer, die viele Services nutzen, sind zufrieden. Nutzer, die hingegen
nur wenige Services nutzen, sind unzufrieden. Dies legt die Vermutung nahe, dass nur
die Anzahl der Services hier eine Rolle spielt und es egal fu¨r die Zufriedenheit ist, ob
Studierende Nutzer sind oder nicht.
Daher wird erstmal nur die Anzahl der Services weiter betrachtet. Damit erha¨lt man die
Regeln (siehe Anhang B.7.2):
• {anzahl services=viele} ⇒ {zscore=Zufrieden} θ = 2, 27
• {anzahl services=eher viele} ⇒ {zscore=Zufrieden} θ = 1, 34
• {anzahl services=eher wenige} ⇒ {zscore=Neutral} θ = 1, 24
• {anzahl services=eher wenige} ⇒ {zscore=Unzufrieden} θ = 1, 48
• {anzahl services=wenige} ⇒ {zscore=Neutral} θ = 1, 75
• {anzahl services=wenige} ⇒ {zscore=Unzufrieden} θ = 2, 05
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D. h., Studierende die
”
eher viele“ oder sogar
”
viele“ Services nutzen, haben eine erho¨hte
Chance, zufrieden zu sein. Studierende, die hingegen
”
eher wenige“ bis
”
wenige“ Services
nutzen, haben eine erho¨hte Chance, einen niedrigeren Zufriedenheitsscore zu haben.
Wird nun zudem noch das Alter in die Voraussetzung mit aufgenommen, ergeben sich
die Regeln (siehe Anhang B.7.3):
• {alter=jung,
anzahl services=viele} ⇒ {zscore=Zufrieden} θ = 2, 47
• {alter=jung,
anzahl services=wenige} ⇒ {zscore=Unzufrieden} θ = 2, 17
• {alter=jung,
anzahl services=wenige} ⇒ {zscore=Neutral} θ = 1, 88
• {alter=jung,
anzahl services=eher wenige} ⇒ {zscore=Unzufrieden} θ = 1, 46
• {alter=mittel,
anzahl services=viele} ⇒ {zscore=Zufrieden} θ = 1, 72
• {alter=mittel,
anzahl services=wenige} ⇒ {zscore=Zufrieden} θ = 1, 69
• {alter=mittel,
anzahl services=eher viele} ⇒ {zscore=Zufrieden} θ = 1, 68
Dies bedeutet Studierende im
”
mittleren“ Alter haben, unabha¨ngig von ihrer Anzahl an
benutzten Services, eine ho¨here Chance auf einen hohen Zufriedenheitsscore. Fu¨r
”
junge“
Studierende ergibt sich das gleiche Bild wie im oberen Fall, als man nur die Anzahl an
Services betrachtet hat.
Fu¨r die Untersuchung, ob die Studienfa¨cher unterschiedlich zufrieden sind, wird in der
linken Seite nur das Studienfach betrachtet. Man erha¨lt die Regeln (siehe Anhang B.7.4):
• {studienfach=Med} ⇒ {zscore=Unzufrieden} θ = 1, 87
• {studienfach=Med} ⇒ {zscore=Neutral} θ = 1, 45
• {studienfach=MaNa} ⇒ {zscore=Neutral} θ = 1, 51
• {studienfach=ReWiSo} ⇒ {zscore=Neutral} θ = 1, 28
• {studienfach=ReWiSo} ⇒ {zscore=Unzufrieden} θ = 1, 11
• {studienfach=GeiWi} ⇒ {zscore=Zufrieden} θ = 1, 84
D. h., nur die Geisteswissenschaftler haben eine erho¨hte Chance auf einen hohen Zufrieden-
heitsscore. Alle anderen Fa¨cher, insbesondere die Medizin und Gesundheitswissenschaften,
haben eine erho¨hte Chance auf einen niedrigen Zufriedenheitsscore.
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5. Schluss
5.1. Zusammenfassung
Das erste zu treffende Fazit ist, dass sich Assoziationsregeln nur bedingt zur Analyse dieses
Datensatzes eignen. Die hier betrachteten Daten sind zu dicht, d. h., jede Transaktion
(sprich: Beobachtung) entha¨lt zu viele Items. Zudem entha¨lt der Datensatz fu¨r die Analyse
mit Assozationsregeln vergleichsweise wenig Beobachtungen.
Trotzdem ko¨nnen als wichtige und interessante Ergebnisse festgehalten werden:
• Jedes Studienfach bevorzugt andere Lernorte.
• Studienfa¨cher unterscheiden sich in den Lernzeiten (Semester und Ferien).
• Frauen lernen bevorzugt tagsu¨ber, Ma¨nner abends bzw. nachts.
• Jedes Studienfach lernt zu einer anderen Phase des akademischen Jahres.
• Geisteswissenschaftler sind versta¨rkt Nutzer der UB, Naturwissenschaftler nicht.
• Das Studienfach beeinflusst die Anzahl der benutzten Services.
• Mit der Anzahl der Services variiert der Zufriedenheitsscore.
• Nur Geisteswissenschaftler haben eine erho¨hte Chance auf einen hohen Zufrieden-
heitsscore.
5.2. Ausblick
Man ko¨nnte Assoziationsregeln zwischen den einzelnen Services suchen. Dies wu¨rde am
ehesten auch der klassischen Warenkorbanalyse entsprechen. Problematisch ist hierbei
aber, dass Studierende angeben sollten, welche Services sie schon jemals benutzt haben.
Somit hat man keine Information, ob die Services
”
gleichzeitig“ zusammen genutzt
wurden oder mit großem zeitlichen Abstand und vollkommen unabha¨ngig voneinander.
Dies kann zu falschen Schlu¨ssen bei der Interpretation der Ergebnisse fu¨hren.
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Eine Erweiterung des arules-Packages zur Gewinnung von Assoziationsregeln mit mehr-
elementigen Konsequenzen ko¨nnte weitere interessante Regeln hervorbringen.
Desweiteren ko¨nnte man sich noch eine Vielzahl an weiteren Bedeutungsmaßen anschauen
und die Ergebnisse der unterschiedlichen Maße vergleichen. Welche Maße suggerieren glei-
che Ergebnisse und welche unterschiedliche? Dies ist mehr eine theoretische Fragestellung
(siehe hierzu Tan u. a. 2004).
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B. R-Code und Output
R-Code und Output zum Kapitel 4. Anwendung und Ergebnisse.
Verwendete Software
• R 2.13.0 (R Development Core Team 2011)
mit Paketen
• arules Version 1.0-6 (Hahsler u. a. 2011, 2005)
• Matrix Version 0.999375-50 (Bates u. Maechler 2011)
• lattice Version 0.19-23 (Sarkar 2008)
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}
0
.
0
7
3
9
3
4
8
4
0
.
2
3
5
0
5
9
8
1
.
1
6
8
7
0
8
1
.
3
4
8
7
5
3
0
.
0
5
7
3
4
2
5
7
2
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
o
r
t
e
_
F
a
k
=
h
a¨
u
f
i
g
}
0
.
0
6
3
9
0
9
7
7
0
.
2
0
3
1
8
7
3
1
.
0
7
0
2
5
4
1
.
1
3
2
9
1
0
0
.
0
2
3
0
3
7
4
3
3
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
o
r
t
e
_
F
a
c
h
B
=
h
a¨
u
f
i
g
}
0
.
2
6
8
7
9
6
9
9
0
.
4
0
1
6
8
5
4
1
.
0
1
9
2
2
1
1
.
1
0
1
0
3
3
0
.
0
2
2
0
4
7
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B
.2
.
G
es
ch
le
ch
t,
S
tu
d
ie
n
fa
ch
>
S
t
u
d
S
e
x
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
s
e
x
"
,
"
s
t
u
d
i
e
n
f
a
c
h
"
)
]
,
+
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
5
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
s
t
u
d
i
e
n
f
a
c
h
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
s
t
u
d
i
e
n
f
a
c
h
)
[
1
:
4
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
S
t
u
d
S
e
x
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
t
u
d
S
e
x
)
,
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
t
u
d
S
e
x
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
t
u
d
S
e
x
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
4
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
0
.
0
7
8
9
4
7
3
7
0
.
2
5
0
9
9
6
0
2
1
.
5
1
1
6
5
9
2
.
3
0
2
3
5
0
0
.
1
5
4
6
5
2
7
8
2
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
s
t
u
d
i
e
n
f
a
c
h
=
G
e
i
W
i
}
0
.
4
0
2
2
5
5
6
4
0
.
6
0
1
1
2
3
6
0
1
.
1
2
6
0
4
8
2
.
2
8
2
0
9
3
0
.
1
9
1
8
4
0
1
1
3
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
s
t
u
d
i
e
n
f
a
c
h
=
R
e
W
i
S
o
}
0
.
0
8
4
5
8
6
4
7
0
.
2
6
8
9
2
4
3
0
1
.
3
1
6
5
7
4
1
.
7
3
9
0
9
0
0
.
1
0
8
6
4
8
9
8
4
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
0
.
0
6
6
4
1
6
0
4
0
.
0
9
9
2
5
0
9
4
1
.
0
3
5
3
2
3
1
.
1
2
7
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6
0
0
.
0
1
6
3
5
8
5
5
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B
.3
.
A
lt
er
,
G
es
ch
le
ch
t,
S
em
es
te
r,
S
tu
d
ie
n
fa
ch
,
L
er
n
ze
it
en
B
.3
.1
.
S
tu
d
ie
n
fa
ch
u
n
d
L
er
n
ze
it
en
im
S
em
es
te
r
>
S
t
u
d
L
e
r
n
Z
e
i
t
_
s
e
m
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
n
a
m
e
s
(
L
Z
s
e
m
)
,
"
s
t
u
d
i
e
n
f
a
c
h
"
)
]
,
+
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
5
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
n
a
m
e
s
(
L
Z
s
e
m
)
[
1
:
1
2
]
,
"
=
1
"
,
s
e
p
=
"
"
)
)
,
+
l
h
s
=
c
(
p
a
s
t
e
(
"
s
t
u
d
i
e
n
f
a
c
h
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
s
t
u
d
i
e
n
f
a
c
h
)
[
1
:
4
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
n
o
n
e
"
)
)
>
q
u
a
l
i
t
y
(
S
t
u
d
L
e
r
n
Z
e
i
t
_
s
e
m
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
t
u
d
L
e
r
n
Z
e
i
t
_
s
e
m
)
,
+
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
t
u
d
L
e
r
n
Z
e
i
t
_
s
e
m
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
t
u
d
L
e
r
n
Z
e
i
t
_
s
e
m
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
1
5
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
a
b
e
n
d
_
s
e
m
=
1
}
0
.
0
8
7
0
9
2
7
3
0
.
9
0
8
4
9
6
7
1
.
2
0
3
2
8
7
3
.
5
1
1
3
2
4
0
.
1
1
6
2
0
5
6
4
2
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
o
n
n
_
v
o
r
m
_
s
e
m
=
1
}
0
.
0
5
2
0
0
5
0
1
0
.
5
4
2
4
8
3
7
1
.
5
3
7
8
4
0
2
.
3
7
8
8
3
9
0
.
1
2
9
2
9
1
4
1
3
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
a
m
s
_
a
b
e
n
d
_
s
e
m
=
1
}
0
.
0
5
5
7
6
4
4
1
0
.
5
8
1
6
9
9
3
1
.
3
4
3
5
4
9
1
.
9
4
2
7
1
7
0
.
0
9
7
7
4
9
7
4
4
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
a
m
s
_
v
o
r
m
_
s
e
m
=
1
}
0
.
0
5
3
8
8
4
7
1
0
.
5
6
2
0
9
1
5
1
.
3
0
9
6
3
2
1
.
8
0
8
5
8
6
0
.
0
8
7
4
2
6
8
3
5
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
a
m
s
_
a
b
e
n
d
_
s
e
m
=
1
}
0
.
0
8
5
2
1
3
0
3
0
.
5
1
3
2
0
7
5
1
.
1
8
5
3
5
3
1
.
4
7
4
0
6
9
0
.
0
7
2
2
6
8
5
5
6
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
o
n
n
_
n
a
c
h
m
_
s
e
m
=
1
}
0
.
0
7
4
5
6
1
4
0
0
.
7
7
7
7
7
7
8
1
.
0
8
9
8
4
5
1
.
4
5
1
4
7
1
0
.
0
4
6
1
8
5
9
3
7
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
a
b
e
n
d
_
s
e
m
=
1
}
0
.
1
3
4
0
8
5
2
1
0
.
8
0
7
5
4
7
2
1
.
0
6
9
5
8
1
1
.
4
3
9
6
2
3
0
.
0
5
4
5
0
4
2
8
8
{
s
t
u
d
i
e
n
f
a
c
h
=
G
e
i
W
i
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
v
o
r
m
_
s
e
m
=
1
}
0
.
2
5
8
7
7
1
9
3
0
.
4
8
4
7
4
1
8
1
.
0
7
9
0
0
7
1
.
3
6
1
6
4
7
0
.
0
7
6
3
5
9
4
9
9
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
a
m
s
_
n
a
c
h
m
_
s
e
m
=
1
}
0
.
0
7
7
6
9
4
2
4
0
.
8
1
0
4
5
7
5
1
.
0
5
9
3
7
0
1
.
3
4
8
6
3
1
0
.
0
3
4
8
8
3
3
6
1
0
{
s
t
u
d
i
e
n
f
a
c
h
=
G
e
i
W
i
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
n
a
c
h
m
_
s
e
m
=
1
}
0
.
3
5
8
3
9
5
9
9
0
.
6
7
1
3
6
1
5
1
.
0
3
9
2
7
5
1
.
2
6
8
4
4
1
0
.
0
5
6
7
7
5
2
8
1
1
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
n
a
c
h
t
_
s
e
m
=
1
}
0
.
0
5
2
0
0
5
0
1
0
.
3
1
3
2
0
7
5
1
.
1
4
3
8
8
8
1
.
2
5
8
6
3
0
0
.
0
3
9
4
2
3
8
3
1
2
{
s
t
u
d
i
e
n
f
a
c
h
=
R
e
W
i
S
o
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
n
a
c
h
m
_
s
e
m
=
1
}
0
.
1
3
9
7
2
4
3
1
0
.
6
8
4
0
4
9
1
1
.
0
5
8
9
1
6
1
.
2
3
7
9
3
6
0
.
0
4
0
3
2
2
2
6
1
3
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
o
n
n
_
n
a
c
h
m
_
s
e
m
=
1
}
0
.
1
2
4
0
6
0
1
5
0
.
7
4
7
1
6
9
8
1
.
0
4
6
9
5
6
1
.
2
2
4
8
0
1
0
.
0
3
3
0
7
7
2
9
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1
4
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
a
m
s
_
n
a
c
h
m
_
s
e
m
=
1
}
0
.
1
2
9
6
9
9
2
5
0
.
7
8
1
1
3
2
1
1
.
0
2
1
0
3
8
1
.
1
1
5
7
4
2
0
.
0
1
6
9
3
8
3
2
1
5
{
s
t
u
d
i
e
n
f
a
c
h
=
R
e
W
i
S
o
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
v
o
r
m
_
s
e
m
=
1
}
0
.
0
9
5
8
6
4
6
6
0
.
4
6
9
3
2
5
2
1
.
0
4
4
6
9
0
1
.
1
0
7
0
5
9
0
.
0
2
0
4
4
9
6
2
B
.3
.2
.
G
es
ch
le
ch
t
u
n
d
L
er
n
ze
it
en
im
S
em
es
te
r
>
S
e
x
L
e
r
n
Z
e
i
t
_
s
e
m
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
n
a
m
e
s
(
L
Z
s
e
m
)
,
"
s
e
x
"
)
]
,
+
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
5
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
n
a
m
e
s
(
L
Z
s
e
m
)
[
1
:
1
2
]
,
"
=
1
"
,
s
e
p
=
"
"
)
)
,
+
l
h
s
=
c
(
p
a
s
t
e
(
"
s
e
x
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
s
e
x
)
[
1
:
2
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
n
o
n
e
"
)
)
>
q
u
a
l
i
t
y
(
S
e
x
L
e
r
n
Z
e
i
t
_
s
e
m
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
e
x
L
e
r
n
Z
e
i
t
_
s
e
m
)
,
+
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
e
x
L
e
r
n
Z
e
i
t
_
s
e
m
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
e
x
L
e
r
n
Z
e
i
t
_
s
e
m
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
7
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
o
n
n
_
v
o
r
m
_
s
e
m
=
1
}
0
.
2
5
5
0
1
2
5
3
0
.
3
8
1
0
8
6
1
1
.
0
8
0
3
0
8
1
.
4
6
8
2
8
8
0
.
0
8
4
3
2
0
3
3
2
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
n
a
c
h
t
_
s
e
m
=
1
}
0
.
1
0
2
7
5
6
8
9
0
.
3
2
6
6
9
3
2
1
.
1
9
3
1
4
0
1
.
4
5
9
1
7
6
0
.
0
8
0
3
3
6
9
8
3
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
a
m
s
_
v
o
r
m
_
s
e
m
=
1
}
0
.
3
0
2
0
0
5
0
1
0
.
4
5
1
3
1
0
9
1
.
0
5
1
5
2
1
1
.
3
1
6
8
5
1
0
.
0
6
3
5
3
9
2
6
4
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
a
m
s
_
n
a
c
h
t
_
s
e
m
=
1
}
0
.
0
6
2
0
3
0
0
8
0
.
1
9
7
2
1
1
2
1
.
1
5
7
1
6
5
1
.
3
0
7
8
0
7
0
.
0
4
8
2
5
4
8
3
5
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
s
a
m
s
_
a
b
e
n
d
_
s
e
m
=
1
}
0
.
1
4
7
8
6
9
6
7
0
.
4
7
0
1
1
9
5
1
.
0
8
5
8
3
3
1
.
2
4
6
0
0
5
0
.
0
5
0
8
0
5
8
1
6
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
z
e
i
t
e
n
_
w
o
c
h
e
_
n
a
c
h
m
_
s
e
m
=
1
}
0
.
2
1
3
6
5
9
1
5
0
.
6
7
9
2
8
2
9
1
.
0
5
1
5
3
8
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p
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=
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.
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.
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p
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c
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p
=
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+
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p
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l
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i
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e
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i
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e
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u
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i
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e
i
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e
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a
p
r
i
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=
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.
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.
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p
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c
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=
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p
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e
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p
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l
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i
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i
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u
r
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p
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te
r
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l
t
e
r
L
e
r
n
Z
e
i
t
_
s
e
m
<
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a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
n
a
m
e
s
(
L
Z
s
e
m
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,
"
a
l
t
e
r
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p
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e
t
e
r
=
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i
s
t
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u
p
p
=
0
.
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.
0
5
,
t
a
r
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e
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p
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r
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n
c
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=
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e
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p
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t
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l
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e
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l
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e
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e
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u
l
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e
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u
a
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i
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l
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e
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r
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i
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i
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u
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l
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i
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p
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p
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c
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d
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a
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c
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u
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i
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s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
n
o
n
e
"
)
)
>
q
u
a
l
i
t
y
(
A
l
t
e
r
L
e
r
n
V
o
l
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
A
l
t
e
r
L
e
r
n
V
o
l
)
,
+
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
A
l
t
e
r
L
e
r
n
V
o
l
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
A
l
t
e
r
L
e
r
n
V
o
l
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
1
1
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
=
v
i
e
l
}
0
.
0
9
3
9
8
4
9
6
0
.
3
8
6
5
9
7
9
1
.
4
1
1
9
2
3
2
.
0
2
2
5
1
6
0
.
1
4
3
3
4
9
8
8
1
2
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
=
e
h
e
r
w
e
n
i
g
}
0
.
2
2
9
3
2
3
3
1
0
.
3
0
9
9
0
6
9
1
.
0
7
7
5
8
5
1
.
5
5
4
8
7
8
0
.
0
8
3
1
5
7
7
4
8
3
{
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
=
v
i
e
l
}
0
.
0
8
3
3
3
3
3
3
0
.
3
4
2
7
8
3
5
1
.
2
4
6
2
0
2
1
.
5
3
7
4
3
4
0
.
0
8
5
9
4
8
5
8
6
4
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
=
w
e
n
i
g
}
0
.
1
9
6
1
1
5
2
9
0
.
2
6
5
0
2
9
6
1
.
0
7
9
0
4
9
1
.
5
3
3
6
8
7
0
.
0
7
6
0
9
0
1
3
3
5
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
=
w
e
n
i
g
}
0
.
1
5
8
5
2
1
3
0
0
.
2
1
4
2
2
5
2
1
.
0
8
1
9
7
3
1
.
5
2
3
2
6
2
0
.
0
6
8
7
0
8
4
8
1
6
{
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
=
v
i
e
l
}
0
.
0
7
2
0
5
5
1
4
0
.
2
9
6
3
9
1
8
1
.
1
8
2
6
0
3
1
.
3
6
4
2
4
4
0
.
0
5
9
8
4
8
7
2
9
7
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
=
e
h
e
r
v
i
e
l
}
0
.
2
2
1
1
7
7
9
4
0
.
2
9
8
8
9
9
2
1
.
0
4
1
5
7
9
1
.
2
5
8
6
8
4
0
.
0
4
4
4
9
7
6
0
0
8
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
=
e
h
e
r
v
i
e
l
}
0
.
2
0
5
5
1
3
7
8
0
.
2
7
7
7
3
0
7
1
.
0
1
8
9
8
4
1
.
1
0
6
8
5
8
0
.
0
1
9
6
0
3
2
6
9
9
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
e
n
d
=
e
h
e
r
v
i
e
l
}
0
.
2
1
3
6
5
9
1
5
0
.
2
8
8
7
3
8
4
1
.
0
1
0
5
8
4
1
.
0
5
9
0
0
6
0
.
0
1
1
2
9
2
5
2
4
1
0
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
=
w
e
n
i
g
}
0
.
1
5
8
5
2
1
3
0
0
.
2
1
4
2
2
5
2
1
.
0
1
1
5
4
9
1
.
0
5
8
4
4
3
0
.
0
1
0
0
9
8
4
1
6
1
1
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
=
e
h
e
r
w
e
n
i
g
}
0
.
1
8
7
3
4
3
3
6
0
.
2
5
3
1
7
5
3
1
.
0
1
0
1
6
9
1
.
0
5
3
9
2
8
0
.
0
0
9
9
2
1
0
6
8
Robert Pietsch
70 B. R-Code und Output
1
2
{
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
e
n
d
=
v
i
e
l
}
0
.
0
6
2
6
5
6
6
4
0
.
2
5
7
7
3
2
0
1
.
0
2
3
2
3
4
1
.
0
4
1
6
6
7
0
.
0
0
7
6
4
0
5
3
3
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B. R-Code und Output 71
B
.4
.5
.
G
es
ch
le
ch
t
u
n
d
L
er
n
vo
lu
m
en
>
S
e
x
L
e
r
n
V
o
l
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
"
,
"
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
"
,
"
L
e
r
n
v
o
l
u
m
e
n
_
s
e
n
d
"
,
"
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
"
,
+
"
s
e
x
"
)
]
,
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
5
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
)
[
1
:
4
]
,
s
e
p
=
"
"
)
,
+
p
a
s
t
e
(
"
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
)
[
1
:
4
]
,
s
e
p
=
"
"
)
,
+
p
a
s
t
e
(
"
L
e
r
n
v
o
l
u
m
e
n
_
s
e
n
d
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
L
e
r
n
v
o
l
u
m
e
n
_
s
e
n
d
)
[
1
:
4
]
,
s
e
p
=
"
"
)
,
+
p
a
s
t
e
(
"
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
)
[
1
:
4
]
,
s
e
p
=
"
"
)
)
,
+
l
h
s
=
c
(
p
a
s
t
e
(
"
s
e
x
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
s
e
x
)
[
1
:
2
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
n
o
n
e
"
)
)
>
q
u
a
l
i
t
y
(
S
e
x
L
e
r
n
V
o
l
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
e
x
L
e
r
n
V
o
l
)
,
+
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
e
x
L
e
r
n
V
o
l
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
e
x
L
e
r
n
V
o
l
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
1
2
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
=
w
e
n
i
g
}
0
.
0
7
1
4
2
8
5
7
0
.
2
2
7
0
9
1
6
1
.
1
4
6
9
5
6
1
.
2
9
7
4
3
8
0
.
0
4
9
4
6
1
8
6
5
2
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
=
e
h
e
r
v
i
e
l
}
0
.
1
6
9
1
7
2
9
3
0
.
2
5
2
8
0
9
0
1
.
0
5
0
7
3
7
1
.
2
2
8
7
3
0
0
.
0
4
0
6
1
7
2
7
9
3
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
=
w
e
n
i
g
}
0
.
0
7
3
9
3
4
8
4
0
.
2
3
5
0
5
9
8
1
.
1
0
9
9
2
7
1
.
2
2
0
7
8
6
0
.
0
3
8
5
9
8
1
2
6
4
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
=
e
h
e
r
w
e
n
i
g
}
0
.
1
7
4
1
8
5
4
6
0
.
2
6
0
2
9
9
6
1
.
0
3
8
5
9
6
1
.
1
7
1
0
7
3
0
.
0
3
1
7
4
4
5
9
6
5
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
=
e
h
e
r
w
e
n
i
g
}
0
.
1
4
3
4
8
3
7
1
0
.
2
1
4
4
1
9
5
1
.
0
3
7
0
1
1
1
.
1
5
3
9
3
1
0
.
0
2
6
8
7
4
1
2
8
6
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
=
v
i
e
l
}
0
.
0
9
2
7
3
1
8
3
0
.
2
9
4
8
2
0
7
1
.
0
7
1
8
3
1
1
.
1
5
3
6
6
8
0
.
0
2
9
9
7
2
3
9
6
7
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
e
n
d
=
w
e
n
i
g
}
0
.
0
8
0
2
0
0
5
0
0
.
2
5
4
9
8
0
1
1
.
0
4
8
8
3
6
1
.
0
9
7
8
2
0
0
.
0
1
8
7
4
8
3
0
4
8
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
e
n
d
=
e
h
e
r
v
i
e
l
}
0
.
1
9
4
8
6
2
1
6
0
.
2
9
1
1
9
8
5
1
.
0
1
9
1
9
5
1
.
0
8
5
1
6
4
0
.
0
1
7
2
6
5
5
8
4
9
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
e
n
d
=
e
h
e
r
w
e
n
i
g
}
0
.
1
4
9
7
4
9
3
7
0
.
2
2
3
7
8
2
8
1
.
0
2
0
4
4
9
1
.
0
8
3
0
7
0
0
.
0
1
5
4
1
4
3
4
4
1
0
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
t
i
m
e
=
e
h
e
r
v
i
e
l
}
0
.
0
9
3
3
5
8
4
0
0
.
2
9
6
8
1
2
7
1
.
0
3
4
3
0
8
1
.
0
7
2
3
1
6
0
.
0
1
4
7
4
3
5
6
5
1
1
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
v
a
c
=
e
h
e
r
w
e
n
i
g
}
0
.
1
9
5
4
8
8
7
2
0
.
2
9
2
1
3
4
8
1
.
0
1
5
7
8
9
1
.
0
6
9
6
4
7
0
.
0
1
4
2
6
7
6
2
9
1
2
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
L
e
r
n
v
o
l
u
m
e
n
_
s
b
e
g
i
=
e
h
e
r
v
i
e
l
}
0
.
1
8
4
2
1
0
5
3
0
.
2
7
5
2
8
0
9
1
.
0
0
9
9
9
6
1
.
0
4
2
5
5
3
0
.
0
0
8
7
0
2
1
9
6
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72 B. R-Code und Output
B
.5
.
A
lt
er
,
G
es
ch
le
ch
t,
S
em
es
te
r,
S
tu
d
ie
n
fa
ch
,
N
u
tz
er
B
.5
.1
.
S
em
es
te
r
u
n
d
N
u
tz
er
>
S
e
m
N
u
t
z
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
n
u
t
z
e
r
"
,
"
s
e
m
e
s
t
e
r
"
)
]
,
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
0
1
,
c
o
n
f
=
0
.
0
5
,
+
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
n
u
t
z
e
r
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
n
u
t
z
e
r
)
[
1
:
2
]
,
s
e
p
=
"
"
)
)
,
+
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
S
e
m
N
u
t
z
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
e
m
N
u
t
z
)
,
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
e
m
N
u
t
z
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
e
m
N
u
t
z
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
4
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
e
m
e
s
t
e
r
=
S
t
u
d
i
e
n
a
n
f
a¨
n
g
e
r
}
=
>
{
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
0
.
0
4
6
9
9
2
4
8
0
.
3
9
4
7
3
6
8
1
.
1
2
2
9
9
5
1
.
2
3
4
5
6
8
0
.
0
3
3
2
8
7
5
3
4
2
{
s
e
m
e
s
t
e
r
=
M
a
s
t
e
r
}
=
>
{
n
u
t
z
e
r
=
N
u
t
z
e
r
}
0
.
2
0
4
8
8
7
2
2
0
.
6
7
8
4
2
3
2
1
.
0
4
6
1
4
8
1
.
2
0
9
7
8
7
0
.
0
4
1
2
3
1
1
3
9
3
{
s
e
m
e
s
t
e
r
=
B
a
c
h
e
l
o
r
}
=
>
{
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
0
.
1
7
6
0
6
5
1
6
0
.
3
6
0
2
5
6
4
1
.
0
2
4
9
0
1
1
.
0
7
7
9
8
5
0
.
0
1
7
9
2
3
5
1
2
4
{
s
e
m
e
s
t
e
r
=
L
a
n
g
z
e
i
t
s
t
u
d
e
n
t
}
=
>
{
n
u
t
z
e
r
=
N
u
t
z
e
r
}
0
.
0
5
8
8
9
7
2
4
0
.
6
5
2
7
7
7
8
1
.
0
0
6
6
0
2
1
.
0
2
0
9
1
4
0
.
0
0
2
8
2
4
0
9
3
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B. R-Code und Output 73
B
.5
.2
.
A
lt
er
u
n
d
N
u
tz
er
>
A
l
t
e
r
N
u
t
z
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
n
u
t
z
e
r
"
,
"
a
l
t
e
r
"
)
]
,
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
0
1
,
c
o
n
f
=
0
.
0
5
,
+
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
n
u
t
z
e
r
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
n
u
t
z
e
r
)
[
1
:
2
]
,
s
e
p
=
"
"
)
)
,
+
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
A
l
t
e
r
N
u
t
z
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
A
l
t
e
r
N
u
t
z
)
,
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
A
l
t
e
r
N
u
t
z
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
A
l
t
e
r
N
u
t
z
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
3
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
a
l
t
e
r
=
a
l
t
}
=
>
{
n
u
t
z
e
r
=
N
u
t
z
e
r
}
0
.
0
0
3
1
3
2
8
3
2
1
.
0
0
0
0
0
0
0
1
.
5
4
2
0
2
9
I
n
f
0
.
0
4
1
2
7
2
5
4
2
{
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
0
.
0
9
2
1
0
5
2
6
3
0
.
3
7
8
8
6
6
0
1
.
0
7
7
8
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1
.
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9
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3
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l
t
e
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g
}
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>
{
n
u
t
z
e
r
=
N
u
t
z
e
r
}
0
.
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74 B. R-Code und Output
B
.5
.3
.
S
tu
d
ie
n
fa
ch
u
n
d
N
u
tz
er
>
S
t
u
d
N
u
t
z
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
n
u
t
z
e
r
"
,
"
s
t
u
d
i
e
n
f
a
c
h
"
)
]
,
+
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
5
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
n
u
t
z
e
r
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
n
u
t
z
e
r
)
[
1
:
2
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
S
t
u
d
N
u
t
z
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
t
u
d
N
u
t
z
)
,
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
t
u
d
N
u
t
z
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
t
u
d
N
u
t
z
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
2
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
t
u
d
i
e
n
f
a
c
h
=
G
e
i
W
i
}
=
>
{
n
u
t
z
e
r
=
N
u
t
z
e
r
}
0
.
3
7
5
3
1
3
3
0
.
7
0
3
0
5
1
6
1
.
0
8
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1
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6
1
.
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7
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5
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7
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s
t
u
d
i
e
n
f
a
c
h
=
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a
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}
=
>
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n
u
t
z
e
r
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N
i
c
h
t
n
u
t
z
e
r
}
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0
7
4
5
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B. R-Code und Output 75
B
.5
.4
.
G
es
ch
le
ch
t
u
n
d
N
u
tz
er
>
S
e
x
N
u
t
z
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
n
u
t
z
e
r
"
,
"
s
e
x
"
)
]
,
+
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
5
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
n
u
t
z
e
r
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
n
u
t
z
e
r
)
[
1
:
2
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
S
e
x
N
u
t
z
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
e
x
N
u
t
z
)
,
+
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
e
x
N
u
t
z
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
e
x
N
u
t
z
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
5
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
e
x
=
w
e
i
b
l
i
c
h
}
=
>
{
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
0
.
2
3
9
9
7
4
9
0
.
3
5
8
6
1
4
2
1
.
0
2
0
2
2
8
7
1
.
0
9
9
4
0
1
3
0
.
0
2
1
1
8
1
1
0
2
{
s
e
x
=
m
a¨
n
n
l
i
c
h
}
=
>
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n
u
t
z
e
r
=
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u
t
z
e
r
}
0
.
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u
t
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e
r
}
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x
=
w
e
i
b
l
i
c
h
}
=
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e
r
}
0
.
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9
8
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.
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76 B. R-Code und Output
B
.6
.
A
lt
er
,
G
es
ch
le
ch
t,
S
em
es
te
r,
S
tu
d
ie
n
fa
ch
,
N
u
tz
er
,
A
n
za
h
l
S
er
vi
ce
s
B
.6
.1
.
N
u
tz
er
u
n
d
A
n
za
h
l
S
er
vi
ce
s
>
N
u
t
z
S
e
r
v
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
n
u
t
z
e
r
"
,
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
"
)
]
,
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
5
,
c
o
n
f
=
0
.
0
5
,
+
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
+
r
h
s
=
c
(
p
a
s
t
e
(
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
)
[
1
:
4
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
N
u
t
z
S
e
r
v
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
N
u
t
z
S
e
r
v
)
,
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
N
u
t
z
S
e
r
v
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
N
u
t
z
S
e
r
v
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
3
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
n
u
t
z
e
r
=
N
u
t
z
e
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
v
i
e
l
e
}
0
.
0
9
6
4
9
1
2
3
0
.
1
4
8
7
9
2
3
1
.
1
5
2
7
7
9
1
.
7
1
1
0
3
6
0
.
0
7
9
8
8
7
4
3
2
{
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
w
e
n
i
g
e
}
0
.
1
3
3
4
5
8
6
5
0
.
3
7
9
6
7
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1
1
.
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.
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7
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6
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{
n
u
t
z
e
r
=
N
u
t
z
e
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
v
i
e
l
e
}
0
.
2
9
7
6
1
9
0
5
0
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5
8
9
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7
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9
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.
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B. R-Code und Output 77
B
.6
.2
.
S
tu
d
ie
n
fa
ch
u
n
d
A
n
za
h
l
S
er
vi
ce
s
>
S
t
u
d
S
e
r
v
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
s
t
u
d
i
e
n
f
a
c
h
"
,
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
"
)
]
,
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
1
,
c
o
n
f
=
0
.
0
5
,
+
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
+
r
h
s
=
c
(
p
a
s
t
e
(
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
)
[
1
:
4
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
S
t
u
d
S
e
r
v
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
t
u
d
S
e
r
v
)
,
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
t
u
d
S
e
r
v
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
t
u
d
S
e
r
v
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
6
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
w
e
n
i
g
e
}
0
.
0
2
0
0
5
0
1
3
0
.
2
0
9
1
5
0
3
2
.
1
6
7
5
5
8
2
.
8
6
3
5
6
9
0
.
1
2
4
2
4
2
0
8
2
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
w
e
n
i
g
e
}
0
.
0
2
6
9
4
2
3
6
0
.
1
6
2
2
6
4
2
1
.
6
8
1
6
4
7
2
.
1
2
8
8
8
6
0
.
0
9
9
3
9
6
4
7
3
{
s
t
u
d
i
e
n
f
a
c
h
=
G
e
i
W
i
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
v
i
e
l
e
}
0
.
0
8
8
3
4
5
8
6
0
.
1
6
5
4
9
3
0
1
.
2
8
2
1
6
9
2
.
0
7
1
6
0
0
0
.
1
1
6
2
4
3
4
4
4
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
w
e
n
i
g
e
}
0
.
0
7
4
5
6
1
4
0
0
.
4
4
9
0
5
6
6
1
.
3
3
2
1
4
6
1
.
7
7
4
0
8
7
0
.
1
0
5
6
8
4
3
6
5
{
s
t
u
d
i
e
n
f
a
c
h
=
G
e
i
W
i
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
v
i
e
l
e
}
0
.
2
5
8
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5
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6
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.
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8
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6
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.
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.
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6
{
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t
u
d
i
e
n
f
a
c
h
=
M
e
d
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
w
e
n
i
g
e
}
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0
4
0
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0
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78 B. R-Code und Output
B
.6
.3
.
S
tu
d
ie
n
fa
ch
,
N
u
tz
er
u
n
d
A
n
za
h
l
S
er
vi
ce
s
>
S
t
u
d
N
u
t
z
S
e
r
v
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
s
t
u
d
i
e
n
f
a
c
h
"
,
"
n
u
t
z
e
r
"
,
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
"
)
]
,
+
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
1
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
)
[
1
:
4
]
,
s
e
p
=
"
"
)
)
,
+
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
S
t
u
d
N
u
t
z
S
e
r
v
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
S
t
u
d
N
u
t
z
S
e
r
v
)
,
+
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
S
t
u
d
N
u
t
z
S
e
r
v
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
S
t
u
d
N
u
t
z
S
e
r
v
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
1
0
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
t
u
d
i
e
n
f
a
c
h
=
M
e
d
,
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
=
>
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n
z
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h
l
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e
r
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i
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e
s
=
w
e
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i
g
e
}
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.
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.
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.
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.
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7
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8
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.
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6
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5
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.
1
2
4
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4
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0
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{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
,
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
w
e
n
i
g
e
}
0
.
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1
3
7
8
4
4
6
0
.
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1
.
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6
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.
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{
s
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u
d
i
e
n
f
a
c
h
=
G
e
i
W
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,
n
u
t
z
e
r
=
N
u
t
z
e
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
v
i
e
l
e
}
0
.
0
7
0
8
0
2
0
1
0
.
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8
8
6
4
7
7
1
.
4
6
1
5
6
2
2
.
2
6
0
1
0
0
0
.
1
3
7
7
2
8
0
0
5
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
w
e
n
i
g
e
}
0
.
0
2
6
9
4
2
3
6
0
.
1
6
2
2
6
4
2
1
.
6
8
1
6
4
7
2
.
1
2
8
8
8
6
0
.
0
9
9
3
9
6
4
7
6
{
s
t
u
d
i
e
n
f
a
c
h
=
G
e
i
W
i
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
v
i
e
l
e
}
0
.
0
8
8
3
4
5
8
6
0
.
1
6
5
4
9
3
0
1
.
2
8
2
1
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9
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.
0
7
1
6
0
0
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.
1
1
6
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4
4
7
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
,
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
w
e
n
i
g
e
}
0
.
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3
5
0
8
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7
2
0
.
4
7
0
5
8
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2
1
.
3
9
6
0
2
0
1
.
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3
4
9
4
7
0
.
0
8
0
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5
8
3
5
8
{
s
t
u
d
i
e
n
f
a
c
h
=
M
a
N
a
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
w
e
n
i
g
e
}
0
.
0
7
4
5
6
1
4
0
0
.
4
4
9
0
5
6
6
1
.
3
3
2
1
4
6
1
.
7
7
4
0
8
7
0
.
1
0
5
6
8
4
3
6
9
{
n
u
t
z
e
r
=
N
i
c
h
t
n
u
t
z
e
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
w
e
n
i
g
e
}
0
.
0
4
5
7
3
9
3
5
0
.
1
3
0
1
2
4
8
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.
3
4
8
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6
6
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.
7
6
1
8
4
0
0
.
0
8
3
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6
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{
n
u
t
z
e
r
=
N
u
t
z
e
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
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=
v
i
e
l
e
}
0
.
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B
.6
.4
.
A
lt
er
,
S
em
es
te
r
u
n
d
A
n
za
h
l
S
er
vi
ce
s
>
A
l
t
e
r
S
e
m
S
e
r
v
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
s
e
m
e
s
t
e
r
"
,
"
a
l
t
e
r
"
,
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
"
)
]
,
+
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
0
0
1
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
)
[
1
:
4
]
,
s
e
p
=
"
"
)
)
,
+
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
A
l
t
e
r
S
e
m
S
e
r
v
)
<
-
c
b
i
n
d
(
q
u
a
l
i
t
y
(
A
l
t
e
r
S
e
m
S
e
r
v
)
,
+
i
n
t
e
r
e
s
t
M
e
a
s
u
r
e
(
A
l
t
e
r
S
e
m
S
e
r
v
,
c
(
"
o
d
d
s
R
a
t
i
o
"
,
"
p
h
i
"
)
,
d
a
t
a
)
)
>
i
n
s
p
e
c
t
(
h
e
a
d
(
s
o
r
t
(
A
l
t
e
r
S
e
m
S
e
r
v
,
b
y
=
"
o
d
d
s
R
a
t
i
o
"
)
,
2
0
)
)
l
h
s
r
h
s
s
u
p
p
o
r
t
c
o
n
f
i
d
e
n
c
e
l
i
f
t
o
d
d
s
R
a
t
i
o
p
h
i
1
{
s
e
m
e
s
t
e
r
=
B
a
c
h
e
l
o
r
,
a
l
t
e
r
=
a
l
t
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
w
e
n
i
g
e
}
0
.
0
0
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5
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1
3
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.
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0
0
0
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.
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5
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3
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.
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2
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s
e
m
e
s
t
e
r
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S
.
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n
f
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n
g
e
r
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n
z
a
h
l
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e
r
v
i
c
e
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e
n
i
g
e
}
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.
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.
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.
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0
.
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7
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3
{
s
e
m
e
s
t
e
r
=
S
.
a
n
f
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n
g
e
r
,
a
l
t
e
r
=
j
u
n
g
}
=
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{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
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e
n
i
g
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0
.
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2
3
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0
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e
r
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.
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.
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r
=
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t
e
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z
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h
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e
r
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i
c
e
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=
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i
e
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e
}
0
.
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6
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0
.
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1
.
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5
9
1
5
9
2
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2
3
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0
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3
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6
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s
t
e
r
=
S
.
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n
f
a¨
n
g
e
r
,
a
l
t
e
r
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m
i
t
t
e
l
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
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i
e
l
e
}
0
.
0
0
1
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7
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0
.
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5
0
0
0
0
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1
.
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3
6
8
9
3
2
.
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6
7
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5
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0
.
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9
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7
5
7
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
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n
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h
l
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e
r
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i
c
e
s
=
w
e
n
i
g
e
}
0
.
0
8
2
7
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0
.
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1
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7
6
9
7
1
.
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5
8
3
4
0
2
.
2
4
7
8
5
5
0
.
0
8
7
2
9
1
1
8
8
{
s
e
m
e
s
t
e
r
=
L
a
n
g
z
e
i
t
,
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
v
i
e
l
e
}
0
.
0
4
8
2
4
5
6
1
0
.
6
2
0
9
6
7
7
1
.
4
1
9
8
6
3
2
.
2
4
5
0
7
5
0
.
1
0
7
4
3
7
1
0
9
{
s
e
m
e
s
t
e
r
=
S
.
f
a¨
n
g
e
r
,
a
l
t
e
r
=
j
u
n
g
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
w
e
n
i
g
e
}
0
.
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5
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7
8
5
0
.
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7
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7
1
1
.
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0
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.
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0
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3
0
.
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9
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0
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e
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=
S
.
a
n
f
a¨
n
g
e
r
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>
{
a
n
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a
h
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_
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c
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e
h
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r
w
e
n
i
g
e
}
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.
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1
1
{
s
e
m
e
s
t
e
r
=
L
a
n
g
z
e
i
t
.
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
v
i
e
l
e
}
0
.
0
5
4
5
1
1
2
8
0
.
6
0
4
1
6
6
7
1
.
3
8
1
4
4
7
2
.
1
0
0
8
7
0
0
.
1
0
5
9
0
6
2
7
1
2
{
s
e
m
e
s
t
e
r
=
M
a
s
t
e
r
,
a
l
t
e
r
=
j
u
n
g
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
v
i
e
l
e
}
0
.
0
3
9
4
7
3
6
8
0
.
2
0
6
5
5
7
4
1
.
6
0
0
3
1
8
2
.
0
8
9
9
2
7
0
.
1
1
2
3
2
9
7
0
1
3
{
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
v
i
e
l
e
}
0
.
0
4
5
1
1
2
7
8
0
.
1
8
5
5
6
7
0
1
.
4
3
7
6
9
4
1
.
8
2
6
1
8
6
0
.
0
9
5
4
9
4
6
7
1
4
{
s
e
m
e
s
t
e
r
=
B
a
c
h
e
l
o
r
,
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
v
i
e
l
e
}
0
.
0
1
0
0
2
5
0
6
0
.
1
9
5
1
2
2
0
1
.
5
1
1
7
2
2
1
.
6
8
9
3
1
4
0
.
0
4
5
8
4
6
2
6
1
5
{
s
e
m
e
s
t
e
r
=
M
a
s
t
e
r
,
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
v
i
e
l
e
}
0
.
0
2
0
0
5
0
1
3
0
.
1
8
8
2
3
5
3
1
.
4
5
8
3
6
7
1
.
6
6
8
4
9
9
0
.
0
6
0
9
2
6
1
8
1
6
{
s
e
m
e
s
t
e
r
=
B
a
c
h
e
l
o
r
,
a
l
t
e
r
=
j
u
n
g
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
w
e
n
i
g
e
}
0
.
0
5
0
7
5
1
8
8
0
.
1
1
8
4
2
1
1
1
.
2
2
7
2
7
3
1
.
5
4
3
8
5
6
0
.
0
6
4
3
2
1
4
3
1
7
{
s
e
m
e
s
t
e
r
=
B
a
c
h
e
l
o
r
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
w
e
n
i
g
e
}
0
.
0
5
5
7
6
4
4
1
0
.
1
1
4
1
0
2
6
1
.
1
8
2
5
1
7
1
.
4
8
8
1
2
2
0
.
0
5
8
3
1
5
5
6
1
8
{
a
l
t
e
r
=
j
u
n
g
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
w
e
n
i
g
e
}
0
.
2
6
5
6
6
4
1
6
0
.
3
5
9
0
1
7
8
1
.
0
6
5
0
4
2
1
.
4
7
8
8
7
6
0
.
0
7
8
2
4
2
0
8
1
9
{
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
v
i
e
l
e
}
0
.
1
2
3
4
3
3
5
8
0
.
5
0
7
7
3
2
0
1
.
1
6
0
9
4
6
1
.
4
5
5
5
0
8
0
.
0
8
0
4
1
7
7
2
2
0
{
s
e
m
e
s
t
e
r
=
M
a
s
t
e
r
,
a
l
t
e
r
=
m
i
t
t
e
l
}
=
>
{
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
=
e
h
e
r
v
i
e
l
e
}
0
.
0
5
5
1
3
7
8
5
0
.
5
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7
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1
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B
.7
.
A
lt
er
,
G
es
ch
le
ch
t,
S
em
es
te
r,
S
tu
d
ie
n
fa
ch
,
N
u
tz
er
,
A
n
za
h
l
S
er
vi
ce
s,
Z
u
fr
ie
d
en
h
ei
ts
-S
co
re
>
A
l
t
e
r
S
e
m
S
e
x
S
t
u
d
N
u
t
z
S
e
r
v
Z
S
<
-
a
p
r
i
o
r
i
(
d
a
t
a
[
c
(
"
n
u
t
z
e
r
"
,
"
s
e
x
"
,
"
a
l
t
e
r
"
,
"
s
t
u
d
i
e
n
f
a
c
h
"
,
"
s
e
m
e
s
t
e
r
"
,
+
"
a
n
z
a
h
l
_
s
e
r
v
i
c
e
s
"
,
"
z
s
c
o
r
e
"
)
]
,
p
a
r
a
m
e
t
e
r
=
l
i
s
t
(
s
u
p
p
=
0
.
1
,
c
o
n
f
=
0
.
0
5
,
t
a
r
g
e
t
=
"
r
u
l
e
s
"
,
m
i
n
l
e
n
=
2
)
,
+
a
p
p
e
a
r
a
n
c
e
=
l
i
s
t
(
r
h
s
=
c
(
p
a
s
t
e
(
"
z
s
c
o
r
e
=
"
,
l
e
v
e
l
s
(
d
a
t
a
$
z
s
c
o
r
e
)
[
1
:
3
]
,
s
e
p
=
"
"
)
)
,
d
e
f
a
u
l
t
=
"
l
h
s
"
)
)
>
q
u
a
l
i
t
y
(
A
l
t
e
r
S
e
m
S
e
x
S
t
u
d
N
u
t
z
S
e
r
v
Z
S
)
<
-
c
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u
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Am Ende dieser Bachelorarbeit befindet sich eine CD mit folgendem Inhalt:
• Inhaltsverzeichnis.txt
• Readme.txt
• Bachelorarbeit
– BARobertPietsch.pdf
• Data
– survey 54795 data file.csv
– Surveydata syntax.r
– RCodeRobertPietsch.r
• Literatur
– Agresti – Categorical Data Analysis
∗ Agresti – Categorical Data Analysis Seite 44.pdf
∗ Agresti – Categorical Data Analysis Seite 45.pdf
– Bates et al. – Matrix – Sparse and Dense Matrix Classes and Methods.pdf
– Borgelt – Einfu¨hrung in Datenanalyse und Data Mining.pdf
– Eifler et al. – Bericht zum Statistischen Praktikum Studierendenbefragung der
Universita¨tsbibliothek.pdf
– Geng et al. – Interestingness Measures for Data Mining A Survey.pdf
– Hahsler et al. – arules – A Computational Environment for Mining Association
Rules and Frequent Item Sets.pdf
– Hahsler et al. – arules – Mining Association Rules and Frequent Itemsets.pdf
– Hahsler et al. – New Probabilistic Interest Measures for Association Rules.pdf
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– Hastie et al. – The Elements of Statistical Learning Data Mining, Inference,
and Prediction.pdf
– Link Liste.txt
– Tan et al. – Selecting the Right Objective Measure for Association Analysis.pdf
– Tan et al. – Introduction to Data Mining Kapitel 6.pdf
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