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Abstract
A graph K is called multiplicative if whenever a categorical product of two graphs admits a homo-
morphism to K, then one of the factors also admits a homomorphism to K. We prove that all circular
graphs Kk/d such that k/d < 4 are multiplicative. This is done using semi-lattice endomorphism in
(the skeleton of) the category of graphs to prove the multiplicativity of some graphs using the known
multiplicativity of the odd cycles.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction: multiplicativity
The categorical product of two graphs G and H is the graph G × H with vertex-set
V (G×H) = V (G)× V (H) and edge-set
E(G×H) = {[(u, v), (w, x)] : [u,w] ∈ E(G) and [v, x] ∈ E(H)}.
A graph K is called multiplicative if whenever a product G×H admits a homomorphism
(that is, an edge-preserving map) toK, one of the factorsG,H also admits a homomorphism
to K. This concept was introduced in [4,7] in connection with Hedetniemi’s conjecture
[6] which states that the chromatic number of a categorical product of graphs is equal to
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the minimum of the chromatic numbers of the factors. In terms of multiplicativity, this
conjecture is equivalent to the statement that every complete graph is multiplicative.
The fact that K2 is multiplicative is an easy consequence of König’s characterisation of
bipartite graphs as the graphs that do not contain odd cycles. However, as this amounts
to a polynomial characterisation of bipartite graphs, no obvious generalisation is available
to prove that larger complete graphs are multiplicative. A considerable breakthrough was
obtained by El-Zahar and Sauer [2] who used “topological” properties of the 3-colourings
of cycles to prove thatK3 is multiplicative. Their result was generalised by Häggkvist et al.
[4, Theorem 3] who proved that all odd cycles are multiplicative. No other graph has been
shown to be multiplicative since.
In this note we enrich the family of known multiplicative graphs by introducing some
new examples and methods. All of our examples belong to the class of circulants used in the
deﬁnition of the circular chromatic number (see [11]): For a rational r2, r = k/d where
k2 and d1 are relatively prime, the circular graph Kr is the graph with vertex set Zk
and with edges [i, j ] such that j − i ∈ {d, d + 1, . . . , k − d}. In particular, the complete
graphs Kn, n2 are circular graphs (with d = 1), and the odd cycles C2n+1, n1 are the
circular graphs K(2n+1)/n. Our main result is the following:
Theorem 1. The circular graphs Kr such that 2r < 4 are all multiplicative.
At the top end of this interval we ﬁnd K4, which represents “the next case of Hedetniemi’s
conjecture”. Deciding whether the latter is multiplicative still seems very hard. The re-
mainder of the paper is organised as follows. The next section presents basic facts about
homomorphisms and circular graphs. In Section 3 we deﬁne the operators that will be
needed in our proof, and in Section 4 these operators are applied to circular graphs. Section
5 contains the proof of Theorem 1, and we conclude in Section 6 with a discussion of the
possible extensions and limitations of our methods.
2. Preliminaries
For two graphsG andH, we writeG→ H if there exists a homomorphism fromG toH.
Two graphs G and H are called homomorphically equivalent if G → H and H → G; we
thenwriteG↔ H . The quotient of the relation→ by the equivalence↔ is an order relation
on classes of homomorphically equivalent graphs. It is a distributive lattice, the so-called
skeleton of the category of graphs, with the categorical product inducing the meet operation
(see [1,5]). The multiplicative graphs are just those which correspond to meet-irreducible
elements in this lattice.
For integers d, k such that 1d < k/2, the graphGdk is the graph with vertex set Zk and
with edges [i, j ] such that j−i ∈ {d, d+1, . . . , d−k}.Whend and k are relatively prime,Gdk
is the circular graphKk/d . In general, we haveGdk → Gd
′
k′ if and only if k/dk′/d ′, thusG
d
k
is always homomorphically equivalent toKk/d , even when k and d are not relatively prime.
Moreover, any graph obtained by removing a vertex from Kr admits a homomorphism to
Kr ′ for some r ′r . This implies that for any ﬁnite graph G, the value
c(G) = min{r : G→ Kr}
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is well deﬁned; it is called the circular chromatic number ofG. These and other properties of
circular graphs are proved in [5,11]. In particular, Theorem1 implies that the identity c(G×
H) = min{c(G), c(H)} holds whenever min{c(G), c(H)}4. Zhu [11] conjectures
that this identity always holds.
3. The operators P3 and P−13
For a graph G, let P3(G) be the graph deﬁned by
V (P3(G))= V (G),
E(P3(G))= {[u, v] : there exist [u, x], [x, y], [y, v] ∈ E(G)}.
Thus, P3(G) is obtained from G by adding edges between vertices that are connected by a
walk of length 3 inG. Note thatG is always a spanning subgraph ofP3(G), and thatP3(G)
contains loops if and only if G contains a triangle. We will use the following properties of
the operator P3.
Lemma 2. For any graphs G and H,
(i) G→ H implies P3(G)→ P3(H),
(ii) P3(G×H) = P3(G)× P3(H).
Proof. (i) Any homomorphism  : G → H maps walks of length 3 inG to walks of length
3 in H, hence is a homomorphism from P3(G) to P3(H).
(ii) Two vertices (u, u′), (v, v′) are joined by an edge inP3(G×H) if and only there exists
a 3-walk (u, u′), (x, x′), (y, y′), (v, v′) inG×H , that is, there exist 3-walks u, x, y, v inG,
u′, x′, y′, v′ inH, which is equivalent to [u, v] ∈ E(P3(G)) and [u′, v′] ∈ E(P3(H)). 
Property (ii) of Lemma 2 implies that P3 is a “right adjoint in the category of graphs” in
the sense of [9]. We now deﬁne a second construction P−13 which will act as a right inverse
for P3. For a graph G and u ∈ V (G), we denote NG(u) the neighbourhood of u in G; for
two subsets A, B of V (G), we write AB if every vertex of A is joined to every vertex of
B. The graph P−13 (G) is deﬁned by
V (P−13 (G))= {(u,A) : u ∈ V (G) and ∅ = A ⊆ NG(u)},
E(P−13 (G))= {[(u,A), (v, B)] : u ∈ B, v ∈ A and AB}.
The graphsP−13 (Kn)were ﬁrst deﬁned by Gyarfas et al. [3] in connection with “colourings
of a graphGwith strongly independent colour classes”,which can be viewed as colourings of
P3(G). They showed that for a graphG,wehaveP3(G)→ Kn if andonly ifG→ P−13 (Kn).
In the following lemmawe generalise this property, and state other useful properties ofP−13 .
Lemma 3. For any graphs G and H,
(i) P3(P−13 (G))↔ G,
(ii) P3(G)→ H if and only if G→ P−13 (H),
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(iii) G→ H if and only if P−13 (G)→ P−13 (H),
(iv) P−13 (G×H)↔ P−13 (G)× P−13 (H).
Proof. (i) Recall that the vertices of P3(P−13 (G)) are those of P−13 (G), that is, the couples
(u,A) with u ∈ V (G) and ∅ = A ⊆ NG(u). We deﬁne the map  : P3(P−13 (G)) → G
by (u,A) = u. If [(u,A), (x,D)] is an edge of P3(P−13 (G)), then there exists a path
(u,A), (v, B), (w,C), (x,D) inP−13 (G), hence u ∈ BC  x thus [u, x] is an edge ofG.
This shows that  is a homomorphism. Conversely, the map  : G → P3(P−13 (G)) deﬁned
by (u) = (u,NG(u)) is also a homomorphism, since for any edge [u, x] of G, P−13 (G)
contains the path (u,NG(u)), (x, {u}), (u, {x}), (x,NG(x)). ThereforeP3(P−13 (G)) andG
are homomorphically equivalent.
(ii) By (i) and Lemma 2, if G → P−13 (H), then P3(G) → P3(P−13 (H)) ↔ H . Now
suppose that there exists a homomorphism  : P3(G) → H . We deﬁne a map  : G →
P−13 (H) by
(x) = ((x), {(y) : [x, y] ∈ E(G)}).
Indeed {(y) : [x, y] ∈ E(G)} ⊆ NH((x)) since for every [x, y] ∈ E(G) we have
[x, y] ∈ E(P3(G)) thus [(x), (y)] ∈ E(H). For every [u, v] ∈ E(G), we have (v) ∈
{(s) : [u, s] ∈ E(G)} and (u) ∈ {(t) : [v, t] ∈ E(G)}. Furthermore for every s ∈
NG(u), t ∈ NG(v), we have [s, t] ∈ E(P3(G)) whence [(s), (t)] ∈ E(H). Therefore
{(s) : [u, s] ∈ E(G)}{(t) : [v, t] ∈ E(G)}, and [(u), (v)] ∈ E(P−13 (H)). This
shows that  is a homomorphism.
(iii) By (i) we haveG→ H if and only ifP3(P−13 (G))→ H , and by (ii)P3(P−13 (G))→
H if and only if P−13 (G)→ P−13 (H).
(iv) For any graph K we have
K → P−13 (G×H) ⇔ P3(K)→ G×H (by (ii))
⇔ P3(K)→ G and P3(K)→ H
⇔ K → P−13 (G) and K → P−13 (H) (by (ii))
⇔ K → P−13 (G)× P−13 (H).
Thus P−13 (G×H) and P−13 (G)× P−13 (H) are homomorphically equivalent. 
In general the order of the operators cannot be reversed in Lemma 3 (i). For instance,
P3(C5) = K5, and it is shown in [3] that (P−13 (Kn)) = n for all n. Thus P−13 (P3(C5)) is
not homomorphically equivalent to C5.
Lemmas 2 and 3 allow us to derive newmultiplicative graphs fromknown ones as follows:
Corollary 4. For any graph K, K is multiplicative if and only if P−13 (K) is multiplicative.
Proof. Suppose that K is multiplicative. Let G and H be graphs such that G × H →
P−13 (K). Then by Lemma 3 (ii), P3(G×H)→ K . Since P3(G×H) = P3(G)×P3(H)
by Lemma 2 (ii) and K is multiplicative, we then have P3(G) → K or P3(H) → K ,
whence G→ P−13 (K) or H → P−13 (K). This shows that P−13 (K) is multiplicative.
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Now suppose that P−13 (K) is multiplicative, and letG,H be graphs such thatG×H →
K . Then by Lemma 3 (iii), P−13 (G×H) → P−13 (K). Since P−13 (G×H) ↔ P−13 (G)×
P−13 (H) by Lemma 3 (iv) andP−13 (K) is multiplicative, we then haveP−13 (G)→ P−13 (K)
or P−13 (H) → P−13 (K) whence G → K or H → K by Lemma 3 (iii). This shows that K
is multiplicative. 
Since the odd cycles are known to be multiplicative, this result tells us that P−13 (Cn)
is multiplicative for every odd cycle Cn. However, it is not hard to show that P−13 (Cn) is
isomorphic toC3n, therefore no newmultiplicative graphs are characterised in this way. We
will use Corollary 4 in the other direction, considering the graphsP3(K)where K is known
to be multiplicative. Whenever we can prove that P−13 (P3(K)) ↔ K , we will conclude
that P3(K) is multiplicative.
4. Applying P3 and P−13 to circular graphs
Let k, d be integers such that 1d < k/2. It is easy to see that P3(Gdk ) has loops if and
only if k/d3. If k/d < 3, then P3(Gdk ) = G3d−kk . We then have P3(Kk/d)↔ Kk/(3d−k).
When k/d < 12/5, we have k/(3d − k) < 4. We will prove the following:
Lemma 5. If k/d < 12/5, then P−13 (P3(Kk/d))↔ Kk/d .
Proof. A set of vertices of the type {i, i + 1, . . . , i + j} in Gdk is called an arc of length
j in Gdk , which we denote a(i, i + j). The circular distance between two vertices x, y of
Gdk is the smallest length of a circular arc containing both of them; we denote it c(x, y).
Note that x and y are adjacent if and only if their circular distance is at least d; and for any
vertex x of Gdk , NGdk (x) is the circular arc a(x + d, x + k − d) which has length k − 2d.
Let A(k, d) be the subgraph of P−13 (G
d
k ) induced by
V (A(k, d)) = {(x,X) ∈ V (P−13 (Gdk )) : X is an arc in NGdk (x)}.
Fact 1. If k/d < 4, then P−13 (G
d
k )↔ A(k, d).
Proof of Fact 1. Obviously, we have A(k, d) → P−13 (Gdk ), since A(k, d) is an induced
subgraph of P−13 (G
d
k ). For an arbitrary vertex (x,X) of P
−1
3 (G
d
k ), we denote f(x,X) the
ﬁrst vertex of X encountered scanning Gdk clockwise from x, and l(x,X) the last. We deﬁne
a map  : P−13 (Gdk ) → A(k, d) by (x,X) = (x, a(f(x,X), l(x,X))). We will show that
 is a homomorphism. Let (x,X), (y, Y ) be adjacent vertices in P−13 (Gdk ). Then x ∈
Y ⊆ a(f(y,Y ), l(y,Y )) and y ∈ X ⊆ a(f(x,X), l(x,X)). Furthermore since NGdk (f(x,X))
is an arc containing both f(y,Y ) and l(y,Y ), it will contain the arc a(f(y,Y ), l(y,Y )) unless
these vertices are encountered in the wrong order, that is, l(y,Y ) before f(y,Y ) scanning
clockwise from f(x,X). However, in that case we would meet clockwise f(x,X), l(y,Y ), y
and f(y,Y ), where c(f(x,X), l(y,Y )), c(l(y,Y ), y), c(y, f(y,Y )) and c(f(y,Y ), f(x,X)) are all
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greater than or equal to d, which contradicts the fact that k < 4d. Therefore NGdk (f(x,X))
contains a(f(y,Y ), l(y,Y )) and similarlyNGdk (l(x,X)) contains a(f(y,Y ), l(y,Y )). It then follows
that a(f(y,Y ), l(y,Y )) ⊆ NGdk (z) for all z ∈ a(f(x,X), l(x,X)), whence a(f(x,X), l(x,X))a
(f(y,Y ), l(y,Y )). Thus(x,X) = (x, a(f(x,X), l(x,X))) is adjacent to(y, Y ) = (y, a(f(y,Y ),
l(y,Y ))). This shows that  is a homomorphism. 
Fact 2. If k/d < 12/5 then A(k, 3d − k)→ Gdk .
Proof of Fact 2. For a vertex (x,X) of A(k, 3d − k), we deﬁne s(x,X) : V (Gdk ) → N by
s(x,X)(y) = |NGdk (y) ∩ X|. Since X is an arc contained in a(x + 3d − k, x + 2k − 3d),
we have s(x,X)(y) = 0 when y is outside the arc a(x + 4d − k, x + 2k − 4d). Inside
the arc a(x + 4d − k, x + 2k − 4d) (scanned clockwise), s(x,X) is a “quasi-concave”
function in the sense that it is ﬁrst nondecreasing, and then nonincreasing. Note that we
can have s(x,X)(y) = s(x,X)(y + 1) only if s(x,X)(y) = 0 or s(x,X)(y) = max{s(x,X)(z) :
z ∈ V (Gdk )} = min{|X|, k − 2d + 1}. This maximal value of s(x,X) is reached on an arc.
In particular, there exists a unique yx such that s(x,X)(yx) = min{|X|, k − 2d + 1} and
c(x, yx) is minimal with this property. Thus we can deﬁne a map  : A(k, 3d − k)→ Gdk
by (x,X) = yx . We will show that  is a homomorphism.
Let (x,X), (y, Y ) be adjacent vertices in A(k, 3d − k). Without loss of generality we
can suppose that (x,X) = 0 so that NGdk ((x,X)) = a(d, k − d). We will distinguish
two cases.
Case 1: (x,X) = x.
In that case 0 = x ∈ Y so we must have s(y,Y )(d − 1)s(y,Y )(d) and s(y,Y )(k − d +
1)s(y,Y )(k− d). Therefore, the maximum of s(y,Y ) is reached somewhere in a(k, k− d).
If X ⊆ a(d, k − d) then since y ∈ X we have (y, Y ) = y ∈ NGdk (x). Otherwise, since
(x,X) = x, we have a(d, k − d) ⊆ X, whence d, k − d ∈ X. We know that s(y,Y )
reaches a maximum somewhere in a(d, k − d); if the maximum is also reached at d − 1,
then since x ∈ Y we must also have NGdk (d − 1) = a(2d − 1, k − 1) ⊆ Y . We then have
c(k − d, 2d − 1)3d − k, since k − d ∈ X and 2d − 1 ∈ Y . However, this is impossible
since c(k − d, 2d − 1) = 2d − 1− (k − d) = 3d − k − 1. Thus s(y,Y ) is not maximised
at d − 1, and similarly it is not maximised at k − d + 1, thus it is maximised only in
a(d, k − d) = NGdk (x). Therefore (y, Y ) ∈ NGdk (x).
Case 2: x ∈ a(1, k/2).
In that case, we must have s(x,X)(1) < s(x,X)(0), which means that d ∈ X, k−d+1 ∈ X
and furthermore, if d − 1 ∈ X then k − d ∈ X. Since d ∈ X, Y does not intersect
a(k − 2d + 1, d) but it must contain x whence x ∈ a(1, k − 2d). We have NGdk (k − d) =
a(0, k− 2d), which means that scanning counterclockwise from k− d, s(y,Y ) must reach a
maximum somewhere before d. If y ∈ a(d, k− d) then (y, Y ) = y ∈ NGdk (x). Otherwise
d−1 ∈ Xwhich implies k−d ∈ X. Thus we cannot haveNGdk (d−1) = a(2d−1, k−1) ⊆
Y , because it would imply 3d−kc(k−d, 2d−1) = 3d−k−1. Therefore s(y,Y )(d−1) <
s(y,Y )(d) which implies (y, Y ) ∈ a(d, k − d) = NGdk ((x,X)).
The case x ∈ a(k/2 + 1, k − 1) being symmetric to Case 2, we have that (y, Y ) ∈
NGdk
((x,X)) in all cases, whence  is a homomorphism. 
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Facts 1 and 2 show that when k/d < 12/5, we have P−13 (P3(G
d
k ))→ Gdk . By Lemma 3
(ii) we also have Gdk → P−13 (P3(Gdk )) whence Gdk ↔ P−13 (P3(Gdk )). This concludes the
proof of Lemma 5. 
Fact 1 of the previous proof is false forK4:P−13 (K4)A(4, 1), althoughA(4, 1)↔ G512.
Topologically, K4 behaves like a sphere rather than a circle.
5. Proof of Theorem 1
By [4, Theorem 3], every odd cycle C2n+1 = K(2n+1)/n is multiplicative. By Corollary 4
and Lemma 5, ifKk/d is multiplicative and k/d < 12/5, thenP3(Kk/d) = Kk/(3d−k) is also
multiplicative. This allows us to characterise a sequenceK(2n+1)/n,P3(K(2n+1)/n),P3(P3
(K(2n+1)/n)) . . . of multiplicative graphs for every n.
The parameters r = k/d for whichKk/d belongs to one of these sequences of multiplica-
tive graphs are of the type k = 2n + 1, d = n − (3i − 1)/2 for n1 and 0 i log3(n).
The set of parameters
P =
{
2n+ 1
n− (3i − 1)/2 : n1, 0 i log3(n)
}
is easily seen to be dense in the interval (2, 4).
Now let r be an arbitrary rational in (2, 4). We show thatKr is multiplicative as follows.
LetG,H be ﬁnite graphs such thatG×H → Kr . Then for every p ∈ P such that pr , we
have G× H → Kp, whence G → Kp or H → Kp since Kp is multiplicative. Note that
p < p′ and G → Kp implies G → Kp′ hence we may assume without loss of generality
that G → Kp for every p ∈ P such that pr . It is known (see [5,11]) that the value
c(G) = min{p : G → Kp} is well deﬁned and rational. Therefore G → Kr . This shows
that Kr is multiplicative, and concludes the proof of Theorem 1.
6. Concluding comments
The operators P3 and P−13 used here are examples of semi-lattice homomorphisms in
the category of graphs, that is, operators  satisfying (G) → (H) whenever G → H ,
and (G×H)↔ (G)×(H). The arc graph construction of Poljak and Rödl [8] is an
example of such a semi-lattice homomorphism in the category of directed graphs; the idea
to use such operators to derive new multiplicative graphs from known ones is apparently
due to Bacˇik (in an early draft of [1]) and was communicated to the author by Zhu. Along
the lines of the deﬁnitions ofP3,P−13 and the arc graph construction, it is possible to deﬁne
many semi-lattice endomorphisms in the category of graphs, and possibly some of these
will lead to the characterisation of new multiplicative graphs.
On the other hand, this method also has limitations: El-Zahar and Sauer [2] actually
proved a stronger form of the multiplicativity of K3:
LetG′, H ′ be 3-chromatic subgraphs of G and H, respectively, and L be the subgraph
ofG×H induced by (G′ ×H)∪ (G×H ′). If L→ K3, thenG→ K3 or H → K3.
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In [10], Zhu and the author showed that this stronger form of multiplicativity does not hold
for larger complete graphs:
For every n5, there exist n-chromatic graphs Gn, Hn such that K7/2 is a subgraph
of both Gn and Hn, and ((K7/2 ×H) ∪ (G×K7/2)) = 4.
Now, the stronger version of multiplicativity carries through, in some form, to all the graphs
which we can prove to be multiplicative with the semi-lattice homomorphism method.
Therefore it seems that this method will not be sufﬁcient to prove that other complete
graphs are multiplicative.
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