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BIMODULES OVER
CARTAN SUBALGEBRAS
RICHARD MERCER
ABSTRACT. Given a Cartan subalgebra A of a von Neu-
mann algebra M, the techniques of Feldman and Moore are
used to analyze the partial isometries v in M such that v∗Av
is contained in A. Orthonormal bases for M consisting of such
partial isometries are discussed, and convergence of the result-
ing generalized fourier series is shown to take place in the Bures
A-topology. The Bures A-topology is shown to be equivalent to
the strong topology on the unit ball of M. These ideas are ap-
plied to A-bimodules in M to prove the existence of orthonor-
mal bases for bimodules and to give a simplified and intuitive
proof of the Spectral Theorem for Bimodules first proven by
Muhly, Saito, and Solel.
1. Introduction. The notion of a triangular subalgebra of a von
Neumann algebra M was introduced in a paper of Kadison and Singer
[7]; it is defined to be an algebra T of operators in M such that T∩T∗
is a maximal abelian subalgebra A of M, called the diagonal of T. In
a recent paper of Muhly, Saito and Solel [8] (referred to here as MSS)
triangular subalgebras whose diagonal is a Cartan subalgebra of M were
considered and analyzed using a formalism developed by Feldman and
Moore in [4, 5] which is summarized below. A subspace of M which
is invariant under left and right multiplication by members of A is
called an A-bimodule; this class of subspaces includes subalgebras of
M containing A and in particular triangular subalgebras with diagonal
A. In MSS a critical role was played by the Spectral Theorem for
Bimodules in which σ-weakly closed A-bimodules are characterized.
In the introduction of MSS a simple and elegant motivation of the
Spectral Theorem for Bimodules is given in the finite-dimensional case,
but the proof of this theorem in the context of a Cartan subalgebra
doesn’t follow the motivation given. In §5 of this paper it is shown that
the motivation and proof of the finite dimensional case can in fact be
carried through to the case of a Cartan subalgebra. Some preliminary
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results on partial isometries (§2), topologies (§3), and orthogonality over
A (§4) will be needed. The heart of the proof of the Spectral Theorem
for Bimodules given here is understanding the relationship between the
Bures topology introduced in [2] and the standard topologies on a von
Neumann algebra.
The Feldman-Moore Formalism.
Suppose M is a von Neumann algebra with Cartan subalgebra A. (A
Cartan subalgebra A is a regular maximal abelian subalgebra for which
a conditional expectation E: M → A exists. For A to be regular, the
normalizer NM(A) of A, defined to be the group of all unitaries u ∈ M
such that u∗Au = A, must generate all of M.) Feldman and Moore [4,
5] provided a construction of the pair (M,A) in terms of a measurable
equivalence relation. Let (X,B, μ) be a standard Borel space with μ
finite. R is a countable standard relation on X if R is a Borel subset of
X × X,R is an equivalence relation on X, and all equivalence classes
are countable. R is ergodic if all saturated Borel sets are either null or
conull. If (x, y) ∈ R we say that x is equivalent to y and write x ∼ y. The
equivalence class of x is denoted by R(x). There are natural projection
maps π and πr from R onto X with π(x, y) = x and πr(x, y) = y.
A measure ν = νr (right counting measure) may be defined on R by
νr(B) =
∫
X
|π−1r (x)∩B|dμ(x). (A left counting measure ν is defined
in a similar way.) This leads to
(1.1)
∫
R
f(x, y)dν(x, y) =
∫
X
( ∑
y∼x
f(y, x)
)
dμ(x).
The operators of the algebra M are represented in terms of functions
T (x, y) on R. The representation may require the introduction of
a complex-valued “2-cocycle” s(x, y, z) defined on ordered triples for
which x ∼ y ∼ z and satisfying the properties (i) |s(x, y, z)| = 1; (ii)
s(t, z, x)s(z, y, x) = s(t, y, x)s(t, z, y); (iii) s(x, y, z) = 1 if any two of
the arguments are equal (skew symmetry). In the simplest cases s is
identically equal to 1.
A measurable function T (x, y) is left-finite if T (x, y) is bounded and
there is an integer N such that, for each x and y in X, the sets
{z : T (x, z) = 0} and {z : T (z, y) = 0} have cardinality ≤ N . The
function T (x, y) then defines a bounded operator (also denoted T ) on
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L2(R, v) via the formula
(1.2) Tξ(x, z) =
∑
y∼x
T (x, y)ξ(y, z)s(x, y, z).
The σ-weak closure of the collection of such operators is a von Neumann
algebra on L2(R, ν) denotes M(R, s). The operators in M(R, s) can be
represented as functions in L2(R, ν) ∩ L∞(R, ν) which continue to act
via equation (1.2). The operations of multiplication and adjoint are
implemented by the formulas
(1.3)
T1T2(x, z) =
∑
y∼x
T1(x, y)T2(y, z)s(x, y, z) and
T ∗(x, y) = T (y, x).
The functions of L∞(X,μ) may be interpreted as functions on R which
are supported on the diagonal (which has positive ν-measure). These
functions are left finite and hence inM(R, s). Due to the skew symmetry
of s, for a ∈ L∞(X,μ), formula (1.2) simplifies to
(1.4) aξ(x, z) = a(x)ξ(x, z).
The major result of [5] can be stated as follows:
If M is a von Neumann algebra with Cartan subalgebra A then there
exists a countable standard relation R and a cocycle s such that M 
M(R, s) and under this isomorphism A  L∞(X,μ). M is a factor if
and only if R is ergodic.
A Borel isomorphism ϕ : X → X with Γ(ϕ) ⊂ R will be called an
R-automorphism of X. If ϕ : E → F is a Borel isomorphism of two
Borel subsets E and F of X with Γ(ϕ) ⊂ R, then ϕ will be called a
partial R-isomorphism. By [4, p. 294 296] M(R, s) is finite (respectively
semifinite) if and only if a finite (respectively semifinite) measure μ onX
can be chosen so that all partialR-isomorphisms are measure-preserving.
For further background material the reader is referred to the papers
mentioned above, in particular §1 and §2 of MSS. Throughout this paper
we deal only with algebras represented on separable Hilbert spaces.
2. Partial Isometries. This section provides background material
on partial isometries in the context of the Feldman-Moore formalism. It
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is well recognized that partial isometries in the generalized normalizer
of A ∼= L∞(X,μ) are related to Borel automorphisms of X [1, 5].
Proposition 2.2 is implicit in the work of Feldman and Moore [4, 5] but
it is such an important tool that an explicit proof is given here.
An operator v ∈ M is a partial isometry if v∗v = p and vv∗ = q
are projections. We then have v = vp = qv and v∗ = pv∗ = v∗q. p
is called the domain projection and q the range projection of v. We
define GNM(A) (“the generalized normalizer of A in M”) to be the
set of all partial isometries v in M such that v∗v and vv∗ belong to A
and v∗Av = Ap. If v ∈ GNM(A) then also v∗ ∈ GNM(A), since
vAv∗ = vApv∗ = v(v∗Av)v∗ = qAq = Aq. If M is finite then
v ∈ GNM(A) if and only if v = up for some u ∈ NM(A) and some
projection p ∈ A. [9]
Recall that E is the unique faithful normal conditional expectation
from M to A. The following lemma is an easy generalization of the fact
that u∗E(T )u = E(u∗Tu) for any unitary u in NM(A).
Lemma 2.1. v∗E(T )v = E(v∗Tv) for all v in GNM(A) and all T in
M.
Proof. Let v ∈ GNM(A), and let p = v∗v and q = vv∗. Consider
the map Φ : T → vE(v∗Tv)v∗ from qMq to qAq. We claim that Φ
is a faithful normal positive linear projection of norm one, and hence
a conditional expectation [14]. Since the map T → qE(T )q is also
a faithful normal conditional expectation from qMq to qAq, by the
uniqueness of Φ [12, 10.15(4)] we must have qE(T )q = vE(v∗Tv)v∗.
Then v∗E(T )v = v∗qE(T )qv = v∗vE(v∗Tv)v∗v = pE(v∗Tv)p =
E(pv∗Tvp) = E(v∗Tv).
To verify the claim, first let T ∈ qAq. Then T ∈ A so vE(v∗Tv)v∗ =
vv∗Tvv∗ = qTq = T . Therefore Φ is a projection. If T = 1, then
Φ(1) = vE(v∗v)v∗ = vE(p)v∗ = vpv∗ = q, and therefore Φ is of
norm one. If T ∈ qAq with T ≥ 0 and vE(v∗Tv)v∗ = 0, then
0 = v∗vE(v∗Tv)v∗v = pE(v∗Tv)p = E(pv∗Tvp) = E(v∗Tv), hence
v∗Tv = 0 since E is faithful. Therefore 0 = vv∗Tvv∗ = qTq = T , so Φ
is faithful. The remainder of the claim is straightforward.
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Proposition 2.2. Let v(x, y) be a complex-valued Borel function on
R. Then v represents a partial isometry in GNM(A) if and only if there
is a partial R-isomorphism ϕ of X such that, for almost every (y, x) in
R,
(i) v(y, x) = 0 unless (y, x) ∈ Γ(ϕ).
(ii) |v(y, x)| = 1 when (y, x) ∈ Γ(ϕ).
In this case, (v∗av)(x) = (a ◦ ϕ−1)(x)v∗v(x).
Proof. We first prove the “only if” part of the claim. Let p = v∗v
and q = vv∗. Suppose that p = χ(E) and q = χ(F ) for Borel sets E
and F in X. Let a ∈ A be represented by a measurable function a(x)
on X. Then, for (x, z) ∈ R, (1.3) and (1.4) give
(2.1) (v∗av)(x, z) =
∑
y∼x
v(y, x) a(y) v(y, z) s(x, y, z).
If v∗av ∈ Ap for all a ∈ A, then, for almost every x ∈ E, (v∗av)(x, z) =
0 whenever z = x. We may interpret this as saying that, for almost ev-
ery x ∈ E, a(y) and v(y, x)v(y, z)s(x, y, z) are orthogonal in 2(R(x))
(where y ranges over R(x)). The resctictions of a(y) to R(x) for a ∈ A
span 2(R(x)). Therefore, since s(x, y, z) is never 0, we conclude that:
(2.2)
For almost everyx ∈ E, and for all z ∈ R(x) with z = x,
v(y, x)v(y, z) = 0 for all y ∈ R(x). If x ∈ E, v(y, x) = 0.
On the other hand v∗v(x) = χ(E)(x), and using a = 1 in (2.1) gives
(2.3) For almost everyx ∈ E,
∑
y∼x
|v(y, x)|2 = 1.
Analogously, by considering also v∗ ∈ GNM(A), we can conclude that
(2.4)
For almost every x ∈ F and all z ∈ R(x) with z = x,
v(x, y)v(z, y) = 0 for all y ∈ R(x). Ifx ∈ F, v(x, y) = 0.
(2.5) For almost every x ∈ F,
∑
y∼x
|v(x, y)|2 = 1.
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Let B = {y ∈ X | v(y, x) = 0 for more than one x}. Consider the set
C = {(y, x) ∈ R | v(y, x) = 0 and ∃ z ∈ R(x), z = x, with v(y, z) = 0}.
Then π(C) = B. Suppose that μ(πr(C)) > 0. Then there exists a
nonnull subset D of X such that, for every x ∈ D, there are y and
z in R(x) with both v(y, x) and v(y, z) nonzero. But this contradicts
(2.2), and hence μ(πr(C)) = 0. By [4, Proposition 2.1], we also have
μ(π(C)) = μ(B) = 0. Combining this with (2.5) yields
(2.6)
for almost every x ∈ F, v(x, y) = 0 for exactly one
y ∈ R(X), and |v(x, y)| = 1 for that y.
And, analogously, working from (2.4) and (2.3) (and interchanging roles
of x and y),
(2.7)
for almost every y ∈ E, v(x, y) = 0 for exactly one
x ∈ R(y), and |v(x, y)| = 1 for that x.
Because v(x, y) can be modified on a null set without changing the
operator v, we will assume v has been modified so that these results
hold for all x ∈ F and y ∈ E respectively.
For x ∈ E, denote the unique y such that v(y, x) is nonzero by ψ(x).
From (2.1) we then get
(2.8) (v∗av)(x) =
∑
y∼x
a(y) |v(y, x)|2 = a(ψ(x))v∗v(x).
To show that ψ is a partial R-isomorphism, note that the map
a → v∗av is an algebraic isomorphism from qA to pA, since, for
a, b ∈ qA, v∗abv = v∗aqbv = v∗aqbv = (v∗av)(v∗bv). It then follows
from [3, Appendix IV] that there is a Borel isomorphism η from F to
E such that, for x ∈ E, v∗av(x) = a(η(x)). Therefore ψ = η, and by
the definition of ψ we have Γ(ψ) ⊆ R, so ψ is a partial R-isomorphism.
Now just take ϕ = ψ−1.
The converse is straightforward and most of the details are omitted.
If ϕ is a partial R-isomorphism, and if v(x, y) is a measurable function
on R satisfying conditions (i) and (ii) of this Proposition, then v is
trivially left finite and so belongs to M. Using the multiplication
formulas one can show that v∗v and vv∗ are respectively the projections
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in A corresponding to the domain and range of ϕ. Likewise v∗av =
(a ◦ ϕ−1)v∗v, so v ∈ GNM(A).
Corollary 2.3. Let u(x, y) be a complex-valued Borel function on
R. Then u represents a unitary in NM(A) if and only if there is an
R-automorphism ϕ of X such that, for almost every (x, y) in R,
(i) u(x, y) = 0 unless (x, y) ∈ Γ(ϕ).
(ii) |u(x, y)| = 1 for (x, y) ∈ Γ(ϕ).
The partial R-isomorphism associated with a partial isometry v ∈
GNM(A) will be denoted ϕv. It follows directly from [8, Lemma 2.3(2)]
that for u, v ∈ GNM(A), ϕuv = ϕv ◦ ϕu.
Corollary 2.4. The Weyl group W (A) of A (defined to be
NM(A)/U(A))) is isomorphic to the group of R-automorphisms of X.
(See also [5, Proposition 2.9(3)].)
3. Topologies. We define two new topologies on M based on the
Cartan subalgebra A.
Definition 3.1. The Bures A-topology on M is defined to be the
locally convex topology on M determined by the seminorms T →
ω◦E(T ∗T )1/2 where ω runs over the normal states of A (normal positive
linear functionals with ω(1) = 1) [2, p. 48]. When the Cartan subalgebra
A is understood, we will simply refer to the “Bures topology.”
Definition 3.2. The relative L2 topology on M is defined to be the
topology induced on M by its natural embedding into L2(R, ν) via the
Feldman-Moore formalism. For brevity this will usually be called the
“L2 topology.”
Remarks. If M is finite, L2(M) is naturally isomorphic to L2(R, ν) as
a Banach space, so in this case the terminology is consistent. In this case
at least the relative L2 topology does not depend on A. Nevertheless
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the general question of whether these topologies depend on A may be
interesting.
The unit ball of M will be denoted by M1, and, similarly for any
subspace of M, a subscript of 1 will indicate the unit ball of that
subspace.
Proposition 3.3. The Bures topology is stronger than the L2 topology
on M and is equal to the L2 topology on M1.
Proof. Since both the Bures topology and the L2 topology are
metrizable on the unit ball, we need only deal with sequences. (For
the Bures topology we may use the metric ρ(T1, T2) =
∑∞
n=1 2
−nωn ◦
E((T1 − T2)∗(T1 − T2)), where {ωn} is a countable dense set in the
state space of A.) Let {Tn} be a sequence in M converging to 0
in the Bures topology. Then, for all states ω on A, ω ◦ E(T ∗nTn)
converges to 0. Using A ∼= L∞(X,μ) and A∗ ∼= L1(X,μ) with
μ(X) = 1, we have E(T ∗nTn)(x) =
∑
y∼x |Tn(y, x)|2 and ω ◦E(T ∗nTn) =∫
X
ω(x)
(∑
y∼x |Tn(y, x)|2
)
dμ(x). Since μ(X) = 1 we may take ω(x)
identically equal to 1. Then ω ◦E(T ∗nTn) =
∫
X
∑
y∼x |Tn(y, x)|2dμ(x) =∫
R
|Tn(x, y)|2dv(x, y) = ‖Tn‖22. Hence Tn → 0 in the L2 topology.
To prove the converse on M1, we need an elementary lemma. Let
w(x) ∈ L1(X,μ)+ and let ε > 0 be given. Then we may choose
δ > 0 so that, whenever g(x) ∈ L∞(X,μ) with g ≥ 0, ‖g‖∞ ≤ 1, and
‖g‖1 < δ,
∫
X
g(x)w(x)dμ(x) < ε. To see this, let S = {x|w(x) > M}
for M > 0, and choose M so that
∫
S
w(x)dμ(x) < ε/2 [10; p.
85, Proposition 13]. Choose δ = ε/2M , and let g(x) be as given.
Then
∫
X
g(x)w(x)dμ(x) =
∫
S
g(x)w(x)dμ(x) +
∫
X\S g(x)w(x)dμ(x) ≤∫
S
w(x)dμ(x) +M
∫
X\S g(x)dμ(x) < ε/2 +Mδ = ε.
Now suppose that {Tn} is a sequence in M1 which converges to 0
in the L2 topology. Then ‖E(T ∗nTn)‖ ≤ 1 so
∑
y∼x |Tn(y, x)|2 ≤ 1
for a.e. x. We know that ‖Tn‖22 =
∫
X
∑
y∼x |Tn(y, x)|2dμ(x) → 0. Let
gn(x) =
∑
y∼x |Tn(y, x)|2. If ω is a state on A and ε > 0 is given, choose
δ as above and choose N so that n ≥ N implies ∫
X
gn(x)dμ(x) < δ.
Then ω ◦ E(T ∗nTn) =
∫
X
ω(x)gn(x)dμ(x) < ε. Therefore Tn → 0 in the
Bures topology.
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Proposition 3.4. Let M be a von Neumann algebra with Cartan
subalgebra A. Then the following topologies are equivalent on the unit
ball M1 of M:
(i) the strong topology,
(ii) the σ-strong topology,
(iii) the relative L2-topology,
(iv) the Bures A-topology.
Proof. The equivalence of (i) and (ii) is a standard result [13, Lemma
II.2.5], and we have just shown the equivalence of (iii) and (iv). Since
ω ◦ E ∈ M∗ whenever ω ∈ A∗ the set of seminorms defining the Bures
topology is a subset of those defining the σ-strong topology, and hence
the Bures topology is weaker than the σ-strong topology on M.
We now show that the relative L2-topology is stronger than the strong
topology on M1, which will complete the proof. By [5, Proposition 2.3],
the left-finite functions are dense in L2(R, ν). Since any (topological)
subspace of a separable metric space is separable, we may choose a
countable set of left finite functions {ξk} which is dense in L2(R, ν).
If T ∈ M is represented by the function T (x, y), then T (x, y) ∈
L2(R, ν). By [5, Proposition 2.1] LT (ξk)(x, z) = Rξk(T )(x, z), so
‖Tξk‖ ≤ Ck‖T‖2, where Ck is a constant depending on ξk. Let
U = {T ∈ M1 | ‖(T − T0)ηi‖ < εi} be a basic open set in the
strong topology on M1, where ηi ∈ L2(R, ν) for i = 1, . . . , N . For
each i choose ξi from the set {ξk} so that ‖ξi − ηi‖ < εi/4. It then
follows that V = {T ∈ M1 | ‖(T − T0)ξi‖ < εi/2} is a subset of
U . Let C = max1≤i≤N (Ci) and ε = min1≤i≤N (εi); then W = {T ∈
M1 | ‖T −T0‖2 < ε/2C} is a subset of V and an L2 neighborhood of T0.
Corollary 3.5. For a subspace S of M the following are equivalent:
(i) S (S1) is closed in the Bures A-topology;
(ii) S (S1) is closed in the relative L2 topology;
(iii) S (S1) is closed in the σ-weak topology.
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Proof. For any locally convex vector topology on M in which M1 is
closed, a subspace S is closed if and only if S1 is closed. Since M1 is
closed in each of these topologies, it suffices to prove the equivalence for
S1. But S1 is σ-weakly closed if and only if it is σ-strongly closed by
[13, Theorem II.2.6(vi)]. The equivalence then follows from Proposition
3.4.
Corollary 3.6. A linear functional on M is Bures continuous
(or L2-continuous) if and only if it is σ-weakly continuous. (A linear
functional is continuous if and only if its null space is closed.)
4. Orthonormal bases. Two elements x, y ∈ M are orthogonal over
A if E(x∗y) = 0. A family {vk} of partial isometries in M will be called
an orthonormal basis over A [2, p. 49] if (i) {vk} are mutually orthogonal
over A; (ii) the finite sums
∑
akvk with ak ∈ A are dense in M in the
Bures A-topology. We wish to show that (if A is a Cartan subalgebra)
M always has an orthonormal basis over A of partial isometries in
GNM(A).
Lemma 4.1. u, v ∈ GNM(A) are orthogonal over A if and only if
ν(Γ(ϕu) ∩ Γ(ϕv)) = 0.
Proof. By (1.3), E(u∗v)(x) =
∑
y∼x u(y, x)v(y, x). This equals zero
for x ∈ X if and only if ϕ−1u (x) = ϕ−1v (x) or at least one of them is
undefined, since then u(y, x) and v(y, x) will be nonzero in different
terms. E(u∗v) = 0 if and only if this holds for almost every x, which is
equivalent to ν(Γ(ϕu) ∩ Γ(ϕv)) = 0.
Thus in order for the partial isometries {vk} ⊂ GNM(A) to form an
orthonormal basis over A for M, it is necessary that {Γ(ϕvk)} be dis-
joint. By [8, Lemma 2.1], one can always find partial R-automorphisms
{ϕk} whose graphs form a partition of R. We will show below that
if {Γ(ϕvk)} form a partition of R up to null sets, then {vk} are an
orthonormal basis (Theorem 4.4). If we then construct partial isome-
tries vk such that ϕvk = ϕk via Proposition 2.2, we will have such an
orthonormal basis.
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In the following, we assume {vk} ⊂ GNM(A) to be partial isometries
with {Γ(ϕvk)} a partition of R. Let T ∈ M be represented by
the function T (x, y) on R, and, for integers k and N , define ak =
E(Tv∗k), Tk = akvk, and TN =
∑N
k=1 Tk.
Lemma 4.2. E(T ∗kTm) = 0 for m = k, and T ∗kTk ∈ A is represented
by the function |ak ◦ ϕ−1k (x)|2.
Proof. E(T ∗kTm) = E(v
∗
ka
∗
kamvm) = (v
∗
ka
∗
kamvk)E(v
∗
kvm) = 0 if
m = k. Since T ∗kTk = v∗ka∗kakvk, it is in A and (2.1) gives T ∗kTk(x) =∑
y∼x |ak(y)|2|vk(y, x)|2 = |ak ◦ ϕ−1k (x)|2.
Lemma 4.3.
(i) E(T ∗NTN ) = E(T
∗TN ) = E(T ∗NT ), and each is represented by the
function
∑N
k=1 |ak ◦ ϕ−1k (x)|2.
(ii) E(T ∗T ) is represented by the function
∑∞
k=1 |ak ◦ ϕ−1k (x)|2.
(iii) E(T ∗NTN ) converges σ-weakly to E(T
∗T ) in A.
Proof.
(i)
E(T ∗NTN ) = E
(
(
N∑
k=1
Tk)∗(
N∑
m=1
Tm)
)
=
N∑
k=1
N∑
m=1
E(T ∗kTm) =
N∑
k=1
T ∗kTk,
E(T ∗NT ) =
N∑
k=1
E(v∗ka
∗
kT ) =
N∑
k=1
v∗kE(a
∗
kTv
∗
k)vk
=
N∑
k=1
v∗ka
∗
kE(Tv
∗
k)vk =
N∑
k=1
T ∗kTk,
E(T ∗TN ) =
N∑
k=1
E(T ∗akvk) =
N∑
k=1
v∗kE(vkT
∗)akvk
=
N∑
k=1
v∗kE(Tv
∗
k)
∗akvk =
N∑
k=1
T ∗kTk.
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(ii) Since ak(x) =
∑
y∼x T (x, y)vk(x, y),
|ak(x)|2 = |
∑
y∼x
T (x, y)vk(x, y)|2
=
∑
y∼x
|T (x, y)|2|vk(x, y)|2 (vk(x, y)vk(x, z) = 0 unless z = y)
= |T (x, ϕk(x))|2.
Therefore |ak ◦ ϕ−1k (x)|2 = |T (ϕ−1k (x), x)|2, and hence
∑∞
k=1 |ak ◦
ϕ−1k (x)|2 =
∑∞
k=1 |T (ϕ−1k (x), x)|2 =
∑
y∼x |T (y, x)|2 = E(T ∗T )(x).
(iii) From (i) and (ii), E(T ∗NTN ) increases monotonically to E(T
∗T ) as
N → ∞. If ω ∈ A+∗ is represented by a function in L1(X,μ)+, it is then
a consequence of the Monotone Convergence Theorem on (X,μ) that
ω ◦ E(T ∗NTN ) converges to ω ◦ E(T ∗T ). Since the positive functionals
span A∗, this holds for any ω ∈ A∗.
Theorem 4.4. Let {vk} be a collection of partial isometries in
GNM(A) whose graphs form a partition of R, and let T ∈ M. Then∑N
k=1E(Tv
∗
k)vk converges to T in the Bures A-topology.
Proof. Let ω ∈ A∗. Then, by Lemma 4.3(i), ω ◦ E((T − TN )∗(T −
TN )) = ω ◦ E(T ∗T ) − ω ◦ E(T ∗NTN ). By Lemma 4.3(iii), this converges
to zero as N → ∞.
Corollary 4.5. A collection of partial isometries in GNM(A) is
an orthonormal basis over A for M if and only if their graphs form a
partition of R up to null sets.
Corollary 4.6. One can always choose an orthonormal basis over
A for M from the members of GNM(A), and any set in GNM(A) which
is orthogonal over A can be extended to an orthonormal basis over A.
(This follows from Corollary 4.5 and the discussion following Lemma
4.1.)
Questions. (i) Popa [9, Proposition 2.2] has also proven this last
result without the Feldman-Moore formalism. An even more interesting
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result of his [9, Corollary 2.6] is that if M is a Π1 factor, there is an
orthonormal basis over A consisting of unitaries in NM(A). In the
language of ergodic equivalence relations this says that if X has a finite
R-invariant measure, then R has a partition into sets each of which is
the graph of an R-automorphism of X. Is there a direct proof of this
fact which is simpler than a line-for-line translation of Popa’s proof?
(ii) In the case of the classical crossed product construction of a
countable discrete group acting on an abelian von Neumann algebra A,
the unitaries corresponding to the group elements form an orthonormal
basis for the crossed product algebra over A [7, Proposition 3]. Thus
in many nonfinite cases it is still true that one can find an orthonormal
basis over A consisting of unitaries in NM(A). Is there an example
where it is known that an orthonormal basis of unitaries cannot exist?
5. Bimodules. If A is a ring, then an A-bimodule is a vector space
on which left and right multiplication by members of A is defined,
with the usual module laws holding. We restrict attention to the case
where A is a Cartan subalgebra of a von Neumann algebra M. In MSS
bimodules are restricted to be subspaces of M, but here we will consider
also subspaces of L2(R, v). The Spectral Theorem for Bimodules [8,
Theorem 2.5] states that any σ-weakly closed A-bimodule in M is of
the form S(B) = {T ∈ M |T (x, y) = 0 for (x, y) ∈ B} for some Borel
set B ⊂ R.
We are now in a position to give a proof of this Theorem that follows
the motivation in §1 of MSS. As a matter of fact we only need the
topological results of §3. Our strategy is:
(i) Let S be an A-bimodule which is a closed subspace of L2(R, v).
Then there is a Borel set B ⊂ R such that S = {f ∈ L2(R, v)|f(x, y) = 0
for (x, y) ∈ B}. This is pointed out in MSS [8, p. 15 16].
(ii) Any σ-weakly closed A-bimodule S in M is in fact the intersection
of M with an A-bimodule which is a closed subspace of L2(R, v).
(iii) For an A-bimodule S to be the intersection of M with a closed
subspace of L2(R, v) is equivalent to S = Sc∩M, where Sc is the closure
of S in L2(R, v). Note that if S is an A-bimodule then so is Sc, since
multiplication by a fixed element of A is continuous in the topology of
L2(R, v).
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Theorem 5.1. (Spectral Theorem For Bimodules) Let S be a
σ-weakly closed A-bimodule in M. Then there is a Borel set B ⊆ R
such that S = S(B) = {T ∈ M |T (x, y) = 0 for (x, y) ∈ B}.
Proof. Since S is σ-weakly closed, it is also closed in the relative L2
topology by Corollary 3.5. Therefore, by (iii) above, S= Sc∩M (there-
by verifying (ii)). By (i) above, we have S ={T ∈L2(R, v) | T (x, y)=0
for (x, y) ∈ B} for some Borel set B, and we are done.
The remainder of this section is devoted to showing that a σ-weakly
closed A-bimodule has an orthonormal basis of partial isometries in
GNM(A). This generalizes results of Popa [9, Proposition 2.2] (given
as Corollary 4.6 in this paper) and Muhly-Saito-Solel [8, Corollary 2.7].
The crucial first step is the following Lemma, which is proven in MSS
[8, Lemma 2.6].
Lemma 5.2. Let S be a σ-weakly closed A-bimodule in M, and let
v ∈ GNM(A). If T ∈ S then also E(Tv∗)v ∈ S.
A simple calculation shows that E(Sv∗) = {E(Tv∗) | T ∈ S} is a
two sided ideal in A. If S is σ-weakly closed, then so is E(Sv∗). In
particular, let {fn} be a sequence in E(Sv∗) converging σ-weakly to
f . Then fnv ∈ S for all n and fnv converges σ-weakly to fv, so also
fv ∈ S. Let q = vv∗; since fn = E(Tnv∗) for some Tn ∈ S, fnq =
E(Tnv∗q) = E(Tnv∗) = fn. By continuity we also have fq = f . Then
E((fv)v∗) = E(fq) = E(f) = f , and hence f ∈ E(Sv∗). Since E(Sv∗)
is σ-weakly closed, E(Sv∗) = Ar for some projection r ∈ A [11,1.10.5].
Lemma 5.3 . Let S be a nonzero σ-weakly closed A-bimodule in M.
Then S contains a nonzero partial isometry in GNM(A).
Proof. Let {vk} be an orthonormal basis for M of partial isometries
in GNM(A). Then Jk = E(Sv∗k) = Ark for projections rk in A.
In particular rk ∈ Jk, and therefore, by Lemma 5.2, rkvk ∈ S. For
some k, rkvk must be nonzero, as otherwise, for each T in S, T =
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∑∞
k=1E(Tv
∗
k)vk =
∑∞
k=1E(Tv
∗
k)rkvk = 0. But each nonzero rkvk is
easily checked to be in GNM(A).
Proposition 5.4. Let S be a nonzero σ-weakly closed A-bimodule in
M. Then S has an orthonormal basis consisting of partial isometries
in GNM(A). Furthermore, any orthonormal set in S chosen from
GNM(A) can be extended to an orthonormal basis.
Proof. Let {vi} be a maximal family of partial isometries in
GNM(A) chosen from S which are mutually orthogonal. Then the sub-
spaces Avi are mutually orthogonal. Suppose that S ⊂ ⊕Avi, and let
R = {T ∈ S |T ⊥ Avi for each i}. We claim that R is again a nonzero
σ-weakly closed A-bimodule, and hence contains a member of GNM(A),
leading to a contradiction. To complete the proof we prove this claim.
If {Tα} is a net in R converging σ-weakly to T , then T is in S since S
is σ-weakly closed. Since E(T ∗αavi) = 0 for every i, α, and every a ∈ A,
and since E is σ-weakly continuous, we may take the limit in α to
conclude that E(T ∗avi) = 0 and hence T ∈ R. For any a ∈ A, aT and
Ta are in S, and we have E((aT )∗Avi) = E(T ∗a∗Avi) = E(T ∗Avi) = 0
and E((Ta)∗Avi) = a∗E(T ∗Avi) = 0, so aT and Ta are also in R. To
see that R is nonzero, let T ∈ S with T ∈ ⊕Avi, and let {wi} be an
orthogonal set in GNM(A) which extends {vi} to form an orthonormal
basis over A. Then, for at least one of the wi, we must have E(Tw∗i ) = 0.
But then, by Lemma 5.2, E(Tw∗i )wi ∈ S, and hence E(Tw∗i )wi ∈ R.
Corollary 5.5. Let S be a nonzero σ-weakly closed A-bimodule in
M. Let SF be the subspace of left-finite elements of S. Then SF is
σ-weakly dense in S.
Proof. By Proposition 5.4 we know that SF is Bures dense in S,
since finite linear combinations of elements of GNM (A) are left finite.
By Corollary 3.5, the σ-weak closure of SF is equal to the Bures closure
of SF , which is S.
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The author thanks Baruch Solel for his careful reading of early versions
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