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Abstract
Owing to inherent cost-effectiveness, distribution networks are traditionally designed to
operate radially to cater to the load demand of typical residential, commercial, and industrial customers. In recent times, there is increased penetration of renewable energy
generators into distribution networks. Consequently, there are three main impediments
to this paradigm shift: (i) the intrinsic variability of renewable energy sources, and the
frailty of using the non-zero correlation between them and loads for variability mitigation, (ii) increased vulnerability to faults, and (iii) increased penetration of the inertia-less
converter-interfaced generators. This thesis addresses a few aspects of these three challenges faced and correspondingly it is divided into three parts. In Part I of the thesis, the
sizing and operation of distributed generators and storage devices have been discussed to
mitigate the effects of variability. In Part IIA, reserve requirement and allowable delay
in reserve provision are discussed to increase system resilience against temporary faults.
Part IIB of the thesis focuses on policies of procuring voltage sag mitigation devices and
sharing their cost among customers. The associated specific contributions of the thesis
are presented in the following three paragraphs.
High variability of the renewable energy generation with a significant forecast error
thwart traditional dispatchability of resources. Assuming the availability of proper remuneration, battery storage devices are often touted for providing an essential operational
flexibility to renewable energy sources. However, for optimal operability, battery storage
devices must be appropriately sized. Their optimal sizing to achieve the base-load functionality for a given statistical significance is discussed as the first objective. Application
of high- and low-pass filters about a given cut-off frequency on the frequency spectrum
of the historical generation data, calculated using discrete Fourier transform approach,
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segregate the fast and slowly varying components. The proposed methodology will ensure minimum injection of renewable energy generation variability into the grid for both
fast- and slow-varying components. Determination of sizing of battery storage devices is
numerically ‘costly’ and to obtain the optimal cut-off frequency, a derivative-free modepursuing sampling method is applied. However, in contrast to battery storage devices,
supercapacitors do not suffer from limited charging-discharging cycles, which make them
ideal for mitigating the high-frequency component of the variability, while the battery storage devices are capable of alleviating both low- and high-frequency variabilities. Proper
sizing of battery-supercapacitor hybrid storage devices is the second objective. Similar to
the first objective, mitigation of both low- and high-frequency variabilities is of concern
in the second objective. In addition to being optimally sized, coordinated operation of
storage devices would ensure maximum profitability of independent renewable energy and
storage owners. While improvement of network performance may not be an obligation
for the power producers, appropriate remuneration, or incentive to them is expected to
improve distribution network performance. In this regard, ancillary benefits from network
improvement and co-optimization strategy for independent power producers are discussed
as the third objective.
Reduction in inertial reserve with increased penetration of converter-interfaced generators will translate into a higher rate of change of frequency, and the traditional allowable
delay in the provision of the unrewarded primary frequency reserve will be a risk for grid
security. Nevertheless, if the response from each of the inertia-less reserve providing generators is fast enough, droop control can still limit frequency excursions of the system.
A detailed model of the power system network and generators is needed to calculate the
permissible delay. At the same time, the permissible delay is necessary for clearing of
the reserve providing generators, which introduces a causality dilemma. Therefore, as
the fourth objective, a heuristic is developed to establish the relationship among system
parameters of a low inertia system and allowable delay margin. Padé approximation technique has been used to obtain rational approximation of the system response, allowing one
to obtain the damping ratio corresponding to dominant poles determining the transient
response. It is imminent that although temporary faults prolong only for a maximum
period of hundreds of milliseconds, traditional allowable delay in the reserve provision
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for a reduced inertia system will lead to an appreciable frequency excursion. Therefore,
system operators must ensure an adequate fast reserve availability securing reliable grid
operation. If the low or medium voltage network is operated as a virtual power plant, its
components can participate in fast reserve provision. Because these generating entities
are located within the network in a distributed fashion, their outage probability during
temporary faults is not negligible. Finding an energy and reserve provision schedule from
each of the participating entities in a low-inertia virtual power plant is discussed as the
fifth objective.
In order to utilize limited benevolent effects of dynamic voltage restorer (DVR),
multiple customers may cooperate to form a symbiotic group for the provision of the mitigation solution. The existence of ‘economy of scale’ can act as a facilitator of this. Such
a symbiotic group formation can be treated as an open system, wherein, the contributors
themselves manage system resources. Under such resource provision framework, participation needs to be voluntary, while the true utility requirement of the appropriators is
generally unmonitored. Given a group of customers available within the network, and the
requirement of mitigation solution to the whole group, sag mitigation solution using DVR
becomes simultaneously rivalrous and non-excludable. In this regard, the non-excludable
component of the good (common voltage sag mitigation provision) is required to be multiplied with the rivalrous component (peak load demand) of each participant within the
group to calculate the individual resource requirement. Therefore, the good so provided
can be categorized as a common-pool resource (CPR), and as the sixth objective, the
aim is to investigate the condition under which participants, sharing CPR, appropriate
to form an open system that discourages unilateral free-riding benefit for any of the appropriators. Assuming a linear utility curve and an average linear production cost curve,
with the assumption that the customers are collocated, it has been shown that the utility
function is convex. Furthermore, for the given problem, the utility distribution function
among the customers using free-ride proof core solution concept has been analytically
calculated and verified by solving an optimization problem. Because the customers in
a distribution network are not collocated, the location of the mitigation solutions will
determine the relative exposure of the customers during voltage sag events. Additionally,
in contrast to the traditional non-excludability of the CPR resources, the relative location
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of the customers and the mitigation device can induce partial excludability among the
customers. If multiple independent contribution group formation is allowed, free-riders
can be strategically eliminated from being benefited from the CPR provision. The location of the customers in a tree, portrayed by the distribution network, would determine
a feasible set of clusters. And therefore, as the seventh objective, a graph theory based
group partitioning strategy has been considered for determining feasible cluster sets, and
the utility distribution among the customers has been compared using three different solution concepts, an alternative definition of core, the nucleous, and the Shapley value. The
cluster formation for each of the contribution groups, and utility distribution are obtained
by solving a combinatorial optimization problem.

Keywords: Common-Pool Resources, Cost-Benefit Analysis, Distribution Network, Electricity Market, Game Theory, Graph Theory, Low-Inertia System, Modeling, Optimization, Planning, Power System Economics, Power Quality, Renewable Energy, Reserve Requirement, Scheduling, Stochastic Chance-Constrained Problem, Storage Devices, Voltage
Sags.
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Ramp rate of the diesel generator located at bus q during interval t, in kWh−1 .
RDG
q,t
TS,T A matrix, indicating whether a appropriation group S is a proper subset of the
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the renewable energy generation data during the interval t, of the Kth day, in kW
or MW.
N

Total number of intervals accounted in a day for the day-ahead scheduling.

Oq

Constant for calculating the demand response of the load at node q.
xxxi

Qavg , Q0avg Average and residual charge stored within the battery, in MWh.
Qmax/min Allowable maximum, or minimum charge within the battery, in MWh.
Q0max/min Maximum, or minimum charge within the battery observed on a typical day,
in MWh.
SBase System base power, in MVA.
J

Imaginary number,

√

−1.

PyDR Increase in the price of electricity at the demand response level y from the retail
price, in %.
V, W
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µ, σ Mean and the standard deviation of the dataset.
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Retail energy price in the electricity market during the interval t, in MU/kW.

πtRF Retail price of the fast reserve provision during the interval t, in MU/kW.
πtRS Retail price of the spinning reserve provision during the interval t, in MU/kW.
Ψmax Maximum permissible carbon di-oxide reduction limit, in %.
ρ

The chosen statistical significance for calculation.

τ

Duration for which fast reserve needs to be dispatched from the battery, in h.

Cap(·)
Capacity of the wind turbine generator, w, or battery storage device, B, conq
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Carboni Carbon emission from the participant i, in volume.
Ca
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CRF(·) The function calculating the capital recovery factor for a given set of parameters.
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Desirable gap to identify that the objective function is not improving.
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The discount rate of an investment to calculate the annualized cost, in %.

mcpt Day-ahead market clearing price during interval t, in $/kW.
nC

Desirable number of times the objective function does not improve to ensure convergence.
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the model is not converged.

pfq

Peak load power factor of the load connected at bus q.

PM(·) Assimilated historical renewable energy generation data, in MW.
PR(·) Historical renewable energy generation data, in MW.
RatBq Power rating of the battery of the battery storage device, B, connected at bus q,
in kW.
rmcpt Day-ahead reserve market clearing price during interval t, in $/kW.
RUDt Both up and down spinning reserve requirement to compensate renewable and
load variability during interval t, in kW.
SOCbegin/end Desirable state of the charge at the beginning or end of scheduling respectively, in pu.
SOCmin/max Minimum or maximum state of the charge of the batteries respectively, in
pu.
SOCSB
min/max Minimum or maximum state of the charge for storage type SB, in pu.
Θ

Unit capacity cost of the batteries in $/kWh.

ΘSD Capacity cost of the batteries of type SD, in $/MWh.
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ai

Maximum of the marginal willingness to pay of the contributor i (or, appropriate
cluster member).
ini/min/max

Bq

Initial, minimum, or maximum stored charge within the battery storage

device located at bus q, in kWh.
c, d

Parameters of the average cost function of the mitigation device (such as, dynamic
voltage restorer).

Ba,lim
Crate
C-rate limit of the battery, in h−1 .

Crate The C-rate of the battery, in h−1 .
lim
Statistical C-rating limit of the battery, in h−1 .
Crate

D

The aggregated system damping factor provided by the load and the damping bars
of the synchronous generators within the system, if any, in pu-MW Hz−1 .

f0

The nominal frequency of the power system, in Hz.

H

The aggregated reduced (center of inertia) rotational inertia constant of the power
system, in s.

Ii

Current rating of the voltage sag mitigation solution of customer i, in ampere.

K Ba , K P o , K Sc Cost annualization factors of batteries, converters and supercapacitors,
respectively.
Lbase
Aggregated base case losses of the distribution network at time t, in kWh.
t
M

An arbitrarily large number.

L
Pq,t

Forecast of the load located at bus q, during the interval t, in kW.

PqB,max Power rating of the converter of the battery storage device, B, connected at bus
q, in kW.
DG,max/min

Pq

Power generation upper, or lower limit of the diesel generators, in kW.

DiG,M P P
Pq,t
Forecasted maximum power generation of the distributed generator located

at bus q, during interval t, in kW.
xxxiv

L,max/min

Pq,t

Upper, or, lower convenience limits respectively, of the demand responding

load located at bus q during interval t, in kW.
min/max

PDSO

Agreed upon minimum, or maximum possible active power dispatch from the

wind power producer to distribution system operator, in kW.
Aggregated regulation provided by reserve generators, in pu-MW−1 Hz.

R

rl , xl Resistance and reactance of branch l, in ohms.
base
The base case voltage at the bus q, during interval t, in pu.
Vq,t
min/max

Vq

Minimum, or maximum allowable voltages at bus q, respectively, in kV.

V0

Reference voltage, in kV.

V0,t

Voltage at the reference bus at all times, in kV.

Sc
Minimum, maximum, or, rated voltage across the supercapacitor, Sc,
Vmin/max/rated

respectively, with a requisite unit.
Y

Typical throughput rating of the battery.

YSD Lifetime throughput available within the battery of type SD, in MWh.
Cq,l

Bus-branch connectivity matrix to calculate the line, l, flow with given the nodal,
q, power extraction.

Variables
α

Non-excludable part of the common-pool resource (representing common voltage
injected by the dynamic voltage restorer).

αg,S Non-excludable part of the common-pool resource provision to the cluster g, in the
appropriation group S.
α(·)

Common voltage injected by the dynamic voltage restorer to a cluster, or received
by a load.

(·)

αM KT Non-excludable common-pool resource provision for a given contribution set (or,
cluster).
xxxv

αOP T Non-excludable common-pool resource provision when all the member of the society contributes according to their true willingness to pay.
χg,S
A matrix, representing whether node q joins the cluster g, in the appropriation
q
group S.
∆f (s) The deviation of the system frequency in the frequency-domain.
∆f (t) The deviation of the system frequency of the power system at time t, in Hz.
∆P (s) Load-generation imbalance in frequency-domain.
∆P (t) Load-generation imbalance at the nominal operating frequency at time t, in pu.
∆

The trivial condition for the unilateral deviation proof utility to exist, with constant
marginal cost.

Res
Node voltage angle of the bus q, during interval t, when reserve is being supplied,
δq,t

in degree.
δq,t

Node voltage angle of the bus q, during interval t, in degree.

Γ(·)

Total utility generated by the participation set (or cluster), in MU.

Γg,S Utility generated by the cluster g, in the appropriation group S, in MU.
γq,y,t Demand respond level y, of the load connected at bus q, during interval t, (∈
{0, 1}).
Λ(t) A sign variable, symbolizing the charging and the discharging status of batteries,
during interval t, (∈ {−1, 1}).
ΛK,SB
(t) A sign variable, symbolizing the charging and the discharging status of storage
Z
type SB, considering the component Z, during interval t, of Kth day (∈ {−1, 1}).
M(·), S(·) Functions calculating the mean and the standard deviation respectively.
N(·) Normal probability distribution function.
P

Typical probability distribution function.

Pcum Typical cumulative probability distribution function.
xxxvi

Pξ,t

Probability of the occurrence of event, ξ, during interval t.

Q(ω) The frequency response of the time delay function.
U(·) Uniform probability distribution function.
XLP F/HP F Frequency responses of low-, or high-pass filters.
QK

A vector depicting energy contained within the battery, in MWh.

C

Statistical capacity rating of batteries considering historical renewable energy generation data, in kWh or MWh.

C0

Modified statistical capacity rating of batteries to account for C-rating limit, in
kWh or MWh.

SB
Statistical capacity rating of the two-battery model ‘+’ and ‘−’ respectively, for
C+/−,Z

storage type SB, considering renewable energy variability component Z, in MWh.
CZSB Statistical capacity rating of the storage type SB, considering the component Z in
the historical renewable energy generation data, in kWh.
C+/− Statistical capacity rating of the two-battery model ‘+’ and ‘−’ respectively, in
MWh.
CZ

Statistical capacity rating of the batteries considering the component Z of historical
renewable energy generation data, in MWh.

G 0 (·) Modified annualized investment cost, in $.
G(·) Annualized investment cost, in $.
GZP o (F ) Annualized investment cost of converters considering the component Z, considering the cut-off frequency F , $.
GZSB (F ) Annualized investment cost of the storage type SB, considering the component
Z, given the cut-off frequency F , in $.
Jq,t

Commitment schedule of the diesel generator, located at bus q, during the interval
t (∈ {0, 1}).
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K

Factor determining the existence of trivial conditions for common-pool resource
provision that is unilateral deviation proof.

O0

Residual energy stored within the battery, in MWh.

P

Statistical power rating of the converters considering historical renewable energy
generation data, in MW.

PZSB Statistical power rating of the converters corresponding to storage type SB, considering the component Z, in the historical renewable energy generation data, in
kW.
PZ

Statistical power rating of converters considering component Z of historical renewable energy generation data, in MW.

R

Statistical C-rating of the battery considering historical renewable energy generation data, in h−1 .

RBa
Statistical C-rating of the battery, Ba, considering the component Z, in the hisZ
torical renewable energy generation data.
RZ

Statistical C-rating of the battery considering component Z of historical renewable
energy generation data, in h−1 .

T

Statistical daily throughput of the battery considering historical renewable energy
generation data, in MWh.

TZBa Statistical throughput of the battery, Ba, considering the component Z, in the
historical renewable energy generation data, in kWh.
V

The utility vector encompassing all the participants.

A(α) Average cost of production with the non-excludable common-pool resource provision of α.
AM KT Optimal average cost, or, price of production for the contributors.
AOP T Optimal average cost, or, price of production for the society.
c

The number of probability events following Poisson process.
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CB

Total daily cost of utilizing battery storage devices in the energy market, in MU.

CDG Total daily operational cost of the diesel generator, in MU.
Operational cost of the diesel generator located at bus, q, during interval t, in MU.
CDG
q,t
CDiG Daily total operational cost of the distributed generator, in MU.
CDR Consumers daily total utility from participating in demand response program or
the revenue generated by the virtual power plant operator, in MU.
CRE Daily total cost incurred by the virtual power plant operator for participating in
the retail energy market, in MU.
Dg,S
Degree of node q of the tree encompassed by the cluster g with the appropriation
q
set S.
G(s) The approximated system transfer function.
Q

Common voltage injected to mitigate voltage sags, in pu.

SDG
Spinning reserve allocation schedule from diesel generator located at bus q, during
q,t
interval t, in kW.
S0,t Total spinning reserve purchased from the reserve market for the interval t, in kW.
V(·) The Padé approximant.
x

A variable representing unit cost to throughput factor, in M$/MWh.

K,SB
Effective capacity rating of storage ‘+’ and ‘−’ respectively, for the storage
CK,SB
+,Z , C−,Z

type SB, considering the component Z of the historical renewable energy generation data of Kth day, in kWh.
K
CK
+ , C− Effective capacity rating of storage ‘+’ and ‘−’ respectively, considering histor-

ical renewable energy generation of Kth day, in MWh.
gt

The factor to obtain the cost-equivalent of the self-reserve provision.

mw
S (α) Aggregated marginal willingness to pay for the contribution set S, with the
non-excludable common-pool resource provision of α.
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mw
i (α) Marginal willingness to pay function of customer i, with the non-excludable
common-pool resource provision of α.
PK,SB
B,Z (t) Total power injected into the storage SB, for either of component Z during
interval t, of the Kth day, in kW.
PK,SB
dis,Z (t) Combined dispatch from the renewable energy generators and storage SB, for
the component Z of the renewable variability, during interval t of the Kth day, in
kW.
PK,SB
gen,Z (t) Total power injected into the grid from the storage type SB, for either of
component Z, during interval t, of the Kth day, in kW.
PK,SB
Power rating of converters corresponding to storage SB considering the compoZ
nent Z of historical renewable energy generation for the Kth day, in kW.
PK

Power rating of the converters considering historical renewable energy generation
of the Kth day, in MW.

th
PK
day, in MW.
B (t) Total power injected into the batteries during interval t, of K

PK
dis (t) Combined dispatch from the renewable energy generators and the battery storage
devices during interval t, of the Kth day, in MW.
PK
gen (t) Total power injected into the grid at the grid end of the battery storage device
unit during interval t, of the Kth day, in MW.
QK,SB
(tt) Total energy contained within the storage type SB, for the component Z, at
Z
the end of the interval tt of the Kth day, in kWh.
QK (t) Total energy contained within the battery, during interval t, of the Kth day, in
MWh.
R

Typical C-rating of the battery, in h−1 .

RK,Ba
Average C-rating of the battery, Ba, considering the component Z, for the Kth
Z
day, in h−1 .
RK
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Chapter 1
Introduction

1.1

Motivation

The electric power system was traditionally designed to carry power unidirectionally and
serve a slowly varying load demand. With growing concern over greenhouse gas emission,
over past decades, the electricity grid is rapidly evolving to accommodate a substantial
penetration of Renewable Energy Sources (RES). Governments and policy-makers are
also incentivizing extensive infiltration of RES [1, 2]. End-users in the distribution grid
are being incentivized through various mechanisms such as feed-in tariff, net metering or
power purchase agreement to increase penetration of RES.
These RES introduce variability into the power system while exhibiting non-zero
correlation among themselves [3, 4, 5]. Although, a low electricity demand at night is
usually coupled with a comparatively higher wind-energy production and zero solar power
generation, and vice versa, use of such correlations among RES and loads is unreliable
enough to effectively schedule the electricity supply [5].

The following publication is based on a part of work presented in this chapter:
S. Majumder, S. A. Khaparde, V. Pradhan, S. V. Kulkarni, A. P. Agalgaonkar, S. Perera, and P. P. Ciufo,
“A critical review on the methods for calculating the risk of process failure because of voltage sags,” in
IEEE International Conference on Power System Technology (POWERCON), Wollongong, NSW, Oct.
2016.
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1.1.1

Variability of Renewable Energy Sources

Forecasting helps to mitigate effects of variability of RES, by utilizing traditional dispatchable output from conventional power plants. However, technical characteristics possessed
by existing thermal generators limit their variability mitigation capability. A relatively
higher level of the lower limit of the power production from thermal generators may restrict high penetration of RES during low-load periods without curtailment. The ramp
rate, and the minimum start-up and shut-down time periods also limit the applicability
of conventional generators in the variability mitigation.
Alternatively, various other flexibility measures for the mitigation of variability, such
as storage devices, are being explored. Both upward and downward operational flexibility
can be provided using the storage devices since they can charge or discharge based on RES
surplus or deficit condition. In this regard, utility-scale energy storage devices such as,
Pumped-Hydro Energy Storage (PHES), Compressed-Air Energy Storage (CAES), Flywheel Energy Storage (FES), Battery Energy Storage System (BESS), Superconducting
Magnetic Energy Storage (SMES), hydrogen storage and fuel cells are viable options for
providing flexibility [6].
However, historically, in addition to the cost, unavailability of quantifiable measure
of ancillary services available from storage devices often limits their tradability [7]. Proper
remuneration and incentivization of operational benefits and availability of sufficient surplus from energy arbitrage will pave the way for increased penetration of storage devices.
Consequently, in this post vertical disintegration era, marginal utilities obtained from
storage devices will determine their penetration level. In this regard, operational objectives are needed to be encapsulated within the planning problem for an optimal expansion
[8].
RES over-generation often coincides with low loading conditions. To capture the
resulting negative price and price differential [9] arising from such power imbalance, largescale storage devices could exploit arbitrage opportunities. Single or distributed deployment of Battery Storage Devices (BSD) of appropriate capacity can be a crucial enabler
in this regard. Also, efficient electricity market operation requires installation of BSDs at
2

proper locations. Also, BSDs are of concern because batteries can only be connected to
the electricity grid through converters.
In addition to being modular, quiet, highly-efficient and non-polluting in nature,
provision of rapid response, controllability, and high values of ramp rate and conversion efficiency of batteries, ensure their applicability in shorter-term energy storage applications
[10, 11]. Typical battery technologies include Lead-Acid, Lithium-ion, Sodium-Sulphide,
Nickel-Cadmium, Vanadium-Redox, Zinc-Bromide, etc. Geographical independence is
also one of the major factors behind increasing deployment of BSDs [12]. These advantages make battery storage suitable for many applications, such as short-term flexibility,
long term energy management, reliability enhancement, provision of uninterrupted power
supply, transmission upgrade deferral, etc. [10]. However, finite life-cycle of batteries,
higher unit cost of power and lower energy density are current limiting factors for their
widespread use. Expected further reduction in the cost of batteries and improvement in
the associated life-cycle [13] would assure that the BSDs can be considered as a potential
future mainstream storage technology [14].
Additionally, to alleviate the finite charging and discharging cycles of batteries, Hybrid Storage System (HSS), commonly constituting of batteries and supercapacitors [15],
is often used. HSS technologies are well established in electric vehicular applications,
because high power demand during charging processes and high energy demand during
discharging processes require storage devices of complementary characteristics. Supercapacitors complement disadvantages of battery storage technologies because of possessing
a large number of charging and discharging cycles, higher charging or discharging current
limit for a given capacity rating and a long shelf life. However, supercapacitors suffer from
low energy density, comparatively high self-discharge rate, and relatively higher capacity
cost [16]. Therefore, one can further concede that different kinds of storage devices will
synergize and complement each other [17, 18, 19, 20].
Renewable Energy Generators (REG) can be designed to operate below the Maximum Power Point (MPP) of RES generation, paving the way for the provision of additional flexibility [21] and secondary revenue source. If the Distributed Generator (DGs)
are non-collocated (connected at different buses), performance of the distribution net-
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work, in terms of (i) network losses, (ii) voltage profile and (iii) overall energy efficiency,
will improve [22, 23, 24, 25, 26]. These are also often considered Energy Management
System (EMS) objectives. In this regard, an EMS is a combination of hardware and
software tools that help one monitor, analyze, target, and control energy consumption.
These DGs too can provide flexibility in variability mitigation. Additionally, the benefits
of converter-interfaced DGs over conventional generator based DGs have been established
by Renders et al. [27]. In another research, Biswas et al. [28] have investigated the
optimal placement of distributed generators in simultaneous minimization of voltage sags
and line losses. Typically, the distribution system operator (DSO, operating the EMS)
decides upon power schedule of each of the individual generating assets.
The definition of the distribution system operator (DSO) can be given by, “a facilitator, that retains system reliably and economically while fostering a retail market for
transactive exchanges among prosumers as well as voluntary participation in a bid-based
retail market” [29]. Such a definition is also followed by Energy Networks Association in
the United Kingdom [30], where it is indicated that the roles and responsibilities of DSO
includes “support whole system optimization” while “enabling and facilitating competition in energy markets” and “maintain distribution network resilience and security and
stability”. A DSO can achieve the same, only if it possesses the right to allocate resources
among various local entities efficiently based on the offer price.
Therefore, to avoid the conflicting objectives of Independent Power Producers (IPPs)
owning these DGs and the DSO in the management of the distribution network, availability of a proper incentivizing mechanism becomes essential. IPPs are the electricity
producing entities (not limited to non-utility electricity producers, small power producers
and cogenerators) “that is not included in an electricity utility’s base rate” [31].
Additionally, because of insignificant comparative share, DGs in the current state
are not visible into the electricity market. The introduction to the concept of Virtual
Power Plant (VPP) has been an enabler for proper capacity utilization of DGs [32, 33].
A VPP can be defined as a group of interconnected distributed energy resources (DER),
price-responsive loads and storage devices dispersed into the low voltage network, that
are coordinated by information and communication system with centralized control, while
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achieving the controllability of a conventional generator through an EMS.
It is well known that the distinction between VPPs and microgrids can be thin,
and both the concepts consider aggregation and optimization of DER. However, while
one often claims that a microgrid is different from a VPP because the former has a
confined network boundary [34], the concept of technical VPP also considers “the realtime influence of the local network on DER aggregated profile as well as representing the
cost and operating characteristics of the portfolio” [32, 35]. Furthermore, like commercial
VPP, the concept of technical VPP can be further extended by considering that the local
networks can be geographically distributed without the loss of generality.
Because of such aggregation approach, VPPs can make contracts in the wholesale
market and also supply ancillary services to the system operator. Therefore, a strategic
bidding of VPPs and scheduling would further incentivize participation of RES in the
electricity market.

1.1.2

Consequences of Reduction in System Inertia

Although the converter-interfaced devices are used for providing additional flexibility to
the electricity grid [36], their increasing presence will significantly reduce the system
inertia. Consequently, the traditional assumption that the system inertia is sufficiently
high with minor temporal variation is not valid anymore. Additionally, conventional
industrial loads are being expeditiously replaced by converters for better control, which
do not contribute to either the system inertia or load damping [37, 38]. However, although
the inertia of the system is on the decline, the residual inertia (from connected diesel
generators, synchronous or induction machine based REGs, etc.) persists within the grid
[37, 39]. The reduction in the synchronous inertia will lead to an increased rate of decay
of the system Center of Inertia (COI) [40, 41] frequency, which may compromise the postdisturbance transient stability of the power system. It is notable that during transient
conditions, although the rotors of grid-connected machines can swing with respect to each
other, one can still solely focus on COI movement from the system point of view, and the
system frequency can be given by COI frequency.
The low rotational inertia was first perceived in the European Continental Syn5

chronous Area, where, production from REGs in 2016 often crossed 90% of the total
connected load [37, 42, 43, 44]. Given that the German grid is a part of this interconnected system, the probable post-disturbance split operation could result in an instability
condition [45]. Australia also saw a downward trend in the system inertia, where the
combined wind-solar generation has grown up to 20% of the total National Electricity
Market (NEM) load demand. The NEM aims to reach a total production of 50% from
the renewables by 2025 [46].
If an additional measuring and communication interface is in place1 , converters can
reach to their full output capability within few seconds. And this fast rate of change
makes them a right candidate for injecting reserve power during disturbances. However,
power injection from converter based REGs is primarily based on a centralized or decentralized estimate of frequency [47, 48]. With rapid deployment of phasor measurement
units and availability of a wide area monitoring system, additional latency concerning the
unavailability of non-local signals is reduced. Although it is possible to obtain a coherent
measurement of various system parameters in almost real-time, the cost and associated
complexities restrict their use in the traditional power system. In contrast, the existing
communication channels induce a significant amount of latency in the frequency measurement [49] (a typical total latency of communication channel is 40∼140 ms [47, 50]).

Figure 1.1: Comparison of the Time Scale of Newer Flexible Resources with that of a
Traditional Power System [51]

As a result, the response from the converter-interfaced storage devices is not immediate, while the delay in the injection from fast-acting storage devices is limited by their
1

The project RESERVE focuses on the integration of the communication system and the electricity

grid. For details, refer to www.re-serve.eu
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response time [47, 52, 53]. Hence, converter-based generators do not ‘naturally’ respond
to the system power-imbalance. The time-scale of the response of new faster generators
in comparison with traditional reserve providing generators is presented in Fig. 1.1.
During a low-inertia condition of the system, if adequately incentivized, both DGs
and BSDs can be allowed to participate in the Primary Frequency Reserve (PFR) provisioning into the grid. The PFR provisioning can be defined as “the proportional increase
or decrease in real power output” from the generating units “in response to frequency deviations”, “· · · in the direction that stabilizes frequency” [31]. To ensure the availability
of sufficient inertia, the concept of virtual inertia [37, 48, 54, 39, 43] is often considered.
Although not immediately available, if the response from the each of the inertia-less reserve providing converters is fast enough, the droop control can limit the post-contingency
frequency excursion of the power system. Traditionally, because of the inertial sufficiency,
given that the droop control is embraced by the system operator, the allowable delay
margin is never considered in the bidding process for the procurement of reserve, and the
PFR from the traditional generators is expected to be available within a finite duration.
However, in future power systems, reserve response time is needed to be accounted for in
the bidding process, and the availability of a maximum allowable delay heuristic would
enable the market operator to clear a feasible set of reserve providing generators, while
ensuring a satisfactory transient response of the power system as desired by the system
operator.
Even if an islanded operation of the distribution grid is allowed, during the postfault operating condition, the first objective is to isolate and extinguish the fault, which is
usually achieved by coordinated operation of fuses and reclosers [55]. Because, a majority
of faults within the distribution network are of temporary nature, a fuse-saving recloser
operation is advocated to improve the reliability of the network [56]. Furthermore, to
extinguish the resulting arc, the faulted section needs to be kept isolated for a very small
but finite time [57]. If the lower inertial reserve results into maximum allowable delay to
become comparable with the dead-time of the recloser, previously unaccounted temporary
faults will gain significance in the reserve calculation. Additionally, if local provision of
fast-reserve to mitigate such local events is of concern, one needs to further account for
the unavailable local fast-reserve provision during the dead-time.
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1.1.3

Implications of Voltage Sags

Among various power quality related concerns, the economic impact of short interruptions,
induced by the already discussed discrete, stochastic, but frequent temporary faults in
the overhead distribution network are very high. However, unlike short interruptions,
propagation of voltage sags, induced also by temporary fault events influence a large
customer base. Moreover, both short interruptions, and voltage sags are inevitable as a
part of the protection coordination mechanism [58, 59, 60].
According to an IEEE standard [61], a voltage sag event may be defined as the
decrease in the root mean square (rms) value of the voltage within 0.1 pu and 0.9 pu for a
duration of more than 0.5 cycles to 1 minute. Supply voltage less than 0.1 pu is considered
as a short interruption. The voltage variation for a duration of fewer than 0.5 cycles is
called the momentary interruption.
According to IEC standard 61000-2-1 [62], a voltage sag refers to a sudden reduction
of voltage at a point in the electrical system, followed by a voltage recovery after a short
period, from 0.5 cycles to a few seconds.

Figure 1.2: Actual and Approximated Voltage Sag Characteristics [63]

The “severity” of a voltage sag event is usually expressed by the residual voltage
(the minimum voltage observed during a sag event) and the duration of the sag at a
“point of observation”. For representation, the sag characteristic curve is approximated
to be rectangular. However, as shown in Fig. 1.2, since the network impedance does not
remain constant during a voltage sag event, the fault duration characteristics need not
remain rectangular in shape [63]. A typical voltage sag event is mainly characterized by a
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threshold voltage, which in turn identifies the duration of the sag event and the residual
voltage [64, 65]. A post-clearance repeated sag condition is not usually studied [66].
In addition to short-circuits within the local network, other events that can be experienced as voltage sags can be numerous, such as, (i) the motor starting within a consumer’s
premises, (ii) motor starting in a neighboring installation, (iii) faults in a neighboring network, (v) faults in an upstream network, (vi) saturation of distribution transformers, (vii)
delay in operation of protection devices, (viii) connection of a large load to the network,
etc.
Higher frequency of voltage sags and enormous cost implication on commercial and
industrial loads [67, 68, 69] necessitate sag performance improvement of the distribution
network. Like short interruptions, the cost of voltage sags solely relies on the cost of
interrupted processes. It is not just the cost of the lost output for a finite time horizon,
but there is an additional cost of sudden process disruption [61]. However, in contrast to
short interruptions, during voltage sags, the failure of underlying processes depends upon
the sensitivity of equipment. Therefore, the cost of a voltage sag relies on two fundamental
parameters, namely, (i) the probability of occurrence of the voltage sag event, and (ii)
the tripping-probability of the process. The financial loss because of a process failure is
calculated as,
Financial
loss

X

=

Risk of Occurrance

∀ sag events

×

of Sag Event

Risk of
Process Failure

×

Cost of

(1.1)

Each Disturbance

Since all major processes are driven by various combinations of sensitive equipment,
the risk of process failure and the cost of each disturbance are a complex function of the
composition of sensitive equipment and their participation to constitute the whole process
[70, 71, 72, 73, 74, 75, 76, 77, 78].
Consequently, because of the stochasticity of the perceived benefit (in terms of both
fault occurrence, and process disruption probability), none of the stakeholders alone would
like to invest into the voltage sag mitigation solutions [79]. Therefore, investment on these
mitigation devices [80] is dictated by the cost-benefit analysis, based on the perceived loss.
The financial loss incurred by a customer determines the willingness to pay for the costbenefit analysis.
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Literature surveys indicate the existence of a copious amount of literature for voltage
sag mitigation using Dynamic Voltage Restorer (DVR), and a detailed literature review
can be found in [81]. The Flexible Alternating Current Transmission System (FACTS)
based device, DVR, can be realized by a Voltage Source Inverter (VSI) with a DC link capacitor (with/without an energy storage device), a filter to eliminate switching harmonics,
and an injection transformer connected in series with the distribution line for injection
of voltage in series (as shown in Fig. 1.3). During a voltage sag event, the supply-side
voltage of the DVR, V̄t , falls along with a phase jump. The DVR can intelligently inject
¯ , in series with the ‘Source’ voltage,
the missing voltage with a certain phase angle, ∆V
preventing the loads from experiencing the dropped voltage. Therefore, the voltage rating
of the DVR needs to be the amount of voltage to be injected to ensure that the residual
voltage lies within the normal operating condition (or, one pu).

Figure 1.3: Schematic Diagram of a DVR [82]

In contrast to the other FACTS devices, one of the downsides for the installation
of the DVR is that it can only protect the customers from reflected faults. That is, the
DVR would be rendered unusable if the fault occurs within the feeder itself where the
DVR is connected since the operation of the corresponding auto-recloser will make the
DVR non-functional. If a fault originates downstream to the DVR, it would be taken
off-line through a “bypass” arrangement [83], making downstream customers susceptible
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to the sag. Additionally, its high cost prohibits widespread use by customers as a mitigation solution [84]. However, the benefit of the DVR being exclusive to a finite set of
customers, the free-riding behavior can be restricted. Furthermore, if the unit investment
cost is decreasing, while the number of loads requiring improved voltage sag performance
within close vicinity increases, it may be cost-effective to install a common mitigation
solution. Assuming piece-wise and linearly decreasing willingness to pay and production
cost function, it is essential and possible to develop a method for distributing the utility
generated by the common mitigation solution such that none of the customers will be
tempted to free-ride.
Customers need not be collocated within the distribution network, and therefore,
based on their contribution level and location within the network, they can be considered
to form multiple clusters. The cluster formation will be subjected to the willingness
to pay by individual appropriators. And this way, although the free-riding may not
be completely eliminated, only those free-riders will be incorporated that are actively
improving the utility. Moreover, depending on the location of the customers only certain
cluster formations can be feasible. Therefore, in this mechanism, the distribution of the
utility among the customers and an optimal cluster set formation bears significance.

1.2

Summary of Literature Review and Identification
of Research Gaps

Based on the discussion in the earlier section, the following objectives have been considered for the research work reported in this thesis: (i) the large-scale sizing of BSDs for
mitigation of daily renewable variability, (ii) the large-scale sizing of HSS for the renewable
variability mitigation, (iii) an optimal scheduling of IPPs, (iv) determining an allowable
delay heuristic in a low-inertia system, (v) allocation of fast-reserve to locally contain
temporary faults, (vi) development of a framework for a common voltage sag mitigation
solution provision, and, (vii) application of the common mitigation solution framework
for multiple groups. Research gaps identified from the literature survey and the proposed
objectives of this thesis work are now listed.

11

Objective (i): The large-scale sizing of BSDs for mitigation of daily renewable
variability
Literature

Remarks

Identified Research

Proposed Research

Gaps

Objectives /
Contributions

An optimal battery
capacity
Bitaraf

mined

et al. [20]

is
to

determitigate

Such

methodol-

(i)

Sizing

is

de-

ogy can be used to

signed

wind power forecast

mimic

mitigate

error by employing a

base-load generation

based on statistical

combination of BSDs

strategy.

significance, enabling

REG-BSD

and CAES.

to

actively
variability

the BSD-REG combination to mimic the
base-load generation.

Introduces

segrega-

An identification of

(ii)

imbalance

suitable types of stor-

differing life-cycles are

Makarov

power into different

age devices for mit-

strategically selected

et al. [85]

frequency

compo-

igating variability in

to mitigate low- and

nents using a discrete

each of the frequency

high-frequency

Fourier transform.

components requires

ability components.

tion

of

Batteries

with

vari-

detailed analysis.

The above contribuWang et al.

Designing BSDs to

Battery size is not

tions are reported in

[86]

maximize profit from

designed to actively

Chapter 2.

the energy arbitrage.

mitigate the variability within.
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Objective (ii): The large-scale sizing of HSS for the renewable variability mitigation:
Literature

Remarks

Identified Research

Proposed Research

Gaps

Objectives /
Contributions

A

BSD

that

tistically
daily

sta-

minimizes

variability

Only a single BSD

is

type is used consider-

Work

designed,

assuming

ing the ‘unit cost to

reported in

that the variability

throughput factor’ ra-

(i) Sizing of batteries

Chapter 2

mitigation is properly

tio to minimize the

and

remunerated.

total cost.

is done together to

An

Liu

et

al. [19]

statistically

HSS

consti-

tuting

of

batteries

There is inadequate

and

supercapaci-

control over the fre-

designed,

quency response and

tors

is

wherein
and

the

low-

it cannot be claimed

high-frequency

that the frequency re-

variabilities

to

supercapacitors

be

sponse over a certain

mitigated are mod-

window is completely

eled using a moving

eliminated.

mitigate

the variability within.
(ii)

The

operation

of the batteries and
the

supercapacitors

is not limited to just
mitigate

low-

high-frequency

and
vari-

abilities, respectively.

average filter.
Use
A

battery-

Yang

supercapacitor-

et al. [87]

pumped

of

supercapacitor combination

hydro

battery-

to

is

limited

mitigation

of

storage system has

wind fluctuation rate

been designed.

upper limit.
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The

above

contri-

butions are reported
in Chapter 3.

Objective (iii): An optimal scheduling of IPPs
Literature

Remarks

Identified Research

Proposed Research

Gaps

Objectives /
Contributions

A charging or dis-

IPPs are profit maxi-

charging schedule of

mizer and this frame-

(i) Performance im-

Teng

batteries,

for mini-

work does not im-

provement

of

et al. [22]

mizing

distribution

prove network perfor-

electricity

network

line losses has been

mance unless incen-

has been considered.

designed.

tivized.

(ii) The benefit ac-

A day-ahead joint op-

Such

joint-

quired to IPPs due to

timal dispatch and

optimization strategy

network performance

Dupka

risk mitigation strat-

can be used for a

improvement is iden-

et al. [88]

egy for a collocated

IPP located in the

tified and considered

WTG and BSD sys-

distribution network.

as additional revenue.

the

tem have been inves-

(iii) IPPs maximize

tigated.

their

profit

consid-

all

possible

An expert EMS to

This framework does

ering

find out an optimal

not account for the

revenue streams.

Motevasel,

operating

of

benefit from improve-

(iv)

and

WTG

other

ment in the network

joint-optimization

DERs in a microgrid

performance as EMS

strategy to procure

has been proposed.

objective.

reserve and mitigate

A two-stage stochas-

While the DGs are

forecast uncertainty.

tic operational cost

located

Mazidi

minimization

strat-

distribution network,

The

et al. [90]

egy

REGs,

the additional benefit

butions are reported

responsive loads, and

of their distributed

in Chapter 4.

diesel generators has

placement

been proposed.

accounted.

Seifi

[89]

point

and

with
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within

is

IPPs

pursue

the

not

above

contri-

Objective (iv): Allowable delay heuristic determination in a low-inertia system
Literature

Remarks

Identified Research

Proposed Research

Gaps

Objectives /
Contributions

Maximum time delay

Jia

et

al.

[91],

The maximum time

is exact, but is limited

delay

to the marginal sta-

corresponding

to the marginal sta-

bility condition.

(i) Maximum allow-

Walton,

bility condition of a

able delay heuristic

and

generator has been

without

determined.

the network and gen-

Mar-

shall [92],

It

uses

Jordon-

considering

erators will help the

Taylor-Schur method

market

Dong

to calculate time de-

clear reserve providing

et al. [93]

lay stability margin

These methodologies generators.

based on Lyapunov-

consider a simplified (ii)

based

(or, detailed) model of needed to calculate

stability

criterion.

A

operator

method

to

is

transmission network. the allowable delay,

Ramı́rez et

This method is scal-

which is not restricted

al. [94]

able,

to the marginal sta-

and

can

be

used to compute de-

bility condition.

lay margin.
The simple structure
of

the

discussed

The

above

contri-

Khalil, and

methodology is easy

butions are reported

Swee Peng

to implement without

in Chapter 5.

[95]

loosing accuracy of
the calculated delay
margin.
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Objective (v): Allocation of fast-reserve to locally contain temporary faults
Literature

Remarks

Identified Research

Proposed Research

Gaps

Objectives /
Contributions

For the loads and genWork

erators within a mi-

Higher

fault

rate

(i) Radial distribution

reported in

crogrid are not vis-

of

distribution

network, lower system

Chapter 5

ible to the external

network and its radial

inertia

grid, the microgrid

characteristics

fault rate during cer-

needs to schedule its

not accounted for.

the

are

and

higher

tain operational times

resources to bid in the

require provision of

electricity market.

fast-reserve.
(ii) Both energy and
reserve can be locally

Mashhour,

Bidding strategy for

obtained, or, can be

and

energy and reserve

purchased from the

Moghaddas- by retailers under the

(i)

Tafreshi

VPP paradigm is con-

quired by DGs is not

[35]

sidered.

considered.

Self-reserve

(ii)

re-

main grid. The local
reserve provision may
become

Unconsidered

unavailable

when required.

higher fault rate of
A microgrid schedul-

the distribution net-

Zhang

ing

work and its radial

et al. [96]

REGs

strategy

with

by

utilizing

characteristics

price-based

demand

affect

response is designed.

process.
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the

may

bidding

The

above

contri-

butions are reported
in Chapter 6.

Objective (vi): Development of a framework for a common voltage sag mitigation solution provision
Literature

Remarks

Identified Research

Proposed Research

Gaps

Objectives /
Contributions

In this seminal paper,
the common-pool resource (CPR) utility

When

the

players

Utilizing the benefit

distribution strategy

have no information

of economy of scale

Walker

is introduced, where,

over trust and belief,

in the manufacturing

et al. [97]

each player should re-

individual

players

process, a common

ceive a characteristic

behave

pay-off

voltage sag mitiga-

value or a utility in di-

maximizers [98].

as

tion group formation

rect proportion to its

has been identified

appropriation.

as a CPR good and
a methodology has

Pitt
al. [99]

et

A community man-

been

agement

distribution

system

based on Ostrom’s

‘Justice’

may

not

theories on social cap-

be enforceable in a

ital [100] is discussed,

single stage game.

proposed
of

for
the

utility, that is freeriding proof.

wherein justice acts
as social capital.
The
The average cost of
The declining average

Habur,

vices

cost

and

be monotonically de-

the benefit of coop-

O’Leary

creasing in their re-

eration in a rivalrous

[84]

port.

good exists.

shown

to

contri-

butions are reported

typical FACTS deis

above

indicates
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that

in Chapter 7.

Objective (vii): Application of the common mitigation solution framework for
multiple groups
Literature

Remarks

Identified Research

Proposed Research

Gaps

Objectives /
Contributions

Optimal voltage sag

Contrary to the col-

mitigation approach,

locatedness, utilizing

(i) A multiple CPR

assuming

the

the radial nature of

cluster

Work

customers are topo-

the distribution net-

framework

is

in-

reported in

logically collocated is

work, multiple group

troduced,

that

can

Chapter 7

presented using CPR

formation can be pos-

strategically eliminate

theory.

sible.

free-riders.

that

formation

(ii) A graph parti-

method

op-

Uniform performance

tioning

improvement

from

considered to incor-

perspec-

porate the topology

Zhang and

This

Milanovic

timally

[101]

FACTS-based devices

tive

to minimize impact

increasing

of voltage sags.

unjustifiable

allocates

utility’s
results

in

an

the

is

considered

socially

distribution network.

behav-

(iii) Utilities are distributed

ior.
The

of

principle

benefit

from

the use of a static

to

‘fair

according
allocation’

principle.

synchronous compenAn

optimal

Milanovic,

age

sag

and Zhang
[102]

volt-

sator

(STATCOM)

and a static VAR

The

strategy is developed

compensator

(SVC)

butions are reported

to maximize the net

cannot

limited

in Chapter 8.

utility.

to the contributing

mitigation

be

customers,

thereby

promoting the freeriding behavior.
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above

contri-

1.3

Overview and Organization of the Thesis

Motivated by the brief literature review and the identified research gaps, this thesis work
deals with solving some of the challenges of future electricity networks with high penetration of the converter-interfaced REGs and storage devices. Identified research problems
discussed in the thesis can be divided into two parts:

I. Deciding the sizing and operation of storage devices to mitigate RE variability.
II. Subject to a disturbance, voltage and frequency excursions need to be restricted
within allowable limits.

The challenges in Part II of the thesis can also be divided into two parts as follows:

IIA. This sub-part deals with reserve requirement, and the allowable delay in a low-inertia
system to contain frequency excursions.
IIB. The second sub-part deals with policies of procuring and sharing the cost of a device
to limit impacts of voltage sags.

The goals presented in Part I are achieved as follows:

• A statistical methodology for calculating optimal sizing of large-scale BSDs has been
proposed to eliminate RE variability.
• A model for optimal sizing of a large-scale battery-supercapacitor HSS has been
developed for RE variability mitigation.
• A possible incentive generating scheme for network performance improvement, as
an ancillary service, has been identified, and provision of this additional revenue
generation stream for an IPP has been considered along with the traditional profit
maximization objective.

The goals presented in Part IIA of the thesis are achieved as given below:
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Figure 1.4: Chapter-Wise Organization of Research Objectives and Contributions
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• Provision of a heuristic of the maximum allowable delay for competitive clearing of
converter-interfaced PFR has been identified.
• A methodology for calculating optimal fast reserve requirement is presented to minimize frequency excursions in a low-inertia grid.

The goals presented in Part IIB are achieved as outlined below:

• A common voltage sag mitigation approach using DVRs has been identified as CPR,
and the theory of ‘CPR good’ has been developed to optimally distribute the generated utility.
• The theory of multiple contribution cluster in a single shot CPR good suitable for
voltage sag mitigation using multiple DVRs has been developed.

The interconnection among all the identified research objectives or contributions and their
chapter-wise organization in the thesis can be visualized using Fig. 1.4. The dependency
among the chapters are indicated by arrows. Each of the chapters is self-contained, as
it begins with a brief introduction, a detailed literature review, identifying a problem
statement, followed by a detailed description of work done.
In this chapter, the motivation, followed by a brief research gap analysis has subsequently led to the identification of the research objectives. Chapter-wise distribution of
the research objectives and an overview of the research contributions are also provided.
The next chapter delves into the first chapter of Part I of the thesis, leading to identifying
the optimal sizing of BSDs for the mitigation of variability into the grid.
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Part I
Sizing, Placement, and Scheduling of
Storage Devices
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Chapter 2
Sizing of Large-Scale Battery
Storage Devices to Minimize
Renewable Energy Variability

2.1

Problem Definition

Use of storage devices to enable constant power injection into the grid is well established
in the literature [8, 86, 103, 104, 105]. Different kinds of Renewable Energy Sources
(RES) are required to be assimilated to obtain the generation imbalance. Temporal
imbalance variability can be mitigated based on daily (or, appropriately chosen interval)
RES forecast, and the associated scheduling strategy is known as ‘Only Renewable’ [106]
base-load operation. It is assumed that only some of the variable generating resources
would be designed to ensure a ‘baseload’ generating strategy.
The following publications are based on the work presented in this chapter:
1. S. Majumder, S. A. Khaparde, A. P. Agalgaonkar, P. Ciufo, S. Perera, and S. V. Kulkarni, “DFT-Based
Sizing of Battery Storage Devices to Determine Day-Ahead Minimum Variability Injection Dispatch With
Renewable Energy Resources,” IEEE Trans. Smart Grid, vol. 10, no. 1, pp. 626-638, Jan. 2019.
2. S. Majumder, S. A. Khaparde, A. P. Agalgaonkar, P. Ciufo, S. Perera, and S. V. Kulkarni, “DFTbased sizing of battery storage devices to determine day-ahead minimum variability injection dispatch
with renewable energy resources,” in 2018 IEEE Power & Energy Society General Meeting (PESGM),
Portland, OR, 2018, pp. 1-1.
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For an optimal operation strategy, transmission and storage expansion planning must
be coordinated. In this regard, Dehghan et al. [3] have suggested a coordinated robust
transmission and storage expansion plan, considering that the storage devices are directly
connected at the transmission level. Contrarily as a baseline, it is also essential to study
the sizing requirement assuming resilience of the transmission grid. Considering that the
emulated base-load generator schedule is not bottlenecked, transmission constraints can
be ignored [86, 103, 104]. Optimal planning directly impacts the optimal operation of the
grid, and therefore, a detailed literature survey is required to be carried out to identify
the challenges in the base-load operation of the grid.

2.1.1

Literature Review and Research Gap Analysis

The existing literature suggests that the low-frequency component of RES must be associated with batteries with a finite life-cycles (maximum number of charging/discharging
cycle it can execute in its lifetime), while, super-capacitors or flywheels need to be activated in conjunction with high-frequency components. It is also important to note that
although supercapacitors or flywheels are usually associated with large self-discharge rate
[107], these are not often directly accounted while sizing the storage devices.
To facilitate the extraction of a fast- and slow-varying component from the historical
RES data, based on which the sizing is performed, recently, signal-processing approaches
[18, 20, 85, 108, 109] are actively pursued. Slow- and fast-varying components of the historical data are segregated out using either discrete wavelet-based method [108] or discrete
Fourier transform (DFT) approach [110]. A comparative study to present the application
of DFT and discrete wavelet transform based methodology for sizing of a storage device
is presented in [20]. As a part of the conventional signal processing approach, the DFT
technique converts a time-domain signal into frequency-domain; it uses a band-pass filter
to extract suitable frequency region – and converts these signals again into a time-domain
signal [85]. Capacity and power rating of the Battery Storage Devices (BSD) for each of
slow- and fast-varying components are then calculated using the Monte-Carlo approach
[18, 20, 108, 109]. It is notable that because RES is stochastic in nature, statistical calculation is essential to determine the sizing requirement. In the current context, in line
with existing research findings, it can be expected that batteries with finite life-cycles
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will mitigate the slowly varying component in the historical generation, and associated
batteries with large life-cycle will mitigate the fast-varying component.
If a battery is required to be integrated into an AC grid, a converter interface is essential, and the power rating of the converter will be decided based on injectable (positive
or negative) power into the battery. While converters need not be frequently replaced,
because of finite physical and operational life, batteries are required to be periodically
replaced throughout the project lifetime. The combined operational batteries and converters can be called as BSDs. Assuming similar ramp rate, conversion efficiency, physical
footprint, and zero self-discharge rate of batteries (constituting BSDs), the following null
hypothesis (H0 ) that constitutes of two parts can be stated:
(i) Batteries with comparatively large life-cycle will be used in conjunction
HS0 : with the high-frequency component and vice versa.
(ii) Operation of various type of batteries with different life-cycles in combination will be cost-effective.

A cut-off frequency segregates out the low- and high-frequency components within
the RES data (see Fig. 4 in [19]). For efficient sizing, the total cost to be minimized will
be the annualized value of the investment cost, while the cut-off frequency is the decision
variable. To obtain the annualized planning cost for each cut-off frequency, the sizing of
batteries and converters for both slow- and fast-varying components will be statistically
calculated.
Presently, the choice of batteries for a grid storage application is versatile. Although
their cost is declining with possible life-cycle improvement, these improvements among
various battery technologies may not be identical. Since the sizing of the BSDs is based
on historical RES data, degradation of BSDs per unit time is independent of the selected
of battery type, while, the replacement frequency will be exclusive to a particular battery
type. Besides, the active choice of a battery for the considered base-load generation
strategy need not remain the same throughout the lifetime of a project. Therefore, it is
intended to find out a strategy that ensures that the optimal cut-off frequency remains
independent of the selected battery type. However, because the selection of battery
type does not remain constant, the total investment cost will not remain constant, and
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therefore, the proposed methodology can be called as ‘pay-as-you-go-plan.’

2.1.2

Research Objectives

Based on the research gap analysis, the following questions are needed to be answered in
this chapter:
i. Do batteries with a significant amount of life-cycle need to be associated with fastvarying component of RES, and vice versa?
ii. Does the operation of multiple batteries is generic enough to reduce the annualized
planning cost?
iii. Assuming resiliency of the grid as a baseline, what will be the implication of the
proposed “base-load emulation strategy” on the existing electricity network?
The detailed discussion of the following concepts are presented to answer the considered research questions,
• A ‘minimum variability injection’ operation strategy,
• An optimal selection criterion of battery type that ensures minimum planning cost,
• A computational procedure to obtain the optimal cut-off frequency that minimizes
the total planning cost of BSDs.

2.2

Sizing of Battery Storage Devices for Minimum
Variability Injection Generation Schedule

Independence of constant daily schedules is essential for a finite capacity battery. To
achieve independence, the average daily power output from a BSD must be zero [3].
Ideally, the equality condition in this regard is depicted in eq. (2.1).
PR (t + (K − 1)N) + PS (t + (K − 1)N) = PB (t + (K − 1)N) ; ∀t, ∀K
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(2.1)

In this problem, since the combined Renewable Energy Generators (REG)-BSDs
output, PB, requires to remain constant, the equality constraint implies that the frequency
response of injection into BSDs, PS, should be 180◦ phase apart with zero mean from
the frequency response of renewable energy (RE) generation, PR. However, conversion
efficiency (converter and batteries considered together) limits the direct calculation of the
power to be supplied from the BSDs.

Figure 2.1: Constant Day-Ahead Generation Schedule for a Typical Historical
Generation
Fig. 2.1 shows historical generation data from a combination of wind and solar
generators of 20 MW capacity for a constant day-ahead dispatch schedule. The historical
data obtained from [111, 112] will be used for the considered case study.

2.2.1

Parameters for Sizing

Battery modules are required to be connected in series-parallel combination to maintain
the DC-bus voltage and satisfy the planned capacity constraint of the battery simultaneously. One can safely approximate that the total capacity requirement is an integral
multiple of the capacity of battery modules connected in series (considering modules of
similar capacity). The series-connected modules maintain the DC-bus voltage. The expected operational life of battery modules will be a function of the current flowing through
each series-connected branch. Assuming charge balance circuitry is in place, the total current flowing from the battery will be equally divided among the parallel branches.
‘1 C-rate’ of the battery is the required constant current output to discharge it within
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one hour altogether. Assuming DC-bus voltage as constant, through simple manipulation,
one can show that the 1 C-rate of all battery modules remains constant, and it is equal to
the current extracted from the battery to discharge it entirely within 1 hour. The C-rate
of a battery, R, with the capacity of C, during interval of t can be defined as:
R=

|PS (t + (K − 1)N)|
C

(2.2)

Depth of discharge (DoD) of each storage cycle (from day-ahead operational point of
view) does not remain constant. Therefore, an alternate and simpler metric that signifies
the total number of cycles executed, termed as the throughput of batteries [113], is used
in this problem to estimate capacity depreciation. Mathematically, the throughput of
a battery, Υ, executed for Kth day, for the daily scheduling horizon, with each interval
consisting of Kt hours, can be defined by,
Υ = Kt

X

|PS (t + (K − 1)N) |

(2.3)

1≤t≤N

Typically, a battery manufacturer, may specify the rated lifetime throughput, Y ,
which is proportional to the capacity rating, C, of the battery. For simplicity, a ‘throughput factor’, F, can also be calculated from the number of cycles that the battery can
execute at its standard operating DoD and other operating conditions. Therefore,
Y =F ·C

(2.4)

Because batteries have to absorb all the variability, C-rate, and the throughput expended
by them in each of the operational days do not remain constant. However, to prevent
fast degradation of batteries, C-rate must be limited. Manufacturers typically indicate
the associated limit (refer to [114] for typical current limit). It is notable that both Crate and throughput spent depend on the variability of historical data, and they play a
significant role in sizing.
References [52, 53] indicate that the response time of most of the battery technologies
and converters is less than one second. Therefore, the maximum physical ramp-rate which
can be executed by the BSDs will be limited by available charge within batteries, Crate, and the ratings of converters. Therefore, the ramp-rate limiting factors will not be
explicitly accounted for sizing.
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2.2.2

Statistical Calculation for Sizing

Once the sizing of the BSDs is determined, the objectives, (i) average output from the
REG-BSD combination to be constant throughout a day, and (ii) day-ahead scheduling
to be independent of each other, as discussed, may not be satisfied simultaneously. Additionally, asymmetric charging and discharging characteristics arises because of inherent
inefficiency of batteries and converters. Therefore, the objective of daily base-load generation strategy can only be achieved by minimizing the squared sum of injection of the
variability, while the total energy stored into the battery in a day is zero. The proposed
objective can be called as the ‘minimization of variability injection’ criterion.
A. Sizing of the Battery Storage Device for a randomly selected day: The
sequence representing RES on a Kth day can be given by, GK (t) = {PR (t + (K − 1)N)};
1 ≤ t ≤ N. The optimization problem to obtain appropriate sizing of BSDs considering
RE generation data of the Kth day with an objective to minimize the injection of variability
into the grid can be defined by,
2
X 
K
K
Pdis (t) − {Pdis (t)}

min

K
K
PK
dis (t),PB (t),Pgen (t)

(2.5)

1≤t≤N

subject to,
K
GK (t) − PK
gen (t) − Pdis (t) = 0;

Λ(t) =

(2.6)

PK
gen (t)
;
|(PK
gen (t))| + 


K
PK
B (t) − ηch · Pgen (t) · (1 + Λ(t)) +

Kt

∀t

∀t
!
K
P
(t)
gen
PK
· (1 − Λ(t)) = 0;
B (t) −
ηdch

X

PK
B (t) = 0

(2.7)
∀t

(2.8)

(2.9)

1≤t≤N

Ideally, Λ(t) is a sign variable, where, Λ(t) = +1 symbolizes BSD charging, and
Λ(t) = −1 symbolizes BSD discharging.  is a small positive real number, that allows a
smooth transition from a charging state to a discharging state.
The objective function (2.5) symbolizes that the squared sum error of the variability,
calculated corresponding to the daily average injection into the grid, is to be minimized.
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The constraint (2.6) signifies the power balance equation and is required to be satisfied
at each time interval. Assuming combined charging and discharging efficiency of the
converter and the batteries to be ηch and ηdch respectively, the constraint (2.8) calculates
the total power injected into the battery. Constraint (2.9) signifies that the total charge
stored within a battery is zero ensuring the independence of day-ahead schedules [3]. If
the residual energy contained within a battery is given by O0 , the total energy/charge
P
K
contained within the battery by the end of interval, tt, can be given by, O0 +Kt tt
t=1 PB (t),
where, 1 ≤ tt ≤ N.

Figure 2.2: Different Charging/Discharging Profiles to Demonstrate the Requirement of
Two-Battery Model
Fig. 2.2 shows an example of different daily charging/discharging profile of batteries.
Given a capacity rating, let Qmin and Qmax be allowable minimum and maximum charge
contained within of the battery. Suppose, Qavg be the algebraic mean of Qmin and Qmax .
Now consider, for a given capacity rating, if Qavg be the residual SOC, minimum and
0

0

maximum charge contained of a battery, for a given day, can be given by Qmin and Qmax
0

0

respectively (see Fig. 2.2), where Qmin and Qmax may not be symmetric about Qavg .
0

0

Additionally, Qmin and Qmax may vary for each scheduled day. To ensure predefined
maximum differential SOC (∆SOC) of batteries, an appropriate capacity rating of the
battery can be calculated in such a way that ∆SOC = Qmax − Qmin . To account for
0

asymmetric charging and discharging cycles, the residual SOC may shift to Qavg , for a
0

given capacity rating, C. Nevertheless, the residual SOC is at the Qavg level ensures
complete utilization of the batteries for the entire historical dataset while maintaining a
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desired differential SOC.
A two battery model constituting of fictitious ‘BSD +’ and ‘BSD -’ is applied for
calculating the capacity of batteries. Assuming O0 = 0, let ‘BSD +’ remain active when
P
Ptt
K
K
Kt tt
t=1 PB (t) ≥ 0, and ‘BSD -’ will be active when Kt
t=1 PB (t) < 0. It is notable
that the total capacity can be obtained by adding the capacities of ‘BSD +’ and ‘BSD
-’. Based on the solution of the optimization problem (2.5)-(2.9), the charge contained
K
within the BSD, QK , capacity rating of ‘BSD +’, CK
+ , capacity rating of ‘BSD -’, C− , and

throughput of the BSD, TK , to eliminate the RES variability for Kth day can be given by:

QK =




Kt A P K
B (t) : ∀t



if i < j; 
= 1 otherwise 

A(i, j) = 0


CK
+

CK
−

=

=


K
 |max{Q }|

if max{QK } > 0

∆SOC


0

K
 |min{Q }|

if min{QK } < 0

0
TK = Kt

(2.11)

otherwise

∆SOC



(2.10)

(2.12)

otherwise
X

PK
Ba (t)

(2.13)

1≤t≤N
K

In eq. (2.10), Q represents a vector depicting energy contained within the battery
with zero residual energy stored. It can be shown that max{QK } ≥ 0 and min{QK } ≤ 0,
and capacity calculation using eqs. (2.10) - (2.12) accounts for both the inequalities.
Equation (2.13) is based on calculation of throughput as explained through eq. (2.3).
The power rating of the converters is given by:

PK = max PK
gen (t)

(2.14)

The optimization problem formulated in eqs. (2.5) - (2.9) is required to be solved
for randomly selected days from historical time-domain RES data. Sizing of the BSDs is
statistically calculated with these daily storage requirements using 3σ principle described
as follows.
B. The 3σ principle: Assuming, the given dataset or observations follows a normal
distribution N(µ, σ 2 ), the probability of occurrence of an event, Ev, can be given by,
P{|Ev − µ| < ρσ} = 2Pcum (Ev) − 1;
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ρ>0

(2.15)

Pcum (Ev) is the cumulative distribution function of the normal distribution. Graphical
representation of the normal distribution function along with its mean, µ, and standard
deviation σ is depicted in Fig. 2.3. ρ is the chosen statistical significance.
If, ρ = 3, we get, P {µ − 3σ ≤ Ev ≤ µ + 3σ} = 99.73%, which infers that the events
|Ev − µ| > 3σ are virtually impossible. Design of an experiment considering the events
with |Ev − µ| ≤ 3σ, embraces the event probability of 0.99730, which is called as 3σ
principle [115].

Figure 2.3: Normal Distribution Depicting 3σ Interval

In the current context, the schedule will be at risk, if the requirement exceeds design specifications. Selection of 3σ principle reduces the non-conformance probability to
0.0013. Reduction of the statistical significance will increase the non-conformance probability while reducing BSD ratings. In this work, the 3σ statistical significance is selected
as a hard constraint and determines the benefit function. However, the effect of reduction of the statistical significance on the sizing of BSDs and associated performance of
day-ahead schedule will also be studied.
C. Statistical sizing methodology: Assuming that the sizing of batteries in eqs. (2.10)
- (2.14) for a randomly selected days follows normal distribution, the converter power
ratings, P, the capacity rating, C+ , C− , and the daily throughput, T , of the batteries,
can be statistically calculated using the 3σ principle as:
C+ = M



CK
+ : ∀K



+3·S
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CK
+ : ∀K



(2.16)




CK
+ 3 · S CK
− : ∀K
− : ∀K




P = M PK : ∀K + 3 · S PK : ∀K




T = M TK : ∀K + 3 · S TK : ∀K
C− = M



(2.17)
(2.18)
(2.19)

M(·) and S(·) are functions depicting maximum likelihood estimate of the mean and the
standard deviation (degree of freedom adjusted) respectively. Since estimated C+ , C− are
greater than zero, the overall capacity rating of the battery, C, and the residual SOC,
0

SOCavg , can be given by:
0

C = C+ + C− ; SOCavg =

C−
C+ + C− + 

(2.20)

Average C-rate for the Kth day is calculated given the already calculated statistical
capacity rating, C. Because C-rate is dependent on the capacity rating of the batteries and
varies throughout the scheduling horizon, daily average C-rate will be used for statistical
calculation of overall C-rate. Calculation of the vector representing the C-rate for the
randomly selected days, RK , and the statistically calculated C-rate, R, can be given as
follows:
(

)
K (t)
P
gen
RK =
C




R = M RK : ∀K + 3 · S RK : ∀K

(2.21)
(2.22)
0

Capacity rating of batteries must be modified to C 0 , without impacting SOCavg , so
lim
as to limit the statistical C-rate, R, to the upper bound of the C-rate, Crate
, for improving

the life of batteries.
C0 =

C·R
lim
Crate

(2.23)

The statistically calculated capacity rating of the BSDs will be used in the optimization problem described in the following section.

2.3

Calculation of Sizing of Battery Storage Devices
for Low- and High-Frequency Segments

The frequency response, X(K ) (where, K ∈ Z), of the RES data, PS(t), can be written
as a sum of related complex exponential sequences [110]. This transformation is referred
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to as DFT, and can be represented as:

DFT(K ) =

H−1
X

PS(t)e−J (2πK /H) ;

∀K

(2.24)

t=0

‘K ’ represents the frequency number in the discrete-domain, and is related to time√
domain frequency by the Nyquist Frequency. J = −1. H is the period of the historical
data for the calculation of DFT. In the discrete domain, K is bounded by [f1 , f2 ] (f2 ≥
f1 ≥ 0). In the current context, f1 = 0 and f2 = H − 1.
Application of ideal low- and high-pass filters based on a particular cut-off frequency
will separate low- and high-frequency components from the historical generation sequence.
A band-limited time-domain signal is obtained from filtered frequency domain signals
using inverse discrete Fourier transform (IDFT) method:
H−1
1 X
˜
PS(·) (t) =
DFT(K )X(·) eJ (2πK /H) ;
H K =0

∀t

(2.25)

where, XLP F and XHP F are the frequency responses of low- and high-pass filters respec˜ LP F (t) and PS
˜ HP F (t) represent the slow- and fast-varying components of the
tively. PS
historical data, respectively.
The methodology for the segregation of high- and low-frequency components can be
better understood using Fig. 2.4. In this figure, historical time-domain RES dataset is
converted into frequency-domain through the application of DFT. Ideal low- and highpass filters for a given cut-off frequency, F , is applied on both amplitude and phase
response (phase response not shown for brevity). IDFT technique is applied on the bandlimited frequency-domain data to segregate both time-domain high- and low- frequency
component of historical data.
As it is imminent that because low- and high-frequency components are defined with
respect to a cut-off frequency, their definitions are not absolute. This way, when the cutoff frequency, F , is equal to zero, the entire frequency spectrum of the historical data is
captured by the high-frequency component. Similarly, with the cut-off frequency being
equal to the Nyquist frequency, entire frequency spectrum is captured by low-frequency
component. In Fig. 2.4 low- and high-frequency segments of the time-domain data are
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Figure 2.4: Pictorial Representation for the Segregation of Low- and High-Frequency
Components

given only upto four days for representation.

2.3.1

The Capital Recovery Factor of the Investment

Planning cost comprises of (i) cost of batteries, and (ii) cost of converters. Both of these
expenses are required to be annualized using a suitable discount rate, dis, and a recovery
time period, N , to calculate the total annualized cost of BSDs. The annualization factor,
called as capital recovery factor (CRF), is defined as follows:
CRF(dis, N ) =

dis(1 + dis)N
(1 + dis)N − 1

(2.26)

Multiplication of CRF(dis, N ) with the investment cost yields the yearly recoverable cost
of the project. The discount rate, dis, is usually decided by investors. Life of converters
often determines the duration of the project (assuming converters are 100% reliable within
their lifetime). In contrary, the physical life of batteries are smaller compared to that of the
converters and is driven by their throughput. Assuming the discount rate for recovering
the cost of the batteries to be very small, or, (1 + dis)N ≈ (1 + N dis), eq. (2.26) reduces
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into:
1
1
≈
(2.27)
N
N
1
The approximation is obtained considering, N  dis
, which is true in general for batCRF(dis, N ) = dis +

teries with the physical life, N , less than 5 years and the discount rate less than 5%.
Essentially, the approximation uniformly distributes the total cost over the operating life
of the battery, ignoring the time value of money. If, the annual throughput to be executed
by the battery calculated using the 3σ rule is given by AΥ (where, the daily throughput
expended is Υ) and its rated throughput with the throughput factor of F, is FC, then
the CRF for the batteries, K Ba , can be given by:
K Ba = CRF(dis, N ) =

AΥ
FC

(2.28)

The CRF for the converters, K P o , is constant, with both, dis, and, N , being constants.
It can be noted that both K Ba and K P o are ∈ R+ . A is the number of days in a year.

2.3.2

Optimum Choice of Battery Storage Devices

The hypothesis, HS0 , is that the use of batteries with different life-cycles will be cost
minimal, and batteries with a large number of cycles will be utilized for the a fast-varying
component of the historical dataset. In this regard, two types of batteries, SD ∈ {A, B},
with the capacity cost of ΘA and ΘB $/MWh and throughput factor of FA and FB are
considered to be available at the beginning of the planning horizon. Both FA and FB are
intrinsic properties of batteries, while, the lifetime throughput ratings, YA and YB , MWh,
depend on the capacity rating of the batteries. The unit cost of converter is given by U
$/MW. Failure rates of both batteries and converters are accounted separately in the unit
costs, Θ(·) and U respectively.
It is notable that the fast Fourier transform (FFT) algorithm used for calculation of
DFT of the historical dataset, is conjugate symmetric. The frequency response is discrete,
and is ranged within [f1 , f2 ]. Therefore, the cut-off frequency, F , is allowed to vary within
 f2 +f1 +1 


f1 , 2
to capture the entire frequency spectrum, and F ∈ f1 , f2 +f21 +1 (F ∈ Z+ )
divides the complex frequency response obtained from DFT into two components: (i)
the low-frequency one defined by [f1 , F ) ∪ (f2 + f1 − F, f2 ] and (ii) the high-frequency one
defined by [F, f2 + f1 − F ].
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Let, Z ∈ {Lo, Hi} indicate the low- and high-frequency components of the DFT
spectrum about F . Application of IDFT on the low- and high-frequency components of
the DFT spectrum will generate the band-limited time-domain data. The capacity rating,
CZ , and the daily throughput, ΥZ , of the BSDs, and converter rating, PZ , for each of the
components of Z are statistically calculated using the 3σ rule. Either of the battery types
can be selected for mitigating the variability of the low- and high-frequency segments.
The annualized cost function to be minimized can be written as:

X

G(F, BSD,Z ) =

X


X

K Ba CZ ΘSD BSD,Z + K P o · U 

Z∈{Lo,Hi} SD∈{A,B}

Z∈{Lo,Hi}


=

X

X

ΘSD

Z∈{Lo,Hi} SD∈{A,B}

PZ 

AΥZ
BSD,Z + K P o · U 
FSD


X

PZ 

(2.29)

Z∈{Lo,Hi}

Here, BSD,Z is a binary variable (BSD,Z ∈ {0, 1}) indicating suitable selection of battery
type, SD, for each component of Z. If a battery type, SD, is selected for a segment, Z,
BSD,Z = 1, else BSD,Z = 0. Since, at least one battery storage type is required to be
P
selected for each component of Z, SD∈{A,B} BSD,Z = 1 , ∀Z.
In the objective function (2.29), for a given F , ΥZ and PZ are constants and ≥ 0,
which will result in the cost of converters and throughput to become constants. In the
absence of any cross-coupling term between the low- and high-frequency components of
the cost of batteries in the objective function, the cost of batteries of the low- and highfrequency segments must be independently at their minimum. For a given F , the objective
function becomes,
min

X

AΥZ

SD∈{A,B}

ΘSD
BSD,Z ;
FSD

∀Z

(2.30)

Minimum investment cost for a given F depends only on the minimum value of the

Θ(·)
F(·)

ratio.
Theorem 2.1. For minimization of the total investment cost with multiple available batteries, the one with a minimum ‘unit cost to throughput factor’ ratio will only participate
in the optimal mix independent of the considered cut-off frequency.
Theorem 2.1 transforms the objective function (2.29) into:



X
ΘSD∗ 
G 0 (F ) = A
ΥZ  + K P o · U 
FSD∗
Z∈{Lo,Hi}


X

Z∈{Lo,Hi}
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PZ 

(2.31)

SD∗ represents the optimum storage type based on the minimum

Θ(·)
F(·)

ratio.

Because of limited throughput of the batteries in contrast to the converters, the
batteries are required to be frequently replaced. In addition,

Θ(·)
F(·)

may not remain constant

until its end of life. But, as the converters are designed at the beginning of the planning
period for both segments, the operating frequency, F , has also become constant. In the
present case, the planning cost remains at its minimum level, if batteries with minimum
Θ(·)
F(·)

ratio are selected for successive replacements. However, the value of optimal cut-off

frequency needs to be calculated on a case by case basis.

2.3.3

Solution Methodology

The cost-minimization objective function is dependent on the statistically calculated sizing
of the BSDs. For each of the cut-off frequencies, a large number of secondary ‘minimization
of variability injection’ optimization problems are required to be solved to determine the
statistical sizing. Therefore, calculation of sizing of batteries and converters at each cutoff frequency is computationally intensive, or ‘costly,’ and therefore can be treated as a
‘black-box.’
The solution space of the optimization problem is discrete, and therefore, the derivative of the cost function is not readily available. Therefore, Mode-Pursuing Sampling
(MPS) method [116] has been used to solve the optimization problem (2.31). The method
is efficient and robust for the problem involving computationally expensive black-box functions with discrete search space. MPS is a derivative-free optimization algorithm and uses
random-discretization based sampling method [117] to calculate new samples. This approach statistically evaluates a large number of samples near the global optima, ensuring
faster convergence.
Algorithms 1 and 2 outline the solution methodology using the MPS method. If the
sizing needs to be done considering different historical RES data, they are required to
be assimilated (algebraically summed) to obtain, PM (see Algorithm 1), and fed into the
algorithm as input. Other parameters to be fed into the algorithm are: search space specified by the frequency range f1 − f2 , randomly sampled days, nR, for statistical calculation
of the ratings of the BSDs, nP number of different cut-off frequencies in each iteration, nC
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Algorithm 1: Algorithm to Calculate Optimal Ratings of BSDs
Data: f1 , f2 , nP, nC, nR, Del
Result: CZ ∗ , ΥZ ∗ , PZ ∗
• Randomly select nR number of days, Day, from a uniform distribution;
• Randomly select nP different cut-off frequencies (F ∈ [f1 , f2 +f21 +1 ]) without
repetition, and calculate the cost function, GF0 using Algorithm 2 (extreme
points are forcefully included to validate the proposed hypothesis), considering
randomly selected days, Day;
• Create a set consisting of calculated costly data points, and their
corresponding functional values;
• Set temporary variable flag = 0 to track convergence of the MPS algorithm;
• Set an arbitrary high cost, Gopt ;
while flag ≤ nC do
− Probabilistically select additional nP different cut-off frequencies, F ,
without repetition, using the MPS algorithm;
− Based on the set of costly new data points, calculate the cost function,
GF0 , using Algorithm 2, considering randomly selected days;
− Append the set of costly data points with new samples and associated
cost functions;
new
;
− Find the minimum of all the calculated samples, Gopt
new
| ≤ Del then flag = flag + 1;
if |Gopt − Gopt

else flag = 0;
N
if Gopt ≤ Gopt
then
N
Gopt = Gopt
;

end
end
• Calculate G ∗ ; CZ ∗ ; ΥZ ∗ ; PZ ∗ corresponding to the cut-off frequency with the
new
cost function value Gopt
;

number of successive iterations with no change in optima and the convergence tolerance,
Del.
Essentially, Algorithm 1 generates a set of frequencies (with nP number of elements)
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Algorithm 2: Algorithm to Statistically Calculate Costs and Ratings of BSDs
for a Given Cut-off Frequency, F
Data: PM, F , Day
Result: CZ , ΥZ , PZ , GF0
• Apply low- and high-pass filters with respect to the cut-off frequency, F , on
the DFT sequence;
• Apply IDFT on these signals to obtain band-limited time-domain signals;
for ∀Day do
− Calculate capacity ratings of the batteries, power rating of the converters,
and throughput of the batteries;
end
• Statistically calculate C Z , ΥZ , P Z ;
• Using expressions (2.21), and (2.22), calculate RZ ;
lim
if RZ > Crate
then
− Recalculate storage sizing using expression (2.27) such that it conforms to

the average C-rate limit;
end
• Calculate the cost function G 0 (F ) using eq. (2.31);

from the discrete search space obtained from the frequency range f1 − f2 , and calls Algorithm 2 to statistically calculate the sizing of the BSDs for each of the generated frequencies. Algorithm 2 uses assimilated historical data, PM, to convert it into low- and
high-frequency segments with respect to the cut-off frequency obtained from Algorithm
1 using eqs. (2.24) - (2.25). Sizing requirements are then decided using eqs. (2.5) (2.14) for the randomly selected days of each segment of the historical data. Statistical
sizing specifications are then calculated using eqs. (2.16) - (2.23) and fed back to Algorithm 1 which checks for convergence, and based on the decision reached, either generates
new data points or terminates indicating that the problem has converged. The problem
is assumed to be converged if the optimal solution does not change for nC number of
successive intervals. If the problem is not converged, in each iteration, nP additional
frequencies are probabilistically selected as a part of the MPS algorithm. MPS algorithm
has been implemented in Matlab, and the minimum ‘variability injection daily scheduling’ problem has been solved using IPOPT solver of General Algebraic Modeling Software
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(GAMS) [118] using a windows based system with an Intel i7 quad-core processor through
Matlab-GAMS information exchange interface [119]. Because the minimum ‘variability
injection daily scheduling’ problem for a large number of days, the associated tasks have
been parallelized in Matlab.
nR random numbers, each representing a day, are sampled from a uniform distribution in Algorithm 1. Because the sizing of low- and high-frequency segments are required
to be independently done, a total of 2nR secondary optimization problem are solved at
each cut-off frequency to mitigate variabilities in the historical data. It is also notable
that a similar set of days has been chosen at each of the different cut-off frequencies for
statistical sizing calculation.

2.4

Case Study

Yearly historical generation datasets of similar resolution are assimilated, and the frequency spectrum is obtained using DFT. The Nyquist rate of the frequency signal is
0.8 mHz (resolution of the dataset is 10 minutes). The installed capacity of both windgenerating and solar-generating sites is 20 MW each. As proven earlier, batteries with
minimum

Θ(·)
F(·)

ratio is selected at the beginning of planning, and the associated specifica-

tions are given in Table 2.1.
Table 2.1: Specification of a BSD for Planning
Parameters

Specifications

Battery specifications

$120/kWh (cost), 1000 (throughput) [53]

Converter specification

$800/kW (cost), 20 years (life) [18]

Charging and discharging efficiencies

ηch , ηdch = 0.80 [18]



1 ×10−10

lim
C-rate threshold, Crate

3

Differential SOC, ∆SOC

0.8

Discount Rate of converter, dis

3%

N, A

144, 365

In addition to the available historical wind [111] and solar [112] generation datasets,
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an additional hypothetical dataset is created using algebraic summation of 50% solar
and 50% wind generation. Additionally, a uniformly distributed dataset (U(0, 20)) is
generated with maximum and minimum values of 0 and 20, respectively. Two normally
distributed datasets, with mean and standard deviation of 19 and 0.2 (N(19, 0.2)), and
10 and 4.0 (N(10, 4.0)) respectively, are also generated, while truncating them to limit
within 0 and 20. All of these artificially created datasets along with the original wind
and solar generation data represent various scenarios of RES, which have been used to
identify the applicability of the hypothesis while testing the proposed methodology. The
length of each of the datasets is selected in such a way that they represent the historical
RES data (available for all 365 days of the year) with the resolution of 10 minutes.

2.4.1

Sizing of Battery Storage Devices to Mitigate Variability
within Renewable Energy Sources

Fig. 2.5 shows the variation in the annualized cost function for discrete cut-off frequencies
for the generated scenarios. Parameters used for the MPS algorithm are given in Table
2.2. Also, the discrete frequencies are converted into the time-domain using the Nyquist
rate. Since, sizing of the BSDs for each scenario are calculated only at finite number of
cut-off frequencies as a part of the MPS method, Fig. 2.5 is obtained by fitting a cubic
spline.
The approximate average computation time for finding the optimal solution with the
given parameters is one hour. An Intel core i7 processor-based system with 16 gigabytes
of memory has been utilized in this regard. Because ‘minimum variability injection’ optimization problem needs to be solved for randomly sampled days for statistical aggregation,
following the selection of a large number of days, computation time would proportionately
increase. Furthermore, one needs to ensure that the optimal solution remains unchanging
for finitely many iterations; and, the selection of a larger iteration limit would guarantee
a better solution at the expense of higher computational time. However, given that the
discussed problem is a planning problem, such a substantial computation time can be
reasonable.
In each of the scenarios, the minimum value of the cost function is found out to be
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Figure 2.5: Variation in Annualized Cost at Different Cut-Off Frequencies for Minimum Variability Injection

Table 2.2: Parameters of the MPS Method
Randomly sampled days

120

Costly points selected per iteration

5

Iteration limit for no change in optima

4

Convergence tolerance

103

lying at both extremes of the solution space, indicating the use of a single BSD embracing
the complete frequency spectrum will have cost optimality.
For a given cut-off frequency, the sizing of the BSD is done based on randomly
selected samples. The variation in the cost with finite sample size is assumed to follow the
normal distribution, and the associated standard error in the total cost has been presented
in Fig. 2.5 by an error bar. Estimation errors are calculated using the methodology
presented in [120]. It is known that these errors asymptotically reduce to zero with the
selection of a large number of days as samples. It is also notable in Fig. 2.5 that for each
of the scenarios at different cut-off frequencies, the Coefficient of Variation (CV) of the
total cost is very small.
The impatience that a claim has not been proven false must be true has been thoroughly criticized in the literature. Carl Sagan has criticized this logical impatience by the
phrase, “Absence of evidence is not evidence of absence” [121]. In the scientific method,
the worthiness of a hypothesis can be verified according to its falsifiability criterion. Also,
the burden of proof lies with the claimer, and value can be assigned to any claim based
on available pieces of evidence.
Two observations are notable in the current context: (i) a battery with significant
life-cycle may not necessarily be used to mitigate the high-frequency component of REgeneration variation, it is rather the unit cost to throughput factor ratio which dictates
the sizing, and (ii) application of two BSDs in conjunction need not result in the most
economic planning. However, because of the use of a finite number of scenarios, in this
work, “evidence of absence” [121] cannot be theorized. Therefore, the use of multiple
batteries (can be useful for the storage devices in general) in conjunction will require
special treatment, and sizing can be calculated on a case by case basis. Nevertheless, in
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the considered scenarios, the optimal solution is located at the boundary of the solution
space, giving us the desired “pay-as-you-go” plan.
Table 2.3 shows the sizing solutions of batteries and converters for cost-minimal
planning in each of the scenarios. Depicted µ and σ are calculated mean and standard
deviation, respectively. Overall sizing requirement considering the complete frequency
spectrum in each of the scenarios is shown. As indicated, in each of the cases, the residual
SOC level should not remain at 0.5 to ensure the differential SOC limit.

Figure 2.6: A Linear Fit of the Cost Per Unit Capacity of BSDs with Different Moment
of the Datasets
It is evident that the sizing and indirectly, the planning cost will be proportional
to the variability within the historical generation data. The second moment has been
considered to represent the variability within the stochastic dataset. Fig. 2.6 compares
the cost per unit capacity of each of the datasets with their second moment and varying
statistical significance selected for sizing. Both Table 2.3 and Fig. 2.6 indicate that sizing
requirement (given by cost to unit site capacity ratio, CT ) increases with increasing
variability (given by the second moment, SM ) within the dataset.

2.4.2

Benefits of Sizing using 3σ Principle

To analyze the utility of sizing using the 3σ principle, given the capacity rating, throughput rating, the residual SOC of batteries and power rating of converters, minimization
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0.22

Error

0.59
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Figure 2.7: The Histogram of Average Daily Net Injection into the Grid with Sizing
According to 3σ Principle

of injection of RES variability into the grid shown in eqs. (2.5) - (2.9) has been carried
out. Histogram of average daily injection and total daily variability injected into the grid
are presented in Fig. 2.7 and Fig. 2.8 respectively. The benefits of using the 3σ principle can be observed in Fig. 2.8, which indicates little to no injection of variability into
the grid. However, independence of daily scheduling does not imply the invariability of
average daily injection into the grid. Fig. 2.7 represents that depending on the selected
dataset, the daily injection has a large standard deviation. Because the second moment
for N(19, 0.2) dataset is ≈ 0, sizing requirement becomes also ≈ 0.
From Fig. 2.7 it is notable that both average and standard deviations of daily power
injected into the grid is very low with only solar generators in operation, while it is very
high for wind generators. With equal mixing solar and wind generation, the mean of the
average daily injection has been reduced by 28.90%, while the standard deviation of the
average daily injection has been reduced by 48.88%, compared to the wind only operation.
49

Figure 2.8: The Histogram of Deviation in Average Daily Net Injection into the Grid
Fig. 2.7 also verifies that the average injection with solar generation is less variable
than wind generation. From Table 2.3, one can see that because solar generating resources
are less variable, the standard deviation of energy storage capacity, throughput, and power
requirement to be relatively smaller compared to that of wind resources. Contrarily, as
one can see from Fig. 2.7, a solar generation being extremely dilute, the mean value of
average daily power injection is approximately 50% of that of wind generating resources.
This way, with an optimal mix of various RESs, the mean capacity utilization can be
increased from one end while decreasing the variability in average daily injection from
other end, paving the way towards a RE only grid.

2.4.3

Benefits of Reduction in Variability with Increasing Statistical Significance in Sizing

The statistical 3σ principle is selected as a hard constraint in this work. However, it is
expected that with the reduction in statistical significance in terms of standard deviation,
the variability injection into the grid will also be increased.
Fig. 2.9 shows that the total daily variability injection, Err, is exponentially decreasing with increasing statistical significance, ρ. While it can be shown that increasing
statistical significance would linearly increase the total planning cost with no change in the
selection of the cut-off frequency, a proportional increase in the planning cost will incur
an exponential reduction in the daily injection of variability into the grid, and therefore,
†

Observations are scaled up by a factor of 10 to improve the clarity of the figures
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Figure 2.9: Injection of Variability with Increasing Statistical Significance

the returns from increasing the statistical significance will diminish. Nevertheless, if the
statistical significance is not selected as a hard constraint, it is required to be used as a
criterion to study the economic feasibility of the considered base-load generation strategy.

2.4.4

Impact of Unit Cost to Throughput Factor on the Planning Cost

Because the unit cost to throughput ratio itself is variable throughout the planning horizon, and also batteries with the least unit cost to throughput factor ratio should be
selected for successive replacement, it is essential to study the impact of the ratio on the
cut-off frequency and the total cost.

Figure 2.10: Impact of unit cost to throughput factor on Annualized Planning Cost

Fig. 2.10 shows that the total cost, Cst, linearly increases with increasing unit cost
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to throughput factor ratio, x. The objective function, can be represented as,

G 0 (F ) = x 


X



ΥZ  + K P o · U 

Z∈{L,H}


X

PZ 

(2.32)

Z∈{L,H}

P
and the co-efficient can be directly obtained from the total annual throughput Z∈{L,H} ΥZ ,
P

Po
and the annualized cost of converters K · U
Z∈{L,H} PZ . Here, x is the unit cost to
throughput ratio, as defined earlier.
Fig. 2.10 is obtained by independently calculating the annual throughput and the
annualized cost for different unit cost to throughput factor ratio. Relationship among
unit cost to throughput factor ratio and annualized cost for various datasets are obtained
with coefficient of determination more than 0.9.
Claim 2.1. If a sequence is a linear sum of weighted set of sequences, and the global
optimal point does not shift with the change in non-negative weights, then each of its
components resides independently at their global optima, and vice versa.

Proof. Assume, Seqii (x), ∀ii are a set of sequences. If, x∗ = arg min Seqii (x), ∀ii, and
P
∀Kwii ≥ 0, ∃Kwii > 0. =⇒ x∗ = arg min Kwii Seqii (x), ∀ii. =⇒ x∗ = arg min ∀ii
Kwii Seqii (x).
Conversely, it is known that x∗ = arg min

P

∀ii

Kwii Seqii (x), where, ∀Kwii ≥ 0,

∃Kwii > 0. Now, by setting Kwii = 0 successively, the following result can be obtained.
P
x∗ = arg min ∀ii Kwii Seqii (x) = arg min Kwii Seqii (x) = arg min Seqii (x).

Because both total annual throughput and annualized cost of converters remain
constant independent of the

Θ
F

ratio, and the cut-off frequency of the objective function

lies at the extreme points of the search space. The optimal value of the components also
independently lies at both extremes and can be verified by further simulations, according
to Claim 2.1. Therefore, for the given the dataset in all the scenarios, and the 3σ statistical
significance, it is always optimal to consider the complete frequency spectrum in sizing.
Because the change in the ratio has no impact on the cut-off frequency, it can be expected
that the lifetime total planning cost remains at the minimum, as it should be with the
“pay-as-you-go” plan.
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2.4.5

Impact of Renewable Energy Sources in the Day-Ahead
Operation of the Grid

Fig. 2.11 shows an example of the hourly operation of an RE-BSD combination for an
arbitrarily selected day. The calculation of the residual SOC level has been presented
earlier and will differ based on the historical data, while invariability of the initial and
final SOC values ensures independent day-ahead operation. As expected from Fig. 2.8,
interval-wise injection into the grid in both scenarios remains constant for the scheduled
day, while the order of statistical significance in selecting the appropriate sizing of BSDs
would have a direct impact in the injection of variability into the grid. Asymmetry of
charging and discharging profile around the residual SOC is also notable.

Figure 2.11: Injection into the Grid, the BSDs, and Charging Condition of Batteries

2.4.6

Real-Time Operation

In real-time operation, the primary focus is to alleviate the variability introduced by
forecast error, and not to mitigate the variability as a part of the ‘minimum variability
injection’ scheme. Assuming that forecast error follows a given distribution, mathematically, it can be supposed that the prediction error follows a stochastic random walk
(Brownian movement). The sizing solution for real-time operation can be estimated from
this assumption and can be a part of future work.
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2.5

Summary and Remarks

An optimal sizing methodology of BSDs to mitigate the variability of RES has been discussed in this chapter. For each of the cut-off frequencies, the sizing of batteries and
converters is statistically calculated based on the historical RES data. Since independence of constant daily schedule with finite storage capacity cannot be simultaneously
satisfied, the design objective selected is the minimization of the squared sum of variability. Additionally, independence of daily schedules is kept as a hard constraint. The ‘cost
to throughput factor’ criterion has been found to ensure minimum planning cost.
Because of the discreteness of the solution space and computation intensiveness of
statistical methodology for sizing, an MPS based approach has been applied. Many
artificially generated scenarios are used to calculate the sizing for comparison purpose. In
all the considered scenarios, the cut-off frequency for the minimum cost is located at either
of the extreme locations of the solution space, while the use of multiple battery types in
conjunction will be costlier. It has also been found that the average daily injection into
the grid is not constant, while the histogram of total daily variability injection signifies
that the proposed sizing methodology based on the 3σ principle can successfully be used
for the base-load generation strategy. For the dataset used, the average injection with
solar generation is less variable with average daily grid injection compared to that with
the wind generation. Therefore, it can be concluded that an optimal mix of wind and
solar generators is desirable. It is also shown that the residual SOC level depends on
the historical dataset and need not reside at 50% SOC level. Exponential reduction in
the injection of variability can be observed if the statistical significance is varied while
determining the sizing. The planning cost linearly increases with an increase in the ‘cost
to throughput factor’ ratio. It has been found that for the given datasets and 3σ statistical
significance, it is always optimal to consider complete frequency spectrum in sizing, and
therefore, the proposed ‘pay-as-you-go’ plan achieves the global minima. Nevertheless,
the generic-ness of the discussed approach ensures that in place of base-load generation
strategy, other objectives can also be considered to calculate the daily schedules.
The optimal sizing methodology discussed in this chapter is limited to the use of
batteries as potential variability mitigation solution, that inherently suffers from limited
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number of life-cycle and finite C-rate. Contrarily, supercapacitors assuage these limitations, but they suffer from substantial capacity cost and high self-discharge rate. The
benefit of using supercapacitors for the said base-load generation strategy will be analyzed in the next chapter to find an optimal battery-supercapacitor Hybrid Storage System
(HSS) solution.
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Chapter 3
Sizing of Large-Scale Hybrid Storage
System to Minimize Renewable
Energy Variability

3.1

Problem Definition

Owing to limited cycling life and low power density, none of the battery technologies alone
is capable of limiting the fast varying component of Renewable Energy Sources (RES),
without significantly increasing their energy rating or decreasing their replenishment period. Supercapacitors complement these disadvantages of battery technologies through
possessing much higher life-cycle and a high maximum charging/discharging current limit
for a given capacity rating. However, supercapacitors suffer from low energy density,
relatively high self-discharge rate, and colossal capacity cost [16].
The capacity required to mitigate the variability of a given frequency and amplitude
is inversely proportional to the signal frequency. And therefore, the capacity requirement
The following publication is based on the work presented in this chapter:
S. Majumder, S. A. Khaparde, A. P. Agalgaonkar, S. Perera, S. V. Kulkarni, and P. Ciufo, “Hybrid storage
system sizing for minimum daily variability injection,” in 2019 IEEE region ten symposium (TENSYMP),
Kolkata, India, Jun. 2019.
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for the mitigation of the high-frequency variability is comparatively lower. Consequently,
in the large-scale storage application, supercapacitors with low energy capacity and high
power density are often touted for being used in high-frequency variation mitigation application, while batteries are generally used for low-frequency energy application [122],
constituting an Hybrid Storage System (HSS). HSS is well established in electric vehicle
applications, because of its low energy, high power demand during the charging process,
and high energy demand during the discharging process [15]. Therefore, such complementary characteristics, from the planning point of view, may provide one with reduced cost
planning for the base-load generation strategy, compared to battery-only solution, and a
detailed analysis is required to be carried out.

3.1.1

Literature Review and Research Gap Analysis

The use of HSS in the large-scale storage application has been critically discussed in the
existing literature. Optimal capacity calculation of HSS devices (lithium-ion battery and
ultra-capacitor bank combination) has been reported in [108] to minimize short- and longterm fluctuations in the wind power production using remaining energy level feedback control. Moving average filter based segregation of high- and low-frequency wind generation
variabilities and associated battery-supercapacitor HSS control strategy are considered in
[123]. Different power-sharing strategies among batteries and supercapacitors from the
electricity grid injection are presented in [124]. The objective of reference [20] is to mitigate the variation within the wind-generation forecast error signal by segregating lowand high-frequency components using the discrete Fourier transform (DFT) technique
discussed in [85]. Maintenance of grid frequency stability using battery-supercapacitor
HSS with stochastic wind power fluctuation within an isolated grid is discussed in [19].
A ramp-rate and an upper-‘wind fluctuation rate’ limiting sizing of HSS are considered in [87] and [125] respectively. Sizing of an isolated wind-diesel system using a stochastic optimization technique is discussed in [126]. Sizing and design of energy storage, to
simultaneously regulate wind generation variability and ensure grid voltage stability, is
presented in [127]. Determination of the capacity of battery storage as an energy buffer,
thereby providing constant injection into the grid, is carried out in [86] and in Chapter
2. For base-load dispatch strategy, the sizing of batteries to achieve ‘minimum variability
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injection schedule’ is discussed in Chapter 2. The use of multiple Battery Storage Devices (BSD) is assumed, and low-frequency components are considered as mitigated by
batteries with a smaller number of life-cycle and vice versa. However, it is shown that
the use of a single battery type with the lowest unit cost to throughput ratio considering
the whole frequency spectrum generally results into the minimum total annualized cost.
Furthermore, optimum sizing of HSS is also described in [109], wherein pre-determined
intra-day and intra-hour variabilities are mitigated by batteries and pumped-hydro system
respectively.
As an extension to the statistical sizing technique discussed in Chapter 2, the sizing of HSS has been carried out in this chapter to reap the benefit of supercapacitors in
base-load generation scheme. As discussed, the complete frequency spectrum of historical generation data is divided into low- and high-frequency variabilities about a cut-off
frequency. However, in contrast to Chapter 2, wherein consideration of the complete frequency spectrum is cost-optimal, existence of an intermediate optimal cut-off frequency
can be expected here. Additionally, the proposed sizing method includes traditionally
unconsidered high self-discharge rate of supercapacitors.
However, the self-discharge rate of supercapacitors increases with operating voltage
(refer to Fig. 2 of [128]). Since the supercapacitors store energy by virtue of its terminal
voltage, a lower amount of charge stored within will significantly reduce the self-discharge
rate. If the supercapacitor frequently charges and discharges, such that the rate of charging and discharging is comparably higher to the initial self-discharge rate, one can safely
assume that the operating voltage is equal to the voltage across the supercapacitor, when
the charge stored within is at the residual level. This voltage is much smaller compared to
the voltage corresponding to the peak energy capacity, vis-á-vis operating voltage. This
way, one can ignore the impact of the self-discharge rate of the supercapacitor. Without
going through detailed calculation, it has simply been assumed that if the charge-discharge
frequency is more than 0.54 mHz, one can achieve that the rate of charge-discharge is more
than the initial self-discharge rate. This information has been considered in this chapter
for designing energy capacity of the supercapacitors.
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3.1.2

Research Objectives

To achieve the desired base-load generation scheme with batteries and supercapacitors,
two choices are sought in the selection of storage devices to mitigate both low- and highfrequency variability:

(a) Method 1 (Accounts for only C-rate limit of batteries): To mitigate high-frequency
variability, one needs to use supercapacitors. For low-frequency variability mitigation, one needs to install a battery. But, if the C-rate limit is exceeded, one needs
to install a supercapacitor.

Figure 3.1: Pictorial Representation of Method 2

(b) Method 2 (Accounts for both C-rate limit of batteries, and self-discharge rate of
supercapacitors): One needs to use supercapacitors for mitigating high-frequency
component only if the cut-off frequency is more than 0.54 mHz (with the period
of less than half an hour), and the annualized cost of the supercapacitor is comparatively lower. Otherwise, one needs to install a battery for both low- and highfrequency components. If the C-rate exceeds its limit, then one needs to increase
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the capacity rating of the battery. This methodology is pictorially presented in Fig.
3.1.

Although the Method 1 is the primary focus in formulating the optimization problem,
the Method 2 is dealt with as an extension and is presented using an illustrative example.
The impact of both the considered methods on the sizing of battery-supercapacitor HSS
are also of interest. Additionally, the impact of the parameters of the cost function on
the statistical sizing is also studied.

3.2

Sizing of the Hybrid Storage System for a Given
Cut-Off Frequency

To segregate the low- and high-frequency segments, the frequency response of the assimilated historical generation data, DFT(K )(K ∈ Z), can be calculated using DFT [110].
Likewise, in Chapter 2, in this section, the statistical sizing of the HSS is described with
respect to a given cut-off frequency, F . Additionally, variabilities with a period of more
than one day are rejected altogether, considering the daily scheduling horizon.

Figure 3.2: System Configuration of Battery-Supercapacitor HSS
Likewise, in Chapter 2, the combined output from the batteries, supercapacitors, and
Renewable Energy Generators (REG) should be constant for a given day in this scheme.
To maintain the independence of daily schedules, the daily average of the total power
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injected into batteries must be zero. Fig. 3.2 depicts a typical combined operation of
REGs, batteries, and supercapacitors.
In an AC-grid, batteries and supercapacitors are connected into the grid through
converters, as shown in Fig. 3.2. Charging and discharging efficiencies of batteries and
Sc Sc
Ba Ba
, ηdch ) are not 100%. There, ηdch ) and supercapacitors and converters (ηch
converters (ηch

fore, the charge extracted during discharging process will always be higher than the charge
injected from the grid end for both types of storage devices. Furthermore, the charge injected into both types of storage devices during the charging process will always be lower
than the charge injected from the grid.

3.2.1

Hybrid Storage System Sizing for an Arbitrarily Selected
Day

“Minimum variability injection”, as discussed in Chapter 2, is applied for sizing of the
storage devices, throughput rating of the battery, and the power rating of converters of
a given day, K, corresponding to both the low- and high-frequency components, Lo and
Hi, (Z ∈ {Lo, Hi}) respectively. Optimization problem, (3.1)-(3.5), is solved for the lowfrequency component, Lo using batteries, B. Similarly, “Minimum variability injection”
optimization problem needs to be solved for both the high- and low-frequency components
using supercapacitors.
X 

min

K,Ba
K,Ba
PK,Ba
dis,Lo (t),PB,Lo (t),Pgen,Lo (t)

2
K,Ba
PK,Ba
(t)
−
{P
(t)}
dis,Lo
dis,Lo

(3.1)

1≤t≤N

subject to,
K,Ba
K,Ba
GK
Lo (t) − Pgen,Lo (t) − Pdis,Lo (t) = 0 ;

ΛK,Ba
Lo (t)
2·

PK,Ba
B,Lo (t)

−

Ba
ηch

·

PK,Ba
gen,Lo (t)

·

=

PK,Ba
gen,Lo (t)
|(PK,Ba
gen,Lo (t))| + 

ΛK,Ba
Lo (t)

Kt

X

;

∀t
∀t

PK,Ba
gen,Lo (t)
+
· ΛK,Ba
Lo (t) = 0 ;
Ba
ηdch

PK,Ba
B,Lo (t) = 0

(3.2)
(3.3)
∀t

(3.4)
(3.5)

1≤t≤N

where,  is a small positive real number that allows a smooth transition from a charging
state to a discharging state, and has been used to calculate the sign variable ΛK,Ba
Lo (t).
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The sign variable ΛK,Ba
Lo (t) being +1 symbolizes storage charging, and it being −1 symbolizes storage discharging. Kt refers to an hour equivalent of the sampling interval. In
the objective function of eq. (3.1), the variability is defined as the squared sum of the
deviations in the injection into the grid, PK,Ba
dis,Lo (t), from its daily average. N is the number
of intervals in a day. GK
Lo (t) refers to historical generation dataset for the low-frequency
variability. Equation (3.2) represents power balance whereas eq. (3.3) indicates whether
the battery is charging or discharging. Equation (3.4) gives the amount of charge being
stored into the storage device and eq. (3.5) describes that the amount of charge stored in
a given time period of operation is zero while ignoring the self-discharge rate.
Because of asymmetric charging/discharging characteristics, one cannot ensure that
even with supercapacitors, the total charge stored within it will return to its residual value
by the end of the daily operating horizon. Therefore, one needs to also ensure that the
total charge stored within supercapacitors to be zero, (as given by eq. (3.5)) ensuring its
availability in the daily scheduling cycles. However, for ensuring that the charge injected
into a storage device for a day is zero, appropriate selection of residual charge will be
essential. This will necessitate the incorporation of the two-battery model as introduced
in Chapter 2 for capacity determination.
The total charge stored within a supercapacitor is proportional to square of its terminal voltage. Like batteries, supercapacitors can also be considered to be constituting
of modules. Also, assuming charge balance circuitry is in place, capacitance, and maximum and minimum terminal voltages can be obtained accordingly. Therefore, if the
Sc
Sc
], then its usable
allowable terminal voltage of the supercapacitor lies within [Vmax
, Vmin
Sc 2
Sc 2
Sc
Sc
energy available is 0.5Ca(Vmax
− Vmin
)/3600 Wh. Rated Vmax
and Vmin
and the capaci-

tance, Ca, is obtained from manufacturer’s data-sheet [16]. Furthermore, the total charge
stored within the supercapacitor needs to be ensured to become zero as well to assure its
availability in the daily variability mitigation. The charge QK,SB
(tt) stored within, and
Z
K,SB
capacities of CK,SB
+,Z , and C−,Z , for both batteries and supercapacitors in the two-battery

model to capture low- and high-frequency variabilities are:

QK,SB
(tt) = Kt
Z

X

PK,SB
B,Z (t);

1≤t≤tt
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1 ≤ tt ≤ N

(3.6)

K,SB
CK,SB
(tt) :
+,Z = max{QZ

1 ≤ tt ≤ N}

(3.7)

K,SB
CK,SB
(tt) :
−,Z = min{QZ

1 ≤ tt ≤ N}

(3.8)

While converters and supercapacitors (owing to their long life-cycle) require replacement only at the end of their physical life, batteries with limited life-cycle need to
be replaced frequently throughout the lifetime of the project. Hence, life degradation
of supercapacitors is not considered in this chapter. Contrarily, likewise Chapter 2, the
concept of throughput of batteries has been applied to this problem for simplicity to calculate battery life depreciation. Mathematically, daily throughput depreciation, TK,Ba
Lo ,
of a battery, Ba, corresponding to the low-frequency variability, Lo, can be given by,
TK,Ba
= Kt
Lo

X

PK,Ba
B,Lo (t)

(3.9)

1≤t≤N

The rating of the converters, PK,SB
, is independent of types of storage devices, and
Z
the two frequency components can be given by:
PK,SB
Z

= max

n

PK,SB
gen,Z (t)

: 1≤t≤N

o

(3.10)

Here it is assumed that the similar kind of converters are used for batteries and
supercapacitors, for simplicity [129, 130].

3.2.2

Statistically Calculated Hybrid Storage System Sizing

Sizing of batteries, supercapacitors and converters corresponding to a given statistical
significance, ρ, for randomly sampled days is determined as follows:
o
n
o
n
K,SB
CK,SB
:
∀K
+
ρ
·
S
C
:
∀K
+,Z
+,Z
o
n
o
n
K,SB
K,SB
= M C−,Z : ∀K + ρ · S C−,Z : ∀K
n
o
n
o
K,SB
:
∀K
+
ρ
·
S
P
:
∀K
= M PK,SB
Z
Z
o
n
o
n
K,Ba
= M TK,Ba
:
∀K
+
ρ
·
S
T
:
∀K
Lo
Lo

SB
C+,Z
=M

(3.11)

SB
C−,Z

(3.12)

PZSB
TZBa

(3.13)
(3.14)

SB
SB
Here, C+,Z
, C−,Z
, PZSB , TZBa are statistically calculated capacity ratings and power

ratings of batteries and supercapacitors, and throughput rating of batteries respectively.
Results of the statistical sizing is derived based on the data of a large number of sampled
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days. M(·) and S(·) are functions for calculating the mean and the standard deviation.
Overall capacity, CZSB , and residual state of charge (SOC), SOCSB
avg,Z , are calculated as
follows:
CZSB

SOCSB
avg,Z

SB
SB
C+,Z
+ C−,Z

=

SB
SOCSB
max − SOCmin
SB
C−,Z
SB
= SOCSB
+
(SOCSB
min
max − SOCmin )
SB
SB
C+,Z + C−,Z + 

(3.15)
(3.16)

SB
Equations (3.15), and (3.16) are derived considering the capacity, C+,Z
, correspondSB
Ba
SB
ing to SOCSB
max , and, the capacity, C−,Z , corresponding to SOCmin . SOCavg for batteries

represents the residual charge to be maintained at the beginning and the end, and SOCSc
avg
q
Sc
Sc
for supercapacitors indicates that a residual voltage of SOCavg,Z Vrated has to be mainSc
tained across their terminals. Vrated
is the rated terminal voltage across supercapacitors.

3.2.3

Calculation of C-rate

To circumvent the maximum continuous current limit [114], the capacity rating of the
battery has to be increased (similar correction has been carried out in eq. (2.23)). C-rate
is calculated as in eq. (2.21).
C-rate for a given day, RK,Ba
, and statistically calculated C-rate, RBa
Z , for both lowZ
and high-frequency components are:
RK,Ba
Z
RBa
Z

=

PK,Ba
B,Z (t) ; 1 ≤ t ≤ N
CZBa

n
o
n
o
K,Ba
K,Ba
= M RZ
: ∀K + ρ · S RZ
: ∀K

(3.17)
(3.18)

Unlike batteries, supercapacitors allow high non-repetitive maximum peak current
rating [16]. Therefore, injection/extraction current from supercapacitors will be limited
by the rating of the associated converter.

3.3

Optimum Cut-Off Frequency for the Sizing of
Hybrid Storage System
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3.3.1

Annualized cost of the Hybrid Storage System

Although the rating of the supercapacitors is provided in terms of their capacitance and
terminal voltage rating, for simplicity, it has been assumed that the cost per unit energy
storage capacity rating is given, and is given by Φ $/kWh. Now, if the unit cost of
Sc
converters is given by U $/kW, the annualized investment cost in supercapacitors, GHi
(F ),

to mitigate high-frequency variability, Hi, and the annualized investment cost of the
converters to mitigate both high- and low-frequency variabilities, GZP o (F ), will be given
by,
GZP o (F ) = K P o PZSB U

Sc
Sc
Φ,
(F ) = K Sc CHi
GHi

(3.19)

Sc
where CHi
is the statistically calculated capacity rating of a supercapacitor to mitigate

high-frequency variability. The procedure of the statistical calculation is presented in
Section 3.2. PZSB is the statistically calculated power rating of converters. K Sc and
K P o are Capital Recovery Factor (CRF) corresponding to supercapacitors and converters
respectively.
If multiple types of batteries with different unit capacity cost and throughput factor
are available, using Theorem 2.1 in Section 2.3.2, the selection of battery type with minimum unit-cost to throughput factor ratio optimizes the total cost, and associated battery
type will be considered in this chapter. Additionally, if the statistically calculated daily
throughput expenditure of the batteries corresponding to the low-frequency component,
Ba
Lo, be given by TLo
, and the throughput factor of the selected battery type is given
Ba
by, F, while rated capacity of the battery is CLo
, then the CRF of the battery can be

approximated as

Ba
ATLo
.
Ba
F CLo

Suppose, the unit-cost and throughput factor of the batteries with minimum the
unit-cost to throughput ratio are given by, Θ $/kWh and F respectively. Now, according
Ba,lim
to method 1, if RBa
, then,
Lo of the low-frequency component is below the threshold, Crate

the low-frequency variability can be mitigated by the batteries. Otherwise, installation of
supercapacitors will be essential. The total annualized investment cost into the storage
SB
solution, GLo
(F ), to mitigate the low-frequency variability can be given by,

Ba
Ba,lim
 Θ ATLo
if RBa
Lo ≤ Crate
F
SB
GLo (F ) =
K Sc C Sc Φ
otherwise
Lo
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(3.20)

Ba
Sc
Here, TLo
, and CLo
are the statistically calculated daily throughput factor of the batteries

and capacity rating of the supercapacitors for the low-frequency component. A is the
number of days in a year. Nevertheless, the objective function corresponding to method
2 can be similarly obtained.

3.3.2

Optimal Sizing Methodology

Since the statistical significance is known apriori, and is used in the sizing calculation
for both high- and low-frequency components, the benefit function is already known.
Therefore, to maximize the total profit, the total annualized investment cost, G(F ), is
needed to be minimized:
X

SB
Sc
G(F ) = GLo
(F ) + GHi
(F ) +

GZP o (F )

(3.21)

Z∈{Lo,Hi}

It is notable that eq. (3.21) is a function of the cut-off frequency, F , which is
one of the decision variables in the optimization problem. To minimize the investment
cost while ensuring that the variability injection into the grid is limited to the indicated
statistical significance, ρ, HSS sizing is carried out for different cut-off frequencies (using
the method mentioned in Section 3.2.2) until an optimum is reached. Calculation of the
rating of the storage solution for a given cut-off frequency is costly, and the solution space
is discrete. Therefore, the annualized total cost (eq. (3.21)) minimizing cut-off frequency
is calculated using an iterative, derivative-free Mode-Pursuing Sampling (MPS) method
[116]. Algorithms 1 and 2 described in Section 2.3.3 are applied.
Like Chapter 2, MPS algorithm has been implemented in Matlab, and the minimum
‘variability injection daily scheduling’ problem has been solved using IPOPT solver of
GAMS (General Algebraic Modeling Software) [118].

3.4

Case Study

The cost and the specification of both supercapacitors and the batteries are presented in
Table 3.1. Yearly historical generation data (consisting of 365 days) with the resolution of
30 seconds is used in this chapter for analysis, which indicates that the Nyquist frequency
of the historical generation dataset to be ≈16.67 mHz. Two datasets, one representing
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20 kW solar generation plant, and the other representing 10 kW solar plus 10 kW wind
generation are used for the analysis. The 10-minute datasets that have been used in
Chapter 2 are appended with a linear sum of interpolated consecutive data and a uniform
random variable representing 5 kW and then truncating the resulting dataset to 20 kW
to generate datasets of 30 seconds resolution. The parameters for the MPS algorithm
to calculate the optimal frequency is given in Table 2.2. As indicated in Chapter 2, the
computation time for solving this planning problem is dependent upon the set of selected
parameters, with the average approximate computation time of two hours for the given
set of parameters. An Intel i5 processor-based computer with 8 gigabytes of memory has
been utilized in this regard.
Table 3.1: Specification of Modules of Batteries and Supercapacitors and Converters
Parameters

Battery

Supercapacitor

Capacity cost

$1.12/Wh

$14.74/Wh

Life

1500 (cycles)[114]

500000 (cycles) [16]
10 years DC-shelf [16]
Converter specification

$800/kW (cost), 20 years (life)

Charging and discharging efficiency
0.90 [10]

0.95 [10]

(ηch , ηdch )
1 ×10−10


—–

SOCBa
max = 0.9

Sc
Sc
Vmax
= 1.00Vrated

SOCBa
min = 0.1

Sc
= 0.45Vrated
Vmin

Discount rate of
3%
converters and supercapacitors
Number of days for statistical sizing

146

The annualized cost function, with both batteries and supercapacitors are independently used to mitigate either low- or high-frequency variabilities, is shown in Fig. 3.3.
It is notable that if batteries with minimum unit cost to throughput ratio have been used
to mitigate either of low- and high-frequency component, the characteristics of the total
annualized cost function similar to Fig. 2.5, is obtained. The higher unit cost of supercapacitors results into the cost of supercapacitors to mitigate the high-frequency variability
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Figure 3.3: Battery and Supercapacitor Cost Characteristics

to be significantly higher compared to that of batteries when the cut-off frequency is small
(the complete frequency spectrum is considered). As the cut-off frequency is increased,
the cost of both batteries and supercapacitors are found to be decreasing. It is imminent
from Fig. 3.3 that the rate of change of capacity required to mitigate the high-frequency
variability (cost of the supercapacitor is a function of capacity rating, as in eq. (3.19)),
is higher compared to that of the throughput rating (cost of batteries is a function of
throughput rating, as in eq. (3.20)) for small cut-off frequencies. This results in the
larger replacement requirement of batteries with increasing cut-off frequency to the point
that the cost of the supercapacitors becomes significantly lower compared to that of the
batteries.

3.4.1

Optimal Sizing Solution Corresponding to Method 1

Fig. 3.4 shows a graph of annualized cost function obtained using the MPS method.
Because a supercapacitor is needed if C-rate limit is reached, such a change in the objective
function will introduce a ‘jump’ in the annualized investment cost.
Both in Figs. 3.4a and 3.4b, the ‘jump’ in the annualized total cost is observed at
B1
B2
points ‘A’ and ‘B’ corresponding to C-rate limits of Crate
and Crate
respectively. It is

notable that in contrast to Chapter 2, in this problem, the cut-off frequency resides at an
intermediate point of the solution space.
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Figure 3.4: Variation in Annualized Cost for Minimum Variability Injection
B2
Both in Fig. 3.4a, and Fig. 3.4b, if Crate
is the selected C-rate limit, the annualized

cost function jumps at ‘B’, while, the optimal cut-off frequency minimizing the total cost
B2
lies at ‘C’. Therefore, Crate
is the selected C-rate limit, the optimal cut-off frequency is
B1
located at ‘C’. However, if Crate
is the selected C-rate limit, the annualized cost jumps to
B1
‘A’, which is also the optimal cut-off frequency corresponding to Crate
. Therefore, if the

cut-off frequency, at which C-rate of the low-frequency component exceeds corresponding
limit, is greater than the optimal cut-off frequency, C-rate limit will have no impact on
the design of the storage devices and vice versa.
The results for the sizing of the HSS is shown in Table 3.2. Furthermore, statistical
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significance lower than 3σ will reduce the capacity, throughput requirement, and the
power rating of the HSS at the expense of increased variability injection (but not shown
Sc
for brevity). For both batteries and supercapacitors, SOCBa
avg,Lo and Vavg,Hi are not located
√
Sc
Sc
) respectively, implying that, if the residual charges
at 0.50 and 0.71Vrated
(= 0.5Vrated

stored in both batteries and supercapacitors are held at 50%, their capacity would not be
fully utilized.
Table 3.2: Comparison of the Rating of the HSS for Different Historical Datasets
Battery

Supercapacitor

C (kWh)

Υ (kWh)

P (kW)

SOCBa
avg

86.74

120.86

16.14

0.45

0.89

8.04

Sc
0.80 Vrated

93.27

86.66

10.93

0.51

0.56

6.01

Sc
0.78 Vrated

C (kWh)

P (kW)

Sc
Vavg

With Wind generation
only; at 3σ significance
and 0.059C Battery
With 50% Solar and
50% Wind generation;
at 3σ significance and
0.039C Battery

3.4.2

Optimal Sizing Solution Corresponding to Method 2

Instead of using supercapacitors, if the capacity of the batteries is increased according to
eq. (2.23), in case the C-rate limit of the batteries mitigating low-frequency variability is
reached, the new optimal frequency will no longer be decided by the C-rate limit alone.
Accordingly, in Fig. 3.5, it has been considered that the supercapacitor will be used to
mitigate the high-frequency variability only if the cut-off frequency exceeds 0.54 mHz
(period of less than half an hour hours approximately). It is important to note that
in contrast to lithium-ion batteries [131] (considered in this work), supercapacitors have
significantly higher self-discharge rate [128] which increases with operating voltage (refer
to Fig. 2 of [128]). However, such higher self-discharge rate is ignored considering the
charging/discharging frequency is limited to 0.54 mHz (or, 0.5 hours). Nevertheless, an
appropriate bound determining frequency needs to be obtained that ensures operability
of the supercapacitors as a part of future work.
It can be observed in Fig. 3.5 that, within 0.00 mHz to 0.54 mHz, batteries are used
to mitigate both high- and low-frequency variabilities. Therefore, the total annualized
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Figure 3.5: Variation in Annualized Cost for Wind Variability Mitigation Upto 3σ
(scale of Frequency Axis is in Logarithmic Scale)

cost of storage is increasing with the cut-off frequency, as observed in Chapter 2. The
characteristics of the cost function within 0.54 mHz - 16.67 mHz range resemble to that in
Fig. 3.4a. However, the jump in the cost function is introduced by significantly decreased
cost of supercapacitor to mitigate high-frequency variability.
The cost of batteries to mitigate low-frequency component is monotonically increasing, while that of supercapacitors mitigating the high-frequency component is monotonically decreasing. Ignoring the converter cost function, the cost of storage will have a
minima if the magnitude of the marginal cost of the batteries is equal to that of the supercapacitors, which is observed at 4.78 mHz. However, from Claim 2.1, in Section 2.4.4,
it is understood that the cost of the converter is minimum at both extremes, increasing
the total cost at 4.78 mHz, to such a level that the total cost of HSS to be optimized
remains lower at the Nyquist frequency.

3.4.3

Parametric Analysis

Furthermore, from eqs. (3.19) and (3.20), one can observe that the parameters of the cost
function, Φ, U and Θ, would only scale the associated cost function, guaranteeing, the
existence of an intermediate optimal cut-off frequency for suitable values of Φ, F, U and
Θ. However, because the cut-off frequency is dependent on the slope induced by the cost
parameters, the global optimality of the ‘pay-as-you-go’ plan in Chapter 2, is not valid
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in this case. However, once the sizing of supercapacitors and converters is decided, the
power ratings of the batteries also become fixed. Therefore, the planner needs to estimate
suitable battery type, ensuring overall cost-minimality.

3.5

Summary and Remarks

The use of battery-supercapacitor HSS in mitigation of variability is presented in this
chapter. The statistical significance is pre-specified in the sizing calculation, and the
objective is to minimize the annualized investment cost. The historical RES data is divided into slow- and fast-varying components for each cut-off frequency. High-frequency
variability is considered to be absorbed by supercapacitors, while low-frequency variability is mitigated by batteries if the C-rate limit of the batteries is not hit. If the limit
is reached, supercapacitors are used to mitigate the low-frequency component as well.
Because the annualized investment cost with batteries is significantly lower compared
to the investment cost with supercapacitors, installation of supercapacitors to mitigate
the low-frequency component would create a ‘jump’ in the annualized total cost. It has
been also observed that optima might not lie at either extremes of the solution space in
HSS sizing. Sizing of the HSS for the condition, wherein the use of supercapacitors to
mitigate high-frequency variability is limited to a period less than half an hour, to limit
self-discharge rate of supercapacitors, is also presented. Parametric analysis to study the
impact of cost parameters on the HSS sizing is also presented.
While the application considered in this chapter is to ensure the base-load generation capability of BSD-supercapacitor HSS, in a stand-alone microgrid, one may not
worry about ensuring base-load generation capability. Consequently, one needs to consider objectives other than ‘minimization of variability injection’ of the storage device.
Although this will result in a different set of sizing solutions, the proposed statistical
sizing methodology in Chapters 2 and 3 can still be utilized for such stand-alone HSS.
In Chapter 2, and the current chapter, applications of BSDs and HSS, respectively,
to emulate base-load generation strategy are discussed. The considered objective is the
reduction of variability injected into the grid, for the considered statistical significance.
In both of the problems in Chapters 2 and 3, it has been considered that the SOC and the
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C-rate need to remain within limits. This way, both the voltage across the storage devices
and the current extracted/injected are limited. In the next chapter, the focus will be on
the impact of REGs and storage devices owned by Independent Power Producers (IPPs)
participating to maximize their profit from arbitrage. From the Energy Management
System (EMS) point of view, network performance improvement gains significance, and
the interaction among the EMS owner and the IPPs will be discussed considering a rewardbased mechanism.
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Chapter 4
Optimal Scheduling of Battery
Storage Devices for an Independent
Power Producer

4.1

Problem Definition

The discussed price differential (in Chapter 1) resulting from the increasing penetration
of Renewable Energy Generators (REG) as Distributed Generators (DG) motivates the
participation of Independent Power Producers (IPP) in the electricity market. To avail
the benefit of the price differential, and mitigate non-dispatchablility of REGs through
arbitrage, profit-maximizing IPPs require consequential Battery Storage Device (BSDs)
as storage device for renewable energy time-shifting operation. However, smaller capacity
IPPs are usually invisible in the retail electricity market, but they can participate through
aggregators. Assuming IPPs own Wind Turbine Generators (WTG) as REGs and BSDs
for price arbitrage, they can be called as wind power producers (WPP). Additionally,
the profit-making ability of WPPs in the day-ahead market is limited by the forecast
The following publication is based on the work presented in this chapter:
S. Majumder and S. A. Khaparde, “Revenue and ancillary benefit maximisation of multiple non-collocated
wind power producers considering uncertainties,” IET Gen. Transm. Distrib., vol. 10, no. 3, pp. 789797, July 2016.
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uncertainty of Renewable Energy Sources (RES), and such uncertainties can be mitigated
through procurement of reserve from the day-ahead reserve market, or, generating the
same from its owned units [88, 89, 90, 132]. This enables the WPPs to participate in the
day-ahead market akin to a dispatchable generator. Therefore, the day-ahead scheduling
and risk mitigation strategy of WTGs and BSDs assume significance.

4.1.1

Literature Review and Research Gap Analysis

A multitude of operational objectives from the perspective of either the WPPs or the
distribution system operator (DSO) are thoroughly considered in the literature. Song et
al. [25] have described the benefits of Distributed Energy Resources (DERs) in terms
of loss reduction and support to the network during the abnormal operating conditions.
Ahn et al. [133] have proposed a dispatch scheduling algorithm in which the fuel cost
is minimized in grid-connected condition while maintaining a stable operation during
islanded conditions. Silva et al. [134] have presented a short-term (15-minute ahead)
resource management methodology employing day-ahead and hour-ahead scheduling of
RESs. Day-ahead scheduling of a smart Energy Management System (EMS) for a microgrid using a genetic algorithm is proposed in [135]. Scheduling problem with the vehicle
to grid application is presented in [136], wherein vehicles can be connected into the network in a distributed fashion. Given the RES forecast, Chen et al. [137] have described
a method for the optimal BSD sizing for both grid-connected and islanded microgrid
operation.
Reddy et al. [138] have proposed an optimal energy and spinning reserve market
mechanism considering an wind-thermal system and local renewable uncertainty. Mazidi
et al. [90] have presented a two-stage stochastic operational cost minimization strategy
with REG, wherein reserve requirement to minimize the forecast error is catered to by
responsive loads and dispatchable diesel generators. The solution of a two-stage stochastic optimization problem for minimizing the cost function considering both RES and load
demand uncertainties is presented in [132]. An expert EMS to obtain the optimal operating point of WTGs and other DERs in a microgrid, for minimizing total operation cost
and net emission considering forecast uncertainty has been proposed in [89]. Dupka et
al. [88] have investigated a day-ahead joint optimal dispatch and risk mitigation strategy
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for a collocated WPP. In this work, the optimal dispatch schedule is obtained considering
the availability of the best RES forecast. However, to mitigate the forecast uncertainties,
a part of the reserve is provided from the owned generators. Extending contribution in
[88, 90], a methodology for profit maximization scheduling of WPPs has been proposed
in this chapter.
While DSOs as aggregators can provide the WPPs with visibility into the electricity
market, their operational objectives are often conflicting. However, as the literature
suggests, non-collocated WTGs and BSDs (owned by the WPPs) can improve the network
performance significantly. If the DSO appropriately incentivizes the benefits generated by
the WPPs, the WPPs may choose to enhance the performance of the distribution network
actively.
Therefore, in the proposed paradigm, the profit maximization objective function for
each WPP consists of the following three sub-objectives:

(i) Participation in the day-ahead energy provision to the DSO,

(ii) Reaping the benefits in terms of reduction in losses and voltage deviation from the
DSO for network performance improvement (also called as, ancillary benefit),

(iii) Allocating reserve to minimize the impact of forecast uncertainty.

The existence of a strong business case would attract multiple WPPs, who may or
may not choose to cooperate. Therefore, in a multiple WPP scenario, the following two
approaches for the scheduling can be considered: (i) schedule independently to maximize
individual profit, and (ii) schedule cooperatively to attain maximum combined profit,
while proportionally distributing the generated ancillary benefit. A “self reserve” model
has been considered in this work, wherein, the reserve of each WPP can only be supplied
from own BSDs. Nevertheless, supplying reserve from self-owned units will directly affect
their day-ahead energy schedule, and therefore, energy, ancillary benefit, and reserve
schedule from these storage devices are needed to be jointly optimized [139].
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4.1.2

Research Objectives

The identified research problem has been solved through the following objectives:

A.

i. The DSO procures energy from the WPPs at the day-ahead market clearing
price (DAMCP) rate. Therefore, WPPs need to find the optimal schedule of
their resources, considering the existence of an additional incentive for improving the network performance from the DSO, at the DAMCP rate.
ii. To present the impact of the relative location of the WTGs and BSDs on the
ancillary benefit generation capability, a profit-map has been generated which
can be treated as an “offline tool” for optimal placement.

B. The benefit of cooperative scheduling in the presence of multiple WPPs is analyzed. The problem formulation associated with the joint-optimization of energy
and reserve is also presented.

4.2

Profit-Maximization Scheduling of a Wind Power
Producer

Because of a high resistance to reactance ratio of the distribution network, real power
flow causes significant voltage deviation at the far-end buses. However, DERs meeting
a part of the total demand will significantly reduce the total power loss. Additionally,
the WTGs and the BSDs can supply reactive power into the network through VSI based
devices, which can reduce the power loss further [140]. Hence for actively improving
network performance, both active and reactive power from the BSDs and the WTGs need
to be scheduled, leading us to the scheduling framework, shown in Fig. 4.1.
All players submit their schedule to the DSO to gain the right to generate electricity
and receive the ancillary benefit. Scheduling horizon is divided into 24 hourly intervals.
As indicated, WPPs sell their scheduled power to the DSO at DAMCP. Not being a part of
the DSO, WPPs do not have direct access to network parameters, load forecast, etc. Since
the objective of the DSO is to improve the performance of the network actively, they are
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Figure 4.1: Framework of the Proposed Scheme
likely to provide all the requisite estimates to the WPPs for the scheduling. Calculation of
these forecasts are beyond the scope of this chapter. Nevertheless, the WPPs may choose
to use their own wind generation, load, and price forecast for scheduling. Additionally,
it has been considered that the WPPs choose to pursue (like in Chapters 2 and 3) ‘Only
Wind’ generation strategy.

4.2.1

Assumptions in the Scheduling

The following assumptions have been made in the problem formulation:

(i) Size of DGs are relatively small compared to total loading of the network. This
assumption is important, because, a large enough DG size may induce power flow
reversal, which can (a) increase the line flow and thereby losses, (b) degrade voltage
profile to an extent that nodal voltage limits are reached, and (c) create congestion
within the network.
(ii) Battery self-discharge rate is zero, and combined battery and converter efficiency is
100%. This assumption leads to a simplified model of the State of the Charge (SOC)
79

of the battery. Nevertheless, the detailed model will be considered in Chapter 6.
(iii) Day-ahead forecast of wind generation, marginal prices and loads are available to
all WPPs. As indicated, WPPs may choose to use their own wind generation, load,
and price forecast, that may give them a competitive edge.
(iv) Advanced communication for operation and an agreement between the DSO and
the WPPs for monitoring and control is in place.
(v) The probability distribution function of the wind generation forecast is following a
standard normal distribution with zero mean (µ ≈ 0%) and standard deviation, σ of
≈ 13% (see Fig. 2 of [141]), and is considered in this work for reserve procurement.

4.2.2

Single Player Energy Scheduling Problem

The revenue generation by selling the scheduled power to the DSO at an hour, t, is
calculated by multiplying the DAMCP with the scheduled power:
Revt = mcpt

X
w
B
{Pq,t
− Pq,t
};

∀t

(4.1)

∀q
B
≥ 0 signify that the BSDs are charging and vice versa. Although, wind
where, Pq,t

energy is available at free of cost, empirical analysis shows that cost of power production
from a WTG is linearly dependent upon the power output [88, 142]. A similar linear cost
model has been used for the BSDs as well. And, the variable cost component of the BSDs
is independent of charging or discharging condition [88]. The costs of power production
from the the WTGs and the BSDs are:
Ctw
t =

X

w w
Dw
0 + D1 Pq,t ;

∀t

(4.2)

∀q

CtBt =

X

B
DB0 + DB1 Pq,t
;

∀t

(4.3)

∀q

Voltage deviation index (VDI) and loss improvement index (LII) [143] are used for
quantifying the improvement in the network performance over the ‘base case’ scenario
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(where, WPPs are absent). VDI and LII are calculated as:
base
− Vq,t
]mcpt
max mcpt

X Lbase
−
L
mcpt
t
t

P P
VDI =
LII =

∀t

∀q [Vq,t

∀t

Lbase
max mcpt
t

(4.4)
(4.5)

Typically, the network loading condition determines the price, and high loading
condition arises when the DAMCP is high. It is expected that a higher loading level
translates into declined network performance. Therefore, both indices are weighted with
base
the forecasted DAMCP. Where, Vq,t
and Lbase
are the ‘base case’ network voltage and
t

total losses respectively. However, the DSO uses cleared DAMCP level to calculate the
generated ancillary benefit, and this information is known to the WPPs.
The cost equivalent of line loss improvement benefit is calculated by multiplying its
cost conversion factor, Colo , by LII and the cost equivalent of voltage deviation reduction
benefit is calculated by its multiplying cost conversion factor, Covo , by VDI. DGs reduce
total network losses and thus total power purchased by utilities. Therefore, the average
cost of the reduction in the power purchase can provide the DSO with Colo . The same
figure as in loss improvement has been considered for Covo .
The objective function of day-ahead scheduling of the WTG-BSD system for the
profit-oriented WPPs is expressed as follows:

B :
{Pq,t

X

max

w
∀q,t},{QB
q,t : ∀q,t},{Qq,t : ∀q,t},{Vq,t : ∀q,t},{δq,t : ∀q,t}

Revt − CtBt − Ctw
t

∀t

|
+



{z

Operational Profit

Co VDI +
| vo
{z

Colo LII
}

}
(4.6)

Ancillary Benefit

subject to,
w
B
d
Pq,t
− Pq,t
− Pq,t
= Pqf low ;
B
d
f low
;
Qw
q,t + Qq,t − Qq,t = Qq
min

SOC

≤ SOCq,t = SOCq,t−1 +

B
Pq,t

CapBq

SOCbegin = SOCend ;
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∀q, t

(4.7)

∀q, t

(4.8)

≤ SOCmax ;
∀q, t

∀q, t

(4.9)
(4.10)

B
−RatBq ≤ Pq,t
≤ RatBq ;
(·)

(·)

(·) 2
Pq,t 2 + Qq,t 2 ≤ Sconv
;

∀q, t

(4.11)

∀B, q, t, w

(4.12)

max
B
w
min
;
≤ PDSO
− Pq,t
≤ Pq,t
PDSO

∀q, t

(4.13)

0.80 pu ≤ Vq,t ≤ 1.05 pu;

∀q, t

(4.14)

−180◦ ≤ δq,t ≤ 180◦ ;


∀q, t

(4.15)



B
Pq,t
: ∀q, t , QBq,t : ∀q, t , Qw
q,t : ∀q, t , {Vq,t : ∀q, t}, {δq,t : ∀q, t} represent the

matrices of active and reactive power schedule from BSDs, reactive power schedule from
WTGs, node voltages and node angles respectively. For the real power production, WPPs
are assumed to be operated at their Maximum Power Point (MPP). Equations (4.7) and
(4.8) are AC power balance equations of the network. Equation (4.9) is the model of the
SOC of the battery, and provides a practical bound for reliable operation and maximum
life of the battery. Equation (4.10) signifies that the SOC of the battery at the beginning
and end of the scheduling horizon needs to remain constant. Power output from BSDs is
limited by the power rating of the battery (similar to the considered C-rate in Chapters 2
and 3) and is represented in eq. (4.11). Equation (4.12) imposes a constraint on ratings
of converters of the WTGs, w, and the BSDs, B (which are over-rated for reactive power
delivery) in the production of both active and reactive power. Equation (4.13) represents
the maximum and minimum possible WPP dispatch limits as demanded by the DSO
(to ensure assumption (i) in Section 4.2.1). Equations (4.14) and (4.15) represent nodal
voltage and angle hard bounds of the network. Given assumption (i) in Section 4.2.1, and
ensured by eq. (4.13), line flow limits are not hit, and hence, constraints associated with
line flows are not accounted.

4.2.3

Scheduling for Multiple Players and Profit Sharing

The total power injected by a WPP can be given by,
Ptotkw,t =

X

X

w
B
Pq,t
− Pq,t
;

∀t

(4.16)

∀q ∀w,B∈Akw

The flowchart depicting how the benefit of providing ancillary services are distributed
been shown in Fig. 4.2.
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Figure 4.2: Flowchart Showing Profit Sharing Among Multiple WPPs

Scheduling strategies of multiple WPPs are given by: (i) schedule each WPP independently assuming that it is the only market participant (designated, method B1) or
(ii) schedule cooperatively as a single player (designated, method B2). Several papers
are available in the area of loss allocation in the distribution network [144, 145]. A proportional sharing of the discussed ancillary benefits is considered, wherein the profit of
the kwth WPP is proportional to power generated by the corresponding unit. The DSO
distributes the ancillary benefits among the participants using eqs. (4.17) and (4.18).

VDIkw =

X
∀t

LIIkw =

|Ptotkw,t |
P
×
kw |Ptotkw,t | + 

X

P

base
− Vq,t
]mcpt
max mcpt

Lbase
− Lt mcpt
t

∀q [Vq,t

|Ptotkw,t |
×
Lbase
maxt mcpt
kw |Ptotkw,t | + 
t

P
∀t

(4.17)
(4.18)

In both these equations,  is a small positive real number to avoid division by zero.
The absolute value of power injection is considered for proportional sharing. Although
the players receive their benefit in proportion to their injection, the proposed benefitsharing mechanism cannot identify whether the WPP is actively improving the network
performance, and further work is needed in this regard.
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4.2.4

Calculation of Reserve Requirement

As assumed in Section 4.2.1, error in the hourly day-ahead forecast of wind power follows
a normal distribution, N(0, σ 2 ). Typically, to meet the day-ahead schedule in the energy
market, a WPP needs to buy reserve from the day-ahead reserve market, at the synchronized reserve DAMCP rate (rmcpt ). However, in this problem the WPP provides reserve
from its own resources. For simplicity, one can assume that reserve power requirement
at each scheduling interval behaves as an independent and identically distributed (i.i.d.)
random variable while following a normal distribution. The non-conformance probability
is shown in Fig. 4.3.
With reserve provision of xt , during interval t, the probability that the reserve is insufficient to mitigate the variability is:
Z

∞


a exp −b (xt )2 ;

P(xt ) = 2

∀t

(4.19)

xt

Assuming that the interval-wise reserve requirements are independent, the conditional

Figure 4.3: Error in Wind Power Forecast and Reserve
probability of reserve being not sufficient during each and every interval to cater to the
stochasticity is given by:
Y
t

Y Z
P(xt ) =
2
t

∞



2

a exp −b (xt )

(4.20)

xt

Since the reserve requirement remains independent during all scheduling intervals, the
total probability is calculated by multiplying probabilities of independent events. Eq.
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(4.20) can be rewritten as,

Y

!!

Z Z
· · · k1 exp

P(xt ) =

t

X

−k2 x2t

(4.21)

t

where, k1 , k2 (≥ 0) are constants and are independent of the operating intervals. SimP
plistically, in order to minimize the total probability, t x2t is required to be maximized.
Additionally, the reserve power being supplied needs to be weighted higher during higher
energy DAMCP intervals to obtain the benefit function. Consequently, the overall profit
function, RP, can be rewritten as follows:

RP =

X
∀t

gt x2t mcpt − xt rmcpt
| {z } | {z }
Benefit

(4.22)

Cost

It is evident that the proposed method transforms the probabilistic reserve requirement into a deterministic model. In eq. (4.22), gt (≥ 0) is defined to be the cost-equivalent
conversion factor and {xt : ∀t} is the reserve power schedule vector. While the choice of
the break-even point (BEP) in the provision of reserve relies on the discretion of the IPP
itself, in this work, it has been considered that the profit obtained by selling 1 kW of
reserve power is considered to be the BEP, (i.e., RP = 0). gt corresponding to a selected
BEP is given by:
gt =

rmcpt
xt |BEP mcpt

(4.23)

The necessary condition for optimal solution of profit function from providing reserve
is

∂RP
∂xt

x∗t

= 0, which implies,

∂RP
∂xt

= 2gt mcpt x∗t − rmcpt = 0; ∀t =⇒ x∗t =
x∗t

And,

∂ 2 RP
∂xt 2

= 2gt mcpt

≥ 0;

rmcpt
2gt mcpt

∀t

x∗t

Therefore, the given objective function has only one global minimum, and as a result,
reserve provision depends on the operational limits. Equation (4.22) has been therefore
incorporated in eq. (4.6) to formulate the joint-scheduling objective, as described in the
section below.
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4.2.5

Joint-Scheduling of Energy and Reserve

Day-ahead joint-optimization objective function of the WPP can be expressed as follows:

B :
{Pq,t

X

max

w
∀q,t},{QB
q,t : ∀q,t},{Qq,t : ∀q,t},{Vq,t : ∀q,t},{δq,t : ∀q,t},{xq,t : ∀q,t}

Revt −

CtBt

−

Ctw
t



+

∀t

RP
|{z}

Profit from “Self Reserve” scheme

|

{z

Operational Profit

+ Covo VDI +
|
{z

Colo LII
}

(4.24)

Ancillary Benefit

}

{xq,t : ∀q, t} is the matrix of reserve power supplied from BSDs, and xt in Section 4.2.4 is
P
equal to ∀q xq,t . To obtain an optimal schedule, along with the constraints (4.7)-(4.15),
the following set of constraints is required to be satisfied.
SOCmin ≤ SOCq,t−1 +
0≤

X

B
(Pq,t
± xq,t )

CapBq

≤ SOCmax ;

xq,t ≤ ρσCapw
q;

∀t

∀i, t

(4.25)
(4.26)

∀q
B
−RatBq ≤ Pq,t
± xq,t ≤ RatBq ; ∀q, t
2
B 2
B
; ∀q, t
Pq,t
+ |xq,t | + QBq,t 2 ≤ Sconv



(4.27)
(4.28)

 Res
Res
: ∀q, t represent matrices of node voltages and node angles
: ∀q, t , δq,t
Vq,t

respectively when reserve is supplied (both upward and downward). Equation (4.25)
defines limits on the SOC level of BSDs. Equation (4.26) fixes maximum amount of reserve
that needs to be allocated from the BSDs, which is dependent on the total capacity of the
WTGs, Capw , the standard deviation of the forecast uncertainty, σ, and the considered
statistical significance, ρ, which is taken as unity in this problem. When the WPPs
acquire multiple BSDs, the allocation of the reserve among the BSDs will be based on
the associated power ratings. This creates an additional set of constraints for the reserve
allocation problem, as given by eqs. (4.27) and (4.28). Line flow limit constraint while
supplying reserve is not considered.

4.3

Case Study

The proposed methodology has been tested on the IEEE 11 kV, 33-bus radial distribution
network [146]. The network topology with resistance, and reactance, in ohm, active power
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peak load in kW, and reactive power peak load in kVAr are given in Appendix A. The
location of WPPs (WTGs-BSDs) are varied. Inputs of the optimization problem, such
as, forecasts of wind power [111], load [141], DAMCP [147] and reserve-DAMCP [148] are
shown in Fig. 4.4.
The forecasted wind generation is assumed to follow a similar pattern for all the
generators. Wind generation pattern in Fig. 4.4 is normalized with respective capacity.
The capacity of each of the WTG, in this problem, is 800 kW. The day-ahead forecast
of normalized temporal load profile remains similar at all the buses. Operation and
Maintenance (O&M) costs for WTG is $0.016 − 0.020/kWh [142]. The fixed cost of the
wind turbine, $12.8/day, is taken from [88], and equally divided among 24 hours.

Figure 4.4: Forecasted Wind, Load, DAMCP and Reserve-DAMCP

The considered energy capacity of the BSDs is 4000 kWh, and the SOC is allowed
to vary within 0.2 − 0.8. The power rating of the BSDs is 200 kW. A single BSD of the
said capacity is considered for the case study. Fixed and variable O&M cost of the BSD
is also taken from [88].
The spatial load profile of the network during the peak load condition is taken from
[149]. The total load in the network is 50 MWh. The power factor of the load is assumed
to remain constant at the peak load power factor. Line loss improvement factor, Colo ,
and voltage improvement factor, Covo , are assigned to $25/hour.
The formulated mixed-integer nonlinear programming (MINLP) problem has been
solved by SBB solver of GAMS (General Algebraic Modeling Software) [118] using a
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Windows-based system with Intel Core 2 Quad processor and 8 gigabytes of memory.
The maximum processor time for various locations of WTG and BSD is 50 s.

4.3.1

Schedule of a Battery Storage Device for a Single Wind
Power Producer

Since WTG is operating at the MPP, the SOC of the BSD will indirectly provide one
with the schedule of the WPP. The scheduling problem has been solved for various possible locations of the WPP, and the obtained result is shown in Fig. 4.5, in which the
tuple (busw , busB ) represents the buses at which the WTG and the BSD respectively are
connected. Although WPPs improve network performance independent of consideration
of ancillary benefit within the objective function, the SOC profile with various possible
locations of WPPs indicates that the schedule depends upon their location in the network
and the WPP is actively improving the network performance with higher net profit. How
P
ever, the operational profit from the energy provision, ∀t Revt − CtBt − Ctw
t , declines.
If the WPP is located at node 1, even if the ancillary services are considered along with
operational profit, the net profit is found to be $ 537.61, which is trivial. Additionally,
if maximization of operational profit is considered as sole objective, the schedule is independent of locations of WTG s and BSDs in the network and is equal to the net profit of
≈$ 537.61.

Figure 4.5: SOC Profile of WPP Located at Different Buses
Improvement in network loss for various placements of the WPP is shown in Table
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4.1.
Table 4.1: Loss Reduction with WTG and BSD Placed at Randomly Chosen Buses
(busw , busB ) →
Total Loss Reduction (kWh)

(1, 30)

(5, 15)

(24, 24)

(13, 20)

(32, 19)

495.45

891.30

363.20

548.76

1025.20

When the WPP is located at (1, 30), the WTG cannot actively improve network performance, and, the associated ancillary benefit improvement becomes significantly lower.
Additionally, the utility received from network improvement is very low when either the
WTG or the BSD is located at node 1-6 or 19-25, for these buses are located nearer to
the substation. Therefore, when the WPP is located at (24, 24), the utility is the lowest
among the considered cases.

Figure 4.6: Improvement in Voltage with Proposed Methodology; Y-axis Represents
Frequency of Occurrence of a Certain Range of Voltage in pu

The improvement in the voltage profile considering random locations for WPPs is
shown in Fig. 4.6. Additionally, the benefit of the non-collocation of the WPPs is imminent and can be explained using the profit-map shown in Fig. 4.7. This figure shows
the impact of relative placement of WTGs and BSDs in the network, in terms of the
profit-making ability of the WPP. Nevertheless, it is notable that the optimal locations
cannot be determined considering a day’s schedule.
The profit-map shows, if the WTG and the BSD are placed relatively far away in
the radial distribution network, but not closer to the substation, the proposed strategy
will generate maximum benefit.
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Figure 4.7: Profit Map for the Distribution Network Obtained for 24-hour Scheduling

Figure 4.8: Profit Sharing Among Multiple WPPs When They Schedule Independently
(Method B1) or Cooperatively (Method B2)
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4.3.2

Profit Sharing Among Multiple Wind Power Producers

The simulation result shows the comparative improvement in the total profit when method
B2 (cooperative scheduling) has been chosen for scheduling. Two different pairs of locations are arbitrarily chosen for WPPs. They are Pair 1: {(5, 12), (29, 19)}, and Pair 2:
{(15, 22), (12, 30)}. The elements of pair 1 and pair 2 are the locations of individual
WPPs.
As shown in Fig. 4.8, the combined net profit of all players in method B2 gets
significantly improved compared to the method B1. Therefore, there exists a significant
incentive for the WPPs to have a common goal of ancillary benefit maximization. While
IPPs may also use Game Theory-based solution concepts for the sharing of utility among
themselves, development of associated the theoretical foundations will be a part of future
work.

Figure 4.9: Stacked Bar Graph for Hourly Day-Ahead Schedule with and without
Reserve

4.3.3

Joint-Scheduling of Energy and Reserve

The value of σ in the zero mean normally distributed error function is taken as 103.784
kW (= 800 kW × 12.973%). Fig. 4.9 depicts a comparison of energy schedule of the WPP
with and without reserve. Reserve provided can be positive or negative, implying that
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BSDs can charge and discharge as a part of the reserve schedule.
As shown in Fig. 4.9, most of the time reserve power requirement is equal to one
standard deviation of the forecast error, this is because, the reserve provision benefit
function has a global minimum, and the boundary conditions determine the maximum
value. However, the reserve requirement is lowered in certain cases to improve the profitmaking capability of the WPP in the energy market.

4.4

Summary and Remarks

Although a substantial benefit from the non-collocation of assets of WPPs is possible,
unless strictly incentivized, the WPPs behave solely as an individual profit maximizer.
However, if the DSO is willing to share the benefit of the non-collocation as an ancillary
benefit, the WPPs might actively improve the performance of the network.
The analysis shows that incorporation of network performance improvement as an
ancillary benefit into the objective function significantly modifies the operational schedule,
indicating active performance improvement of the network. Locations of WTGs and BSDs
of a WPP are varied to generate a profit-map, symbolizing the importance of the relative
positioning of the WTGs and the BSDs in the network for the maximization of ancillary
benefit. Case studies with independent or cooperative scheduling of multiple WPPs have
been discussed. Assuming error in the forecast follows a normal distribution, stochastic
reserve requirement problem can be converted into a deterministic one. Additionally, the
objective function has been suitably modified to obtain a joint-schedule.
It is evident that in all the three chapters of this part, renewable energy (RE) variability mitigation techniques have been discussed, and of them, Chapters 2 and 3 focus
on base-load generation strategies, and the present chapter focuses on profit and ancillary
benefit maximization of a WPP through arbitrage. Needless to mention, the considered
REGs and BSDs are integrated into the network through converter interface. With an
increasing penetration of these devices, the system inertia would significantly decline.
The impact of the resulting low inertia on the operation of the power systems will be the
topic of discussion of the next part, Part IIA, of this thesis. The impact of the traditional
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allowable delay in the mitigation of the power imbalance caused by stochastic temporary
faults in a low-inertia system gains significance, and it will be considered in the next
chapter.
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Part IIA
Mitigation of Global Effects of
Temporary Faults
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Chapter 5
Allowable Delay Heuristic with
High-Penetration of the
Converter-Interfaced Resources

5.1

Problem Definition

If all other parameters are held constant, increasing the delay in the Primary Frequency
Reserve (PFR) provision monotonically pushes the system towards small-signal instability
[91]. The response of such a reduced inertia system is shown in Fig. 5.1 (system parameters are given in Table 5.1), where the system Center of Inertia (COI) rotational inertia
reduces to 10% of a typical high inertia system and the delay in frequency measurement
results into a delayed provision of the PFR. Nevertheless, retarded droop control in the
provision of PFR can still protect the system from frequency excursion, if the latency is
small enough. Contrarily, the PFR provision in the traditional power system needs to be
fully available within a time range of 5∼10 s [150, 151], which may result into instability
in a low-inertia system. Therefore, decreasing system inertia with increasing penetration
The following publication is based on the work presented in this chapter:
S. Majumder, A. P. Agalgaonkar, S. A. Khaparde, S. Perera, S. V. Kulkarni, and P. P. Ciufo, “Allowable
Delay Heuristic in Provision of Primary Frequency Reserve in the Future Power System,” IEEE Trans.
Power Syst. (Early Access).
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of converter-interfaced devices [54] would result in the inevitability of the incorporation
of allowable delay estimate in the PFR provisioning problem. And, a detailed study for
identifying requisite allowable delay of reserve provisioning generators becomes essential.

Figure 5.1: Dynamic Response of the Retarded Single Machine Load Bus System while
Inertia has been Reduced to 10% of Typical System Inertia

5.1.1

Literature Review and Research Gap Analysis

An extensive amount of literature is available for studying the impact of delayed reserve
provision on the response of the power system. Typically, the maximum allowable delay1
estimation methods tend to be exact and only suitable for determining the marginal
stability condition of the system. In this regard, [152, 153] uses Rekasius substitution,
[92, 151] removes the transcendental part without losing exactness, and [154] relies on the
stability criterion determined from matrix pencil solutions. A computationally tractable
algorithm is proposed in [155]. Although linearized substitutions presented in [152, 153,
92, 151] are exact, they can only be used to find out the condition for the marginal
stability.
A pure delay function introduces infinitely many roots in the characteristic equation.
However, based on the location of the poles and the associated residues, only specific
poles of the transcendental system have a significant effect following a disturbance. In
this regard, Chebyshev’s method has successfully been applied to determine the impact
1

Associated definition is given in [152]
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of delays on small-signal stability [156].
The correlation among the delay margin and the controller gain is investigated in
[157]. A Jordan-Taylor-Schur approach to obtain allowable maximum time delay that
ensures marginal stability of the system has been discussed in [93]. Calculation of delay
margin that ensures scalability with increasing size of the system has been addressed in
[94]. The allowable delay is iteratively calculated in [95] by identifying crossing frequencies
through the sweeping test.
Use of a linearization technique to express a retarded system is also abundant. The
Padé approximation is a widely used rational approximation which tends to accurately
represent the frequency response of latency [158, 159, 160, 161, 162]. The stability analysis
of a large power system with the inclusion of multiple delays is carried out in [161], and
delays are modeled using both Chebyshev and Padé approximations for comparison. In
[163], the communication delay is modeled using the first-order Padé approximation to
analyze the system stability. A linear matrix inequality approach to assess the stability
criterion of load frequency control is presented in [164].
To attract the participation of converter-interfaced generators in the reserve provision
through alleviation of strict reserve dispatch rules, policy-makers can facilitate economical
clearing of reserve providers in the electricity market. To achieve the same, along with
traditional price-quantity and ramp-rate information, the reserve provisioning bidders
would have to provide information about the speed of the reserve provision. The impact of
the ramp rate can be ignored, considering that the internal response of reserve provisioning
entities is very fast [10]. Because of the varying residual inertia within the system, for a
given frequency response, the allowable delay would also vary. Therefore, the permissible
delay in the PFR dispatch needs to be periodically reviewed. Additionally, contrary to
the definition provided in [152], the system operator need not solely be interested in the
system marginal stability. Consequently, delays of the cleared generators need to conform
to the worst-case frequency response of the system imposed by the system operator.
The literature review also indicate that computed maximum allowable delays depend
on various system parameters, such as network topology, locations of the reserve providing
generators, characteristics of these generators, etc. However, in the future reserve market,
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if not all generators that participate are cleared (although different markets clear reserves
differently [165]), the allowable maximum system delay, determined by the set of all the
participating reserve providers, will be erroneous. This will lead the system operator
into causality dilemma, wherein, the determination of the allowable delay of the power
system requires the set of all the cleared reserve providing generators apriori, while the
allowable delay estimate itself is necessary to clear them. Therefore, the existing computationally expensive techniques using detailed models of systems are ineffective to obtain
the allowable delay criterion for economic clearing of reserve providing generators. And,
the availability of an approximate estimate of the allowable delay will help the market
operator to clear successful PFR providing entities, while ensuring worst-case frequency
response of the system.
Nevertheless, once the market operator selects a suitable set of generators, the system
operator may use detailed models (e.g., [156]) of generators and the network to determine
the feasibility of such an economically efficient PFR. If the initially selected efficient set of
bidders cannot ensure the desired frequency response of the system; the system operator
can identify the generator(s) leading to the unacceptable condition, and economically
replace it (them) with next best suitable generator(s). Furthermore, if the approximate
is computationally inexpensive, it can also be used to clear reserve providing entities
among the set of feasible generators participating in a real-time market. Therefore, the
primary objective of this chapter is to obtain a computationally inexpensive heuristic for
an approximate estimation of allowable system delay, which is independent of the location
and characteristics of reserve provisioning generators.

5.1.2

Research Objectives

The following objectives has been pursued to address the identified research gaps:

(a) Given a desired post-contingency frequency excursion characteristics, a simple heuristic to calculate the allowable delay in an approximated power system pursuing a
droop control strategy is required to help the market operator in successful clearing
of reserve providing generators. Although the presented heuristic lacks exactness,
it is not limited to finding the latency corresponding to the marginal stability con100

dition. To validate the proposed heuristic, the calculated latency corresponding to
the marginal stability condition is compared with the exact solution obtained from
the Rekasius substitution.
(b) Lower order Padé approximates to represent the delayed system suffers from inaccuracy but is computationally inexpensive. Contrarily, accurate higher-order approximants suffer from computational expensiveness. The accuracy of Padé approximation orders on calculated delay is studied utilizing an introduced gain threshold
concept. Therefore, the impact of various Padé orders and gain-threshold on the
proposed heuristic is also studied.
(c) Because, the regulation factor of the individual generators is determined only after
all the generators are cleared, individual regulation factors and associated delays
cannot be directly accounted in the proposed heuristic. However, it is unrealistic that all the reserve providing generators will simultaneously inject reserve into
the grid. Therefore, the impact of regulation factors and delays on the frequency
response of the system are also studied through numerical time-domain simulation.

5.2

Provision of Reserve in a Low-Inertia System

As indicated, to alleviate the causality dilemma, detailed model of the power system is
not considered in this work. The following assumptions are made: (i) finite inertia exists
within the grid, (ii) frequency imbalance with finite system inertia can be measured, (iii)
residual inertia does not participate in PFR provision, (iv) the control signal can be sent
to the converter-based Distributed Generators (DG) so that they respond to the frequency
deviation, (v) injection from converter-interfaced reserve providers is proportional to both
system’s frequency deviation from normal frequency condition, and the allocated droop,
and (vi) injection of reserve is delayed. It is clear that the block diagram is obtained by
neglecting the local modes. Based on these assumptions the derived block diagram of an
converter-interfaced low-inertia system is obtained and it is shown in Fig. 5.2. This block
diagram will be used for further analysis.
In Fig. 5.2, Tdc is detection and communication latency and Tdr is internal response
time of the converter-interfaced reserve providing entities (considered to be an ideal de101

Figure 5.2: Derived Block Diagram for Analyzing Primary Frequency Dynamics for the
Low-Inertia System
lay in this work, for simplicity). This model can be further simplified by considering
the simultaneous availability of all reserve providing resources after an ideal delay of Td
(= Tdc + Tdr ). Aggregated COI system inertia and damping are given by H and D respectively, and ∆f is the COI frequency deviation from the nominal frequency, f0 , of
the power system. ∆P (t) is a typical load-generation mismatch, and Rig is the regulation
of
 the reserve providing converter-based generators. Furthermore, R
 factor of each

−1
P
is the aggregated regulation factor of the system.
=
∀ig 1/Rig
Reference [49] indicates that the existence of the delay between the measurement
of signal and the availability of the signal with controllable devices. Fig. 11 of [163]
shows that post the measurement of system frequency imbalance, the response of the
distributed controller of Plug-in Hybrid Vehicles is delayed. Additionally, the detailed
literature review motivate one to consider that the frequency deviation around the nominal
operating frequency for the low-inertia converter-interfaced system can be given by the
retarded aggregated swing equation (RASE),
X 1
2H d∆f (t)
+ D∆f (t) +
∆f (t − Td ) = ∆P (t)
f0
dt
Rig

(5.1)

∀ig

It is notable that RD ∈ R≥0 (R and D are aggregated regulation and system
damping factors), and the condition RD  1 is true even in a traditional power system
[166]. Regulation settings of each of the generators, Rig (∈ N), are hypothetical quantities.
Ignoring the time-delay, solving (5.1), assuming H → 0, and using the assumption that
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RD → 0,
∆f (t) ≈ R∆P (t)

(5.2)

The total power injected into the grid in the steady-state will be, P inj (t) =

∆f (t)
R

=

∆P (t). Therefore, in a system with very low inertia, inherent damping, and almost
“instantaneous” power injection from the reserve providing entities, the system frequency
will ‘jump’ in proportion to the power disturbance (direction of the jump will be based
on the sign of ∆P (t)).
Note that, the frequency response in a power system will be driven by simultaneous
injections from all entities cleared to provide the PFR. Therefore, if a generator ig (ig ∈ N,
with N being the set of all bidding generators) is assigned with the regulation of Rig , the
power injection from the associated generator can be given by Piginj (t) =

R
∆P (t).
Rig

Sup-

pose, the generator ig bids with Pigbid as a PFR provision, and the system operator wants
to select R as the system regulation factor while limiting statistically calculated power
imbalance M (may not be the capacity of single largest generator), then the regulation
factor of the associated generator, Rig , can be given by,
Rig =

R
M
Pigbid

(5.3)

Equation (5.3) would ensure that during a given contingency, each of the generators
would inject in proportion to its bid volume and the power imbalance. Given that the
frequency droop is hypothetical, high R will lead to the higher steady-state frequency
error (see eq. (5.2)), which is not desirable. Therefore, the impact of R on the frequency
response of the power system is studied in the following sections.

5.3

Requisite Padé Approximation of Delays

Typically, a rational function (such as Padé approximation) can be used to approximate
the system function, by ignoring insignificant eigenvalues associated with the higher-order
part of the rational function. Besides, when the delayed system is causal and the delay
is not large, Padé approximation can be essentially useful [158, 159]. Let, V(m, n, s, Td )
represent the rational function representation with its numerator and denominator of
order m and n respectively. Here, s is the complex frequency, used as a variable in
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Laplace transformation, and Td is the time delay of the system. The polynomial function
representing the approximation can be given by [159, 160],
Pm
(−1)kk akk (sTd )kk
−sTd
Pn
≈ V(m, n, s, Td ) = kk=0
e
kk
kk=0 bkk (sTd )

(5.4)

Because of precision arithmetic used in modern computers, the order of the denominator in the rational approximation is often limited [159], and therefore, the benefit of
higher-order Padé approximations has a diminishing return [167]. If m = n, the amplitude of the response of both delay and its rational approximant is unity [160], and the
difference lies only in the phase response. Therefore, similar numerator and denominator
polynomial order have been considered in this work.

Figure 5.3: Impact of Delay on its Rational Approximation
The frequency response of the ideal delay and the associated rational approximation of
order m is given in eqs. (5.5) and (5.6), and is shown in Fig. 5.3,
Q(ω) = e−J ωTd
(5.5)
Pm
(−1)kk akk (J ωTd )kk
Pm
V(m, ω, Td ) = kk=0
(5.6)
kk
kk=0 bkk (J ωTd )
√
J is an imaginary number, denoting −1. Frequency response, shown in Fig.
5.3, indicates that the phase response of the Padé approximant is only valid for the lowfrequency region before saturating at the phase of −mπ. The cut-off frequency has been
defined for proper representation of the delay transfer function using the approximant,
and can be given by the frequency at which the phase-angle saturates. Therefore, for the
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m,Td
, will be,
mth order Padé approximant, the cut-off frequency, ωcut

m,Td
=m
ωcut

π
Td

(5.7)

Fig. 5.3 also shows that as the delay margin, Td , increases, for a given order of Padé
m,Td
decreases (this can be one of the reason behind the Padé approximant
approximant, ωcut

being valid for small enough delay). Furthermore, for successful representation of the
delay function, the critical frequency, ωcrit , of the approximated system must be smaller
than the cut-off frequency of the Padé approximant. The critical frequency of the system
can be defined by the frequency beyond which the gain of the overall system is beyond the
gain-threshold (system gain is negligible enough to consider beyond this value). This way,
the approximation will have a negligible impact on the response of the system. Therefore,

m,Td
ωcrit ≤ ωcut

(5.8)

Additionally, decreasing gain-threshold would require an increased approximation order.

5.4

Impact of Delay

Given the rational approximation, if system poles lν ∈ C of order yy ν correspond to a
residue of rν ∈ C, then the overall transfer function of the system, G(s), can be written
as,
G(s) =

X
∀ν,∀yyν

rν
(s − lν )yyν

(5.9)

It is well known that the stability of the system is essentially characterized by the
relative dominance of the closed-loop system poles. The system is inherently unstable, if
Re(lν ) is positive, or, there exist repeated poles with Re(lν ) equal to zero. Otherwise, if
the ratio of Re(lν ) of any two poles exceeds five, then the pole with larger Re(lν ) will be
dominant [168]. If the ratio is lowered, then the poles with higher

|rν |
|Re(lν )|

will correspond

to the dominant poles [169]. Here, Re(·) symbolizes the real part of a complex quantity.
Fig. 5.4 shows the movement of the dominant poles for a reduced inertia system of
Table 5.1 with delay, Td , and approximation order, m.
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The locus of the dominant poles of the system with finitely many approximation
orders is plotted in Fig. 5.4. For the (0, 1) approximation, the system is stable independent
of the associated delay. It is also notable that, for a given delay, the location of the
eigenvalue converges with increasing order of approximation (Td is varied until 500 ms).
The analytic reasoning behind these observations is presented later in this chapter.

Figure 5.4: Trace of Dominant Poles of the System with Increasing Delay in Reserve
Provision
Table 5.1: System Parameters Considered for Analysis

5.4.1

Parameter

Variable

Value

Inertia of Traditional Power System

H

100 s

Base Power

SBase

100 MVA

Reduced Inertia of the Power System

H

10% of H

Load Damping (Reduced)

D

0.03 pu-MW/Hz

System Nominal Frequency

f0

60 Hz

Emulated Speed Governor Regulation

R

0.25 Hz/pu-MW

Calculation of Delay for Deadbeat and Marginal Stability

Algebraic calculation of dominant poles can be easily realized for rationalization order of
(0, 1), and (1, 1), while the numerical calculation needs to be carried out for higher-order
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approximations. Therefore, the locations of the poles or the pole pairs are calculated
for the deadbeat and the marginal stability condition of the approximated system as
described further.
A. With rationalization Order (0, 1): Substituting (0, 1) Padé approximant on eq.
(5.1), the following relation is obtained,
2Hs
∆f (s)
∆f (s) + D∆f (s) +
= ∆P (s)
f0
R(sTd + 1)

(5.10)

If, H, f0 , D, R, Td 6= 0, the following transfer function is obtained,
∆f (s)
f0 R(sTd + 1)
=
2
∆P (s)
2HRTd s + (2H + Df0 Td )Rs + (DR + 1)f0

(5.11)

Now, because 2HRTd 6= 0, we get,
∆f (s)
=
∆P (s)
s2 +

f0
(sTd
2HTd
2H+Df0 Td
s
2HTd

+ 1)
+

(DR+1)f0
2HRTd

(5.12)

It is clear that there exists no Td ≥ 0 such that the poles of eq. (5.12) lie on the
imaginary axis. And therefore, based on the (0, 1) approximation, the system is inherently
stable for Td ∈ [0, ∞), as it has been observed in Fig. 5.4. Since the system is inherently
stable, one can calculate ζ 2 corresponding to the dominant pole.
The damping factor, ζ, of the dominant poles of eq. (5.12) can be calculated as,
R (2H + Df0 Td )2
ζ =
8 Hf0 Td (1 + DR)
2

(5.13)

The system response will not overshoot, if
ζ2 =

R (2H + Df0 Td )2
≥1
8 Hf0 Td (1 + DR)

With simple algebraic manipulation, the following relationship is obtained,


2
2 2 2
D f0 Td − 4Hf0 D +
Td + 4H 2 ≥ 0
R

(5.14)

(5.15)

The inequality in eq. (5.15) holds, if

√
2H 
2
+
RD
+
2
RD
+
1
D 2 f0 R

√
2H 
Td ≤ 2
2 + RD − 2 RD + 1
D f0 R

Td ≥
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(5.16a)
(5.16b)

Inequality in eq. (5.16a) can be ignored for being infeasible (note that if both RD → 0,
√
(2+RD+2 RD+1)
lim
will be undefined). With Taylor
and R, D 6= 0 are true, then, 2HR
RD→0
Df0
RD
series approximation, eq. (5.16b) reduces to,
Td ≤

2H R2 D2
HR
=
2
D f0 R 4
2f0

Therefore, with the rationalization order (0, 1), if Td ≤

(5.17)

HR
,
2f0

the system ζ will be ≥ 1.

For an arbitrarily selected ζ, the allowable delay will be,
Td ≤

1 HR
2ζ 2 f0

(5.18)

B. With rationalization order (1, 1): Similar to the (0,1) approximation, applying
Laplace transform to eq. (5.1), the following relationship is obtained,
2Hs
∆f (s) −sTd + 2
= ∆P (s)
∆f (s) + D∆f (s) +
f0
R
sTd + 2

(5.19)

Also, if, H, f0 , D, R, Td 6= 0, then, one obtains
∆f (s)
=
∆P

f0 R(sTd + 2)

(5.20)

2

2HRTd s + (4RH + RDf0 Td − f0 Td )s + 2(DR + 1)f0

From eq. (5.20), Td ∈ [0, ∞), for which the poles of eq. (5.12) lie on the imaginary axis
Td =

4RH
4RH
≈
(for RD → 0)
f0 (1 − RD)
f0

And therefore, based on the (1, 1) approximation, if Td ≤

4RH
,
f0

(5.21)

the system will be small-

signal stable. If this condition is satisfied, one can calculate ζ 2 corresponding to the
dominant poles.
The damping factor of the dominant poles of eq. (5.20) can be calculated as,
1 (RDTd f0 + 4RH − Td f0 )2
16
RHf0 Td (1 + DR)

(5.22)

1 (RDTd f0 + 4RH − Td f0 )2
≥1
16
RHf0 Td (1 + DR)

(5.23)

ζ2 =
For an over-damped condition,

The inequality in eq. (5.23) holds if,
√ √

4RH 3 + RD + 2 2 RD + 1
Td ≥
f0
(1 − RD)2
√ √

4RH 3 + RD − 2 2 RD + 1
Td ≤
f0
(1 − RD)2
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(5.24a)
(5.24b)

For a system with ζ ≥ 1, the system delay (Td ) can be obtained from eq. (5.24b):
Td ≤

√ 
4RH 
3−2 2
f0

(5.25)

√ 
However, given that RD → 0, using eq. (5.24a), we obtain ζ ≥ 1 for Td ≥ 3 + 2 2 4RH
.
f0
But, according to, eq. (5.21), the system is unstable for Td >

4RH
.
f0

This false positive

behaviour can be observed in Fig. 5.4, and is resulting because of squaring of the damping
√ 
factor. Therefore, with the rationalization order (1, 1), if Td ≤ 4RH
3 − 2 2 , the system
f0
damping factor will be ≥ 1.
For an arbitrarily selected ζ, the allowable delay will be:


 q
HR
2
2
2
Td ≤ 4 1 + 2ζ − (1 + 2ζ ) − 1
f0

(5.26)

C. Numerical verification: Because, the delay estimates obtained from the (0,1)
and (1,1) approximants can be imperfect. To obtain an accurate delay approximates, if
H, f0 , D, R, Td 6= 0, and RD → 0, based on available heuristics, the following proposition
can be made:
Proposition 5.1. The delay, calculated based on the dominant poles and given by, Td =
ψdeadbeat (m) HR
, will result into a deadbeat response of the system. If the allowable delay
f0
is Td = ψstability (m) HR
, then the response of the system is marginally stable. ψdeadbeat (m)
f0
and ψstability (m) are non-dimensional proportionality constants that depend on the Padé
order.

Since analytical verification of the proposition is difficult, numerical calculations are
resorted to for the higher-order system. Golden search technique, implemented in Matlab,
has been used to find the corresponding delay for the given parameters.
Fig. 5.5 verifies that the delay with the deadbeat response is proportional to parameters H and R, while it is inversely proportional to f0 for the system presented in
Table 5.1. Because of the use of Padé approximation, the lower-order approximations
are shown to be an underestimate. Nevertheless, the delay converges with higher-order
approximations. As expected, the estimated delay is independent of the parameter D.
Similar characteristics are also observed for systems with different parameters, but details
are not presented for brevity.
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Figure 5.5: Impact of Rational Approximation on Delay for the Deadbeat Response

Fig. 5.6 also verifies that the delay corresponding to the marginal stability condition
is proportional to H and R, while it is inversely proportional to f0 . Since RD → 0, the
factor (1 − RD)−1 converges to (1 + RD). Therefore, the impact of the parameter D
seems to be negligible in the calculation of the allowable delay. Similar results are also
observed for systems with different system parameters but are omitted for brevity.
Fig. 5.7 depicts the existence of a one-to-one relationship between ψ (also represented
by, ψζ ) and ζ of the system of Table 5.1. The characteristic curves satisfy eqs. (5.18) and
(5.26). Artifacts with longer delays are ignored in this graph. Furthermore, the analysis
also shows that the relationship of ψζ is applicable for a different system with different
H and RD, with reasonable accuracy. The convergence of the ψζ versus ζ characteristic
curve with higher-order approximation is visible. This presents us with a generic heuristic
expression of a system:
Td = ψ(m, n, ζ)
where, ψ(m, n, ζ) is obtained from Fig. 5.7.
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HR
f0

(5.27)

Figure 5.6: Impact of Rational Approximation on Delay for the Marginally Stable
System
Fig. 5.8 shows that ψdeadbeat and ψstability converge with higher-order Padé approximations, with negligible CV. The corresponding converged coefficients are calculated as
ψdeadbeat = 0.73 and ψstability = 3.16.
D. Analytical verification for marginally stable system: Ideally, the Rekasius
substitution, defined as the following, generates the exact condition for marginal stability
[152, 153].
e

−sTd


=

1−T s
1+T s

Td = min∀t

h

2
ωc



i

tan (ωc T ) ± tπ, ∀t ∈ Z≥0 ; s ∈ C
−1

(5.28)

Using the method presented in [152] for the given problem, one gets,
ωc =

f0 √
2HR
1 − R2 D 2 ; T =
2HR
f0 (1 − RD)

(5.29)

The delay margin, Tdms , can be calculated as,
Tdms


= inf
t

√4HR
f0 1−R2 D2

−1

tan

q
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1+RD
1−RD




± tπ, ∀t ∈ Z≥0

(5.30)

Figure 5.7: ψζ vs. ζ Curve for Equivalent Second-order System with DR → 0
As considered before, assuming RD → 0, tan
Tdms =

−1

q

1+RD
1−RD



→ π4 ,

πHR
f0

(5.31)

The coefficient obtained in eq. (5.31) closely matches with the numerically calculated
value, ψstability = 3.16.
E. Complexity: From the proposition, one can observe that once H, R, and nominal
frequency f0 of the aggregated system are known, using Fig. 5.7, the allowable delay for
a desirable frequency response can be calculated with the complexity of O(1). However,
this computational inexpensiveness is achieved at the cost of consideration of a simplified
model of the system to alleviate the causality dilemma faced by the market operator.
Additionally, the introduced heuristic should not be used as a substitute for the detailed
complex method to analyze the true stability of the considered low-inertia power system.

5.4.2

Impact of the Gain Threshold on the Padé Order

Although Figs. 5.5, 5.6, 5.7 and 5.8 indicate that the approximation order of more than
two will usually generate good approximation, it is also of interest to determine the impact
of gain threshold on the approximation order.
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Figure 5.8: Impact of Delay on its Rational Approximation: (a) Padé Order for the
Deadbeat Response, (b) Padé Order for the Marginally Stable Response
With m = n, for the approximated system, the order of numerator polynomial is
less than the order of denominator polynomial. And therefore, the gain of the system
at ω → ∞ converges to zero and thereby mimics low-pass response. A Padé order is
feasible if the corner frequency, ωcor , corresponding to the dominant pole (or pole-pair) is
m,Td
lower than the frequency, ωcut
. If the condition is true, one can calculate the gain at the
m,Td
frequency, ωcut
. Typically, it is well known that when the gain of the system is attenuated
√
to 70.7% (=1/ 2×100%), and the overall gain of the system is monotonically decreasing,

the impact of the system response beyond the frequency corresponding to 70.7% of the
DC gain will be insignificant. Therefore, the Padé order, for which the gain is below m,Td
m,Td
3.1 dB of the DC gain of the system at ωcut
, and beyond ωcut
, the gain is monotonically

decreasing, will be a good enough approximation of the considered system.
Table 5.2: Padé Order and Delay for Deadbeat Response
Padé

Td

ωcor

m,Td
ωcut

Gain at

Decreasing

Order

(ms)

(rad/s)

(rad/s)

m,Td
ωcut

Gain ?

1

28.5

0.7

110.2

-30.4 dB

Yes

2

30.6

1.4

205.0

-37.2 dB

Yes

3

30.6

1.0

308.1

-40.1 dB

Yes

4

30.6

1.0

410.8

-42.7 dB

Yes

For the system parameters considered in Table 5.1, the DC gain, 20 log10 |G(0)|, is
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equal to -12.1 dB. The delay obtained from the presented heuristic, the corner-frequency
m,Td
corresponding to the dominant poles, ωcor , the gain of the system at ωcut
, and the condim,Td
are presented in Tables 5.2 and 5.3, corretion that the gain in decreasing beyond ωcut

sponding to system’s deadbeat response and the marginal small-signal stability condition
respectively.
Corresponding to the deadbeat response of the system, for all possible Padé orders
m,Td
m,Td
falls below -15.1 dB, and the gain is monoton, the gain at ωcut
considered, ωcor < ωcut
m,Td
. Therefore, as can be seen in Table 5.2, all possible Padé orders
ically decreasing at ωcut

will provide us with a feasible delay margin. It is also of interest to note that the use
of higher-order approximation will result in improvement of the associated delay only by
7.4%.
Table 5.3: Padé Order and Delay for the Marginally Stable System
Padé

Td

ωcor

m,Td
ωcut

Gain at

Decreasing

Order

(ms)

(rad/s)

(rad/s)

m,Td
ωcut

Gain ?

1

168.0

12.0

18.7

-9.8 dB

Yes

2

132.6

12.0

47.4

-25.9 dB

Yes

3

131.6

12.0

71.6

-26.9 dB

Yes

4

131.6

12.0

95.5

-30.0 dB

Yes

Corresponding to the marginal stability condition of the system, for all Padé orders
m,Td
m,Td
considered, ωcor < ωcut
. However, with the Padé order of one, the gain at ωcut
is higher

compared to the DC gain and is therefore not suitable for calculation of delay margin.
m,Td
For all other higher approximation orders, the gain at ωcut
falls below -15.1 dB and these

approximations will provide feasible delay margin.

5.4.3

Time-Domain Response of the Power System with Multiple Delays

To analyze the impact of multiple delays, one may consider two generators with regulation
factor, R1 and R2 of 0.375 and 0.750 Hz/pu-MW respectively, providing the reserve. If
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both the generators simultaneously inject reserve, the associated delay for the deadbeat
response will be 30.4 ms; and for the marginal stability condition it will be 131.7 ms. If the
inertia of the low-inertia system increases by 50% to 15 s, the corresponding delays for the
deadbeat and the marginal stability condition will be, 45.6 ms and 197.5 ms respectively.
Given these extremities, one can consider that the generators with the regulation factor
of R1 and R2 provide reserve with a delay of Td1 and Td2 respectively, in Fig. 5.9.

Figure 5.9: Dynamic Response of Power Systems to a Sudden Power Imbalance
Lower initial rate of change of frequency with increased system inertia can be observed, similar to that in Fig. 5.1. Because the delay is directly proportional while the
reserve provision being inversely proportional to the regulation factor, faster provision
of the reserve from one of the generators would ensure stability even if the delay in the
provision of the reserve from generators with a higher regulation factor. It can be seen
from Fig. 5.9 that although the delay in the provision of the reserve from a slower responding reserve generator exceeds the allowable delay corresponding to the marginal
stability condition, because of the faster-responding generators on account of their lower
regulation factor and thereby with much larger bidding capacity (see equation 5.3), the
system remains stable.

5.5

Further Comments

Increasing the regulation factor while maintaining sufficient system inertia will effectively
increase the delay margin, but at the expense of increased steady-state frequency error.
Therefore, an optimal selection of the overall regulation factor is also essential.
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One of the assumptions in this chapter is that the provision of the reserve is not tied to
the speed-governor response of the power system. Rather, converter-interfaced Renewable
Energy Generators (REG) or storage devices provide inertial reserve in response to the
communicated frequency imbalance. Therefore, although the discussed latency can be
useful for both traditional high-inertia and future low-inertia systems, it is clear that with
a reduction in the inertial reserve the allowable delay heuristic gains much significance.
For example, when a fault is detected, temporary, or permanent, the first course of action
is to extinguish the fault. To improve the reliability fuse saving auto-recloser is often
sought, and given the protection settings, the recloser closest the fault operates to isolate
the faulted section. Post isolation of faulted section, for few hundred milliseconds, it is
imminent that the rest of the system will observe power imbalance. If the delay in reserve
provision is higher compared to the dead-time, the system will move towards instability.
Besides, loads can also become disconnected during voltage sag events. Because
a majority of loads and generators within a low-inertia system are converter-interfaced,
they need to be specifically designed to have Low Voltage Ride Through (LVRT) capability. Otherwise, sufficient reserve also needs to be allocated to protect the system from
load-generation imbalance created by LVRT incapable loads. Calculation of reserve requirement to protect the power system from temporary faults will be considered in the
next chapter.

5.6

Summary and Remarks

A heuristic expression along with analytical verification of the delay for a deadbeat response and the associated small-signal marginal stability condition has been proposed in
this chapter considering an approximated, retarded and low-inertia power system. The
expression is obtained by approximating the delay function using a Padé approximation.
It has been shown that the first-order approximation for a deadbeat response and the
second-order approximation for the marginal stability condition generally derives better
accuracy because the overall system gain falls below −3.1 dB of the DC gain of the
system. It has also been presented that if the regulation factor of each of the reserve
providing generators is selected based on their bids, and the response of the generators
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are fast enough compared to the delay heuristic, the generators can stabilize the whole
system using droop control without violating their capacity limit. The proposed heuristic will be mainly useful for the market operators in the future reserve power market
to alleviate the causality dilemma, wherein the maximum allowable delay is required to
economically clear successful bidding generators. However, it is impractical that all the
generators would simultaneously respond at the discussed allowable time delay, and therefore, numerical analysis to study the impact of varying delays and regulation factors on
the frequency response of the system is also presented. Moreover, ensuring the slowest
generator to conform to the maximum allowable delay would result in the response of the
system to be always better than the desired frequency response of the power system.
One of the future directions shown in this chapter is to study the impact of temporary
faults in the fast-reserve requirement of future power systems. While temporary faults
are local events, they can jeopardize the stability of the systems with low-inertia (this is
the motivation for the selection of the title of Part IIA of the thesis). To address this
issue, a joint-scheduling of energy and reserve provision has been discussed in the next
chapter. As indicated earlier, unlike in Chapter 4, the charging and discharging power of
the Battery Storage Devices (BSD) is modeled using binary variables.
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Chapter 6
Scheduling of the Virtual Power
Plants to Locally Contain Impacts of
Temporary Faults

6.1

Problem Definition

In Chapter 4, the system is perceived from the perspective of the Wind Power Producers
(WPP) and their resources are considered to be scheduled to the Distribution System
Operator (DSO). However, in this chapter, all the resources are viewed from the perspective of the DSO itself, which is, in the current context, operating as a Virtual Power
Plant (VPP). Hence, in addition to managing its distributed resources, a VPP also manages the network, and, it is responsible for mitigating all the disturbances within its own
distribution network premises.
In Chapter 5, significance of the allowable delay in a low-inertia system induced
by converter-interfaced devices has been introduced. It has been shown that in a system
The following publication being prepared, is based on the work presented in this chapter:
S. Majumder, S. A. Khaparde, A. P. Agalgaonkar, S. V. Kulkarni, and S. Perera, “Chance-Constrained
Joint-Scheduling of Virtual Power Plants with Temporary Faults in Future Distribution Networks,” to
be submitted to the IEEE Trans. Power Syst.
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with low-enough inertia, the unavoidable dead-time caused due to auto-recloser operations
may exceed the allowable latency for the stable operation of the system. This transforms
the local load-generation imbalance into a system-wide frequency excursion. To prevent
occurrence of such events, one needs to allocate sufficient fast reserves to inhibit local
events from propagating into the grid, and, a research-gap analysis needs to be carried
out for an efficient allocation of the reserve.

6.1.1

Literature Review and Research Gap Analysis

It is well known that combined allocation of both energy and reserve based on their
marginal costs leads to an efficient provision. Numerous literature is available for the
calculation of the joint-schedule. In this regard, Chapter 4 can also be referred to for
a detailed literature review. Essentially, as shown in Fig. 6.1, for the co-optimization
one requires information of load and generation forecast (which is based on the information obtained from weather parameters and date factors), network parameters, and cost
parameters of all the resources. Additionally, the loads too can participate as a part of
demand response [96] scheme via an aggregator. Both Battery Storage Devices (BSD) (as
considered in Chapter 4), and diesel generators [170] are considered to be participating
in the scheduling process.

Figure 6.1: Chance-Constrained Scheduling in the Future Electricity Market

The discussed local generators within a VPP do not participate into the electricity
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market directly. However, the necessary operation of auto-reclosers to isolate the faulted
section and extinguish the arc may create a local power imbalance, which remains invisible
to the system operators. As indicated in Chapter 5, if the duration of the dead-time
for extinguishing the faults, which is usually lasting for a few hundreds of milliseconds,
is comparable with the allowable delay for the provision of fast-reserve, in the absence
of sufficient fast reserve, the local power imbalance will propagate into the rest of the
grid as frequency excursion. If the local provision of the fast reserve is sought, in the
post-recloser operating condition, some of the locally available reserves will also become
unavailable. Additionally, because of the aggregation approach, these local events are
not visible to the system operators, and therefore, the VPP operators need to ensure the
availability of sufficient fast reserve to contain these local events locally. Such requirement
becomes significant in a system with significantly higher fault rate. Additionally, the
requirement of such fast reserve, as it will be discussed later in this chapter, is a function
of the schedule of internal generating resources, and such requirement is invisible to the
system operator. Thusly, it becomes a responsibility of the VPP operator to allocate
sufficient fast-reserve provision to mitigate the perils of temporary fault locally. Associated
scheduling framework is depicted in Fig. 6.1.
In case the temporary fault has already occurred, given the calculated fault location [171, 172] determined by the local Energy Management System (EMS), the local
recloser operation information is spontaneously available to the VPP (operating the EMS
controller). If the local provision of the fast reserve is available, the reserve provision
will not be limited by (traditional) frequency measurement and communication delay (as
discussed in Chapter 5). Additionally, stochasticity of the temporary fault in a power
system transforms this fast reserve allocation problem into a chance-constraint. However,
even if the availability of local fast reserve provision is ensured, during the dead-time,
along with local generating resources, the local reserve provision becomes disengaged as
well. Although reflected faults during the fault duration might also lead to maloperation and possible disconnection of some of the loads and generators, their impact is not
considered assuming all the loads are fault ride-through capable. Consequently, in this
chapter, a chance-constrained joint-scheduling problem to protect the power system from
the propagation of the impact of a local temporary fault into the rest of the system is
discussed.
121

6.1.2

Research Objectives

The contributions of this chapter are twofold:

(a) Since the operation of the reclosers is triggered by the downstream faults and protection coordination mechanism, the associated probability is driven by the failure
rate of associated distribution network segments and relative location of reclosers.
Associated probabilities are calculated considering the fault-rate of the distribution
lines following Poisson distribution.
(b) Availability of fast reserve from the distributed BSDs, controllable loads, diesel
generators and Renewable Energy Generators (REGs) are considered. However, all
local generating resources suffer from the risk of disconnection during faults. Additionally, reserve requirements are determined by local load-generation imbalance.
Therefore, a chance-constrained joint energy and reserve scheduling is considered
for efficient allocation of resources.

6.2

Reserve Requirement of Future Virtual Power
Plants

6.2.1

Rate of Operation of Recloser Sets

Fig. 6.2 shows a typical radial distribution network, wherein to simultaneously improve
reliability of the network and isolate the faulted section, two reclosers, J1 and J2 are in
place. Two fault scenarios, namely Z1 and Z2 are identified. Fault-rate of each of the
sections of the distribution network (for example, connected between bus q and bus r) is
identified as `q,r . Fault-rate of the distribution lines is a function of several parameters,
and detailed discussion in this regard can be found in [64, 173] (for example, fault-rate
can be quite high during certain months of a year).
It can be safely assumed that proper coordination among the reclosers is in place,
and therefore, during a given faulted condition, only a particular set of reclosers would
operate. For example, given the fault scenario Z1 in the network, to isolate and extinguish
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Figure 6.2: A Schematic Diagram of a VPP

the fault, both reclosers J1 and J2 would operate expecting that the fault clears within the
reclosing delay. Furthermore, if the fault occurs on one of the lines 3-4, 7-8 and 7-9, the
set of reclosers J1 and J2 would still operate. For the faulted condition Z2 , only recloser
J2 would operate, and Z2 can occur also on line 4-5.
In the discussed two recloser scenario, it can be inferred that the probability of
operation of each feasible set of reclosers, caused by a line fault, is the linear sum of
the fault rate of each of the downstream lines that are not incorporated by any other
downstream reclosers. To avoid confusion, in the considered scenario, we can assume
three different types of event, such as (i) operation of J1 -J2 , (ii) operation of J2 only,
and (iii) no operation of recloser(s). However, one needs to generalize the above set of
conditions. Consider a radial distribution network. In general, suppose, for an event of
type ξ to occur, an immediately upstream recloser, uu, operates. Suppose, vv is the set
of all the reclosers connected at the downstream of uu. Let, ww, be the set of reclosers
connected at the downstream of any of the reclosers from set vv, such that, ww ⊂ vv (note
the properness of the subset). If Ouu is the set of all lines connected at the downstream
of any recloser, uu, then, the rate of occurrence of event type, ξ, can be given by,

λξ =

X

`y −

∀y∈Ouu

X

`z

(6.1)

∀z∈Ovv\ww

where y and z are indices identifying distribution lines. In the case of topology change,
the definition of downstream buses would also required to be modified accordingly. Furthermore, the probability of disconnection of tie lines connecting the VPP with the rest
of the grid and the schedule of the VPP is known to the system operator, while failures
of such tie lines are not local events. These events need to be taken care of by the system
operators to ensure reserve sufficiency within the system.
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6.2.2

Event Probability

It is well known that in a heavily loaded power system, a contingency tends to give
rise to other contingencies. However, these events are rare and associated probabilities
are minuscule. Typically, the literature review indicate that the occurrence of faults
within any given interval follows the Poisson distribution [64]. However, depending on
the environmental parameters, the fault events may occur in clusters, while one can still
consider that each of the fault events remains independent. Under such circumstances, it
can be safely assume that the recloser operations follow the Poisson distribution, but the
rate of recloser operation is a function of environmental parameters (see Fig. 6.2).
Consequently, the event of type ξ would follow the similar probability distribution as
well. The probability that c number of events of type ξ occur within an interval t, Pξ,c,t ,
is:
Pξ,c,t = e

c
−λξ t (λξ t)

c!
The probability that no event of type ξ occurs, Pξ,0,t , is given by,
∞
X
(λξ t)c
Pξ,0,t = 1 −
e−λξ t
= e−λξ t
c!
c=1

(6.2)

(6.3)

The probability that at least one event of type ξ occurs, Pξ,≥1,t , is given by,
Pξ,≥1,t = 1 − e−λξ t

(6.4)

The rate of occurrence of each type of events, ξ, which can be given by, λξ , is
very small. Additionally, the longevity of the concerned event interval, t, is obtained
from a typical scheduling interval (hourly/15 minutes/10 minutes/5 minutes) in most of
the electricity markets for joint-scheduling, leading λξ t to become tiny. This leads to an
approximated calculation of the probabilities of each type of events. Furthermore, within
a given interval, the probability of occurrence of more than one event of a given type
becomes minuscule. Consequently, the occurrence of one event of a given type, ξ, can be
generalized to be ‘event ξ’, and associated probability (from eq. (6.4)) will be, (1 − e−λξ t ).
The probability of simultaneous occurrence of different events can be obtained considering
their independence. Given u and v are two different non-null events, the probability that
none of the events occurs, P0,t , will be,
P0,t = e−

P

∀ξ

λξ t

≈1−

X
∀ξ
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λξ t

(6.5)

Pu,t

The probability that only event u occurs, Pu,t ,
!
X
X
P

= e− ∀ξ, u6=ξ λξ t 1 − e−λu t ≈ 1 −
λξ t λu t = λu t−λu t
λξ t ≈ λu t (6.6)
∀ξ, u6=ξ

∀ξ, u6=ξ

The probability that events u and v co-occur, Pu,v,t ,
Pu,v,t = e−

P

∀ξ, u6=v,ξ

λξ t

1 − e−λu t




1 − e−λv t ≈ 0

(6.7)

Therefore, the probability of occurrence of more than one event within a given interval can be considered to be zero. Therefore, it becomes trivial that the event probabilities
comprising of (i) occurrence of none of the events, P0,t , and (ii) sole occurrence of each of
the different events, Pξ(6=0),t , encapsulate the entire probability space, N .

6.2.3

Power Imbalance and Reserve Requirement During an
Event

If the scenario Z1 occurs (in Fig. 6.2), during the dead-time, all the connected loads
and generators connected downstream to recloser J1 will become isolated from the rest
of the connected grid. Also, if any of the downstream connected loads and generators
are intended to provide fast reserve, during contingencies (occurrence of events), their
isolation would thwart local reserve sufficiency.
Let {Aξ,q ; ∀q} be a vector representing the set of buses being disconnected during
the recloser dead-time corresponding to the event, ξ. Then, total system load-generation
Imb
imbalance, Pξ,t
, during an interval t, can be calculated as,
Imb
Pξ,t
=

X


L
G
Pq,t
− Pq,t
Aξ,q

(6.8)

∀q∈I
L
G
tot
Pq,t
and Pq,t
are total load and generation at bus q, during interval t. If, Eq,t
is local

fast reserve provision available at bus q, during interval t, total reserve available during
the interval t, corresponding to occurrence of the event ξ, can be calculated as,
Imb
Eξ,t
=

X

tot
BR
Eq,t
(1 − Aξ,q ) + E0,t

(6.9)

∀q∈I

Observe that independent of occurrence of a local event, the fast reserve traded
BR
from the electricity market, E0,t
, is always accessible.
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6.2.4

Generation and Load Reserve Sufficiency as Risk Constraint

For an effective reserve allocation, the imbalance between reserve allocation available,
Imb
Imb
Eξ,t
, and requirement, Pξ,t
, needs to be probabilistically positive with the confidence

level of κ, and can be represented by the following chance-constraint,

Imb
Imb
P Pξ,t
− Eξ,t
≤ 0 ≥ κ;

∀t

(6.10)


Imb
Imb
Note that, Pξ,t
− Eξ,t
symbolizes lost reserve availability. The chance-constraint
for a given confidence level is also called as the Value-at-Risk (VaR) [174], and is given
by,


Imb
Imb
Imb
Imb
VaRκ (Pξ,t
− Eξ,t
) = inf φ Pcum Pξ,t
− Eξ,t
≤φ ≥κ ;

∀t

(6.11)

where, Pcum is the cumulative probability density function. However, the feasible region
of the VaR function need not be convex. Besides, VaR is difficult to compute when the
‘loss function’ (lost reserve availability, in this problem) in the VaR problem does not
follow normal distribution. In this regard, conditional VaR (CVaR) is a conservative
approximation of the chance-constraints, which is efficiently computable and monotonic
Imb
Imb
[175]. The convexity of the CVaR function, CVaRκ (Pξ,t
− Eξ,t
), is dependent upon the

convexity of the loss function. In the current context, because the probability space is
Imb
Imb
discrete, CVaRκ (Pξ,t
− Eξ,t
), during interval t can be computed as follows,
Imb
Imb
CVaRκ (Pξ,t
− Eξ,t
) = Ξ+
t +

1 X
Imb
Imb
+
Pξ,t [Pξ,t
− Eξ,t
− Ξ+
t ]
1 − κ ∀ξ∈N

(6.12)


Imb
Imb
To ensure reserve sufficiency, CVaRκ Pξ,t
− Eξ,t
needs to be non-positive with
a probability of (1 − κ) during all the intervals. And therefore,
Ξ+
t +

1 X
+
≤ 0;
Pξ,t βξ,t
1 − κ ∀ξ∈N

∀t


+
+
Imb
Imb
− Eξ,t
− Ξ+
Pξ,t
t − βξ,t ≤ 0, βξ,t ≥ 0;

(6.13)
∀ξ, t

(6.14)

+
where, Ξ+
t and βξ,t are parameters of the CVaR problem.

The reserve insufficiency in eq. (6.10) has been determined considering eq. (6.8),
Imb
wherein power imbalance is resulting from the load insufficiency point of view (i.e., Pξ,t
is
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positive when the net disconnected load is more than the net generation disconnected, and
the additional reserve such as is required to meet the excessive generation). Additionally,
depending on the spatiotemporal occurrence of temporary faults, the system may have
generation insufficiency. To account for load insufficiency, an additional chance-constraint
needs to be incorporated as follows:

Imb
Imb
P −Pξ,t
− Eξ,t
≤ 0 ≥ κ;

∀t

(6.15)

Suitable additional CVaR conditions need to be considered to incorporate this additional constraint.

6.2.5

Reserve Requirement to Mitigate Load-Generation Variability

Alongside provision of the fast reserve, the load-generation imbalances resulting from both
renewable and load variabilities are also required to be mitigated. In this problem, for
simplicity, the spinning (or, slow) reserve requirement is assumed to be a fraction of the
load demand. Associated calculation of reserve requirement will be discussed in Section
6.3.2.

6.2.6

Customer Demand Response via Load Aggregators

In the price-based demand response, customers are expected to modify their electricity
consumption based on the electricity price communicated to them. The relationship
DR
among electricity consumption, Pq,t
, of the customer located at bus q, during interval, t,

and electricity retail price, πtDR , can be obtained from [176],
DR
Pq,t
= Oq πtDR

ed

;

∀q, t

(6.16)

where, ed, is the price elasticity of demand, and Oq is a function of node q, which can
signify a customer, and is constant. Based on critical peak pricing tariffs [177], price
elasticity of −21% has been considered in this problem. As shown in Table 6.1, ten price
levels based on [178] are considered. It is expected that at any given interval, only one of
these levels will be active.
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Table 6.1: Price-Based Demand Response Dataset
Price (%)

70

80

90

100

110

120

130

140

150

160

Response (%)

108

105

102

100

98

96

95

93

92

91

Assuming the power factor of the loads remaining constant, both real and reactive
powers can be calculated as follows:
DR
L
Pq,t
= Pq,t

X

γq,y,t Ly ;

γq,y,t ∈ {0, 1};

∀y∈L

X

γq,y,t = 1;

∀q, t

(6.17)

∀y∈L

q
QDR
q,t

=

1 − pf2q
pfq

DR
Pq,t
;

∀q, t

(6.18)

L
where, Pq,t
is the forecasted load demand. γq,y,t indicates that for a customer located at

bus q, at time t, only one of y different loads will be available. Demand response of the
DR
loads can be given by, Pq,t
. The range of price levels shown in the table indicate that

the maximum and minimum power from the demand response scheme should not exceed
those convenience limits.
L,min
L
Pq,t
≤ Pq,t

X

L,max
γq,y,t Ly ≤ Pq,t
;

∀q, t

(6.19)

∀y∈L

Observation 6.1. The total revenue generated by a VPP from demand response program

P
P
DR ed+1
DR DR
,
which
is
equal
to
O
π
. Because, ed + 1 ≥ 0, as
π
will be
P
q
t
q,t
t
∀q,t
∀q,t
the retail price increases, or the load demand decreases, the VPP owners generate higher
revenue.
Therefore, if, the VPP maximizes its own profit, it will do so at the expense of
increased revenue from the customers. To prohibit such a phenomenon, similar to the
method in [96], in this problem, two constraints, namely, non-increment of customers’
total expenditure and non-decrement of customers’ total daily consumption, has been
incorporated in this work, as a part of demand response scheme.

6.3

Price-Taker Scheduling Model

Various modeling aspects of the are discussed in the following paragraphs.
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6.3.1

Assumptions for Scheduling

Loads and Renewable Energy Sources (RES) forecast uncertainties induce the spinning
reserve requirement, and, as indicated, the spinning reserve requirements are assumed to
be a certain fraction of the load demand for simplicity. Smart meters can be enablers
for obtaining daily load forecast data. Additionally, the retail electricity market price is
forecasted since the VPP participates as a price-taker. The retail price of electricity for
consumers is given, and the prices are determined based on the recommendations of the
regulator to ensure revenue sufficiency. In addition to the forecasted load-demand of consumers, the predetermined price-load characteristics discussed in Section 6.2.6 determine
load-demand of the consumers. A quadratic cost function of dispatchable diesel generators is considered. The operational cost of REGs and BSDs are considered to vary linearly
with the power output and are given apriori. The incentive related to the provision of
local reactive power is not considered in this chapter.

6.3.2

Scheduling Strategy

The VPP can purchase/sell power from/into the electricity market based on the marginal
cost of local assets. It would bid to maximize the operational profit. Since the duration
for which the fast reserve needs to be called upon to deliver is minimal, the cost of energy
for the reserve provision is not considered in this problem. The objective function of the
optimization problem can be given as follows:
max −CRE − CDG − CDiG + CDR − CB

(6.20)

where,
CRE =

X

X

G
Kt πtE P0,t
+

∀t∈T

πtRS S0,t +

∀t∈T

CDG = Kt

XX

X

BR
πtRF E0,t

(6.21)

∀t∈T

DG
+ SDG
F (Pq,t
q,t )

(6.22)

∀t∈T ∀q∈I

CDiG = Kt

XX

DiG
DiG
+ Eq,t
DDiG
Pq,t
q



(6.23)

∀t∈T ∀q∈I

CB = K t

XX



B,−
B,+
B
DBq Pq,t
+ Pq,t
+ Eq,t

(6.24)

∀t∈T ∀q∈I

CDR = Kt

XX

L DR
Pq,t
πt

∀t∈T ∀q∈I

X
∀y∈L
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γq,y,t Ly PyDR

(6.25)

X

γq,y,t = 1;

∀q, t

(6.26)

∀y∈L
B,+
B,−
DR
DG
DiG
tot
;
+ Pq,t
− Pq,t
− Pq,t
+ Pq,t
= Pq,t
Pq,t
tot
DiG
DR
B
Eq,t
= Eq,t
+ Eq,t
+ Eq,t
;

∀q, t

(6.27)

∀q, t

B,+
B,−
DR
DG
DiG
;
≥ 0; Pq,t
≥ 0; Pq,t
≥ 0; Pq,t
≥ 0; Pq,t
Pq,t
DiG
DR
B
Eq,t
≥ 0; Eq,t
≥ 0; Eq,t
≥ 0;

(6.28)
∀q, t

(6.29)

∀q, t

(6.30)

∀t

(6.31)

subject to,
1 X
+
Pξ,t βξ,t
≤ 0;
1 − κ ∀ξ∈N

Ξ+
t +
X

tot
Aξ,q −
Pq,t

∀q∈I

X

+
BR
tot
− Ξ+
(1 − Aξ,q ) − E0,t
Eq,t
t − βξ,t ≤ 0;

∀ξ, t

(6.32)

∀q∈I

+
βξ,t
≥ 0; ∀ξ, t
1 X
−
Ξ−
Pξ,t βξ,t
≤ 0; ∀t
t +
1 − κ ∀ξ∈N
X
X
−
tot
BR
tot
Eq,t
(1 − Aξ,q ) − E0,t
− Ξ−
Pq,t
Aξ,q −
−
t − βξ,t ≤ 0;

(6.33)
(6.34)
∀ξ, t

(6.35)

∀q∈I

∀q∈I

X

tot
Cq,l Pq,t

−
βξ,t
≥ 0; ∀ξ, t
X
= Cl,t ; −
Cq,l QDR
q,t = Dl,t ; ∀l, t

∀q∈I

(6.36)
(6.37)

∀q∈I

Vqmin ≤ Vq+1,t = Vq,t −

rl Cl,t + xl Dl,t
≤ Vqmax ;
V0,t

2
2
Cl,t
+ Dl,t
≤ Sl2 ;

X

∀q, t

(6.38)

∀l, t

SDG
q,t + S0,t ≥ RUDt ;

(6.39)
∀t

(6.40)

∀q∈I
DG
PqDG,min Jq,t ≤ Pq,t
≤ PqDG,max Jq,t ;

∀q, t

(6.41)

DG
DG,max
Pq,t
+ SDG
Jq,t ;
q,t ≤ Pq

∀q, t

(6.42)

DG
PqDG,min Jq,t ≤ Pq,t
− SDG
q,t ;

∀q, t

(6.43)

DG
DG
DG
DG
DG
−Kt RDG
q,t+1 + Sq,t+1 ≤ Pq,t+1 − Pq,t ≤ Kt Rq,t+1 − Sq,t+1 ;

∀q, t

(6.44)

DiG,M P P
DiG
≤ Pq,t
; ∀q, t
0 ≤ Pq,t

(6.45)

DiG,M P P
DiG
DiG
DiG
DiG
0 ≤ Pq,t
− Eq,t
; Pq,t
+ Eq,t
≤ Pq,t
; ∀q, t
X
L,max
DR
DR
L
Pq,t
+ Eq,t
= Pq,t
γq,y,t Ly ≤ Pq,t
; ∀q, t

(6.46)
(6.47)

∀y∈L
L,min
DR
DR
Pq,t
≤ Pq,t
− Eq,t
;
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∀q, t

(6.48)

X

X

DR
Pq,t
≥

∀t∈T

X
∀t∈T
L
Pq,t

X

L DR
Pq,t
πt

X

L
Pq,t
;

∀q

(6.49)

∀t∈T

γq,y,t Ly PyDR ≤

∀y∈L

X

L DR
Pq,t
πt ;

∀q

(6.50)

∀t∈T

L,max
γq,y,t Ly ≤ Pq,t
;

X

L
Pq,t

∀y∈L

L,min
γq,y,t Ly ≥ Pq,t
;

∀q, t

(6.51)

∀y∈L

QDR
q,t =

q
1 − pf2q
pfq

DR
Pq,t
;

∀q, t

(6.52)



B,+
B,−
Bq,t+1 = Bq,t + Kt Pq,t
ηch zq,t −Pq,t
(1 − zq,t )/ηdch ; Bq,0 = Bqini = Bq,N ; ∀q, t (6.53)
B,−
B
;
− Eq,t
−PqB,max ≤ −Pq,t
B,+
B
Pq,t
+ Eq,t
≤ PqB,max ;

Bqmin ≤ Bq,t ≤ Bqmax ;

∀q, t

(6.54)

∀q, t

(6.55)

∀q, t

(6.56)

B
B
Bqmin + Eq,t
τ ≤ Bq,t ≤ Bqmax − Eq,t
τ;

∀q, t

(6.57)

The objective function (6.20) aims to maximize the daily operational profit of the
VPP. The cost of purchasing power from the retail energy market, the operational cost of
REGs, diesel generators, revenues from the demand response program, and operational
expenses of BSDs are given in eqs. (6.21)-(6.25). The quadratic cost function of diesel
generators has been approximated by piece-wise linear segments, as illustrated in Section
6.3.3.
REGs operate below their maximum power level for participation in both energy and
reserve provisions. Given that the REGs have finite operating life, the operational cost is
considered to be a linear function of power production. The absolute value considered in
eq. (6.24) is essential to account for capacity depreciation (or, throughput, as considered
in Chapter 4) during both charging and discharging. The operational costs of REGs
and BSDs are given in eqs. (6.23) and (6.24) respectively. It has been assumed that
all the loads are price responsive and are fast enough to participate in the fast reserve
provision. Consequently, as given in eq. (6.26), the VPP obtains the energy and fast
reserve schedules based on the binary variable γq,l,t from controllable loads. The revenue
generated from the demand response provision is given in eq. (6.25).
Equations (6.31) and (6.34) obtain feasible net power and fast reserve schedules,
subjected to the condition that the available fast reserve is more than both positive
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and negative power imbalances for atleast κ percentile. The linear set of constraints
associated with the CVaR problem need to be simultaneously satisfied during all the
operating intervals, and are given in eqs. (6.32)-(6.33) and eqs. (6.35)-(6.36).
The power flow equations are obtained by utilizing the method described in [179].
The branch flow equations are derived using eq. (6.37) and node voltages can be calculated using eq. (6.38). The node voltages should remain within the stipulated limits of
[0.90,1.05] pu, subject to the substation remaining at a predefined V0,t pu. Equation (6.39)
indicates the security constraints of a distribution network, while eq. (6.40) constrains
the simplistic network spinning reserve requirement to mitigate load and renewable uncertainties. Equations (6.41)-(6.43) depict active power and spinning reserve provisions from
diesel generators. The ramp-rate limit of diesel generators is presented in eq. (6.44), which
ensures sufficient provision of the spinning reserve requirement from diesel generators.
Constraints in eqs. (6.45) and (6.46) limit energy and fast reserve provision from the
REGs. Equations (6.47) and (6.48) constrain the demand response provision such that the
customer power consumption remains within limits. Equation (6.49) ensures that the energy consumption for the entire scheduled duration of responsive loads remains bounded.
Additionally, eq. (6.50) ensures that the total revenue received from the demand response
is limited to the revenue generated without demand response. Equation (6.51) indicates
convenience limit of the load. Equation (6.52) calculates the reactive power demand of the
demand responding loads considering a constant load power factor. Equation (6.53) can
be used to calculate the amount of charge stored within the battery. Power injection from
batteries are also limited by converter capacity and are given in eqs. (6.54) and (6.55)
respectively. It has been considered that the power limits of converters and batteries of
the BSD are similar. Equation (6.56) imposes a capacity constraint on the operation of
the BSDs. Considering that the fast reserve provisioning arrangement is required for the
duration of τ , eq. (6.57) limits the energy level of BSDs for fast reserve provision.

6.3.3

Linearization of Cost Function of a Diesel Generator

Piece-wise linearization is applied to approximate the cost of a diesel generator using the
algorithm presented in [180]. Suppose that the cost function can be represented through a
DG
set of affine approximates, given by, akk Pq,t
+bkk . Then, given the underlying convexity of
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the cost function, the operational cost of the diesel generator for a given power delivered,
DG
Pq,t
, can be given by,

min A
DG
A ≥ akk Pq,t
+ bkk ;

(6.58)
∀kk

(6.59)

Since, we are minimizing the operational cost of the diesel generators, eq. (6.22) can

DG
be represented by a set of linear inequalities given by, CDG
≥ akk Pq,t
+ SDG
+
q,t
q,t
∀kk. Additionally, CDG in the objective function (6.20) can be represented by
P
DG
∀t∈T
∀q∈I Cq,t .

bkk ;
P

6.3.4

Linearization of Line Flow Constraints

Suppose, a polygon enclosed within a circle constitutes of W segments of equal length, then

the corner points lying on the circle of radius |V| can be given by (|V|, 0), |V| cos 2π
,
W






|V| sin 2π
, |V| sin 2π(W−1)
as shown in Fig. 6.3. Then,
, · · · , |V| cos 2π(W−1)
W
W
W
given any two adjacent corner points, (Vp , Wp ) and (Vq , Wq ), and (V , W ) be a point lying
on the polygon approximate, the segment representing the linear approximation can be
given by,
V (Wq − Wp ) + W (Vp − Vq ) = (Vp Wq − Wp Vq )

(6.60)

Figure 6.3: Inner Polygonal Approximation

Suitably chosen (Vp , Wp ), (Vq , Wq ) will result into (Vp Wq − Wp Vq ) ≥ 0, for each
segment of the polygon approximation. Because the common region needs to contain
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(0, 0), polygonal approximates can be given by,
V (Wq − Wp ) + W (Vp − Vq ) ≤ (Vp Wq − Wp Vq ) ;

6.3.5

∀p, q

(6.61)

Linearization of Charge Stored within Batteries

Calculation of charge contained within a BSD requires multiplication of binary and conB,+
tinuous variables. Because, 0 ≤ Pq,t
≤ PqB,max , and zq,t ∈ {0, 1}, the result of the
B,+
B,+
multiplication of binary and non-negative continuous variables, CPq,t
= Pq,t
zq,t is lin-

earized as follows:
CPB,+
q,t ≥ 0;

∀q, t

B,max
CPB,+
zq,t ;
q,t ≤ Pq
B,+
CPB,+
q,t ≤ Pq,t ;

(6.62)
∀q, t

∀q, t

B,+
B,max
CPB,+
(1 − zi,t ) ;
q,t ≥ Pq,t − Pq

6.4

(6.63)
(6.64)
∀q, t

(6.65)

Case Study

A modified IEEE 33-bus radial test system is considered for analysis. Locations of diesel
generators, REGs, and BSDs in the network are depicted in Fig. 6.4.

Figure 6.4: Modified IEEE 33-bus Radial Test System
Branch and load data of the standard IEEE 33-bus are obtained from [149] and
are given in Appendix A. Locations of reclosers in the network are indicated in Fig.
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6.4. Branches of the radial network are considered to be 1 km long, with the fault rate
of 1.14 × 10−3 faults circuit-km−1 hour−1 , on the scheduled day during all operating
hours (obtained from the weather forecast, while, the fault rate can vary during different
operating intervals). The presented fault-rate is based on typical fault rate obtained from
[173] and the assumptions that most of the faults occur within a certain, high faultrate period of the year [64]. Consequently, hourly event occurrence probabilities for the
scheduled day are given in Table 6.2. In case, if multiple reclosers operate during an event,
the event is specified by the immediate upstream recloser. Event 0 in Table 6.2 signifies
the operation of the none of the reclosers.
Table 6.2: Probability of Various Events Signifying Recloser Operations
Event

0

1

2

3

4

5

6

7

ξ

No Operation

1-2

3-4

6-7

12-13

2-19

3-23

6-26

Pξ,t = Pξ (%)

96.35

0.23

0.34

0.68

0.68

0.46

0.34

0.91

Figure 6.5: Forecasted Dataset for the Scheduled Day
The load-profile is considered to vary throughout a day, and the load data available
in [149] is considered to be corresponding to the peak-load profile. An interval-wise load
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profile is presented in Fig. 6.5a, and the reactive power demand is calculated by assuming
that the peak load power factor is remaining constant. Line-flow limit of 5 MVA is
considered for all the lines of the network as a part of the security constraint. As shown
in Table 6.1, ten different levels of load demand response and associated prices based on
[178] are considered.
Table 6.3: Parameters for Scheduling
Resource
Diesel Generator
REGs

BSDs

Network

Parameters

Values

DG,min/max

50 / 450 kW

DG,max/min

100 / -100 kW

P(·)
P(·)

DDiG
(·)

8.10 MU/kW

B,max
P(·)

400 kW

DB(·)

8.10 MU/kW

ini/min/max

B(·)

0.5 / 0.1 / 0.9 CapB(·)

CapB(·) , τ

4000 kWh, 60 s

ηch , ηdch

0.95

min
max
, V(·)
V(·)

1.05 pu, 0.90 pu

RUDt

±10% of Load Demand

κ

0.999

The retail base price of electricity for customers is given in Fig. 6.5b that satisfies
the pricing set by the regulator. Energy recovered through the price-responsive loads
can either be used for energy arbitrage or used for providing fast reserve. Ratings of
the diesel generators present within the network are provided in Table. 6.3. The diesel
generators are expected to reach their full-load rating within 45 minutes. The cost of

DG 2
DG
the diesel generators considered to be given by 0.01 Pq,t
+ 8.5Pq,t
MU/kW, which is
approximated using two piece-wise linear segments. MU represents an arbitrary monetary
unit.
Various financial and operational parameters of REGs and BSDs, network operating
limits, and confidence level of the chance-constrained problem are presented in Table 6.3.
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Because BSDs provide fast reserve utilizing the stored energy, the provision of the fast
reserve is limited to a maximum duration of 60 seconds. The REGs are considered to
be of 100 kWp rating, and their maximum power production level is based on forecast
depicted in Fig. 6.5a. These generators are designed to operate below their maximum
power point, to supply both up and down fast reserve.
Energy, and fast and slow operating reserves can be procured from the electricity
market, and associated price profile is given in Fig. 6.5b. While the considered renewable
generation (given in Fig. 6.5a) and pricing (given in Fig. 6.5b) schedule, and design
information (given in Table 6.3) are relatively hypothetical in nature, it can be noted that
any realistic price, generation, load profile, and operational parameters can be selected
without affecting the applicability of the proposed strategy.
The resulting mixed-integer linear programming (MILP) problem is solved using an
Intel i5 processor-based computer with 8 gigabytes of memory. Initial calculations are
carried out using MATLAB, and the optimization problem is solved using GAMS (General Algebraic Modeling Software) utilizing its SCIP solver [118], for which the average
processor time is 8.19 s.

6.4.1

Scheduling Results

The outcome of the optimization problem, local active power, and spinning and fast
reserve provisions are presented in Figs. 6.6 and 6.7, respectively. Procurement schedule
of these resources from the energy market is shown in Fig. 6.8. The observations obtained
from these schedules are discussed in the following paragraphs.
During intervals 1-10 h, based on the marginal cost of various generating resources
and relatively lower demand, it is profitable for the diesel generators to trade spinning
reserve (as seen in Fig. 6.8) into the electricity market. Low enough demand and the lower
marginal cost of local resources induce local provision of the majority of the load demand.
Lower energy export during certain intervals (as seen in Fig. 6.8) stems primarily from
the unavailability of sufficient local resources (as seen in Fig. 6.5a). Additionally, during
these intervals, BSDs store energy (as seen in Fig. 6.6) to exercise arbitrage opportunity.
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Figure 6.6: Active Power Generation Schedule From Local Generators (Diesel
Generators = 900.00 KW, REGs = 900.00 KW, BSDs Discharging = 618.83 KW, BSDs
Charging = 441.31 KW Corresponding to 100% Fraction)
During intervals 11-15 h, loads have become significantly higher (as seen in Fig.
6.5a). Since the offering price of spinning reserve is lower than both retail and energy
market price (as seen in Fig. 6.5b), diesel generators do not provide the spinning reserve
(as seen in Fig. 6.6). Instead, the procurement of the requisite spinning reserve from the
electricity market (as seen in Fig. 6.8) becomes a cost-effective solution. High enough
retail price and load demand induce BSDs to discharge (as seen in Fig. 6.6). Although
the price of fast reserve during these hours is higher than the energy market price (as seen
in Fig. 6.5b), higher load induces fast local reserve to significantly suffer from the risk of
being unavailable.

Figure 6.7: Spinning and Fast Reserve Provision From Local Generators (Diesel
Generators = 400.00 KW, Demand Response = 143.34 KW, REGs = 47.24 KW, BSDs
= 334.21 KW Corresponding to 100% Fraction)

During intervals 16-21 h, since the tariffs of the local generating units are higher (as
seen in Fig. 6.5b), one can expect non-participation of local resources, and the BSDs are
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expected to charge. However, low enough marginal cost of diesel generators induces them
to dispatch. Non-provision of the local resources would induce substantial load-generation
imbalance, resulting in a higher fast reserve requirement (as seen in Fig. 6.7). Because
the market price of the fast reserve is quite low, local provision is not cost-effective (as
seen in Fig. 6.9).
During intervals 22-24 h, marginal prices of local resources again become comparatively low, and therefore, one can observe the participation of BSDs, REGs, and diesel
generators in meeting the load demand at 22 h (as seen in Fig. 6.6). During the successive
intervals, as the load demand reduces, and participation of distributed resources increases.
Additionally, local provision of both spinning and fast reserve become cost-effective again
(as seen in Figs. 6.8 and 6.9).
Additional simulation carried out shows (not shown here for brevity) that because
of the relative expensiveness of BSDs, if the provision of the fast reserve is not required,
charging/discharging will be prohibited. In the current example, a reduction in fast
reserve requirement requires reduced load-generation imbalance. This induces utilization
of relatively expensive BSDs.

Figure 6.8: Participation into the Electricity Market (Energy Market = 2.49 MW,
Spinning Reserve = 371.50 KW, Fast Reserve = 2.49 MW Corresponding to 100%
Fraction)

If eqs. (6.49) and (6.50) are not considered, there exist a high incentive for the
DR
DR
VPP to set Pq,t
+ Eq,t
to the minimum load condition (according to Observation 6.1,

the result is not shown here for brevity). However, incorporation of these additional
two constraints induces participation of the demand responding loads in providing fast
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reserve and shifting of energy schedule. Furthermore, one may still argue the demand
response methodology described in [96] may not satisfy typical consumer behavior. The
development of a detailed customer demand response model and establishment of its
applicability in the proposed fast-reserve provision paradigm can be pursued as a future
research direction.
400
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Figure 6.9: Loss of Available Reserve Throughout the Day

Interval-wise loss of available reserve with various events (defined in Table 6.2) is
shown in Fig. 6.9. Because of majority of reserve needs to be procured from the electricity
market, the imported power overlaps with the requisite fast-reserve which is shown in Fig.
6.8. The discussed VPP is a net importer, implying the majority of the electricity demand
along with fast reserve requirements need to be procured from the electricity market under
the given scenarios. It can be expected that the VPP may be able to successfully reduce
fast reserve import with increasing penetration of local resources.

Figure 6.10: Total Profit Generated By the VPP with Increasing Confidence Level
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6.4.2

Parametric Analysis for Different Confidence Levels

The probability of the occurrence of recloser 1-2 operation is the lowest at 0.23% (event
1, in Table 6.2). Therefore, confidence interval of more than (= 100.00-0.23 %) 99.77%
would result in an asymptotic behavior of the total profit generation characteristics of the
VPP. This characteristic is shown in Fig. 6.10. Furthermore, at low enough confidence
levels, one can expect that the VPP will sell fast reserve into the electricity reserve market
(not shown here for brevity). However, the confidence level will be dictated by the system
operator to ensure that the local events remain contained.

6.5

Summary and Remarks

A risk-constrained scheduling of VPP present in future low-inertia power systems is proposed in this chapter. Radial nature of the distribution network and requisite fuse-saving
recloser operation beget isolation of a particular section of the network during temporary
faults. A higher rate of temporary faults during a specific season of the year results into
frequent power-imbalance. These small power imbalances will propagate into rest of the
system as frequency excursions in a low inertia power system, and to protect the power
system from these local temporary faults, provision of fast reserve becomes crucial. The
stochastic nature of temporary faults requires the introduction of risk-constraints in the
scheduling process.
Additionally, it has been shown that allocation of reserve does not imply the availability of the reserve and this separates this work from traditional reserve allocation problem.
The scheduling strategy and operating profit are reliant on the confidence level, and the
increasing confidence interval is shown to reduce the overall profit. Higher operational
profit from a lower confidence level prevails because of the ability of the VPP to sell the
fast-reserve into the market. Reduced fault probability also increases the profit of the
VPP with increased selling of fast reserve into the electricity grid. The proposed methodology is demonstrated through a modified IEEE-33 bus radial distribution network. The
asymptotically decreasing profit of the VPP with increasing confidence level is shown.
The shorter optimization time ensures effective deployment of the proposed methodology.
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While temporary faults, occurring at a higher probability is of concern of this Chapter, permanent faults are differentiated from temporary through repeated recloser operation. During the permanent fault, depending upon the location of reclosers, even if
an islanded operation is possible, the inertia of the local system may become negligible.
Grid-forming control strategies will be essential to emulate synchronous grid operation in
a zero inertia system [54] to ensure successful islanded operation of the grid.
In Part I of the thesis, we have focused on RE variability mitigation either through a
grid storage solution or exploiting price arbitrage following mismatching load-generation
profile. Subsequently, in the current part of the thesis, in Chapter 5, the impact of
the reduced system inertia with increased penetration of converter-interfaced devices on
the allowable delay in reserve provision has been discussed. It is observed that in the
low-enough inertia case, mandatory dead-time in the recloser operation can result in a
significant frequency excursion. Subsequently, in the current chapter, the local fast reserve
joint-scheduling to prevent the frequency excursion is elaborately discussed. During a
fault-event, protection coordination mechanism and their operation require finite latency,
impacting majority of the customers to voltage sags. Therefore, in the next and final part
of the thesis, voltage sag mitigation strategies will be discussed.
If multiple collocated customers wish to be benefited from a common voltage sag mitigation provision, such provision can be characterized as Common-Pool Resource (CPR)
good. The theoretical development of such CPR good and its applicability in the voltage
sag mitigation will be discussed in the next chapter.
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Part IIB
Mitigating Local Effects of
Temporary Faults
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Chapter 7
Application of the Common-Pool
Resource Good Theory for
Collocated Voltage Sag Mitigation
using Dynamic Voltage Restorers

7.1

Problem Definition

As already indicated, Dynamic Voltage Restorers (DVR) can improve the voltage sag
performance of the distribution network only at its downstream buses. Such a unique
proficiency can be harnessed by multiple customers if they wish to incorporate a common
mitigation solution. The current rating of the DVR will be an algebraic sum of the
individual requirement of downstream loads, while the benefit of common voltage injection
will be non-excludable, leading the considered common sag mitigation to be a CommonPool Resource (CPR) good. The objective of this chapter is to propose a theoretical
background for mitigation of voltage sag through DVR using the CPR theory.
Following publication emerged based on the work presented in this chapter:
S. Majumder, A. P. Agalgaonkar, S. A. Khaparde, P. P. Ciufo, S. Perera, and S. V. Kulkarni, “Allocation
of Common-Pool Resources in an Unmonitored Open System,” IEEE Trans. Power Syst., vol. 34, no.
5, pp. 3912-3920, Sept. 2019.

145

In a socio-economic analysis, it is usually assumed that players are rational [181], and
rationality is common knowledge to all the players [182]. A rational player may seek to
procure goods from other participants at the minimum cost, or sell them at the maximum
available price, thereby inducing the allocation of goods to be ‘efficient’ [183]. However,
asymmetry in the available information can bias players’ decision-making ability [184].
Based on such rational decision-making framework, a research gap analysis is needed to
be performed to analyze the viability of the considered CPR problem, where the nonexcludable component of each players’ consumption is required to be multiplied with its
rivalrous component to obtain the net consumption.

7.1.1

Literature Review and Research Gap Analysis

Both in CPR and public goods, players share natural or human-made resources, where,
it is difficult to prevent any player from the consumption of resources. However, the
distinction among both kinds of resources is established [185, 186] based on the concept
of rivalrousness [187]. Because of its rivalrousness nature, negligence in the monitoring of
CPR goods will lead to an uncoordinated resource utilization among selfish and myopic
players [188, 189], leading the human population into the ‘tragedy of the commons’ [190].
Based on experimental evidence, it has been found that there is no unique way to solve the
problem of the commons [191, 192], but the establishment of ‘institution’ creates resource
consumption right, and incentivizes the players to avoid overuse [192, 193, 194, 195].
Costly monitoring and sanctioning strategies are also needed to be in place [192, 194] to
eradicate opportunistic free-riding behavior of selfish players [196]. Additionally, Pitt et
al. [99] have discussed a community management system based on Ostrom’s theories on
social capital [100], wherein justice acts as social capital and is responsible for successful
collective action in socio-technical systems. However, players can also share common social
characteristics [197], and hence, genuine trustworthiness can also achieve collective action
compliance [198]. Individual players can align themselves for sustainable extraction of
resources while enabling internal monitoring, communication and coordination [199, 200,
201]. Communication among contributors can result in an efficient strategy, which in turn
will improve the quality of the available CPR resource [202].
Existing contribution group formation strategies for the allocation of natural CPR
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goods are primarily based on the formulation developed by Walker et al. [97], which states
that each player should receive a characteristic value or a utility in direct proportion to
its appropriation. When the players have no information over trust and belief, individual
players behave as pay-off maximizers [98]. Even if such a non-cooperative behavior among
the players materializes, the rational decision-maker paradigm alleviates such an inferior
outcome [203]. Besides, this inferior outcome solely relies on the individual rationality
of risk-averse myopic players because individual players do not always follow the Nash
solution concept [193, 204]. Although non-cooperative institutions may not always result in a tragic outcome, to improve the model outcome, treatment of the CPR resource
allocation problem under cooperative strategy has been widely used. Under the cooperative strategy, group rationality of the contributors generates sustainable benefit to all the
contributors.
The challenge is to efficiently distribute the benefit arising out of cooperation among
the contributors. One of the efficient distributions of the resources in the cooperative
game theory is based on individual as well as group rationality, while satisfying Pareto
efficiency, which is also known as the core solution concept [205]. The core (if exists)
includes infinitely possible solution concept while limiting the possible utility each player
can receive and suggests that no player can benefit from the coalition deviation. The core
is stable if the characteristic function of the game is convex [206]. Therefore, the convexity
of the core establishes strong incentives for cooperation. Driessen and Meinhardt [200]
explain convexity property of transferable utility CPR (TUCPR) games. In addition to
the core solution concept, Shapley value [207] can also be used for the distribution of
resources equitably and efficiently among the players. Moreover, this value lies at the
center of gravity of the core of a convex game [208, 209, 210].
However, in an open system, unlike natural resources, the provision of a central controller is unlikely, and the players themselves are simultaneous providers, allocators, and
consumers [99, 196]. If the resources are common to all the players, like traditional CPR,
individuals face coordination dilemma for sustainable allocation. The considered terms
such as ‘justice’ [99], and ‘trustworthiness’ [198], may not be suitable if the considered
strategy is single-shot. In this chapter, a new kind of CPR has been discussed where players’ resource requirements are given by the product of their rivalrous and non-excludable
147

component. The group members contribute to form an unmonitored open system. Since
participation in this arrangement is completely voluntary, the system components may or
may not provide information about actual resource requirements. Without full disclosure,
there may be a significant benefit of the ‘defection’ from the ‘common faith,’ leading to
free-riding by some potential contributors. However, even if the game is of a single shot,
under the right utility generation, the willingness of cooperation within the group can
still exist. One of the reasons behind cooperation can be the existence of an economy of
scale.
Remark 7.1. If the declining average production cost in a manufacturing process holds,
then provision of cooperation within the group exists.

Proof. Let, Cu(·), be the unit average cost of production, and, IDi , be the demand
P
P
of the resource by customer, i. If, Cu( i IDi ) ≤ Cu(IDi ), then,
i IDi Cu(IDi ) ≥
P
P
i IDi ). Therefore, while the overall benefit from the common resource proi IDi Cu(
vision to the individual contributor remains the same, player’s group contribution would
be actually lower compared to the independent resource cost.

7.1.2

Research Objectives

Even if a strong reason behind cooperation exists, mutual trust among the players can
only be ensured through appropriate pay-off (or, utility) distribution. Although the distribution of utility according to the core can lead to individual, and group rationality,
and Pareto efficiency, the benefit of the free-riding still exists. However, in addition to
distributing the generated utility completely among the contributors, the non-existence of
unilateral deviational utility will induce an internally stable allocation for the contribution
group. Such a core concept is described in the literature as the free-riding proof core in a
public good economy [211]. The utility distribution according to the free-riding proof core
may lead the myopic players to gain a “right incentive” [212] for group’s sustainability.
The free-riding proof core solution concept is utilized in this CPR problem for the
distribution of utility. To establish the existence of the free-riding proof core, it is shown in
this work that the total utility generated by the group is convex, symbolizing the existence
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of core solution concept. For simplicity, both marginal benefit function of participants
and the average cost function of the CPR resource are considered to be piece-wise linear.
Marginal benefit function is strictly decreasing, and the average cost function is also
non-increasing. It is also assumed that the open system CPR solution is available from
a single manufacturer. Given a contribution group, because the rivalrous component is
known apriori, it is intended to find an optimal non-excludable component of the CPR
good that can be provided to the participants. Therefore, the concerned CPR good can
be suitably converted into a public good game, and the free-riding proof core solution
concept can be used for solving this open-system CPR allocation problem with voluntary
participation. Consequently, as it is desired, the proposed methodology is shown to be
applicable for the distribution of utility among a group of customers installing a DVR as
a common voltage sag mitigation solution. Distribution of utility for the installation of
common carbon capture and storage solution is also discussed, ensuring the generic-ness
of the proposed method.

7.2

Economics of Common-Pool Resource

Described following is an N -person single-stage game, where once within the group, each
player (i ∈ N ) is required to be provided with the CPR good to satisfy its demand. Let
the CPR demanded by player i be given by the product of two uncorrelated parameters
say, α (≥ 0) and βi (≥ 0). Here, α is unknown but common to all participants and
thereby can be termed as a non-excludable parameter. On the other hand, each player
defines their rivalrous (or, consumable) requirement, βi , and the whole group is provided
P
with β = ∀i∈N βi . Overall consumption of CPR for each player i ∈ N , will be αβi .
P
Once player i, obtains αβi , the overall provision into the group becomes α ∀i∈N βi . The
consumption of each player does not affect that of other players (j ∈ N \{i}) within the
group.
A simultaneous protocol [213] has been considered in the proposed context. Each
player internally calculates its marginal benefit by the willingness to pay function (typical
marginal willingness to pay function is monotonically decreasing and its derivation will be
a part of future work), which is represented as a piece-wise linear function. The players
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also disclose their maximum marginal benefit from the CPR provision, denoted by ai
(≥ 0). Theoretical maximum non-excludable CPR provision is given by αM AX (≥ 0) and
is common and known to all the players. The mechanism for reaching to common αM AX ,
is beyond the scope of this work. The pay-off scheme and the rivalrous consumption, βi , is
also common knowledge for all the players. They can openly discuss their strategy before
privately bidding their contribution level. Marginal willingness to pay, mw
i (α), for player
i, is given by,
mw
i (α) =

 

ai 1 −





α
αM AX

0

if 0 ≤ α ≤ αM AX

(7.1)

otherwise

Linearly decreasing willingness to pay is assumed. Suppose a subset, S (⊆ N ), of
the players forms a contribution group by indicating true willingness to pay. Then, subset
N \S is the set of free-riders (active or passive) with strictly zero willingness to pay. The
aggregated marginal benefit, mw
S , based on the willingness to pay for the contributor set
S (⊆ N ), with respect to the non-excludable CPR provided (or simply, CPR provided),
α, can be given by,
mw
S (α)

=

X

mw
i

=

X
∀i∈S

∀i∈S


ai 1 −



α

(7.2)

αM AX

As indicated, we consider a single manufacturer case, where the manufacturer also
bids alongside the players for manufacturing right. If the average cost of production
is monotonically decreasing (economy of scale exists), the manufacturer can also be a
rightful candidate in the discussed CPR provisioning problem. Manufacturer bids, and,
will be paid according to its average revenue curve. The average revenue from the CPR
provision of α is also represented by a piece-wise linear function with a negative slope,
and can be given by,
!2
A(α) = c

X
∀i∈N

βi − αd

X

βi

∀i∈N

if 0 ≤ α <

c
2d

P

∀i∈N

βi

(7.3)

P
where, c, d are greater than zero and α ∀i∈N βi is the cumulative production. Also,
P
consider the case, c ≥ 2dαM AX ∀i∈N βi , which symbolizes that the maximum nonexcludable CPR provision, αM AX , is limited by non-excludable CPR resource available
at zero marginal production cost. Furthermore, the condition in eq. (7.3) dictates that
the average revenue is positive and the total revenue is non-decreasing for the manufacturer to participate in the CPR provision. Since all the players (bidding truthfully or
not) are benefiting from the CPR provision, manufacturer’s provision must include the
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cumulative consumption independent of their contribution status. For the contributors,
manufacturer’s average and marginal revenue curves will be CPR group’s average and
marginal costs. For the maximum utility provision, the marginal benefit must be equal
to the marginal manufacturing cost. And hence, the equilibrium non-excludable CPR
provision into the market, where S is the set of contributors in the CPR provision, can
be calculated as,
S
αM
KT

P

= αM AX P

∀i∈S

∀i∈S

ai −c

P

∀i∈N

ai −2dαM AX (

P

βi

∀i∈N

βi )

if

2

P

∀i∈S

P

ai 6= 2dαM AX

∀i∈N

βi

2

(7.4)



P
α
(α)
=
a
1
−
If, S = ∅ (or, none of the players contribute), then mw
will
∅
∀i∈∅ i
αM AX
∅
be equal to zero, while αM
KT can be defined to be 0. The price or the average revenue
S
generated by the manufacturer, A(αM
KT ), can be given by,
S
A(αM
KT )

=c

P

X

∀i∈S

βi − dαM AX P

P

∀i∈N

∀i∈S

!2

βi

2
P
∀i∈S ai − 2dαM AX
∀i∈N βi
!2
X
X
S
if
ai 6= 2dαM AX
βi , and αM
KT <

∀i∈N

7.3

ai − c

∀i∈N

X

βi

∀i∈N

c
2d

P

∀i∈N

(7.5)

βi

On the Convexity of the Players’ Net CommonPool Resource Utility

To obtain the core, the total utility captured or the characteristic function of the game
can be defined as follows.
S
Definition 7.1. Let αM
KT be the non-excludable part of the CPR good provided at the
S
N
unit cost of A(αM
KT ), by the contribution group S ∈ 2 , where the contributors’ aggregate
N
reservation cost can be given by mw
→ R≥0 can be
S . The characteristic function Γ : 2

defined as
ΓS :=
R αSM KT

S
S
mw
S (α) − A(αM KT ) · αM KT

α=0

=







1
2 αM AX P

(

P

∀i∈S

ai −c

P

2

∀i∈N

∀i∈S ai −2dαM AX (

P

βi )

∀i∈N

βi )

2

if

0

P

∀i∈S

ai ≥ c

P

∀i∈N

βi > 2dαM AX

P

∀i∈N

βi

2

otherwise
(7.6)
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2
β
is sufficient condition for the non-negativeness
i
∀i∈N
2
P
P
of the characteristic value. Ensuring
is essential for
∀i∈S ai 6= 2dαM AX
∀i∈N βi
Note that

P

∀i∈S ai > 2dαM AX

P

S
S
finiteness of αM
KT and A(αM KT ). Given the characteristic function is non-negative,
P
P
S
S
αM
KT will be strictly positive, if
∀i∈S ai > c
∀i∈N βi . Otherwise we define both αM KT
P
P
S
and ΓS to be zero. Furthermore, if A(αM
KT ) > 0, and
∀i∈S ai ≥ c
∀i∈N βi , then,

P
P
2
c ∀i∈N βi > 2dαM AX
∀i∈N βi . The optimal non-excludable CPR provision and the
2
P
P
utility generation with c ∀i∈N βi ≤ 2dαM AX
will be briefly presented in
∀i∈N βi

Chapter 8.
Along with set S, let T be the additional set of contributors who are willing to
P
P
join the contribution group. Then we have,
∀i∈S ai ≤
∀i∈S∪T ai . Also conditions

P
P
P
P
2
and
∀i∈S ai > 2dαM AX
∀i∈N βi
∀i∈S ai ≥ c
∀i∈N βi need to be satisfied by
2
P
P
P
With
the contributors. Therefore,
∀i∈N βi .
∀i∈S ai > 2dαM AX
∀i∈S∪T ai ≥
2
P
P
c ∀i∈N βi ≥ 2dαM AX
∀i∈N βi ,
2
2
P
P
P
P
c ∀i∈N βi − 2dαM AX
c ∀i∈N βi − 2dαM AX
∀i∈N βi
∀i∈N βi
1− P
2 ≤ 1 − P
2 ≤ 1
P
P
∀i∈S ai − 2dαM AX
∀i∈N βi
∀i∈S∪T ai − 2dαM AX
∀i∈N βi
S
S∪T
=⇒ αM
KT ≤ αM KT ≤ αM AX

(7.7)

In addition,
!2
S
A(αM
AX ) = c

X
∀i∈N

S
βi − dαM
KT

X

βi

∀i∈N

!2
X

≥c

X

βi − dαM AX

∀i∈N

βi

>0

∀i∈N

(by definition)

(7.8)

The CPR good provided in this scenario increases with increasing group size, while the
average revenue is also positive and increasing. In this regard, d = 0 is a special case.
2
P
P
P
Therefore, satisfying the condition ∀i∈S ai > c ∀i∈N βi ≥ 2dαM AX
β
≥ 0,
i
∀i∈N
S
S
S
will ensure all of αM
KT , A(αM KT ) and Γ are non-negative.

Fact 7.1. Let N be the set of all players participating in a contribution set of S ∈ 2N .
P
Then the measure induced by ∀i∈S ai : 2N → R≥0 is additive and non-decreasing.

Proof. Let S, T ⊆ N , then, because ai ≥ 0, ∀i ∈ N ,
P
∀i∈S∩T ai .
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P

∀i∈S∪T

ai =

P

∀i∈S

ai +

P

∀i∈T

ai −

Lemma 7.1. Let G : 2N → R≥0 be an additive and non-decreasing function with G (∅) =
0. Then if, H : R≥0 → R≥0 be a convex (or, concave) function with H (0) = 0 then
H ◦ G is convex (or, concave) on 2N .

Proof. Since G is additive, G (S ∪ T ) + G (S ∩ T ) = G (S) + G (T )

(by definition).

Because G is non-decreasing, G (S ∪ T ) ≥ G (S), G (T ) ≥ G (S ∩ T ).
Therefore, ∃L ∈ [0, 1] such that,
G (S) = (1 − L )G (S ∪ T ) + L G (S ∩ T ),
G (T ) = L G (S ∪ T ) + (1 − L )G (S ∩ T ) (from additivity property)
Given, H is also convex (or, concave),
H (G (S)) = H ((1 − L )G (S ∪ T ) + L G (S ∩ T )) ≤ (or, ≥)(1 − L )H (G (S ∪ T )) +
L H (G (S ∩ T ))
H (G (T )) = H (L G (S ∪ T ) + (1 − L )G (S ∩ T )) ≤ (or, ≥)L H (G (S ∪ T )) + (1 −
L )H (G (S ∩ T ))
Adding,
H (G (S)) + H (G (T )) ≤ (or, ≥)H (G (S ∪ T )) + H (G (S ∩ T ))
This completes the proof.
Fact 7.2. If H is a twice-differentiable function on an open interval I , then H is
00

convex on I , if and only if H (X ) > 0,

∀X ∈ I .

Theorem 7.1. The characteristic function game on (N, Γ) is a convex game.

Proof. Γ can be decomposed into a convolution of two non-negative functions, G and H
P
respectively, such that Γ = H ◦ G ; where, G (S) = ∀i∈S ai ,
and
H (X ) =
2
P
P
K1 (X − R)2 / (X − S ), where, K1 = αM2AX , R = c ∀i∈N βi , S = 2dαM AX
∀i∈N βi
are ≥ 0, and R ≥ S .
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0

Then, H (X ) =



−(2S −R))

K1 (X −R)(X
X ∈ [R, ∞)

(X −S )2








0

otherwise
0

Given that, R ≥ S , we get, 2S − R ≤ R and therefore, H (X ) ≥ 0 for X ∈ R,


K 2(S −R)2 X ∈ (R, ∞)
1 (X −S )3
00
Again, define, H (X ) =


0
otherwise
00

which signifies H (X ) ≥ 0, for X ∈ R. Therefore, H (X ) is convex, and using Lemma
7.1, the characteristic function game is also convex.

Fig. 7.1 depicts a pictorial representation to explain CPR provision problem. Fig.
7.1(a) indicates that increasing the willingness to pay increases the CPR provision. The
manufacturer’s average cost of production is decreasing, resulting in the marginal cost
of production to be lower than the average production cost. Also, αM AX indicates the
theoretical limit. Fig. 7.1(b) shows that the decreasing average cost of the CPR provision
or increasing willingness to pay of each of the appropriators increases contributors’ net
utility, which is limited by the aggregated true social utility. Similarly, Fig. 7.1(c) shows
that if the average cost of the CPR provision remains constant, the CPR provision and
players’ net utility are still increasing with increasing contribution level. Furthermore,
Fig. 7.1(d) shows convex characteristics of players’ overall utility function and concave
nature of the group’s CPR provision.
Remark 7.2. Increase/decrease in αM AX will increase/decrease non-excludable CPR provision, and the net utility generated by the players while decreasing/increasing its price.
Remark 7.3. The coalition deviation by each contributor is not dominated by the true
maximum contribution level.

Proof. Let, G =

P

∀i∈S

ai be calculated based on a truthful maximum contribution of

each contributor. Now, if there exists a player i who wishes to be benefited by bidding
its maximum CPR provision in such a way that the total of the maximum contribution
0

is determined to be G that is greater than G .
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Figure 7.1: CPR Provision into the Market for Successful Contribution Group Formation

The cost of such a provision can be provided by the deviant itself or the whole
group. But, sharing the cost by the deviant is inefficient. In contrast, if the cost of such
provision is shared by the group, except the deviant, and the contributors except the
deviant are aware of such benefit, then each of the deviants would like to falsely represent
their true maximum contribution level while expecting others to pay for it, leading to a
contradiction.
0

However, in the condition where G is less than G , the utility and the marginal cost
of the contributor presented to the group are lower than the true value. Although the
resource provided to the group is not efficient, deviants cannot be barred from gaining
within the group from free-riding.

7.4

The Optimal Contribution Group

Let, uSi be the utility received by the participant i, while S be the set of contributors. To
obtain the optimal contribution group, the utility derived by the contributors is needed to
be maximized, subject to the condition that (i) the utility is being distributed according
to the core solution concept, (ii) the distribution is unilateral coalition deviation proof,
and (iii) there does not exist any other group satisfying the core and the free-riding proof
property that weakly dominates the optimal contribution group [211]. Principally, for a
utility distribution to be unilateral coalition deviation proof, each contributor must receive
more than its deviational utility. Implying, the total utility generated by the group must
be more than the cumulative deviational utility. Deviational utility of a player ∀i ∈ S
can be given by,
S\{i}

ui

Z

S\{i}

αM KT

=


ai 1 −

0

α
αM AX



"
S\{i}

= αM KT ai

S\{i}

α
1 − M KT
2αM AX

#
(7.9)

Cumulative deviational utility will be,
P

X
1
F RU (S) = αM AX
ai
2
∀i∈S


P
a
−
c
β
j
i
∀j∈N
 ∀j∈S\{i}
P
2 
P
P
∀j∈S\{i} aj + c
∀j∈N βj − 4dαM AX
∀j∈N βj
P
2 2
P
a
−
2dα
β
j
M
AX
j
∀j∈S\{i}
∀i∈N
(7.10)
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To ensure that the utility generated can enable coalition deviation proof utility
distribution, the following expression needs to be satisfied:

P
2
P
a
−
c
β
X 
i
i
∀j∈S
∀j∈N

ai 
P
2 
P
P
∀i∈S
∀j∈S ai
∀j∈S ai − 2dαM AX
∀j∈N βi
P
 P
P
2  
P
P
∀j∈S\{i} aj − c
∀j∈N βi
∀j∈S\{i} aj + c
∀j∈N βj − 4dαM AX
∀j∈N βj

≥0
−
P

2


P
2
a
−
2dα
β
j
M
AX
j
∀j∈S\{i}
∀i∈N
(7.11)

7.4.1

Trivial Conditions

If each of the expressions within the cumulative sum in eq. (7.11) is non-negative, then one
can ensure the non-negativeness of the cumulative sum itself. To satisfy such condition
for each ∀i ∈ S, one obtains,
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For d = 0, the inequality reduces to,
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∀j∈N

P
aj ≤ c ∀j∈N βi , then for any aj > 0, with ∆ ≥ 0,
P
P
eq. (7.11) will be satisfied. Contrarily, if ∀j∈S\{i} aj > c ∀j∈N βi , the solution of ai , for
One can observe that if

P

∀j∈S\{i}

which ∆ ≥ 0 can be given by,
ai ≥ K

X
∀j∈S\{i}
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(7.14)
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where, K =
Now if, K ≥ 1, then,
P
P
ai ≥
∀j∈S\{i∪k} aj + ak , where, i 6= k. Therefore, ai +
∀j∈S\{i∪k} aj > ak . Then


P
again, for ∆ ≥ 0 gives, ak ≥ K ai + ∀j∈S\{i∪k} aj . With K > 1, one would lead to a
P
P
contradiction. For K < 1, we get, ∀j∈S\{i} aj < 1.25c j∈N βi .
Remark 7.4. If the appropriation level of each customer is chosen in such a way that the
P
P
inequality ∀j∈S\{i} aj ≤ 1.25c ∀j∈N βi is satisfied ∀i ∈ S for a constant average cost of
P
P
production, and ∀j∈S aj is atleast c j∈N βi , then such contribution group will always
satisfy coalition deviation proof contribution group.

P

For d ≥ 0, the existence of the free-riding proof utility satisfying the condition
P
∀j∈S\{i} aj ≤ c
∀j∈N βi ∀i ∈ S is trivial, because, if withdrawal of one of the players

reduces the utility of the group to zero, such a player has no incentive for leaving such
contribution group. Nevertheless, obtaining an analytical solution of other trivial or nontrivial conditions of the indicated CPR problem can be rigorous.

7.4.2

The Optimization Problem

To avoid the analytical complexity, the following optimization problem is needed to be
solved. The optimization problem (7.15)-(7.22) maximizes player’s net utility following
the free-ride proof core solution concept [211]. Although according to the core solution
concept, infinitely many possible utility distributions are achievable, the objective is to
obtain a coalition group generating the maximum utility and an appropriate potential
0

utility distribution strategy. If the utility distributions, uSi and uSi , under the contribution
0

group of S, S ⊆ N , have to satisfy the free-ride proof core property, then the utility
received by any group should be more than unilateral deviational utility (as shown in
eqs. (7.16) and (7.19) below). Each of the utility distributions is within alternative core
definition [214], (eqs. (7.17)-(7.18) and eqs. (7.20)-(7.21)). And the utility distribution
under the optimal contribution uSi is subgroup deviation proof (as shown in eq. (7.22)).

max

S∈2N ,V∈RN
≥0

where,
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to not satisfy,
0

uSi ≥ uSi ;

0

0

∀i ∈ S and uSi > uSi ;

∃i ∈ S

0

(7.22)

Free-riding by one of the potential contributors will always result in further lowering of the received utility. Besides, in an optimal free-riding proof core, there exists
no coalition where players deviate from forming another contribution group which will
receive strictly more utility, thus ensuring full stability against all coalitional blocking.
The formulation of the optimization problem involves mixed-integer nonlinear programming (MINLP). The model is solved using GAMS (General Algebraic Modeling Software)
utilizing the solver SCIP [118]. Although the optimization problem is solved for a hypothetical dataset to prove its applicability, it is evident that the proposed methodology can
as well apply to a real-world problem with an actual dataset. The solution obtained from
GAMS is further verified using Matlab [119]. Furthermore, solutions presented in Fig. 7.2
can be analytically verified with the numerically computed solution of the optimization
problem.
In the binary contribution groups presented in Fig. 7.2, 0 and 1 signifies noncontribution and contribution status of each participant respectively. The magnitude
of c, β, and αM AX in each of the possible groups is 2, 1, and 0.8 respectively. MU
refers to an arbitrary monitory unit. The average computational time for solving the
optimization problem with the given set of parameters is 20 ms. An Intel i5 processorbased computer with 8 gigabytes of memory has been utilized in this regard. In Fig.
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Figure 7.2: Analysis of CPR Provision into the Market for Different Contribution Level

7.2(1a,1b), an analysis has been carried out for a problem of three players whose maximum
contribution levels are 2.50, 2.70 and 3.20 MU/αβ, with d = 0 MU/(α2 β 2 ) in Fig. 7.2(1a)
and d = 0.27 MU/(α2 β 2 ) in Fig. 7.2(1b). Under these conditions, each contributor likes
to participate in the contribution group because the utility generated by the unilateral
deviation reduces to zero. In Fig. 7.2(2a,2b) an analysis has been carried out for a
problem of four players whose maximum contribution levels are 4.20, 4.20, 1.50 and 3.00
MU/αβ, with d = 0.00 MU/(α2 β 2 ) in Fig. 7.2(2a) and d = 0.27 MU/(α2 β 2 ) in Fig.
7.2(2b). In Fig. 7.2(2a) contribution groups 0111, 1011, and 1100 will be unilateral
deviation proof because, for each of them the unilateral deviation reduces the total utility
to zero. In 1110, and 1101, though ∆ for the participant with the appropriation level
of 1.5 MU/α and 3.0 MU/α is ≤ 0, the overall utility is non-negative and one needs to
look for non-trivial condition for feasibility. Furthermore, linear equations representing
the core and unilateral deviation proofness show that all the groups except 1111 satisfy
the free-ride proof concept. Among them, group 1101 generates maximum utility that
is not blocked by other groups in the free-ride proof core. A similar comment can be
made for Fig. 7.2(2b). In Fig. 7.2(3a,3b) an analysis has been carried out again for a
four-player problem, but, with their maximum contribution levels of 2.50, 10.70, 3.20 and
4.21 MU/αβ, with d = 0.00 MU/(α2 β 2 ) in Fig. 7.2(3a) and d = 0.27 MU/(α2 β 2 ) in Fig.
7.2(3b). In Fig. 7.2(3a), groups 1101, 1110 and 1111 are not unilateral deviation proof.
Group 0101 generating the highest utility belongs to the free-ride proof core, and is not
blocked by any other free-ride proof core contribution group. Hence 0101 is an optimal
solution. In Fig. 7.2(3b), among all the free-ride proof core contribution groups, the group
0101, generating the highest utility, is unilaterally blocked by other groups satisfying the
free-ride proof core contribution property. Therefore, 1011 is selected to be an optimal
contribution group.

7.5
7.5.1

Examples
Voltage Sag Mitigation

The common voltage sag mitigation, utilizing DVR that follows CPR good property,
has already been introduced in this chapter. Considering, the willingness to pay for the
voltage sag improvement solution is a function of allowable minimum residual voltage
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and is independent of the duration, the problem formulation detailing the aggregated
willingness to pay and the cost function is presented as demonstration 1.
Demonstration 1: Let, Qmax be the theoretical maximum voltage that the DVR
can inject and Ii be the peak loading of the customer i, where ∀i ∈ N . And ai is the
maximum willingness to pay for the customer i, where, i ∈ S, and S is a set of contributors
(S ⊆ N ). Let, the marginal willingness to pay, which can be obtained from customer’s
cost of process failure, be linearly decreasing with increased voltage injection, Q (≥ 0).
Then, the aggregated marginal willingness to pay, mw
S (Q), can be given by,


X
Q
w
mS (Q) =
ai 1 −
Qmax
∀i∈S

(7.23)

Assuming the existence of prefabrication in the construction process, the economy
of scale exists [84, 102] and if the decreasing production cost is allowed to be passed on
to the customers, they can choose to procure a common mitigation solution. The ratings
P
of the DVR can be given by Q ∀i∈N Ii . If, c and d are the parameters for the linearized
monotonically decreasing cost function, the average production cost, A(Q), can be given
by,
!2
A(Q) = c

X
∀i∈N

7.5.2

Ii − dQ

X

Ii

if Q <

∀i∈N

c
2d

P

∀i∈N

Ii

(7.24)

Carbon Capture and its Storage

Carbon Capture and Storage (CCS) employing the use of either advanced technologies or
natural resources can significantly reduce the overall emission level from the use of fossil
fuels. Carbon emission is not uniform across all regions. Besides, the risk associated with
carbon emission is not localized, while, the consequence of increased emission or reduction
in decreased utility may not be uniform across all the regions. For example, because of
the rise in global mean sea level with an increased presence of carbon dioxide, low-lying
coastal cities are in a comparatively higher level of threat of being submerged into the sea.
Associated problem formulation highlighting the calculation of the aggregated willingness
to pay and the cost function, is shown as demonstration 2.
Demonstration 2: Let, N be the set of all regions, of which S be the set of regions
willing to contribute in carbon capture and storage. For simplicity, it can be safely
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assumed that humans are the sole source of carbon dioxide. Let, Carboni be the amount
of carbon dioxide excreted by a region i, where, i ∈ N . Depending upon the circumstances,
let, ai be the maximum willingness to pay for the set of contributing regions, S, where,
S ⊆ N . Also, the marginal benefit of the fractional absorption of carbon dioxide, Ψ
(≥ 0), can be assumed to be linearly decreasing, and let the theoretical limit of the
carbon dioxide reduction be Ψmax . Then, the aggregated marginal willingness to pay,
mw
S (Ψ), can be given by,
mw
S (Ψ)

=

X


ai 1 −

∀i∈S

Ψ
Ψmax


(7.25)

Observe that the captured carbon to be stored is rivalrous and the reduction in
carbon across all the regions is non-excludable. It is observed that there exists an economy of scale in carbon storage technologies (i.e., larger size storage plants incur lower
per-unit investment and operating costs) [215]. Also, captured carbon to be stored will
P
be, Ψ ∀i∈N Carboni . If, c and d be the parameters for the linearized monotonically decreasing average cost function, the average cost of carbon dioxide storage, A(Ψ), can be
given by,
!2
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X
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c
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P
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(7.26)

Comments: Similar to eqs. (7.2) and (7.3), eqs. (7.23) and (7.24) in Demonstration
1 and eqs. (7.25) and (7.26) in Demonstration 2 represent the aggregated willingness to
pay and the cost function respectively. Linearized benefit and cost function makes the
utility function convex, ensuring the applicability of the proposed solution methodology.
Next, eqs. (7.4) and (7.6) can be used to obtain optimal Q and Ψ and optimal utility
respectively for each of the contribution groups S (∈ 2N ). Subsequently, the optimization
problem outlined using eqs. (7.15)-(7.22) as discussed in Section 7.4 can be employed for
calculating the optimal contribution group as well as the utility distribution requirement
for Demonstrations 1 and 2.

7.6

Summary and Remarks

Utilizing the fact that the benefit of DVR in mitigating voltage sags is limited to downstream customers, a common voltage sag mitigation using DVR has been identified as a
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CPR good. One of the conditions under which players in an open system can voluntarily
contribute to a CPR good provision is determined to be the existence of an economy of
scale in the manufacturing process. Considering a piece-wise linear benefit function, and
a piece-wise linear cost function, the common CPR provision to the contributor and the
total utility are calculated for a single manufacturer case. It is shown that the utility
of CPR provision is non-decreasing and convex, which is a necessary condition for the
existence of the core. Nevertheless, to discourage free-riders, the utility generated by the
contributors needs to be distributed according to the free-ride proof core solution concept.
Although the free-riding behavior of some of the contributors may not be prevented, the
utility received by the free-riders will always be less than the utility received if the freeriders choose not to unilaterally deviate. Moreover, the optimization model presented in
this chapter is not only limited to voltage sag mitigation problem, but it can also be used
in various engineering and social science applications.
One of the major limitations of the work reported in this chapter is that although
the customers are utilizing the benefit of common mitigation solution arising from the
economy of scale, they are considered to be topologically collocated, and, they are not
allowed to leave the contribution group. However, in a distribution network, the customers
are not collocated, and they can be allowed to form multiple clusters, where, customers
in each cluster are benefited from separate DVR. Consequently, in the next chapter,
a theoretical framework is developed for finding a multi-cluster voltage sag mitigation
solution.
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Chapter 8
Multiple Cluster Formation for
Voltage Sag Mitigation through the
Common-Pool Resource theory

8.1

Problem Definition

Since the sag-mitigation using Dynamic Voltage Restorers (DVR), as discussed in Chapter 1, is limited to the downstream loads [216], the boundary of the set of beneficiaries is
strictly quantifiable. References [84] and [102] indicate that the economy of scale exists
while incurring costs for designing and installing DVRs, i.e., the average cost of a DVR
is downward sloping. Consequently, there exists a strong incentive for the formation of
a symbiotic group for the common voltage sag mitigation solution, which can be categorized as a Common-Pool Resource (CPR). In the described CPR in Chapter 7, the
non-excludable component of the resource is required to be multiplied with each member’s
rivalrous component, and all these products are needed to be summed up to calculate the
overall resource requirement. Furthermore, once the DVR is designed, the associated
The following publication being prepared, is based on the work presented in this chapter:
S. Majumder, S. A. Khaparde, A. P. Agalgaonkar, S. V. Kulkarni, and S. Perera, “Graph Theory based
Voltage Sag Mitigation Cluster Formation Utilizing Dynamic Voltage Restorers in Radial Distribution
Networks,” to be submitted to the IEEE Trans. Power Del.
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benefit in terms of voltage sag mitigation will be enjoyed by all the group members independent of their contribution status, resulting in the existence of free-riders. Contrarily,
if the customers are allowed to form multiple contribution clusters, the contributors can
strategically incorporate free-riders into the contribution groups. The distribution of utility among the contributors occupies a major role in the formation of the groups. The
following discussion aims to find out the viability of the formation of multiple contribution
clusters using the CPR framework developed in the previous chapter.

8.1.1

Literature Review and Research Gap Analysis

To eliminate the inherent stochasticity of voltage sags and expensiveness of mitigation
solution, the mitigation device allocation problem has been extensively studied in the
literature. Different techniques, such as Milanovic and Zhang in [102], and Zhang and
Milanovic in [101] have been introduced for the allocation (capacity and location) of
Flexible Alternating Current Transmission System (FACTS) based devices. In [101],
minimization of the weighted sum of the number of sags of different magnitude ranges is
proposed, while in [102], a cost-benefit analysis of the sag mitigation devices allocation
problem is proposed. However, it is notable that the uniform distribution of costs among
all the customers independent of their willingness to pay will lead to a socially inefficient
outcome.
Multiple benefits from DVR apropos of voltage sag mitigation and total harmonic
distortion improvement for the loads are noteworthy, and they have been considered in
[217] as numerous objectives in a bi-objective optimization framework for a typical sensitive load. In [218], Goswami et al. have considered the characteristics of individual
process failure statistics for the cost-benefit analysis of a typical industrial plant. Reference [219] focuses on finding the correlation among the incentive provision from mitigation
devices and financial losses incurred by a typical industrial customer to understand the
cost-effectiveness of the associated voltage sag mitigation devices. Optimal customized
Power Quality (PQ) mitigation solution (sag performance improvement is incorporated as
a part of the introduced index) based on customers aggregated performance improvement
requirement is introduced in [220]. Accounting for disappointment-rejoicing psychological perceptions of sensitive customers and custom power providers, a new premium power
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investment strategy is proposed in [221].

(a) Common CPR Formation Group

(b) Cluster Formation with Customers Having Different Requirement

Figure 8.1: A Typical Cluster Formation with Mitigation Devices
Contrarily, in the current arrangement discussed in this chapter, the customers are
the decision making agents and are indicated as the players of the open system CPR game.
Additionally, in the open system, the players themselves are simultaneous providers, allocators, and consumers [99, 196]. Other than allowing the existence of the multiple
contribution groups, the electricity utility companies have a minimum role to play. In
line with the analysis in Chapter 7, an appropriate and efficient payoff distribution can
only ensure “trustworthiness” [198]. The contribution of this chapter can be best understood through Fig. 8.1. In contrast to Chapter 7, where, all the players are forced to be
incorporated into the group as shown in Fig. 8.1a, the possibility of the existence of multiple clusters, as shown in Fig. 8.1b, is of the primary focus of this chapter. In the figure,
M(·) is the voltage sag mitigation device, α(·) is the maximum possible voltage injection
from the corresponding device, and, β(·) is the current rating of the loads. Because of the
noncollocatedness in the distribution network, the customers, based on their contribution
level and relative location can form multiple clusters. For example, customers ‘3’ and ‘5’
cannot form a contribution group without incorporating ‘6’, neither can ‘3’ and ‘6’ form a
contribution group without incorporating ‘5’. However, ‘5’ and ‘6’ can form a contribution
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group without incorporating ‘3’. Nevertheless, ‘3’, ‘5’ and ‘6’ independently can provide
mitigation solution to oneself without incorporating anyone else.
Therefore, strategic removal of the non-contributors is possible if the inclusion of
a free-rider, with zero willingness to pay, is not beneficial for the group [222]. However,
consideration of multiple cluster formation may not result in the utility function to remain
convex, and as a result, the core (in Chapter 7) may not exist. However, the solution
concept based on an alternative definition of the core may exist [214]. Besides, utility
distribution according to the “Fair allocation” solution concept, such as the nucleous
[223], and the Shapley value [206] may exist as well. Therefore, the utility distribution,
according to various allocation mechanisms, can be calculated and compared to analyze
the feasibility of multiple cluster formation.

8.1.2

Research Objectives

The proposed multiple cluster contribution group formation is achieved through the following twofold objectives:

(i) As already indicated, all possible contribution cluster formation is not possible. The
viability of the existence of an individual cluster sets relies on the relative location of
all the customers and the topology of the distribution network itself. Therefore, the
characteristics of such cluster formation strategies rely on graph-theoretic principles,
and a partitioning strategy has been developed in this regard. Since the occurrence
of temporary faults within the cluster itself leads to its vulnerability, a fault rate
threshold concept has been introduced.
(ii) Contrary to the traditional uniform utility distribution strategies, an alternative
definition of core or “fair allocation” utility distribution strategies would ensure the
formation of the socially acceptable outcome. In this regard, the utility generated
by various sub-group coalitions has been calculated to obtain the utility distribution among the contributors, optimal contribution group, and associated cluster
formation. The comparative analysis of all of these solution concepts will help the
customers to decide the suitability of the considered allocation strategies.
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8.2

Designing a Distribution System for Voltage Sag
Mitigation

8.2.1

Sizing Dynamic Voltage Restorer using Aggregated Peak
Load

The customers are not the wire-owners of the distribution network. Therefore, if a set of
customers are installing a common voltage sag mitigation device and if the DVR needs to
be located on the distribution network itself, the wire-owners (here, utilities) are required
to participate in the contribution group formation. It is notable that once the ratings
of the DVR is decided, future integration of loads in the downstream of the DVR would
nullify the provision of the CPR. Therefore, assuming that improved network performance
will attract future customers, the wire-owners need to ensure their participation in the
CPR game.
The customers may communicate their load profile (with the possibility of future
expansion) to calculate the rivalrous component of the DVR provision. However, the sizing
of the DVR based solely on the peak-load demand, considering future load expansion of
the customers would ensure that the DVR can meet the downstream load demand for
all possible cluster formations. Like all other customers, the wire-owners then need to
disclose projected peak load demand completely, and this will also be common knowledge
to all the players.
Since the distribution network is included within the clusters, Distributed Generators (DG) either owned by customers or independent power producers located at the
downstream of the DVR need to be accounted for calculating the rivalrous component. In
this study, if the incorporation of DGs effectively decreases the peak load of a customer,
their presence needs to be accounted only in the procurement of a CPR resource.

8.2.2

Fault Rate Threshold

For the mitigation solutions being corrective measure, the installation of voltage sag
mitigation devices does not affect the probability of the occurrence of faults. Additionally,
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in devising a common solution, a segment of the distribution network needs to be included
within the cluster itself. On the other hand, the players may choose not to include
the distribution network segment and install mitigation devices on their own, but at
the expense of the increased cost. In Fig. 8.2, DVR1 caters to the load ‘3’, and the
load demands ‘5’ and ‘6’ are met through DVR2 . With the installation of DVR2 the
occurrence of a fault on the downstream distribution lines 4-5 and 4-6 would render the
cluster members, ‘5’ and ‘6’ to suffer. To protect from these downstream events, for
example, if the fault occurs in the line 4-5, customers in ‘5’ are better off in leaving the
cluster encompassed by DVR2 altogether.

Figure 8.2: Distribution Lines as a Part of a Cluster
Therefore, to utilize the benefit of the economy of scale, the appropriators must
mutually agree to establish a fault rate threshold, L, to allow the formation of clusters.
The fault rate of a cluster is defined by the algebraic sum of the fault rate of all distribution
lines connected at the downstream of the DVR (identifying the cluster itself). A fault rate
lower than a predetermined threshold level selected by the customers would result in the
viability of such cluster formation. Therefore, the fault rate threshold directly impacts
the size of a cluster.

8.2.3

The Graph-Partitioning Strategy

A generic distribution network clustering problem is defined as follows: Given an undirected rooted tree GRo = (V, E), with the set of root nodes and leaf nodes being VR , and
Vleaf , respectively, it is aimed to find a collection of connected subsets of nodes (which may
also be called as clusters), V1 , V2 , · · · , Vic , · · · , Vg , · · · , so that the following conditions
are satisfied.
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1. Vleaf ⊆ ∪∀ic Vic . Each leaf node is a part of some cluster.
2. Vleaf ∩ Vic ∩ Vg = ∅, ∀ic6=g . Each leaf node is a part of one and only one cluster.
3. GSu [Vic ], the subgraph of GRo , induced by the set of nodes, Vic , connected by the
subset of the edges, E, remains connected.
3a. If |Vic | ≥ 1, then Vic ∩ Vleaf 6= ∅. If a cluster Vic is non-null, then it must
contain at least one leaf node. |(·)| represents cardinality of a set.
3b. If a subgraph GSu [Vic ] includes the root node and the degree of the root node
in the subgraph is equal to the degree of the root node in the rooted tree, GRo ,
there will be no vertices within the subgraph, GSu , the degree of which will
be different compared to the degree of equivalent vertices of the rooted tree,
GRo . Else, there will be at most one vertex in the subgraph, GSu , the degree
of which will be different compared to the degree of equivalent vertices of the
rooted tree, GRo .

In this configuration, the substation can be represented by the root node of the tree
structure. The customers are located at the leaf nodes. The number of clusters generated
by the distribution network is limited by the number of customers or the number of leaf
nodes. Each customer is a part of some cluster.
The proposed graph-partitioning strategy for the cluster formation has been explained using Fig. 8.3. This tree structure represents the graph of the network shown in
Fig. 8.2. In the figure, node ‘1’ is the root node, and nodes ‘3’, ‘5’ and ‘6’ are the leaf
nodes. Nodes ‘2’ and ‘4’ are nodes that connect the root node with the leaf nodes. Dotted
regions signify different clusters.
The red clusters in Fig. 8.3 are always feasible ones because they include only one
leaf node, i.e., a customer. For simplicity, it has been assumed that each customer is
supplied through at most one DVR. This provides us with the second condition, and each
of the leaf nodes is part of only one cluster. Depending upon the configuration, the DVRs
can improve the voltage sag performance only at the downstream buses. Therefore, all
the nodes within a cluster must stay connected. For example, the gold, black, and red
clusters shown in Fig. 8.3 are connected.
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Figure 8.3: Cluster Formation in a Network Tree
The degree of a node in a graph can be defined as the number of links connected
to it. Since the DVR mitigates voltage sags in all the downstream nodes of a tree, only
the node in the sub-group, where the DVR is connected, can have a degree not equal to
that of the original distribution network. However, in the green cluster, both nodes ‘4’
and ‘1’ are of degree less than that of the original cluster, signifying the installation of
the DVR at node ‘1’ to improve the voltage sag performance of node ‘5’, while ignoring
node ‘6’, which is not feasible. In the blue cluster, the DVR is installed at the substation,
incorporating node ‘2’, but not including node ‘3’, which is also not viable.
Remark 8.1. Condition (3b) above signifies that any two clusters cannot have more than
one element in common. If either of them is singleton or null-set, they will have no
elements in common. Mathematically, 0 ≤ |Vic ∩ Vg | ≤ 1; ∀ic6=g .

8.3

Strategies for Sharing of Internal Information

While, one may treat the CPR resource provision in this problem to be an open system,
in the event one argues that the customers are unwilling to share information about their
internal willingness to pay function among each other, they may ask an external agent
to carry out a similar exercise on their behalf while following regulatory guidelines. The
utility is unable to carry out this exercise since it is one of the partners investing in the
common voltage sag mitigation solution. Both the customers and the utility will disclose
their internal willingness to pay function simultaneously (see Chapter 7), and the external
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agent will indiscriminately solve the proposed optimization problem and indicate optimal
location of the mitigation solutions, and the payments needed to be made by each of the
participants to recover the cost of installation and maintenance of the mitigation solution.
The external agent will have the legal right to enforce customers to appropriate in the
mitigation solution.
It is important to note that if any of the customers do not agree to pay the due
appropriation, the external agent will consider the willingness to pay of the corresponding
customers to be zero, and carry out the same exercise until each of the contributors
appropriates. It is also important to note that non-contributors may be eliminated, and
the unilateral deviation utility becomes zero. This way, all the customers and the utility
has a strong incentive to appropriate in the CPR. Alternatively, the customers and the
utilities may also share information among each other, and the utility carries out the
planning process.
The proposed resource allocation methodology is valid independent of the strategy
selected for sharing of internal information.

8.4

Optimal Common-Pool Resource Group Formation

In the proposed CPR provision problem, the objectives are twofold: (i) which contribution group generates how much of non-excludable CPR provision and associated cluster
formation, (ii) how the benefits will be shared among the appropriators.
Calculation of non-excludable CPR provision and utility generated by each cluster
formation can be calculated using the following definition obtained from Chapter 7,
Definition 8.1. Let the CPR cluster formed by a finite set of nodes P, where, for any
node q ∈ P (assuming all the nodes are occupied by an appropriator), βq > 0 (note the
strictness) be the rivalrous part of consumption, and α ≥ 0 be non-excludable part of
consumption, such that total consumption for each player q is given by αβq (> 0). Any
player’s maximum non-excludable CPR requirement is given by αM AX and the individual
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marginal cost with respect to the non-excludable part of its CPR provision is given by
aq (1 − α/αM AX ), such that aq ≥ 0. If a node, q, is not occupied by any participant,
associated aq and βq are zero. Under voluntary participation, let all the players declare
their true non-zero marginal cost within the cluster. Also, let the average cost of production
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P
be given by a linear function, ∀i∈P βq c − dα ∀i∈P βq , such that c > 0 and d ≥ 0.
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The CPR provision and the utility generation corresponding to,
P
is considered in Chapter 7. If, c < 2dαM AX ∀q∈P βq , then beyond

2d

P c

βq

≥ αM AX ,

2d

P c

βq

marginal

∀q∈P

∀q∈P

price/cost becomes negative (average cost is still positive). Additionally, in this case,
P
P
CPR will still be provided, if, ∀q∈P aq ≥ c ∀q∈P βq , and associated CPR provision will
be

2d

P c

8.4.1

∀q∈P

βq

. The utility from such CPR provision will be calculated accordingly.

Utility Generated by Various Contribution Sets

It is imminent that, Vleaf is the set of all participants in the CPR provision. Depending
on the set of participants forming the contribution group S, (⊆ Vleaf ), the participants
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or players may divide themselves into several clusters. The decision variable indicating a
player, q, joining a cluster, g, is given by χg,S
as follows:
q


1 if node q joins cluster g under contribution set S
g,S
χq =

0
otherwise

(8.3)

Given a set of contributor, S, the optimum utility generated by a cluster g, Γg,S ,
and optimal CPR provision, αg,S , can be calculated using Definition 8.1. For a contribution group, S, that intends to maximize its net utility over all possible cluster sets, the
optimization problem can be given as follows:
ΓS = max

X

Γg,S

(8.4)

∀g

where,
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(8.5)
P is the selected set of nodes encapsulated by the cluster g, subject to constraints of
the graph partitioning principle and the fault rate threshold. According to the conditions
1 and 2 (of the group partitioning strategy) if YqS depicts the contribution status of the
contributor q in group S, then:
X

χg,S
= YqS ;
q

∀q ∈ Vleaf

(8.6)

∀g

To identify the nullity of a given cluster (say, g), for a given contribution group (say, S),
the following conditions are used:


g,S
1 if P
≤0
∀q∈P χq
g,S
U =
;

g,S
0 if P
>0
∀q∈P χq

∀g

(8.7)

According to the condition 3a, a non-null cluster must contain at-least one leaf node,
X

χg,S
≥ 1 − U g,S ;
q

∀q∈P
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∀g

(8.8)

The degree of a given node (say, q), in a given cluster (say, g), in a given contribution
group (say, S), Dg,S
q , can be given by,
Dg,S
=
q

X

g,S
χg,S
q χr Bq,r ;

∀g, q

(8.9)

∀r,r6=q

To determine whether q is an integral part of the group g, in the contribution set S,
following conditions are used:
Wqg,S



1 if Dg,S = D
q
q
;
=

0 if Dg,S < Dq
q

∀g, q

(8.10)

To ensure the condition 3b, the following criterion needs to be satisfied:
X

X

≤1−
Wrg,S χg,S
;
1 − Wqg,S χg,S
q
r

∀g

(8.11)

∀r∈VR

∀q∈P

where, VR is the set of root nodes. If the equivalent fault rate of lines are `q,r , and
as agreed upon by the cluster members, if the internal length of each cluster (fault rate
threshold) is to be limited to L, then,
X

g,S
χg,S
q χr `q,r ≤ L ;

∀g

(8.12)

∀q,r,r6=q

The optimization problem (8.4) - (8.12) is combinatorial in nature, which is solved
using the solver Couenne in GAMS (General Algebraic Modeling Software) [118].
Remark 8.2. Free-riders with zero appropriation may be incorporated in the optimum
group, if and only if, their incorporation actively improves group’s utility.
Theorem 8.1. Utility generated by different appropriation groups is super-additive.

Proof. From remark 8.2 and problem (8.4) - (8.12), the contribution group will add a new
player into a cluster, if and only if such a contributor does not decrease the group’s net
utility.
Remark 8.3. Players in a super-additive game are always incentivized to form the grandcoalition.
Given a set of players, the optimization problem (8.4) - (8.12) needs to be solved for all
possible contribution groups. Equations corresponding to the if-conditions are obtained
using Appendix B. Determination of optimal utility distribution and successful contribution groups have been discussed in the next subsection.
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8.4.2

Utility Distribution Among the Contributors

A. Alternative Definition of Core Allocation Strategy: Although possible nonconvexity of the utility function may render the core solution concept to become empty,
the core may exist if one focuses on the group, S, and its subsets. The alternative
definition of the core [214] is given by,
O(S) = {(α, u) :

X

uq YqT ≥ ΓT , ∀T ⊆ S}

(8.13)

q∈T

However, in the current context, it is intended to find the deviating coalitional group
generating maximum utility. ΓT is obtained from eq. (8.4). The optimal coalition group
can be obtained by solving the following optimization problem:
max

X

ΓS AS

(8.14)

AS ∈ {0, 1}

(8.15)

X

(8.16)

∀S∈Ω

subject to,
X

AS = 1;

∀S∈Ω

X

X

uq YqS AS =

∀S∈Ω ∀q∈Vleaf

X
∀S∈Ω

TS,T AS

X
q∈Vleaf

uq YqT + M (1 −

ΓS AS

∀S∈Ω

X

TS,T AS ) ≥ ΓT ,

∀T ⊆ S\∅

(8.17)

∀S∈Ω

where AS is a binary variable indicating whether the coalition group S generates the
maximum utility and eq. (8.15) indicates that there exists only one such group. Equations
(8.16) and (8.17) indicate that the utility distribution under group S is better compared
to all possible sub-groups T (⊆ S). Additionally, Ω is the power set constituting of
all possible combinations of Vleaf . The associated combinatorial optimization problem is
solved using the solver SCIP in GAMS [118].
B. Fair allocation: Two different fair allocation strategies, namely, the nucleous and
the Shapley value, are considered. In contrast to the alternative definition of the core,
the nucleous and Shapley values are unique, and they exist for a game with non-null
imputation.
i) The Nucleous: The nucleous essentially tries to find an imputation that minimizes
worst case dissatisfaction of the participants and can be obtained by solving a series of
177

linear programs (LP). The following LP problem calculates the nucleous:
min E

(8.18)

subject to,
X

uq ≥ ΓS − E ,

∀S ∈ Ω

(8.19)

∀q∈S

uq ∈ X

(8.20)

If the minima, E1 , occurs over the set eX1 (⊆ eX), then the collection of set B1 will be
P
given by, ∀S ∈ B1 , and u ∈ eX1 , exs(u, S) = E1 . Where, eX = {u : ∀r∈Vleaf ur = ΓVleaf }
is the set of efficient allocation. exs(·) calculates the excess [223]. Subsequently, the
following LP problem is solved,
min E

(8.21)

subject to,
X

uq ≥ ΓS − E ,

∀S ∈ Ω \ B1

(8.22)

∀q∈S

uq ∈ eX1

(8.23)

This condition would provide us with the “second best” outcome, with the existence
of minima over the set B2 . Recursive computation is essential until a unique point is
reached.
ii) The Shapley Value: Depending upon the marginal contribution of player in the
game, Shapley [206] proposed a solution concept that focuses upon the relative importance
of the players in the game. The value received by each player can be given by,
Phiq =

X
S⊂Vleaf , q∈S

8.5


(|S| − 1)! (|Vleaf | − |S|)!  S
Γ − ΓS\{q}
|Vleaf |!

(8.24)

Case Study

Fig. 8.4 shows a typical four bus radial distribution network. The parameters of the distribution network in terms of the fault rate of each of the lines in the distribution network
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are provided. The maximum contribution level, peak-load demand of each contributor,
and the maximum CPR requirement are also known. The maximum marginal benefit of
each customer as a part of its bid is also provided. The production cost function is considered to be linear, and the economy of scale exists throughout the production cost curve.
The parameters c and d, representing the production cost are 2.00 and 0.01, respectively.
Additionally, L is selected to be 4.0 and 2.0 for parametric analysis.

Figure 8.4: Optimal Set of Clusters in a Network Tree

Table 8.1 shows non-excludable CPR and maximum utility generated by different
contribution groups, which are calculated by solving the optimization problem defined in
eqs. (8.4)-(8.12). The average computational time for solving the optimization problem
with each of the possible contribution group with the given set of parameters is 40 ms.
An Intel i5 processor-based computer with 8 gigabytes of memory has been utilized in
this regard. It can be observed that when either of the customers (each node represents
only one customer) ‘3’ and ‘5’ is the only provider, even if the economy of scale exists,
‘3’ and ‘5’ would not like to incorporate ‘6’ in the formation of the CPR, respectively,
eliminating free-riders.
It is also seen that when the customers ‘5’ and ‘6’ are in the contribution group
and sag severity threshold permits (sag severity threshold are satisfied in both the cases
of the considered parametric analysis), these customers form a common cluster. Even
though the non-excludable CPR received by the customer ‘5’ declines, the combined total
utility received is increased by 0.0020 unit. However, when all the three clusters are
contributors, incorporation of ‘3’ into the cluster ‘5’,‘6’ or vice versa reduces the total
utility, leading to formation of multiple clusters, one containing customers in ‘3’ only and
the other containing customers in both ‘5’ and ‘6.’
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Table 8.1: Generated CPR and utility for different contribution groups
CPR Generated
Contribution Group

Utility Generated
‘3’

‘5’

‘6’

‘5’

0.0000

0.3653

0.0000

0.0913

‘6’

0.0000

0.0000

0.4212

0.1264

‘6’,‘5’

0.0000

0.3995

0.3995

0.2197

‘3’

0.6827

0.0000

0.0000

0.4096

‘3’,‘5’

0.6827

0.3653

0.0000

0.5009

‘3’,‘6’

0.6827

0.0000

0.4212

0.5360

‘3’,‘5’,‘6’

0.6827

0.3995

0.3995

0.6293

Table 8.2 indicates that the utility generated is supermodular, and hence the core
solution concept exists, and the grand coalition satisfies alternative core definition. The
utility distribution according to the core can be given by,
C (‘3’,‘5’,‘6’) = {u ∈ R3+ : u3 + u5 + u6 = 0.6293, u3 + u5 ≥ 0.5360, u5 + u6 ≥ 0.2197,
u3 + u6 ≥ 0.5009, u3 ≥ 0.4096, u5 ≥ 0.1264, u6 ≥ 0.0913}

(8.25)

The solution for eq. (8.26) contains mathematically calculated solution u3 = 0.4096,
u5 = 0.1264, u6 = 0.0933, obtained by solving eqs. (8.14)-(8.17).
The utility distribution according to the ‘Fair allocation’ strategy is obtained as
follows:
Table 8.2: Mathematically Calculated Utility Distribution
Solution Concepts

u3

u5

u6

The Nucleous

0.4096

0.1284

0.0913

The Shapley Value

0.4096

0.1274

0.0923

The calculated Shapley value and nucleous are found to be lying within the core.
Optimal set of clusters with similar four-bus radial network with different level of
appropriation is given in Fig. 8.5.
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Figure 8.5: Optimal Set of Clusters in the Considered Distribution Network with
Different Customers’ Parameters
In this case as well, it has been found that the utility function is supermodular, and
hence the core exists. If the fault rate threshold does not limit the cluster size, the utility
distribution according to the core solution concept will be:
C (‘3’,‘5’,‘6’) = {u ∈ R3+ : u3 + u5 + u6 = 1.3659, u3 + u5 ≥ 1.0118, u5 + u6 ≥ 0.7399,
u3 + u6 ≥ 0.9748, u3 ≥ 0.6255, u5 ≥ 0.3863, u6 ≥ 0.3493}

(8.26)

A similar problem has been solved for a larger network with an increased number of
buses, but not described here for brevity. The analysis indicates that utility distribution
according to either of the considered three methodologies will lead to a socially justifiable
outcome.

8.6

Discussion

Although the proposed methodology actively discourages participation of free-riders by
strategically excluding them, this method suffers from the following numerical complexities.

(i) Although, some of the conditional statements in (8.4)-(8.12) involve multiplication
of binary variables, most of the non-linearities can be suitably linearized. However, the resulting optimization problem still remains an mixed-integer nonlinear
programming (MINLP) problem which can be challenging to solve.
(ii) Equilibrium CPR provision and utility generation for different contribution groups
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need to be calculated independently. However, with an increasing number of participants, the number of different contribution groups for which these two quantities
need to be calculated grows following a geometric progression. Besides, exponentially growing introduced binary variables imposes an additional burden.
(iii) Alternative Core allocation strategy also introduces binary variables. However, the
resulting formulation is a mixed integer programming (MIP) problem. The number
of binary variables in the optimization problem also exponentially increases with an
increasing number of participants.

Accordingly, the proposed algorithm is non-polynomial time. However, because the considered problem is a planning problem, the computational burden is undoubtedly not
an issue. Also, because equilibrium CPR provisions for different contribution groups are
independent, the solution time can be improved by employing parallel computing.

8.7

Summary and Remarks

In this chapter, the provision of multiple group formation in a distribution network for an
optimal voltage sag mitigation using DVR has been discussed. The existence of the economy of scale while incurring costs for designing and installing DVR is a motivating factor
for the common mitigation solution provision. Since, in a CPR, the free-riding provision
exists, and willingness to pay functions of the customers are different, the customers can
form multiple clusters within the distribution network. DVRs acts as cluster identifiers.
A graph-partitioning principle has been proposed to obtain multiple feasible cluster sets, where, each of the clusters needs to be served by a common DVR. Because a
portion of fault-prone distribution network needs to be incorporated within the cluster,
the customers may limit their participation into the group based on the introduced fault
rate threshold. Optimally suitable cluster sets are calculated for different contribution
group formation. However, the distribution of utility generated by different contribution
groups is essential for the contributing members to remain within the group. In this
regard, three different solution approaches such as the alternative core definition, the Nucleous, and the Shapley value have been considered. The solution methodology has been
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illustrated and tested on a sample five bus radial distribution network consisting of three
customers to show the efficacy of the proposed method. The solution strategy can very
well be applicable on a larger distribution network.
In Part I of the thesis, variability mitigation of Renewable Energy Sources (RES)
has been considered. In Part IIA, the allowable delay heuristic to be applicable for future
reserve provisioning market is deduced. Additionally, the reserve requirement to locally
contain the impact of temporary faults has also been discussed. In Part IIB, voltage
sag mitigation using a DVR is identified as CPR good, and an analytical framework for
calculating socially optimal voltage sag mitigation solution provision is discussed.
The next chapter summarizes the main contributions of the research work carried
out in this thesis. Towards the end of the chapter, future directions of the research work
have also been identified.
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Chapter 9
Conclusions and Future Work
Negligible operational and maintenance costs of Renewable Energy Sources (RES) and the
contribution towards a clean environment have significantly changed the traditional ways
of operating the power system. Widespread governmental policy changes have resulted
in increasing penetration of Renewable Energy Generators (REG) into today’s electricity
networks. However, increasing uncertainty of the RES, inability of conventional generating
resources to mitigate uncertainty, and the opportunity of profiteering from the energy
arbitrage, demand energy storage solutions. Consequent increasing penetration of the
converter-interfaced REGs and the storage devices can significantly reduce the power
system inertia. Additionally, because of the inherent fault-proneness of the radial overhead
distribution network, the temporary nature of faults, and the necessity of automatic
clearance of the temporary faults would require a fuse-saving auto-reclosing strategy.
The requisite finite delay for the automatic clearing of the temporary faults inducing the
stochastic power-imbalance in the power system may propagate into the rest of the power
system as a frequency excursion. The finite delay induced by coordinated operation of
the protection devices would also result in voltage sags in the network with substantial
economic impact. In light of these requirements, the development of techno-economically
efficient solutions to overcome the challenges imposed by increasing penetration of REGs
in the electricity network is carried out in this thesis. The chapter-wise contributions and
concluding remarks are presented in the following section.
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9.1

Conclusions

Part I: Sizing, Placement, and Scheduling, of Storage Devices

9.1.1

Sizing of Large-Scale Battery Storage Devices to Minimize
Renewable Energy Variability (Chapter 2)

A comprehensive statistical sizing methodology of Battery Storage Devices (BSD) that
aims to minimize the daily injection of variability is introduced in Chapter 2. In this
context, the variability is defined as the squared sum of the deviations of the power injected into the grid from the desired daily base-load operation strategy. The injection of
the variability is primarily arising from the finite capacity of the BSDs and asymmetric
charging and discharging cycles. Since the statistical significance of the variability injection is pre-decided and adequately compensated, the objective is to design the energy
storage capacity of the BSDs while minimizing the annualized investment cost. Given
the availability of various kinds of batteries, it is initially hypothesized that high- and
low-frequency variabilities are mitigated using batteries with high and low life-cycle respectively. The associated objective is to obtain an optimal cut-off frequency separating
the high- and low-frequency components. However, the analytical results showed that a
BSD based solution considering both low- and high-frequency components with a unique
unit cost to throughput ratio minimizes the total cost. Additionally, selection of the BSDs
encompassing the whole frequency spectrum is cost-effective. The relationship between
the variability and the sizing of the BSDs is also analyzed.

9.1.2

Sizing of Large-Scale Hybrid Storage System to Minimize
Renewable Energy Variability (Chapter 3)

Motivated by the complementary techno-economical characteristics, a battery-supercapacitor Hybrid Storage System (HSS) sizing aimed at minimizing the daily injection of variability resulting from the desired base-load operation strategy is detailed in Chapter
3. Sizing objective is to minimize the annualized investment cost. To enable the high186

frequency variability mitigation capability of supercapacitors, owing to possessing higher
life-cycle, RES variability is divided into two components for a given cut-off frequency.
Of the considered two methodologies, in the first method, supercapacitors mitigate the
high-frequency component of the renewable variability. The associated low-frequency
component is mitigated utilizing batteries. The considered C-rate limit of the battery
accounts for the limited maximum charging and discharging currents. If this limit is exceeded, the supercapacitors will replace batteries as the desired storage solution. In the
second method, the operation of supercapacitors is limited to mitigate the high-frequency
variability component for higher cut-off frequency that limits self-discharge rate. While,
a higher capacity rating of batteries would help alleviate the C-rate limit, and can be
used to replace supercapacitors in the high-frequency variability mitigation solution. The
objective is to obtain the cost-minimizing cut-off frequency while identifying requisite
batteries and supercapacitors and their capacities, corresponding to the associated lowand high-frequency variabilities. The analysis shows that the optimal cut-off frequency
may not lie at either extreme of the decision space. Additionally, the considered sizing
parameters directly impact design specification of the storage devices.

9.1.3

Optimal Scheduling of Battery Storage Devices for an Independent Power Producer (Chapter 4)

Motivated by the price-differential induced by the temporal variation of REGs and load
demand, and active participation of renewables for improving the performance of the
distribution network, a scheduling strategy of the profit-maximizing Wind Power Producer
(WPP) is discussed in Chapter 4. The WPP participates in the day-ahead energy market
while providing the benefit of non-collocated distributed resources to the Distribution
System Operator (DSO) as an ancillary service. The performance improvement incentives
are actively dependent on the reduction of network losses and the improvement of network
voltage profile. Provision of such additional benefit enables the DSO to actively modify
the schedule of the WPP through an appropriate incentivizing mechanism, achieving
one of the objectives of the Energy Management System (EMS). Since the WPP aims
to participate in a way similar to conventional generators and the forecast uncertainty
prohibits the WPP from attaining such a feat, the Renewable Energy (RE) forecast error is
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partaken by it through procuring additional reserve. The additional reserve is considered
to be obtained from the local BSDs. The probabilistic reserve requirement problem is
suitably converted into a deterministic problem considering the forecast error following
a normal distribution. The provision of the multiple WPPs and their coordinated and
individual scheduling strategies are considered for the distribution of the revenue received
as an ancillary benefit.

Part IIA: Mitigation of Global Effects of Temporary Faults

9.1.4

Allowable Delay Heuristic with High-Penetration of the
Converter-Interfaced Resources (Chapter 5)

Lowered system inertia by virtue of increased penetration of the converter-interfaced
REGs and the requisite inescapable delay in the fault-clearing time to allow an automatic
clearing of faults necessitate participation of fast-reserve provisioning generators. A detailed model of the system is required to calculate the allowable delay for selecting fast
reserve providers. However, unless one knows the allowable delay of the reserve providing
generators apriori, one cannot dispatch the requisite generators, leading to a causality
dilemma. The developed delay heuristic in Chapter 5 alleviates such impediment by establishing a relationship with the damping ratio corresponding to the dominant poles of
the system transfer function, obtained from the aggregated Center of Inertia (COI) rotational inertia, the aggregated regulation factor, and the system nominal frequency. The
Padé approximation has been considered to obtain the developed heuristic. To alleviate
the compromised accuracy of a lower-order Padé approximation, a novel gain threshold
criterion is proposed. The impact of different Padé approximation orders on the allowable
delay has also been analyzed.

9.1.5

Scheduling of the Virtual Power Plants to Locally Contain
Impacts of Temporary Faults (Chapter 6)

The reduced system inertia may lead to the allowable delay of the system being comparable
with the dead-time of temporary faults. In such a system, availability of sufficient local
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fast reserve is beneficial to alleviate the introduced power imbalance during the recloser
operation. Additionally, because the local resources are invisible to the electricity market,
and the reserve requirement is highly dependent on the location of loads, generators and
reclosers, system operators cannot be expected to meet such local requirement. However,
the local provision of the reserve also suffers from being unavailable during the fault itself,
and therefore, a certain amount of the fast reserve needs to be procured from the electricity
market. Therefore, a risk-constrained scheduling of all the resources becomes essential for
cost-effective operation of the distribution EMS operating as a Virtual Power Plant (VPP)
and is discussed in Chapter 6. In this research work, given the temporal parameters, the
rate of operation of the recloser is modeled as a Poisson process, and the sufficiency of
the fast-reserve provision with a predefined confidence interval is modeled as Conditional
Value-at-Risk. The availability of both energy and reserve from loads through the demand
response paradigm is also accounted for. Although the local reserve suffers from being
unavailable, finite local reserve is shown to be procured. Costly local resources are also
utilized to reduce the fast reserve requirement during certain intervals. The decrement in
the operational profit with an increasing confidence level in risk-constrained scheduling is
also validated.

Part IIB: Mitigating Local Effects of Temporary Faults

9.1.6

Application of the Common-Pool Resource Good Theory for Collocated Voltage Sag Mitigation using Dynamic
Voltage Restorers (Chapter 7)

Since the benefit of the Dynamic Voltage Restorer (DVR) is common and is limited to
the downstream customers, its provision can be identified as a Common-Pool Resource
(CPR) good. Such CPR provision in voltage sag mitigation is enabled by the existence of
an economy of scale in the design and manufacturing process of the DVR. Nevertheless,
in the considered CPR, the resource requirement is a product of the rivalrous and the
non-excludable component. Considering a piece-wise linear utility and production cost
functions, the common CPR provision and the total utility received by the contribution
group members is calculated. While the non-decreasing nature and the convexity of the
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generated utility indicate the existence of the core solution concept, the “commonness”
of the solution provision would attract free-riders. To limit the potential free-riding,
the free-ride proof core solution concept is utilized. The analytical calculation indicates
that the free-ride proof core may not be empty. The utility distribution and optimal
contribution group are obtained by solving a combinatorial optimization problem. The
application of the proposed theory is shown to be not limited to voltage sag mitigation
solution and its application to calculate an optimal carbon capture and storage solution
is briefly highlighted.

9.1.7

Multiple Cluster Formation for Voltage Sag Mitigation
through the Common-Pool Resource theory (Chapter 8)

Utilizing partial excludability provided by the distribution network in the formation of
contribution groups, the CPR provision considering the existence of multiple contribution
clusters is discussed in Chapter 8. Partial excludability helps strategic exclusion of nonperforming free-riders. CPR provision arises from the existence of an economy of scale in
the common resource provision. All possible cluster formations may not be feasible because of the constraint imposed by the topology of the distribution network. Therefore, a
novel graph partitioning principle is developed to obtain a feasible cluster set. Additionally, to limit the vulnerability of all cluster members during an event of a temporary fault
within the cluster itself, a fault rate threshold concept has been introduced, limiting the
size of the cluster. Nevertheless, since the distribution of utility among the participants
decides the formation of the contribution groups, utility distributions obtained using three
different solution approaches, alternative definition of core, the nucleous, and the Shapley
value, are compared.

9.2

Recommendations for Future Work

Since the thesis is comprised of three major parts, the future directions of research are
segregated likewise. In addition to the future scope of work indicated in certain chapters,
the additional future scope of research is indicated below:
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• Part I — Sizing, Placement and Scheduling of Battery Storage Devices:
i. The availability of the base-load generation through an intermittent renewable
mix would result not only into improved reliability of the electricity grid but
also the sustainability of electricity price. While the discussed sizing technique
assumes a pre-decided statistical significance, as a part of future work, comprehensive research studies related to sizing of HSS can be undertaken while
considering the existence of the benefit function induced by statistical significance.
ii. In addition to the participation of WPPs, the EMS can account for load aggregators participating in demand response. Although the possibility of provision of reserve from all loads is considered in this thesis, the aggregators can
identify fast and slow acting demand response providers to decide suitability
accordingly. Additionally, all these resources need to be automated through a
communication network enabling their participation in the electricity market.
In this regard, development of demand response and associated information
system architecture assume significance.
• Part IIA — Mitigation of Global Effects of Temporary Faults:
i. Reduction in system inertia would necessitate the system operator to procure
additional fast-reserve from the electricity market. While the regulation imposed on the VPP operator necessitates the procurement of sufficient fast reserve to contain all the frequency events within its own jurisdiction, the system
operator still needs to procure additional fast reserve to cater to other events
such as transmission outage, large-scale VPP outage, etc. A holistic approach
to calculate total fast reserve requirement of the system operator is therefore
essential for ensuring system security in future grids.
ii. If a temporary fault occurs within a local network, reclosers assist in isolating
the faulted section of the distribution network from the rest of the healthy
power system. Therefore, the location of the reclosers and their coordination
have a direct impact on the reliable operation of the power system, and hence,
optimal placement of reclosers assumes significance. Additionally, reclosers
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can help the power system in achieving higher system reliability. Therefore,
a multi-objective framework encompassing various utilities of the recloser in a
multiple microgrid based distribution network can be looked at as a part of
future work.
iii. If a predefined probability distribution is unavailable, the VPP operator may
use a robust optimization technique to procure sufficiently fast-responding reserve, which can be considered as future work.
• Part IIB — Mitigation of Local Effects of Temporary Faults:
i. Derivation in linearly decreasing marginal willingness to pay by customers depends on both probability of occurrence of sags in their premises and risk of
process failure. Considering the risk of process failure to be linearly increasing
with sag severity, while ignoring the impact of sag duration, as a part of future work, it can be shown with a detailed derivation that the marginal cost is
linearly decreasing.
ii. DVRs can only protect loads from reflected faults but become ineffective to
faults occurring in the immediate upstream or downstream network. Replacing upstream overhead lines by underground cables significantly diminishes the
probability of occurrence of temporary faults, but at the expense of attracting free-riders. Similarly, limited reactive power injection capability of Static
Synchronous Compensator (STATCOM) also sets a boundary for voltage sag
mitigation. Since socializing the cost of mitigation solution will be inefficient,
a game-theoretic approach encompassing all possible mitigation solutions, contributors, and strategic incorporation of free-riders would achieve a socially
optimal solution. Contrary to the proposed methods, the collocated contributors can also join forces to create a ‘custom power park’ like solution, securing
the benefit of economy of scale. Both design solutions can lead to a socially
optimal voltage sag mitigation.
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Appendix A
Line and Peak Load data for 33-Node Radial Distribution Network
Branch
Number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32

Sending end
Node
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
2
19
20
21
3
23
24
6
26
27
28
29
30
31
32

Receiving end
Node
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33

resistance
(Ohm)
0.0922
0.4930
0.3660
0.3811
0.8190
0.1872
0.7114
1.0300
1.0440
0.1966
0.3744
1.4680
0.5416
0.5910
0.7463
1.2890
0.7320
0.1640
1.5042
0.4095
0.7089
0.4512
0.8980
0.8960
0.2030
0.2842
1.0590
0.8042
0.5075
0.9744
0.3105
0.3410
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reactance
Receiving end node
(Ohm)
kW-peak kVAr-peak
0.0470
100
60
0.2511
90
40
0.1864
120
80
0.1941
60
30
0.7070
60
20
0.6188
200
100
0.2351
200
100
0.7400
60
20
0.7400
60
20
0.0650
45
30
0.1238
60
35
1.1550
60
35
0.7129
120
80
0.5260
60
10
0.5450
60
20
1.7210
60
20
0.5740
90
40
0.1565
90
40
1.3554
90
40
0.4784
90
40
0.9373
90
40
0.3083
90
50
0.7091
420
200
0.7011
420
200
0.1034
60
25
0.1447
60
25
0.9337
60
20
0.7006
120
70
0.2585
200
600
0.9630
150
70
0.3619
210
100
0.5302
60
40
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Appendix B
Integer equivalent of if-else condition
if-condition

Contrapositive statement

Integer equivalent

if x ≥ y, then, z = 1

x − y ≤ M z − (1 − z)

if x ≥ y, then, z = 0

x − y ≤ M (1 − z) − z

if x ≤ y, then, z = 1

x − y ≥ mz + (1 − z)

if x ≤ y, then, z = 0

x − y ≥ m(1 − z) + z

if x < y, then, z = 0

if z = 1, then, x ≥ y

x − y ≥ m(1 − z)

if x < y, then, z = 1

if z = 0, then, x ≥ y

x − y ≥ mz

if x > y, then, z = 0

if z = 1, then, x ≤ y

x − y ≤ M (1 − z)

if x > y, then, z = 1

if z = 0, then, x ≤ y

x − y ≤ Mz

Where, x and y are arbitrarily chosen for comparison, and, m ≤ x − y ≤ M .

195

196

References
[1] “Renewables 2018 global status report,” Paris: REN21 secretariat, 2018, (Accessed
in Mar. 2019). [Online]. Available: http://www.ren21.net/wp-content/uploads/
2018/06/17-8652 GSR2018 FullReport web final .pdf
[2] S. Bruce and C. Josh. (2019,

Mar.) 100% clean electricity bill passes

washington house of representatives. (Accessed in Mar. 2019). [Online].
Available:

https://environmentwashington.org/news/wae/100-clean-electricity-

bill-passes-washington-house-representatives
[3] S. Dehghan and N. Amjady, “Robust transmission and energy storage expansion
planning in wind farm-integrated power systems considering transmission switching,” IEEE Trans. Sustain. Energ., vol. 7, no. 2, pp. 765–774, Apr. 2016.
[4] L. Baringo and A. J. Conejo, “Correlated wind-power production and electric load
scenarios for investment decisions,” Appl. Energ., vol. 101, pp. 475–482, Jan. 2013.
[5] P. E. Bett and H. E. Thornton, “The climatological relationships between wind and
solar energy supply in britain,” Renew. Energ., vol. 87, pp. 96–110, Mar. 2016.
[6] C. K. Das, O. Bass, G. Kothapalli, T. S. Mahmoud, and D. Habibi, “Overview of
energy storage systems in distribution networks: Placement, sizing, operation, and
power quality,” Renew. Sust. Energ. Rev., vol. 91, pp. 1205 – 1230, Aug. 2018.
[7] P. Denholm, E. Ela, B. Kirby, and M. Milligan, “Role of energy storage with renewable electricity generation,” National Renewable Energy Lab.(NREL), Golden,
CO (United States), Tech. Rep., Jan. 2010.
197
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[160] M. Vajta, “Some remarks on Padé-approximations,” in Proceedings of the 3rd
TEMPUS-INTCOM Symposium, vol. 2, Sept. 2000.
[161] F. Milano, “Small-Signal Stability Analysis of Large Power Systems With Inclusion
of Multiple Delays,” IEEE Trans. Power Syst., vol. 31, no. 4, pp. 3257–3266, Jul.
2016.
[162] S. A. Pourmousavi and M. H. Nehrir, “Introducing Dynamic Demand Response in
the LFC Model,” IEEE Trans. Power Syst., vol. 29, no. 4, pp. 1562–1572, Jul. 2014.
[163] M. F. M. Arani and Y. A.-R. I. Mohamed, “Cooperative Control of Wind Power
Generator and Electric Vehicles for Microgrid Primary Frequency Regulation,”
IEEE Trans. Smart Grid, vol. 9, no. 6, pp. 5677–5686, Nov. 2018.
[164] F. Yang, J. He, and D. Wang, “New Stability Criteria of Delayed Load Frequency
Control Systems via Infinite-Series-Based Inequality,” IEEE Trans. Ind. Informat.,
vol. 14, no. 1, pp. 231–240, Jan. 2018.
213

[165] Y. G. Rebours, D. S. Kirschen, M. Trotignon, and S. Rossignol, “A Survey of Frequency and Voltage Control Ancillary Services–Part I: Technical Features,” IEEE
Trans. Power Syst., vol. 22, no. 1, pp. 350–357, Feb. 2007.
[166] O. I. Elgerd, Electric Energy Systems Theory: An Introduction. Tata McGraw-Hill
Edition, 1972.
[167] G. J. Silva, A. Datta, and S. P. Bhattacharyya, “New results on the synthesis of
PID controllers,” IEEE Trans. Autom. Control, vol. 47, no. 2, pp. 241–252, Feb.
2002.
[168] K. Ogata and Y. Yang, Modern control engineering. Prentice hall India, 2002.
[169] J. Rommes and N. Martins, “Efficient computation of transfer function dominant
poles using subspace acceleration,” IEEE Trans. Power Syst., vol. 21, no. 3, pp.
1218–1226, Aug. 2006.
[170] A. A. Bashir, M. Pourakbari-Kasmaei, J. Contreras, and M. Lehtonen, “A novel
energy scheduling framework for reliable and economic operation of islanded and
grid-connected microgrids,” Electr. Pow. Syst. Res., vol. 171, pp. 85–96, Jun. 2019.
[171] D. Thukaram, H. P. Khincha, and H. P. Vijaynarasimha, “Artificial neural network and support vector machine approach for locating faults in radial distribution
systems,” IEEE Trans. Power Del., vol. 20, no. 2, pp. 710–721, Apr. 2005.
[172] U. D. Dwivedi, S. N. Singh, and S. C. Srivastava, “A wavelet based approach for
classification and location of faults in distribution systems,” in Annual IEEE India
Conference, vol. 2, Dec. 2008, pp. 488–493.
[173] T. A. Short, Electric power distribution handbook. CRC press, 2014.
[174] A. A. Gaivoronski and G. Pflug, “Value-at-risk in portfolio optimization: properties
and computational approach,” J. Risk, vol. 7, no. 2, pp. 1–31, 2005.
[175] R. T. Rockafellar and S. Uryasev, “Optimization of Conditional Value-at-Risk,” J.
Risk, vol. 2, pp. 21–41, Apr. 2000.
214

[176] P. R. Thimmapuram, J. Kim, A. Botterud, and Y. Nam, “Modeling and simulation
of price elasticity of demand using an agent-based model,” in Innovative Smart Grid
Technologies (ISGT), Jan. 2010.
[177] A. Faruqui, D. Harris, and R. Hledik, “Unlocking the e53 billion savings from smart
meters in the EU: How increasing the adoption of dynamic tariffs could make or
break the EU’s smart grid investment,” Energ. Policy, vol. 38, no. 10, pp. 6222–6231,
Oct. 2010.
[178] A. Khodaei, M. Shahidehpour, and S. Bahramirad, “SCUC with hourly demand
response considering intertemporal load characteristics,” IEEE Trans. Smart Grid,
vol. 2, no. 3, pp. 564–571, Sept. 2011.
[179] H. Yeh, D. F. Gayme, and S. H. Low, “Adaptive VAR Control for Distribution
Circuits With Photovoltaic Generators,” IEEE Trans. Power Syst., vol. 27, no. 3,
pp. 1656–1663, Aug. 2012.
[180] A. Imamoto and B. Tang, “A Recursive Descent Algorithm for Finding the Optimal Minimax Piecewise Linear Approximation of Convex Functions,” in Advances
in Electrical and Electronics Engineering - IAENG Special Edition of the World
Congress on Engineering and Computer Science, Oct. 2008, pp. 287–293.
[181] T. Kneeland, “Identifying Higher-Order Rationality,” Econometrica, vol. 83, no. 5,
pp. 2065–2079, Sept. 2015.
[182] B. deBruin, “Common knowledge of rationality in extensive games,” NOTRE
DAME J. Form. L., vol. 49, no. 3, pp. 261–280, Jun. 2008.
[183] J. A. Schumpeter, Capitalism, Socialism and Democracy. Routledge.
[184] J. E. Stiglitz, “Information and the Change in the Paradigm in Economics,” Am.
Econ. Rrv., vol. 92, no. 3, pp. 460–501, Jun. 2002.
[185] R. A. Musgrave, Theory of public finance; a study in public economy. McGraw-Hill,
1959.
[186] ——, “Provision for social goods,” in Public economics, edited by J. Margolis and
H. Guitton. London McMillan, 1969, pp. 124–144.
215

[187] P. A. Samuelson, “The pure theory of public expenditure,” Rev. Econ. Stat., pp.
387–389, Nov. 1954.
[188] G. Hardin, “The tragedy of the commons,” J. Nat. Resour. Policy Res., vol. 1,
no. 3, pp. 243–253, Jul. 2009.
[189] K. Madani and A. Dinar, “Non-cooperative institutions for sustainable common
pool resource management: Application to groundwater,” Ecol. Econ., vol. 74, pp.
34–45, 2012.
[190] G. Hardin, “The tragedy of the commons,” Science, vol. 162, no. 3859, pp. 1243–
1248, Dec. 1968.
[191] N. T. Uphoff, Getting the process right: Improving irrigation water management
with farmer organization and participation. Cornell University, Ithaca, NY, 1986.
[192] E. Ostrom, Governing the Commons: The Evolution of Institutions for Collective
Action, ser. Political Economy of Institutions and Decisions. Cambridge University
Press, 1990.
[193] E. Ostrom, R. Gardner, and J. Walker, Rules, games, and common-pool resources.
University of Michigan Press, 1994.
[194] E. Ostrom, Understanding Institutional Diversity.

Princeton University Press,

2005.
[195] G. Marshall, Economics for collaborative environmental management: renegotiating
the commons. Routledge, 2012.
[196] J. Pitt and J. Schaumeier, “Provision and appropriation of common-pool resources
without full disclosure,” in International Conference on Principles and Practice of
Multi-Agent Systems. Springer, 2012, pp. 199–213.
[197] M. Auer, “Contexts, multiple methods, and values in the study of common-pool
resources,” J. Policy Anal. Manag., vol. 25, no. 1, pp. 215–227, Nov. 2006.
[198] G. Bravo and B. Marelli, “Irrigation systems as common-pool resources. Examples
from Northern Italy,” J. Alpine Res.– Revue de géographie alpine, no. 96-3, pp.
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