The projective space P q (n), i.e. the set of all subspaces of the vector space F n q , is a metric space endowed with the subspace distance metric. Braun, Etzion and Vardy argued that codes in a projective space are analogous to binary block codes in F n 2 using a framework of lattices. They defined linear codes in P q (n) by mimicking key features of linear codes in the Hamming space F n 2 . In this paper, we prove that a linear code in a projective space forms a sublattice of the corresponding projective lattice if and only if the code is closed under intersection. The sublattice thus formed is geometric distributive. We also present an application of this lattice-theoretic characterization.
Introduction
Let F q be the unique finite field with q elements, where q is a prime power. The projective space P q (n) is the collection of all subspaces of F n q , the finite vector space of dimension n over F q . In terms of notation,
the dimension of such a code.
The notion of "linearity" in a projective space, however, is not straightforward. This stems from projective spaces not exhibiting vector space structure unlike Hamming spaces. In particular, F n q is a vector space with respect to the bitwise XOR-operation whereas P q (n) is not a vector space under the usual vector space addition. Braun et al. solved this problem in [7] by assigning a vector space-like structure to a subset of P q (n).
The rate of a linear code, i.e. the ratio of its dimension to length, is proportional to the size of the code. It is natural to ask how large a linear code in P q (n) can be. Braun et al. conjectured the following in [7] : Conjecture 1.1. The maximum size of a linear code in P q (n) is 2 n .
Special cases of Conjecture 1.1 have been proved before [18, 19] . We proved the conjecture in [18] under the additional assumption of the codes being closed under intersection. In this paper, we bring out the lattice structure of linear subspace codes closed under intersection. In particular, we show that linear subspace codes are sublattices of the projective lattice if and only if they are closed under intersection. Moreover, these sublattices are geometric distributive. We then go on to use the lattice-theoretic characterization of this particular class of linear codes to give an alternative proof of the conjectured bound for them.
The rest of the paper is organized as follows. In Section 2 we give the formal definition of a linear code in a projective space and some relevant definitions from lattice theory. Several properties of linear subspace codes are derived that highlight the q-analog structure of a binary linear block code. The Union-Intersection theorem is stated and proved in Section 3. As a consequence, we show the lattice structure of linear codes closed under intersection. We introduce the notion of pairwise disjoint codewords in linear subspace codes and establish some properties to show their linear independence in Section 4. Section 5 is devoted to proving that the sublattice of the projective lattice Notation. F n q denotes the finite vector space of dimension n over F q . The set of all subspaces of F n q is denoted by P q (n). The usual vector space sum of two subspaces X and Y when X ∩ Y = {0}, also known as the direct sum of X and Y , will be written as X ⊕ Y . For a binary vector or word x = (x 1 , . . . , x n ) ∈ F n 2 of length n, the support of x, denoted as supp(x), will indicate the set of nonzero coordinates of x. In other
The support of a binary vector identifies it completely. The all-zero vector and the empty set will be denoted as 0 := (0, . . . , 0) and ∅, respectively. For two binary words x and y, the union and intersection of x and y, denoted as x • y and x * y respectively, are defined via
The coordinatewise modulo-2 addition, alternatively known as the binary vector addition, of two binary words x and y is denoted by x + y. By definition, supp(x + y) = supp(x)△supp(y). Here △ denotes the symmetric difference operator, defined for sets A and B as A△B := (A ∪ B)\(A ∩ B).
Definitions and Relevant Background

Linear Codes in Projective Spaces
A linear code U in the projective space P q (n) is defined as follows [7] :
A subset U of P q (n), together with corresponding ⊞ operation, is called a quasi-linear code if it satisfies only the first three conditions in the above definition. Conditions (i)-(iii) in Definition 1 ensure that a quasi-linear code is a vector space over F 2 . Braun et al. proved the following about the size of a quasi-linear code in P q (n) [7] .
A set of codewords in a linear subspace code will be said to be linearly independent if the members of the set are linearly independent vectors in the vector space formed by the code over F 2 .
A quasi-linear code is linear when translation invariance is imposed on its structure, as indicated by condition (iv) in Definition 1. The linear addition ⊞ thus becomes isometric and obeys certain properties. We list and prove these as lemmas, the first three of which are essentially reproduced from [7] . Lemma 2. ([7] , Lemma 6) Let U be a linear code in P q (n) and let ⊞ be the isometric linear addition on U. Then for all X, Y ∈ U, we have: 
Proof. From the definition of linearity in
The statement of the next lemma is altered from what was presented in [7] as per our requirement. 
Proof. From the definition of linearity, we have dim
proves the lemma.
The next lemma, which plays a pivotal role in our work, records some useful properties of the dimension of codewords in a linear subspace code.
Lemma 5. If U is a linear subspace code and X, Y ∈ U, then
Proof. (i) By Definition 1, every element of U is a self-inverse and (U, ⊞) is an abelian group, hence Y = (X ⊞ Y ) ⊞ X, and by applying Lemma 2 we get,
Expanding dim(X ⊞ Y ) using Lemma 2 and cancelling like terms from both sides, we get the desired result.
(ii) Follows from (i) after substituting X with X ⊞ Y . By Lemma 3, X ⊞ Y is then replaced by (X ⊞ Y ) ⊞ Y = X, and the result follows.
The dimension of the ⊞ sum of two codewords in a linear subspace code is bounded from below, as shown next. Lemma 6. Let U be a linear subspace code. For all X, Y ∈ U the following is true:
with equality if and only if Y ⊆ X.
Equality occurs if and only
Lemma 7. Let U be a linear subspace code and X, Y be two distinct nontrivial code-
On the other hand, by Lemma 5 and the fact that Y ⊂ X,
According to Lemma 4 and Definition 1,
, and the result follows by Lemma 6.
Remark 1. Equivalent results of Lemmas 2-7 for linear codes in F n 2 have already been established [8] or can easily be deduced.
An Overview of Lattices
This section serves as a brief introduction to lattices. We will give a few basic definitions that can be found in [17] . The notation and terminology used here are standard.
Definition 2. A partially ordered set or poset (P, ) is a set P in which a binary
relation is defined which satisfies the following conditions for all x, y, z ∈ P : The binary relation in a poset (P, ) is also called the order relation for the poset.
We will henceforth denote a poset (P, ) by P and assume as its order relation. If x y and x = y, we will write x ≺ y and say that x is "less than" or "properly contained in" y. If x ≺ y and there exists no z ∈ P such that x ≺ z ≺ y, then y is said to cover the element x; we denote this as x ⋖ y. All the lattices considered in this work are finite and contain a unique greatest element denoted as I and a unique least element denoted as O.
A sublattice is a lattice in its own right with the same meet and join operations as that of the lattice. However, not all subsets of a lattice are sublattices.
is distributive if any of the following two equivalent conditions holds for all x, y, z ∈ L:
Not all lattices are distributive. If a lattice is distributive then the modularity con- 
The length of this chain is n. The height of a geometric lattice is the length of a maximal chain between its greatest and least elements.
Not all modular or distributive lattices are geometric. We will next discuss an example of a geometric lattice that is not distributive.
Recall that the projective space P q (n) represents the set of all subspaces of F n q , the finite vector space of dimension n over F q . It is straightforward to verify that (P q (n), ≤) is a poset where the order relation is the usual subspace inclusion ≤. The entire projective space is a lattice under this order relation. The join of two elements X and Y is therefore the smallest subspace containing both X and Y . Similarly the meet of X and Y becomes the largest subspace contained in both X and Y . Thus, in this lattice, the meet and join operations are defined as:
. The greatest and least elements for this lattice are the ambient space F n q and the null space {0}, respectively. The atoms in P q (n) are precisely the one dimensional vector spaces of F n q , i.e., the set of atoms is G q (n, 1).
together with the fact that any element in the projective space is a union (vector space sum) of one dimensional subspaces, implies that the lattice is geometric. However, we do not have (A ∩ C) + (B ∩ C) = (A + B) ∩ C for all subspaces A, B, C of F n q in general. Thus, the lattice is not distributive.
We refer to the lattice (P q (n), +, ∩) as projective lattice. Recall that any linear subspace code U in P q (n) is a subset of P q (n)which, according to Definition 5, is not sufficient to guarantee a lattice structure. It is therefore natural to ask what additional condition(s) a linear code in a projective space should satisfy in order to assume a sublattice structure of the corresponding projective lattice. We investigate this problem in the following section.
The Union-Intersection Theorem
We introduced the terms union and intersection of two codewords in a Hamming space in Section 1. The corresponding notions for linear codes in a projective space is straightforward: The union of two codewords X and Y is X + Y , while their intersection is X ∩ Y . Observe that for any two codewords x and y in a linear code C ⊆ F n 2 , supp((x * y)+(x•y)) = supp(x * y)△supp(x•y) = (supp(x)∩supp(y))△(supp(x)∪ supp(y)) = supp(x)△supp(y) = supp(x + y), which proves that
Thus the union and intersection of any two codewords in a classical binary linear code must coexist within the code according to (2) . Moreover, supp((x * y) * (x + y)) = (supp(x) ∩ supp(y)) ∩ (supp(x)△supp(y)) = ∅, i.e. (x * y) * (x + y) = 0. We now prove that equivalent relations hold for linear codes in a projective space.
Theorem 8 (Union-Intersection Theorem). Let U be a linear subspace code. If X and Y are two codewords in U then,
Having proved this, we will show that X ∩ Y ∩ (X ⊞ Y ) = {0}, which will help us to establish
Thus, (3) implies that Z ⊆ Y . Combining this with the fact that Z ⊆ X (Since
However, according to Lemma
This establishes our first claim.
As X ∩ (Y ⊞ (X ∩ Y )) = {0}, by Lemma 4 and Definition 1 we can write:
Observe
We can now calculate dim(X ⊞ Y ⊞ (X ∩ Y )) in a different way:
Combining (5) and (6) gives us:
Since X ∩ (Y ⊞ (X ∩ Y )) = {0}, by Definition 1 and Lemma 4 we can express
In a similar fashion we can prove that
, thereby enabling ourselves to write:
(5) and (8) 
, which establishes our final claim. By virtue of (7) and Lemma 4, we can also write:
(Proof of ⇐) We assume that X + Y ∈ U for some codewords X and Y in U. Let us consider W ∈ U such that,
We claim that W = X ∩ Y , establishing which will suffice to prove that X ∩ Y ∈ U.
Observe from (9) 
Since (U, ⊞) is an abelian group wherein any element is self-inverse, we can express
Then applying Lemma 2 gives us:
The above expression clearly indicates that,
Since X ⊞ Y = (W ⊞ X) ⊞ (W ⊞ Y ), an immediate consequence of (11) after using Lemma 4 is that,
As (12) yields that,
Applying Lemma 6 after combining (9) and (13) results in the following:
We now compute dim(W ⊞ X) in two different ways: first by recalling (10) and then by using Lemma 2. Equating both the expressions, we get dim X − dim(X ∩ Y ) = dim W +dim X −2 dim(W ∩X), which, after applying (14) and cancelling like terms, reduces to:
(15) implies that W ⊆ X. Using similar technique we can also obtain W ⊆ Y , which therefore gives us:
Comparison of (14) and (16) then yields W = X ∩ Y , which establishes our claim. To complete the proof, observe that
follows from (9) and Lemma 3. We also obtain (
linear code U ⊆ P q (n). However, this is not necessarily true when X ∩ Y and X + Y do not belong to the code. For example, consider a code C = {{0}, X 1 , X 2 , X 3 } ⊆ P 2 (n), where X 1 , X 2 , X 3 ∈ G 2 (n, 2) such that X 1 , X 2 , X 3 are distinct and Z := n, 1) . Define a commutative function ⊞ : C × C → C as follows:
. It is easy to verify that the ⊞ addition is isometric, hence (C, ⊞) is a linear code. However, 
Pairwise Disjoint Codewords in Linear Subspace Codes
Two vectors in a Hamming space are disjoint if their intersection is empty. It is easy to verify that a set of pairwise disjoint vectors in F n 2 are linearly independent over F 2 . We will prove an analogous result for linear codes in a projective space. First we formally define a set of pairwise disjoint codewords in a linear code.
We are now going to establish that any set of pairwise disjoint codewords in a linear subspace code is linearly independent. To this end, we need certain properties of any finite m ≥ 3 number of pairwise disjoint codewords. First we prove the base case when m = 3.
Lemma 10. If X 1 , X 2 , X 3 are pairwise disjoint nontrivial codewords in a linear sub-
Proof. To prove the first part of the lemma, it suffices to show that
and using Lemma 2 yields
Since X 1 , X 2 , X 3 are pairwise disjoint codewords, using Lemma 4 the above equation
can also be expressed as
. Combining both, we get X 3 = (X 1 ⊞ X 3 ) ∩ (X 2 ⊞ X 3 ) and by Lemma 4
this is equivalent to
We now claim that X 3 ∩ (X 1 ⊞ X 2 ) = X 3 ∩ (X 1 + X 2 ) = {0}. Suppose not, then there must exist some nonzero x 3 ∈ X 3 such that x 3 = x 1 + x 2 , with x 1 ∈ X 1 and
Since the pairwise intersections of X 1 , X 2 , X 3 are trivial, neither x 1 nor x 2 belongs to X 3 . Also, both x 1 and x 2 are nonzero. Then x 2 = x 3 − x 1 , which means
, which contradicts (17) . Hence
Combining this with Lemma 4, we can write:
The rest follows from the fact that
We are now in a position to prove the general case for any finite m ≥ 3 number of pairwise disjoint codewords.
Lemma 11. Let {Y 1 , . . . , Y m } be a set of pairwise disjoint nontrivial codewords in a linear subspace code U. Then,
Proof. We prove (a)-(c) simultaneously by induction on m, the number of pairwise disjoint codewords. The base case of two codewords for (b)-(c) is covered by Lemma 4
while that for (a) is because of the assumption of pairwise disjointness. As the induction hypothesis, assume that the statements (a)-(c) hold for any set of m − 1 pairwise disjoint codewords, for some m ≥ 3. In particular, for any (m − 1)-subset I ⊂ [m],
Thus, according to Definition 10 Z, Y m−1 , Y m are pairwise disjoint nontrivial codewords of U and by {0} according to part (a) . Then, by the induction hypothesis and Lemma 4 we have:
Finally, parts (a), (b) and Lemma 4 imply:
which proves part(c). To prove it for m ≥ 3, assume the contrary, i.e. there exists a minimal positive integer 2 ≤ r ≤ m such that r of the m indecomposable codewords are linearly dependent.
Thus, there exist positive integers i 1 , . . . , i r , where 1 ≤ i 1 < · · · < i r ≤ m, such that
According to Lemma 11(b), the above equation reduces to r j=1 X ij = {0}, which is a contradiction as each of X i1 , . . . , X ir is nontrivial and the result follows.
Lattice Structure of Linear Codes in Projective Spaces
The maximum possible size of a linear code closed under intersection in P q (n) was proved to be 2 n in [18] . We record the formal statement below.
Theorem 13. ( [18] , Proposition 17) If U is a linear code in P q (n) that is closed under intersection then |U|≤ 2 n .
The proof of the above theorem relies on the notion of indecomposable codewords, which were introduced in [18] . We record the formal definition here along with a few important properties of indecomposable codewords that were proved in [18] . The first two proofs are omitted. 
Thus, the collection of indecomposable codewords in a linear code closed under intersection is pairwise disjoint. The following result is then a direct consequence of Lemma 11(b) . Lemma 16. ([18] , Lemma 11(b) ) Let Y 1 , Y 2 , . . . , Y m , m ≥ 2, be distinct indecomposable codewords of a linear subspace code U that is closed under intersection. Then,
It was established in [18] that any codeword of a linear code closed under intersection can be decomposed into a ⊞-sum of its indecomposable codewords. Also, such a decomposition is unique. We now use the notion of indecomposable codewords to bring out an important property of the sublattice of the projective lattice formed by a linear subspace code closed under intersection, namely, that the sublattice is geometric distributive. Proof. Let U be a linear code in P q (n) closed under intersection. Since the projective lattice (P q (n), +, ∩) is geometric, so is any sublattice of it. By Corollary 9, U is a sublattice of P q (n), thus it suffices to show that U is distributive. In particular, we need
in U. Proposition 17 then allows us to write: 
Theorem 8 and Lemma 16 then together imply that,
We must have X 1 ∩ (X 2 + X 3 ), (X 1 ∩ X 2 ) + (X 1 ∩ X 3 ) ∈ U by Theorem 8.
According to (18) and (19) we then compute the following:
For subsets I 1 , I 2 , I 3 ⊆ [m] we have, by distributivity of set intersection over set union,
which along with (20) and (21) prove that
Hence U is distributive.
Remark 4. In the preceding proof, U is a geometric sublattice of the projective lattice.
By definition, any nontrivial codeword Z ∈ U is a join of atoms. We can deduce that the atoms in U are precisely the set of its indecomposable codewords: That an indecomposable codeword in U is an atom follows directly from Lemma 14. To prove the converse, we express an atom X ∈ U in the following way using Proposition 17 and Lemma 16: This together with Proposition 17 imply that the indecomposable codewords are a basis for the vector space over F 2 formed by the linear code.
As an application of the lattice-theoretic characterization of the linear subspace codes closed under intersection, we now give an alternative proof of the upper bound on size of such class of codes. First we need to state a result that follows directly from the fundamental theorem of finite distributive lattices by Birkhoff [17] .
Theorem 19. ( [17] , Ch. IX , Sec. 4, Ex. 1) A distributive lattice of height n contains at most 2 n elements.
Proof. (Proof of Theorem 13) The height of the projective lattice P q (n) is n. Thus U, a distributive sublattice of P q (n), is of height at most n, whence |U|≤ 2 n follows using Theorem 19.
Remark 6. The number of indecomposable codewords that a linear code closed under intersection in P q (n) admits can be at most n. However, there are examples of linear codes in P q (n) that are not closed under intersection, in which the number of indecomposable codewords is as high as (2 n − 1) (E.g. [7] , Example 1).
Conclusion
We have studied similarities in the structure of binary linear block codes and linear codes in a projective space; and explored lattice structure in linear subspace codes. Our findings indicate that the only class of linear codes in P q (n) that are sublattices of the projective lattice (P q (n), +, ∩) are those closed under intersection. Such linear codes were shown to have maximum size of at most 2 
