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A Shrinking Target Problem with Target at
Infinity in Rank One Homogeneous Spaces
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Abstract
In this paper, we give a definition of Diophantine points of type
γ for γ ≥ 0 in a homogeneous space G/Γ and compute the Hausdorff
dimension of the subset of points which are not Diophantine of type
γ when G is a semisimple Lie group of real rank one. We also de-
duce a Jarnik-Besicovitch Theorem on Diophantine approximation in
Heisenberg groups.
1 Introduction and main results
1.1 Introduction
The classical Jarn´ık-Besicovitch theorem [2, 16] in Diophantine approxima-
tion theory says that for any γ ≥ 1
dimH
{
x ∈ R : ∃C > 0 such that
∣∣∣x− m
n
∣∣∣ ≥ C
nγ+1
(
∀
m
n
∈ Q
)}c
=
2
1 + γ
where dimH denotes the Hausdorff dimension with respect to the Euclidean
distance and Sc the complement of a subset S in a space. Using the same
method as in Dani’s correspondence [5], one could reformulate this theorem
as follows [18]. Let X2 = SL(2,R)/ SL(2,Z). Then for any γ ≥ 1
dimH
{
p ∈ X2 : ∃C > 0 such that δ(atp) ≥ Ce
− γ−1
γ+1
t(∀t > 0)
}c
= 2 +
2
1 + γ
.
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Here dimH denotes the Hausdorff dimension with respect to a metric on X2
induced by a norm on the Lie algebra of SL(2,R), δ(·) is the function defined
on the space of unimodular lattices Λ ⊂ R2 by
δ(Λ) = inf
v∈Λ\{0}
‖v‖
and at = diag(e
t, e−t) is the diagonal group in SL(2,R). Note that δ(atp)
measures the excursion rate of an orbit {atp} in SL(2,R)/ SL(2,Z).
This Jarn´ık-Besicovitch theorem has been generalized in various cases.
For instance, Melia´n and Pestana [22] obtain a formula for Hausdorff dimen-
sions of subsets of points with different geodesic excursion rates in a finite-
volume hyperbolic manifold. As a consequence, their result implies a Jarn´ık-
Besicovitch Theorem on Diophantine approximation in some quadratic num-
ber fields. Also the work by Dodson [7] describes Hausdorff dimensions of
subsets of non-Diophantine matrices with different orders, which could be
rephrased for points in the homogeneous space SL(m+ n,R)/ SL(m + n,Z)
with different excursion rates under some semisimple flow [18].
Note that the examples above are related to a shrinking target problem
proposed by Hill and Velani [14]. Specifically, let f : X → X be a continuous
transformation on a metric space X . Consider the subset
{x ∈ X : fn(x) ∈ B(x0, r(n)) for infinitely many n}
where x0 ∈ X , r : N → R is a decreasing function and B(x0, r(n)) denotes
the ball of radius r(n) around x0. This subset collects the points whose
orbits under f hit a shrinking target infinitely many times. One could then
ask what is the Hausdorff dimension of this subset, or generally what is
the size of this subset. The example of the geodesic flow at = diag(e
t, e−t)
on SL(2,R)/ SL(2,Z) mentioned in the beginning fits an analogue of this
problem quite well (and similarly for [7, 22])), where the target x0 is the
cusp ∞ of SL(2,R)/ SL(2,Z), and the subset{
p ∈ SL(2,R)/ SL(2,Z) : ∃C > 0 such that δ(atp) ≥ Ce
− γ−1
γ+1
t(∀t > 0)
}c
collects the points whose orbits under the geodesic flow approach the cusp
infinitely often with certain rate.
The shrinking target problem is studied by Hill and Velani for the ex-
panding rational maps of the Riemann sphere on Julia sets [14, 15]. The
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approach in [14, 15] is later developed by Urban´ski [27] for conformal iter-
ated function systems and Reeve [24] for the expanding Markov maps on
intervals. For geodesic flows on compact manifolds with negative curvature,
one could refer to [10] by Hersonsky and Paulin.
In this paper, we consider the shrinking target problem with target at∞
in the homogeneous space G/Γ where G is a semisimple Lie group of real
rank one and Γ is a non-uniform lattice in G. Let {at} denote a semisimple
flow (i.e., every element in the one-parameter subgroup {at} is Ad-semisimple
in G) on G/Γ. According to the viewpoint of [14], we would consider the
dynamical system
at : G/Γ→ G/Γ
and study the subset of points whose trajectories under this flow enter into
cusps infinitely often with certain rate. Eventually, we will derive an explicit
formula for the Hausdorff dimension of such a subset, which generalizes [22].
We will then deduce a Jarn´ık-Besicovitch theorem on Diophantine approxi-
mation in Heisenberg groups.
We remark that this question in the context of geodesic flows on negatively
curved manifolds with cusps is discussed by Hersonsky and Paulin [11, 12, 13],
where they establish a Khintchine-Sullivan type theorem showing a necessary
and sufficient condition for a subset of Diophantine points having full or null
measure [13]. In this note, we discuss a further question about Hausdorff
dimensions of null Diophantine subsets.
Our proof is mainly based on the classical method of constructing Cantor-
type subsets (cf.[15, 17]). We reduce our problem to computing the Hausdorff
dimension of a limsup subset of open boxes via the structure theory of Lie
groups. It turns out that in some case, these open boxes are not cubes,
but rather rectangles with different side lengths due to the distinct positive
roots (or different expanding rates) of the semisimple flow {at} on G/Γ. This
non-conformal phenomenon is quite different from [14, 15, 22, 24, 27], and
if one uses formulas for Hausdorff dimensions of limsup subsets of balls (for
example [1, 8]), it seems difficult to obtain a sharp lower bound. Instead, we
divide these boxes further into cubes. Based on these new cubes, we would be
able to construct a Cantor-type subset, and by a result of McMullen [21] and
Urban´ski [26], one could obtain the desired lower bound. The calculation for
the lower bound also relies on a counting problem regarding the distribution
of certain resonant set consisting of rational points, which is related to the
mixing property of the semisimple flow {at}. The calculation for the upper
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bound is somewhat similar but easier.
1.2 Main results
For any p ∈ G/Γ, we denote by Stab(p) the stabilizer of p in G. If p = gΓ,
then Stab(p) = gΓg−1 is a lattice conjugate to Γ. Fix a norm ‖ · ‖g on the Lie
algebra g of G, and denote by dG(·, ·) and dG/Γ(·, ·) the induced distances on
G and G/Γ respectively. In G/Γ, we will always discuss Hausdorff dimension
with respect to dG/Γ(·, ·).
The Cartan decomposition of G with respect to a Cartan involution θ is
written by
g = k⊕ p
where k and p are the 1-eigenspace and (−1)-eigenspace of θ respectively. Let
a be the Lie algebra of the one parameter subgroup {at}. Since G is of rank
one, we may assume that a ⊂ p is a maximal abelian subalgebra of p. Let
K be the maximal compact subgroup with the Lie algebra k. We write the
root space decompostion of g with respect to the adjoint action of {at} as
g = g−2α ⊕ g−α ⊕ g0 ⊕ gα ⊕ g2α.
Here α is a simple root and we think of it as a positive number via the
identification
a∗ ∼= R.
In other words, we fix a parametrization of the one-parameter subgroup {at},
and let α > 0 such that
Ad at(v) = e
αtv (∀v ∈ gα), Ad at(v) = e
2αtv (∀v ∈ g2α)
Ad at(v) = e
−αtv (∀v ∈ g−α), Ad at(v) = e
−2αtv (∀v ∈ g−2α).
Note that the root spaces g−2α and g2α may be empty.
Definition 1.1. For any p ∈ G/Γ, we define the injectivity radius at p by
η(p) = inf
v∈Stab(p)\{e}
dG(v, e).
Remark 1.1. It is well known that a sequence of points {pn} ∈ G/Γ diverges
if and only if η(pn)→ 0 [23].
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Definition 1.2. A point p ∈ G/Γ is Diophantine of type γ (with respect to
{at}) if there exists a constant C > 0 such that
η(atp) ≥ Ce
−γt for all t > 0.
We denote by Sγ the subset of Diophantine points of type γ, and by S
c
γ the
complement of Sγ in G/Γ.
Remark 1.2. Here η(atp) measures the excursion rate of the orbit {atp} in
G/Γ. By [6] and [17], the subset S0 has full Hausdorff dimension.
Now we can state the main theorem in this paper.
Theorem 1.1 (Main theorem). Let G be a linear semisimple Lie group of
real rank one and Γ a non-uniform lattice in G. Let U be an open subset in
G/Γ. If g2α = 0, then the Hausdorff dimension of S
c
γ ∩ U (0 ≤ γ < α) is
equal to
dim g−α + dim g0 +
α− γ
α
dim gα.
If g2α 6= 0, then the Hausdorff dimension of S
c
γ ∩ U (0 ≤ γ < 2α) is
dim g−2α + dim g−α + dim g0 +
4α− γ
4α
dim gα +
2α− γ
2α
dim g2α.
Remark 1.3. For G = SO(n, 1), we have g2α = 0 and Theorem 1.1 is just a
reformulation of Theorem 1 in [22]. It is also interesting to know what is the
general formula of this question for a semisimple flow on any homogeneous
space.
Let ξ1, . . . , ξk be the inequivalent cusps of G/Γ. We fix sufficiently small
neighborhoods Yi of ξi in G/Γ (1 ≤ i ≤ k) such that these Yi’s are pairwise
disjoint. We denote by χYi the characteristic function of Yi.
Definition 1.3. A point p ∈ G/Γ is Diophantine of type (γ1, . . . , γk) (with
respect to {at}) if there exists a constant C > 0 such that for any i ∈
{1, 2, . . . , k} and any t > 0, we have
η(atp)χYi(atp) ≥ Ce
−γitχYi(atp).
We denote by Sγ1,...,γk the subset of Diophantine points of type (γ1, . . . , γk),
and by Scγ1,...,γk the complement of Sγ1,...,γk in G/Γ.
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Remark 1.4. This definition measures different excursion rates γi of the orbit
{atp} near the cusps ξi (1 ≤ i ≤ k).
The following theorem is a refined version of Theorem 1.1.
Theorem 1.2. Let G, Γ and U be as in Theorem 1.1. If g2α = 0, then the
Hausdorff dimension of Scγ1,...,γk ∩ U (0 ≤ γi < α, 1 ≤ i ≤ k) is equal to
dim g−α + dim g0 +
α−min1≤i≤k γi
α
dim gα.
If g2α 6= 0, then the Hausdorff dimension of S
c
γ1,...,γk
∩ U (0 ≤ γi < 2α, 1 ≤
i ≤ k) is
dim g−2α + dim g−α + dim g0
+
4α−min1≤i≤k γi
4α
dim gα +
2α−min1≤i≤k γi
2α
dim g2α.
Remark 1.5. Theorem 1.2 is a generalized version of Theorem 7.1 in [28].
We also deduce a Jarn´ık-Besicovitch theorem on Diophantine approxima-
tion in Heisenberg groups, which follows from a reduced form of Theorem
1.1 (see Theorem 3.1 below). We will work in the setting of [12, 20].
The real Heisenberg group H2n−1(R) is the subset in C
n
H2n−1(R) := {(ζ, v) ∈ C
n−1 × C : 2ℜ(v) = |ζ |2}
with the group multiplication given by
(ζ, v)(ζ ′, v′) =
(
ζ + ζ ′, v + v′ + ζ · ζ ′
)
.
We write dH2n−1(R) for the left-invariant distance onH2n−1(R). The subgroups
of Q-points and integer points in H2n−1(R) are defined respectively as
H2n−1(Q) = H2n−1(R) ∩Q[i]
n, H2n−1(Z) = H2n−1(R) ∩ Z[i]
n.
Define | · | : H2n−1(R)→ R by
|(ζ, v)| = |v|
1
2
and the Cygan distance on H2n−1(R) is then given by
dCyg((ζ, v), (ζ
′v′)) = |(ζ, v)−1(ζ ′, v′)|.
6
Note that this distance is invariant under the left multilplication ofH2n−1(R).
One can write any rational point r ∈ H2n−1(Q) as
r = p/q,
where p ∈ H2n−1(Z) and q ∈ Z[i]. The height h(r) of r ∈ H2n−1(Q) is then
defined to be the minimal norm of q among all the possible choices of r = p/q.
Definition 1.4. A point λ ∈ H2n−1(R) is Diophantine of type γ if there
exists a constant C > 0 such that
dCyg(λ, r) ≥
C
(h(r))γ
for any r ∈ H2n−1(Q). We will denote by Lγ the subset of all Diophantine
points of type γ in H2n−1(R) and by L
c
γ the complement of Lγ in H2n−1(R).
Remark 1.6. By Theorem 3.4 in [12], we have dimH L
c
γ = 2n− 1 (γ ≤ 1).
Theorem 1.3. The Hausdorff dimension of Lcγ (γ ≥ 1) with respect to the
left-invariant distance dH2n−1(R) is equal to
γ+1
γ
n− 1.
Remark 1.7. Hersonsky and Paulin [12, 13] give a Khintchine-Sullivan type
theorem on Diophantine Approximation in Heisenberg groups with respect to
the Cygan distance dCyg and its induced Cygan measure µCyg. Here Theorem
1.3 can be thought of as a Jarn´ık-Besicovitch theorem in this setting, but with
respect to the distance dH2n−1(R).
The paper is organized as follows. In section 2, we list some notations
and prerequisites in this paper, and then in section 3, we reduce Theorem
1.1 to Theorem 3.1. In section 4, some auxiliary results in Lie groups are
proved, which are important for our analysis in later sections. In section 5,
we give a definition of rational points in G/Γ and define the denominator
of a rational point. With the help of the mixing property of {at}, we will
be able to count the rational points with the denominators lying in a range
of large scale. This counting result will be used to calculate the Hausdorff
dimension of a Cantor type subset. In section 6, we study the meaning of
a point in G/Γ being Diophantine, and show that a Diphantine point could
be approximated by rational points, which is similar to the Diophantine ap-
proximation in R. The proofs of Theorem 3.1, Theorem 1.2 and Theorem
7
1.3 will be given in section 7, 8 and 9.
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2 Notations and prerequisites
We say that B1 ≪ B2 if there exists a constant C > 0 such that B1 ≤ CB2.
If B1 ≪ B2 and B2 ≪ B1, then we write B1 ∼ B2. The implicit constants
will be specified in the contexts.
Let exp be the exponential map from g to G. For any Lie subgroup
H ⊆ G, denote by Lie(H) the Lie algebra of H and µH the Haar measure on
H .
We write Ad for the adjoint representation of G on g. For convenience,
we will also use Ad for the conjugation of an element g on G
Ad(g)x = gxg−1, x ∈ G.
In other words, the meaning of Ad(g)x will depend on x: if x ∈ g, then we
treat Ad as the adjoint action of G on g; if x ∈ G, then we think of Ad as
the conjugation. As usual, ad will denote the adjoint representation of the
Lie algebra g on g.
Let
n+ = gα ⊕ g2α, n− = g−α ⊕ g−2α
and let N+, N− be the corresponding unipotent subgroups. The exponential
map restricted on n−
exp : n− → N−
is a diffeomorphism, and for convenience, we will denote its inverse by
log : N− → n−.
Write A = {at} and
As1,s2 = {at ∈ A : s1 ≤ t ≤ s2}.
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We fix a basis {f1, f2. . . . } in the vector space gα and write
Bgα(r) =
{∑
i
xifi ∈ gα : |xi| < r
}
for the open cube around 0 of side length 2r in gα. Similarly we could define
the open cube Bg2α(r) centered at 0 of side length 2r in g2α.
If g2α = 0, then n+ = gα and n− = g−α. We will denote by
BN+(r) = exp(Bgα(r))
the open cube centered at e with side length 2r in N+. If g2α 6= 0, then
n+ = gα ⊕ g2α and denote by
BN+(r1, r2) = exp(Bgα(r1) +Bg2α(r2))
for the open box centered at e with side length 2r1 in gα-direction and 2r2 in
g2α-direction. A subset in N+ is called an open box if it is a right translate of
BN+(r) for some r > 0 (g2α = 0), or BN+(r1, r2) for some r1, r2 > 0 (g2α 6= 0).
The Bruhat decomposition in the real rank one case has the following
simple form
G = MAN− ∪MAN−ωMAN−
where M is the centralizer of a in K, ω is a representative of the non-trivial
element in the Weyl group and N− = exp(n−).
We will need the following theorem about estimating Hausdorff dimen-
sions. Let X be a Riemannian manifold, m a volume form and E a compact
subset of X . Let diam(S) denote the diameter of a set S. A countable col-
lection A of compact subsets of E is said to be tree-like if A is the union of
finite subcollections Aj such that
1. A0 = {E}.
2. For any j and S1, S2 ∈ Aj, either S1 = S2 or S1 ∩ S2 = ∅.
3. For any j and S1 ∈ Aj+1, there exists S2 ∈ Aj such that S1 ⊂ S2.
4. dj(A) := supS∈Aj diam(S)→ 0 as j →∞.
We write Aj =
⋃
A∈Aj
A and define A∞ =
⋂
j∈NAj. Moreover, we define
∆j(A) = inf
S∈Aj
m(Aj+1 ∩ S)
m(S)
.
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Theorem 2.1 ([21, 26]). Let (X,m) be a Riemannian manifold where m is
the volume form on X. Then for any tree-like collection A of subsets of E
dimH(A∞) ≥ dimX − lim sup
j→∞
∑j
i=0 log(∆i(A))
log(dj+1(A))
.
The following theorem describes the fundamental domain of a non-uniform
lattice in G. We write the Siegel set
Ω(s, V ) = KAs,∞V
for some s ∈ R and some compact subset V ⊂ N−.
Theorem 2.2 ([9]). There exist s0 > 0, a compact subset V0 of N and a
finite subset Σ of G such that the following assertions hold:
1. G = Ω(s0, V0)ΣΓ.
2. For all σ ∈ Σ, Γ ∩ σ−1N−σ is a cocompact lattice in σ
−1N−σ.
3. For all compact subsets V of N− the set
{γ ∈ Γ|Ω(s0, V )Σγ ∩ Ω(s0, V ) 6= ∅}
is finite.
4. Given a compact subset V of N− containing V0, there exists s1 ∈ (0, s0)
such that whenever σ, τ ∈ Σ are such that Ω(s0, V )σγ ∩ Ω(s1, V )τ is
non-empty for some γ then σ = τ and σγσ−1 ∈ (K ∩ Z) ·N− ⊂ P .
Here Z is the centralizer of A = {at} and P = ZN−.
Remark 2.1. The subset Σ corresponds to the cusp set {ξ1, . . . , ξk} in Defi-
nition 1.3.
3 Reductions
By the property of Hausdorff dimension, we may assume that U = WxΓ is a
sufficiently small neighborhood of a point xΓ ∈ G/Γ in Theorem 1.1, where
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x ∈ G and W is a sufficiently small neighborhood of e in G. Furthermore,
for any element g in W , we can write
g = n−amn+
for some n− ∈ N−, a ∈ A, m ∈ M and n+ ∈ N+. By definition, gxΓ ∈ Sγ if
and only if n+xΓ ∈ Sγ. Hence to prove Theorem 1.1, it is enough to prove
that for any small open ball U0 at e in N+ we have
dimH(S
c
γ ∩ U0(xΓ)) =
{
α−γ
α
dim gα if g2α = 0
4α−γ
4α
dim gα +
2α−γ
2α
dim g2α if g2α 6= 0
.
Replacing the lattice Γ by xΓx−1, we can assume without loss of generality
that xΓ = eΓ, and then it suffices to prove the following
Theorem 3.1. Let U0 be a small open ball at e in N+. Then we have
dimH(S
c
γ ∩ U0(eΓ)) =
{
α−γ
α
dim gα if g2α = 0
4α−γ
4α
dim gα +
2α−γ
2α
dim g2α if g2α 6= 0
where 0 ≤ γ < α if g2α = 0 and 0 ≤ γ < 2α if g2α 6= 0.
Note that for any γ > 0 we have
Scγ ∩ U0(eΓ) ⊂ S
c
0 ∩ U0(eΓ) ⊂ U0(eΓ),
and hence
dimH(S
c
γ ∩ U0(eΓ)) ≤ dimH(S
c
0 ∩ U0(eΓ)) ≤ dimH N+.
Because of this, it is enough to consider γ > 0. So we would assume γ > 0
unless otherwise specified.
In the rest of the paper, we will fix the open ball U0 ⊂ N+ in Theorem 3.1,
and study Diophantine points in the space U0(eΓ) instead of G/Γ. Since U0
is isomorphic to U0(eΓ), we can still write µN+ for the N+-invariant measure
on U0(eΓ), i.e.
µN+(B(eΓ)) = µN+(B)
for any Borel subset B ⊂ U0 ⊂ N+, and we will use the notations in U0 and
U0(eΓ) interchangeably.
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4 Some auxiliary results in Lie groups
In this section, we will prove some Lie group results which will be used in
the following sections.
Lemma 4.1. Let g ∈ G such that Ad g(N−)∩N− 6= {e}. Then g ∈MAN−.
Proof. Suppose that g /∈MAN−. By the Bruhat decomposition,
g ∈MAN−ωMAN−.
Let g = g1ωg2 for some g1, g2 ∈ MAN−. Since MAN− is contained in the
normalizer of N−, one could compute
Ad g(N−) ∩N− =Ad g1(Ad(ωg2)N− ∩N−)
=Ad g1(Adω(N−) ∩N−)
=Ad g1(N+ ∩N−) = {e},
which contradicts the assumption that Ad g(N−) ∩N− 6= {e}.
Lemma 4.2. For any u ∈ n− \ {0} and v ∈ n+ \ {0} we have
‖[u, v]‖g ∼ ‖u‖g‖v‖g.
If u ∈ g−α and v ∈ gα, then
‖[v, [v, u]]‖g ∼ ‖v‖
2
g‖u‖g.
Here the implicit constants depend only on G.
Proof. For the first claim, it suffices to prove that for any u ∈ n− \ {0} and
v ∈ n+ \ {0}
[u, v] 6= 0.
Suppose on the contrary that [u, v] = 0 for some u ∈ n−\{0} and v ∈ n+\{0}.
Then Ad(exp(v))u = u and
Ad(exp(v))N− ∩N− 6= {e},
which contradicts Lemma 4.1.
For the second claim, it is enough to show that for u ∈ g−α \ {0} and
v ∈ gα \ {0}
[v, [v, u]] 6= 0.
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By Lemma 7.73 (b) in [19], we know that ad(v)2 : g−α → gα is surjective,
and hence bijective. So
[v, [v, u]] = ad(v)2(u) 6= 0.
This completes the proof of the lemma.
Lemma 4.3. Let u ∈ G be a unipotent element. Then there exists a unique
element n in N+ ∪ {w} such that
Adn(u) ∈ N−.
Moreover, if u /∈ N+, then this n ∈ N+.
Proof. We know that there is an element g ∈ G such that
Ad g(u) ∈ N−.
By the Bruhat decomposition, g is either man¯ω or man¯n for some m ∈
M, a ∈ A, n ∈ N+ and n¯ ∈ N−. Since man¯ normalizes N−, we have either
Adω(u) ∈ N− or Adn(u) ∈ N−.
This proves the existence.
Suppose that there are two elements n1, n2 ∈ N+ ∪ {w} such that
Adni(u) ∈ N−, i = 1, 2.
Then
Ad(n2n
−1
1 )N− ∩N− 6= {e}.
By Lemma 4.1, this implies that n2n
−1
1 ∈ MAN−. Hence by the Bruhat
decomposition, n2n
−1
1 = e and n1 = n2. This proves the uniqueness.
The second part of the lemma follows immediately from the first.
Lemma 4.4. Suppose that g−2α 6= 0. Let g, u ∈ G such that
Ad g(u) ∈ exp(g−2α).
Then there exists an element n in N+ ∪ {w} such that
Adn(u) ∈ exp(g−2α).
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Proof. The proof is similar to Lemma 4.3. By the Bruhat decomposition, g
is either man¯ω or man¯n for some m ∈ M, a ∈ A, n ∈ N+ and n¯ ∈ N−. Since
man¯ normalizes exp(g−2α), we conclude that either
Adω(u) ∈ exp(g−2α) or Adn(u) ∈ exp(g2α)
for some n ∈ N+.
Lemma 4.5. Let Σ be as in Theorem 2.2. Suppose that g−2α 6= 0. Then for
any σ ∈ Σ, σΓσ−1 ∩ exp(g−2α) is a lattice in exp(g−2α).
Proof. Let u ∈ g−α \ {0}. By Lemma 7.73 (a) in [19], we know that the map
ad(u) : g−α → g−2α
is surjective. Hence we have
[g−α, g−α] = g−2α.
This implies that
[N−, N−] = exp(g−2α).
On the other hand, since σΓσ−1 ∩ N− is a lattice in N−, by Corollary 1 of
Theorem 2.3 in [23], we know that σΓσ−1 ∩ [N−, N−] is a lattice in [N−, N−].
This completes the proof of the lemma.
Lemma 4.6. Suppose g−2α 6= 0. Let Σ be as in Theorem 2.2. Then there
exists C > 0 depending only on G and Γ such that for any σ ∈ Σ and any
n ∈ (σΓσ−1 ∩N−) \ exp(g−2α) we have
‖n1‖g ≥ C
where n = exp(n1 + n2) for n1 ∈ g−α and n2 ∈ g−2α.
Proof. Let ̟ denote the natural group homomorphism
̟ : N− → N−/ exp(g−2α).
Note that exp(g−2α) is the center of N−.
By Lemma 4.5, σΓσ−1 ∩ exp(g−2α) is a lattice in exp(g−2α). Hence by
[23], (σΓσ−1∩N−) exp(g−2α) is closed in N−, and ̟(σΓσ
−1∩N−) is a lattice
in N−/ exp(g−2α).
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Note that N−/ exp(g−2α) could be identified with the vector space g−α,
and the map ̟ could be defined as
̟(n) = n1
for any n = exp(n1+n2) with n1 ∈ g−α and n2 ∈ g−2α. (One could check that
this definition of ̟ preserves the group law by Hausdorff-Campbell formula.)
Since ̟(σΓσ−1 ∩N−) is a lattice in N−/ exp(g−2α) ∼= g−α, we conclude that
there exits C > 0 such that for any n ∈ (σΓσ−1 ∩N−) \ exp(g−α)
‖n1‖g = ‖̟(n)‖g ≥ C.
This completes the proof of the lemma.
5 Counting rational points
In this section, we define rational points in G/Γ and their denominators.
Then we will obtain some information about the distribution of these rational
points (Propositions 5.2, 5.3 and 5.4), which will be crucial in section 7.
Definition 5.1. A point p ∈ G/Γ is called rational if Stab(p) ∩N− 6= {e}.
By defintion, if p is rational, then η(atp) → 0 as t → ∞. By Corollary
6.2 in [5], we immediately get the following
Proposition 5.1 (Corollary 6.2 [5]). p ∈ G/Γ is rational if and only if
p ∈
⋃
σ∈ΣMAN−σΓ. Here Σ is as in Theorem 2.2.
Definition 5.2. A point p is called σ-rational for some σ ∈ Σ if p ∈
MAN−σΓ.
Lemma 5.1. Let p ∈ G/Γ be σ-rational and suppose that p = m1a1n1σΓ =
m2a2n2σΓ. Then a1 = a2.
Proof. Since m1a1n1σΓ = m2a2n2σΓ, the two lattices of N− below
(m1a1n1σΓσ
−1n−11 a
−1
1 m
−1
1 ) ∩N− = Ad(m1a1n1)(σΓσ
−1 ∩N−)
(m2a2n2σΓσ
−1n−12 a
−1
2 m
−1
2 ) ∩N− = Ad(m2a2n2)(σΓσ
−1 ∩N−)
coincide and hence they have the same co-volume in N−. This implies a1 =
a2.
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Definition 5.3. We define the σ-denominator of a σ-rational point p ∈ G/Γ
by
dσ(p) = e
−αt0
where we write p = mat0nσΓ for some t0 ∈ R.
Remark 5.1. Note that by Lemma 5.1, this notion is well-defined.
Definition 5.4. For any U ⊂ N+, we will denote by Sσ(U(eΓ), l1, l2) the
subset of σ-rational points in U(eΓ) whose σ-denominators are between l1
and l2.
It is known that the action of {at} on G/Γ is mixing: for any f, g ∈
L2(G/Γ)∫
G/Γ
f(atx)g(x)muG/Γ(x)→
∫
G/Γ
f(x)dµG/Γ(x)
∫
G/Γ
g(x)dµG/Γ(x)
as t→∞, where µG/Γ is the G-invariant probability measure on G/Γ. From
this mixing property of {at}, one could deduce ([17], Proposition 2.2.1) that
for any bounded open subset U ⊂ N+, x ∈ G/Γ and any compactly supported
continuous function f on G/Γ
1
µN+(U)
∫
U
f(atnx)dµN+(n)→
∫
G/Γ
f(x)dµG/Γ(x).
Now for any bounded open subset W ⊂ G/Γ with µG/Γ(W \W ) = 0 , by ap-
proximating the characteristic function χW of W with compactly supported
continuous functions, we have
1
µN+(U)
∫
U
χW (atnx)dµN+(n)→
∫
G/Γ
χW (x)dµG/Γ(x). (1)
In the following, we will use this formula in the proof of Proposition 5.2 and
Proposition 5.3.
Proposition 5.2. Suppose that g2α = 0. Then for any open box U ⊂ U0 ⊂
N+, the subset Sσ(U(eΓ), C/2, C) is finite and
|Sσ(U(eΓ), C/2, C)| ∼ µN+(U)C
dim gα
for any sufficiently large C > 0. Here the implicit constant depends only on
G/Γ.
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Proof. Since g2α = 0, we have n+ = gα and n− = g−α. Recall that BN+(r)
denotes the open box centered at e with side length r in N+.
Let n+Γ ∈ N+Γ be a σ-rational point, and let m ∈ M, at0 ∈ A and
n ∈ N− such that
n+Γ = mat0nσΓ.
By Theorem 2.2, N− ∩ σΓσ
−1 is a cocompact lattice in N−, so one could
assume n ∈ Ω for some compact subset Ω in N−. By Definition 5.3, the σ-
denominator of n+Γ sitting between C/2 and C is equivalent to the condition
that
C/2 ≤ e−αt0 ≤ C.
This implies that
alnC/αn+Γ ∈MA− ln 2/α,0ΩσΓ.
Now thickening the subset MA− ln 2/α,0ΩσΓ along the N+ direction, we
would like to study the following integral∫
U
χBN+ (δ)MA− ln 2/α,0ΩσΓ(alnC/αnΓ)dµN+(n). (2)
On the one hand, by formula (1), as C → ∞, integral (2) is asymptotically
equal to
µN+(U)
∫
G/Γ
χBN+ (δ)MA− ln 2/α,0ΩσΓ(x)dµG/Γ(x) ∼ µN+(U)δ
dim gα. (3)
On the other hand, if nqΓ is a σ-rational point in Sσ(U(eΓ), C/2, C), then
any nΓ ∈ BN+(δ/C)nqΓ satisfies
alnC/αnΓ ∈ BN+(δ)MA− ln 2/α,0ΩσΓ.
So we have ∫
U
χBN+ (δ)MA− ln 2/α,0ΩσΓ(alnC/αnΓ)dµN+(n)
≥Sσ(U(eΓ), C/2, C)µN+(BN+(δ/C)). (4)
Conversely, if a point nΓ ∈ U(eΓ) satisfies
alnC/αnΓ ∈ BN+(δ)MA− ln 2/α,0ΩσΓ,
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then there is a point nqΓ ∈ BN+(δ/C)nΓ ⊂ (BN+(δ/C)U)(eΓ) such that
alnC/αnqΓ ∈MA− ln 2/α,0ΩσΓ
which means that nqΓ is a σ-rational point with its σ-denominator sitting
between C/2 and C. This implies that∫
U
χBN+ (δ)MA− ln 2/α,0ΩσΓ(alnC/αnΓ)dµN+(n)
≤Sσ((BN+(δ/C)U)(eΓ), C/2, C)µN+(BN+(δ/C)). (5)
Since µN+(BN+(δ/C)) ∼ (δ/C)
dim gα , by comparing equations (3), (4) and
(5), we know that for large C
|Sσ(U(eΓ), C/2, C)| ≪ µN+(U)C
dim gα ≪ Sσ((BN+(δ/C)U)(eΓ), C/2, C).
(6)
Note that equation (6) holds for any box U in N+. In particular, one can
pick a smaller box U ′ in U with µN+(U
′) = 1
2
µN+(U), replace U by U
′ in
equation (6) and then obtain
µN+(U
′)Cdim gα ≪ |Sσ((BN+(δ/C)U
′)(eΓ), C/2, C)|.
As µN+(U) = 2µN+(U
′) and BN+(δ/C)U
′ ⊂ U for sufficiently large C, we
have
µN+(U)C
dim gα ≪ |Sσ(U(eΓ), C/2, C)|. (7)
Equations (6) and (7) then yield
|Sσ(U(eΓ), C/2, C)| ∼ µN+(U)C
dim gα .
This completes the proof of the proposition.
Proposition 5.3. Suppose that g2α 6= 0. Then for any open box U ⊂ U0 ⊂
N+, the subset Sσ(U(eΓ), C/2, C) is finite and
|Sσ(U(eΓ), C/2, C)| ∼ µN+(U)C
dim gα+2dim g2α
for any sufficiently large C > 0. Here the implicit constant depends only on
G/Γ.
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Proof. It is almost identical to Proposition 5.2 but computations involved
here will be more complicated. Recall that BN+(r1, r2) denotes the open box
centered at e with side length r1 in gα-direction and r2 in g2α-direction.
We follow the arguments in Proposition 5.2. By thickening the subset
MA− ln 2/α,0ΩσΓ along the N+ direction, we study the following integral∫
U
χBN+ (δ,δ)MA− ln 2/α,0ΩσΓ(alnC/αnΓ)dµN+(n). (8)
On the one hand, by formula (1), integral (8) is asymptotically equal to
µN+(U)
∫
G/Γ
χBN+ (δ,δ)MA− ln 2/α,0ΩσΓ(x)dµG/Γ(x) ∼ µN+(U)δ
dim gα+dim g2α . (9)
On the other hand, if nqΓ is a σ-rational point in Sσ(U(eΓ), C/2, C), then
any nΓ ∈ BN+(δ/C, δ/C
2)nqΓ satisfies
alnC/αnΓ ∈ BN+(δ, δ)MA− ln 2/α,0ΩσΓ.
So this yields ∫
U
χBN+ (δ,δ)MA− ln 2/α,0ΩσΓ(alnC/αnΓ)dµN+(n)
≥Sσ(U(eΓ), C/2, C)µN+(BN+(δ/C, δ/C
2)). (10)
Conversely, if a point nΓ ∈ U(eΓ) satisfies
alnC/αnΓ ∈ BN+(δ, δ)MA− ln 2/α,0ΩσΓ,
then there is a point nqΓ ∈ BN+(δ/C, δ/C
2)nΓ ⊂ (BN+(δ/C, δ/C
2)U)(eΓ)
such that
alnC/αnqΓ ∈MA− ln 2/α,0ΩσΓ
which means that nqΓ is a σ-rational point with its σ-denominator between
C/2 and C. This implies that∫
U
χBN+ (δ,δ)MA− ln 2/α,0ΩσΓ(alnC/αnΓ)dµN+(n)
≤Sσ((BN+(δ/C, δ/C
2)U)(eΓ), C/2, C)µN+(BN+(δ/C, δ/C
2)). (11)
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Since µN+(BN+(δ/C, δ/C
2)) ∼ (δ/C)dim gα(δ/C2)dim g2α , by comparing equa-
tions (9), (10) and (11), we have
|Sσ(U(eΓ), C/2, C)| ≪ µN+(U)C
dim gα+2dim g2α
≪ Sσ((BN+(δ/C, δ/C
2)U)(eΓ), C/2, C). (12)
The rest part of the proof is similar to Proposition 5.2.
Definition 5.5. We define the denominator of a rational point p by
d(p) = inf
v∈Stab(p)∩exp(g
−β)\{e}
‖ log v‖
α
β
g
where β = α if g2α = 0 and β = 2α if g2α 6= 0.
Remark 5.2. Note that by Lemma 4.5, Stab(p)∩ exp(g−2α) 6= {e} is a lattice
in exp(g−2α) if g2α 6= 0 and so d(p) is well-defined.
Definition 5.6. For any U ⊂ N+, we will denote by S(U(eΓ), l1, l2) the
subset of rational points in U(eΓ) whose denominators are between l1 and l2.
Lemma 5.2. Let p ∈ G/Γ be a rational point. Then
d(p) ∼ dσ(p)
whenever p is a σ-rational point for some σ ∈ Σ. Here the implicit constant
depends only on G and Γ.
Proof. Let p = mat0nσΓ for some σ ∈ Σ. Suppose that g2α = 0. Then
Stab(p) ∩ exp(g−α) =Ad(mat0n)(σΓσ
−1) ∩ exp(g−α)
=Ad(mat0n)(σΓσ
−1 ∩ exp(g−α)).
Since m,n, σ are all in compact subsets in G, this implies
d(p) ∼ e−αt0 = dσ(p).
The proof in the case g2α 6= 0 is similar.
Proposition 5.4. Let U ⊂ U0 ⊂ N+ be an open box in N+. For any suffi-
ciently large C > 0, the subset S(U(eΓ), C/2, C) is finite and
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1. if g2α = 0, then
|S(U(eΓ), C/2, C)| ∼ µN+(U)C
dim gα .
2. if g2α 6= 0, then
|S(U(eΓ), C/2, C)| ∼ µN+(U)C
dim gα+2dim g2α .
Here the implicit constants depend only on G and Γ.
Proof. This follows immediately from Proposition 5.1, Proposition 5.2, Propo-
sition 5.3 and Lemma 5.2.
6 Diophantine points
In this section, we study Diophantine points in G/Γ. We will prove that
the Diophantine points could be approximated by rational points (Proposi-
tions 6.3, 6.4, 6.6, 6.7), which is similar to Diophantine approximation in R.
These propositions will be used to construct tree-like subsets in the proof of
Theorem 3.1.
6.1 Preliminaries
Before we dive into the main discussions, we make some preparations in this
subsection. Our goal is Proposition 6.1.
First we recall some basic properties in Lie groups and Lie algebras. Let
B0 be a small open ball of radius ρ0 < 1 around 0 in g and B(ρ0) := exp(B0)
such that
1. exp : B0 → B(ρ0) is a diffeomorphism.
2. B(ρ0) is a Zassenhaus neighborhood of e in G. (A Zaussenhaus neigh-
borhood for a Lie group F is defined as a neighborhood of e ∈ G such
that for any discrete group ∆ ⊂ G, there exists a connected nilpotent
subgroup F ⊂ G such that ∆ ∩ B(ρ0) ⊂ F . Note that any Lie group
G admits a Zaussenhaus neighborhood by [23], Theorem 8.16.)
3. B(ρ0) also satisfies Corollary 11.18 in [23].
21
There is a constant κ > 1 depending only on G such that
1. for any v ∈ B(ρ0), one has
1
κ
dG(exp(v), e) ≤ ‖v‖g ≤ κdG(exp(v), e).
2. if v = v− + v0 + v+ ∈ g where v− ∈ n−, v0 ∈ g0 and v+ ∈ n+, then
‖v−‖g, ‖v0‖g, ‖v+‖g ≤ κ‖v‖g.
In the following, we will fix such ρ0 and κ. We denote by R+ the set of
positive numbers.
Lemma 6.1. Let p ∈ G/Γ be a non-rational point. If p is not Diophantine
of type γ, then there are sequences {sn} and {tn} in R+ with sn, tn → ∞
such that
1. for any n > 0, sn < tn < sn+1 < tn+1;
2. one has
η(asnp)e
γsn →∞ as n→∞, η(atnp)e
γtn = ρ0,
and
η(atp)e
γt > ρ0, ∀t ∈ (sn, tn).
Proof. By Proposition 5.1, we know that {atp} is not a divergent orbit as
t→ ∞. So by Remark 1.1 there exists δ1 > 0 and a sequence sn →∞ such
that
η(asnp) ≥ δ1.
Let δ2 = min{δ1/2, ρ0}. By Definition 1.2, if p is not Diophantine of type γ,
then there exists a sequence ln →∞ such that
η(alnp) ≤
δ2
2
e−γln .
By passing to subsequences, one could make {sn} and {ln} alternating in the
sense that sn < ln < sn+1 < ln+1 for any n ∈ N.
Now for any n > 0, consider the function
f(t) = η(atp)e
γt
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on [sn, ln]. We have f(sn) ≥ δ1e
γsn and
f(sn)→∞ as n→∞,
while f(ln) ≤ δ2/2 < ρ0. By intermediate value theorem, the function f(t)
attains ρ0 somewhere in [sn, ln]. Define
tn = inf{t ∈ [sn, ln] : f(t) = ρ0}.
Then by continuity of f(t), we have f(tn) = ρ0, and for any t ∈ (sn, tn)
f(t) > ρ0.
The sequences {sn} and {tn} then satisfy the desired properties.
Lemma 6.2. Let p ∈ G/Γ, {sn}, {tn} be as in Lemma 6.1. For sufficiently
large n ∈ N, there exists ln ∈ [sn, tn] and vn ∈ Stab(alnp) such that
1. vn is unipotent and
ρ0e
−γln ≤ η(alnp) ≤ dG(vn, e) ≤ 3κ
3ρ0e
−γln ;
2. if vn = exp(vn,−+vn,0+vn,+) where vn,− ∈ n−, vn,0 ∈ g0 and vn,+ ∈ n+,
then
ρ0
3κ3
e−γln ≤ ‖vn,−‖g ≤ κ
2ρ0e
−γln .
Proof. By Lemma 6.1, we know that η(atnp) = ρ0e
−γtn , which means that
there exists wn ∈ Stab(atnp) such that
dG(wn, e) = η(atnp) = ρ0e
−γtn .
It follows from Corollary 11.18 in [23] that wn is unipotent for sufficiently
large tn > 0. Write
wn = exp(wn,− + wn,0 + wn,+)
where wn,− ∈ n−, wn,0 ∈ g0 and wn,+ ∈ n+. Then
‖wn,−‖g, ‖wn,0‖g, ‖wn,+‖g ≤ κ
2dG(wn, e) = κ
2ρ0e
−γtn .
If ‖wn,−‖g ≥ ρ0e
−γtn , then we are done by taking ln := tn and vn := wn.
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Suppose that
‖wn,−‖g < ρ0e
−γtn .
Since Ad(at) (t < 0) expands n−, we can define τn > 0 to be the smallest
positive number such that
‖Ad(a−τn)wn,−‖g = ρ0e
−γtn . (13)
We claim that in this case we can take
ln := tn − τn and vn := Ad(a−τn)wn ∈ Stab(alnp).
Note that vn is unipotent.
First, we prove that ln ∈ [sn, tn] for sufficiently large n. Indeed, by the
definition of τn,
‖Ad(a−τ )wn,−‖g ≤ ρ0e
−γtn
for any τ ∈ (0, τn). Since {Ad at} (t < 0) stablizes g0 and contracts n+, we
also have
‖Ad(a−τ )wn,0‖g = ‖wn,0‖g ≤ κ
2ρ0e
−γtn
‖Ad(a−τ )wn,+‖g ≤ ‖wn,+‖g ≤ κ
2ρ0e
−γtn
for any τ ∈ (0, τn). This implies that for any τ ∈ (0, τn),
dG(Ad(a−τ )wn, e) ≤ 3κ
3ρ0e
−γtn .
Note that Ad(a−τ )wn ∈ Stab(atn−τp). By the definition of the injectivity
radius function η, we have
η(atn−τp) ≤ dG(Ad(a−τ )wn, e) ≤ 3κ
3ρ0e
−γtn (14)
for any τ ∈ (0, τn). This implies that
η(atn−τp)e
γ(tn−τ) ≤ 3κ3ρ0, τ ∈ (0, τn).
By condition 2 in Lemma 6.1, we conclude that
sn ≤ ln = tn − τn ≤ tn
if n is sufficiently large.
Now we prove that
ln := tn − τn and vn := Ad(a−τn)wn ∈ Stab(alnp)
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satisfy conditions 1 and 2. Since ln ∈ [sn, tn], by Lemma 6.1, we have
η(alnp) = η(atn−τnp) > ρ0e
−γln = ρ0e
−γ(tn−τn). (15)
Comparing equations (14) and (15), we have
eγτn ≤ 3κ3. (16)
Condition 1 then follows from equations (14) and (15), while condition 2
follows from equations (13) and (16). This completes the proof of the lemma.
.
Definition 6.1. Let p ∈ G/Γ, γ > 0, t ∈ R+ and v ∈ Stab(atp). We say
that t and v satisfy γ-condition if
1. v is unipotent and
ρ0e
−γt ≤ η(atp) ≤ dG(v, e) ≤ 3κ
3ρ0e
−γt;
2. if v = exp(v− + v0 + v+) where v− ∈ n−, v0 ∈ g0 and v+ ∈ n+, then
ρ0
3κ3
e−γt ≤ ‖v−‖g ≤ κ
2ρ0e
−γt.
Summarizing Lemma 6.1 and Lemma 6.2, we obtain the following propo-
sition.
Proposition 6.1. Let p ∈ G/Γ be a non-rational point. If p is not Dio-
phantine of type γ, then there exist a sequence tn → ∞ and a sequence
vn ∈ Stab(atnp) such that for each n ∈ N, tn and vn satisfy γ-condition.
6.2 Case g2α = 0
We first study the Diophantine points in the case g2α = 0, where the analysis
is easy to follow. This case would provide a guide for the case g2α 6= 0. The
goal of this subsection is to prove Proposition 6.3 and Proposition 6.4.
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Proposition 6.2. Let p ∈ U0(eΓ) ⊂ G/Γ be non-rational, t0 ∈ R+ a suf-
ficiently large number and v0 ∈ Stab(at0p) such that t0 and v0 satisfy γ-
condition. Then there is a rational point q ∈ U0(eΓ) with d(q) ∼ e
(α−γ)t0 (the
implicit constant depends only on G) such that
p ∈ BN+(Cd(q)
− α
α−γ )q
for some constant C > 0 depending only on G and γ .
Proof. By γ-condition, we have v0 /∈ N+. Let v0 = exp(v) for some v ∈ g.
By Lemma 4.3, there is a unique n ∈ N+ such that Adn(v0) ∈ N− and
Adn(v) = z ∈ n−.
Now set n−1 = exp(u) for some u ∈ n+. Then we have
z + [u, z] + [u, [u, z]]/2 = v (17)
z ∈ n− = g−α, [u, z] ∈ g0, [u, [u, z]] ∈ n+ = gα.
By γ-condition,
‖v‖g ∼ dG(v0, e) ∼ e
−γt0
and hence
‖[u, z]‖g ≪ ‖v‖g ∼ e
−γt0 . (18)
By equation (17) and γ-condition, we also have
‖z‖g ∼ e
−γt0 .
By equation (18) and Lemma 4.2, this implies
‖u‖g ≤ C1
for some constant C1 > 0, and hence u and n are bounded.
Now since Adn(v0) ∈ N−, by definition, we know that nat0p is rational
and so is a−t0nat0p. Let
q = (a−t0nat0)p.
By the boundedness of n and γ-condition, we have
η(nat0p) ∼ η(at0p) ∼ dG(v0, e) ∼ e
−γt0 .
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Since Adn(v0) ∈ Stab(nat0p) ∩ exp(g−α) and dG(v0, e) ∼ e
−γt0 , we also have
an estimate for the denominator of nat0p
e−γt0 ∼ η(nat0p)≪ d(nat0p)≪ dG(Adn(v0), e) ∼ e
−γt0 .
Hence the denominator of q = a−t0nat0p is equal to
d(q) = eαt0d(nat0p) ∼ e
αt0η(nat0p) ∼ e
(α−γ)t0 .
Therefore we have
dG(a−t0nat0 , e)≪ e
−αt0 ∼ d(q)−
α
α−γ ,
and
p = (a−t0nat0)
−1q ∈ BN+(Cd(q)
− α
α−γ )q
for some constant C > 0 depending only on G and γ. This completes the
proof of the proposition.
Proposition 6.3. Let p ∈ U0(eΓ) ⊂ G/Γ be a non-rational point. If p is
not Diophantine of type γ, then there exist an constant C > 0 depending
only on G and γ, and a sequence of distinct rational points qn ∈ U0(eΓ) with
d(qn)→∞ such that
p ∈ BN+(Cd(qn)
− α
α−γ )qn.
Proof. By Proposition 6.1, there exist infinitely many tn → ∞ and vn ∈
Stab(atnp) satisfying γ-condition. Therefore, by Proposition 6.2, there exist
infinitely many rational points qn ∈ U0(eΓ) with d(qn) ∼ e
(α−γ)tn such that
p ∈ B(Cd(qn)
− α
α−γ )qn
for some constant C > 0.
Proposition 6.4. Let p ∈ U0(eΓ) and let ǫ > 0 be a sufficiently small
number. If there exist a constant C > 0 and a sequence qn ∈ U0(eΓ) of
distinct rational points with d(qn)→∞ such that
p ∈ BN+(Cd(qn)
− α
α−(γ+ǫ) )qn,
then p is not Diophantine of type γ.
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Proof. Let tn = ln d(qn)
1
α−(γ+ǫ) . Then we have
dG/Γ(atnqn, atnp) ≤ C
and hence
η(atnp) ∼ η(atnqn).
Note that
η(atnqn)≪ d(atnqn) = d(qn)/e
αtn = e−(γ+ǫ)tn .
This implies that
η(atnp) ≤ C
′e−(γ+ǫ)tn
for some constant C ′ > 0 and infinitely many tn → ∞. By definition, p is
not Diophantine of type γ.
6.3 Case g2α 6= 0
Now we consider the case g2α 6= 0. We aim to prove Proposition 6.6 and
Proposition 6.7.
Lemma 6.3. Let Σ, K and V0 be as in Theorem 2.2. Let σ ∈ Σ, k ∈ K,
n0 ∈ V0 and s a sufficiently large number. Then we have
Stab(kasn0σΓ) ∩B(ρ0) ⊂ Ad(kasn0)(σΓσ
−1 ∩N−).
Proof. Since s is sufficiently large and {Ad at} (t > 0) contracts N−, there is
a nontrivial element
v ∈ Ad(kasn0)(σΓσ
−1 ∩N−) ∩B(ρ0).
As B(ρ0) is a Zassenhauss neighborhood, there exists a connected nilpotent
subgroup F ⊂ G such that
Stab(kasn0σΓ) ∩B(ρ0) ⊂ F.
By Corollary 11.18 in [23], every element in Stab(kasn0σΓ)∩B(ρ0) is unipo-
tent. Hence we could assume that F is a unipotent subgroup, and F is
contained in a conjugate of N−, say,
F ⊂ Ad(g)N−.
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Now as v ∈ F , we have
v ∈ Ad(g)N− ∩ Ad(kasn0)N−.
By Lemma 3.4 in [4], this implies that
Ad(g)N− = Ad(kasn0)N−.
Therefore, we have
Stab(kasn0σΓ) ∩B(ρ0) ⊂ Stab(kasn0σΓ) ∩ F
⊂ Stab(kasn0σΓ) ∩Ad(kasn0)N−
=Ad(kasn0)(σΓσ
−1 ∩N−).
This completes the proof of the lemma.
Lemma 6.4. Let Σ, K and V0 be as in Theorem 2.2. Let σ ∈ Σ, k ∈ K,
n0 ∈ V0. Then there exists C > 0 depending only on Σ, K, V0 and G/Γ such
that
dG(Ad(kasn0)u, e)
dG(Ad(kasn0)v, e)
≥
Ceαs
‖ log v‖g
for any nontrivial elements
u ∈ (σΓσ−1 ∩N−) \ exp(g−2α) and v ∈ σΓσ
−1 ∩ exp(g−2α)
with
Ad(kasn0)u,Ad(kasn0)v ∈ B(ρ0).
Proof. Write
u = exp(u1 + u2) and v = exp(v2)
where u1 ∈ g−α, u2 ∈ g−2α and v2 ∈ g−2α. Since Σ, K and V0 are compact,
we compute
dG(Ad(kasn0)u, e)
dG(Ad(kasn0)v, e)
≥
1
κ2
‖Ad(kasn0)(u1 + u2)‖g
‖Ad(kasn0)v2‖g
≥C1
‖Ad(asn0)(u1 + u2)‖g
‖Ad(asn0)v2‖g
≥C2
‖Ad(as)u1‖g
‖Ad(as)v2‖g
= C2e
αs‖u1‖g
‖v2‖g
≥
Ceαs
‖v2‖g
.
for some C1, C2, C > 0. Note that the last step follows from Lemma 4.6.
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Lemma 6.5. Suppose that g2α 6= 0. Let p ∈ U0(eΓ) ⊂ G/Γ be non-rational,
t0 ∈ R+ a sufficiently large number and v0 ∈ Stab(at0p) such that t0 and v0
satisfy γ-condition. Then there exists n ∈ N+ such that
Adn(v0) ∈ exp(g−2α).
Proof. Since t0 and v0 satisfy γ-condition, one has
dG(v0, e) ∼ η(at0p), η(at0p) ∼ e
−γt0 . (19)
As t0 ∈ R+ is sufficiently large, by Remark 1.1, at0p is near one of the cusps
of G/Γ. In view of this, and by Theorem 2.2, we could write
at0p = kasn0σΓ
for some k ∈ K, as ∈ A, n0 ∈ V0, σ ∈ Σ where s is a sufficiently large
number. By Lemma 6.3, we have
v0 ∈ Stab(at0p) ∩ B(ρ0) ⊂ Ad(kasn0)(σΓσ
−1 ∩N−).
By Lemma 6.4 and equation (19), this implies that v0 must sit inside
Ad(kasn0)(σΓσ
−1 ∩ exp(g−2α)).
In other words, we can find n ∈ G such that
Adn(v0) ∈ exp(g−2α). (20)
By Lemma 4.4, we can assume that n ∈ N+ ∪ {w}. By γ-condition, we have
v0 /∈ N+. Hence by equation (20), we get n ∈ N+. This completes the proof
of the lemma.
Proposition 6.5. Let p ∈ U0(eΓ) ⊂ G/Γ be non-rational, t0 ∈ R+ a suf-
ficiently large number and v0 ∈ Stab(at0p) such that t0 and v0 satisfy γ-
condition. Then there is a rational point q ∈ U0(eΓ) with d(q) ∼ e
(2α−γ)t0/2
(the implicit constant depends only on G) such that
p ∈ BN+(Cd(q)
− 2α
2α−γ , Cd(q)−
4α
2α−γ )q
for some constant C > 0 depending only on G and γ.
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Proof. By Lemma 6.5, we know that there exists n ∈ N+ such that
Ad(n)(v0) ∈ exp(g−2α).
Let v0 = exp(v) for some v ∈ g. Then we have
Adn(v) = z ∈ g−2α.
Now set n−1 = exp(u) for some u = u1+u2 with u1 ∈ gα and u2 ∈ g2α. Then
we have
z + [u1, z] + ([u2, z] + [u1, [u1, z]]/2)
+ ([u1, [u1, [u1, z]]]/6 + [u1, [u2, z]]/2 + [u2, [u1, z]]/2) + · · · = v (21)
where
a = [u1, z] ∈ g−α, b = [u2, z] + [u1, [u1, z]]/2 ∈ g0
c = [u1, [u1, [u1, z]]]/6 + [u1, [u2, z]]/2 + [u2, [u1, z]]/2 ∈ gα.
We also have the following identities for c
c = [u1, [u1, [u1, z]]]/6 + [u2, [u1, z]]
= [u1, [u1, [u1, z]]]/6 + [u2, a] (22)
= [u1, [u1, [u1, z]]]/6 + [u1, [u2, z]]
= −[u1, [u1, [u1, z]]]/3 + [u1, b]
= −[u1, [u1, a]]/3 + [u1, b]. (23)
Since ‖v‖g ∼ dG(v0, e) ∼ e
−γt0 , we have
‖z‖g, ‖a‖g, ‖b‖g, ‖c‖g ≪ e
−γt0 .
By equation (21) and γ-condition, we have ‖z + a‖g ∼ e
−γt0 , and hence
either ‖z‖g ∼ e
−γt0 or ‖a‖g ∼ e
−γt0 .
If ‖z‖g ∼ e
−γt0 , then by Lemma 4.2, we have
‖u1‖g‖z‖g ≪ ‖a‖g ≪ e
−γt0 , ‖u1‖g ≤ C1
for some constant C1 > 0, and
‖u2‖g‖z‖g ≪ ‖b‖g + ‖u1‖
2
g‖z‖g ≪ e
−γt0 , ‖u2‖g ≤ C2
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for some constant C2 > 0.
If ‖a‖g ∼ e
−γt0 , then by Lemma 4.2
‖a‖g ≪ ‖u1‖g‖z‖g ≪ ‖u1‖ge
−γt0 , ‖u1‖g ≥ C3
for some constant C3 > 0. By equation (23) and Lemma 4.2
‖u1‖
2
g‖a‖g ≪ ‖u1‖g‖b‖g + ‖c‖g, ‖u1‖g ≪ 1 +
1
‖u1‖g
≤ C4
for some constant C4 > 0. By equation (22) and Lemma 4.2
‖u2‖g‖a‖g ≪ ‖c‖g + ‖u1‖
3
g‖z‖g, ‖u2‖g ≤ C5
for some constant C5 > 0. Either case, we have that u = u1 + u2 and n are
bounded.
Now since Ad(n)(v0) ∈ exp(g−2α), we have that nat0p is rational and so
is a−t0nat0p. Let
q = (a−t0nat0)p.
By the boundedness of n and γ-condition, we know that
η(nat0p) ∼ η(at0p) ∼ e
−γt0 .
Since Adn(v0) ∈ Stab(nat0p)∩ exp(g−2α) and dG(v0, e) ∼ e
−γt0 , we also have
an estimate for the denominator of nat0p
e−γt0 ∼ η(nat0p)≪ d(nat0p)
2 ≪ dG(Adn(v0), e) ∼ e
−γt0 .
Hence the denominator of q = a−t0nat0p is equal to
d(q) = eαt0d(nat0p) ∼ e
αt0η(nat0p)
1
2 ∼ e(2α−γ)t0/2.
This implies that
a−t0nat0 ∈ BN+(C6e
−αt0 , C6e
−2αt0) ⊂ BN+(Cd(q)
− 2α
2α−γ , Cd(q)−
4α
2α−γ )
and
p = (a−t0nat0)
−1q ∈ BN+(Cd(q)
− 2α
2α−γ , Cd(q)−
4α
2α−γ )q
for some C6, C > 0. This completes the proof of the proposition.
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Proposition 6.6. Let p ∈ U0(eΓ) be a non-rational point. If p is not Dio-
phantine of type γ, then there exist a constant C > 0 depending only on G
and γ, and a sequence qn ∈ U(eΓ) of distinct rational points with d(qn)→∞
such that
p ∈ BN+(Cd(qn)
− 2α
2α−γ , Cd(qn)
− 4α
2α−γ )qn.
Proof. It is similar to Proposition 6.3.
Proposition 6.7. Let p ∈ U0(eΓ) and let ǫ > 0 be a sufficiently small
number. If there exist a constant C > 0 and a sequence qn ∈ U0(eΓ) of
distinct rational points with d(qn)→∞ such that
p ∈ BN+(Cd(qn)
− 2α
2α−(γ+ǫ) , Cd(qn)
− 4α
2α−(γ+ǫ) )qn,
then p is not Diophantine of type γ.
Proof. Let tn = ln d(qn)
2
2α−(γ+ǫ) . Then the proof is identical to that of Propo-
sition 6.4.
7 Proof of Theorem 3.1
In this section, we prove Theorem 3.1.
Lemma 7.1. Let B(ρ0) be defined as in subsection 6.1. Suppose that there
are rational points q1 and q2 in U0(eΓ) and n ∈ N+ such that nq1 = q2 and
d(q1), d(q2) ≤ ρ0/2, Adn(B(ρ0/2)) ⊂ B(ρ0).
Then n = e and q1 = q2.
Proof. Since B(ρ0) is a Zassenhaus neighborhood and d(q1), d(q2) ≤ ρ0/2,
there are connected nilpotent subgroups F1, F2 ⊂ G such that
{e} 6= Stab(qi) ∩ B(ρ0) ⊂ Fi, i = 1, 2.
By Corollary 11.18 in [23], every element in Stab(qi) ∩ B(ρ0) (i = 1, 2) is
unipotent. Hence we could assume that each Fi (i = 1, 2) is a unipotent
subgroup, and contained in a conjugate of N−. By enlarging Fi, we could
further assume that each Fi is a conjugate of N−
Fi = Ad(gi)N−, i = 1, 2.
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Now since
Ad(n)(Stab(q1) ∩ B(ρ0/2)) ⊂ Stab(q2) ∩B(ρ0),
we have
Adn(F1) ∩ F2 6= {e}. (24)
As d(q1), d(q2) ≤ ρ0/2, there are nontrivial elements
wi ∈ Stab(qi) ∩N− ∩ B(ρ0), i = 1, 2.
This implies that
wi ∈ N− ∩ Fi = N− ∩ Ad(gi)N−, i = 1, 2.
By Lemma 3.4 in [4], we have
F1 = F2 = N−.
By equation (24), we get Ad(n)N− ∩ N− 6= {e}. Since n ∈ N+, by Lemma
4.1, we conclude that n = e.
Proposition 7.1. Suppose g2α = 0 and let 0 < γ < α. There exist r0 and
C0 > 0 such that for a rational point q ∈ U0(eΓ) and for any sufficiently
large l > 0, the open box
BN+(r0d(q)
− α
α−γ )q
contains at least
C0l
dim gαµN+(BN+(r0d(q)
− α
α−γ )q)
disjoint open boxes of the form BN+(r0d(q˜)
− α
α−γ )q˜ where q˜’s are rational
points with denominators between l and 2l.
Proof. We fix a sufficiently small r0 > 0. By Proposition 5.4, for the open
box
BN+(r0d(q)
− α
α−γ )q,
there exists a large constant Lq > 0 such that for any l > Lq there are at
least
C0l
dim gαµN+(BN+(r0d(q)
− α
α−γ )q)
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rational points in BN+(r0d(q)
− α
α−γ )q with denominators between l and 2l,
where the constant C0 > 0 depending only on G/Γ. For each such rational
point q˜, we construct an open box
BN+(r0d(q˜)
− α
α−γ )q˜
around q˜. To prove the proposition, we only need to show that these open
boxes are disjoint.
Let q1 and q2 be two rational points in BN+(r0d(q)
− α
α−γ )q with denomi-
nators lying between l and 2l. Suppose that
BN+(r0d(q1)
− α
α−γ )q1 and BN+(r0d(q2)
− α
α−γ )q2
are not disjoint, where l ≤ d(q1), d(q2) ≤ 2l. Then there exists an element
n ∈ N+ such that
nq1 = q2, n ∈ BN+(r0d(q1)
− α
α−γ + r0d(q2)
− α
α−γ ).
By applying at0 with t0 = ln(l/r0)/α on the equation nq1 = q2, we have
(at0na−t0)at0q1 = at0q2 (25)
and by calculations
d(at0q1) ∼ d(at0q2) ∼ r0 and dG(at0na−t0 , e)≪ l
− γ
α−γ .
Since r0 is sufficiently small and l is sufficiently large, by Lemma 7.1 and
equation (25), we have q1 = q2. This completes the proof of the proposition.
Proposition 7.2. Suppose g2α 6= 0 and 0 < γ < 2α. There exist r0 and
C0 > 0 such that for an open box U(eΓ) ⊂ U0(eΓ) and for any sufficiently
large l > 0 the open box U(eΓ) contains at least
C0l
dim gα+2dim g2αµN+(U)
disjoint open boxes of the form BN+(r0d(q)
− 2α
2α−γ , r0d(q)
− 4α
2α−γ )q where q’s are
rational points with denominators between l and 2l.
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Proof. We fix a sufficiently small r0 > 0. By Proposition 5.4, for any U(eΓ),
there exists a large constant L > 0 such that l > L there are at least
C0l
dim gα+2dim g2αµN+(U)
rational points in U(eΓ) with denominators between l and 2l for some con-
stant C0 > 0 depending only on G/Γ. For each such rational point q, we
construct an open box
BN+(r0d(q)
− 2α
2α−γ , r0d(q)
− 4α
2α−γ )q
around q. To prove the proposition, we only need to show that these open
boxes are disjoint.
Let q1 and q2 be two rational points in U(eΓ) with denominators lying
between l and 2l. Suppose that
BN+(r0d(q1)
− 2α
2α−γ , r0d(q1)
− 4α
2α−γ )q1 and BN+(r0d(q2)
− 2α
2α−γ , r0d(q2)
− 4α
2α−γ )q2
are not disjoint, where l ≤ d(q1), d(q2) ≤ 2l. Then there exists an element
n ∈ N+ such that nq1 = q2 and
n ∈ BN+(r0d(q1)
− 2α
2α−γ + r0d(q2)
− 2α
2α−γ ,
r0d(q1)
− 4α
2α−γ + r0d(q2)
− 4α
2α−γ + r20(d(q1)d(q2))
− 2α
2α−γ ).
By applying at0 with t0 = ln(l/r
1
2
0 )/α on the equation nq1 = q2, we have
(at0na−t0)at0q1 = at0q2 (26)
and by calculations
d(at0q1) ∼ d(at0q2) ∼ r
1
2
0 and dG(at0na−t0 , e)≪ l
− γ
2α−γ .
The rest of the proof is similar to Proposition 7.1.
Now we are ready to prove Theorem 3.1.
Proof of Theorem 3.1 in the case g2α = 0. Let C > 0 be as in Proposition
6.3. For any l > 0, by Proposition 6.3, the following is an open cover of
Scγ ∩ U0(eΓ) in U0(eΓ):
{BN+(Cd(q)
− α
α−γ )q : q rational in U0(eΓ) with d(q) > l}.
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We denote this open cover by Y(l). Note that the diameters of open subsets
in Y(l) uniformly converge to 0 as l → ∞. Now let δ > 0 and l sufficiently
large. By Proposition 5.4, for Y(l) we calculate∑
q∈U0(eΓ),d(q)>l
diamδ(BN+(Cd(q)
− α
α−γ )q)
≤ C−δ
α
α−γ
∑
n∈N
∑
2n≤d(q)≤2n+1
d(q)−δ
α
α−γ
∼
∑
n∈N
(2n)dim gα(2n)−δ
α
α−γ ,
which converges if δ > α−γ
α
dim gα. This implies that
dimH S
c
γ ∩ U0(eΓ) ≤
α− γ
α
dim gα.
For the lower bound, we fix a sufficiently small ǫ > 0 and construct a tree-
like subset in U0(eΓ) by induction. Let A0 = {U0(eΓ)} and A0 = U0(eΓ).
Let r0 be as in Proposition 7.1, and pick a sufficiently large number l1. Define
A1 =
{
BN+(r0d(q)
− α
α−(γ+ǫ) )q
∣∣∣∣∣q ∈ S(U, l1/2, l1)
}
and A1 =
⋃
A1. Suppose that we find l1 < l2 < · · · < lj and construct
families Aj,Aj−1, . . . ,A0 and subsets Aj ⊆ Aj−1 ⊆ · · · ⊆ A1 ⊆ A0. Now by
Proposition 7.1, we can find a sufficiently large lj+1 > 0 such that
1. log lj+1 ≥ j
2 log(ljlj−1 . . . l1).
2. For every BN+(r0d(q)
− α
α−(γ+ǫ) )q ∈ Aj, it contains at least
C0l
dim gα
j+1 µN+(BN+(r0d(q)
− α
α−(γ+ǫ) )q)
open boxes of the form BN+(r0d(q˜)
− α
α−(γ+ǫ) )q˜ with
q˜ ∈ S(BN+(r0d(q)
− α
α−(γ+ǫ) )q, lj+1/2, lj+1).
We denote by Aj+1 the collection of the boxes BN+(r0d(q˜)
− α
α−(γ+ǫ) )q˜ with
q˜ ∈ S(BN+(r0d(q)
− α
α−(γ+ǫ) )q, lj+1/2, lj+1),
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where BN+(r0d(q)
− α
α−(γ+ǫ) )q runs through all the open boxes in Aj . Then we
define Aj+1 =
⋃
Aj+1.
Now we take A∞ =
⋂∞
j=0Aj and A =
⋃∞
j=0Aj. By the construction of
Aj’s and Proposition 6.4, we know that A∞ ⊂ S
c
γ ∩ U0(eΓ). Also we have
∆j(A) ∼ l
dim gα
j+1 l
− α
α−(γ+ǫ)
dim gα
j+1 and dj(A) = r0l
− α
α−(γ+ǫ)
j .
By Theorem 2.1, we compute
dimH(A∞) ≥ dim gα − lim sup
j→∞
∑j
i=0 log
(
l
− γ+ǫ
α−(γ+ǫ)
dim gα
i+1
)
log
(
l
− α
α−(γ+ǫ)
j+1
)
= dim gα
(
1−
γ + ǫ
α
)
.
Let ǫ→ 0 and we get
dimH S
c
γ ∩ U0(eΓ) ≥
α− γ
α
dim gα.
This finishes the proof of the theorem in the case g2α = 0.
Proof of Theorem 3.1 in the case g2α 6= 0. Let C > 0 be as in Proposition
6.6. For any l > 0, by Proposition 6.6, the following is an open cover of
Scγ ∩ U0(eΓ) in U0(eΓ):
{BN+(Cd(q)
− 2α
2α−γ , Cd(q)−
4α
2α−γ )q : q rational in U0(eΓ) with d(q) > l}.
We denote this open cover by Y(l).
For each BN+(Cd(q)
− 2α
2α−γ , Cd(q)−
4α
2α−γ )q ∈ Y(l), we divide it into cubes
of side length Cd(q)−
4α
2α−γ , and there are (d(q)
2α
2α−γ )dim gα such cubes. Let
F(l) be the collection of all these cubes as BN+(Cd(q)
− 2α
2α−γ , Cd(q)−
4α
2α−γ )q
runs through all open boxes in Y(l). Note that F(l) is an open cover of
Scγ ∩U0(eΓ), and the diameters of the cubes in F(l) uniformly converge to 0
as l→∞.
Now let δ > 0 and l sufficiently large. By Proposition 5.4, for F(l) we
calculate∑
B∈F(l)
diam(B)δ ∼
∑
d(q)>l
d(q)−δ
4α
2α−γ (d(q)
2α
2α−γ )dim gα
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≤
∑
n∈N
∑
2n≤d(q)≤2n+1
d(q)−δ
4α
2α−γ (d(q)
2α
2α−γ )dim gα
∼
∑
n∈N
(2n)dim gα+2dim g2α(2n)−δ
4α
2α−γ ((2n)
2α
2α−γ )dim gα ,
which converges if δ > 4α−γ
4α
dim gα +
2α−γ
2α
dim g2α. This implies that
dimH S
c
γ ∩ U0(eΓ) ≤
4α− γ
4α
dim gα +
2α− γ
2α
dim g2α.
For the lower bound, we fix a sufficiently small ǫ > 0 and construct a
tree-like set in U0 by induction. Let A0 = {U0(eΓ)} and A0 = U0(eΓ). Let
r0 be as in Proposition 7.2 and pick a sufficiently large number l1. Define
A′1 =
{
BN+(r0d(q)
− 2α
2α−(γ+ǫ) , r0d(q)
− 4α
2α−(γ+ǫ) )q
∣∣∣∣∣q ∈ S(U0(eΓ), l1/2, l1)
}
.
For each BN+(r0d(q)
− 2α
2α−(γ+ǫ) , r0d(q)
− 4α
2α−(γ+ǫ) )q in A′1, we devide it into cubes
of side length r0d(q)
− 4α
2α−(γ+ǫ) . Let A1 be the family of all these cubes as
BN+(r0d(q)
− 2α
2α−(γ+ǫ) , r0d(q)
− 4α
2α−(γ+ǫ) )q runs throughA′1, and defineA1 =
⋃
A1.
Suppose that we find l1 < l2 < · · · < lj , and construct familiesAj,Aj−1, . . . ,A0
and subsets Aj ⊆ Aj−1 ⊆ · · · ⊆ A1 ⊆ A0. Now by Proposition 7.2, we can
find a sufficiently large lj+1 > 0 such that
1. log lj+1 ≥ j
2 log(ljlj−1 . . . l1).
2. For every B ∈ Aj, it contains at least
C0l
dim gα+2dim g2α
j+1 µN+(B)
sub-open boxes of the form BN+(r0d(q˜)
− 2α
2α−(γ+ǫ) , r0d(q˜)
− 4α
2α−(γ+ǫ) )q˜ with
q˜ ∈ S(B, lj+1/2, lj+1).
For each q˜ ∈ S(B, lj+1/2, lj+1), we devide BN+(r0d(q˜)
− 2α
2α−(γ+ǫ) , r0d(q˜)
− 4α
2α−(γ+ǫ) )q˜
into cubes of side length r0d(q˜)
− 4α
2α−(γ+ǫ) . We denote by Aj+1 the collection
of all these cubes, as q˜ runs through S(B, lj+1/2, lj+1) and B runs over all
the subsets in Aj. Then define Aj+1 =
⋃
Aj+1.
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Now we take A∞ =
⋂∞
j=0Aj and A =
⋃∞
j=0Aj. By the construction of
Aj’s and Proposition 6.7, we know that A∞ ⊂ S
c
γ ∩ U0(eΓ). Also we have
∆j(A) ∼ l
dim gα+2dim g2α
j+1 l
− 2α
2α−(γ+ǫ)
dim gα
j+1 l
− 4α
2α−(γ+ǫ)
dim g2α
j+1
and
dj(A) = r0l
− 4α
2α−(γ+ǫ)
j .
By Theorem 2.1, we calculate
dimH S
c
γ ∩ U0(eΓ) ≥ dimH(A∞)
≥ dim gα + dim g2α − lim sup
j→∞
∑j
i=0 log
(
l
− γ+ǫ
2α−(γ+ǫ)
dim gα−
2(γ+ǫ)
2α−(γ+ǫ)
dim g2α
i+1
)
log
(
l
− 4α
2α−(γ+ǫ)
j+1
)
=
(
1−
γ + ǫ
2α
)
dim g2α +
(
1−
γ + ǫ
4α
)
dim gα.
Let ǫ→ 0 and we have
dimH S
c
γ ∩ U0(eΓ) ≥
(
1−
γ
2α
)
dim g2α +
(
1−
γ
4α
)
dim gα.
This completes the proof of the theorem.
8 Proof of Theorem 1.2
In this section we will prove Theorem 1.2. Let
S(i, γ) = {p ∈ G/Γ|∃C > 0 s.t. η(atp)χYi(atp) ≥ Ce
−γtχYi(atp) (∀t > 0)}.
By definition, we know that
Sγ1,...,γk = S(1, γ1) ∩ · · · ∩ S(k, γk)
and hence
dimH S
c
γ1,...,γk
= max
1≤i≤k
dimH S(i, γi)
c.
So in order to prove Theorem 1.2, it is enough to prove the following
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Theorem 8.1. Let i ∈ {1, . . . , k} and U be an open subset in G/Γ. If
g2α = 0, then the Hausdorff dimension of S(i, γ)
c ∩ U (0 ≤ γ < α) is
dim g−α + dim g0 +
α− γ
α
dim gα.
If g2α 6= ∅, then the Hausdorff dimension of S(i, γ)
c ∩ U (0 ≤ γ < 2α) is
dim g−2α + dim g−α + dim g0 +
4α− γ
4α
dim gα +
2α− γ
2α
dim g2α.
Now we will fix a cusp ξi for some i ∈ {1, . . . , k} and let σi ∈ Σ be the
element corresponding to ξi.
Proof of Theorem 8.1. The proof for S(i, γ)c ∩ U is almost identical to the
proof of Theorem 1.1, except that we replace rational points by σi-rational
points, denominators by σi-denominators. In fact, our discussions in section
5 are cuspwise, and we can use Proposition 5.2 and Proposition 5.3 to count
σi-rational points instead of Proposition 5.4. Hence Proposition 7.1 and
Proposition 7.2 holds also for σi-rational points with σi-denominators. Same
thing happens in Proposition 6.4 and Proposition 6.7. The only thing we
need to do is to prove that after replacing by σi-rational points and σi-
denominators in Proposition 6.2 and Proposition 6.5 with the assumption
that p ∈ S(i, γ)c, the rational q ∈ U0(eΓ) we obtain is actually a σi-rational
point. We will prove this for the case g2α = 0. The case g2α 6= 0 is similar.
Now assume g2α = 0 and p ∈ S(i, γ)
c (at0p ∈ Yi). By the proof of
Proposition 6.2, we know that the rational point q ∈ U0(eΓ) satisfies the
condition
nat0p = at0q
for some bounded n ∈ N+ and we have d(q) ∼ e
(α−γ)t0 . This implies that
d(at0q) ∼ e
−γt0
and the rational point at0q ∈ Y
′
i for a small neighborhood Y
′
i of ξi in G/Γ.
This happens if and only if q (being a rational point in U0(eΓ)) is a σi-rational
point.
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9 Diophantine approximation in Heisenberg
groups
In this section, we prove Theorem 1.3. First we recall some definitions and
notations from [12].
Let
Q(z0, z1, . . . , zn) = −(z0z1 + z1z0) + z2z2 + · · ·+ znzn
which is a hermitian form defined on Cn+1. Let G ⊂ SLn+1(C) be the
group preserving Q(z0, z1, . . . , zn) and Γ = G(Z[i]). In the sequel, we will
consider the homogeneous space Γ\G. Note that we change the notation of
the homogeneous space and the lattice Γ now acts on the left side of G. The
semisimple flow we will study is
at =

 et 0 00 e−t 0
0 0 In−1

 (t ∈ R)
and it acts on Γ\G by right multiplication. Here In−1 denotes the (n − 1)
by (n − 1) identity matrix. The notation for the adjoint action of {at} on
the Lie algebra g of G is now changed to a−tvat (v ∈ g). By section 2, the
corresponding subgroup N+ of {at} is equal to
N+ =



 1 0 0v 1 ζ∗
ζ 0 In−1

 : ζ ∈ Cn−1, v ∈ C, 2ℜv = |ζ |2


which is isomorphic to the Heisenberg group H2n−1(R). Here ζ
∗ denotes the
conjugate transpose of ζ . The simple root α of {at} is equal to 1.
We use the model of Siegel domain for the complex hyperbolic space HnC
(see section 3.8 in [12]). Specifically,
HnC = {(1, w1, w) ∈ {1} × C× C
n−1 : 2ℜw1 − |w|
2 > 0}
with the boundary
∂HnC = {(1, w1, w) ∈ {1} × C× C
n−1 : 2ℜw1 − |w|
2 = 0} ∪ {∞}.
Here ∞ = (0, 1, 0) ∈ C× C× Cn−1. We will denote by O = (1, 0, 0) ∈ ∂HnC
and o = (1, 1, 0) ∈ HnC.
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The groupG acts on Cn+1 = C×C×Cn−1 simply by matrix multiplication,
which induces an action of G on HnC by rescaling a vector (w0, w1, w) to be
(1, w1/w0, w/w0). The action of G on H
n
C extends naturally to an action on
the boundary ∂HnC. In particular, for any g ∈ N+ with
g =

 1 0 0v 1 ζ∗
ζ 0 In−1

 ,
the action of g on the boundary point O is
g.O = (1, v, ζ).
Let M = Γ\G/K ∼= Γ\HnC where K is the stabilizer of o = (1, 1, 0) in G.
Then the semisimple flow {at} on Γ\G corresponds to the geodesic flow on
M. We will denote by πK the projection from Γ\G toM. For simplicity, we
will assume that M has only one cusp ξ = ∞. For general case, one could
essentially follow [3, 12] and the arguments below.
We denote by L the set of geodesic lines starting from ξ = ∞ in M.
The geodesic lines in L which start from ξ = ∞ and diverge to ξ = ∞ are
called rational lines, and the other geodesic lines in L are called irrational
lines. Readers may refer to [12] for the definitions of the height function β on
M, the Hamensta¨dt distance d∞ on ∂H
n
C and the depth D(r) of a rational
geodesic line r in L.
In the following, we fix a small open subset U0 ⊂ N+. Note that the orbit
{(Γe)at} diverges to the cusp ξ = ∞ as t → ±∞ since Γ ∩ N− 6= {e} and
Γ ∩ N+ 6= {e}. This implies that for any p ∈ (Γe)U0, {pat} also diverges to
ξ =∞ as t→ −∞. Therefore πK(pat) is a geodesic line in L.
Lemma 9.1. Let p ∈ (Γe)U0 with p = Γg for some g ∈ U0. Then p is
rational in the sense of Definition 5.1 if and only if πK(pat) is a rational
geodesic line in L in the sense of [12].
Proof. Suppose that p is rational in the sense of Definition 5.1. Then by
definition, pat diverges in Γ\G to the cusp ξ = ∞ as t → ∞ and hence so
does πK(pat) in M. Since pat also diverges to the cusp as t → −∞. This
implies that πK(pat) is a rational geodesic line in L in the sense of [12].
Conversely, if πK(pat) is a rational geodesic line in L, then pat diverges
to the cusp as t→∞ and hence by Corollary 6.2 in [5] and Proposition 5.1,
we know that p is rational in the sense of Definition 5.1.
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Lemma 9.2. Let p ∈ (Γe)U0 with p = Γg for some g ∈ U0. Then p is
rational in the sense of Definition 5.1 if and only if g ∈ N+ ∼= H2n−1(R) is a
rational point in H2n−1(Q).
Proof. Suppose that g ∈ N+ ∼= H2n−1(R) is rational in H2n−1(Q). We know
that Stab(p) = g−1Γg is commensurable with Γ. Hence
Stab(p) ∩N− 6= {e}
and p is rational by Definition 5.1.
Conversely, suppose that p is rational in the sense of Definition 5.1. Then
by Lemma 9.1 the orbit πK(pat) diverges in Γ\HC to a rational point in the
Γ-orbit of ξ = ∞ ∈ ∂HC. By definition, this rational point also belongs to
ΓgO, where O = (1, 0, 0) ∈ ∂HnC. Hence g is rational.
Lemma 9.3. Let p ∈ (Γe)U0 be rational in the sense of Definition 5.1 with
p = Γg for some g ∈ U0. Then we have
h(g) ∼ d(p).
Here by Lemma 9.2, g is a point in H2n−1(Q), h(g) is the height of g ∈
H2n−1(Q) as in Definition 1.4 and d(p) is the denominator of p defined in
the Definition 5.5. The implicit constant depends only on U0 and G/Γ.
Proof. In view of Lemma 9.1, we will consider the rational line πK({pat}) and
its depth D(πK({pat})). Fix a level set β
−1(l) ⊂ M for a sufficiently large
l > 0. Then there exists a constant ǫ > 0 such that for any p′ ∈ π−1K (β
−1(l))
we have
η(p′) ∼ ǫ.
Let s0 > 0 be the largest number with pas0 ∈ π
−1
K (β
−1(l)). Then by definition,
we have
ǫ ∼ η(pas0) ∼ e
−2s0d(p)2. (27)
On the other hand, since (Γe)at diverges as t→ −∞, there exists t0 > 0 such
that t0 is the largest number with (Γe)a−t0 ∈ π
−1
K (β
−1(l)). This implies that
ǫ ∼ η((Γe)a−t0) ∼ e
2t0 . (28)
As p ∈ (Γe)U0 and a−t contracts U0 ⊂ N+ as t → ∞, pa−t0 is near the
subset π−1K (β
−1(l)). By definition of the depth function, this implies that
there exists a constant C1 > 0 such that
|D(πK({pat}))− (s0 + t0)| ≤ C1.
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Also by equations (27) and (28), we know that
d(p)2 ∼ e2(s0+t0).
Hence we have
d(p) ∼ eD(πK({pat})).
By Proposition 3.14 in [12], for a rational geodesic line r in L, we have
D(r) = lnh(r).
Here, by Lemma 9.1 and Lemma 9.2, r is identified with a point in H2n−1(Q)
and h(r) is the height of r ∈ H2n−1(Q). In our case, the geodesic πK({pat})
is identified with g. Hence we have
d(p) ∼ h(g).
Note that the implicit constant depends only on U0 and G/Γ. This completes
the proof of the lemma.
Using the same arguments in the proof of Proposition 6.1, one could prove
the following lemma.
Lemma 9.4. Let p ∈ Γ\G be a non-rational point. If p is not Diophantine of
type γ, then for any sufficiently small ǫ > 0 there exists a sequence tn →∞
and vn satisfing the following conditions
1. vn is unipotent and
ρ0ǫe
−γln ≤ η(alnp) ≤ dG(vn, e) ≤ 3κ
3ρ0ǫe
−γln ;
2. if vn = exp(vn,−+vn,0+vn,+) where vn,− ∈ n−, vn,0 ∈ g0 and vn,+ ∈ n+,
then
ρ0
3κ3
ǫe−γln ≤ ‖vn,−‖g ≤ κ
2ρ0ǫe
−γln .
Proposition 9.1. Let p ∈ (Γe)U0 be a non-rational point. Then p is not
Diophantine of type γ if and only if for any sufficiently small ǫ > 0, there
exists a sequence qn ∈ (Γe)U0 of distinct rational points with d(qn)→∞ such
that
p ∈ qnBN+(Cǫ
1
2−γ d(qn)
− 2
2−γ , Cǫ
2
2−γ d(qn)
− 4
2−γ ).
Here C > 0 is a constant depending only on G.
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Proof. The ’only if’ part follows from Lemma 9.4 and the arguments in
Proposition 6.5 and Proposition 6.6. Now we prove the ’if’ part.
Suppose that for any sufficiently small ǫ > 0, there exists a sequence
qn ∈ U(eΓ) of distinct rational points with d(qn)→∞ such that
p ∈ qnBN+(Cǫ
1
2−γ d(qn)
− 2
2−γ , Cǫ
2
2−γ d(qn)
− 4
2−γ ).
Let tn = ln(ǫ
− 1
2−γ d(qn)
2
2−γ ). Then one has
patn ∈ (qnatn)BN+(C,C)
and
η(qnatn) ≤d(qnatn)
2 = d(qn)
2ǫ
2
2−γ d(qn)
− 4
2−γ = ǫ
2
2−γ d(qn)
− 2γ
2−γ
=ǫe−γtn .
This implies that
η(patn) ≤ C
′ǫe−γtn
for some C ′ > 0. By Definition 1.2, p is not Diophantine of type γ.
Proposition 9.2. Let p ∈ (Γe)U0 with p = Γg for some g ∈ U0. Then p
is Diophantine of type 2(1 − 1/γ) in the sense of Definition 1.2 if and only
if g ∈ N+ ∼= H2n−1(R) is Diophantine of type γ in the Heisenberg group
H2n−1(R).
Proof. By Proposition 9.1, p is not Diophantine of type 2(1− 1/γ) in Γ\G if
and only if for any sufficiently small ǫ > 0, there exists a sequence qn ∈ (Γe)U0
of distinct rational points with d(qn)→∞ such that
p ∈ qnBN+(Cǫ
γ
2 d(qn)
−γ, Cǫγd(qn)
−2γ),
where C > 0 is a constant depending only on G.
By the definition of the Cygan distance, Lemma 9.2 and Lemma 9.3, this
is equivalent to saying that for any sufficiently small ǫ > 0, there exists a
sequence of rational points rn in H2n−1(Q) with h(rn)→∞ such that
dCyg(g, rn) ≤ ǫ
γ
2
C
(h(rn))γ
for some constant C > 0 depending only on U0 and G, which means that
g ∈ H2n−1(R) is not Diophantine of type γ.
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Proof of Theorem 1.3. It is enough to compute the Hausdorff dimension of
Lcγ ∩ U0 for every small open subset U0 in N+
∼= H2n−1(R). Now fix a small
open subset U0. By Proposition 9.2, we have
dimH L
c
γ ∩ U0 = dimH S
c
2(1−1/γ) ∩ (Γe)U0,
and hence by Theorem 3.1
dimH L
c
γ ∩ U0 =
1 + γ
2γ
2(n− 1) +
1
γ
=
1 + γ
γ
n− 1.
This completes the proof of Theorem 1.3.
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