We present a simple and general method to generate a set of basis functions suitable for parametrizing the anisotropy of a given physical property in the presence of symmetry constraints. This mathematical tool has direct applications in various fields, for instance, to parametrize the orientation-dependence of interface energies or to represent the so-called constituent strain elastic energy of superlattice structures in the long wavelength limit. The proposed method can be easily implemented using generic linear algebra operations without having consider many different subcases that depend on the point group symmetry considered. The method exploits a direct correspondence between spherical harmonics and polynomial functions of a unit vectors expressed in tensor notation. The method has been implemented in the "gencs" code of the Alloy Theoretic Automated Toolkit (ATAT).
Introduction
The expansion of a physical property in terms of a basis of known functions is a very common procedure in physics. In this paper, we focus on generating bases suitable for expanding a function on the unit sphere, that is, a function of direction describing the anisotropy of a given physical property.
This mathematical tool has direct applications in various fields, for instance, to parametrize the orientationdependence of interface energies [1] , to represent the charge densities of rigid molecules in X-ray analysis [2] or to describe the orientation-dependence of the so-called constituent strain elastic energy of superlattice structures in the long wavelength limit [3, 4] . Of course, it is well-known that, in the absence of symmetry constraints, spherical harmonics provide a complete solution to the problem. The problem becomes interesting and non-trivial when symmetry constraints reduce the number of degrees of freedom in the expansion, which is the topic of the present paper. One distinguishing feature of the proposed method is that it can be easily implemented using generic linear algebra operations without having consider many different subcases that depend on the point group considered. The algorithm proposed herein has been implemented in the "gencs" code of the Alloy Theoretic Automated Toolkit (ATAT) [5] [6] [7] [8] . The method also highlights a seldom mentioned characterization of spherical harmonics: They are simply polynomials in the components of a unit vector.
Method Outline
Polynomials are known to form a complete basis for any continuous function over a bounded region (e.g. the unit sphere). Hence, in particular, they form a complete basis for any continuous function defined over the surface of the unit sphere. Let u be a three-dimensional unit vector (e.g. u = (cos (θ) sin (φ) , sin (θ) sin (φ) , cos (φ))). Any continuous function f of direction u can therefore be represented as
where we use the short-hand notation
i1···iL is a rank L tensor that is symmetric under permutation of the indices (since permutations of the indices does not change the polynomial we can, without loss of generality, limit ourselves to such symmetric tensors). If the function f (u) is constrained by symmetry, such constraints can then be implemented by restricting the tensors A (L) to obey suitable invariance with respect to all symmetry operations in a given point group [9] . As explained in more detail in the Section 3, this can be simply accomplished by considering 3 L noncolinear trial tensors, and obtaining symmetrized tensors by averaging each trial tensor with all its transformations by each point group symmetry operation. The desired result is obtained after eliminating colinear symmetrized tensors.
An additional step is needed because expansion (1) is a bit redundant, since the polynomial u
is constant over the unit sphere. This would imply that nonzero coefficients A (L) for L > 0 could give rise to a constant f (u), which is undesirable. This can be avoided by projecting each A (L) onto the space orthogonal to tensors giving rise to polynomials that can be factored as
for some tensor
(It is not necessary to consider higher powers of u
factors as a special case.) A simple algorithm to accomplish the symmetrization and this projection is provided in Section 3.
The result of this procedure is an expression for the tensor A (L) as a sum of k L symmetry-constrained and non-redundant components A (L,k) :
where the tensors A (L,k) are fixed and determined by symmetry while the coefficients c L,k are completely unrestricted. Upon substitution into (1) we obtain a symmetry-constrained expansion:
Algorithm
Let us first define a few convenient symbols.
• Let S denote a 3 × 3 matrix representing a point symmetry operation in Cartesian coordinates and let the corresponding function S A (L) applied to a tensor A (L) of rank L be defined as:
and let S denote a set of such matrices that defines the point group of interest.
• Let P denote a permutation vector (i.e. an L-dimensional vector containing all the number {1, . . . , L} not necessarily in increasing order) and let the function P (·) be defined as:
and let P (L) denote the set of all such permutations for a given L.
• Let # denote the number of elements in a set.
• Let C (L,1) , . . . , C (L,M) be a set of rank L tensors defining linear constraints on the generated tensor basis, i.e. the A (L,k) generated must be orthogonal to all C (L,m) , according to the inner product
(If M = 0, no constraints are imposed.)
• Let vec A (L) denote a vectorization of the tensor A (L) (i.e. a 3 L -dimensional column vector containing all elements of the tensor A (L) ) and let unvec (·) denote the reverse operation.
Our algorithm for generating a basis for tensors of rank L obeying symmetric constraints (defined by a point group S), indices permutation invariance constraints (defined by the set P (L) ) and some linear constraints (defined by a basis of tensors
) is then as follows:
1. If M > 0, define B to be the nonzero and non linearly dependent columns of the matrix:
L , each consisting of a single element set to 1, with all remaining elements set to 0.
4. Finally, set K L = k and orthogonalize (and normalize) the element of Ā (L,1) , . . .Ā (L,KL) using the Gram-Schmidt procedure.
The harmonics of order up to L max are then generated by calling the above routine for
where theÃ (L−2,k) are also generated with the above routine, called with rank L − 2, the same point group S, the permutation set P (L−2) and M = 0 (no constraints C (L−2,k) ).
Discussion

Symmetrization technique
It is instructive to see why the method used for symmetrization in the algorithm of Section 3 actually works. For an arbitrary trial tensor A (L,t) we can verify that the symmetrized tensor
obeys T Q =Q for any operation T ∈ S. Indeed, calculate
where the second equality holds because T (S (·)) is just another operation inS (·) ∈ S and two distinct S (·) cannot be mapped onto the same symmetry operation by applying T (·), since each element of a group admits an inverse. Since the symmetrization procedure is a linear projection, choosing the trial tensors A (L,t)
to be an orthogonal basis is sufficient to generate a basis for the space of symmetrized tensors. A similar argument holds for invariance under permutations P of the indices. Finally, note that applying a point group operation S (·) to a tensor A (L) that is invariant to indices permutations yields a tensor with the same property:
where we have used the fact re-ordering the sums or the product has no effect and the invariance of A (L) under permutation. This shows that symmetrizing the tensor after making it invariant to indices permutations does not undo the permutation invariance.
Relationship to spherical harmonics
It is interesting to observe that expansion (3) coincides (apart from an inconsequential linear transformation) with spherical harmonics when no symmetry constraints are imposed. The easiest way to see this is to compare (3) with the eigenfunction of the Schrödinger equation for some spherically symmetric potential selected so that the eigenfunctions involve polynomials. We can use any convenient radial potential because we only focus on the angular part. Consider a spherically symmetric harmonic potential, whose eigenstates are polynomials times a spherically symmetric Gaussian. The Gaussian is constant over the unit sphere, so we are left with only a polynomial as the angular dependence. Moreover, it is well-known that the order of that polynomial is equal to n 1 + n 2 + n 3 , the sum of three principal quantum numbers of the harmonic oscillator along each dimension. This sum is also (up to a constant scaling and shift) the energy of the system. It follows that there is a direct correspondence between all terms in (3) sharing the same value of L and all eigenfunctions sharing the same energy. The different terms sharing the same L thus correspond to eigenstates with different angular momentum projections. We can verify that the number of terms (in the case of a spherically symmetric potential) matches the number of spherical harmonics for a given value of L. Indeed, the number of distinct terms of total power L in a polynomial in v variables is L+2 v−1 . In the present case
From that number, we subtract the dimension of the subspace of polynomials that factor as u
, exactly the number of spherical harmonics associated with angular momentum is L. Hence the dimension of the space spanned by the spherical harmonics for a given L is the same as the dimension of the space spanned by our polynomials. Both spaces include polynomials of order L on the unit sphere that are not colinear and it follows that both bases must span the same space. Hence both expansions, truncated to the same L, span the same space.
Relationship to other approaches
Suitable treatments for special cases already exist in the literature. Notable examples include the cubic harmonics (e.g. [10, 11] ) and harmonics for hexagonal symmetry (e.g. [12, 13] ). A very general treatment can be found in [2] . Although very complete, this treatment does not lends itself to a simple implementation: the point group and its orientation has to be identified, not just as a list of symmetry operations, but recognized by name as one of the known point groups, so that one can lookup the specific rules applying to that point group. Based on the point group category found (e.g., cubic or hexagonal), a superset of harmonics is selected. Then, based on the specific point group found, "index rules" are applied to eliminate those harmonics that should vanish by symmetry. This treatment is ideally suited for researchers wanting to manually construct a basis based on the knowledge of the point group, as the different case are nicely classified by point group. However, a computer program implementing the method would also necessarily contain a large number of tests and subcases. It would also have to rotate the symmetries into a standard "setting" to use the tabulated index rules. Moreover, if one wishes to handle other points group that are not special cases of cubic or hexagonal symmetries (e.g. icosahedral symmetry or other noncrystallographic point groups), a different superset of harmonics and index rules must be constructed.
In contrast, the approach proposed herein works directly with the symmetry operation in matrix form (which are easy to determine) and no classification into categories of point group is needed. The possibility of having point group in different orientation (or "settings") is automatically handled, with no extra coding effort. The algorithm only relies on basic linear algebra operations and handles any point groups, not just those for which supersets of harmonics have already been constructed. The proposed method is related to the one proposed in [14] to generate tensor bases, although additional steps, provided herein, were needed to formally show that such tensors bases can be used to generate direction-dependent harmonics and to avoid redundant harmonics via a projection scheme. Figure 1 shows the harmonics generated by the proposed algorithm for each of the crystallographic point groups. The coefficients A (L) in electronic form can be found in the Supplement Material (in the ATAT format described in Section 6, along with the input files needed to generate the harmonics). Figure 2 shows the result of a similar exercise for selected noncrystallographic point groups.
Examples
Using the gencs code
The code takes, as an input, either a point group (specified via generators) or a structural information from which it determines the point symmetry automatically. It outputs the harmonics in a file, in form that is easy to read into a computer code and outputs the harmonics in human-readable form on the standard output. Some of the file formats contain extraneous items not needed for harmonic generation per se (marked in italics below), but that are included to ensure compatibility with other portions of the ATAT package.
Input files
By default, the code reads in structural information (from the lat.in file by default -a alternate file name can be specified with the -l option) and determines the point group automatically. The lat.in file has the Figure 1 : Symmetry-adapted spherical harmonics for each crystallographic point groups (up to L=6). Group 1 (with 48 harmonics) is omitted. The inset shows the location of the cartesian axes on the unit sphere (where directions of highest symmetry are alligned, whenever possible) and the color scheme used to represent the function. Unique axis (when appropriate) is chosen to be z. following format.
1. First, the coordinate system a, b, c is specified, either as
or in terms of Cartesian coordinates, one axis per line:
[
2. Then the lattice vectors u, v, w are listed, one per line, expressed in the coordinate system just defined:
3. Finally, the position x i and type(s) t 1i , t 2i , . . . of atom for site i are given, expressed in the same coordinate system as the lattice vectors:
An example of such file, for an Al-Ti alloy adopting the hcp crystal structure is: As an alternative to providing the above structural information, the user can provide generators of the point group (which could also be the whole point group) and the code will complete the full point group automatically. This input file is called sym.in and has the format: 
Output file
The harmonics are output in the file harm.out, which has the following format:
For In addition, the standard output displays the harmonics in human-readable format, with x, y, z denoting the components of a unit vector. Number of significant digits printed (default: 5) Invoking the code without any options displays help. At the minimum, the user must specify the -r option. All other options are optional.
Command line options
