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Recently, diverse phase transition (PT) types have been obtained in multiplex networks, such as
discontinuous, continuous, and mixed-order PTs. However, they emerge from individual systems,
and there is no theoretical understanding of such PTs in a single framework. Here, we study a spin
model called the Ashkin-Teller (AT) model in a mono-layer scale-free network; this can be regarded
as a model of two species of Ising spin placed on each layer of a double-layer network. The four-spin
interaction in the AT model represents the inter-layer interaction in the multiplex network. Diverse
PTs emerge depending on the inter-layer coupling strength and network structure. Especially, we
find that mixed-order PTs occur at the critical end points. The origin of such behavior is explained
in the framework of Landau-Ginzburg theory.
PACS numbers: 05.70.Fh, 64.60.De
Recently, multiplex networks have become a platform
for research in network science because in real-world sys-
tems, networks are intertangled and function together.
Examples include infrastructure in everyday life such as
power stations, transportation systems, information net-
works, and water supply systems. Multiplex networks
can be fragile because failure in one network can cause
failure in another, leading to cascading back-and-forth
failures. Then, the entire system can exhibit a discontin-
uous percolation transition [1].
Mixed-order phase transitions (PTs) (or hybrid PTs)
are also observed in multiplex networks [2]. The size
of a giant viable cluster in a multiplex network shows
such a PT as a function of the fraction of undamaged
nodes. Here, a mixed-order PT means that while the
order parameter exhibits a discontinuous PT, the mean
cluster size (susceptibility) diverges. Consequently, fea-
tures of both continuous and discontinuous PTs appear
at the same transition point. Mixed-order PTs have been
found in several physical models, such as the bootstrap
model [3], jamming percolation [4, 5], the Ising model
with long-range interactions [6], and the synchronization
model [7]. However, the mechanism underpinning such
mixed-order PTs is not fully understood.
Effort has been made to understand the diverse pat-
terns that emerge from cooperative phenomena in com-
plex networks using spin models in thermal equilibrium.
For example, opinion formation and the spread of epi-
demics have been studied using the Ising [8] and Potts
[9] models, respectively. Such studies of spin models give
some insight into what might happen in complex systems.
Motivated by this idea, the Ising model was studied on
a double-layer network [10]. Interestingly, it exhibited
a discontinuous PT, whereas it shows a continuous PT
in a mono-layer network. These results led us to specu-
late that the type of PT can be changed systematically by
controlling the inter-layer coupling strength; in the above
examples, zero coupling strength (no connection) results
in a continuous PT, whereas finite coupling strength leads
to a change in PT type.
To investigate the origin of such diverse types of PT
in a single theoretical framework systematically, we stud-
ied a spin model called the AshkinTeller (AT) model [11]
in mono-layer scale-free (SF) networks. The AT model
contains two species of Ising spin: the s-spin and σ-spin.
We want to regard these as a single species of Ising spin
placed on the respective layers of a double-layer multiplex
network, as shown in Fig. 5. By controlling the inter-
layer interaction, the change in PT type is investigated
systematically. Applying Landau-Ginzburg theory to the
AT model on SF networks, we obtain a rich phase dia-
gram containing the paramagnetic, Baxter, and so-called
〈σs〉 phases (in which the product of the σ and s spins
is ordered, but 〈s〉 = 〈σ〉 = 0). The PTs between those
phases also include diverse types: continuous, discontin-
uous, and mixed-order PTs. They meet at tricritical or
critical end (CE) points. We find that the mixed-order
PT occurs at the CE point.
The AT model contains the two order parameters:
the magnetization m ≡ 〈s〉 = 〈σ〉 and the magnetiza-
tion of coupled spins M ≡ 〈σs〉. These are referred to
as m-magnetization and M -magnetization, respectively.
These two magnetizations are related, and they generate
two singular terms with alternative signs in the Landau-
Ginzburg free energy. Competition between these two
terms produces diverse profiles in the free energy func-
tion. The mixed-order PT emerges when the free en-
ergy becomes zero, but the magnetization is finite at the
second-order transition temperature.
Let us start by introducing the AT model specifically.
Two species of Ising spin, si and σi with states si = ±1






























FIG. 1. (Color online) The AT model on a mono-layer net-
work may be regarded as a two-species-of-Ising-spin model
with an inter-layer interaction (dashed lines) on a double-
layer network.
as shown in Fig. 5. The Hamiltonian of the AT model,











where β = 1/kBT with the Boltzmann constant kB and
temperature T , K2 = βJ2 and K4 = βJ4 with coupling
constants J2 and J4, and 〈i, j〉 runs over all pairs of nodes
connected by links. The SF network is a random graph
in which each node has a heterogeneous number of con-
nections, referred to as degree k, following the power law
Pd(k) = Nλk
−λ. The coupling between the two layers is
shaped in the form of the four-spin interaction with the
coupling constant J4.
The phase diagram of the AT model on a regular lat-
tice in the mean-field limit has been studied extensively
[12]. It looks similar to Fig.2(a) that we obtain for the
multiplex SF network, but the first-order lines between
the critical point (CP) and CE point are absent. There-
fore, the CE points with asterisks in Fig.2(a) are reduced
to a tricritical point in the mean-field solution on a reg-
ular lattice [12]. In SF networks with 3 < λ < 4, owing
to those first-order lines, diverse PTs emerge.
Using a standard method, we obtain the mean-field
free energy density defined as f ≡ βF/N , where F is the







































where N is the total number of nodes, 〈k〉 is the mean
degree of a network, and Aij is a given function of i





α/N〈k〉, where miα is local order parame-
ter. Then, we set ms = mσ ≡ m and msσ ≡M .
The minimization conditions ∂f∂m = 0 and
∂f
∂M = 0 lead






1 + tanh (K4mk)
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tanh (K4Mk) + tanh
2 (K2mk)
1 + tanh2 (K2mk) tanh (K4Mk)
kPd(k)dk.
(5)
There exist three possible solutions for Eqs. (4) and (5):
the para (m = M = 0), Baxter (m,M > 0), and 〈σs〉
(m = 0,M > 0) phases. m > 0,M = 0 cannot satisfy
the above relations.
To obtain the susceptibility, we consider an AT Hamil-
tonian with an external field, which is written as
− βH = −βHo +
∑
i




where the external fields H2 and H4 are weighted by the
degree of each node. Then, the relations between the
free energy and magnetization hold −∂f/∂H2 = m〈k〉
and −∂f/∂H4 = M〈k〉. Next, by taking the partial
derivative of m with respect to H2 and then taking
the limit H2, H4 → 0, we obtain the susceptibilities,
χm ≡ ∂m/∂H2|H2,H4→0 and χM ≡ ∂M/∂H4|H2,H4→0.
When K4 = 0, the AT model reduces to the Ising
model. In this case, the system is ordered for all temper-
atures for 2 < λ ≤ 3. The AT model behaves similarly
for this range of degree exponent. Thus, we consider only
the case λ > 3. When x ≡ K4/K2 = 1, the AT model
shows a particular feature. Consequently, we consider
this case first and then the case x 6= 1.
i) When x = K4/K2 = 1, the two species of spin are
indistinguishable. Then, m ∼ M and the AT model is
reduced to the four-state Potts model [13]. Expanding

















3 + higher orders (h.o.). (7)
Note that both C1(λ) and C2(λ) are positive. When
3C1 − C2 > 0, which occurs for λ < λc ≈ 3.503, the
second-order PT occurs at Ts ≡ J2〈k2〉/kB〈k〉 with the
critical exponent βm = 1/(λ−3). When 3C1−C2 < 0 for
3λ > λc, the first-order PT occurs at Tf (> Ts). Tf is the
point at which the free energy becomes globally minimum
at a finite m discontinuously. When 3C1 −C2 = 0 at λc,
the continuous transition occurs at Ts, but the critical
exponent differs as βTP = 1. The susceptibility at the
TP is obtained, which diverges at both T+s and T
−
s with
the critical exponent γTP = 1. This is the conventional
tricritical point (TP), as shown in the panel labeled TP
in Fig. 2(c).
ii) When x = K4/K2 6= 1, Eqs.(4) and (5) can be












' C4(K4M)λ−2 + C5(K2m)λ−2 + h.o.,(9)
where C3(λ, r0) < 0, C4(λ, r0) < 0, and C5(λ, r0) > 0
are numbers of O(1) and they depend on λ and r0 ≡
K4M/K2m. B2(K2m,K4M,λ) > 0 and its order de-
pends on the ratio M/m. These expansions are possible
near a continuous transition point, in which 0 < m,M 
1. Fig.2(a) and (b) show schematic phase diagrams in the
parameter space (x, T−1) for λc < λ < 4 and (x, λ) for
3 < λ < 4, respectively, obtained based on the criteria
discussed below and numerical data.
ii-1) For x < 1: As temperature is decreased from a
sufficiently large value, the second-order transition for
the m-magnetization takes place first at Ts because Ts >
xTs. Near Ts, (1 − xTs/T ) in Eq.(22) are a number of
O(1), and so M and Mλ−2 for λ > 3 cannot be of the
same order. Instead, M and mλ−2 should be of the same




〈k〉(1− xTs/T ) (K2m)
λ−2, (10)
where C ′5 is the value of C5 in the limit M/m → 0, and
it depends on λ. In this case, B2 is of higher order than
mλ−2, and so the magnetization is obtained as m ∼ (Ts−
T )1/(λ−3). Therefore, the critical exponent βm = 1/(λ−
3). M ∼ (Ts − T )βM with βM = (λ− 2)/(λ− 3).
Next, using Eq. (10), we expand the free energy (2) up














2(λ−2) + h.o.. (11)
The (λ − 1)-order term is always positive, whereas the
2(λ − 2)-order term is negative. Competition between
the magnitudes of these two singular terms produces an
interesting phase diagram for 3 < λ < 4, actually for
λc < λ < 4. Note that the coefficient of the 2(λ − 2)-































































FIG. 2. (Color online) Schematic phase diagram in the spaces
(a) [x, T−1] for λc < λ < 4 and (b) [x, λ] for 3 < λ < 4. CP,
critical point; CE, critical end point; TP, tricritical point.
The behaviors of the two order parameters m and M in the
regimes, second, I, first, II and III and at the points CE and
TP are shown in (c).
When λc < λ < 4, the phase diagram is insensitive
to λ. Thus, we consider the free energy as a function
of x and T . First, we sketch the behavior of f(m) vs.
m for different values of x. When x is close to zero,
the 2(λ − 2)-order term is negligible compared with the
(λ − 1)-order term, and the global minimum is located
at m = 0 for T ≤ Ts (Fig.3a). When T is decreased
below Ts, the m-position of the global minimum increases
continuously, which leads to a continuous transition. On
the other hand, when x is close to one, the 2(λ−2)-order
term can make a global minimum of f(m) at a certain
finite m ≡ m2 for T ≤ Tf , where Tf > Ts. Then, a
discontinuous transition takes place at Tf (Fig.3e).
In the intermediate regime I= [xc, xe], as temperature
is decreased across Ts, the free energy exhibits a global
minimum at m1(T ) > 0, which increases continuously
4as the temperature is lowered further. In the mean-
time, a local minimum of f(m) develops at a certain
m2(T ) > m1(T ) due to the 2(λ − 2)-order term. As
the temperature is lowered further beyond a certain tem-
perature, denoted as Tf (< Ts), the local minimum at
m2 becomes a global minimum, as depicted in Fig. 3(c).
That is, f(m2(T
−
f )) < f(m1(T
−
f )) < 0. Accordingly, the
magnetization jumps from m1 to m2 discontinuously at
Tf . Thus, the system exhibits a discontinuous transition
at Tf . Such successive PTs occur in the intermediate
regime of x.
Next, we consider particular points at the boundaries
of the regime I in Fig.2(a). The first-order line terminates
at a certain point xc, which is called the critical point,
as seen in a liquid-gas system. At this point, the tran-
sition is continuous, and the behavior of f(m) is shown
in Fig. 3(b). On the other hand, the second-order line
terminates at a point called the CE point, where the
first-order line continues into the regime x > xe. This
CE point occurs at temperature Ts, at which there exist
two minima in the free energy function at m = 0 and m2
(m2 > 0), but f(m) = f(m2) = 0 as shown in Fig. 3(d).
Thus, Tf = Ts. At T
+
s , the magnetization is zero, but at
T−s , which is equivalent to T
−
f , the magnetization jumps
to m2 > 0, and the system shows a discontinuous PT.




〈k〉 (T − Ts)−1 for T > Ts,
T 〈k2〉
〈k〉(λ−3) (Ts − T )−1 for T < Ts.
(12)
Thus, the susceptibility exponent is obtained as γm = 1.
This result is valid near any point along the second-order
transition line, but not at the CE point. At CE, χm
diverges as Eq. (21) for T+s and becomes finite for T
−
s
(see [14]). Because the m-magnetization is discontinuous
at the CE point, a mixed-order transition emerges at the
CE point.
The susceptibility of the M -magnetization is obtained
to be finite as
χM =
T 〈k2〉
〈k〉(T − xTs) , (13)
near Ts, although the M -magnetization exhibits a con-
tinuous PT at Ts. Thus, the M -magnetization exhibits
another type of mixed-order PT at the continuous tran-
sition point for 0 < x < 1.
Consider the phase diagram in the space (x, λ) for 3 <
λ < 4 (Fig.2b). As λ → λ+c , the regimes I and II of
the successive transitions shrink to the tricritical point
at x = 1 and λc. Remarkably, the upper boundary of
regimes I and II becomes a critical end line on which
mixed-order PTs take place.
ii-2) When x > 1, besides the para and Baxter phases,
the 〈σs〉 phase also exists. As shown in Fig. 2(a), there





















































FIG. 3. (Color online) (a) Plots of free energy as a func-
tion of m for (a) the second-order transition, (b) continu-
ous transition at the critical point, (c) successive transitions
in the intermediate regime I, (d) discontinuous transition at
the CE point, and (e) the first-order transition. These be-
haviors appear as temperature varies, but for a given λ in
λc ≈ 3.5 < λ < 4.
near x = 1+, a discontinuous PT occurs at Tf from the
para to the Baxter phase, as depicted in panel “first”
of Fig. 2(c). The difference is that M is larger than
m. In the regime III for x  1, M and m undergo
the second-order PT at different temperatures, xTs and
T ′s(= Ts/(1 − C6)) (see [14] for C6), respectively, as
shown in panel III in Fig. 2(c). In the intermediate
regime, the 〈σs〉 phase exists between xTs and T ′s, and
more than one PT occurs successively. Note that the
critical exponent for both magnetizations m and M is
βm = βM = 1/(λ − 3). Mixed-order PTs also occur at
the CE points.
In this Letter, we studied the AshkinTeller model on
a mono-layer scale-free network using the mean-field ap-
proximation. We obtained a rich phase diagram con-
taining diverse types of phase transition, such as second-
5order, first-order, and mixed-order transitions, and di-
verse types of transition point, such as critical, CE, and
tricritical points. Particularly, there exist the CE points
as in liquid 3He −4 He mixtures [15] and metamagnets
[16], at which the mixed-order transitions emerge in the
AT model we studied. The rich phase diagram is cre-
ated as collective phenomena of spins for the asymmetric
case (x 6= 1) between the intra- and inter-layer interac-
tion strengths. Note that the CE points do not exist
but are reduced as a tricritical point for the symmet-
ric case (x = 1). We anticipate that such a rich phase
diagram obtained in thermal equilibrium systems could
be a guideline for understanding complex phenomena in
multi-layer networked systems.
This research was supported by the NRF grant
Nos. 2011-35B-C00014 (JSL) and 2010-0015066 and
SNU R&D grant (BK).
∗ jslee@kias.re.kr
† bkahng@snu.ac.kr
[1] S. V. Buldyrev, R. Parshani, G. Paul, H. E. Stanley, and
S. Havlin, Nature 464, 1025-1028 (2010).
[2] G. J. Baxter, S. N. Dorogovtsev, A. V. Goltsev, and J.
F. F. Mendes, Phys. Rev. Lett. 109, 248701 (2012).
[3] J. Chalupa, P.L. Leath, and G.R. Reich, J. Phys. C 12,
L31 (1981); P.M. Kogut and P.L. Leath, J. Phys. C 14,
3187 (1981).
[4] J. Adler, Physica A 171, 453 (1991).
[5] M. Aizenman, J. Chayes, L. Chayes and C. Newman, J.
Stat. Phys. 50, 1 (1988).
[6] A. Bar and D. Mukamel, Phys. Rev. Lett. 112, 015701
(2014).
[7] B.C. Coutinho, A.V. Goltsev, S.N. Dorogovtsev, and
J.F.F. Mendes, Phys. Rev. E 87, 032106 (2013).
[8] S.N. Dorogovtsev, A.V. Goltsev, and J.F.F. Mendes,
Phys. Rev. E 66, 016104 (2002).
[9] D.S. Lee, K.-I. Goh, B. Kahng and D. Kim, Nucl. Phys.
B 696, (2004).
[10] K. Suchecki and J. A. Ho lyst, Phys. Rev. E 74, 011122
(2006).
[11] J. Ashkin and E. Teller, Phys. Rev. 64, 178 (1943).
[12] R. V. Ditzian, J. R. Banavar, G. S. Grest and L. P.
Kadanoff, Phys. Rev. B 22, 2542 (1980).
[13] F. Iglo´i and L. Turban, Phys. Rev. E 66, 036140 (2002).
[14] See the supplementary materials.
[15] E.H. Graf, D.M. Lee and J.D. Reppy, Phys. Rev. Lett.
19, 417 (1967).
[16] J.M. Kincaid and E.G.D. Cohen, Phys. Rep. 22, 57
(1975).
6Supplementary Material
Numerical test of the order parameter curves for respective regions
Figure S1 shows the order parameters m and M obtained numerically from the mean-field free energy (see Eq.(2)








































































































































































































































x = 0.8,   λ = 3.84
x = 0.8,   λ = 3.6
x = 1.2,   λ = 3.7
x = 1.2,   λ = 3.9x = 0.7,   λ = 3.92






























FIG. 4. [color online] Plots of the order parameters m and M as a function of temperature in each regime of phase transitions,
which are obtained from different values of x = K4/K2 and the degree exponent λ.















1 + tanh3 y
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y−λdy,






















1 + tanh2 y tanh(r0y)
y1−λdy,















1 + tanh2(K2mk) tanh(K4Mk)
k1−λdk. (14)
Susceptibility near a continuous transition point
Consider a AT model Hamiltonian including terms with external field which is a function of degree of a node as



















Here, we set h2(ki) and h4(ki) as the external field weighted by degree of a node as h2(ki) = H2ki and h4(ki) = H4ki,
respectively. Then, we have usual free energy and magnetization relation as −∂f/∂H2 = m〈k〉 and −∂f/∂H4 = M〈k〉.
Physically, such weighted external field can be interpreted as follows; one node is driven by same amount of influence
through each link, thus, total driving force is proportional to the degree of the node. Following the same derivation


























1 + tanh (K4Mk +H4k)
]






tanh (K4Mk +H4k) + tanh
2 (K2mk +H2k)
1 + tanh2 (K2mk +H2k) tanh (K4Mk +H4k)
kPd(k)dk. (18)
First, consider the case x < 1. Equation (17) can be expanded as








8By taking partial derivative of the above equation in terms of H2 and then taking H2, H4 → 0 limit, we have












. When the second order phase transition occurs at Ts,









〈k〉 (T − Ts)−1 for T > Ts
T 〈k2〉
〈k〉(λ−3) (Ts − T )−1 for T < Ts
when x < 1. (21)
Similarly, Eq. (18) can be expanded as











Taking partial derivative of the above equation by H4 and then taking H2, H4 → 0 limit give

























. When the second order phase transition occurs at
Ts, m = M = 0 for T > Ts and (K2m)
λ−3 ∼ (1− Ts/T ) and M ∼ mλ−2 for T < Ts near Ts. Then χM becomes
χM =
T 〈k2〉
〈k〉(T − xTs) near Ts. (24)
Note that at the critical end point, where transition is discontinuous, the susceptibility diverges for T+s , whereas it is
finite for T−s . For more information, see the next section.
Now, consider the case x > 1. When the second order phase transition from para to 〈σs〉 phase occurs at T = xTs,
m is equal to 0 and Eq. (18) is expanded as








Taking partial derivative of the above equation by H4 and then taking H2, H4 → 0 limit give
χM 〈k〉 ' (K4χM + 1)〈k2〉+ C4 (λ, 0)K4χM (λ− 2)(K4M)λ−3. (26)
Using M = 0 for T > xTs and C4(λ, 0)(K4M)




〈k〉 (T − xTs)−1 for T > xTs
T 〈k2〉
〈k〉(λ−3) (xTs − T )−1 for T < xTs
when x > 1. (27)
Therefore, at the critical end point existing at the boundary between ‘first’ and ‘II’ regions, where xTs = Tf , the
susceptibility χM diverges for T −Ts → 0+ case, though the transition is discontinuous. When the second order phase















for T < Ts/(1− C6)
when x > 1. (28)
9Susceptibility at the critical end point
Since the transition is discontinuous at the critical end point, the expansions with the assumption m,M  1 used in
the previous section cannot be performed to calculate the susceptibility. Instead, we should keep the explicit integral













[1− tanh2(K2mk) tanh(K4Mk)][1 + tanh(K4Mk)]








[1 + tanh2(K2mk) tanh(K4Mk)]2 cosh
2(K4Mk)
k2−λdk. (31)
To evaluate Eq. (29), we also should calculate ∂M∂H2
∣∣∣
H2,H4→0
. If we take a derivative of Eq. (18) with respect to H2
























[1 + tanh2(K2mk) tanh(K4Mk)]2 cosh
2(K2mk)
k2−λdk. (34)
At the critical end point, m = M = 0 for T > Ts, so A1 = 〈k2〉 and A2 = 0. Then, χm becomes the same as the result
in Eq. (21) for T > Ts case. For T < Ts, χm can be numerically evaluated by solving Eqs. (29) and (32) together.
Figure S2 shows the numerically calculated χm near Ts at the critical end point with λ = 3.99 and x = 0.7, which is




at CE (Ts = 2.0101,  x = 0.7,  λ = 3.99)
FIG. 5. [color online] Susceptibility χm as a function of T . It diverges for T > Ts, whereas it becomes finite for T < Ts.
