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Abstract
We generalize two results: Kraaijevanger’s 1991 characterization of diagonal stability via Hadamard
products and the block matrix version of the closure of the positive definite matrices under Hadamard mul-
tiplication. We restate our generalizations in terms of Pα-matrices and α-scalar diagonally stable matrices.
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1. Introduction
Let A = [aij ] ∈ Mk(R), the set of k by k real matrices. Then (A)ij will also denote aij . Matrix
A is positive semidefinite (written A ∈ PSDk) [respecively positive definite (written A ∈ PDk)]
if and only if vTAv  0 [respectively > 0] for every nonzero vector v ∈ Rk . And A is a P-matrix
(written A ∈ Pk) if all its principal minors are positive. It is diagonally stable (written A ∈ DSk)
if there exists a positive definite diagonal matrix D such that DA + ATD is positive definite.
The symbol ⊗ denotes the Kronecker product, ◦ the Hadamard product.
Let n = n1 + · · · + nm where every ni is a positive integer. Whenever we view an n by n
matrix X as a block matrix we shall mean that it has m rows and m columns of blocks denoted
Xij which are ni by nj . So X = [Xij ]. Let Ik denote the k by k identity matrix. Set I = In and
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let J denote the n by n matrix with every entry equal to 1. Then I and J may be viewed as m by
m block matrices. Now we extend the meaning of ◦.
Definition 1. Let A ∈ Mm(R) and let X = [Xij ] ∈ Mn(R) be an m by m block matrix. Then
A ◦ X denotes [aijXij ] which is an n by n matrix and an m by m block matrix.
Then if Y is n by n and D is an m by m diagonal matrix we plainly have (A ◦ X) ◦ Y =
A ◦ (X ◦ Y ), (DA) ◦ X = (D ◦ I )(A ◦ X), and (M ◦ Y )T = MT ◦ Y T for M = A and X.
Theorem 1 [5]. If A = AT ∈ PDk and B = BT ∈ PSDk with b11 /= 0, . . . , bkk /= 0 (i.e. every
bii > 0), then A ◦ B ∈ PDk.
This theorem has many generalizations. Since every positive definite matrix is diagonally
stable (with D = I ) and since symmetric P -matrices are positive definite, Theorem 2 generalizes
Theorem 1.
Theorem 2 [3]. Let A ∈ Mk(R). Then the following statements are equivalent:
(1) A ∈ DSk;
(2) A ◦ Q ∈ Pk for all symmetric Q = [qij ] ∈ PSDk such that every qii > 0;
(3) A ◦ Q ∈ Pk for all symmetric Q = [qij ] ∈ PSDk such that every qii = 1.
In [5] we can find another generalization of Theorem 1, which occurs for example in the theory
of monotone and convex matrix functions [5, Section 6.6].
Theorem 3 [5]. Let A = AT ∈ PDm. Then A ◦ Q ∈ PDn for every block matrix Q = QT ∈
PSDn with Qii ∈ PDni for i = 1, . . . , m.
Our main result generalizes both theorems (Theorems 2 and 3).
Theorem 4. Let A ∈ Mm(R). Then the following statements are equivalent:
(1) A ∈ DSm;
(2) A ◦ Q ∈ DSn for every block matrixQ = QT ∈ PSDn withQii ∈ PDni for i = 1, . . . , m;
(3) A ◦ Q ∈ DSn for every block matrix Q = QT ∈ PSDn with Qii = Ini for i = 1, . . . , m;
(4) A ◦ Q ∈ Pn for every block matrix Q = QT ∈ PSDn with Qii ∈ PDni for i = 1, . . . , m;
(5) A ◦ Q ∈ Pn for every block matrix Q = QT ∈ PSDn with Qii = Ini for i = 1, . . . , m.
2. The proof of the main result
The proof of Theorem 4 is based on the following four results. Since we are relying on Theorems
5 and 6 which are results about real matrices, we have had to make Theorem 4 a result about real
matrices too.
Theorem 5 [1]. A matrix A ∈ DSk if and only if for any nonzero S = ST ∈ PSDk there exists an
index i such that (AS)ii > 0.
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Theorem 6 [5]. A matrix A ∈ Pk if and only if for each nonzero vector x = [x1, . . . , xk]T ∈ Rk
there exists an index i with xi(Ax)i > 0.
Theorem 7 [5]. If A = AT ∈ PSDk and B = BT ∈ PSDl, then the Kronecker product A ⊗ B ∈
PSDk·l .
Lemma 1. Let A ∈ Mm(R). If D ∈ PDm is diagonal and DA + ATD ∈ PDm, then
(D ◦ I )(A ◦ Q) + (A ◦ Q)T(D ◦ I ) ∈ PDn
for every block matrix Q = QT ∈ PSDn with Qii ∈ PDni for i = 1, . . . , m.
Proof. (D ◦ I )(A ◦ Q) = (DA) ◦ Q. So, since D ◦ I and Q are symmetric, its transpose (A ◦
Q)T(D ◦ I ) = (ATD) ◦ Q. Add these equations and recall that (DA + ATD) ◦ Q ∈ PDn by
Theorem 3. 
Proof of Theorem 4. The implication (1)⇒(2) follows from Lemma 1. The implications (2)⇒
(3) and (4) ⇒ (5) are clear.
We have (2) ⇒ (4) and (3) ⇒ (5) because DSn ⊂ Pn (cf. e.g. [2, Theorem 2.1.16]).
For an m by m block matrix B = [Bij ] ∈ Mn(R) we will denote by L(B) the m by m matrix
[(Bij )11].
Let R ∈ Mn(R) denote block matrix [Rij ] all of whose block elements satisfy condition
(Rij )kl =
{
1 if k = l,
0 otherwise.
We will use Theorem 5 to prove the implication (5) ⇒ (1). Let 0 /= S = ST ∈ PSDm. SetD =
diag (x1, . . . , xm) with xi = √sii (i = 1, . . . , m). There exists H = [hij ] ∈ PSDm such that S =
DHD and hii = 1 (i = 1, . . . , m). Set r = max{n1, . . . , nm}. From Theorem 7 the matrix H ⊗
Ir ∈ PSDm·r . The block matrix H ◦ R ∈ PSDn because it is a principal submatrix of H ⊗ Ir .
From (5) we have A ◦ H ◦ R ∈ Pn. Hence every principal submatrix of A ◦ H ◦ R is a P -matrix.
So L(A ◦ H ◦ R) ∈ Pm. Let x = [x1, . . . , xm]T ∈ Rm. From Theorem 6 there exists an index i
with xi[L(A ◦ H ◦ R)x]i > 0 (vector x is nonzero because if all diagonal elements of S ∈ PSDm
were zero, then S would be zero). Since L(A ◦ H ◦ R) = [(aij hijRij )11] = [aijhij ], we have
0 < xi(L(A ◦ H ◦ R)x)i = xi
m∑
j=1
(L(A ◦ H ◦ R))ij xj = xi
m∑
j=1
aijhij xj
=
m∑
j=1
aij xixjhij =
m∑
j=1
aij sij =
m∑
j=1
aij sji = (AS)ii .
So A ∈ PDm by Theorem 5. 
3. The characterization of diagonal stability in terms of P α-matrices and
α-scalar diagonally stable matrices
Henceforth α will denote a partition {α1, . . . , αm} of {1, . . . , n} with each αi containing ni
elements. Let γ be a subset of {1, . . . , n}. For v ∈ Rn and A ∈ Mn(R) let us denote by v[γ ] the
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subvector of v indexed by γ and by A[γ ] the principal submatrix of A indexed by γ . A scalar
multiple of the identity matrix is said to be a scalar matrix.
Definition 2
(a) A matrix A ∈ Mn(R) is said to be a Pα-matrix (which we write A ∈ αPn) if and only if for
every nonzero vector v ∈ Rn there exists k ∈ {1, . . . , m} such that (v[αk])T(Av)[αk] > 0.
(b) A diagonal matrix D ∈ Mn(R) is said to be an α-scalar matrix if and only if D[αk] is a
scalar matrix for every k ∈ {1, . . . , m}.
(c) A matrix A ∈ Mn(R) is said to be α-scalar diagonally stable (which we write A ∈ αDSn)
if and only if there exists a positive definite α-scalar matrix D such that DA + ATD is
positive definite.
These definitions unify some concepts e.g. for (a): αPn is PDn when m = 1 and Pn when
m = n. For (b): D is scalar when m = 1 and diagonal when m = n. For (c): αDSn = {A ∈
Mn(R)|A + AT ∈ PDn} when m = 1 and DSn when m = n.
Some relations between theα-scalar diagonally stable matrices andPα-matrices are formulated
in [4]. These relations are the generalizations of the connection between diagonally stable matrices
and P -matrices. For example the following fact was proved in [4]:
Theorem 8. αDSn ⊂ αPn.
Remark 1. αPn ⊂ Pn by Definition 2a and Theorem 6.
Let β1 = {1, . . . , n1}, β2 = {n1 + 1, . . . , n1 + n2}, . . . , βm = {n − nm + 1, . . . , n}. Then
β = {β1, . . . , βm} is a partition of {1, . . . , n}. The following result may be proved in the same
way as Theorem 4.
Theorem 9. For A ∈ Mm(R) the following are equivalent:
(1) A ∈ DSm;
(2) A ◦ Q ∈ βDSn for every block matrixQ = QT ∈ PSDn withQii ∈ PDni for i = 1, . . . , m;
(3) A ◦ Q ∈ βDSn for every block matrix Q = QT ∈ PSDn with Qii = Ini for i = 1, . . . , m;
(4) A ◦ Q ∈ βPn for every block matrix Q = QT ∈ PSDn with Qii ∈ PDni for i = 1, . . . , m;
(5) A ◦ Q ∈ βPn for every block matrix Q = QT ∈ PSDn with Qii = Ini for i = 1, . . . , m.
Proof. (1) ⇒ (2) follows from Lemma 1 since D ◦ I is β-scalar. (2) ⇒ (3) and (4) ⇒ (5) are
clear, and (3) ⇒ (5) and (2) ⇒ (4) are true by Theorem 8.
For (5) ⇒ (1) just note that by (5) we have A ◦ Q ∈ βPn ⊂ Pn from Remark 1. From Theorem
4 we obtain A ∈ DSm. 
Now we shall generalize this result for the special partition β to the general partitions we
denote by α.
Definition 3. For k = 1, . . . , m we require that the function u : βk  j → u(j) ∈ αk be stricly
increasing. Then u is a uniquely defined permutation of {1, . . . , n} which carries each βk one-
to-one and onto αk . Set P = [pij ] where piu(i) = 1 for i = 1, . . . , n and all other pij = 0. Then
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P is a permutation matrix and, whenever Z = [zij ] is n by n we set PZP T = Z′ (here Z′ does
NOT mean “Z transpose”).
We shall use some routine facts. (We state them in notation Q,D,B, . . . which suggest where
they will be used.)
Proposition 1
(1) (Q′)T = (QT)′;
(2) Q ∈ PSDn (respectively PDn) if and only if Q′ ∈ PSDn (respectively PDn);
(3) (Z′)ij = (Z)u(i)u(j);
(4) D is α-scalar if and only if D′ is β-scalar;
(5) B is αDSn if and only if B ′ ∈ βDSn (Proof: (DB + BTD)′ = D′B ′ + (B ′)TD′; use (2).);
(6) B ∈ αPn if and only if B ′ ∈ βPn;
(7) Q[αi] = Q′ii;
(8) ([P T(A ◦ J )P ] ◦ Q)′ = (A ◦ J ) ◦ (Q′) = A ◦ (Q′).
Now it is easy to derive the following theorem from Theorem 9.
Theorem 10. Let A ∈ Mm(R) and let P be the permutation matrix from Definition 3 associates
with partition α. Then the following are equivalent:
(1) A ∈ DSm;
(2) (P T(A ◦ J )P ) ◦ Q ∈ αDSn for every Q = QT ∈ PSDn such that Q[αi] ∈ PDni for
i = 1, . . . , m;
(3) (P T(A ◦ J )P ) ◦ Q ∈ αDSn for every Q = QT ∈ PSDn such that Q[αi] = Ini for
i = 1, . . . , m;
(4) (P T(A ◦ J )P ) ◦ Q ∈ αPn for every Q = QT ∈ PSDn such that Q[αi] ∈ PDni for
i = 1, . . . , m;
(5) (P T(A ◦ J )P ) ◦ Q ∈ αPn for every Q = QT ∈ PSDn such that Q[αi] = Ini for
i = 1, . . . , m.
Proof. For i = 1, . . . , 5 define (i′) to be the (i) of Theorem 9 with the symbol Q replaced by the
symbol Q′. Then each (i) of Theorem 10 is equivalent to each (i′). 
To see that Theorem 10 would be false without P and P T consider this example.
Example 1. The matrix
A =
[
1 3
1
3 2
]
∈ DS2,
e.g. use D = diag (1, 3). Let m = 2, n = 3, n1 = 2, n2 = 1, α1 = {1, 3}, α2 = {2}. The matrix
Q =


2 1 1
1 12
1
2
1 12 1

 ∈ PSD3
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and is symmetric with Q[α1] ∈ PD2, Q[α2] ∈ PD1. Since (A ◦ Q)[{1, 2}] is singular, A ◦ Q /∈
P3 ⊃ αP3. Thus, were the P ′s and P T′s omitted from Theorem 9 we would not have (1) ⇒ (4).
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