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1. Introduction
We consider only simple graphs (i.e., finite, undirected graphs without loops or multiple edges).
Let G = (VG, EG) be a simple graph on n vertices and m edges (so n = |VG| is its order, andm = |EG|
is its size). If G is such a graph with vertex set VG = {v1, v2, . . . , vn}, the adjacency matrix of G is
the n × n matrix AG = [aij], where aij = 1 if there is an edge between the vertices vi and vj , and 0
otherwise. The characteristic polynomial of G is the characteristic polynomial of its adjacency matrix,
so PG(λ) = det(λI − AG), while the eigenvalues of G, denoted by λ1(G)  λ2(G)  · · ·  λn(G) are
just the eigenvalues of AG . In the sequel, we will usually suppress graph name from our notation. Note
that the eigenvalues of G are real and do not depend on vertex labeling. Additionally, for connected
graphsλ1  λ2 holds. Theeigenvalueλ1 is knownas a graph index. Formoredetails ongraph spectrum,
see [4].
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The problem of determining the graphs whose second largest eigenvalue does not exceed 1 was
posed in [3]. Basic properties of these graphs are presented in the same paper. In subsequent years,
some results regarding to this problem are obtained. Hong [14] determined all the trees with λ2 ≤ 1;
Shu [15] identified all the trees with λ2 = 1; Xu [20] characterized the unicyclic graphs with λ2 ≤ 1;
Guo [10] determined all the bicyclic graphs with λ2 ≤ 1. Bipartite and generalized line graphs with
λ2 ≤ 1 are determined (see Section 3.4 in [19] for details, especially Theorems 3.13, 3.17 and 3.21).
The regular graphs with λ2 ≤ 1 are characterized, while all coronas with λ2 ≤ 1 different from cones
are determined in [18]. Also, a number of results concerning the graphs with λ2 = 1 obtained by
using so-called star complement technique can be found in [16,19]. The graphs having no induced
subgraphs equal to 2K2, P4 or C4 are called (by P. Hansen) nested split graphs, or NSGs for short. These
graphs play an important role in the researches concerning the graphswithmaximal index; Stanic´ [17]
determined all nested split graphs having the second largest eigenvalue less than 1 and gave some data
and observations regarding obtained results. Gao and Huang [5] determined the generalized θ-graphs
with λ2 ≤ 1.
Just as above, some significant classes of graphs whose second largest eigenvalue not exceeding 1
are considered. Then it is natural to consider other class of graphs with λ2 ≤ 1. It is known that the
second largest eigenvalue not exceeding 1 of connected graphs with cyclomatic number 0, 1, 2 have
been determined, respectively. (For the definition of cyclomatic number of a graph one may refer to
[1].) The connected graph with cyclomatic number 3, i.e., the tricyclic graph is a reasonable starting
point. Furthermore, tricyclic graphs have been studied extensively in total π-electron energies with
the framework of the HMO approximation [12,13] and in the theory of graph spectra; see [2,6–9,11].
In this paper, we will consider the second largest eigenvalue of tricyclic graphs. All tricyclic graphs
whose second largest eigenvalue does not exceed 1 are determined.
2. Preliminaries
Throughout the paper we denote by Pn, Kn and Cn the n-vertex graph equals to the path, complete
graph and cycle, respectively. G − v denotes the graph obtained from G by deleting a vertex v ∈ VG
(this notation is naturally extended if more than one vertex is deleted). Recall, a connected n-vertex
graph is tricyclic if it has n+2 edges. Suppose that V ′ is a nonempty subset of V , we useG[V ′] to denote
the subgraph of G induced by V ′. A path P is called an internal path of G if P is a walk v0v1 · · · vs (s ≥ 1)
in G such that the vertices v0, v1, . . . , vs are distinct (except possibly v0 and vs), d(v0) > 2, d(vs) > 2,
and d(vi) = 2, whenever 0 < i < s.
Further on we will need the following lemmas.
Lemma 2.1 [4]. Let V0 be a subset of vertices of a graph G, |VG| = n and |V0| = k, then
λi(G)  λi(G − V0)  λi+k(G), (1  i  n − k).
Lemma 2.2 [4]. Let u ∈ VG, N(u) be the set of all vertices adjacent to u and C (u) be the set of all cycles
containing u. The characteristic polynomial of G satisfies
P(G; λ) = λP(G − u; λ) − ∑
v∈N(u)
P(G − u − v; λ) − 2 ∑
C∈C(u)
P(G − VC; λ).
Lemma 2.3 [4]. The spectrum of a cycle Cn consists of the numbers 2 cos(2π/n)i (i = 1, . . . , n), and
the spectrum of a path Pn consists of the numbers 2 cos[π/(n + 1)]i (i = 1, . . . , n).
Let Cl and Cq be two vertex–disjoint cycles. Suppose that v1 is a vertex of Cl and vp is a vertex of Cq.
Join v1, vp by a path v1v2 · · · vp of length p − 1, where p  1 and p = 1 means identifying v1 with
vp, the resulting graph, denoted by B(l, p, q), is called an∞-graph (see Fig. 1). Let Pl+1, Pp+1 and Pq+1
be three vertex–disjoint paths, where 1  p  l  q, and at most p = 1. Identifying the three initial
vertices and terminal vertices of them, the resulting graph, denoted by θ(l, p, q), is called a θ-graph
(see Fig. 1). Then bicyclic graphs consist of two types of graphs: one type, denoted by B∞, are those
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Fig. 1. Graphs B(l, p, q) and θ(l, p, q).
Fig. 2. Graphs G0, T0, B1 and B2.
Fig. 3. Graphs T1–T15.
graphs each of which is an ∞-graph with trees attached; the other type, denoted by Bθ , are those
graphs each of which is a θ-graph with trees attached. The configuration of cycles contained inB∞ is
B(l, p, q), while the configuration of cycles contained inBθ is θ(l, p, q).
Lemma 2.4 [10]. Let Gθ be the θ-graph contained in the bicyclic graph G. Then
 := {Gθ |G ∈ Bθ , λ2(G)  1}
= {θ(2, 1, 2), θ(2, 1, 3), θ(3, 1, 3), θ(2, 2, 2), θ(2, 2, 3), θ(3, 2, 3)}. (2.1)
Lemma 2.5 [10]. Let G ∈ B∞, then λ2(G)  1, the equality holds if and only if G ∼= G0, where G0 is
depicted in Fig. 2 with s  0, t  0.
By [6–9,11] a tricyclic graph G contains at least 3 cycles and at most 7 cycles, furthermore, there
do not exist 5 cycles in G. Let G be a tricyclic graph, then G can be obtained from some Ti (see Fig. 3)
by attaching trees to some vertices. We denote by Ti the set of all tricyclic graphs each of which is
obtained from Ti with trees attached, i = 1, 2, . . . , 15.
Lemma 2.6. Let Gi(i = 1, 2 . . . , 31) be the tricyclic graphs as given in Fig. 4. Then λ2(Gi) = 1.
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Fig. 4. Graphs G1–G31.
Proof. By direct computing via the Matlab Programming, we can easily see that
λ2(Gi) = 1, i = 2, 3, . . . , 31.
For G1, apply Lemma 2.2 to the vertex v0, we have
P(G1; λ) = λP(G1 − v0; λ) −
∑
v∈N(v0)
P(G1 − v0 − v; λ) − 2
∑
C∈C(v0)
P(G1 − VC; λ)
= λt−1(λ2 − 1)s+2(λ4 − (t + s + 7)λ2 − 6λ + t).
Let
g(λ) = λ4 − (t + s + 7)λ2 − 6λ + t.
Then g(0) = t  0, g(1) = −s − 12 < 0, g(−1) = −s  0, limλ→∞ g(λ) = +∞. It follows that
g(λ) = 0 has only one root greater than 1. Hence, λ2(G1) = 1. This completes the proof. 
Lemma 2.7. Let G′i (i = 1, 2, . . . , 47) be the graphs as depicted in Fig. 5. Then λ2(G′i) > 1.
Proof. From the straightforward calculation via the Matlab Programming, we can easily see that
λ2(G
′
i) > 1, i = 1, 2, . . . , 47. 
3. Main results
Theorem 3.1. A tricyclic graph G satisfies λ2(G)  1 if and only if G is an induced tricyclic subgraph of
one of the graphs Gi(i = 1, 2, . . . , 31) as depicted in Fig. 4, where s ≥ 0, t ≥ 0.
The proof of Theorem 3.1 follows immediately from Theorems 3.2–3.9.
S. Li, H. Yang / Linear Algebra and its Applications 434 (2011) 2211–2221 2215
Fig. 5. Graphs G′1–G′47.
Theorem 3.2. Let G ∈ T1⋃T2, then λ2(G)  1, the equality holds if and only if G ∼= G1, where G1 is
depicted in Fig. 4 with s  0, t  0.
Proof. First we consider G ∈ T1 \ {G1}. Denote by Cp, Cq, Cr the three edge–disjoint cycles contained
in T1 and let v0 be the common vertex of Cp, Cq, Cr; see Fig. 3. Note that p, q, r ≥ 3; hence we consider
the following possible subcases:
• p+q+r = 9 and there exists a pendant tree ofG attached to a vertex u (	= v0). It is straightforward
to check that there exists a bicyclic graph, say G′, contained in G such that |VG′ | < |VG| and
G′ ∈ B∞ \ {G0}. By Lemmas 2.1 and 2.5, we have λ2(G)  λ2(G′) > 1.• p + q + r = 9 and there is only one pendant tree, say T , attached to v0 satisfying T 	∼= T0,
where T0 is depicted in Fig. 2. In G, if we delete one vertex of degree 2 on a cycle, and denote the
resultant graph by G′, then it is easy to see that G′ ∈ B∞ \ {G0}. By Lemmas 2.1 and 2.5, we have
λ2(G)  λ2(G′) > 1.• p+ q+ r ≥ 10. Without loss of generality, assume that p 	= 3. Let VCq = {v0, v1, . . . , vq−1}. Then
choose a connected component, say G′, in G−{v1, v2, . . . , vq−1} such that G′ contains v0. It is easy
to see that G′ ∈ B∞ \ {G0}. By Lemmas 2.1 and 2.5, we have λ2(G)  λ2(G′) > 1.
Next we consider that G ∼= G1. In view of Lemma 2.6, we have λ2(G) = 1.
Now we consider G ∈ T2. Let T ′2 = T2[(VT2 \ VCq)
⋃ {v1}], where T2 is depicted in Fig. 3. Then
T ′2 ∈ B∞ \{G0}. By Lemmas 2.1 and 2.5, λ2(G)  λ2(T2)  λ2(T ′2) > 1. This completes the proof. 
Theorem 3.3. Let G ∈ ⋃7i=3 Ti, then λ2(G) > 1.
Proof. Choose a vertex, say v, in Ti (see Fig. 3) such that v ∈ VCr \{v1}, i = 3, 4, 5, 6, 7. Let T ′i = Ti−v,
then T ′i ∈ B∞ \ {G0}. By Lemmas 2.1 and 2.5, λ2(G)  λ2(Ti)  λ2(T ′i ) > 1, i = 3, 4, 5, 6, 7. This
completes the proof. 
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Theorem 3.4. Let G ∈ T8⋃T9 be a tricyclic graph, then λ2(G) > 1.
Proof. Let v1 (resp. v2) be a vertex of degree 3 in the graph θ(l,m, t) with 1 ≤ m ≤ l ≤ t. Then
T8 is obtained by identifying v2 (or v1) of θ(l,m, t) with a vertex of cycle Cr . And T9 is obtained by
identifying u (	= v1, v2) of θ(l,m, t) with a vertex of cycle Cr . Denote the three fundamental cycles
contained in T8 (resp. T9) by Cp, Cq, Cr , see Fig. 3. It is easy to see that p, q, r ≥ 3 and p ≤ q. We
consider the following two possible cases:
Case 1. p + q + r = 9, i.e., p = q = r = 3. In this case, T8 ∼= B1 and T9 ∼= B2, where B1, B2
are depicted in Fig. 2. From the straightforward calculation via the Matlab Programming, we can
easily obtain λ2(B1) = 1.1593 and λ2(B2) = 1.5069. By Lemma 2.1, λ2(G)  λ2(B1) > 1 and
λ2(G)  λ2(B2) > 1.
Case 2. p + q + r ≥ 10. In this case, we have q  4 or r  4.
First consider G ∈ T8. Let
T ′8 = T8 − w,
where w is a vertex of degree 2 on Cq which is adjacent to v2. Then T
′
8 ∈ B∞ \ {G0}. By Lemmas 2.1
and 2.5, λ2(G)  λ2(T8)  λ2(T ′8) > 1.
Now consider G ∈ T9. If Cr is attached to a vertex on Cp, then let
T ′9 = T9 − w,
where w is a vertex of degree 2 on Cq. If Cr is attached to a vertex on Cq, then let
T ′′9 = T9 − w,
where w is a vertex of degree 2 on Cp. Then T
′
9, T
′′
9 ∈ B∞ \ {G0}. By Lemmas 2.1 and 2.5, λ2(G) 
λ2(T9)  λ2(T ′9), λ2(T ′′9 ) > 1.
This completes the proof. 
Theorem 3.5. Let G ∈ T10⋃T11 be a tricyclic graph, then λ2(G) > 1.
Proof. Choose a vertex of degree 2, say v, on Cp in T10 (resp. T11); see Fig. 3. Let T
′
i = Ti − v, i = 10, 11.
Then T ′i ∈ B∞ \ {G0}. By Lemmas 2.1 and 2.5, λ2(G)  λ2(Ti)  λ2(T ′i ) > 1, i = 10, 11. This
completes the proof. 
Theorem 3.6. A graph G ∈ T12 satisfies λ2(G)  1 if and only if G is an induced tricyclic subgraph of the
graphs Gi(i = 2, 3, 4, 5, 6) as given in Fig. 3.
Proof. Let Cp, Cq and Cr be the three fundamental cycles contained in T12, where Cp (resp. Cq) can be
obtained by identifying the initial vertices and terminal vertices of P1 and P2 (resp. P3 and P4); see
Fig. 3. For convenience, assume that |VP1 | ≥ |VP2 | and |VP3 | ≥ |VP4 |. Note that p, q, r ≥ 3, hence we
consider the following two possible cases.
Case 1. p + q = 6, i.e., p = q = 3. In this case, we consider the following three possible subcases.
• r = 3. As G is obtained from T12 with some trees attached, hence if G has an induced subgraph
isomorphic to one of the graphs G′i (i = 9, 10, 11, 12, 13) as given in Fig. 5, by Lemmas 2.1 and 2.7
we have λ2(G) > 1, a contradiction. So G can only be the graphs Gi (i = 4, 5) as given in Fig. 4 or
their induced tricyclic subgraphs. Moreover by Lemma 2.6 we have that λ2(Gi) = 1 (i = 4, 5).• r = 4. Similar to r = 3, if G has an induced subgraph isomorphic to one of the graphs G′i (i =
1, 3, 14, 15) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction. So G can
only be the graph G6 as given in Fig. 4 or its induced tricyclic subgraphs. Moreover by Lemma 2.6
we have that λ2(G6) = 1.• r > 4. Choose a vertex, say v, such that v ∈ VCr \(VCp ∪VCq), let T ′12 = T12−v, then T ′12 ∈ B∞\{G0},
by Lemmas 2.1 and 2.5, λ2(G)  λ2(T12)  λ2(T ′12) > 1.
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Fig. 6. Graphs D1,D2,D3,D4 and D5.
Case 2. p + q ≥ 7. In this case, let P be the path of Cr contained in T12 (see Fig. 3) such that its
end-vertices are v1, v3 and v2 is not on P.
If |VP | ≥ 3, then choose a non-endvertex, say v on P. let T ′12 = T12 − v, then T ′12 ∈ B∞ \ {G0}.
By Lemmas 2.1 and 2.5, λ2(G)  λ2(T12)  λ2(T ′12) > 1, a contradiction. So, in what follows, we
consider the case |VP | = 2.
Let D = {D1,D2,D3,D4,D5}, where D1,D2,D3,D4 and D5 are depicted in Fig. 6. It is straightfor-
ward to check that if we delete all the vertices of degree 2 of any internal path of Di (i = 1, 2, 3, 4, 5),
the resultant θ-graph is in the set (defined in (2.1)). And among all the set {T12|p+q ≥ 7, |Vp| = 2},
only D1,D2,D3,D4 and D5 satisfy this property. Hence, in this case for any T12 	∈ D, there exists a ver-
tex v in VT12 \ {v1, v2, v3} such that T12 − v contains a θ-graph, say θ(l′, p′, q′) with θ(l′, p′, q′) 	∈ 
(defined in (2.1)). In view of Lemmas 2.1 and 2.4, λ2(G)  λ2(T12)  λ2(θ(l′, p′, q′)) > 1.
Hence, in the rest of our proof, it suffices to consider T12 ∈ D.
• T12 ∼= D1. From the straightforward calculation via the Matlab Programming, we can easily obtain
λ2(D1) = 1.0554. By Lemma 2.1, λ2(G)  λ2(D1) > 1.• T12 ∼= D2 (resp. D3). Note that D2 (resp. D3) has an induced subgraph isomorphic to G′1 as given in
Fig. 5. By Lemmas 2.1 and 2.7, we have λ2(G)  λ2(D2)  λ2(G′1) > 1 and λ2(G)  λ2(D3) 
λ2(G
′
1) > 1.• T12 ∼= D4. If G has an induced subgraph isomorphic to one of the graphs G′i (i = 1, 3, 4, 5, 6) as
given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction. So G can only be the
graph G2 as given in Fig. 4 or its induced tricyclic subgraphs. Moreover by Lemma 2.6 we have that
λ2(G2) = 1.• T12 ∼= D5. If G has an induced subgraph isomorphic to one of the graphs G′i (i = 1, 7, 8) as given in
Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction. So G can only be the graph G3 as
given in Fig. 4 or its induced tricyclic subgraphs. Moreover by Lemma 2.6 we have that λ2(G3) = 1.
This completes the proof. 
Let Pr+1, Pp+1, Pl+1 and Pq+1 be four vertex–disjoint paths, where 1  l  r  p  q, and atmost
l = 1. Identifying the four initial vertices and terminal vertices of them, the resulting graph is T13. For
convenience, let T13 := θ(r, p, l, q). It is known that θ(r, p, l, q) is a generalized θ-graph. Then every
graph G ∈ T13 is a graph θ(r, p, l, q) with trees attached.
Theorem 3.7. A graph G ∈ T13 satisfies λ2(G)  1 if and only if G is an induced tricyclic subgraph of the
graphs Gi (i = 7, 8, . . . , 19) as given in Fig. 3.
Proof. For convenience, let G′θ be the generalized θ-graph contained in G. We consider the following
possible cases to prove our result.
Case 1. l = 1, r = 2. In this case we consider the following possible subcases.
Subcase 1.1. p = 2.
• G′θ ∼= θ(2, 2, 1, 2). If G has an induced subgraph isomorphic to one of the graphs
G′i (i = 10, 16, 17, 18, 12, 19, 20) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a
contradiction. So G can only be the graphs Gi (i = 7, 8, 9, 10) as given in Fig. 4 or their induced
tricyclic subgraphs. Moreover by Lemma 2.6 we have that λ2(Gi) = 1 (i = 7, 8, 9, 10).• G′θ ∼= θ(2, 2, 1, 3). If G has an induced subgraph isomorphic to one of the graphs
G′i (i = 1, 2, 3, 15, 21, 22, 23) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a
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contradiction. So G can only be the graphsGi (i = 11, 12) as given in Fig. 4 or their induced tricyclic
subgraphs. Moreover by Lemma 2.6 we have that λ2(Gi) = 1 (i = 11, 12).• G′θ ∼= θ(2, 2, 1, 4). In this subcase, G has an induced subgraph isomorphic to G′24 as given in Fig. 5,
by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(G′24) > 1.• G′θ ∼= θ(2, 2, 1, q) with q  5. In this subcase, G has an induced subgraph isomorphic to G′25 as
given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(G′25) > 1.
Subcase 1.2. p = 3.
• G′θ ∼= θ(2, 3, 1, 3). If G has an induced subgraph isomorphic to one of the graphs
G′i (i = 1, 2, 21, 26, 27, 28) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a
contradiction. SoG can only be the graphsGi (i = 13, 14) as given in Fig. 4 or their induced tricyclic
subgraphs. Moreover by Lemma 2.6 we have that λ2(Gi) = 1 (i = 13, 14).• G′θ ∼= θ(2, 3, 1, q) with q  4. In this subcase, G has an induced subgraph isomorphic to G′1 as
given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(G′1) > 1.
Subcase 1.3. p ≥ 4. If G′θ ∼= θ(2, p, 1, q)(q  p  4), then G has an induced subgraph isomorphic to
P7, by Lemma2.3,λ2(P7) = 2 cos(π/4) =
√
2 > 1, then by Lemma2.1we haveλ2(G)  λ2(P7) > 1,
a contradiction.
Case 2. l = 1, r = 3. In this case we consider the following possible subcases.
Subcase 2.1. p = 3.
• G′θ ∼= θ(3, 3, 1, 3). If G has an induced subgraph isomorphic to one of the graphs
G′i (i = 1, 26, 29, 30) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction.
So G can only be the graph G15 as given in Fig. 4 or its induced tricyclic subgraphs. Moreover by
Lemma 2.6 we have that λ2(G15) = 1.• G′θ ∼= θ(3, 3, 1, q) with q  4. In this subcase, G has an induced subgraph isomorphic to G′1 as
given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(G′1) > 1.
Subcase 2.2. p  4.
If G′θ ∼= θ(3, p, 1, q)(q  p  4), then G has an induced subgraph isomorphic to P7, λ2(P7) =√
2 > 1, so by Lemma 2.1 we have λ2(G)  λ2(P7) > 1, a contradiction.
Case 3. l = 1, r ≥ 4. In this case, if G′θ ∼= θ(r, p, 1, q)(q  p  r  4), then G has an induced
subgraph isomorphic to P7, λ2(P7) =
√
2 > 1, so by Lemma 2.1 we have λ2(G)  λ2(P7) > 1, a
contradiction.
Case 4. l = 2, r = 2. In this case we consider the following possible subcases.
Subcase 4.1. p = 2.
• G′θ ∼= θ(2, 2, 2, 2). IfG has an induced subgraph isomorphic to oneof the graphsG′i(i = 1, 5, 6, 31)
as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction. So G can only be the
graphs Gi(i = 16, 17) as given in Fig. 4 or their induced tricyclic subgraphs. Moreover by Lemma
2.6 we have that λ2(Gi) = 1(i = 16, 17).• G′θ ∼= θ(2, 2, 2, 3). If G has an induced subgraph isomorphic to one of the graphs G′i(i = 1, 7, 32)
as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction. So G can only be the
graph G18 as given in Fig. 4 or its induced tricyclic subgraphs. Moreover by Lemma 2.6 we have that
λ2(G18) = 1.• G′θ ∼= θ(2, 2, 2, q) with q  4. In this subcase, G has an induced subgraph isomorphic to G′1 as
given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(G′1) > 1.
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1A 2A 3A
Fig. 7. Graphs A1, A2 and A3.
Subcase 4.2. p = 3.
• G′θ ∼= θ(2, 3, 2, 3). If G has an induced subgraph isomorphic to one of the graphs G′i(i = 7, 33) as
given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction. So G can only be the
graph G19 as given in Fig. 4 or its induced tricyclic subgraphs. Moreover by Lemma 2.6 we have that
λ2(G19) = 1.• G′θ ∼= θ(2, 3, 2, q) with q  4. In this subcase, G has an induced subgraph isomorphic to G′33 as
given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(G′33) > 1.
Subcase 4.3. p  4. In this subcase, ifG′θ ∼= θ(2, p, 2, q) (q  p  4), thenG has an induced subgraph
isomorphic to Ck(k  8). By Lemma 2.3 we see that λ2(Ck) = 2 cos(2π/k) > 1, so by Lemma 2.1 we
have λ2(G)  λ2(Ck) > 1, a contradiction.
Case 5. l = 2, r ≥ 3. In this case, if G′θ ∼= θ(3, p, 2, q)(q  p  3), then G has an induced
subgraph isomorphic to G′7 as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(G′7) > 1, a
contradiction.
If G′θ ∼= θ(r, p, 2, q)(q  p  r  4), then G has an induced subgraph isomorphic to Ck(k  8),
by Lemmas 2.1 and 2.3 we have λ2(G)  λ2(Ck) > 1, a contradiction.
Case 6. l ≥ 3. In this case, if G′θ ∼= θ(r, p, l, q) with q  p  r  l  3, then G has an induced
subgraph isomorphic to Ck(k  7) or C+6 , where C+6 is obtained by attaching a pendent edge to a
vertex of C6. From the straightforward calculation via the Matlab Programming, we can easily obtain
λ2(C
+
6 ) = 1.2593. By Lemma 2.3 we see λ2(Ck) > 1(k  7), so by Lemma 2.1, λ2(G) > 1, a
contradiction.
By Cases 1–6, we complete the proof. 
Theorem 3.8. Let G ∈ T14 be a tricyclic graph, then λ2(G) > 1.
Proof. LetA = {A1, A2, A3}, where A1, A2, A3 are depicted in Fig. 7. It is straightforward to check that
if we delete all the vertices of degree 2 on any internal path of Ai (i = 1, 2, 3), the resultant θ-graph
is in the set  (defined in (2.1)). And among T14 only graphs A1, A2, A3 have this property. Hence, if
T14 	∈ A, there exists a vertex v of degree 2 in VT14 such that T14 − v contains a θ-graph, say θ(l′, p′, q′)
with θ(l′, p′, q′) 	∈  (defined in (2.1)). By Lemma 2.4, λ2(G)  λ2(T14)  λ2(θ(l′, p′, q′)) > 1.
In order to complete the proof, it suffices to consider T14 ∈ A. If T14 ∼= A1, then from the straight-
forward calculation via theMatlab Programming, we can easily obtain λ2(A1) = 1.4142, so by Lemma
2.1, λ2(G)  λ2(A1) > 1. If T14 ∼= A2, note that A2 has an induced subgraph isomorphic to G′3 as
given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(A2)  λ2(G′3) > 1. If T14 ∼= A3, as A3
has an induced subgraph isomorphic to G′26 as given in Fig. 5, then by Lemmas 2.1 and 2.7 we have
λ2(G)  λ2(A3)  λ2(G′26) > 1.
This completes the proof. 
Theorem 3.9. A graph G ∈ T15 satisfies λ2(G)  1 if and only if G is an induced tricyclic subgraph of the
graphs Gi (i = 20, 21, . . . , 31) as depicted in Fig. 4.
Proof. We consider the following possible cases to prove our result.
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Fig. 8. Graphs S1, S2, . . . , S9 and S10.
Case 1. T15 ∼= K4. In this case, if G has an induced subgraph isomorphic to one of the graphs G′i (i =
34, 35, 36, 37, 38) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction. So
G can only be the graphs Gi (i = 20, 21, 22) as given in Fig. 4 or their induced tricyclic subgraphs.
Moreover by Lemma 2.6 we have that λ2(Gi) = 1 (i = 20, 21, 22).
Case 2. T15 	∼= K4. In this case, there exists an internal path, say P, of length at least 2 in T15. For
convenience, let |EP | = m. Let S = {S1, S2, . . . , S10}, where S1, S2, . . . , S10 are depicted in Fig. 8. Note
that for each Si ∈ S , if we delete all the vertices of degree 2 of P, the resultant graph is a θ-graphwhich
is in  (defined in (2.1)). For any T15 (	∼= K4), deleting the internal vertices of P in T15, if the resultant
graph is not in (defined in (2.1)), then λ2(G) > 1 is obvious; Hence, by Lemma 2.4, it suffices for us
to consider T15 ∈ S in the rest of the proof.
• T15 ∼= S1. In this subcase, we first considerm = 2. If G has an induced subgraph isomorphic to one
of the graphsG′i(i = 1, 10, 39, 40, 41, 42, 43, 44) as given in Fig. 5, by Lemmas 2.1 and 2.7we have
λ2(G) > 1, a contradiction. SoG can only be the graphsGi (i = 23, 24, 25) as given in Fig. 4 or their
induced tricyclic subgraphs. Moreover by Lemma 2.6 we have that λ2(Gi) = 1(i = 23, 24, 25).
Then consider m = 3. If G has an induced subgraph isomorphic to one of the graphs G′i(i =
16, 41, 42, 45) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a contradiction. So G
can only be the graph G26 as given in Fig. 4 or its induced tricyclic subgraphs. Moreover by Lemma
2.6 we have that λ2(G26) = 1.
Now considerm  4. S1 has an induced subgraph isomorphic to G′16 as given in Fig. 5, by Lemmas
2.1 and 2.7 we have λ2(G)  λ2(S1)  λ2(G′16) > 1.• T15 ∼= S2. In this subcase, we first considerm = 2. If G has an induced subgraph isomorphic to one
of the graphs G′i (i = 1, 3, 21, 46) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a
contradiction. So G can only be the graph G27 as given in Fig. 4 or its induced tricyclic subgraphs.
Moreover by Lemma 2.6 we have that λ2(G27) = 1.
Next, consider m  3. Note that S2 has an induced subgraph isomorphic to G′3 as given in Fig. 5,
hence by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(S2)  λ2(G′3) > 1.• T15 ∼= S3. In this subcase, we first consider m = 2. If G has an induced subgraph isomorphic to
one of the graphs G′i(i = 1, 26, 27) as given in Fig. 5, by Lemmas 2.1 and 2.7, we have λ2(G) > 1,
a contradiction. So G can only be the graph G28 as given in Fig. 4 or its induced tricyclic subgraphs.
Moreover by Lemma 2.6 we have that λ2(G28) = 1.
Next considerm  3. As S3 has an induced subgraph isomorphic toG′26 as given in Fig. 5, by Lemmas
2.1 and 2.7 we have λ2(G)  λ2(S3)  λ2(G′26) > 1.• T15 ∼= S4. In this subcase, we first consider m = 2. If G has an induced subgraph isomorphic to
one of the graphs G′i(i = 1, 7, 26) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a
contradiction. So G can only be the graph G29 as given in Fig. 4 or its induced tricyclic subgraphs.
Moreover by Lemma 2.6 we have that λ2(G29) = 1.
Now consider m  3. Note that S4 has an induced subgraph isomorphic to G′26 as given in Fig. 5;
hence by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(S4)  λ2(G′26) > 1.• T15 ∼= S5. In this subcase, we first consider m = 2. If G has an induced subgraph isomorphic to
one of the graphs G′i(i = 1, 5, 47) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a
contradiction. So G can only be the graph G30 as given in Fig. 4 or its induced tricyclic subgraphs.
Moreover by Lemma 2.6 we have that λ2(G30) = 1.
Now consider m  3. In this case, S5 has an induced subgraph isomorphic to G′1 as given in Fig. 5,
by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(S5)  λ2(G′1) > 1.• T15 ∼= S6. In this subcase, we first consider m = 2. In fact, when m = 2, we have S6 ∼= S4, which
have been done as above.
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Now consider m  3. S6 has an induced subgraph isomorphic to G′1 as given in Fig. 5, by Lemmas
2.1 and 2.7 we have λ2(G)  λ2(S6)  λ2(G′1) > 1.• T15 ∼= S7. In this subcase, we first considerm = 2. In fact, whenm = 2, we have S7 contains an in-
duced subgraph G′1 as given in Fig. 5, hence by Lemmas 2.1 and 2.7, λ2(G)  λ2(S7) ≥ λ2(G′1) > 1.
Now considerm  3. S7 has an induced subgraph isomorphic to G′33 as given in Fig. 5, by Lemmas
2.1 and 2.7 we have λ2(G)  λ2(S7) ≥ λ2(G′33) > 1.• T15 ∼= S8. In this subcase, we first consider m = 2. S8 has an induced subgraph isomorphic to
C
+
6 , where C
+
6 is obtained by attaching a pendent edge to a vertex of C6. By Lemma 2.1 we have
λ2(G)  λ2(S8)  λ2(C+6 ) > 1.
Now consider m  3. S8 has an induced subgraph isomorphic to Ck (k  7), by Lemmas 2.1 and
2.3 we have λ2(G)  λ2(S8)  λ2(Ck) > 1.• T15 ∼= S9. In this subcase, we first consider m = 2. If G has an induced subgraph isomorphic to
one of the graphs G′i(i = 7, 33) as given in Fig. 5, by Lemmas 2.1 and 2.7 we have λ2(G) > 1, a
contradiction. So G can only be the graph G31 as given in Fig. 4 or its induced tricyclic subgraphs.
Moreover by Lemma 2.6 we have that λ2(G31) = 1.
Now considerm  3. S9 has an induced subgraph isomorphic to G′33 as given in Fig. 5, by Lemmas
2.1 and 2.7 we have λ2(G)  λ2(S9)  λ2(G′33) > 1.• T15 ∼= S10. Note thatm  2, hence S10 has an induced subgraph isomorphic to G′33 as given in Fig.
5, by Lemmas 2.1 and 2.7 we have λ2(G)  λ2(S10)  λ2(G′33) > 1.
This completes the proof. 
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