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1. INTRODUCTIVE 
The present paper is a continuation of the author’s previous paper [1], 
and the notation and results of [1] will be used without further explanation. 
It is assumed throughout that m > 1. 
Our aim in this paper is to consider the ratio 
(l-1) 
which is of interest since it represents the awenzge wafue of St(s) over the 
members of the population at time t. This leads to results for certain natural 
measures of the spatial location of the population, such as the average posi- 
tion: 
N(t) 
C xj 
qt 1 x0) = - . 
N(t) 
(1.2) 
In Section 2, a general statement on convergence in probability is given. 
It does not seem possible to obtain the limiting distribution of the ratio (1.1) 
in nontrivial cases when m > 1. As a first step toward the limiting moments, 
recurrence relations are obtained in Section 3 for conditional moment distri- 
butions and functionals. These are applied to discuss the asymptotic behav- 
ior of the moments in the case of (k + I)-fold splitting (Section 5), and 
also in the case of the simple birth and death process (Section 6). The formulas 
for these moments involve the Lauricella Fn-type hypergeometric functions, 
some of whose properties are summarized in Appendix A. In Section 7, we 
present results for some simple “diffusion” processes. 
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2. CONVERGENCE IN PROBABILITY 
It is convenient to consider the restriction of the random function (1.1) 
to the subspace of fl(the space of all realizations of the process, [l] Section3) 
on which N(t) -w 0. This subspace has total probability 1 - PO, where 
Z’s is the probability of the population becoming extinct. It is well-known that 
Z’,, is the smallest non-negative root of the equation 
P =f(P). (2-l) 
When m > 1, PO is strictly less than one, so that 1 - P,, is positive. Further- 
more, the subspaces {N(t) -H 0} and {W > 0} are known to be equivalent for 
the Bellman-Harris process ([2] p. 147, Remark 1). We therefore consider 
(2.2) 
THENEM 1. Under the con&h of [l] Theorem 4, Y(t 1 x0; t) conoerges 
in probability as t -+ co to the random oariable 
Y(6 1 x0) = w($J 1 . 
w>o 
(2.3) 
The restrictions of W,(ll x0; t) and W(t) to the subspace (W > O> con- 
verge in mean square to the restrictions of W,(S I .z) and W, respectively. The 
theorem follows by [3] Lemma 6.4. From [l], Theorem 4, Corollary 3, 
COROLLARY. If !P&) s 1, mrd j&x; T) = Je is independent of x d T, then 
~(6 I xo; t) - It 5 
i.p. 
(2.4) 
a nonrandom limit. 
3. CONDITIONAL MOMENT GENERATING FUNCTIONS 
As a first step towards investigating the moments of the limiting random 
variable Y(f ) x,,), we shall consider in this section the moments of 
N(ft+, 1 x0; t) cddkl on there B&g Y swwiums at time t. 
Let us write 
(4 r=J). (3.1) 
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It was remarked in [l] Section 3 that r[l ] x,; t] specifies a probability 
distribution on the population state space Q = XT-,, 9F; we have accordingly 
q.$, c$ 1 x0; t] = 2 f?“@ r(‘yZ ) x0; 4, (3.2) 
r-o 
where 
i.e., if p,(t) = Prob {N(t) = Y} # 0, then Z-‘(‘)[t 1 x0; t]/pJt) is the charac- 
teristic functional at time t conditional on Y  survivors. If j+(t) = 0 then 
r(r) E 0. 
We shall obtain recurrence relations for the conditional moment distribu- 
tions. Let us suppose that q,) < co. Then the moment distributions 
Mk(* ( x0; t) are finite measures on ask for k = I,..., n, ([l] Theorem 2), and 
if Xj E .4?Z (j -= I,..., n) we may write 
where 
(3.4) 
Mp(X’k’ I X0; 1) = /,.,;r [il 8(X, 1 XJ] P”‘(dx”’ 1 x0; t) - s 
I 
ak 
= ik ae, - ae, P) [ i ww I -1 I x0; t]/ 
e1 = .-. = e, = 0. (3.5) 
j-1 
MF’ may be extended to a finite measure on BZk for all k = I,..., rr and all r. 
If p?(t) = 0, this measure is identically zero, while if p,(t) # 0, 
MF’( * I jcO; t)/p,.(t) is the Kth moment distribution for the point process whose 
characteristic functional is F’)[t I x0; t]/pr(t), and whose size is Y with 
probability one. 
The generating function of the MF’ is 
M,(X’“‘, c$ I x0; t) = i e’” M$Y’“’ I x0; t) 
T-0 
I ak = ikae, --- ae, r [ mx, I 9, d I x0; t] 1 0, =-; . . . = Ok = 0. (3.6) j-l 
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Differentiating the integral equation for r[t, + ) x,; t] derived from [1] 
Eq. (3.3), we obtain by virtue of [I] Eq. (4.12) 
f SI f’{rl+; t - u]} McWk’, 4 I x; t - u) x(dx I x0; u) G(du), (3.7) Ex[0.t1 
where 
Mf’(X”‘, 4 1x0; t) = [l - G(t)] e*x (f) Xj 1 ~0; t) 
j=-1 
x x(h I xo; 4 ‘34. (3.8) 
Here r[$; t] is the characteristic function of N(t) ([l] Eq. (3.4)). 
The author has not succeeded in solving (3.7) in the case of a general life- 
span distribution G(t). However, progress becomes possible if we take G to be 
negative exponential: 
G(t) = 1 - e-Qt, (t 2 0, 4 > 0). (3.9) 
Equation (3.7) then takes the form 
Rho 3 t) =@o , t> + Q ~x/:f’md; t - u]} R(x, t - u) ,Y(& 1 x0; u) e-p” du. 
(3.11) 
Now 
1 Mk(Xtk’, + 1 x,,; t) 1 < Mk(X’k’ 1 x0; t, < Mk(t), (3.11) 
and so M,(X’k), 4 j x0; t) is a member of the class 9, defined in [l] Section 4. 
LEMMA 1. Equation (3.11) has at most one solution R in 9. A formal 
solution is 
am 4 
II 
f R(x,; t) =F(x,, , t) + - sq+;t-U] 
ia 3 o i+ 
x x(dx 1 x0; u) e-- du. (3.12) 
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PROOF. Suppose that there exist two solutions in F. Then their difference, 
D(xo 3 t) say, is a member of 9 and satisfies the equation 
D(x,,; t) = ~x&t{~[+; t - 4}D(x, t - u)x(dx I xo;u) G(du) (3.13) 
where G is given by Eq. (3.9). Hence 
d mG(t) D*(t), (3.14) 
where 
D*(t) =%T~P~, I D(x, t> I - (3.15) 
Iterating the first inequality in (3.4), we find that for each positive integer n 
1 D(x,; t) ( < m”G,,(t) - D*(t) -+ 0, as 11-b 03. (3.16) 
Thus 0(x0, t) = 0 and the solutions are identical. 
It is natural to seek a solution of (3.10) having the form 
R(x, , 2) = F(x, , t) + S,/l r(t - II, t)F(x, t - u) x(dx 1 x0; u) e+ du. 
(3.17) 
By substituting this expression, it is sufficient that Y satisfy the integral 
equation 
(3.18) 
Differentiating both sides of (3.18) with respect to t, and solving the result- 
ing differential equation with the side condition 
we obtain 
(3.19) 
r(t - u,t)=kexp 
I :-, Pf’PV; ~11 dc (3.20) 
A more convenient expression can be found by first noting that, for negative 
exponential G, 
am tl - = d.fm+; 4 - Q; tll, at (3.21) 
(see [2] Chapt. V, Eq. (9.1)). 
6 DAVIS 
Differentiating both side of (3.21) with respect to r+, we obtain 
; gp#J~tl~ = 4u’m; t1> - 11 g--$ w; tl, 
whence 
& w tl 
I 
t 
gp;t-Ul 
= exp t” q[f’mk t1> - 11 f&J. 
(3.22) 
(3.23) 
Substituting in (3.20) and (3.17), we obtain the formal solution (3.12). 
Applying the lemma to Eq. (3.7), we are led to propose the following 
solution in the case of negative exponential G: 
am tl &(X9 4 I x0; 4 = T x(X I x0; 0 (3.24) 
M,(P), 4 1 x0; 1) = aoh ti T x (,/j 4 I x0; t) 
+ q am ti t ar[+; t - q m I -1 k ia x o ia+ &f ’ im; t - 4) 
x r fi M,,(X’-‘, 4 1 x; t - u) x(cljc 1 x0; u) du, (k = l,..., n). (3.25) 
l7,U) A-l 
This may be shown to yield the required sequence of moment generating 
functions. For, using the following inequality, derived from (3.23), 
&m tl 
< @rn-lh 
1 (3.26) 
it may be shown inductively that (3.24-3.25) defines a sequence of functions of 
(x0 , t) which are members of s. Also, it may be verified by direct substitution 
that (3.24-3.25) is a solution of (3.7) and the result follows by the uniqueness 
statement of the lemma. 
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Now suppose that f,,t E A&; n), (j = I ,..., n). Then 
= ~ .* f,.t+&j) WV+ I x0; t) In (3.27) y-1 
certainly exists for k = I,..., n and I = 1,2 ,..., since by [l] Theorem 3: 
f Mf’(l f1”,! I I x,; q = &(I fl:! I I x0; t) < a* (3.28) 
r-i8 
Writing 
(3.29) 
it follows that these moment generating functions exist and are given recur- 
sively by Eqs. (3.24-3.25), with X’“a’ replaced by f$J, and n:-, Xj by 
l-I:4 fLt+7 * 
4. MoMENTs OF Y(f 1 q; t) 
The random variable Y(f 1 so; t) was defined by Eq. (2.2). We shall write 
= (g rpl [*dt)N(b.t I x0; t’] , N(t,) * ol 
N(t) 
= f Prob (N(t’) M 0 ) N(t) = I} 
hl Prob {N(t’) - 0) 
= (1 - PJ1 @ @&)l :c, (l;“POr) #‘<fl”’ I x0; q, 
(4.1) 
where PO is the extinction probability. This moment certainly exists for 
m(,) < co and fjr.t E A&; n), (j = l,..., n), since the series is dominated 
by (3.28) with 7 = 0. 
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LEMMA 2. Zj (f, , R) E ,#r , then 
iii iwY)(cf 1 x0; t) = J&o; 0). (4.2) 
PROOF. From (3.24), 
@‘(& I x0; t> = v,(t) I, 544 xe I +%I; 4, (I = 1, 2,...). (4.3) 
Substituting in (4.1), and using the Markovian property of the population 
size N(t) for negative exponential G: 
M(Y)(5‘ ( x0; t) = (1 - PO)-l (1 - PO) @t(t) I, Id4 x(h I x0; 4 
- .J&; 0) as t-b Co. (4.4) 
We next consider iIf:“(.$ I x0; t). Writing 
&(x0; t) = I 5‘(x) XC& I x0; t), (4.5) I 
we obtain from (3.25) 
x du s 3 j& t - 4 x(h I x0; 41 a (4.6) 
An important feature of this equation is the separation of the contributions 
from the diffusion process and the branching mechanism in the repeated 
integral. Let us introduce the following functions, which depend entirely on 
the branching process: 
p(l)(t) = (1 - PO)-’ i (l ,P”~)pXt), 
t-1 
; (&; t> = q(l - PO)-1 2 (l JPsr) 
7-l 
Then from (4.1) 
Miy)(P) I x0; t> = @&) @&) Idt)j~,.,b.r(~o; t> 
(4.8) 
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We are therefore led to consider the asymptotic behavior of p(r)(t) and 
P&U’; t) as t -+ CO. It appears difficult to make progress in this direction 
unless the probabilities p,(t) are known explicitly. In the following sections 
we shall deal with the cases of (K + I)-fold splitting and the simple birth and 
death process. 
5. MOMENTS OF Y(f 1 x,,) IN THE CASE OF (K + I)-FOLD SPLITTING 
For (k + I)-fold splitting, (k a positive integer), 
f(z) = zk+‘, 
and taking q = 1, we may write 
F[~#I; t] = ef+ee-’ F-‘(+; t), 
where 
y(~$; t) = [1 - (1 - e-kt) e’@]-l. 
(See [2] Chapt. V, Section 13.2). 
Let us also write 
(5.3) 
%(fI:! 14 I x0; t) = Fjp 4(fI=! ,+ I “0; q. 
Then substituting in (3.25) and noting that 
(5-4) 
(5.5) 
where 
f’“‘(z) = (k - s -+ 2), ~$-~+l, (54 
we obtain 
(oI)s = (Y(a + 1) *** (a + s -- 1), (a()) == 1, (5.7) 
+ m’n~““’ (k - s + 2)s 1’ eiwe-k(t-u) v(+; t - u) du 
0 
,4 I x; t - 4 x(dx I xo; 4. (5.8) 
This is valid for h = 1 ,..., n, fj,t E &(Y; n), (i = 1,-, n). 
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It is necessary to consider the coefficients of the eir* in -Iv,. It may be 
shown by induction that ,rV, is expressible as a linear combination of integrals 
of the form 
(a) the expressions to the right of the x-integrals are independent of +, 
(b) O<p<n-I (p=O corresponding to the case of no t-integral), 
(4 St& 3 2, (A = I,..., P), 
(4 Z:Ll s, < n + P - 1. 
Hence MF’(,$$ ( x,,; t) depends on Y only through the coefficients of et’* 
in the terms 
and so, in order to discuss the M)ln(en’ 1 x,-J in the case of (k + I)-fold 
splitting, it is necessary from (4.1) to determine the asymptotic behavior as 
t -+ co of the functions 
fn.* 
ul ,a.*, uh 
Sl ,**.t sp 
; t = f $ (coefficient of edrd in (5.10)). (5.11) 
r-l 
These are subject to the conditions (a)-(d), and also 0 < pi < ... < up < t. 
We note that P,, = 0 since k > 1. When p = 0, we shall write simply p&t). 
Forn=2and3,(1,,,, tDc) E A,(y; n), (j = 1, 2, 3), the Mkyu,(fo” I x,,; t) 
are as follows: 
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A terms obtained by cyclically interchanging E1 , 5, , &] x(dx ] x0; U) 
I terms by cyclic interchange 1 x(dy 
(5.13) 
The asymptotic behavior of the p’s is discussed in the following theorem. 
It is shown that if xi-i s,, < n + p -- 1, th en pnek converges to zero expo- 
nentially fast as t --c co. However, if & sh = n + p - 1, then P,,~ con- 
verges to a limiting function which may be expressed in terms of Lauricella’s 
F,-type generalized hypergeometric function: 
F&G A 7..., 8,; Y; ~1 ,..., x,) 
(See [4], premiere partie, Chapt. VII, Section xxxvii). When p = 2, FD 
reduces to Appell’s first type of hypergeometric function of two variables, 
(see [5], Chapt. IX, Section 9.1), while when p = 1 it reduces to F(a, 8; y; x), 
the familiar hypergeometric function of Gauss. 
THEOREM 2. Let n > 2. (1) Zf ~~-, sh < n + p - I, then for hge t 
u1 O(te-L) for P =o, 
hk s1 O(ect) for P 3 1, 
(5.16) 
unifo*mZy for 0 < ui < t, (i = l,..., p). 
(2) ~~pposethatp31,~~,,s,=n+p-11,0<u,~~~~<u,<~. 
If  we write 
cro = 1 - e-ku, uj = 1 - e-k(u,-uj) , (j = l,..., p - l), (5.17) 
12 DAVIS 
D-l 
(1 -  Uo)*-l J-J (1 -  Uj) 
kyk-’ j;‘pJ$ 
x F&-l T Pi A-' + I, Sl ,.-., s-1; k-l + n + p; u. )..., u& (5.18) 
pn,K(~~;:::;8~; t) is dominated for 0 < u1 < --- < u, < t by e-“p(cu, + d), 
where c and d are constants. 
(3) The transformation defined by (5.17) mapping 0 < u1 < --- < up < 00 
onto 0 < up-1 < *** < al < u. < 1 has the jacobzizn 
(5.19) 
PROOF. We first prove (1) in the case p = 0. From (5.3) and (5.11) 
p,,k(t) = e-’ i. (“-‘,’ “) (fkkciir 
< e-t f (1 ; “) y--;;; 
h-0 
ktc-’ 
= (1 - e-kt) ’ 
and the result follows. 
(5.20) 
Let us next derive an expression for P,,~(~,‘:::;,:P; t) when p 2 1. It is 
convenient to write 
a0 = 1 - e-kt, ah = 1 - e--k(t-WA), (h = I,..., P), (5.21) 
so =k-’ + 1. (5.22) 
Then (5.10) may be written as 
ei(kp+1)6 (1 - a,#-’ fi (1 - aj) . fi ((1 - a,,&) - (q, - a,) eiw}-‘A. (5.23) 
j-1 h4 
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Since 0 < u1 < a** < U, < t, it follows that 0 < a, < ... < a, < 1, 
so that for real 4 
1 Uh - a,) .e 1 < 1 1 - u&9 1 , 
hence, writing 
(h = o,..., p - 1); (5.24) 
we obtain 
s= i Sh, 
9-l 
L = c lhh, (5.25) 
h=l h=Q 
t%.k 
Ul ,-, up 
Sl I*--> s, 
; t = A-“(1 - uJ+ fi (1 - Uj) 
j=l 
x e j 
0.' . . p-1 
=. jK" !"r '2 - ') (4 - %Y/ 
r=o 
x hzo i” + s ; k-’ + “) (L + h t”s + k-1)n * (5.26) 
The remainder of the proof will be illustrated by a derivation of (5.18) 
whenS=n+p-l.Let 
c, = sup @);_1 In; 
S>T 
(5.27) 
then 
I( y + h + u - 1 1 (T), Y+h-1 ’ h (I- ( h )I <(Yc”l) i + “h - ‘) . (5.28) 
Hence, noting that 
uh - a, 
~ = Uh ) 
1 -a, 
(h = O,..., p - l), (5.29) 
it is found that 
I ( h.k -P%k(y::;y:) / 
,( cJP(l - a#-’ fi (1 - q) 
j-1 
< cnk-+(l - aJkvl fi (1 - uj) Dc (1 -- 0,)-l 2 (80 + l)-’ 
j=l 7=1 do=0 
7r2 
=- c,k+e- t 
6 ’ (5.30) 
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which converges to zero as t + co. (Note that (I, + 1) n::; (Z, + 1)6,--1 is a 
product of S - s, - p + 2 ,< n - 1 terms.) 
We may now in principle deduce formulas for the lim,,, &ZArl(f(n) ; q,; ‘) 
for suitably restricted 5, . (n) There are apparently no recurrence relations for 
these limiting moments, and because of their complicated structure we shall 
give explicit results only for those of fourth and lower orders. 
THEOREM 3. (i) If (& , @()E#2, (h = 1,2) and ~:12K6 < 1, then 
pz kpp 1 2,; t) 
(ii> If (fh,t , CD,) 6 f3 , (h = 1, 2, 3), then we require Cl3 icC, < 1 for 
convergence. If ?PtA E 1 fos each h, then 
pi il!p(f(3) 1 x0; t) = k”(k + 1)2 [[ps,x (J’ ;) du dv 
, 
X 
I f f  b* J&; 4 li Jc,ot; VI x(4 I 2; V - u) x(h I 2,; u) j-2 
+ terms by cyclic interchange 
I 
(iii) If (f, , @J E f4 , 4q < 1 and Y, E I, then 
Fi iv; r)( f 1 2,; t ) 
v - v) x(dy I x; v - u) 
= 6k2(k + I)2 j-fj-;j”;p4,k (;; ;; ;) du dv dw 
x 2 I 0-f s’ I& 4 Je(r; 4 .Je”k; 4 x(dx I Y; a 
x xl& I ~0; 4 + ,,,,8 Jt2@; 0) /e2(a; 4 x(4 
x xe I 2; fJJ - 4 x(A I 20; 41 
1 2; v - u) 
(5.32) 
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7 6(k - 1) k2(K + 1)’ [,r p4.k (;; ;) du dv 
X II 
#x; 4 JXY; 4 x(4 I x; v - u) x(dx I x0; u) 
+ (k - 34 j-r P4.k (3 du I, 104(x; u) x(dx I ~0; u). (5.33) 
By virtue of Theorem 2 (1) and (2), th ese formulas may be proved by the 
method of [1] Theorem 5. 
It is plausible that lim,,, My’(t 1 x0; t) will exist if (tt , Ot) c /,, and 
nK( < 1. From Theorem 1 and the result due to Kendall and Rao quoted in 
[1] Theorem 5, we infer that if rr is even, then under the conditions just stated, 
e% I x0> = ~{Y’(~ I x0)) 
= fk A!p([ ) x0; 2) (5.34) 
for I = I,..., tl - 1. For all moments of Y([ 1 x0) to exist, it appears to be 
sufficient that (St, @e) E fina2 Yn, and that K( may be taken arbitrarily 
small positive. This is in contrast with the results of [1] Theorem 5, so that 
N(t) is seen to be a weaker “normalizing” factor than P’. 
6. MOMENTS OF Y([ Ix,,) IN THE CASE OF THE 
SIMPLE BIRTH AND DEATH PROCESS (A >p) 
This process is defined by [1] Eq. (6.14). It is wellknown that 
r[+; 21 = PO(t) + e’*P,(t) [l - ei6 +Po(r)]-‘, (6-l) 
where 
PO(t) = p[l - e-(A-r)t] [A - pe-(A-P)t -1 1 3 
p*(t) = (A _ p)’ e-(“-r)c [A - w-(“-P)‘]-~. 
When A > p, the extinction probability is clearly 
P,=f. 
(6.2) 
(6.3) 
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As we would expect by a comparison with Eqs. (5.2) and (5.5), the analysis 
is essentially a special case of that encountered in the preceding section, with 
k = 1. 
For n = 2, 3 the Mar) 1 x,; t) are given by (5.12) and (5.13) with 
k = 1, and ~~,&;:::;;“9; t) replaced by pn(r+ ,..., u,,; t) say. 
Corresponding to Theorem 2, we obtain: 
THEORJZM~. Leth>p,n>2.(1)IfP<n-2then 
P&l ,--*, “9; q = I 
O(te-(A-P)l) for P =o, 
O(e-(“-F)‘) for P b 1, 
(6.4) 
Utl;for?td~fO~ 0 < Ui < t (i = l,...,p). 
(2) Zf 0 < U1 < **a < ?+I < 00, then 
fi2 PJUI ,..., %-1; t> =tJn(ul ,--*, 42-l) --t 
= (A - d-l (n - l)! nfi (1 _ u,) 
(2n - ‘I1 j,O 
x FD(n; 2 ,..., 2; 2n; u. ,..., a,,-J, (6.5) 
where 
u. = 1 - e-(A-P)+-1, uj = 1 - e-(A-P)(un-l-uj), (j = I,..., n - 2). 
(6.6) 
For all t, pn(uI ,..., u,,-,;t) is dominated for 0 < ul < *** <U,,, <t by 
e-(A-p)un-l(cu~-I + d). 
(6.7) 
The limit function pn may be expressed in closed form, although this 
appears to be less useful in the calculation of moments than the form (6.5); 
for n 22 
P&I ,*a*, %-1) = - 
p-1 
(n A I) !  au, *** a&,_, 
i 
1 
n-1 
jG [e(+% - l] 
n-1 
-c 
(A - p.) uj e(n-l)(A-P)Uj 
PI-1 
. (6.8) 
j-1 [e("-rJUj - 11" n [et"-p)Ur _ eCA-p)uj] 
IL";: 
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In particular, 
(6.9) 
Theorem 4 may be used to prove an analogue of Theorem 3. The statement 
of the theorem may be obtained by taking k = 1 in Theorem 3, replacing 
Pn&~~::~l1(“-‘) by p&1 ,-a*, u,-r), and replacing the conditions zKe < 1 by 
zK[ < h - /l. 
7. APPLICATIONS 
The examples in this section correspond to those of [1] Section 6. The 
sufix d will be used to distinguish parameters of the “diflikon” processes. 
EXAMPLE (a). GAUSSIAN DIFFUSION ON THE REAL LINE. Taking 
E(x) = 8(X I 1, h x w ere X is a Bore1 set, it follows from [I] (6.10) that for a 
general life-span distribution 
N(Vd 4-T x 1 x0; t) 
N(t) + -$; s, e-‘+ dy, (7.1) hr(t -0 k. 
a nonrandom measure. Let us write 
xn ct 1 %o) = N(t) i=l -!I- Y sf jN(t,)“O 
Then if n is a positive even integer, 
where 
while if n is odd, 
Y(x ( x0) = p-Iii? *(t i x,,). 
(7.2) 
(7.3) 
(7.4) 
(7.5) 
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The random function ~?(t 1 x0) measures the awerage posit&m of the mem- 
bers of the population at time t. Now taking f(x) = H,(x), we have from 
PI (6.13) 
iqt 1 x0) - ud”t - w2 I 20). i.p. (7.6) 
The random function 
N(t’)*O 
= iyt 1 x0) - (“(f 1 xo)}2 (7.7) 
measures the daipenion of the members of the population about their average 
position at time t. From (7.5-7.6) 
W I x0) - 03 i.p.’ W2 I x0) - Y2(x I x0) = C (4 say. (7.8) 
Adke and Moyal ([5j Section IV) have considered the asymptotic behaviour 
of Sz(t I x,,) conditional upon a fixed finite number of survivors, when the 
branching process is of simple birth and death type. They found that under 
this condition the average position gets progressively more diffuse, while the 
dispersion does not grow without limit. When we stipulate only that N(t) -H 0, 
the conclusion drawn from (7.5) and (7.8) is essentially the reverse. 
The evaluation of even the first few moments of Y(x I so) and &x0) in 
the case of (k + 1)-fold splitting is extremely lengthy, and for an outline we 
refer to Appendices A and B. 
The distribution of Y(x I 0) is symmetrical about the origin, as we would 
expect. It may be shown that 
Var (Y(z 10)) == (k-l + 1) ud2, (7.9) 
d{ Yyx IO)} = fJd”(2P(K + 1) I/q-‘) 
+ 4 k-‘(2k + 1) (llks - 8P - 9k + 18)), (7.10) 
where I,+) is the logarithmic derivative of the gamma function, i.e., 
(7.11) 
It might also be expected that Y(w I 0), the limiting average position, is 
normally distributed. That this is not the case will be clear from (7.9-7.10); 
in fact, the kurtosrk is given by 
2 
dk) = k(k + 1) rG’(k-‘1 + 
(lop - 29Ks - 38ka + 27k + 18) 
4kg(k + l)2 
. (7.12) 
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Some values of r(k) are given in the following table: 
TABLE 1 
k r(k) 
1 0.895 
2 0.589 
3 1.308 
4 1.859 
5 2.259 
6 2.558 
I 
k dk) - 
-.. 
7 2.788 
8 2970 
9 3.117 
10 3.239 
co 4f 
For K 3 10, y(k) is given approximately by 
r(k) - 4 4 - 14.25k-1 + 17.8k-a - I6k-3. (7.13) 
In the case of the simple birth and death process (A > p): 
Var{Y(.xlO)}=sP, 
b{ Y’(x 1 O)} = (* ; : gd4 . (7.15) 
The first two moments of Y(H, IO) for (k + l)-fold splitting are: 
SY(H, IO) = 0, Var { Y(H, IO)> = 4ku2(k1 + 1) $‘(A-‘) ua4, (7.16) 
while in the simple birth and death case we also have: 
f-5v3P210)}= ,x'y)3 [f f - f $-Iv (7.17) 
n-1 ?I-1 
skewness Y(H,[O) = 0.890. 
Finally, we consider Z(0) defined by Eq. (7.8). From (7.9) and (7.14), we 
have for (k + 1)-fold splitting: 
Also, 
&Z(O) = - (k-l + 1) ud2. (7.18) 
&D(O) = Var Y(H2 IO) - 2B{ Y(H, ( 0) Y2(.z IO)} + &{Y4(X IO)}. (7.19) 
The mixed moment on the right-hand side is evaluated by taking 
t&x) = H&v), &) = &(.x) = x in (5.32). 
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It is found that 
\:ar JV) = 02 6 4 -i- P 
I [ 
2(k + 1) (4k + 3) n$l (n +1k-l)2 
- $ (13K3 + 62/G - 3k - 184 . (7.20) 
TABLE 2 
k 17i~ Var X(0) ‘I k 
0;’ Var Z(0) 
1 11.058 7 6.004 
2 5.231 8 6.068 
3 5.401 9 6.117 
4 5.637 10 6.157 
5 5.803 W ‘53 
6 5.918 
For K 3 10, Var Z(O) is given approximately by 
Var Z(0) N od4[6 3 - 3.25k’ - 2.3k* + 5k7. (7.21) 
Table 2 leads to the interesting conclusion that the population is most 
strongly concentrated about the average position in the case of three fold 
splitting. 
EXAMPLE (b). RANDOM WALK ONTHE~NTEGERS. Takingf(x) =&XIX), 
where X is a Bore1 set on the real line, 
NV (Ud + Pa) t x + (ua - Pa) 1 I x0; 4 
I 
1 
NW NW+w~ d 21T 
- 1 e-v’12 dy. 
x 
Taking t(z) = X: 
(7.22) 
act I x0) - cura - Pa) t ip’ w I x0)- (7.23) . . 
whose first four moments in the case of (K + I)-fold splitting are: 
&Y(x IO) = 0; 
Var{ Y(x I O)} = (k-l + 1) (Q + P& 
a{ ys(x I 0)) = 4 (A-’ + 2) G-G - ~a); 
W’(x I 0)) = (Q + da Q@(k + 1) #‘(k-‘) 
+ 4 ka(2k + 1) (llks - 8k2 - 9k’+ 18} + 4 (ua + pd) (k-l +3).’ (7.24) 
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EXAMPLE (c). DIFFUSION IN A COMPACT REGION. In the case of Gaussian 
diffusion on the finite interval ([l] (6.33)), and general life-span distribution: 
N(X I x0; t) 
NW I 
- %/4-n 
N(t’)--O i’p’ 
where p(X) is the ordinary Lebesgue measure of the Bore1 set X. 
If n is even, 
whereas if ~a is odd, and 2K1 < a 
where 
dY(al I x0> = adx0)- (7.28) 
From [l] (6.36), we have for rr even and 2~~ < a 
(7.25) 
(7.26) 
(7.27) 
e”zt F(t 1 x0) - gqj I 
where 
(7.29) 
dY(a2 I x0) = a2(x0)- 
In the case of (k $- 1)-fold splitting 
(7.30) 
27rxa 
8Y2(% ) X0) = k’RL+ I) ]Bk(2K1) - &(2K1 - Kz) cos 71 , 
(4q < 11, 
dY2(% 1 X0) = ‘(‘L’ ‘) \&(2K2) - &(K2) Cos +I , 
(4K2 < 1)s 
where 
(7.31) 
b(,B) = J; 8” f2.k (;) du 
= (k + 1)-i + /?K’ + /3%-y 1 - /q-i 
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Here sFs denotes the generalized hypergeometric function of one variable 
([5], p. 8). In particular, taking k = 1 (binary splitting) 
(7.33) 
No worthwhile simplification appears to take place for higher moments, 
eveninthecasek=l. 
&‘PICNDIX A: ELEMENTARY hOPERTIEs OF ‘rm I~JRKELLA 
FD-Typ~ HYPERGEOMETRIC FUNIZTIONS 
Some easily derived contraction formulas are: 
.*‘A; A ,*-, B,; y; Xl ,--, $+I 9 0) =F& A ,...,Bp4; y; Xl ,-**, Jcp.4); 
(A.11 
where F(s) here denotes the gamma function. The following differentiation 
formulas are generalizations of [6] Vol. 1, Section 2.8, formulas (20) and (25), 
respectively: 
F&y; a ,-**, 8,; y; Xl ,***, %I) 
= (u ‘:),6’- 1)&F,(a - 1; A,..., Is,-, ,8, - 1; Y - 1; Xl S..‘, $I); 
APPENDIX B: EVALUATION OF INTEGRALS INVOLVING 
HYPERGEOMETRIC FUNCTIONS 
In order to prove (7.9), we note that when &c) = x, we have 
YJt= 1, /&; T) = x. P.1) 
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Hence, from (5.32) 
23 
g{ y*(X 1 0)) = ‘Aj2k(k + 1) ,I P2.k (“2) U * du. 
Making the substitution 
cl0 = 1 - e-kU, 
it follows from Theorem 2 (2-3) and Eq. (A.5) that 
U3.2) 
(B.3) 
2 
Jlw I 0)) = &2(kqb+ 2) I 
1 
o 1% (1 _ uo) --!- (1 - uoj-l-l 
x [- (1 - u,Jk-‘F(k-‘, k-’ + 1; k-’ + 2; q,)] do.. 
= W’ + 1) Ud2 ,: -& 
x [- (1 - ~,,o)~-~F(k-~, k-l; k-’ + 1; uJ] do, 
= (k-’ + 1) uds. (B-4) 
As an example of a more involved case, we shall indicate the derivation of 
(7.10). Substituting from (B.l) in (5.33), and making the transformations 
0, = 1 - e-lrw, q = 1 - e-k(w-u), u2 = 1 _ e-kb-c) 
in the (u, o, w) integral, 
a0 = 1 - e-kc, (Jl = 1 _ e-k(o-u) P-6) 
in the two (u, w) integrals, and (B.3) in the last term, it is found that 
8{ Y4(x I O)} = ua’ 1 ;;Tl 1 g [9Z, + 21, - 101, + 4za - SZ,] 
where 
+ integrals of lower order 
x F,,(k-’ + 3; k-l + 1,2,2; k-l + 7; u,, , u1 , u2) do, do, do, . 
(B-5) 
(B-7) 
w3) 
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I, , Is , I, , and Ib are obtained by replacing log2 I/( 1 - CT,,) by log2 l/(1 - q), 
!ogl\(l -uJ!og l/(1 --&log l/(1 - oJlogl/(l - o,)andIog li(l - uO} 
log l/(1 - ue), respectively. Using the formulas of Appendix A, these inte- 
grals may be reduced to linear combinations of a few basic types; for example, 
I* = _ W’ + 413 fll + (k-l + 3)4 ##-’ + 2) 
3(k-1 + I) 6(/z-’ + 2)2 
- b (‘-’ + 3), I(,$-’ ; I)3 + (k-l 
k 
+ ,)4W1 + 1) 
(B-9) 
where 
4 = I 11% (, : u) - (1 - a)@-l&k-1 + 1, k-l + 3; k-1 + 4; u) do 
= 1 (k-1 + 3) {#‘(k-l) - ka + (k-’ + 1)-l}; 
A(a) = j: (1 - u)h-lF(a, a; a + 1; u) do = u+‘(a); 
’ 4 = 
JI 
O(l -u)~-‘-‘F~(k-1+3;k-1,1;k-~+4;u,u’)duda’ 
= $;k”-’ + 3) [3k + (k-l + 1)-l], 
’ Y4 = 
J-I 
’ (1 - u)“‘-‘F,(k-’ + 2; k-l, 1; k-1 + 3; u, u’) da du’ 
0 0 
= k(k-’ + 2), 
.5$, = 
I 
l(1 - u)@-‘F(k-1, k-’ + 2; k-1 + 3; u) do 
0 
= 4 (k-1 + 2) [k + (k-1 + 1)-l]. 
Hence 
(B.lO) 
I = (k-l + 3)d 
’ 6(k-’ + 1)2 I 
- ,f(k-1) I W + Ilk + 2) I 
I 2(k-‘+I) ’ 
(B.ll) 
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