We consider the problem of fixed-interval smoothing of a continuous-time partially observed nonlinear stochastic dynamical system. Existing results for such smoothers require the use of two sided stochastic calculus. The main contribution of this paper is to present a robust formulation of the smoothing equations. Under this robust formulation, the smoothing equations are non-stochastic parabolic partial differential equations (with random coefficients) -and hence the technical machinery associated with two sided stochastic calculus is not required. Furthermore, the robust smoothed state estimates are locally Lipschitz in the observations -which is useful for numerical simulation. As examples, finite dimensional robust versions of the Hidden Markov Model smoothers are derived -these finite dimensional smoothers do not involve stochastic integrals.
Introduction
For continuous-time dynamical stochastic systems, the filtered state density can be expressed as a stochastic partial differential equation called the DuncanMortenson-Zakai (DMZ) equation [l] . Derivation of the ked-interval smoothed state density is mathematically more formidable as it requires the use of two sided stochastic calculus [12] .
In this paper we derive robust filters and smoothers for the state of a continuous-time stochastic dynamical system. By robust we mean that the resulting filtering and smoothing equations are locally Lipschitz continuous in the observations -i.e., the equations depend continuously on the observation path. Indeed, the equations turn out to be non-stochastic parabolic partial differential equations whose coefficients depend on the observations. Apart from not requiring the intricacies of two-sided stochastic calculus, these robust equations are useful from a practical point of view -their numerical solution via time discretization can be performed without worrying about the Ito terms.
The idea of robust filtering -i.e., re-expressing the stochastic differential equation as non-stochastic differential equation with random coefficients was first developed in [3] , see also [U], [5] or Chapter 4 of [l].
More recently, in [lo] versions of these robust filters, probabilistic interpretations and implicit and explicit discretization schemes were developed for continuoustime Hidden Markov models.
The contributions of this paper are as follows: 1. It is shown that the smoothed state estimate can be computed via a robust forward and backward filters. Each of these filters involve non-stochastic parabolic partial differential equations.
2.
Robust fixed interval smoothed estimates of functionals of the state of the system are derived. Again the equations involve non-stochastic integrals. These robust smoothers can be used in maximum likelihood parameter estimation via the Expectation Maximization (EM) algorithm.
3.
As examples of the robust smoothers for the state and functionals of the state, state and maximum likelihood parameter estimation for Hidden Markov Models.
Model and Problem Formulation

Signal Model and Objectives
Consider the following continuous-time partially observed nonlinear stochastic dynamical system defined on the measurable space ( R , 3 ) . Objectives In this paper we will derive robust filtering and smoothing equations. By robust, we mean that the solution to the resulting equations are locally Lipschitz continuous in the observation y. As described in Sec.1, this is a useful property from an implementation point of view. The aim of this paper is threefold: (i) Derive robust fixed-interval smoothers for E{ztlYT) that do not involve stochastic integrals.
(ii) Derive robust fixed interval smoothers for functionals of the form In Sec.3, it will demonstrated that by expressing the filters in robust form, the smoothed estimate E{HtlYT} can be computed using ordinary (non-stochastic) integration.
-(iii) Using the robust smoothers in
Step (ii), we will address the problem of computing the maximum likelihood parameter estimate (MLE) of 8 given the observation history &-. The MLE is defined as follows:
Suppose the family of measures P O were absolutely continuous with respect to a fixed probability measure PO. 
Motivation: The EM Algorithm
As mentioned above the EM algorithm serves as a primary motivation for deriving fixed-interval smoothers for the state xt and functionals of the state of the form Ht defined in (3). The EM algorithm is an iterative numerical method for computing the MLE. Let 60 be )dy8 the initial parameter estimate. Each iteration of the EM algorithm consists ofJwo steps.
Step 1. (&step) Set 19 = 8, and compute &(.,a), where
Step 2. (M-step) Find
The sequence generated {e?,, j 2 0) gives non- 
Preliminaries
To simplify notation, reference to the parameter 8 will L t m " 2.2 The fized-interval smoothed estimate be dropped until Sec.4. We start with a reference probability space (0, F, P ) such that under P fined by (1).
(ii) {yt } is n-dimensional Brownian motion, independent of w and 20, and having quadratic variation (y), = I.
Consider the exponentials (8)
We will subsequently refer to ut(.) as the backward filtered density. 
E { 4 ( z t ) l Y~} is
E {~( z~) A T I Y T } = E { @ ( 4 ( z t ) A t A t ,~l Y~ v 6t) I Y T } ( 5 )
For notational convenience define At = Ao,t. Then dAt = Ath'(zt,t)dyt and E{At} = 1, where E denotes expectation under p . If we define a measure P in terms of p by setting $IGt = At then Girsanov's theorem [7] implies that under P , vt is a standard n-dimensional Brownian motion if we define dvt = dyt -h ( z t , t ) d t ) , vo = 0 . That is, under P , dyt = h(zt, t ) dt + dvt. Under P , the process { z t } still satisfies (1). Consequently, under P the processes {zt} and {yt} satisfy the real world dynamics (1) and (2).
However, P is a more convenient measure with which to work.
In the sequel we assume that 4 : Rm 4 P is an arbi- 
Robust Fixed Interval State Smoothers
We start with the following well known DuncanMortenson-Zakai (DMZ) equation, which describes the evolution of the un-normalized filtered state density, see for example [l] for a proof. 
Also let llyll = supoltlT Iy(t)I. The result below is proved in [ll] . 
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applying a robust transformation. However, the following straightforward proof derives smoothers without recourse to backward stochastic calculus.
ProoE Choose 4(z) = 1 in (9). This yields (qt,vt) = E { A T~Y T } which means that (qt , ut) is independent of time t. Now from (12) and (14) It is straightforward to show [7] 
Define the robust forward and backward filtered state estimates, respectively, as qt = Ctqt, Bt = etwt. Similar to Theorems 3.2 and 3.3, the following holds (proof omitted to save space). where the integral in the numerator is a two-sided Skorohod integral.
