Abstract. The role of the interval subdivision selection rule is investigated in branch-and-bound algorithms for global optimization. The class of rules that allow convergence for the model algorithm is characterized, and it is shown that the four rules investigated satisfy the conditions of convergence. A numerical study with a wide spectrum of test problems indicates that there are substantial di erences between the rules in terms of the required CPU time, the number of function and derivative evaluations and space complexity, and two rules can provide substantial improvements in e ciency.
1. Introduction. Interval subdivision methods for global optimization 7, 21] aim at providing reliable solutions to global optimization problems min x2X f(x) (1) where the objective function f : IR n ! IR is continuously di erentiable, and X IR n is an n-dimensional interval. In many cases, only the globally optimal solutions are acceptable 4, 22] , and the local minima are less important. No special problem structure is required: only inclusion functions of the objective function and its gradient are utilised 1]. Denote the set of compact intervals by II := f a; b] j a b; a; b 2 IRg and the set of n-dimensional intervals (also called simply intervals or boxes) by II n . We call a function F : II n ! II to be an inclusion function of f : IR n ! IR in X, if x 2 Y implies f(x) 2 F(Y ) for each interval Y in X. In other words, f(X) F(X), where f(X) is the range of f(x) on X. The inclusion function of the gradient of f(x) is denoted by F 0 (X).
There are several ways to build an inclusion function for a given optimization problem (e.g. by using the Lipschitz constant). Interval arithmetic 1, 6, 7, 21 ] is a convenient tool for constructing the inclusion functions, and one can get those for almost all functions that can be calculated by a nite algorithm (i.e. not only for given expressions).
It is assumed in the following that the inclusion functions have the isotonicity property, i.e. X Y implies F(X) F(Y ), and that for all the inclusion functions w(F(X i )) ! 0 as w(X i ) ! 0
holds, where w(X) is the width of the interval X (w(X) = max X ? min X if X 2 II, and w(X) = max n i=1 w(X i ), if X 2 II n ).
The generality of the problem class and the modest requirement of the existence of the inclusion functions stress the importance of each improvement in the e ciency Subdivision direction selection in interval methods for global optimization 923 of the interval global optimization methods. After studying the e ects of some accelerating tools 5], the present paper investigates the role of the selection of the interval subdivision direction.
Model algorithm and subdivision direction selection rules. First we
give a simple model algorithm that has the most important common features of the interval subdivision methods for global optimization (cf. 2, 3, 5, 6, 7, 16, 21, 22] ). No local search procedure is included. The Newton-like steps are also not built in, since these would need the inclusion of the Hessian. On the other hand, the cut-o and monotonicity tests are applied, because their usage does not require additional information on the problem. It would not make sense to skip these tests. Although cross-e ects of the direction selection rules and the skipped steps are possible, the investigation of their numerical implication is subject of an other study.
The model algorithm is as follows:
Step 0 Set Y = X, and y = min F(X). Initialize the list L = ((Y; y)) and the cut-o level z = max F(X).
Step 1 Choose a coordinate direction k 2 f1; 2; : : :; ng.
Step 2 Bisect Y in direction k: Y = V 1 V 2 .
Step 3 Calculate F(V 1 ) and F(V 2 ), and set v i = min F(V i ) for i = 1; 2 and z = minfz; maxF(V 1 ); maxF(V 2 )g.
Step 4 Remove (Y; y) from the list L.
Step 5 Cut-o test: discard the pair (V i ; v i ) if v i > z (where i 2 f1; 2g).
Step 6 Monotonicity test: discard the remaining pair (V i ; v i ) if 0 = 2 F 0 j (V i ) for any j 2 f1; 2; : : :; ng, and i = 1; 2.
Step 7 Add the remaining pair(s) to the list L. If the list becomes empty, then STOP.
Step 8 Denote the pair with the smallest second element by (Y; y).
Step 9 If the width of F(Y ) is less than ", then print F(Y ) and Y , STOP.
Step 10 Go to Step 1.
The interval Y , that is rst set in Step 0, and then updated in Step 8, is called the leading box, and the leading box of the iteration number s is denoted by Y s . Notice that the cut-o test does not have any e ect on the convergence of the algorithm, it may just decrease the space complexity 5], the maximal length of list L.
The interval subdivision direction selection rule in Step 1 is the target of our present study. In the following, we describe shortly the four rules discussed. All the rules select a direction by using a merit function: k := min j j j 2 f1; 2; : : :; ng and D(j) = n max i=1 D(i) (3) where D(i) is determined by the given rule.
Rule A. First the interval width oriented rule was applied 16, 21, 24] , this chooses the coordinate direction with
This rule was justi ed by the idea that if the original interval is subdivided in a uniform way, then the width of the actual subintervals goes the quickest to zero. It has also been used for generating subdivision direction in other optimization procedures (e.g. 11]).
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The algorithm with Rule A is convergent both with and without the monotonicity test (e.g. is the largest (where m(X i ) = (min X i + max X i )=2 is the midpoint of the interval X i ). The factor W i that should re ect how much f varies as x i varies over X i is then approximated by w(F 0 i (X))w(X i ). The latter is not an upper bound for W i (cf. 7] page 131 and Example 2 in Section 3 of the present paper), yet it can be useful as a merit function. The Rule B selects the coordinate direction, for which (3) holds with
It should be noted that the model algorithm represents only one way how Rule B was applied in 7] . The subdivision was, e.g., carried out also for many directions in a single iteration step.
Rule C. The next rule of our investigation was de ned by Ratz 23] . The underlying idea was to minimize the width of the inclusion:
Obviously, that component is to be chosen for which w(F 0 i (X)(X i ? m(X i ))) is the largest. Thus, Rule C can also be formulated with (3) and
The important di erence between (5) and (6) is that in Rule C the width of the multiplied intervals is maximized and not the multiplied widths of the respective intervals (and these are in general not equal). After a short calculation, the right-hand side of (6) can be written as maxfj min F 0 i (X)j; jmaxF 0 i (X)jgw(X i ) (cf. 1, 17, 21] ). This corresponds to the \maximum smear" (used as a direction selection merit function solving systems of nonlinear equations 13]) for the case f : IR n ! IR. numbers of subintervals are 38, 31, 32 and 42, respectively. These gures re ect the space complexity of the related procedures to a certain extent. The direction selection rule A tends to form square-like boxes, while Rule D produces elongated intervals as the magnitudes of the coordinates di er. Rules B and C generate similar sets of Subdivision direction selection in interval methods for global optimization 927 subintervals re ecting the utilised derivative information, too. The sets of subintervals closely t the respective level sets, and the di erences are mainly due to the overestimating inclusion functions. Since the global minimizer points are in the remaining subintervals, the uncertainty in the place of the global minimum has been deceased substantially. Figure 1 shows little about the e ciency of the involved algorithms | it will be addressed in a later section.
A The sine terms were added to inhibit a fast convergence due to the monotonicity property. Figure 2 provides the sets of subintervals after just 10 iterations with the respective model algorithms. The subboxes denoted by * are those selected for the next subdivision, and the gures in the subintervals indicate their age: the intervals with 1 are the oldest among the remaining boxes. Rule A again tends to form squarelike boxes, while the others produce elongated subintervals. The direction preferred by Rule D is di erent from that chosen often by Rules B and C. Notice that the model algorithm with Rule A was unable to delete a subinterval from the initial box, while the greatest volume decreases were due to Rules B and C.
3. Convergence and the direction selection rules. For the next theoretical study, we de ne the sequence of intervals that can be produced by the model algorithm, and we specify a property of the direction selection rules that can ensure convergence for our algorithm. With the exception of Rule A 21], no similar convergence investigation has been published. Assume that the direction selection rules decide using exclusively the information provided by X, F(X) and F 0 (X) for the interval X to be subdivided. This assumption is valid for Rules A to D. The strategy to utilize all information collected in earlier iteration steps may increase the space complexity substantially. It is easy to see that if X is not discarded by the monotonicity test and " = 0, then the set of leading boxes (Y s ) 1 s=0 contains at least one in nite subdivision sequence. The set (Y s ) 1 s=0 contains only in nite subdivision sequences and nite sequences of subintervals that end with a box Y for which 0 = 2 F 0 j (Y ) for some j 2 f1; 2; : : :; ng.
The latter nite sequences do not a ect the convergence of the procedure.
Definition 3.2. We call a direction selection rule balanced, if for all intervals X, for all isotone inclusion functions F(X) and F 0 (X) having property (2), and for each in nite subdivision sequence of X that is a subsequence of the leading boxes (Y s ) 1 s=0 , the sequence of directions generated by the given rule contains each k of the possible directions 1; 2; : : :; n for which w(X k ) > 0 an in nite number of times.
The name of this property re ects the fact that even though such rules do not necessarily deliver the directions in a uniform way, yet for each direction the distance between two appearances is a nite number of iteration steps.
Denote the set of accumulation points of the sequence (Y s ) 1 s=0 by A, the global minimum of f(x) on X by f , and the set of global minimizer points of f(x) on X by 928 T. Csendes and D. Ratz X . Recall that the inclusion functions F(X) and F 0 (X) are assumed to be isotone and the property (2) holds for them. Set the stopping criterion parameter " to zero for the sake of the convergence investigation.
The monotonicity test may discard subintervals containing global minimizer points if they are on the boundary of X. Since the main point in the present study is to investigate the impact of the direction selection rules on the convergence of the model algorithm, we assume that there exists a stationary point x 2 X for which f(x ) = f , and that w(X) > 0 (since otherwise the solution requires no search and thus no subdivision). The opposite direction of the statements in Theorem 3.2 is not always true: A 6 = ; e.g. holds also if the direction selection rule is not balanced. Notice also that f 2 F(Y s ) was proven without using any special property of the direction selection rule. Then either the algorithm proceeds on the problem like an algorithm with a balanced direction selection rule, or there exists a boxX X such that f(x) = f for all x 2X, Subdivision direction selection in interval methods for global optimization 929 and w(X i ) > 0, i 2 f1; 2; : : :; ng for all coordinate directions that are selected only a nite number of times.
Proof. Assume that there exists noX with the property de ned in Theorem The main result of Theorem 3.3 is that with the exception of problems for which a boxX as de ned above exists, the direction selection rule must be balanced to ensure convergence to global minimizer points. (1) real-life problems is small, yet it is worth to note this behavior that di ers from those of the other rules. The aimed problem class is obviously too wide to allow meaningful theoretical comparisons between the studied subdivision rules. The next section shows results of extensive numerical testing. 4 . Numerical experiences. The numerical tests were carried out on an IBM RISC 6000-580 workstation, coded in Fortran-90 with an implemented interval arithmetic package handling the outside rounding necessary for the inclusion functions. The authors thank R. B. Kearfott and W. V. Walter for their kind help in providing the interval arithmetic package 12] and the necessary modules. The inclusion functions were produced by the natural interval extension that ful ls the assumptions made in Section 1: the isotonicity and property (2) . In this straightforward way, to transform a subroutine calculating a real function to the interval version, one simply has to write a new statement to include the interval module, change the data types from real to interval, and rename some function calls. This procedure is much simpler, quicker and less error prone than the earlier one in FORTRAN-77, when all the operations were transformed to function calls on new data structures. More sophisticated inclusion functions (like in 10] or 21]) would result in better e ciency gures at the cost of additional calculations or preliminary reformulations on the involved functions.
The inclusions for the gradients were calculated componentwise, and in this way some of the component calculations could be skipped if the monotonicity test showed Subdivision direction selection in interval methods for global optimization 931 that the objective function was monotonous in a variable. On the other hand, we could not make use of the possible joint computations for many gradient components. The code for the gradients was calculated symbolically, that is neither automatic nor numerical di erentiation was used. The e ects of using alternative ways of the gradient inclusion are the subject of a future study.
The stopping criterion parameter " was set to 0.01 in each test. The list L was implemented as a simple array. The list was not fully ordered, the program just kept track of the three rst list members. This implementation can be e cient for short lists, while problems of large memory complexity require data structures like the AVLtrees or other search trees 9, 11]. The implementation of the list can a ect the required CPU time, but not the number of objective function and derivative evaluations. The memory complexity is invariant regarding the data structure in terms of the maximal number of items to be saved, but the size of the data structure can be decreased using the available information 11].
The numerical tests involved the set of standard global optimization problems Tables 1 to 4 contain the e ciency measures provided solving the test problems. The second column contains the dimension of the problem, and the e ciency measures obtained for Rules B, C and D are also expressed as percentages of the respective gure for Rule A. In the last lines, that computational e ort is shown which is necessary to solve the whole set of test problems, or to solve the subset of 6 problems with signi cant complexity (denoted by /sig.). The latter subset (problems H6, GP, L3, L5 SC12 and EX2) required about 99% of the computational burden. The percentages in these lines show how much e ort is needed with the actual rule compared to the value by Rule A.
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T. Csendes and D. Ratz This is the anticipated ratio of improvement (if smaller than 100%) solving a large set of problems similar to the studied one. The average of the percentages (AoP) re ects the relative computational burden one can expect on a single problem if the given rule is used instead of Rule A according to the statistical information provided by the set of test problems. Table 1 contains the CPU time values required for the test problems with the four direction selection rules. The standard time unit (STU, 1000 evaluations of the noninterval Shekel-5 function) was on the used workstation 0.0036 Sec. The large CPU times measured in STU are in part due to the interval implementation (cf. 14]) and the overhead of the list manipulation. The CPU values are in general proportional to the number of objective function (NFE) and derivative evaluations (NDE). The exceptions are the cases with high memory complexity.
According to the CPU times, Rules B and C are better choices than Rules A and D. On the basis of the numerical study made, we can expect 7% and 6% improvements, respectively, in the computation time if we use Rule B or C instead of Rule A, while Rule D causes about a ninefold increase. Completing a large set of problems similar to the test problems, Rule B needs 90% less, Rule C 91% less, and Rule D about eleven times more CPU time. For the subset of hard test problems, similar tendencies can be seen with larger di erences on individual problems. The few bigger CPU time values for the new rules in Table 1 are basically due to the larger number of objective function and derivative evaluations. Table 2 shows the number of objective function evaluations necessary to solve the test problems. In practical applications, this measure together with the number of derivative evaluations is more important than the required CPU time, because the computation of the involved functions are usually longer than those of the test problems (see e.g. 15, 22] ). According to the test results, 7% improvement can be expected if Rules B or C are applied instead of Rule A, and Rule D causes 102% higher number of function evaluations. The sum of the numbers of function evaluations (and also that of the derivatives) must be interpreted with care, because the complexities of the test problems are di erent. When a similar set of problems is to be solved, the anticipated improvements are as high as 72% for Rule B and 74% for Rule C, while Rule D means about ve times more function evaluations. In the case of the subset of hard test problems, the changes are ?30%, ?31% and +644% for a single problem, and ?72%, ?74% and +426% for a similar set of problems. Table 3 gives the number of partial derivative evaluations. As mentioned earlier, the inclusions of the gradients were calculated componentwise, i.e. NFE multiplied by the dimension of the problem is an upper bound on the NDE. There is a remarkable stability in the NDE/(n NFE) values: they are between 80 and 99%, and the most of them even lie between 85 and 95%. The only exception is the problem Schwefel Nr. 1.2, for which this ratio is between 55 and 63%, with much larger di erences with the used direction selection rules as usual. The monotonicity test deletes those subintervals on which the objective function proves to be monotonous, thus the ratio of such subintervals compared to the total number of generated subintervals cannot be high. This can be an explanation for the relative stability of the NDE/(n NFE) values, since the number of derivative evaluations can then be less than n for the deleted subintervals.
According to the test results, 7% improvement can be expected again if Rules B or C are applied instead of Rule A. Rule D causes 98% more derivative evaluations. Subdivision 
and ?75%, ?77% and +221% for a similar set of problems. Table 4 provides the minimal list lengths necessary to solve the test problems with the given direction selection rules. The joint space complexity of the whole set of test problems is characterized by the maximal value for a rule. Since the results are identical for the subset of hard problems, this line is skipped for them.
According to the test results, a list of length 68 714 is enough to solve the set of test problems with Rule A, while the list lengths for the other rules were 13 898, 12 855 and 486 382, respectively. These mean ?80%, ?81% and +608% di erences. The average list length required was 2 062 with Rule A, 640 with Rule B (?69%), 616 with Rule C (?70%), and 15 645 with Rule D (+659%). The average of the percentages were 101%, 103% and 234%, respectively. The di erences in performance on the hard problems were similar: the average list length was 13 278 with Rule A, 4 038 with Rule B (30%), 3 876 with Rule C (29%), and 101 567 with Rule D (765%). The average of the percentages for the hard problems were 93%, 95% and 954%, respectively.
Two dominant behaviors can be recognized mainly in Tables 2 and 3 , but also in a smaller extent in Tables 1 and 4 . For about half of the test problems, the di erences caused by the changing the subdivision direction selection rules are moderate. In a smaller subset of test problems, Rule B, and especially Rule C provide a much more e cient solution than Rule A, while Rule D is the worst in this sense. The e ects described in the previous paragraphs are even stronger for this second subset of problems. The remaining test problems (about 10%) show various other patterns. Regarding the number of objective function evaluations, only the change due to the padding Rule B by Rule C is not signi cant (P = 0:406), all the others are signi cant. The same substitutions provide signi cant di erences in the number of derivative evaluations, and the P value for the nonsigni cant case (for Rules B and C) is 0.587. In other words, the transition inside the pair Rule B and Rule C causes no signi cant di erence in the NFE and NDE values, while each transition between the other pairs provides a signi cant change. No subdivision rule substitution caused a signi cant di erence in the memory complexity.
The same statistical study was repeated for the smaller data set of the harder problems. The only cases where statistically signi cant di erences could be found (P = 0:031 for each) were the ones between Rules B and D; and between Rules C and D in terms of the number of objective function evaluations.
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T. Csendes and D. Ratz 5. Summary and conclusions. Compared to stochastic methods, the interval methods for global optimization are able to provide guarantied reliability solutions | at the cost of sometimes substantially higher computational and space complexity. The present study aimed to investigate the possibilities to improve the e ciency while keeping the reliability. A property of the interval subdivision rules (balanced) was de ned that ensures convergence for the studied model algorithm: both lim s!1 w(Y s ) = 0, and lim s!1 F(Y s ) = f . We showed that the opposite direction is also true with some trivial exceptions. It was proved that Rules A and D are balanced, and thus the related interval global optimization algorithms are convergent in both senses. For some problems Rules B and C do not ful l the requirements of balancedness, yet the algorithms converge also in such cases to the global minimum, and the result sets are positive width intervals the points of which are all global minimizers.
Summarizing the numerical experiences, we can conclude that Rules B, C, and in certain cases also Rule D may be successful alternatives to Rule A. According to our test results, Rule C is de nitely the best choice as a direction selection rule, closely followed by Rule B. The poor overall performance achieved with Rule D is in part due to the fact that there are no huge di erences in the magnitudes of the variables in the set of test problems: neither in the initial intervals, nor in the global minimizer point coordinates. With early recognition of the problem type, one can save substantial amount of computational e ort by using one of the latter rules. For some problems, the application of a new rule can result in dramatic improvements in the e ciency measures | or they can even make it possible to solve a problem due to decreased memory complexity. Some important features of the discussed algorithmic improvements must be highlighted again: they do not require additional information on the problems, and they provide those improvements on a very wide problem class. 
