Abstract. We develop new algorithms for computing invariant tori of autonomous systems and invariant curves of periodically forced systems. Our key idea is the choice of a two-stage parametrisation procedure. The manifolds are rst computed using a parametrisation based on a known nearby manifold. This parametrisation is then relatively cheaply replaced by a conformal parametrisation in the case of invariant tori or by a form of arclength in the case of invariant curves.
1. Introduction. We consider the computation of invariant 2-tori for the autonomous system (1:1) _ u = F(u) F : < n 7 ! < n n 3
and always assume that F is at least a C 1 function. If M is an embedding of S 1 S 1 in < n , then M is invariant for (1.1) i
(1:2) P ?
TxM F(x) = 0 8x 2 M; where P A is the orthogonal projection onto a subspace A of < n , P ?
A I?P A and T x M is the 2-dimensionaltangent space of M at x. We regard equation (1.2) as fundamental and it is the basis of our computations. It provides n?2 equations at each point of M and the missing 2 equations re ect the lack of a chosen parametrisation. (Together with a particular parametrisation, (1.2) becomes a p.d.e. de ning M.) In the usual case of F depending on a parameter , i.e. F : < n < 7 ! < n , and in the situation where we have already computed an invariant torus M 0 for the neighbouring problem where n 0 1 (x); : : :; n 0 n?2 (x) spans a subspace transversal to T x M 0 . This strategy, however, should not be used repeatedly without additional safeguards because, in general, the parametrisation will gradually break down. Hence we suggest that, at each value of , the inherited parametrisation should be \repaired" before proceeding to the next continuation step. Of course there are many di erent ways of doing this, *Received by the editors. y Mathematics Department, Huxley Building, Imperial College, 180 Queen's Gate, London SW7 2BZ (g.moore@ma.ic.ac.uk or na.gmoore). 1 but we believe that our choice of conformal co-ordinates in section 2 is the natural generalisation of arclength for one dimensional manifolds. A recent paper that presents a numerical scheme for computing invariant tori is 4]. They assume that F is already in the form F : < n?2 S 1 S 1 7 ! < n?2 < <, is in the subspace spanned by In general, however, (r( 1 ; 2 ); 1 ; 2 ) will not be a proper parametrisation of the torus. In any case, it seems preferable to remain exible in the choice of parametrisation. We note that in 8] a discrete version of the Hadamard graph transform is applied.] We point out here that this paper is not concerned with the question of persistence of invariant tori under perturbations of the vector eld F. For xed points and one dimensional invariant manifolds like periodic and connecting orbits, this is relatively simple to answer. For higher dimensional invariant manifolds, however, the conclusion is more complex and the fundamental papers are 9, 12, 20] . We also consider the computation of invariant curves for the periodically forced system (1:7) _ u = F(u; t) F : < n < 7 ! < n n 2 where F is T f -periodic in t. To conclude this introduction we give a simple illustration of invariant tori from 15, 16] . The system of equations Because of the simplicity of the periodic solutions, we may reduce the problem to < 2 by switching to polar co-ordinates x = r cos ; y = r sin and this gives with _ = 4. The steady (r; z) solutions of (1.12), which correspond to periodic solutions of (1.11), have a Hopf bifurcation at (r; z; ) = (1; 1; 2), which corresponds to iii) above. The periodic solutions of (1.12) thus created terminate in a heteroclinic cycle, which corresponds to iv) above. These periodic solutions were computed by COLCON 2] using the methods of 18] and their lengths are plotted against in Figure 1 . The corresponding tori of (1.11) 
Hence the -increments may be calculated from (2:4)
For e ciency's sake we do not calculate the -increments but work with an approximate Newton's method. Thus for each u( ), we take ( (1) ( ); (2) ( )) T as the solution of the least squares problem DU( ) = F(u( )), using the slight extension of notation described below; i.e.
where (2:6)
In section 3 we shall apply this approximate Newton's method to solve a discretised form of (2.2).
An alternative way of deriving our iterative method, which shows clearly that quadratic convergence is retained, is to consider the linearisation of the projection in (2.2). With a slight extension of notation we regard DU( ) as the n 2 matrix with columns @u @ (1) ( ); @u @ (2) ( ) ; and let P A( ) , where A( ) denotes a set of n k matrices of full rank depending smoothly on , be the orthogonal projection onto the column space of A( ). It is shown in 21] that (2:7)
Consequently, since (2.2) holds for the torus we seek, we can obtain an approximate linearisation by omitting the second term in (2.7) and this just gives (2.4-5).
Note that for n = 3 we may use vector products and write n 0 ( ) = @u 0 @ (1) ( ) @u 0 @ (2) ( ) and n( ) = @u @ (1) ( ) @u @ (2) ( ): Thus (2.2) becomes the scalar equation
for ( ), which may be solved by the standard Newton's method.
Conformal Parametrisation of Tori. At present our 2-torus is described
by periodic co-ordinates ( (1) ; (2) ) based on the parametrisation of a nearby torus. We wish to prevent any breakdown in the parametrisation by \repairing" it at each step, i.e. constructing a new canonical parametrisation analogous to arclength for orbits 18]. To achieve this aim we make use of the fundamental result that every 2-torus is conformally equivalent to a periodic parallelogram in < 2 The choice of (X; Y), with Y > 0, is not unique because periodic parallelograms belong to conformal equivalence classes. Note that some normalisation has already been introduced by placing one vertex at the origin, one side along the positive x-axis with unit length, and the parallelogram in the upper half-plane, and thus translations and rotations have been eliminated. This is not su cient for uniqueness, however, because there is still a group of automorphisms given by the famous modular group PSL(2; Z), i.e. In other words, this restriction is necessary to remove the lack of uniqueness over whether the longer side of the parallelogram lies on the x-axis or not. Putting X 2 + Y 2 = 1 also shows why the sign restriction on X is necessary in (2.10ii) above. is just the identity, making use of the periodicity. The subtlety is that vectors parallel to (X;Ŷ) in the u ? v plane are mapped to lines which wind jmj times around the periodic parallelogram in the x ? y plane, the direction of winding depending on the sign of m.
Once we have an (X; Y) periodic parallelogram which is conformally equivalent to our torus, then the mapping
provides new periodic co-ordinates on the unit square for the parallelogram and hence for the torus.
2.3. Beltrami systems and quasi-conformal mappings. At present we have our torus described by u( ) 2 < n , where ( (1) ; (2) ) ranges over the unit square.
Hence e( ); f( ) & g( ), the components of the rst fundamental form of the torus, may be calculated from (2.6). Now if we want to map our torus conformally onto a periodic parallelogram then we must construct the quasi-conformal mapping (x; y) : ( ) 7 ! < 2 satisfying the Beltrami system 17, 19, 24] ? @x @ (2) @x @ (1) = M( ) @y @ (1) @y @ (2) or its inverse @y @ (2) ? @y 2 . The boundary conditions which enforce the periodic parallelogram structure are x(1; (2) ) = x(0; (2) ) + 1 @x @ (1) (1; (2) ) = @x @ (1) (0; (2) )
x( (1) ; 1) = x( (1) ; 0) + X @x @ (2) ( (1) ; 1) = @x @ (2) ( (1) ; 0) and y( (1) ; 1) = y( (1) ; 0) + Y @y @ (2) ( (1) ; 1) = @y @ (2) ( (1) ; 0) y(1; (2) ) = y(0; (2) ) @y @ (1) (1; (2) ) = @y @ (1) (0; (2) ): Consequently, if we letẑ( ) andz( ) be the solutions of (2:11) r (M( )r) z( ) = 0 (r (@=@ (1) ; @=@ (2) ) T ) with boundary conditions z( (1) ; 1) = z( (1) ; 0) + 1 @z @ (2) ( (1) ; 1) = @z @ (2) ( (1) ; 0) z(1; (2) ) = z(0; (2) ) @z @ (1) (1; (2) ) = @z @ (1) (0; (2) ) and z(1; (2) ) = z(0; (2) ) + 1 @z @ (1) (1; (2) ) = @z @ (1) (0; (2) ) z( (1) ; 1) = z( (1) ; 0) @z @ (2) ( (1) ; 1) = @z @ (2) ( (1) ; 0) respectively, then (2:12)
We have omitted the arbitrary constants, which may be chosen so that x(0; 0) = y(0; 0) = 0. Finally, inserting the form (2.12) back into the rst-order Beltrami system determines X; Y through Thus, making use of periodicity, the function (x; y) is an invertible mapping from the periodic unit square onto our periodic parallelogram. 
is such a point. We then de ne v( (1) ; (2) ) u( ; ); where a =x( ; ) b =y( ; ): Using (2.12), this last pair of equations may also be written (2:14) (1) =z( ; ) (2) =ẑ( ; ):
(v) Changing notation back from (1) ; (2) & v to (1) ; (2) & u then gives us the torus with a new parametrisation.
3. Numerical Approximation and Results for Tori. Our representation of the required torus is the mapping u( (1) ; (2) ) and so to approximate it we place a grid over 0; 1] 2 , i.e. 0 =
0 <
(1) 1 < : : : < (1) m (1) = 1 0 = (2) 0 < (2) 1 < : : : < (2) m (2) = 1: Because of the periodicity, the points (1) m (1) ; (2) m (2) are identi ed with (1) 0 ; (2) 0 respectively. Hence we seek to compute an array of vectors in < n , U ij i = 1; : : :; m (1) j = 1; : : :; m (2) which approximate u( (1) i ; (2) j ) and thus the U ij are regarded as gridpoint values of an approximating piecewise bilinear function.
3.1. Smooth parametrisation from previous torus. As always we assume that we have knowledge of a nearby torus in the form U 0 ij i = 1; : : :; m (1) j = 1; : : :; m (2) and write 
i ? (1) i?1 ) U 0 i+1;j ? U 0 ij (1) i+1 ? (1) i +(
i+1 ? (1) i ) U 0 ij ? U 0 i?1;j (1) i ? (1) i?1 ; (
j ? (2) j?1 ) U 0 i;j+1 ? U 0 ij (2) j+1 ?
j+1 ? (2) j )
U 0 ij ? U 0 i;j?1 (2) j ? (2) j?1
Thus we are using the tangent space near each grid-point. These bases may be computed by standard means, e.g. Householder re ections 10], but are not unique and will not in general be smooth over the whole torus for n > 3. Hence we would like to apply orthogonal (n ? 2) (n ? 2) matrices Q ij to minimise the sum of the squares of the rst divided di erences of the basis elements, i.e. 
j ? (2) j?1 ) 2 : Hence, by minimising (3.3) with respect to the components of each Q ij in turn, and repeatedly replacing N 0 ij N 0 ij Q ij , we carry out a form of block Gauss-Seidel iteration which will minimise (3.3) and obtain a smooth basis.
3.2. A \box" scheme and its solution. Now we wish to compute kij k = 1; : : :; n ? 2; i = 1; : : :; m (1) ; j = 1; : : :; m (2) . To achieve this we employ a box method and insist that (2.2) holds at the centre of each rectangle, i.e. h hU ij i; D (2) h hU ij i o with D (1) h hU ij i U i+1;j ? U ij + U i+1;j+1 ? U i;j+1 2(
i+1 ? (1) i ) D (2) h hU ij i U i;j+1 ? U ij + U i+1;j+1 ? U i+1;j 2(
j+1 ? (2) j ) :
Our reason for employing a box method is simply that this seems to be the most compact scheme, i.e. leading to a 4-point di erence stencil rather than the 5-point stencil used in 4]. Next, as part of our approximate Newton's method corresponding to (2.4), we need to solve 0 = P ? ? (1) i+j+ n?2 X k=1 D (1) h h kij N 0 kij i ? (2) i+j+ n?2 X k=1 D (2) h h kij N 0 kij i # ; where (1) i+j+ g i+j+ F(U i+j+ ) T D (1) h hU ij i ? f i+j+ F(U i+j+ ) T D (2) h hU ij i e i+j+ g i+j+ ? f 2 i+j+ (2) i+j+ e i+j+ F(U i+j+ ) T D (2) h hU ij i ? f i+j+ F(U i+j+ ) T D (1) h hU ij i e i+j+ g i+j+ ? f 2 i+j+ with e i+j+ D (1) h hU ij i T D (1) h hU ij i f i+j+ D (1) h hU ij i T D (2) h hU ij i g i+j+ D (2) h hU ij i T D (2) h hU ij i the discrete analogue of the functions e; f & g de ned in (2.6). This system can be written (3:5) P ?
DUi+j+ A 00 ij ij + A 10 ij i+1;j + A 01 ij i;j+1 + A 11 ij i+1;j+1 ? c ij = 0;
where ij ( 1ij ; : : :; n?2;i;j ) T etc, c ij ?F(U i+j+ ) and the A ij are n (n ? 2) matrices whose k th columns are A 00 ij = 1 4 DF(U i+j+ )N 0 kij + (1) i+j+ N 0 kij 2(
i+1 ? (1) i ) + (2) i+j+ N 0 kij 2(
j+1 ? (2) j ) A 10 ij = 1 4 DF(U i+j+ )N 0 k;i+1;j ? (1) i+j+ N 0 k;i+1;j 2( (1) i+1 ? (1) i ) + (2) i+j+ N 0 k;i+1;j 2(
j+1 ? (2) j ) A 01 ij = 1 4 DF(U i+j+ )N 0 k;i;j+1 + (1) i+j+ N 0 k;i;j+1 2(
i+1 ?
? (2) i+j+ N 0 k;i;j+1 2(
j+1 ? (2) j ) A 11 ij = 1 4 DF(U i+j+ )N 0 k;i+1;j+1 ? (1) i+j+ N 0 k;i+1;j+1 2( (1) i+1 ? (1) i ) ? (2) i+j+ N 0 k;i+1;j+1 2( (2) j+1 ? (2) j ) :
Of course it is essential to utilise the above block structure when applying P ? DUi+j+ and this is achieved below. By the appropriate choice of w 1 ; w 2 (c.f. section 5) the Householder re ections H(w 1 )H(w 2 ) have the property that the rst n?2 components of H(w 1 )H(w 2 )v, for any v 2 < n , constitute P ? DUi+j+ v while the last 2 components constitute P DUi+j+ v. Hence if we operate on the columns of the n (n?2) matrices A 00 ij etc with H(w 1 )H(w 2 ) and then omit the nal two rows, we will obtain (n?2) (n?2) matricesÂ 00 ij etc. and equation (3.5) can be written (3:6)Â 00 ij ij +Â 10 ij i+1;j +Â 01 ij i;j+1 +Â 11 ij i+1;j+1 =ĉ ij :
Thus combining equations (3.6) 8i; j will form the sparse system A = c; in which c and have size (n ? 2)m (1) m (2) and A is periodic block bidiagonal, with periodic block bidiagonal blocks. The (n ? 2) (n ? 2) blocks of the latter being the matricesÂ above.
Note that for n = 3 we may simply discretise (2.8). This gives a set of scalar equations h D (1) h hU ij i D (2) h hU ij i i T F(U i+j+ ) = 0 for the scalars ij , which may be solved by the standard Newton's method.
3.3. Discrete quasi-conformal mappings. Now to repair our parametrisation we wish to solve a discrete form of (2.11) with appropriate boundary conditions: i.e. we must minimise (2) j+1 ? (2) j (1) i+1 ? (1) (1) i+1 ? (1) i (2) j+1 ? (2) The coe cient matrix for this system is symmetric positive-semide nite, with a single zero eigenvalue corresponding to the arbitrary constant. It also has periodic block tridiagonal structure, each block being periodic tridiagonal, and so many standard iterative methods are applicable. Finally, our discrete conformal moduli are given by the analogue of (2.13), i.e. 
i+1 ? (1) i )( (2) j+1 ? (2) j ) n g i+j+ (DZ (1) i+j+ ) 2 ? 2f i+j+ DZ (1) i+j+ DZ (2) i+j+ + e i+j+ (DZ (2) i+j+ ) 2 o where DZ (1) i+j+ = Z i+1;j ? Z ij + Z i+1;j+1 ? Z i;j+1 2(
i+1 ? (1) i ) DZ (2) i+j+ = Z i;j+1 ? Z ij + Z i+1;j+1 ? Z i+1;j 2( (2) j+1 ? (2) j ) :
Hence our discrete quasi-conformal mapping, corresponding to (2.12), is
3.4. Numerical algorithm for tori. Here we state clearly the steps involved in computing a new torus, given a representation for a neighbour.
(i) First we solve (3.4) for U ij .
(ii) Next, we minimise (3.7) with appropriate side conditions to obtainZ ij and use inverse bilinear interpolation to nd the required torus values V ij on this new mesh. Thus we carry out the discrete analogue of (2.14) and determine p; q and 1 ; 2 ; 3 ; 4 2 0; 1) such that (1) i = 1Zpq + 2Zp;q+1 + 3Zp+1;q + 4Zp+1;q+1 (2) j = 1Ẑpq + 2Ẑp;q+1 + 3Ẑp+1;q + 4Ẑp+1;q+1 ; making use of the periodicity, and then V ij = 1 U pq + 2 U p+1;q + 3 U p;q+1 + 4 U p+1;q+1 :
(v) Changing notation back from (1) ; (2) & V ij to (1) ; (2) & U ij means that we are then ready to take another step in our continuation framework. (1) ; (2) ); u 2 ( (1) ; (2) ) for each (2) and ? u 3 ( (1) ; (2) ); u 4 ( (1) ; (2) ) for each (1) respectively. 4 . Computation and Parametrisation of Invariant Curves. In this section we develop an algorithm to compute an invariant curve for the periodically forced system (1.7). Our approach is to regard this as a special case of the algorithm constructed in section 2 for tori of autonomous systems. Hence we do not repeat all the details that were there. The key di erence is that time is now regarded as a special co-ordinate, which is respected both in the parametrisation by a previously computed torus and in the re-parametrisation process. This naturally leads to the choice of arclength co-ordinates for the invariant curves.
We seek a \torus" M satisfying (1.9) and assume we already possess a representation u 0 ( ; t) of a nearby torus M 0 . For each xed t, will be close to an arclength parameter for the closed curve u 0 ( ; t). We utilise the fact that M may be parametrised by M 0 , and seek M in the form In section 5 we shall apply this approximate Newton's method to solve a discretised form of (4.2).
Note that for n = 2 we may use n 0 ( ; t) = ? @u 0 2 @ ( ; t); @u 0 1 @ ( ; t) Of course we can also write an explicit formula for t , i.e. the co-ordinates for the di erent closed curves in < n are forced to change smoothly with t, and then use v( ; t) as our new u( ; t). There is still one degree of freedom remaining, since (4. 5. Numerical Approximation and Results for Invariant Curves. In this section we develop our discrete version of the algorithm in section 4. This is closely related to the numerical algorithm for tori in section 3.
The mapping u( ; t) represents our required \torus" and so to approximate it we place a grid over 0; 1] 2 , i.e. 0 = 0 < 1 < : : : < m (1) = 1 0 = t 0 < t 1 < : : : < t m (2) = 1:
Because of the periodicity, the points m (1) ; t m (2) are identi ed with 0 ; t 0 respectively. Hence we seek to compute an array of vectors in < n , U ij i = 1; : : :; m (1) j = 1; : : :; m (2) which approximate u( i ; t j ) and thus the U ij are regarded as gridpoint values of an approximating piecewise bilinear function.
5.1. Parametrisation from previous torus. As always we assume that we have knowledge of a nearby torus in the form U 0 ij i = 1; : : :; m (1) j = 1; : : :; m (2) and write Thus we are using the tangent space at each grid-point and the bases can be made smooth as in section 3.
Now we wish to compute kij k = 1; : : :; n ? 1; i = 1; : : :; m (1) ; j = 1; : : :; m (2) and thus we insist that (4.2) holds at the centre of each rectangle, i.e. ; the Householder re ection H(w) has the property that the rst n ? 1 components of H(w)v, for any v 2 < n , constitute P ? DUi+j+ v while the last component constitutes P DUi+j+ v. Hence if we operate on the columns of the n (n ? 1) matrices A 00 ij etc with H(w) and then omit the nal row, we will obtain (n ? 1) (n ? 1) matricesÂ 00 ij etc and equation (5.3) can be written (5:4)Â 00 ij ij +Â 10 ij i+1;j +Â 01 ij i;j+1 +Â 11 ij i+1;j+1 =ĉ ij :
Thus combining equations (5.4) for all i; j will form the sparse system A = c; in which c and have size (n ? 1)m (1) m (2) and A is block bidiagonal, with block bidiagonal blocks. The (n ? 1) (n ? 1) blocks of the latter being the matricesÂ above.
For n = 2 we may simply discretise (4.4). Hence, using the notation U&V for the This set of m (1) m (2) equations in the m (1) m (2) unknowns ij may be solved by the standard Newton's method.
5.2. Arclength representation. Now having computed our required torus, with a parametrisation based on a nearby torus, we update the parametrisation to an approximation of normalised arc-length for the closed curve in < n at each time-step. Thus for each t j , we let c j ( ) denote the periodic cubic spline curve with knots at 0 ; : : :; m (1) which takes the values U 0j ; : : :; U m (1) ;j at the knots, and we also let q j ( ) which are close to normalised arclength for the curves c j . Now we wish to choose j j = 1; : : :; m (2) so that the co-ordinates minimise the distance between neighbouring curves; i.e. and j :] is the inverse of j :], is the discrete analogue of (4.5). This aim can be achieved in various ways, by di erent approximations of the integrals in (5.5) and di erent iterative methods. The approach we have preferred, and which has worked well in practice, is to apply a form of nonlinear Gauss-Seidel to (5. denoting the length of the periodic solutions. We used the methods of 18] to follow this bifurcating curve of unforced periodic solutions until = :4. The parameter was then kept xed, the forcing parameter incremented in steps of :1, and the method of this section used to compute the resulting invariant curves. Of course for = 0 we start o with a \degenerate" torus of periodic solutions. The torus for = :4; = :4 is shown in Figure 8 .
