Transformations are taking place within the distribution systems to cope with the congestions and reliability concerns. This paper presents a new technique to efficiently minimize power losses within the distribution system by optimally sizing and placing distributed generators (DGs) while considering network reconfiguration. The proposed technique is a hybridization of two metaheuristic-based algorithms: Grey Wolf Optimizer (GWO) and Particle Swarm Optimizer (PSO), which solve the network reconfiguration problem by optimally installing different DG types (conventional and renewable-based). Case studies carried out showed the proposed hybrid technique outperformed each algorithm operating individually regarding both voltage profile and reduction in system losses. Case studies are carried to measure and compare the performance of the proposed technique on three different works: IEEE 33-bus, IEEE 69-bus radial distribution system, and an actual 78-bus distribution system located at Cairo, Egypt. The integration of renewable energy with the distribution network, such as photovoltaic (PV) arrays, is recommended since Cairo enjoys an excellent actual record of irradiance according to the PV map of Egypt.
Introduction
Congestion of the distribution system is an issue that may be caused due to sudden increase in the load demand and an outage of transmission lines and generators. In order to solve this issue, several methods are used, such as distribution network reconfiguration (DNR) and optimal placement and sizing of distributed generators (DGs). Network reconfiguration is a method that deals with the uncertainty of loads by opening a few sectionalizing switches and closing a few tie switches. Optimal penetration of DGs has many advantages including improvement in the voltage profile, security, reliability, and minimization of transmission losses by installing DGs in proximity to the user. DGs are classified into two types: renewable energy resource (RES) DGs and non-RES DGs. On the one hand, some of the RES DGs are only capable of injecting active power such as photovoltaic cells and fuel cells (P-type) or injecting active and reactive power by adding smart inverters to them. Others are capable of injecting active power and consuming reactive power like induction generators of wind turbines (PQ − -type). The main advantage of RES DGs is the minimization of the total cost, given that they are cheaper than conventional DGs, minimizing global warming and reducing system losses.
Problem Formulation
The problem involves minimizing power loss based on system reconfiguration, DGs sizing and sitting. Eight case studies will be illustrated to reach the maximum reduction of losses. Using real power loss as an objective function will not only reduce real power losses but will also reduce reactive power losses and improve the voltage profile of the system. This problem will be solved using the proposed hybrid GWO-PSO technique. 
Objective Function
The total losses in the line section connecting buses i and i + 1 are derived in [40] as follows:
P Loss(i,i+1) = Real|Losses|,
Q Loss(i,i+1) = Imag|Losses|,
where V i is voltage at bus i, R i , and X i are resistance and reactance of the line section between buses i and i + 1 respectively, and P Loss(i,i+1) and Q Loss(i,i+1) are real and reactive power loss from buses i to i + 1.
Constraints
The problem inequality constraints are given as follows:
1.
The voltage at each bus should be within specific limits:
where V max and V min are maximum and minimum bus voltage, respectively. 2.
Current at each line should be within specific limits:
where I i,i+1 is the current in the line section between buses i and i + 1, and I i,i+1,max is the current's maximum limit of the line between buses i and i + 1.
3.
Total generated power at each bus should be less than the summation of total load and total losses:
(P i + P Loss(i,i+1) ), (6) where P i is real power flowing out of bus i, and P Di is real power supplied by DG at bus i.
4.
Size of DG units should be within specific limits:
P Di,min ≤ P Di ≤ P Di,max ,
where P Di,max and P Di,min are maximum and minimum power supplied by DG, respectively. 5.
The following balance equations [41] must be applied at each bus:
where Q i is the reactive power flowing out of bus i, Y i is shunt admittance at bus i, and P Li+1 and Q Li+1 are the real and reactive load power at bus i + 1.
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Power Loss Using System Reconfiguration
The network reconfiguration is used to reduce system losses and to handle the system during any emergencies such as supplying loads during faults. The solution to the reconfiguration problem is to divide the system into five loops formed by each tie switch. P T,Loss is the summation of all real power losses after reconfiguration:
Power Loss Using DG Installation
Distributed generators optimal allocation and sizing will postpone the system upgrade, and shave peak demand. The real power loss when a DG is installed at any location in the system is given by:
where Q i is the reactive power flowing out of bus i, P D , and Q D are the real and reactive power supplied by the DG, respectively, D is the distance from the source to DG bus location in km, and L is the total length of the feeder from source to bus.
The Hybrid GWO-PSO Optimizer
The system reconfiguration problem consists of discrete line numbers while the DG allocation problem consists of discrete bus numbers while the DG unit capacities problem is limited by system constraints. Instead of relying on sensitivity analysis to find the optimal allocation of DG units, a code will be formulated to search for an optimal reconfiguration, DG allocation, and capacity at the same time. Due to the nature of the nonlinear behavior of our problem, running GWO or PSO optimizers particularly in large systems, will not lead to the same results at each run and may not reach the optimal solution. Using the proposed hybridization technique eventually will solve this problem and the same optimal solution will be obtained at each run. Figure 1 shows a flow chart with the main steps of the hybrid GWO-PSO optimizer.
The Grey Wolf Optimizer (GWO)
The Grey Wolf Optimizer (GWO) is a meta-heuristic based optimization technique presented by Mirjalili and Lewis in 2014 [42] . The grey wolves prefer to follow a social strict dominant hierarchy level, which decreases from α to ω as shown in Figure 2 . Alphas (α) are the leaders (males or females). Alphas (α) and betas (β) are at the first and second highest levels of the hierarchy. Delta (δ) wolves have to follow to alphas and betas. The lowest level gray wolf is omega (ω). The mathematical formulation steps are (i) social hierarchy of GWO, (ii) encircling prey, and (iii) hunting prey. The Grey Wolf Optimizer (GWO) is a meta-heuristic based optimization technique presented by Mirjalili and Lewis in 2014 [42] . The grey wolves prefer to follow a social strict dominant hierarchy level, which decreases from α to ω as shown in Figure 2 . Alphas (α) are the leaders (males or females). Alphas (α) and betas (β) are at the first and second highest levels of the hierarchy. Delta (δ) wolves have to follow to alphas and betas. The lowest level gray wolf is omega (ω). The mathematical formulation steps are (i) social hierarchy of GWO, (ii) encircling prey, and (iii) hunting prey. 1. Social Hierarchy of GWO α and β are considered the first and second best solutions, respectively, whereas δ is considered to be the third best solution and ω wolves are considered to be the remaining of the solutions.

Encircling Prey
First, the grey wolves encircle the prey. In [42] the encircling procedure is given as follows:
where t is the iteration number, A ⃗ ⃗ and C ⃗ are coefficient vectors, X ⃗ ⃗ p indicates the position vector of the prey, and X ⃗ ⃗ is the position vector of the grey wolf.
A ⃗ ⃗ and C ⃗ vectors are calculated as follows:
Hunting
Following the prey encircling process, the hunting process is simulated mathematically by considering that α, β, and δ have better information about the prey's position. The prey is supposed to be the objective function. α, β, and δ are the three best solutions so far so as to reach the optimal solution of the objective function. The ω wolves solutions will update their location according to the α, β, and δ locations. The hunting procedure is given in [42] as follows:
The Particle Swarm Optimizer (PSO)
The Particle Swarm Optimizer (PSO) is a meta-heuristic-based optimization technique presented by James Kennedy and Russell Eberhart in 1995 [43] . The fundamental idea of PSO is that a group of particles is moving in the search space looking for the food or best solution mathematically. Each particle has a position and velocity vector. 
1.
Social Hierarchy of GWO α and β are considered the first and second best solutions, respectively, whereas δ is considered to be the third best solution and ω wolves are considered to be the remaining of the solutions.
Encircling Prey
where t is the iteration number, 
Hunting
The Particle Swarm Optimizer (PSO)
The Particle Swarm Optimizer (PSO) is a meta-heuristic-based optimization technique presented by James Kennedy and Russell Eberhart in 1995 [43] . The fundamental idea of PSO is that a group of particles is moving in the search space looking for the food or best solution mathematically. Each particle has a position and velocity vector. Figure 3 shows how the particles update their movements depending on their experiences, and personal and global best particles. The updating procedure of the particle position is given in [43] as follows:
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where t is the iteration number, s 1 and s 2 are the weighting factors, r 1 and r 2 are random numbers between 0 and 1, W indicates the weighting function,
indicates the updated velocity of particle i,
indicates the updated position of particle i, → P i (k) is the personal best particle i, and → G(k) is the global best particle.
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where t is the iteration number, 1 and 2 are the weighting factors, 1 and 2 are random numbers between 0 and 1, indicates the weighting function, V ⃗⃗⃗ (k) is particle velocity at iteration k , V ⃗⃗⃗ (k + 1) indicates the updated velocity of particle , Y ⃗⃗⃗ (k) is particle position at iteration k, Y ⃗⃗⃗ (k + 1) indicates the updated position of particle , P ⃗⃗ (k) is the personal best particle , and G ⃗ ⃗ (k) is the global best particle. 
The Hybrid GWO-PSO Optimizer Implementation for System Reconfiguration and DG Allocation
System reconfiguration and DG units' allocation in appropriate places reduce system losses, improve the system voltage profile, and reduce distribution lines overloading. The problem control variables are the system reconfiguration, DGs allocation, and DGs capacities, which control the fitness function. The complexity of solving those three variables in parallel lies in the fact that they have been solved them separately using several optimization techniques or using sensitivity analysis with optimization techniques. In the present study, these three problems are dealt with simultaneously by using the hybrid GWO-PSO technique.
The Hybrid GWO-PSO technique can be explained in the following steps:
Step 1: Set number of iterations.
Step 2: The Set an initial random population of search agents.
Step 3: Run GWO optimizer.
Step 4: pass the minimized searching space points to PSO optimizer as starting points.
Step 5: Run PSO optimizer.
Step 6: Pass these updated new searching space points back to GWO optimizer.
Step 7: Update the iteration counter.
Step 8: If the stopping criteria are satisfied go to step 9, else go to step 3.
Step 9: Stop. The global best particle is the optimal solution of the Hybrid GWO-PSO optimizer.
Simple numerical example for the hybrid GWO-PSO: (Scenario 8 for the 33-bus test system)
Step 1: Set number of iterations = 1.
Step 2: Set an initial random population of search agents = 50.
Step 
Step Step 4: pass the minimized searching space points to PSO optimizer as starting points.
Step 5 Step 6: Stop. The global best particle is the optimal solution of the hybrid GWO-PSO optimizer.
The program will update the number of iterations, and proceed as indicated in the above section until it reaches the optimal solution.
The optimization parameters of GWO, PSO, and GWO-PSO are listed below: -The GWO parameters are a, r 1 , r 2 , A, and C. r 1 and r 2 are random numbers between zero and one.
The parameter "a" is decreased linearly from 2 to zero. The A and C parameters of the GWO are calculated using Equations (15) and (16). -
The PSO parameters are inertia weight (w) is set to be one, inertia weight damping ratio (W d ,) is set to be 0.99, s 1 , and s 2 are set to 1.5 and 2, respectively. -
The GWO-PSO hybridization operates using both GWO and PSO sequentially within each iteration using the above mentioned parameters of each technique. As for the rest of techniques: FWA, HAS, GA, and RGA their parameters were not used in the model, results published in [30] were used for comparison purposes.
Eight scenarios are considered to demonstrate the performance of the proposed technique with two different DG types:
Scenario 1: Base case which is basically a power flow solution of the problem.
2.
Scenario 2: System reconfiguration. 3.
Scenario 3: P-type (solar PV) DGs installations before reconfiguration. 4.
Scenario 4: P type (solar PV) DGs installations after reconfiguration. 5.
Scenario 5: P-type (solar PV) DGs installations while reconfiguration. 6.
Scenario 6: PQ + -type (conventional combustion turbine) DGs installations before reconfiguration. 7.
Scenario 7: PQ + -type (conventional combustion turbine) DGs installations after reconfiguration. 8.
Scenario 8: PQ + -type (conventional combustion turbine) DGs installations while reconfiguration.
The solution vector V for the hybrid GWO-PSO technique to solve scenarios 2 to 8 is given below:
DGs sizies of p+
Energies 2018, 11, 3351 Equation (22) is used to find the solution vector of scenario 2 similarly; Equation (23) is used to find the solution vector of scenarios 3 and 4. Equation (24) is used to find the solution vector of scenario 5; Equation (25) is used to find the solution vector of scenarios 6 and 7. Finally, Equation (26) is used to find the solution vector of scenario 8.
All the parameters of the hybrid PSO-GWO remain the same during all scenarios, what differs is the vector 'V' and it is modified according to the scenarios. The vector 'V' is used within each scenario as presented from Equations (22)- (26) . Equation (22) vector 'V' is used for system reconfiguration by selecting the best reconfigured switches to be opened in order to find the optimal solution. Equation (23) is used to solve scenarios 3 and 4, finding the optimal allocation and size for the three DG units before and after reconfiguration. Equation (24) is used to solve vector 'V' for scenario 5 to obtain the system reconfiguration and to find the optimal allocation and sizing of three DG units (case of DGs inject active power only). Equation (25) is used to solve scenarios 6 and 7 to find the optimal allocation and size for three DG units which inject active and reactive power. Finally, equation 26 is used for solving scenario 8 by merging all the above mentioned scenarios. The solution is to find 14 optimal points at the search space classified as five points for system reconfiguration, three points for DG locations, and six points for DG size (three points to find active power and another three for reactive power size).
Result and Discussions
In order to examine the validity of the proposed method in solving DG units' installation and network reconfiguration using the hybrid GWO-PSO, it is tested on two IEEE standard radial distribution systems (33-bus, 69-bus) and a 78-bus real distribution system in 6th October City, Egypt. The results are compared with those of GWO, PSO, and [30] . It is proved that there is no improvement in loss reduction percentage when DG locations are more than three units in Table 1 . The number of DGs in each bus is limited to one. Most of the previous studies focused on the injection of active power only. In this paper, the effect of active and reactive power injection of DG units is studied.
All scenarios are programmed in MATLAB, and simulations are carried on a personal computer with Core i7 processor, 2.8 GHz, 16 GB RAM. For all test systems, the minimum and maximum voltage constraints are set at 0.9 p.u. and 1.1 p.u. respectively, and the substation voltage is 1 p.u. Voltage decreases from the source to the end nodes. The voltage profile is improved by adding DG units to the bus to cover part of the load, sequentially, reducing flowing current and line losses.
IEEE 33-Bus Test System
This system base configuration has 1-32 sectionalized switches normally closed and switches from 33-37 tie switches are normally opened. There are five loops formed by the five tie switches of the system. Tie switches are closed during an emergency case, such as faults, to cover unsupplied loads or to reduce system losses. The total real and reactive power loads are 3.715 MW and 2.3 MVAR respectively. The system base capacity is 100 MVA and base voltage is 12.66 KV. The limits of real and reactive power injected by DGs are 0 to 2 MW and 0 to 2 MVAR, respectively. The comparison between the results using the hybrid GWO-PSO and the individual use of GWO and PSO all scenarios are simulated with GWO and PSO results are provided in Tables 2 and 3 . The population size is 50 in all techniques and scenarios. It can be observed from the below tables that the proposed new hybrid technique yields the lowest iteration numbers in all of the scenarios. The optimal candidate location using two DG types for scenario 3 to 8 are highlighted in Tables 2 and 3 . It can also be observed from Tables 2 and 3 that the base case power loss is 202.67 kW, which is reduced to 8.9162 using scenario 8 with percentage reduction of 95.60%. In Figure 4 , Scenario 7 shows that power loss for the PQ + type DG installation after reconfiguration is not less than DG installation before reconfiguration. Power loss reduction for scenario 8 is higher than any other scenario. From Figure 5 , base case reactive loss is 135.141 kVar, which is reduced to 102.305, 49.3921, 44.2868, 38.7201, 9.6926, 14.8282, and 7.4668 for scenarios 2, 3, 4, 5, 6, 7, and 8, respectively using the proposed hybrid technique. It is clearly observed that scenario 7 the injection of active and reactive power after system reconfiguration increases the reactive power losses. Voltage profile curves for all scenarios are shown in Figure 6 . It is clearly indicated that the system voltage profile for scenario 8 is the best. The minimum voltage magnitude of the network is 0.91309 (p.u.), which is improved to 0.93782, 0.96867, 0.97406, 0.97344, 0.99206, 0.98051, and 0.99165 using scenarios 2, 3, 4, 5, 6, 7, and 8, respectively. In order to show the performance of the proposed hybrid GWO-PSO, some of the results are compared to different techniques for only for scenarios as the last three scenarios are not illustrated in the compared reference in Table 4 . Table 4 shows that the proposed hybrid technique has a greater power loss percentage reduction than FWA for scenario 2, 3, 4, and 5. Comparing the results of percentage reduction in power loss between the proposed hybrid GWO-PSO and FWA, it is observed that the GWO-PSO results are 31.14%, 64.74%, 70.95%, and 74.89%, however, the FWA are [30] is 30.93%, 56.24%, 58.59%, and 66.89% for scenarios 2, 3, 4, and 5. It is observed that the performance of the proposed technique is better than FWA, HSA, GA, and Refined Genetic Algorithm (RGA) in terms of power loss minimization. The authors [30] use sensitivity analysis to identify DG allocation and use one of the optimization methods to find size of the DG. Figure 7 shows the conversion characteristics of GWO, PSO, and hybrid GWO-PSO for scenario 8. PSO reaches a reasonable solution but not the optimal. GWO and hybrid technique reach the optimal solution. It can be observed that the proposed hybrid technique provides the best improvement for both the optimal solution and convergence speed. Figure 7 . Conversion curve of a 33-bus system using three different techniques for scenario 8. 
IEEE 69-Bus Test System
The system base configuration is having 1-68 sectionalize switches normally closed and 69-73 tie switches are normally opened. The total real and reactive power loads are 3.8 MW and 2.69 MVAR, respectively. The system base capacity is 100 MVA and base voltage is 12.66 KV. The limits of real and reactive power injected by DGs are same as test system A. Figure 8 shows the single line diagram for scenario 8 . In order to compare the performance of hybrid GWO-PSO, all scenarios are simulated with GWO and PSO results are provided in Tables 5 and 6 . The population size using all the techniques is 50, 50, 50, 100, 60, 60, and 100 in scenarios 2 to 8, respectively. The proposed hybrid technique shows the least iteration numbers for all of the scenarios, similar to the IEEE 33-bus system. From Tables 5 and 6 , base case power loss is 224.9295 kW, which is reduced to 3.7132 using scenarios 8 with percentage reduction 98.34% by integration of DG with PQ+ and system reconfiguration simultaneously. From Figure 9 , Scenario 7 shows that power loss for PQ+ type DG installation after reconfiguration is not less than the DG installation before reconfiguration and the best improvement in power loss reduction is for scenario 8. From Figure 10 , base case reactive loss is 102.1456 kVar, which is reduced to 92.0237, 34.9527, 34.1729, 34.2659, 7.2140, 6.8968, and 5.6053 using scenarios 2 to 8, respectively. Voltage profile curves for all scenarios are shown in Figure 11 . It is indicated that system voltage profile for scenario 8 is the best same as the 33-bus test system. The minimum voltage magnitude of the network is 0.90919 (p.u.), which is improved to 0.94947, 0.97898, 0.98134, 0.98133, 0.99426, 0.99369, and 0.99486 for scenarios 2 to 8, respectively, using the proposed hybrid technique. Some of the results are compared to results from previous analysis using different techniques for only four scenarios as in Table 7 . Table 7 shows that the percentage power loss reduction for proposed hybrid technique at 69-bus is lower than the FWA technique. Figure 12 shows the conversion characteristics of GWO, PSO, and hybrid GWO-PSO for scenario 8. It can be observed from Figure 12 that the GWO and PSO reach a reasonable solution but not the optimal. Moreover, PSO is faster than GWO. Also, the proposed hybrid technique provides the best improvement for both optimal solution and convergence speed. Figure 9 . Power loss of the 69-bus system using three different techniques. Figure 9 . Power loss of the 69-bus system using three different techniques. Conversion curve of the 69-bus system using three different methods for scenario 8. Figure 12 . Conversion curve of the 69-bus system using three different methods for scenario 8. 
The 78-Bus Real Test System
This system test data is a real recorded data from the distribution system of Cairo and it is given in Table A1 . The system base configuration consists of having 1-78 sectionalized switches normally closed, whereas five switches are normally opened. The total real and reactive power loads are 48.25 MW and 20.99 MVAR, respectively. The system base capacity is 1.5 MVA and base voltage is 22 KV. The limits of real and reactive power injected by DGs are 0 to 20 MW and 0 to 10 MVAR, respectively. Tables 8 and 9 illustrate the comparison in the same way as test systems A and B. As shown in Tables 8 and 9 , base case power loss is 421.7192 kW, which is reduced to 48.6045 using scenario 8, i.e., a percentage power loss reduction of 88.47%. The base case reactive loss is 572.3431 KVar which is reduced to 65.9645 Kvar. System losses are very small compared to the load capacity due to the fact that the loads are industrial and are located directly after the substation. Figure 13 shows that power loss reduction for scenario 8 is higher than any other scenario as it performs the system reconfiguration, sizing, and siting of DGs in parallel. Figure 14 shows the reactive power loss from different scenarios using the three optimization techniques. Comparing the results from the hybrid technique it can been clearly seen that the reactive power loss is reduced to 284.1545, 192.6667, 146.0921, 120.7269, 121.1049, 120.1029, and 65.9645 for scenarios 2 to 8, respectively, using the proposed hybrid technique. Voltage profile curves for all scenarios are shown in Figure 15 . Similar to test systems A and B, the voltage profile for scenario 8 is the best. The minimum voltage magnitude of the network is 0.97046 (p.u.), which is improved to 0.99139, 0.98552, 0.99161, 0.99231, 0.99161, 0.99161, and 0.99598 using scenarios 2, 3, 4, 5, 6, 7, and 8, respectively. The population size using all techniques is 50, 60, 60, 100, 60, 60, and 100 in scenarios 2 to 8, respectively. Tables show that the proposed hybrid technique takes the least number of iterations for the most of the scenarios, similar to the two IEEE test systems. Figure 16 shows the conversion characteristics of GWO, PSO, and hybrid GWO-PSO for scenario 8 where GWO and PSO did not reach the optimal solution. PSO is faster than GWO. However, GWO is with a better solution than PSO. Furthermore, the proposed technique shows the best results compared to the results obtained from the IEEE test systems. Figure 13 . Power loss of the 78-bus system using three different techniques.
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Reactive loss of the 78-bus system using three different techniques. Figure 14 . Reactive loss of the 78-bus system using three different techniques. Figure 16 . Conversion curve of the 78-bus system using three different methods for scenario 8. This work presents system reconfiguration and DGs allocation and sizing for 33-bus and 69-bus IEEE systems and a 78-real distribution system located in Cairo, Egypt. The presented study proposes a new hybrid GWO-PSO technique. The validity of the technique is held by comparing the performance of the proposed new hybrid GWO-PSO technique to GWO and PSO individually for the same objective function of minimization of power losses. This combination of the two metaheuristic techniques leads to the elimination of the disadvantages of both techniques, the minimization of the number of iterations and helps reach the optimal solution at every simulation. This paper also compares the proposed technique to the results obtained from previous work in terms of power loss minimization.
In the IEEE 33-bus system, active power loss decreases from 202.67 to 8.1962 kW, reactive power loss decreases from 135.141 to 7.4668 kVar and the minimum voltage magnitude improved from 0.91309 to 0.99165 (p.u.) relative to the scheme without considering system reconfiguration and DG placement.
In the IEEE 69-bus system, active power loss decreases from 224.9295 to 3.7132 kW, reactive power loss decreases from 102.1456 to 5.6053 kVar, and the minimum voltage magnitude improved from 0.90919 to 0.99486 (p.u.).
In the 78-bus real system, active power loss decreases from 421.7192 to 48.6045 kW, reactive power loss decreases from 572.3431 to 65.9645 kVar and the minimum voltage magnitude increased from 0.97046 to 0.99598 (p.u.).
From the later results, it is observed that using power loss as an objective function improves all the other elements of the network. Moreover, the combination of network reconfiguration and optimal placement of DG units has the best improvement compared to solving each one of them separately. The results show that the performance of the proposed hybrid GWO-PSO technique is better than the other techniques in terms of number of iteration, conversion speed, and power loss minimization.
Conclusions
This paper presents a new hybrid GWO-PSO technique used to optimally allocate and size DGs in order to reduce power losses. It considers large search spaces system reconfiguration and DG allocation and sizing for 33-bus and 69-bus IEEE systems and a 78-bus real distribution system located at Cairo, Egypt. The validity of the technique is held by comparing the performance of the proposed new hybrid GWO-PSO technique to GWO and PSO individually. This combination of the two metaheuristic techniques leads to the elimination of the disadvantages of each technique when applied individually, reduces the number of iterations, and ensures that the optimal solution is reached during every simulation.
To check the validity of the proposed technique, results were compared to a reference that uses sensitivity analysis to identify DG allocation and optimization methods to find size of the DG. This comparison showed that the performance of the proposed technique outperformed FWA, HSA, GA, and Refined Genetic Algorithm (RGA) in terms of power loss minimization.
Hybrid PSO-GWO; although PSO is a very fast optimization technique, it may sometimes do not reach the optimal solution in large search spaces. Consequently, this does not allow GWO to reach the optimal solution. Thus, it is observed that initializing the hybridization by GWO leads to better results than by PSO as GWO is more accurate than PSO in large searching spaces.
Furthermore, the case studies also showed that the proposed technique is faster and requires a smaller number of iterations that applying PSO or GWO individually. On one hand, although PSO reaches a reasonable solution faster than the GWO technique, it is not reliable as it may not reach the optimum in all cases. On the other hand, the GWO technique reaches a more accurate solution than PSO in all cases despite the system size. Therefore, due to the nature of the nonlinear behavior of the problem and the size of the systems used, running GWO or PSO optimization particularly will not lead to the same results at each run and may not reach the optimal solution. Thus, the results may be averaged to increase the accuracy.
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Appendix A
