Abstract: Two kinds of patterns of strong difference families are introduced to produce new relative difference families from the point of view of both asymptotic existences and concrete examples. As applications, several classes of optimal optical orthogonal codes with weight 5, 6, 7, or 8 are obtained, and group divisible designs of type 30 u with block size 6 are discussed.
Introduction
Throughout this paper, sets and multisets will be denoted by curly braces { } and square brackets [ ], respectively. Every union will be understood as multiset union with multiplicities of elements preserved. A ∪ A ∪ · · · ∪ A (h times) will be denoted by hA. Denote by Z v the cyclic group of order v. The concept of strong difference families was introduced in [5] to provide constructions of relative difference families (cf. also [6, 8, 14] ). A (G, N, k, λ) relative difference family (DF), or (g, n, k, λ)-DF over a group G of order g relative to a subgroup N of order n, is a family B = [B 1 , B 2 , . . . , B r ] of k-subsets of G, called base blocks, such that the list
[x − y : x, y ∈ B i , x = y] = λ(G \ N ), i.e., every element of G \ N appears exactly λ times in the multiset ∆B while it has no element of N . When G is cyclic, we say that the (g, n, k, λ)-DF is cyclic (cf. [4] ).
This paper focuses on SDFs with special patterns. We will make use of cyclotomic conditions that generalize the procedure of [10, 11] to obtain new (asymptotic) existence results for DFs.
As usual we denote by F q the finite field of order q and by F * q its multiplicative group. If q ≡ 1 (mod d), then C d,q 0 denotes the group of nonzero dth powers of F q and once a primitive element ω of F q has been fixed, we set C 
βi for i = 0, 1, . . . , m − 1}. Then X is not empty for any prime power q ≡ 1 (mod d) and q > Q(d, m).
Pattern of length two
Definition 2. Let (G, +) be an abelian group. A (G, k, µ)-SDF has a pattern of length two if it is the union of three families Σ 1 , Σ 2 and Σ 3 , each of which could be empty, where
(resp. with a 0 at the beginning if k ≡ 1 (mod 2)), where δ is either an involution of G or zero, and ∆[x 1 , x 2 , . . . , x ⌊k/2⌋ ] does not contain involutions and zeros;
2) for any A ∈ Σ 2 , each element of ∆(A) is either an involution or zero;
3) for any A ∈ Σ 3 , the multiplicity of A in Σ 3 is even and ∆(A) does not contain involutions and zeros.
Example 1. The (Z 10 , 5, 12)-SDF given below has a pattern of length two: Other examples of SDFs with a pattern of length two can be found in [5, 10] .
Lemma 1 (Paley SDFs [5] ). (1) Let p be an odd prime power. Then the (p, p, p − 1)-SDF over F p given by the single block {0} ∪ 2C
2,p 0 , has a pattern of length two. (2) Let p ≡ 3 (mod 4) be a prime power. Then the (p, p + 1, p + 1)-SDF over F p given by the single block 2({0} ∪ C 2,p 0 ), has a pattern of length two. We present the following example to explain how to apply SDFs with a pattern of length two to obtain DFs. Example 2. Given any prime power q ≡ 1 (mod 12) and q > Q(6, 4), there exists a (Z 10 × F q , Z 10 × {0}, 5, 1)-DF. 8, 4, 6, 7] . Now, consider the family B = [B 1 , B 2 , . . . , B 6 ] of base blocks whose first components come from Σ, where 
(resp. with a (0, 0) at the beginning if k ≡ 1 (mod 2));
Since Σ has a pattern of length two, one can check that
and each element of L g is of one of the forms: y i,j1 ± y i,j2 , y i,j and 2y i,j . By Theorem 1, for any prime power q ≡ 1 (mod µ) and q > Q(µ/2, k − 1), it can be required that every L g is a system of representatives for C µ/2,q 0 in F * q . Therefore, given a transversal
Remark 1. Let k be odd and Σ be a (G, k, µ)-SDF with a pattern of length two. If Σ consists only of base blocks belonging to Σ 1 , then the lower bound on q in Theorem 2 can be improved. That is to say, there exists a (G × F q , G × {0}, k, 1)-DF for any prime power q ≡ 1 (mod µ) and q > Q(µ/2, k − 2) (in this case every y i,j contributes at most k − 2 cyclotomic conditions).
Remark 2. Start from the Paley SDFs from Lemma 1, and then use Remark 1 and Theorem 2.
We can obtain the following DFs:
These DFs can also be found in Theorems 3.11 and 3.12 of [10] .
Using SDFs with a pattern of length two listed in Example 1 and Appendix, and applying Theorem 2 and Remark 1, we get the DFs of Theorem 3. For the values of q smaller than the lower bounds, we found, by computer search, all the DFs that satisfy the required conditions of the proof except for the cases of (h, q, k, λ) ∈ {(10, 13, 5, 1), (30, 7, 6, 1), (5, 13, 6, 1), (5, 37, 6, 1), (15, 13, 6, 1) , (25, 7, 6, 1), (35, 7, 6, 1), (45, 7, 6, 1), (21, 13, 7, 1), (35, 7, 7, 1), (49, 7, 7, 1)}. The interested reader may get a copy of these data from the authors.
For (h, q, k, λ) = (10, 13, 5, 1), we give an explicit construction of a (Z 10 × F 13 , Z 10 × {0}, 5, 1)-DF: (3, 1) , (3, 12) , (7, 3) , (7, 10) (9, 4) , (6, 10) , (7, 5) , (8, 6 )}, (1, x) · {(0, 0), (8, 2) , (4, 7), (6, 12) , (7, 9) }. where x runs over C 6,13 0 . For (h, q, k, λ) = (5, 13, 6, 1), an exhaustive search shows that no (Z 5 × F 13 , Z 5 × {0}, 6, 1)-DF exists.
For (h, q, k, λ) ∈ {(30, 7, 6, 1), ( 
(resp. with a 0 at the beginning if k ≡ 1 (mod 4)) and ∆[
does not contain zeros;
2) for any A ∈ Σ 2 , the multiplicity of A in Σ 2 is doubly even and ∆(A) does not contain zeros.
Remark 3.
According to the definition of a (G, k, µ)-SDF, Σ, with a pattern of length four, the zero element of G must appear ⌊k/4⌋ × 4 times in ∆Σ, so µ = 4⌊k/4⌋.
Example 3. The (Z 45 , 5, 4) given below has a pattern of length four: (1, y 1,1 ), (1, −y 1,1 ), (−1, y 1,1 ξ) , (−1, −y 1,1 ξ)}; B 2 = {(0, y 2,1 ), (3, y 2,2 ), (7, y 2,3 ), (13, y 2,4 ), (30, y 2,5 )};
= {(0, y 6,1 ), (5, y 6,2 ), (14, y 6,3 ), (26, y 6,4 ), (34, y 6,5 )};
One can check that
where D g = {1, −1, ξ, −ξ} · L g and |L g | = 1 for any g ∈ Z 45 . For any prime power q ≡ 1 (mod 4), we can always require that each L g does not contain zero. Therefore, given a transversal S for
Before stating a theorem similar to Theorem 2, we prove a technical lemma. A spanning subgraph of a graph G is a subgraph obtained by edge deletions only, in other words, a subgraph whose vertex set is the entire vertex set of G. If E is the set of deleted edges, this subgraph of G is denoted by G \ E. A subgraph obtained by vertex deletions only is called an induced subgraph. If U is the set of vertices deleted, the resulting subgraph is denoted by G − U .
Lemma 3. Given r ≥ 5, for any a ∈ Z r and any set of ordered pairs P from Z r satisfying (1) x = y for any (x, y) ∈ P , (2) the multisets [x | (x, y) ∈ P ] and [y | (x, y) ∈ P ] are simple sets, there exists a bijection π : Z r → Z r such that π(x) ≡ π(y) − a (mod r) for any (x, y) ∈ P .
Proof. When a = 0, any bijection π : Z r → Z r can lead to the desired conclusion. Assume that a = 0.
We first give an equivalent description of this lemma in the language of graphs. We define a directed graph − → H , whose vertices are taken from Z r . For any two vertices x and y, (x, y) is a directed edge of − → H if and only if (x, y) ∈ P . Since the indegree and outdegree of each vertex of − → H are at most 1 − → C is the union of directed cycles whose length l is the order of a in Z r . Now we prove that for any r ≥ 5,
Here r must be even, so r ≥ 6. Given any embedding of − → H ′ in − → K r , it suffices to show that there is a 1-factor in the undirected graph K r \ E(H ′ ). This 1-factor can be used as − → C . A necessary and sufficient condition for the existence of a 1-factor in a graph is given by the Tutte's theorem (see Theorem 16.13 in [3] ) that says:
A graph G has a 1-factor if and only if o(G − U ) ≤ |U | for all U ⊆ V (G), where o(G − U ) is the number of connected components with an odd number of vertices in G − U .
Let U ⊆ V (K r ). If U = ∅, then since r ≥ 6 and r is even, (K r \E(H ′ ))−U is a connected graph with an even number of vertices, which yields o((
In what follows assume that 1 ≤ |U | ≤ r − 2 and (K r \ E(H ′ )) − U is a disconnected graph. For any two vertices x and y in K r − U , x and y are not connected in (K r \ E(H ′ )) − U if and only if x and y are adjacent in a cycle (x, y, v 3 . . . , v li ) of H ′ for some 1 ≤ i ≤ s, and
Since r ≥ 6, when l i ∈ {2, 3} we have that o((
Case 2 l = 2: Assume, up to isomorphism, that − → C is the union of the counterclockwise oriented cycles
If every l i = 2 for 1 ≤ i ≤ s, then we can embed
as the union of the clockwise oriented cycles
Assume that l 1 = l 2 = · · · = l s ′ = 2 and l i = 2 for i > s ′ . We first embed the union − → H 1 of s ′ cycles of length 2 in − → K r \ − → C : for s ′ ≥ 3, this embedding can be provided as in Case 1 considering only the first 2s ′ vertices; for s ′ ∈ {1, 2}, this embedding can be checked by hand since r ≥ 5. Then
This completes the proof. 2) k = 5;
3) k ∈ {9, 13, 17} and x 1 = ±2x 2 for any nonzero x 1 , x 2 ∈ A (x 1 could be x 2 ); 4) k ≡ 1 (mod 4), k ≥ 21 and 3x = 0 for any nonzero x ∈ A.
Proof. Let Σ = [A 1 , A 2 , . . . , A n ] be the given (G, k, µ)-SDF with a pattern of length four, where (resp. with a (0, 0) at the beginning if k ≡ 1 (mod 4));
and
and each element of L g is one of the following forms: y 1,j , 2y 1,j , (1 − ξ)y 1,j , y 1,j1 ± ξy 1,j2 , y 1,j1 ± y 1,j2 and y i,j1 − y i,j2 for i ≥ 2. Note that When k ≡ 0 (mod 4), y 1,j1 cannot occur in any L g , so no L g contains a 2-subset of the form {y 1,j1 , (1 − ξ)y 1,j2 }.
When k = 5, |L g | = 1 for any g ∈ G, so no L g contains a 2-subset of the form {y 1,j1 , (1−ξ)y 1,j2 }. When k ≡ 1 (mod 4), k ≥ 9 and some L g contains a 2-subset of the form {y 1,j1 , (1 − ξ)y 1,j2 }, since y 1,j1 ∈ L ±x1,j 1 and (1 − ξ)y 1,j2 ∈ L ±2x1,j 2 , we have g = ±x 1,j1 = ±2x 1,j2 . Thus if x 1,j1 = ±2x 1,j2 for any nonzero x 1,j1 , x 1,j2 ∈ A 1 (j 1 could be j 2 ), then no L g contains a 2-subset of the form {y 1,j1 , (1 − ξ)y 1,j2 }.
Assume that k ≡ 1 (mod 4) and k ≥ 21. We shall show that even if some L g contains a 2-subset of the form {y 1,j1 , (1 − ξ)y 1,j2 }, we can still require every L g , g ∈ G, is a system of representatives for C µ/4,q 0 in F * q , provided for any nonzero x ∈ A, 3x = 0. Let P be the set of pairs (y 1,j1 , y 1,j2 ) for all possible j 1 and j 2 such that (y 1,j1 , (1 − ξ)y 1,j2 ) is a 2-subset of some L g . If (y 1,j1 , y 1,j2 ) and (y 1,j1 , y 1,j3 ) ∈ P , then x 1,j1 = ±2x 1,j2 = ±2x 1,j3 and hence 2(x 1,j2 ± x 1,j3 ) = 0 but, since ∆[x 1,1 , −x 1,1 , . . . , x 1,⌊k/4⌋ , −x 1,⌊k/4⌋ ] does not contain involutions (G is of odd order) and zeros this is possible only if j 2 = j 3 . If (y 1,j2 , y 1,j1 ) and (y 1,j3 , y 1,j1 ) ∈ P , then x 1,j2 = ±2x 1,j1 = ±x 1,j3 but this is possible only if j 2 = j 3 . It follows that the multisets [y 1,j1 | (y 1,j1 , y 1,j2 ) ∈ P ] and [y 1,j2 | (y 1,j1 , y 1,j2 ) ∈ P ] are simple sets. Moreover, if (y 1,j1 , y 1,j2 ) ∈ P and j 1 = j 2 , then x 1,j1 = ±2x 1,j1 and hence 3x 1,j = 0. It is impossible since for any nonzero x ∈ A, 3x = 0.
Let r = µ/4 = ⌊k/4⌋ ≥ 5. Let 1 − ξ ∈ C r,q r−α . Since L 0 = {2y 1,1 , 2y 1,2 , . . . , 2y 1,r }, which is a system of representatives for C r,q 0 in F * q , we can regard the pairs of P as pairs of element of Z r . By Lemma 3, there exists a bijection π : {y 1,1 , y 1,2 , . . . , y 1,r } → Z r such that π(y 1,j1 ) ≡ π(y 1,j2 ) + α (mod r) for any (y 1,j1 , y 1,j2 ) ∈ P . Thus we can assign to each y 1,j the cyclotomic class given by the map π.
Remark 4. Let Σ be a (G, k, µ)-SDF with a pattern of length four. If Σ = Σ 1 , i.e., Σ consists only of the distinguished base block, then every y 1,j contributes at most k−3 cyclotomic conditions when k ≡ 0 (mod 4) (resp. k − 4 when k ≡ 1 (mod 4)). Therefore, the lower bound on q in Theorem 4 can be improved, that is to say, q > Q(µ/4, k − 3) when k ≡ 0 (mod 4) and q > Q(µ/4, k − 4) when k ≡ 1 (mod 4)). Finally we apply Theorems 3 and 5 to obtain optimal optical orthogonal codes. A (v, k, 1)-optical orthogonal code (OOC) is defined as a set of k-subsets (called codewords) of Z v whose list of differences does not contain repeated elements. It is optimal if the size of the set of missing differences is less than or equal to k(k − 1). Clearly a cyclic (gv, g, k, 1)-DF can be seen as a (gv, k, 1)-OOC whose set of missing differences is {0, v, 2v, . . . , (g − 1)v}. Furthermore, one can construct a (g, k, 1)-OOC on the set of missing differences to produce a new (gv, k, 1)-OOC (cf. Construction 4.1 in [15] ).
Therefore via cyclic DFs from Theorems 3 and 5, we have the following theorem, where the needed (35, 6, 1)-OOC and (45, 6, 1)-OOC contain only one codeword, taken as {0, 1, 3, 7, 12, 20},  the needed (49, 7, 1)-OOC is {0, 1, 3, 7 , 27, 35, 40}, the needed (45, 5, 1)-OOC consists of two code- words {0, 1, 3, 7, 19} and {0, 5, 14, 22, 35} and the needed (63, 8, 1)-OOC is {0, 1, 3, 7, 15, 20, 31, 41} . Note that there is no (81, 9, 1)-OOC with one codeword by exhaustive search. (2) There exists an optimal (gq, k, 1)-OOC where (g, k) ∈ {(10, 5), (5, 6) , (15, 6) , (21, 7)} for any prime q ≡ 1 (mod 12) except for (g, q, k) = (5, 13, 6).
(3) There exists an optimal (gq, k, 1)-OOC where (g, k) ∈ {(25, 6), (30, 6), (35, 6), (45, 6), (35, 7), (49, 7)} for any prime q ≡ 1 (mod 6) except for (g, q, k) ∈ {(25, 7, 6), (35, 7, 7), (49, 7, 7)}.
(4) There exists an optimal (45q, 5, 1)-OOC for any prime q ≡ 1 (mod 4) and q > 5.
(5) There exists an optimal (63q, 8, 1)-OOC for any prime q ≡ 1 (mod 8) and q > 17.
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