Abstract: A generic system model and a control scheme for the real-time adaptation of autonomy level for Human-Machine-Interaction are proposed. The topology of the system is based on a recursive nested behaviour-based control structure, which is an abstraction of multiple cascaded control loops. The technical system and its operator are modelled symmetrically as dynamical system components, which are decomposed into behavioural levels with different reaction times. Comparing the human behaviour with the behaviour realization of the technical system on the higher levels, a human reference model can be identified. Due to the simple structure of the reference model, the user characteristics can be observed in real-time. According to the system structure, a scheme is developed for the adaptation of the autonomy level in real-time based on the individual characteristics. As a result, guide-lines are provided for the dependable design of interfaces between the human operator and the technical system.
INTRODUCTION
In the last decade, computer controlled systems have reached a high degree of autonomy due to scientific and technological progress. Special examples can be found in the autonomous mobile robot sector, where robots fulfil a complex mission without or with little operator interventions. In contrast to autonomous systems, a close interaction with the human operator is required for highly automated assistance systems, such as flight control systems or driver assistance systems. Especially in the emergency case, the overall task should be flexible controlled by the system operator. Interacting with complex systems is not an easy task, since the meaning of vast number of controlled system variables and behaviours often cannot be understood by the system operator any more leading to misunderstanding and operation faults. As a consequence, the system designer has to hide the complexity of the system from the operator providing just the information required. However, the problem which information is required and in which way it should be communicated between the technical system and its operator is not yet solved on a fundamental level.
Modern methods for designing complex control systems are often based on the system theoretical description or on component models on an appropriate abstraction level. This allows for structuring the system and predicting the system behaviour in the early development phases before the system is realized in its final state. In this way, much testing effort and changes in the late development phases can be avoided. Structuring the system is a crucial design step, which has a huge impact on the systems functional and non-functional properties. As a generic architecture for complex autonomous systems for instance, the recursive nested behaviour-based control (RNBC) structure was introduced, which was successfully applied to autonomous mobile robots (Badreddin, 1989) and to robotic assistance systems (Bartolein, 2007; Wagner, 2010) . The RNBC structure is an abstraction of multiple nested control loops, which yield inherent features for robustness and dependability. System modelling takes place on different abstraction levels, leading to a possible reduction of system complexity and an enhancement of dependability.
Human behaviour has been modelled in the last years on different levels of abstraction. Recent progress has been made in the area of sensor-motor modelling including some cognitive influences on the lower level behaviour based on dynamic system descriptions. In (Borah et. al. 1988 ) different kind of human sensory models were identified and described as input/output transfer functions in the Laplace domain, e.g. for the muscle spindle, semicircular and otolith as well as for the vision and tactile subsystems. Closed-loop control systems for the human stance control are known based on the modelling of linear and non-linear sensor-motor components using a PID (Mergner et al., 2003) respectively a PD (van der Kooij et al., 2001) controller in the posture feedback loop. Neural time delays are described as taped delay lines. Hierarchical control structures for human behaviour modelling are also known (Andani et al., 2009) , in which basic motor control loops are enhanced by cognitive decision blocks in a modularized nested control structure. Some models are enhanced with non-linear control elements reflecting the sensor threshold and cognitive interactions (Mergner et al. 2003) . Further examples from human sport psychology (Schack and Hackfort, 2007) show, that a hierarchical structure for human actions and the learning of actions is plausible.
The main issues to be tackled in this paper are:  a generic model structure of the user's behaviour  a reference model for the user's behaviour  a scheme for the adaptation of the autonomy level in real time based on the individual characteristics of the user  a guide-line for the interface design to enhance the overall system dependability In section 2, the system theoretical basis for the modelling is laid. The generalized model structure in the form of the recursive nested behaviour control structure (RNBC) is discussed in section 3. In section 4, it is shown how the RNBC can be employed as a unified generic model for both the human and technical system. Section 5 shows, how a possible complex human behaviour can be decomposed into behavioural components and how they can be approximated by a simple dynamic reference model. A guide-line for the interface scheme is proposed for the design of closed loop human-technology-interaction systems in section 6. 
SYSTEM-THEORETIC MODELLING OF RECURSIVE-NESTED STRUCTURES
(1) with n m  . According to the second Cauer form (Goldman, 1981) , the polynomial transfer function (1) can be generally converted into a continued fraction form (2) with the coefficients h 0 , h 1 , … h N . The last coefficient in the series has the index N = 2n -1 for m < n and N = 2n for m = n. The continued fraction form corresponds to a nested recursive closed-loop structure with a local feedback and feed-forward mechanism (Fig. 1 ). The loops with smaller indices of h approximate the slower part of the transfer function (lower exponents in s) and the lager indices of h correspond to the faster part. Thus a system's transfer function can be reduced by deleting the higher coefficients and by converting the rest back into the original (polynomial) form, while the slow system behaviour will not be altered. This kind of continued fraction approximation is illustrated in fig. 2 showing the frequency response of a third order system and its first and second order approximation. In the low frequency range original and approximated models fit.
For systems with multiple inputs and outputs (MIMO systems) the transfer function can be written according to (Shieh, 1975; Goldman 1981) 
The H i matrix coefficients can be derived by the Routh algorithm and matrix Routh array. In a strong sense, the recursive decomposition shown above is valid only for LTI Fig. 2 . Frequency response of a third order system with G(s)=(s+1000)/(s³+101s²+1000s+1000) (blue line), second order approximation G 2 (1/(0.1s²+s+1)(red line), and first order approximation G 1 (s)=1/(s+1)(green line).
Recursive-nested structure of a SISO system. A System of order n is decomposed into n layers.
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systems. However the decomposition scheme can also be abstracted for non-linear and mixed continues/discrete hybrid systems. For instance, finite state machines and Markov models can also be described as sate space models or as transfer functions. For such kind of models can also be converted into possible infinite different structures including nested loops.
BEHAVIOUR-BASED GENERIC SYSTEM ARCHITECTURE

System architecture for (semi-)autonomous systems
One of the most challenging tasks of the system designer is to decompose a system into components and to define the interfaces between them, which also includes interaction with the human operator. Fundamental decomposition schemes are based either on functional decomposition by splitting a system into functional components such as sensors, controller and actuators or on a behavioural decomposition, which separates basic dynamic behaviours such as special types of reflexive and cognitive behaviours. In contrast to the functional decomposition the behavioural description also reflects the dynamics of possible closed-loop component interaction.
The design of the proposed Generic System Architecture for interactive systems is based on the "Recursive Nested Behaviour-based Control" (RNBC) Structure (Badreddin, 1989) , originally developed for mobile robots. The RNBC structure is an abstracted and enhanced concept for multiple cascaded control loops, in which a functional system description is partitioned according to a recursive decomposition scheme (Antoulas, 1986) . The fixed resulting structure and the nestedness of the behaviour levels ensure stability and predictability of the system behaviour. The lower, reflexive behaviours are embedded into the higher, more sophisticated behaviours with the following design rule for the time constants of the n levels:
Due to the fact that interactions only take place between neighbouring levels (recursiveness), the communication effort is moderate and well-defined interfaces can be a priori specified to ease the implementation of different levels by cooperating work groups. Because of the recursive extensibility, prototypes built bottom-up are operational through-out all development stages. This ensures easy horizontal extensibility with new system behaviours by keeping the dependability-related advantages of the fixed RNBC-oriented structure for the sub-systems. It is also important to note that for modelling the behaviours on different levels, separate methods can be used, also sparse models, which reduces the complexity and overall modelling effort. Besides functional components, which enable the specified behaviour of the corresponding level, further components can be integrated into the levels in a recursive way, which enable faulttolerance techniques using, for instance, a local monitoring and recovery mechanism (Luo et al., 2009 ). An application of the RNBC structure to an autonomous flying robot (Wagner et al., 2010) is shown in Fig. 3 . The structure shows eight behaviour levels, which are interconnected in a recursive way. The number of levels was chosen freely. For instance, Level 5 provides for "local navigation" and "path planning", which could also be distributed on two levels. The upper levels contain the more sophisticated but slower behaviours. The lower levels contain the more dynamic behaviours having a faster reaction time.
For instance the Levels 1, 2, and 4 realize a typical cascaded control structure for helicopter position control. This nested structure is extended with the collision avoidance behaviour which is added in the intermediate behaviour. The individual behaviours are combined by behaviour fusion to achieve a desired overall behaviour of the robot on the corresponding level. Methods for this kind of behaviour fusion are, for instance, neural networks, functional optimization, finite-state machines, fuzzy logic, and analogical gates (Badreddin, 1992) . Each behaviour level provides for input/output interfaces to the environment (sensors and actuators). The interfaces can also be utilized for the interaction with other robots or with the human operator. If a human operator cooperates with the technical systems, he/she will get a part of the overall cascaded closed-loop system. Figure 3 shows a recursive nested control structure with input signals ) (t u s and output signals ) (t y s . In the system theoretic sense the diagram does not describe an autonomous system, since the system has a reference input. After giving a desired task, the system can fulfil it in a semi-autonomous way by closed-loop control. Actually pure autonomous systems are never found in technology, because a technical system without input is useless. However, a system can operate more or less autonomously, i.e. it can have different level of autonomy. We define the level of autonomy as the maximum depth of nested control loops in which an internal variable is controlled (Badreddin, 1997) .
Level of autonomy definition
SYSTEM ARCHITECTURE FOR HUMAN BEHAVIOUR MODELLING
Corresponding to the decomposition of a technical system, it seems to be plausible that an overall transfer function describing human behaviour shall also be decomposed into local subsystems utilizing nested control loops. The feasibility of this idea is confirmed by neurological investigations (Andani et al. 2009; Mergner et al. 2003; van der Kooij et al. 2001 ) of the sensor-motor related human posture control, which also yields a nested structure. The identification of local loops depends on the available signals and interfaces. We propose the following generic human control structure, which is symmetrically with the RNBC structure ( fig. 4, left) .
Corresponding to the technical system, the behaviour is also decomposed into a number of levels, which are interfaced recursively, i.e. only the neighboured levels are interconnected. As in the technical system, the number of behaviour level is not fixed and multiple basic behaviours can be aggregated within one level, while the useful number of levels depends on the granularity of system description and on the interfaces (signals) available. As example of a possible level realization, a number of human behaviours are listed on the right side of fig. 4 . The example does not claim to be complete, since the exact realization of level behaviours depends on the task the system (including the operator) has to perform.
According to neural and psychological investigations known from literature (Borah et. al. 1988; van der Kooij et al., 2001 ; Andani et al., 2009; Schack and Hackfort, 2007 ) the different levels realize, for instance, motor control (muscle force control, joint velocity control), global body velocity and posture control, gait pattern selection, collision avoidance control, rule-based and cognitive control (path planning, navigation, action selection, monitoring and reasoning etc.). Thus the overall human behaviour structure is symmetrical with the RNBC structure of the technical system.
HUMAN BEHAVIOUR REFERENCE MODEL
After structuring the system in the last sections, here, a human reference model is developed based on the prototypical implementation of the technical system. The identification of a human behaviour dynamic model is challenging, because human behaviour in non-linear in general, for which robust identification procedures are rare. Furthermore, not all system variables are accessible or observable form outside the human body. Another problem is to stimulate voluntary behaviour of the operator, which is a result of internal cognitive brain processes. In our nested input-output view, however, this is not a serious problem, because voluntary actions are considered to be the reaction on a higher level reference input, which is the task input on the highest level. Furthermore, it is not required to have the same level of granularity for the human behaviour levels as in the technical system, so that internal brain states can be omitted regarding combined behavioural processes.
Nevertheless human behaviour modelling is a complex process, for which approximation methods are required. Since the goal is to adapt the level of automation in real-time an identification scheme must provide the human behaviour parameters within a limited identification time. We propose a very simple model and identification scheme based on a human reference model, which is related to an equivalent behavioural implementation of a technical system (Fig. 5 ).
In the model the human behaviour is decomposed into a number of nested first order low pass filter elements (see 1), each yielding a time constant  h,i . Further, we assume that the overall human behaviour is smooth obeying the design rule (4). Now, we switch from the technical behaviour levels to human behaviour level. The interacting human-machine system is considered to be not degraded compared to the pure technical system, if the overall time constant is not increased. Thus, the upper levels of the technical system with time constant  t,upper can be replaced by the corresponding human behavioural levels with the time constant
The human reaction time constant can be generally measured in real-time using comparable simple experiments (Fig. 5) . Initially, the upper part of the technical system interacts with the lower technical part. This corresponds to the autonomous case. After switching, the human operator interacts with the lower system part replacing the functionality of the upper part of the technical system. Thus the time constants can be compared immediately to each other.
In case of obtaining faster human behaviour compared to the technical levels, we get a further result. The dynamic model for the behaviour of the upper technical system is a worst case reference model for the upper level behaviour of the human operator. Measuring time series of the input/output signals on multiple behavioural levels, it is also possible to get a more detailed model of the human operator. In this case the levels of the technical system can be replaced by the human behaviour individually. In both cases, the approximation of the operator behaviours is related to the behaviour of the corresponding technical implementation.
For a detailed realization of the human-machine-interface the models may look oversimplified. The goal, however, is not the sophisticated realization of interfaces, but to find a suited system structure for the dependable human-machineinteraction in order to adapt the level of autonomy in realtime. Why do we use the reaction time and not other performance criterion, e.g. the task accuracy, in order to describe the user behaviour? The reason is that predicting user behaviour on a detailed level needs a very precise dynamic model, which is difficult to obtain, due to nonlinearity, noise and other fundamental problems. Furthermore the accurate prediction also depends on stable environmental conditions, which cannot be assumed in general. In contrast the reaction time as a high level abstraction of the dynamical user behaviour is sufficient to structure the human-machine system on the time scale.
ADAPTATION OF THE LEVEL OF AUTONOMY
Once having identified the system components, a system can be composed based on the generic structure and according to predefined design criterions using theoretical considerations or computer simulation. Beside other criterions, one possible optimization goal is to enhance the level of autonomy related to the user. For instance, if the number of levels is n and the interface devices are located between level i and i+1, the level of operator autonomy is n-i-1. The highest level of autonomy can be reached, if the operator interfaces the system on the lowest system level. Thus the user has the most possible influence on the overall system behaviour. However, the operator must also be able to control the lowest level, which is also the fastest level. If the reaction time of the operator is too slow, he/she must interface the system on a higher level and a reduction of the autonomy level must be taken into account.
A level selection scheme can be described as follows ( Fig. 6 ):
For a non-degraded performance all upper time constants  h,i of the human behaviour levels must be smaller than the time constants  t,i of the technical system. The lowest level interaction takes place between level i+1 (operator) and level i (system) according to the first (most upper) occurrence of
i defining the active interface I(i+1, i). A multi-level
interaction is also allowed between all upper level interfaces
According to the selection of active interfaces, now, we know which information must be interchanged between technical system and operator. The signals and variables to be transferred are determined by input and output signals of the levels on both sides of the active interface. These variables transferred from the technical system to the operator and vice versa are sufficient to control the overall system. Additional signals, e.g. from/to the lower levels, are not necessary.
uid uod i h,
Task status In contrast, additional redundant information may increase the cognitive load of the operator and change the dynamics of the upper operator's behaviour levels. The user input devices, id i , and user output devices, od i , are defined according to the given signals. Furthermore, the overall system is connected to the environment in order to receive the desired task and to output the task status. While the technical system part can receive signals immediately, the signal transfer from/to the human model requires additional input (uid) and output (uod) signal conditioning to provide the information in a human friendly form. In case of connecting the highest level of the technical part to the environment, the full autonomous system without human-machine interaction is configured. In the identification scheme the dynamic properties of the interface devices will be allocated to the human operator model, in order to get correct values for the reaction times. In order to illustrate the adaptation scheme we consider the following tiny example: Given is a multi-level technical system with time constants  t,3 = 1s,  t,2 = 0,3,  t,1 = 0.1s and  t,0 = 0.03s and two human behaviour levels with  h,3 = 0.5s and  h,2 = 0.2s (operator levels 0 and 1 are not available).
According to the switching structure ( fig. 6 ) and the conditions  h,2 >  t,1 ,  h,2 <  t,2 and  h,3 <  t,3 the active interfaces are I(2, 1) and I(3, 2).
In the proposed examples, the low level (physical) behaviour of technical systems (e.g. air or ground vehicles) is controlled by upper level human behaviour. However, we'd like to emphasize, that generally the physical or lower level behaviour of a human operator can also be controlled by upper level technical systems. Such systems are known for instance from rehabilitation technology, where e.g. the muscles forces are controlled by electronic devices using neural interfaces (Sinkjaer et al., 2003) . An alternation between human and technical behaviour is also thinkable.
CONCLUSION
In this paper a generic recursive nested structure for the interaction between a human operator and a complex system is proposed, which is suited for the real-time level of autonomy adaptation of the Human-Machine-System. The structure decomposes the technical system as well as the human behaviour into separate behaviour levels corresponding to multiple nested control loops with increasing reaction times. The measurement of reaction times can be performed with less effort and in real-time. Comparing the level reaction time of the operator and technical system the level of autonomy can be adapted without loosing the original performance. The scheme provides also a worst case reference model of the human behaviour based on corresponding technical system behaviours. Furthermore, the scheme includes guide-lines for the design of human-machine-interfaces with respect to the location of interfacing and with respect to the signals to be transferred. Thus the paper constitutes a bridge between the modelling of human dynamic behaviour and the structuring of a complex system, which is required for a dependable human-machineinteraction.
In future work, the proposed scheme will serve as a fundamental topology for the systematic realization of assistance systems with multimodal human-machineinteraction.
