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DETECTING INVARIANT MANIFOLDS USING HYPERBOLIC
LAGRANGIAN COHERENT STRUCTURES
Daniel Pe´rez∗, Gerard Go´mez†, Josep J. Masdemont‡
Using as reference test model the Planar Circular Restricted Three Body Prob-
lem, this paper explores its Lagrangian Coherent Structures, as well as its Hy-
perbolic Lagrangian Coherent Structures. The purpose is to identify stable and
unstable manifolds acting as separatrices between orbits with different qualitative
behaviour and, therefore, relevant to the dynamics of the problem. Particular at-
tention is given to the manifolds associated to the collinear libration points and to
the practical stability regions around the triangular equilibrium points.
INTRODUCTION
Lagrangian Coherent Structures (LCS), introduced by G. Haller et al.5 for the study of dynamical
systems, give a methodology to identify the boundaries between regions in the configuration space
with orbits that have different dynamical behaviour. LCS are usually computed by means of Finite
Time Lyapunov Exponents (FTLE) at time T , just looking at the FTLE scalar-field. The value of
the FTLE at ~x gives an idea of the behaviour of the orbits around ~x: if the FTLE is small then the
orbits in a neighbourhood of ~x will be close at time T ; however, if FTLE is high then the image
under the flow, up to t = T , of points close to ~x will have different behaviours and usually some of
them will tend to depart from the others. In particular a high value of a FTLE can be an indicator of
the existence of an invariant manifold.
According to Haller,5 LCSs are defined as follows. Let D ⊂ Rn be an open set and f the vector
field:
f : D × R −→ Rn
(~x, t) 7−→ f(~x, t).
Given a dynamical system defined by the ordinary differential equation:
~˙x(t) = f(~x(t), t),
whose associated flow will be denoted by φ
φ : R× R×D −→ D
(t, t0, ~x0) 7−→ φ(t; t0, ~x0),
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where ~x0 denotes the initial condition at t = t0. The value of the FTLE at ~x from t = t0 up to
t = T is defined as:
σTt0(~x) :=
1
|T | ln
∥∥∥∥∥dφt0+Tt0 (~x)dx
∥∥∥∥∥
2
, (1)
this is, the FTLE is the normalised square of the largest eigenvalue of:(
dφt0+Tt0 (~x)
dx
)∗
·
(
dφt0+Tt0 (~x)
dx
)
≡
(
Dφt0+Tt0 (~x)
)∗ · (Dφt0+Tt0 (~x)) .
A linear analysis shows that the eigenvector associated to the largest eigenvalue of (Dφt0+Tt0 (~x))
∗ ·
(Dφt0+Tt0 (~x)), which is usually called the Cauchy-Green tensor, gives the maximum expansion
direction in a neighbourhood of ~x.
For a two-dimensional dynamical system (n = 2) the LCS with initial and final times t0 and T ,
respectively, is an injective curve ~c = ~c(s) ⊂ D ⊂ R2 parametrised by s ∈ (a, b) ⊂ R such that
verifies the following two conditions (in the n-dimensional case, the LCS will be a codimension 1
manifold):
1. ~c ′(s) is parallel to the gradient of the FTLE field at ~c(s), i.e:
~c ′(s) ‖ ∇σTt0(~c(s)) ∀s ∈ (a, b).
2. The unit normal vector ~n(s) to ~c(s) verifies:
~nTΣ~n = min
‖u‖=1
~uTΣ~u < 0,
for all s ∈ (a, b), where Σ is the Hessian of the FTLE field defined by:
Σ = Σ(~x, t0, T ) =
d2σTt0(~x)
d~x2
.
Some examples show that not all the LCS are related with invariant manifolds. To deal with this
situation, G. Haller6 introduced the so called Hyperbolic LCS (HLCS). For this purpose, consider
a smooth curveM(t0) ⊂ D at t = t0, which is advected by the flow into a time-evolving material
line defining the so called material surfaceM(t) ⊂ D.
To measure how strongly repelling the material lineM(t0) is, at each point x0 ∈M(t0) we select
a unit normal vector ~n0 toM(t0) (~n0 ∈ N~x0M(t0)) and follow its evolution under the linearised
flow given by Dφt0+tt0 (~x). Denote by ρ
t
t0(~x0, ~n0) the length of the normal component toM(t) of
Dφt0+tt0 (~x0)~n0
ρtt0(~x0, ~n0) =
〈
~nt, Dφ
t0+t
t0
(~x0)~n0
〉
,
where ~nt is the unit normal vector to M(t) at ~xt = φt0+tt0 (~x0). ρtt0(~x0, ~n0) is called the normal
repulsion rate ofM(t) along the orbit φ(t; t0, ~x0). If is larger (smaller) than one, thenM(t) has
been overall repelling (attracting) between t0 and t0 + t along the trajectory starting at ~x0.
In order to deal with any possible tangential growth withinM(t) larger than the growth normal
toM(t), the so called repulsion ratio is introduced as
νtt0(~x0, ~n0) = min
e0∈Tx0M(t0)
〈
~nt, Dφ
t0+t
t0
(~x0)~n0
〉
‖Dφt0+tt0 (~x0)~e0‖
,
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where Tx0M(t0) denotes the set of unit tangent vectors toM(t0) at ~x0.
With the above definitions,M(t) is said to be normally hyperbolic over [t0, t0 +T ] if there exists
constants a, b > 0 such that for all ~x0 ∈M(t0) and ~n0 ∈ N~x0M(t0) we have:
• ρt0+Tt0 (~x0, ~n0) ≥ eaT ,
• νt0+Tt0 (~x0, ~n0) ≥ ebT .
A hyperbolic LCS is a normally hyperbolic material surface M(t) such that its normal repul-
sion rate admits a point-wise non-degenerate maximum value alongM(t) for all locally C1-close
material surfaces.
Haller6 gives also a characterisation of the hyperbolic LCS by means of the eigenvalues λ1 ≤
λ2 ≤ ... ≤ λn, and their associated eigenvectors ξ1, ξ2, ..., ξn, of the Cauchy-Green positive definite
matrix
(
Dφt0+Tt0 (~x0)
)∗ (
Dφt0+Tt0 (~x0)
)
. The result is summarised in the following:
Theorem: A compact material surfaceM(t) ⊂ D over the interval [t0, t0 +T ] is a hyperbolic LCS
if and only if the following conditions are verified for all ~x0 ∈M(t0):
1. λn−1(~x0, t0, T ) 6= λn(~x0, t0, T ) > 1,
2. ξn(~x0, t0, T ) ⊥ Tx0M(t0),
3. 〈∇λn(~x0, t0, T ), ξn(~x0, t0, T )〉 = 0,
4. The matrix L(~x0, t0, T ) defined by
L =

∇2C−1[ξn, ξn, ξn, ξn] 2λn−λ1λ1λn 〈ξ1,∇ξnξn〉 . . . 2
λn−λn−1
λn−1λn 〈ξn−1,∇ξnξn〉
2λn−λ1λ1λn 〈ξ1,∇ξnξn〉 2λn−λ1λ1λn . . . 0
...
...
. . .
...
2λn−λn−1λn−1λn 〈ξn−1,∇ξnξn〉 0 . . . 2
λn−λn−1
λn−1λn

where C denotes the Cauchy-Green tensor at ~x0, is positive definite for all ~x0 ∈M(t0).
This result gives an algorithm to detect hyperbolic LCS:
Step 1 Compute the two highest eigenvalue fields λn and λn−1 as well as ξn for all ~x0 ∈ D.
Step 2 Determine the solution set Z
Z = {~x0 ∈ D | 〈∇λn(~x0, t0, T ), ξn(~x0, t0, T )〉 = 0}
Step 3 Identify repelling weak LCS (WLCS) at t = t0 as the subsets of ZWLCS ⊂ Z such that:
1. λn−1 6= λn > 1.
2. ξn ⊥ Tx0ZWLCS
Step 4 Identify repelling LCS as the (n − 1)-dimensional surfaces ZLCS ⊂ ZWLCS such that the
matrix L is positive definite.
Step 5 Repeat steps 1-4 backwards in time (from t0 + T to t0) to obtain attracting LCS.
Step 6 Verify the robustness of the LCS found (see Haller6 for details).
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COMPUTATION OF LCS
The first step to be done for the computation of LCS in a domain, is to set a grid of points in it.
Then, for every point ~x in the grid, the Cauchy-Green tensorC =
(
Dφt0+Tt0 (~x)
)∗ ·(Dφt0+Tt0 (~x)) =
J∗ · J , together with its eigenvalues and eigenvectors, must be computed. Concerning these two
points, some technical details should be decided.
The first one has to do with the computation of the matrix C, which can be done, at least, in two
different ways:
• Using numerical differentiation for the computation of the derivatives that appear in its com-
ponents. In this way, the matrix J becomes:
J =

(
φ
t0+T
t0
(~x+∆x1)−φt0+Tt0 (~x−∆x1)
2δx1
)
[1]
. . .
(
φ
t0+T
t0
(~x+∆xn)−φt0+Tt0 (~x−∆xn)
2δxn
)
[1]
...
. . .
...(
φ
t0+T
t0
(~x+∆x1)−φt0+Tt0 (~x−∆x1)
2δx1
)
[n]
. . .
(
φ
t0+T
t0
(~x+∆xn)−φt0+Tt0 (~x−∆xn)
2δxn
)
[n]
 ,
where the subindex [i], i = 1, . . . , n denotes the i-th component of the associated vector,
and ∆xi = (0, . . . , δxi, . . . , 0). If we compute the advected grid (i.e. compute the values
φt0+Tt0 (~x) for all the points ~x of the grid) then the matrix J can be determined without extra
integrations, except for some points in the border of the region explored. Note that in the
advected grid there are all the values φt0+Tt0 (~x±∆xi) that are needed to compute J .
• Integrating the differential equations of the dynamical system together with the associated
variational equations. In this way, a linear system of n × n differential equations, for the
components of the matrix J , is added to the original one. In exchange to this increment
of equations usually more precision is obtained. This has been the option selected for the
computations shown in this paper.
An important issue that must be considered is that the components of J can be very large and,
therefore, the accurate computation of its eigenvalues and eigenvectors be difficult. To overcome
this, is convenient to split the total time interval [t0, t0 + T ] in N intervals with endpoints at
t0, t1, . . . , tN−1, tN = t0 + T as well as power’s method for the computation of the eigenvalues
and eigenvectors. In this way the matrix J can be written as the composition of N matrices
J = Jt0→tN = JtN−1→tNJtN−1→tN−2 · . . . · Jt1→t2 · Jt0→t1 ,
so we can apply power’s method step by step.
The gradient of the greatest eigenvalues field∇λn(~x0, t0.T ) should be computed at all the points
of the grid (Step 2). Since the eigenvalues are computed in a grid of points the values of∇λn(~x0, t0.T )
can be easily obtained using numerical derivatives with the values of λn(~x0, t0.T ) at the points of
the grid, again except at some border points.
Another difficulty that arises is that, if the radius of the grid size is not very small, only a reduced
set of points of Z is determined, even using a relatively large threshold for the orthogonality con-
dition required in Step 2. To overcome this problem we have implemented a procedure to find, in
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an iterative way, a set covering of Z. The procedure recalls the two-step algorithm implemented in
GAIO (see Dellnitz et al.2) to find cover sets of attractor in dynamical systems. Each iteration of the
method consists in two steps: division and selection. In the division the the cells of the recovering
are divided in smaller ones. In the selection step it is verified which ones of the new cells contain
(or can contain) the desired object.
We start with rectangleR0 (defined by its centre c0 = (c01, . . . , c
0
n) and its radius r
0 = (r01, . . . , r
0
n))
where we look for the points of Z. Note that both, the centre and the radius, are vectors, therefore,
R0 = {x = (x1, . . . , xn) | c0i − r0i ≤ xi ≤ c0i + r0i , i = 1, . . . , n}. Using R0 as initial rectangle,
the two steps of the iterative procedure are:
1. Division: Divide the rectangle in two smaller rectangles with radius (ri+1j ) and centre (c
i+1
j,± )
given by:
ri+1j =
{
rij
2 if i = j (mod n)
rij otherwise
, ci+1j,± =
{
cij ± ri+1j if i = j (mod n)
cij otherwise
.
2. Selection: In this step we must determine if the divided rectangles contain or not points of
Z. The selection criteria varies along the iterative procedure. In the first selection steps we
ask for weak conditions while in the last steps we ask for a stronger one according to the
following. A rectangle Rj is selected if:
• exist at least a point x ∈ Rj such that it verifies the first condition of the hyperbolic LCS
characterisation (for values of j less than a fixed given one).
• exist at least a point x ∈ Rj such that it verifies the first and third conditions of the
hyperbolic LCS characterisation (for values of j greater than a fixed given one).
Since it is not possible to verify all the points in Rj , a grid is defined inside the rectangle.
Then, inside the grid we do the same kind of computations as for the non GAIO-like proce-
dure.
This two selection styles are included in order to capture as many LCS as possible. The
second style is the one which allows the determination of the set Z given in step 2. But in the
initial iterates the grid is not enough fine to detect the orthogonality condition. Therefore the
algorithm eliminates some cells that contains points in Z. To avoid this situation the first style
is included. Even with the usage of this two conditions some rectangles are discarded although
they contain a portion of Z. To avoid that the semi-selected rectangles are introduced. A
rectangle is said semi-selected if it does not verifies the selection condition but it is besides
one verifying it.Then a rectangle is said selectable (i.e. the selection step should be applied
on it) if:
• it is contained in a selected or semi-selected rectangle in the previous iterate, or
• it is beside a selected rectangle in the actual iterate.
So at the end of an iterate all the selected rectangles will be surrounded by semi-selected ones.
Doing this it is possible to add some of the rectangles which are discarded in some previous
steps.
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As final technical remark, due to the great amount of numerical integrations to be performed
during the procedure, is important to use a fast numerical integrator. In the examples below, a
Taylor method has been chosen (see Jorba et al.7), which is both accurate and fast for the differential
equations considered.
LCS IN THE RESTRICTED THREE BODY PROBLEM
The Circular Restricted Three Body Problem (CRTBP) describes the motion of a body with neg-
ligible mass under the gravitational attraction of two primaries, with normalised masses µ and 1−µ,
that rotate around their common centre of masses following circular orbits. In the planar case and
using a synodical reference frame, the motion of the negligible mass follows is given by (see Sze-
behely9): {
x¨− 2y˙ = Ωx
y¨ + 2x˙ = Ωy,
where Ω(x, y) = x
2+y2
2 +
1−µ√
(x−µ)2+y2 +
µ√
(x+1−µ)2+y2 +
µ(1−µ)
2 . This system has a first integral
given by:
C(x, y, x˙, y˙) = −(x˙2 + y˙2) + 2Ω(x, y).
In the computations that follow, we have used the mass ratio of the Earth-Moon system µ =
0.0121506683.
It is well known that the planar CRTBP has three collinear equilibrium points of the center ×
saddle type. Due to this fact, and according to Lyapunov centre theorem, it is possible to find
periodic orbits (corresponding to the centre part) around them. Additionally, due to the saddle
part, these periodic orbits have invariant manifolds associated, which can be computed with high
precision either using numeric or semi-analytic procedures. We will use this last approximation as
a test for the invariant manifold identification using LCS.
Invariant manifolds and LCS associated to periodic orbits around L1
First we remark that the phase space of the CRTBP has dimension four so, in order to visualise
the results of the preceding section, we must do some reduction. This is done using the Jacobi
first integral (we fix its value to a constant) and considering the intersections of the orbits with a
fixed hyperplane. This has already been used by Gawlik et al.3 for the elliptic CRTBP. There, they
introduce a mixed position-velocity space using x and x˙ as the two dimension space, fixing y = 0
and determining y˙ according to the value of the Jacobi constant chosen. Other strategies can be used
to to reduce the dimension of the system, for instance Tricoche et al.10 use as reduction method the
Periapsis Poincare´ Mapping, and compute the LCS for that particular map.
In the computations that follow, we have fixed the hyperplane x = x0 (for some x0 fixed and
usually small) as surface of section, and (y, y˙) are the two free variables of the system. For a fixed
value of the Jacobi constant, C0, one can determine x˙ from:
C(x0, y, x˙, y˙) = C0. (2)
An advantage of using the x = 0 hyperplane is that the hyperbolic invariant manifolds associated
to the periodic orbits considered are transversal to it. Hence, one can determine their intersections
with this hyperplane without problems (without tangencies) as is shown in Fig. 1.
6
Figure 1. For C(x, y, x˙, y˙) = 3.1638 and x = 0 (top) and x = 0.2 (bottom), (y, y˙)
FTLE field together with the first two intersections of the unstable invariant manifold
of the Lyapunov periodic orbit about L1 (left hand side figures). In the right hand
side plots, only the intersections of the manifolds with the two hyperplanes have been
represented.
Removing some spurious regions
Figure 1 shows, in the (y, y˙) space, the regions with high values of the FTLE field as well as the
first two intersections with x = 0 and x = 0.2 of the invariant unstable manifold of the periodic
orbit associated to L1 for C0 = 3.1638 = C(L1)− 0.035. There is a good agreement between the
intersections of the manifolds with some of the regions with high FTLE values. The computation
of the FTLE has been done using a final time T = −10 and a grid of 200× 200 points.
In the same figure, some other regions with high FTLE values appear that can not be identified
with intersections of the unstable manifolds under consideration. We call them false positives. More
false positives become evident if we move the intersecting hyperplane x0. For instance, Figure 1
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(bottom right) shows the FTLE for the hyperplane x0 = 0.2 with the same values of the Jacobi
constant, C0, the final time T and the grid dimensions of the top figure.
This false positives are due to the procedure used for the computation of the FTLE. Recall that
the FTLE give an indication of the variations (sensitivity) of the final conditions of orbits at t = T
with respect to their initial conditions. Large values for this sensitivity may be due to the fact that
an hyperbolic manifold is acting as a separatrix of two close initial conditions or to some other
effect. In the case of the false positives detected in Figure 1 they are due to close approaches of the
massless particle to the large primary.
In Figure 2 we have represented both the distance of the massless particle to the large primary at
t = T (lower curve) together with the FTLE values (for the same value of T ) of orbits with initial
conditions along the line (x, y, x˙, y˙) = (0.2, y, x˙c,−7y−3), where the value of x˙c has been chosen
such that the Jacobi constant of all them is equal to C0 = 3.1638. From this figure it clearly follows
that the false positives are associated to close approaches to the large primary. To remove these false
positives, one option is to compute the FTLE at the apoapsis t = Ta. To do this, we first integrate
the equations of motion, together with their variational equations, from time t0 up to time T . Once
this time is reached we continue the integration until the next apoapsis of the orbit. Observe that
now the final time of the computation is not constant for all the points of the grid.
 0
 0.5
 1
 1.5
 2
 2.5
-0.32 -0.3 -0.28 -0.26 -0.24 -0.22
y
Figure 2. FTLE (upper curve) and final distance to the big primary (lower curve) for
initial conditions of the form (x, y, x˙, y˙) = (0.2, y, x˙c,−7y − 3)
Therefore two similar orbits can look different at time T due to the fact that one of them is close
to one of the primaries while the other is still far. The first orbit will be, after some time, far from
the primary but not at time T , so its seems convenient to allow variations of the final time.
Implementing the computation of the FTLE with the apoapsis strategy we get Figure 3, there we
can see that the false positives appearing in Figure 1 have almost disappeared.
FTLE vs invariant manifolds
Once the false positives have been eliminated, we can try to apply the detection algorithm of the
LCS. Besides the computation of the highest eigenvalues, the first thing to do is to compute the set
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Figure 3. y-y˙ apoapsis-FTLE field with x = 0.0 (left) and x = 0.2 (right) for
C(x, y, x˙, y˙) = 3.1638, together with the first two intersections of the invariant mani-
fold with the hyperplane x = x0.
Z of Step 2 of the proposed algorithm. Observe that this set is defined by means of an equality so,
in the numerical computations, it is substituted by:
Ztol = {~x0 ∈ D | 〈∇λn(~x0, t0, T ), ξn(~x0, t0, T )〉 < tol} ,
where tol is a certain tolerance.
The set Ztol determined using the computations done to get the FTLE field represented in Figure
1 taking tol=0.1 does not detect the invariant manifolds. If we add the first condition of Step 3
(λn > 1) then it is clearly seen (in Figure 4(top) that the points that fulfil both conditions remain on
one of the intersections of the manifold, nevertheless there are still very few points verifying both
conditions.
To enlarge the set of points in Ztol, in principle, we could reduce the radius of the grid in order to
have more points available for the required computations. Figure 4 shows the set Z0.1 in a smaller
region with the same number of points in the grid but with a smaller grid radius (consequently the
grid is finer). Observe that now there are more points verifying both conditions and, in fact, we
are able to detect more intersections of the manifolds, which are associated to other branches of
the invariant manifolds or with subsequent intersections of the ones that already appeared in the
preceding figures. Therefore, in principle, the computation of the manifolds with a certain accuracy
will require a very fine grid. Nevertheless, if we use this strategy there will be a huge set of points
that do not verify the required conditions but still will be computed.
Refined numerical determination of hyperbolic LCS
To overcome the difficulties associated with the use of a very large set of test points, most of them
not in Ztol, the already explained algorithm, that recalls the one used in GAIO
2 for the computation
of attractors in dynamical systems, has been used. Therefore, the regions close to the set Ztol are
computed with high precision (i.e. with a fine grid) while the points far from Ztol are computed
with low precision.
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Figure 4. Top: set Z0.1 for the standard LCS detection for a grid of 200× 200 points
final time T = −6 superimposed to the FTLE field (left) and the intersections of the
invariant manifolds (left). Bottom: Magnification of the top image using a grid of
200× 200 points inside the square [−0.512,−0.5]× [0.012, 0.024].
Figure 5 shows the points inside the grid that are computed in the iterations number 8 and 10 of
the algorithm using inside each cell a grid of 21×21 points, a final time T = −6 together the points
in Z0.1 verifying λn > 1. Now, without a huge increment of the computation time, the grid near
Z0.1 is as fine as if a 641 × 641 grid should be used, while using the standard LCS detection we
have only used a 200× 200 grid.
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Figure 5. ForC(x, y, x˙, y˙) = 3.1638 and x = 0, (y, y˙) apoapsis-FTLE field determined
using the modified algorithm up to iteration number 8 (approx. 321×321 points)(left)
and 10 (approx. 641× 641 points) (right) together with the respective detected points
in Z0.1 verifying λn > 1.
Another fact to take into account is the value of the parameter tol. When this parameter is reduced
much more accurate determinations of the set Ztol are obtained but also larger grids are needed in
order to capture the corresponding points. This effect can be seen in Figure 6 where the sets Z0.1 and
Z0.02 obtained with the refined algorithm up to iterate 10 are shown. In the first one it is observed
that the set Z0.1 almost covers all the first intersection of the invariant manifold while in the second
one there are some regions of the invariant manifolds that are not covered. Finally observe that the
other intersections shown in the image (the second and the third ones) are only partially covered
by the set Ztol due to the fact that the FTLE are not considered up to enough time to capture them.
Considering a larger final time, more intersections have been covered by Ztol.
Figure 6. Determination of the sets Z0.1 (left) and Z0.02 (right) verifying the condition
λn(~x) > 1. They have been obtained obtained using GAIO-like algorithm up to iterate
10 (cyan). The first three intersections of the unstable invariant manifold associated
to L1 (red) are also represented in the two figures.
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Size of the grid CPU time using GAIO-like CPU time without GAIO-like
200× 200 86 s 103 s
643× 643 253 s 1087s
Table 1. Comparison between the CPU time that expends the standard algorithm and the GAIO
algorithm for different grid dimensions and final time T = −6.
Finally Table 1 shows the time improvement obtained with the usage of the refined algorithm.
Observe that for small grids the refined algorithm does not produce a big save of time comparing
with the standard algorithm. However, when the dimension of the grid increases, the proposed
algorithm becomes faster reducing the CPU time by more than a quarter.
PRACTICAL STABILITY REGIONS AROUND L4/L5
Some stability regions around the triangular equilibrium points of the Earth–Moon system where
discovered by McKenzie and Szebehely8 in the framework of the CRTBP. Using a planar model,
they computed the regions about L4 and L5 in which a particle, with zero initial synodical velocity,
librates about the equilibrium point for a long time span. According to this classification, the orbit
of a particle is said to be ”stable” if it does not touch or cross the x-axis. More detailed explorations,
which include the 3-dimensional problem as well as the elliptic CRTBP, the bicircular 4-body and
the Solar System n-body problem, can be found in4 . In this last reference some numerical evidence
is given about the fact that the ”stable” regions about both points (and for, at least, 6 years) are
contained in a domain defined by the intersections of the centre-stable and centre-unstable manifolds
of the L3 equilibrium point with the plane having zero velocity. This is shown in Fig. 7.
Figure 7. This figure4 shows the zero velocity curve on the (x, y)-plane, for the level
of the Jacobi constant corresponding to L3. Inside the zvc there are two curves which
are the intersections of the centre-stable and centre-unstable manifolds of L3 with the
plane of zero velocity. The dark inner region corresponds to the ”stable” points. The
size window for the figure is (–1.05, 1.15) × (–0.05. 1.15).
These stability regions can also be detected using the FTLE analysis, and correspond to regions
with small FTLE values. To visualise them we have to compute the FTLE in the x-y plane, using a
grid of points in this plane, and taking also zero initial velocity (i.e. x˙ = y˙ = 0) for all them. Fig. 8
shows the results of the FTLE scalar field for a total time equal to T = 50 adimensional time units
(222 days) as well as the stability region as defined in4 . Observe that the region determined using
FTLE is larger than the stability region defined by the authors. This happens because the FTLE
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Figure 8. Left:(x, y) plane with the FTLE using a final time T = 50, the colours are in
function of the FTLE value. Right: Same image with the stability zone described in4
superimposed in cyan. Since we are looking for stable points, we must look for small
values of the FTLE.
need more time to reach the stability zone. As long as the final time increases better approximations
are obtained. In a forthcoming paper we will show how to obtain from the FTLE scalar-filed the
associated hyperbolic LCS, not only in the planar problem but in the 3-dimensional case.
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