Abstract-UAVs provide exceptional capabilities and a myriad of potential mission sets, but the ability to disguise where the aircraft takes off and lands would expansively advance the abilities of UAVs.This paper describes the development of a nonlinear estimation algorithm to predict the terminal location of an aircraft and a trajectory optimization strategy to mitigate the algorithm's success. A recursive Bayesian filtering scheme is used to assimilate noisy measurements of the UAVs position to predict its terminal location. We use a blackbody radiationbased likelihood function tuned to the UAVs known endurance limitations to assimilate the position measurements. A quadratic trajectory generation method with waypoint and time variation is used to produce a parameterized family of potential aircraft trajectories. The estimation algorithm is then used to assess parameterized UAV trajectories that minimize certainty of the true terminal location. The KL divergence is used to compare the probability density of aircraft termination to a normal distribution around the true terminal location. Results show that the greatest obfuscation of path directly correlates to variations in time of flight with respect to the vehicle's maximum possible flight time.
I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) are being used extensively to expand the reaches of surveillance and the mission capabilities military units [1] . Deploying a UAV from a submarine provides interesting extensions of control including increased surveillance, weapons capabilities, and communication [2] . Currently, UAVs deployed from submarines are considered to be disposable and launching an aircraft guarantees that it will strategically crash after it has completed its mission or run out of fuel. A recoverable UAV would save space on the boat, minimize cost, increase payload capabilities, and promote independence since the vehicle does not need to communicate throughout the life of its mission, as data can be gathered physically after UAV recovery.
Though recoverable UAVs present operational advantages, the issue of recoverability also poses challenges. UAV recovery by a submarine may compromise stealth. Tracking a UAV throughout its time of flight until mission termination could potentially draw unwanted adversary attention to the deployed vehicle. The goal of this work, through the application of path planning, is to optimize flight trajectories of UAVs while minimizing the risk of an observing entity predicting its terminal location. Obfuscation of a search pattern and use of natural barriers to tracking such as sea state, altitude, and the position of the sun could all be used in designing a program that allows for the recovery of UAVs without compromising the location of an evader. This project will allow for the coordination between the path of an evader and the UAV "the vehicle") to provide monitoring of projected path and advanced detection of threats. Thus, the vehicle will be able to perform all assigned tasks, stay in contact with the evader, and monitor its path without providing the observer any knowledge of the evaders location or path of intended movement; the path of the UAV will be random but coordinated.
The contributions of this paper include the use of recursive Bayesian filtering to estimate terminal location, the development of a likelihood function for terminal location prediction modeled after blackbody radiation, and the optimization of parameterized UAV paths using KL divergence measures of terminal location obfuscation.
Section II describes the problem to be solved and the relevant background information. Section II-B explains the components of the process for using recursive Bayesian filtering. Section II-C illustrates the steps taken to develop the proper likelihood function for the prediction of the vehicle's terminal location, the results of which can be found in Section II-D. Section III-A presents the method used to generate the paths for vehicle travel and Section III-B shows the actual paths. Section III-C introduces the method for the analysis of proper path obfuscation with the results of this paper's success in obfuscation shown in Section III-D. Section IV concludes the paper.
II. THE OBSERVER A. Problem Definition
Randomized path optimization is a relatively new field, particularly with its application to UAV path planning. Prior to the path optimization problem, consider the problem of predicting the terminal location of an unmanned vehicle given measurements of its position over the course of its trajectory. Let the unmanned vehicle's position as a function of time, t, be r(t) = [x(t), y(t)]. The time of termination is t f , such that the terminal location in Cartesian coordinates is r f = [x f , y f ], where x f = x(t f ), y f = y(t f ). When necessary for the purpose of visualization in this work, time is measured in minutes and all distances are measured in nautical miles. The goal of the estimation algorithm, the third-party viewer, is to predict the terminal location with maximized probability, whereas the goal of the tracked vehicle is to obfuscate its path such that the estimation algorithm assigns minimal probability to its actual terminal location.
Although initially described to particularly apply to the deployment of a UAV from a submersible vehicle, the problem can be applied to any unit that launches a UAV and does not want its terminal location to be easily predicted. For a submarine, compromising the terminal location can lead to the identification and tracking of the unit, failure of the mission, and endangerment of the submersible and its crew. Ground troops, for similar reasons as submarines, launch UAVs, allow them to perform their mission set, and recover them after a fixed period of time. Each one of these various mission sets falls into a different category each corresponding to a unique "mission profile". Thus, the path obfuscation of aircraft can be applied universally to any unit that employs UAVs and wants to conceal their future location at when they recover the aircraft.
To aid in the universal application of this study to all warfare communities and units, a generic set of terms will be used to describe the components of this problem. The aircraft or UAV will be referred to as the "vehicle". The individual or unit that launches the vehicle will be referred to as the "operative". The third-party viewer that is attempting to track the vehicle and determination the location of the operative will be referred to as the "observer". The vehicle will be deployed by the operative and assigned an objective to accomplish. After the accomplishment of the objective, the vehicle will then return to the operative. This process will be referred to as the "mission profile".
1) Assumptions and Unknowns of the Observer: In order to define the observer and his capabilities, a series of assumptions is used to limit the scope of his knowledge. The most fundamental assumption for the observer is that he will have full view of the vehicle throughout the entire duration of its flight. This is assumed to be a radar "view" of the vehicle such that the observer is also assumed to know the entirety of the path that the vehicle has already traveled. This prior path is therefore available to the observer for the analysis of prior behavior and can be used as data for the prediction of the vehicle's terminal location. This data will be collected at varying time intervals and, just like a radar uses the distance traveled between samplings, the observer will therefore be able to predict the velocity of the aircraft from its measurements [3] . The final assumption for the observer is that the maximum achievable time of flight (TOF) of the vehicle is known. Thus, with calculated vehicle velocity, the observer can predict the maximum range of the vehicle. The velocity of the vehicle is not an assumption, however, so the maximum range of the vehicle could oscillate over time according to an undulating velocity profile.
While there are many assumptions made to define the role of the observer in this problem, there are still key components that are unknown. The terminal location of the vehicle, for example, is not only an unknown component of the problem, but the key parameter that this problem is focused around. There are two other unknowns that a vehicle can use to its advantage to cloak its terminal location. The most important variable that the vehicle and operator have to work with is the termination time of the mission. Regardless of whether or not the observer knows the maximum time of flight, the operator is free to terminate the vehicle's flight at any point up to and including the maximum time of flight. Further, the path of the vehicle is made more difficult to predict in that the observer does not have any prior knowledge as to the mission profile or objective of the vehicle. Thus, the combination of a varying termination time and unpredictable flight path works to the advantage of the operator and is used in the obfuscation of the vehicle's terminal location.
B. Recursive Bayesian Estimation
From the viewpoint of the observer, the estimation problem can be likened to traditional target tracking [4] . This section provides the background on Bayes' theorem, Bayesian inference, and single target tracking with recursive Bayesian filtering. The latter is the combination of a recursive update of a likelihood function in order to predict the probabilities of the termination of the vehicle. A combination of all of these parameters leads to the analysis and solution of the target tracking problem with recursive Bayesian filtering.
1) Likelihood Principle:
This principle is a specific version of the conditionality principle which states that inference should be solely based upon those events that actually occurred in the experiment [5] . Thus, only the observable data collected by the observer about the position of the vehicle should be used in the development of the inference as to its future position. According to Stone, the likelihood principle is only slightly more specific in that the principle holds that the likelihood function evaluated for all the observations is the entire picture of the information [5] . The likelihood function is therefore used to describe the observations of the position of the vehicle and is relied upon as the sole source of information for the prediction of the future position of the vehicle.
2) Bayes' Theorem: Although it bears his name, the interpretation of Bayes' theorem used in this paper was actually developed by the work of Laplace [5] . The theorem describes the method by which previous data can be resolved with current data to produce a future prediction. Prior information collected by the observer provides knowledge about the vehicle in the parameter space and the evaluation of the likelihood function provides a current set of position data for the vehicle. The combination of these two functions to produce a state set, according to Bayes' theorem, should be accomplished by multiplying the two functions together and then normalizing their result to produce a posterior probability distribution. In this manner, Bayes' theorem is utilized to assimilate the data collected by the observer in this problem.
3) Recursive Bayesian Estimation Algorithm: The Bayesian estimation procedure is as follows. Let r f = [x f ,ŷ f ] be the terminal location estimate and S = [r(t 1 ), r(t 2 ), ...] = [r 1 , r 2 , r 3 ...], where r k is the measured position at time t k , denote the set of observations of the unmanned vehicle's position in time. The posterior probability density, p (t k , r k ), of a terminal location r f given measurements S is updated recursively following the update rule seen in Equation (1) .
where p − is the prior probability density, L(s k ) is the likelihood function, and p(t k , r k ) is the resulting posterior probability density function. The constant C normalizes the posterior such that it has unit integral. Evolution of the probability density function in time is accomplished in the Bayesian framework by Equation (2) .
(2) We define the transition probability density function, p (t k , t k−1 ), as a Gaussian distribution corresponding to a random walk of the target. From the recursively updated probability density function, a predicted terminal location of the aircraft can be determined. We use the peak of the posterior probability density function to estimate the terminal location of the aircraft. As the functions updates, therefore, so does the estimated terminal location of the aircraft as the maximum of the density function.
C. Likelihood Function Development
The utilization of Bayesian filtering implies the use of likelihood functions; they are a necessity in the use of filtering and recursive assimilation. Various likelihood functions were developed to cover the different mission profiles of vehicles. Each likelihood function offers a different probability distribution and corresponding density function.
1) Cone Likelihood Function: One method that was studied to produce a likelihood function was the use of a likelihood function that predicted the vehicle would terminate at the maximum edge of its range. A cone-shaped likelihood function is the solution to this specific mission profile design because it allows for a constantly increasing probability up until the maximum termination point of the vehicle. This is the most basic likelihood function used in this paper to describe a mission profile. The cone likelihood function is described according to the Equation (3).
In Equation (3), h is the slope of the cone and the cone's center is defined by r k = (x k , y k ). Figures 1 and 2 present the graphical illustrations of both the probability distribution and the likelihood function generated by Equation (3). Of note is the maximum probability location at the maximum range of the aircraft.
The use of a function that is statically defined as describing a vehicle that travels in a straight line from its launch point to its termination point is improbable and unrealistic. In reality, vehicles have varying courses to accomplish their mission and a straight line mission profile only applies to vehicles focused on resupply and transit. Thus, while this likelihood function is a viable option, it does not accurately describe the mission profiles that are associated with this paper.
2) Blackbody-based Likelihood Function: This likelihood function was inspired by the decay and emission of blackbody radiation. The purpose for the development of this function was to develop a predictor that did not have zero probability at the origin nor did it make the assumption that the aircraft had a straight-line mission from launch to termination. The blackbody likelihood function models a mission profile that has a steeply increasing probability of termination up until approximately 35% of maximum range with an exponentially decreasing probability afterwards towards the maximum range of the aircraft. The blackbody likelihood function is described according to Equation (4) . The likelihood function produced by Equation (4) is motivated by a blackbody radiation curve where R is the distance from the vehicles current position, C is the normalizing constant such that L has integral 1, R 0 is the maximum range of the UAV, a is a constant parameter to ensure a non-zero probability density at R = 0, and b is a shaping parameter to ensure L exists at R = 0.
Figures 3 and 4 present the graphical illustrations of both the probability distribution and the likelihood function generated by Equation (4). Of note is the maximum probability location in comparison to the maximum probability previously seen in Figure 1 .
The use of the blackbody radiation function has ambiguous shaping characteristics and allows little modification to be made to create specificity for a mission profile. A desirable function would allow for the shaping of the likelihood function around the maximum probability point. To meet this need, the peak of the blackbody curve was derived so that it could be shifted to fit the maximum flight time of the given vehicle. Thus, the probability distribution of the blackbody function was used to generate the Driven Blackbody Function found in Equation (5) .
In this equation, the parameter K is the shaping factor that is a function of the design point R D . The design point can thus be modified to fit differing vehicle's mission profiles.
D. Terminal Location Prediction Results
We now discuss the different probability densities presented by the varying likelihood functions and the importance of using the blackbody likelihood function. Figure 5 illustrates simulation of a UAV traveling within an environment and an observer assimilating position measurements. Four snapshots of simulations using the likelihood function from Equation (3) (left column) and (4) (right column) illustrate differences in the terminal prediction algorithms. In each simulation, the UAV travels in a looping trajectory illustrated by the dashed white line. The color scale of each plot illustrates the spatial distribution of the probability density function predicting the terminal location of the UAV. As described by the color bars on the righthand side of each figure, yellow corresponds to higher probability density and likelihood that the UAV will terminate its trajectory at the given location, whereas blue indicates the opposite. It is interesting to note that both likelihood functions are similar in their probability density in that they are concentrated at the termination point of the aircraft. On the other hand, it is important to take into account that the blackbody radiation model includes a high probability at the termination point of the aircraft throughout the simulation. The cone model, however, varies its probability greatly throughout the simulation and, shown in Figure (5) (b) and (c), has low probabilities at the termination point during multiple snapshots of the simulation.
The developed blackbody likelihood function allows for the prediction of vehicle termination points with an accurate distribution of probabilities across the entire mission profile. The ability to shape the likelihood function based upon past vehicle data allows for an increase in capabilities of the observer and therefore an added component of complexity and difficulty for the operator to obfuscate his path using future control algorithms.
III. THE VEHICLE

A. Path Development
With the development of an algorithm that accurately predicts the termination point of a vehicle, the issue of path obfuscation can be addressed. In order to choose the path that minimizes the vehicles chance of having its termination point predicted, one must first develop a set of potential paths. From this set of paths, the path that best mitigates detection will be chosen as the path for the aircraft to follow. For each mission profile and set of preset conditions, a specific set of paths is generated. Given that every vehicle has a start point, q init , and an endpoint, q goal , an infinite set of possible paths exists in between them.
In order to scale down the problem from an infinite number of paths, a polynomial path generation method was selected with the stipulation that time and speed be held constant for a given path [6] . Generation of a path is dependent upon the specification of a waypoint, q wpnt , or waypoints, q init , and q goal . Let each point be defined by an x-coordinate and y-coordinate where the point q init is defined such that q init = [x init ; y init ]. Let the matrix τ (s) be defined as the set of all coordinates in a generated trajectory where s is a timing function given for a specific mission profile. A polynomial generation method allows for the matrix τ (s) = [x (s) ; y (s)] to be a continuous map from 0 to 1. The number of points specified in the path determines the order of the polynomial.
For the purpose of this study, a second-order function was the polynomial used because three points (q init , q wpnt , q goal ) were specified. Incorporated in the matrix τ (s), the three waypoints satisfy the conditions τ (0) = q init , τ (0.5) = q wpnt , τ (1) = q goal . The remaining points in the x-plane are the solution of the second-order polynomial x (s) = as 2 + bs + c, where the coordinates for the y-plane are calculated in the same manner. The solution for matrix τ is best achieved through matrix algebra and can be seen in the development from Equations (6) to (10).
T (s) =
x init x wpnt x goal y init y wpnt y goal (6)
In Equations (6) and (8), the sizes of the matrices will vary as a function of the number of points specified in the path. If n points are predetermined, T (s) will be a 2 × n matrix while matrix S will be of size n × n. Because the matrix dimensions will always agree, one can use matrix algebra to solve for the unknown matrix, M .
With the solution of Equation (9), one can then solve for the set of all trajectories τ . The final solution shown below in Equation (10) 
B. Trajectory Implementation
For the purpose of this test, a quadratic function was used to describe the trajectory and the number of waypoints tested was bounded to a set of one hundred from a 10 × 10 grid of x and y coordinates. Additional simplicity was achieved in the solution and implementation of the problem by using a constant timing function, s, and therefore a constant velocity throughout the time of flight. A lack of velocity variation allows for the third-eye observer to have a better probability of predicting the aircraft's terminal location and it brings simplicity to the trajectory.
C. Path Obfuscation
The trajectory generation method presented in III-A was tested against the observer prediction method developed in II. The key features used to "fool" the observer were the intermediate waypoint defining the path from start point to terminal location and variation in the time of flight of the vehicle (i.e. vehicle velocity along the prescribed trajectory). Because the observer has no indication as to how long the vehicle will fly, variation in the maximum time of flight of the vehicle is key to the obfuscation of the vehicle's terminal location. Five different time profiles were tested ranging from a profile where the vehicle used 50% of its maximum possible flight to a vehicle that used 70%. With 100 potential waypoints and five different time profiles, the set of infinite paths was narrowed down to a set of 500 possible paths. In order to determine which path provided the minimum probability of detection, paths were compared using the KullbackLeibler Divergence (KL Divergence). The KL Divergence is a measure of the disparity between two probability distributions. The posterior probability distribution generated from assimilation of measurements along a given trajectory was compared to a baseline normalized Gaussian distribution about the terminal location for consistency of comparison between proposed paths. probabilities that their terminal location will be predicted. Thus, these results indicate the greatest path obfuscation comes from the observer's inability to determine when a vehicle will terminate and the assumption that the vehicle will generally continue on its current trajectory and not terminate near a point that it has already passed.
IV. CONCLUSIONS AND FUTURE WORK
This paper presents a recursive Bayesian estimation strategy for predicting the terminal location of a moving agent in two dimensions. Using the predicted terminal location, we assess the obfuscation effectiveness of the family of parameterized quadratic paths. The combination of varying times of flight and an intermediate waypoint position significantly affects the ability of the estimation strategy to determine where the vehicle will terminate its path. In future work, we seek to expand this approach to three dimensional trajectories, incorporate environmental factors such as wind into the estimation strategy, and increase the fidelity of the path parameterization to more generalized aircraft trajectories. Three dimensional trajectories and varying velocity, both vehicle specified and due to wind, will produce increased opportunities for obfuscation. Similar to the fashion in which this work varied time, so will we be able to vary the vehicle's velocity and altitude to bias predictions in a manner desired by the operator. Incorporating multiple waypoints in the path planning will not only add to the complexity of path, but will likely produce decreased values in the probability distribution generated by the observer. As the number of waypoints increases and their distance is varied from the terminal position, terminal location prediction will be increasingly biased away from the recovery location desired by the operator.
