This paper applies the lumping method, proposed by Takahashi(4], to get stationary probabilities numerically for a loss system with two types of input streams. By using the method we can evaluate numerically the effect of introducing several servers who are capable to serve both types of customers.
Introduction
In a telephone service system for ticket reservation in an airline company, some reception clerks serve only for domestic line passangers and others serve only for international line passangers. In this manner of service there often happens such an unbalanced situation that all clerks for domestic lines are hard at work, while some servers for international lines are idle, or viceversa. So it is expected that we could improve service availability by introducing several well-trained servers who are capable to deal with any service requirements for both types of customers.. In this paper we would examine how these commonly usable servers could decrE~ase the total loss probability.
In the section 2, we will introduce a model to ana1yze above phenomena, which is described as a Markov process with a large state space. Such the largeness of state space makes it almost impossible even for a powerful computer to get stationary probabilities for this model by using ordinary GaussSeide1 method or Gauss elimination method. So we provide an abbreviated algorithm of lumping method, originally proposed in Takahashi [4] and Takahashi & Takami [5] , to get stationary probabilities in the section 3. In the section 4, we will examine some numerical examples.
Model
We consider a loss system with S servers, into which two types of custo- Clearly the process is regular, that is, irreducible and aperiodic.
Thus the stationary distribution exists and is given by the unique stochastic vector X satisfying !Q=Q, where Q is a N-dimensional zero vector, However the largeness of state apace makes it difficult to pet ! numerically in an ordinaly manner. In the next section ~ will contrive to calculate! by using lumping method. 
Application of the Lumping Method
A 1 = {(0,0,i J ,i 4 ) 0 ~ i J +i 4 ~J' i J ,i 4 > O} -{1., 2, ... , m}
A2' {(8p823i33i4): 0~i3+i4~33 i 33 iip}:: {N-m+1 3N-m+23"' 3N}
where
) is the number of groups (or blocks). We call each Ai a lumped state. And group size (or block size) of each lumped state is m=(S3+1)
In the manner of above numbering of the state space. the infinitesimal generator Q is written as 'If, , ,
where each entry designated by blank is zero and Q ii for i=(i 13 i 2 ) is repre-
for O~il~l-l and 0~i2~2-1
fo2' 0~iZ-$S2-1 and i 1 =8 1
Here Qii 3 T3 Al and A2 are m x m submatrices representing transition rate within each group. I is the m x m identical matrix. T3 Al and A2 are just defined for computational convenience. For instance. in the case of 8z=3 3 T3
11 and A2 are given aby the following matrices:
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A2
Here we write Q concisely as
where Qij is a m x m submatrix representing transition rate from the group A.
'!-to the group A " J And also we split the stationary distribution vector X into
where each ~ is a m-dimensional row vector corresponding to Ai'
Let e be the m-dimensional column 'vector with all entries equal to 1~
and 1T=(W.) be the 1'-dimensiona1 row vector whose i-th entry is w.=X •• e. The 
denotes the conditional probability that the process is in the state k in the steady state given that the process is in the group Ai'
In the general lumping method both the vector 1T and S. should be ca1ucu- However in our model the marginal distribution 1T=(W.) is given by
for the lumped state Ai = {(i1~ i2~ i3~ i4)~ O~i3+i4~3~ i3~ i4~0}, which is easily obtained by considering the independent behaviour of the solely usable Sl and S2 servers for type 1 and type 2 customers respectively. So we can omitt the procedure to calculate the vector~. Thus the abbreviated algorithm is given in the following. Here we will. designate the conditional probability vectors at the nth iteration as S.(n).
.J.. <Step 5)
Start with arbitrary initial stochastic vectors
At the nth iteration, solve the equation 
Numerical Examples
In our problem, we are interested mainly in the values of the following loss probabilities:
We P 1 probability a type 1 customer is lost, P 2 probability a type 2 customer is lost, "l P 1 + "l2
: probability an arbitrary
call Pt the total loss rate of the system. customer is lost. It is noteworthy that these values are all smaller than corresponding probabilities for the case of (Sl=6~ S2=4~ St=0). That is to say, we can improve system availabity/performance both for customers and the manager of the system by training a few as commonly usable servers.
Here we mention computational times. We used HITAC 8350, which was in- decrease, which leads to reduce the computational time much. So the lumping method would be applicable to a problem with proper size of state space.
Concluding Remarks
The lum~ing method enables us to calculate stationary probabilities of a model even with a fairly large state space. Especially it is very efficient for a model of which transition rate matrix is block tridiagonal( [4] ).
However, in solving a Markov model with a general form of infinitesimal generator, usually this method requires a great number of iterations and takes much computational times, even though it makes possible to get probabilities. In our model, fortunately, the marginal probability vector TI is available, which makes it handy to apply the method.
In another paper [3] , we tried to partition the state space into groups indexed by i1 only. So the number of groups is 8 1 +1 and each group size is (8 2 +1)(8 3 +1)(8 3 +2)/2. Grouping this way, the generator Q is represented as a block tridiagonal matrix. This generator is similar to one of Ph/M loss system, but those are slightly different. So we cannot apply the method of Neuts [2] directly. We transformed Q into a block didiagonal matrix, which enable us easily to solve that system of linear equations. However, largeness of block size requires large memory of computer. 
