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Abstract
Loop quantum cosmology in (b, v) variables, which is governed by a unit step size difference
equation, is embedded into a full theory context based on similar variables. A full theory context
here means a theory of quantum gravity arrived at using the quantisation techniques used in loop
quantum gravity, however based on a different choice of elementary variables and classical gauge
fixing suggested by loop quantum cosmology. From the full theory perspective, the symmetry
reduction is characterised by the vanishing of certain phase space functions which are implemented
as operator equations in the quantum theory. The loop quantum cosmology dynamics arise as
the action of the full theory Hamiltonian on maximally coarse states in the kernel of the reduction
constraints. An application of this reduction procedure to spherical symmetry is also sketched,
with similar results, but only one canonical pair in (b, v) form.
1 Introduction
The issue of performing a symmetry reduction in loop quantum gravity directly at the quantum
level has received much attention in recent years [1, 2, 3, 4, 5, 6, 7, 8, 9]. Given the success in
applying loop quantum gravity methods in mini- [10, 11, 12] and midi-superspaces [13, 14, 15],
this line of work has the important goal of transferring these results to a full theory setting, or to
correct them accordingly. Within the canonical theory, an approach based on choosing adapted
quantisation variables has allowed to make additional progress along this route more recently:
it was shown how a symmetry reduction at the quantum level could be performed for Bianchi I
models [16] and for spherical symmetry [17]. For Bianchi I models, it could furthermore be shown
that the mini-superspace dynamics [18] derived in the context of loop quantum cosmology can be
reproduced by an appropriate quantisation. In the case of spherical symmetry, this has not been
possible so far in full generality due to a more involved structure of the reduced quantum theory.
Still, some progress has been made in [19], where the qualitative structure of the mini-superspace
quantum algebra could be reproduced from the full theory.
In this paper, we are going to propose an alternative quantum reduction to both spatially
flat isotropic and homogeneous cosmology as well as spherical symmetry by choosing a different
set of quantisation variables than in [16, 17]. We achieve two new results:
1) We embed loop quantum cosmology in (b, v) variables into a full theory context. This is
of interest because an embedding in terms of (c, p) variables, as done in [16], requires a non-
trivial adaption of the polymerisation scale in the Hamiltonian on the spatial geometry in order
to implement the µ¯ scheme [12]. A formulation of the full theory in (b, v)-type variables on
the other hand allows one to use maximally coarse quantum states and at the same time have
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maximally simple and physically viable quantum dynamics in terms of a unit step size difference
equation.
2) The methods developed in the case of cosmology can be directly applied to spherical sym-
metry. Also here, one can reproduce the algebraic relations one obtains from a quantisation of the
classically reduced theory from a full theory quantisation. Together with a map of reduced and
full theory quantum states, one then obtains the classically reduced quantisation by expressing
the classically reduced Hamiltonian as a full theory operator acting on the quantum symmetry
reduced full theory states. Due to the more complicated choice of variables in [17], this result
could so far be achieved only qualitatively in the case of spherical symmetry [19].
To describe our results, we choose the formulation to “embed the classically reduced quantisa-
tion into a full theory context”. By this, we mean that the corresponding full theory has so far not
been shown to possess all necessary properties, such as an anomaly-free Hamiltonian constraint
with a kernel admitting sufficiently many semiclassically well behaved states. What has been
shown is that: a) The full theory quantum kinematics used here can be obtained from a loop
quantum gravity type1 quantisation of the classical full theory phase space in certain gauges. b)
A suitable set of reduction constraints can be implemented as operators on the Hilbert space.
c) A preferred set of states in the kernel of the reduction constraints is in a one-to-one corre-
spondence with the quantum states obtained from a corresponding quantisation of a classically
reduced model. d) A preferred set of full theory operators corresponding to certain operators in
the classically reduced quantisation have the same algebraic properties as the operators obtained
from quantising the classically reduced theory when acting on symmetry reduced states. e) The
Hamiltonian of the classically reduced theory expressed as an operator on the full theory Hilbert
space acts in the same way as it would when quantising the classically reduced theory. f) There
exists a plausible quantisation of the full theory Hamiltonian such that it reduces to the classi-
cally reduced one when acting on maximally coarse states. This last step is sketched explicitly
only in the case of cosmology in this paper.
Given these results, we find this choice of words fitting. It was our aim to avoid to talk
about an embedding in the full theory, since such a statement implies that a choice of variables
and quantisation map has been made once and for all. Still, it seems reasonable to refer to the
full theories relevant in this paper as loop quantum gravity (in the wider context), since the
quantisation methods used are the same, while the choice of variables and the corresponding
smearings are different.
It is interesting to ask whether the theory constructed this way is equivalent to standard
loop quantum gravity. The typical answer to this question would be that different quantisations
usually differ in the details, so that one would expect an answer in the negative. However, it turns
out to be very hard to make this question precise, as one does not compare two quantisations
of the same algebra, but two quantisations of two different algebras of elementary phase space
functions, with one of them referring classically to a certain choice of coordinates via the gauge
fixing. In particular, there does not seem to be a canonical, i.e. regularisation-independent way
in constructing a map from operators in one quantum theory to the other. What one could
do is to just compare the theories for a certain subset of operators where one has a plausible
regularisation in one theory, whereas the operator is among the elementary functions in the
second theory. In the present case, an example of this is the volume of the whole universe, which
also does not depend on the choice of spatial coordinates. Here, one finds differences in the
spectrum (a countable, possibly dense subset of R+0 in standard LQG vs. R
+
0 in our case), which
gives a hint that the two theories are in fact different mathematically, but not necessarily given
1By this we mean a canonical quantisation based on variables such that the smearing dimensions of conjugate
pairs add up to the spatial dimension, and that one of the variables in the conjugate pair exists only in exponen-
tiated form, being interpreted as a group element in a certain representation. The quantisation then mimics the
techniques used in standard loop quantum gravity, e.g. in the construction of the Hilbert space or the definition
of the dynamics. In the current paper, the case of scalar fields treated in [20, 21, 22] is mainly relevant.
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a finite measurement uncertainty. See also the second remark in section 6.
This paper is organised as follows:
We consider the case of a reduction to spatially flat homogenous and isotropic cosmology in the
main part of the paper. In section 2, we will explain our general strategy for the reduction. The
classical preparations necessary will be performed in section 3. In section 4, we will discuss the
quantum kinematics. The imposition of the reduction constraints and the quantum dynamics
follow in section 5. We comment on our results in section 6 and conclude in section 7. Appendix
A sketches the construction of the full theory Hamiltonian constraint. In appendix B, we discuss
the case of spherical symmetry to avoid too much conceptual repetition in the main text.
2 General strategy
The general strategy of this paper follows that of [16, 17]. The main steps are:
1. Formulate the classical theory in a gauge adapted to the intended reduction.
By choosing different gauges, one obtains more freedom in the choice of variables and the
imposition of reduction constraints can be significantly easier. In the case of reducing to a
cosmological model, the choice of gauge will be the diagonal metric gauge.
2. Choose adapted variables.
Prior to quantisation, we choose variables such that the reduction at the quantum level
becomes as easy as possible. In particular, we make a choice such that the µ¯-scheme of
loop quantum cosmology [12] translates into a unit step size difference equation. We thus
choose a full theory analogue of the (b, v)-variables [12].
3. Identify suitable reduction constraints.
A set of phase space functions which vanish in the symmetry reduced sector of phase
space will be identified. These functions, denoted as reduction constraints, will later be
quantised and their vanishing imposed as operator equations. These constraints need only
be necessary, but not sufficient, to achieve the symmetry reduction at the classical level,
and they are chosen with hindsight as to simplify the quantum theory as much as possible.
4. Quantise the reduced2 phase space.
We quantise the reduced phase space, i.e. the phase space obtained after gauge fixing, but
before imposing any reduction constraints. The resulting Hilbert space can in principle
still serve to formulate full quantum general relativity in the diagonal metric gauge.
5. Impose the reduction constraints.
The reduction constraints will be quantised. It will turn out that they constitute a second
class set. A first class set needs to be picked consistently and imposed as strong operator
equations.
6. Compare to loop quantum cosmology.
The dynamics determined by the Hamiltonian constraint will be compared to those of loop
quantum cosmology. The interface for the dynamical degrees of freedom in the classically
and quantum reduced theories is provided by full theory operators commuting with the
reduction constraints.
2“Reduced phase space” is the standard terminology to refer to the phase space obtained after solving a set of
second class constraints, e.g., after gauge fixing. In the present context, this should not be confused with reducing
degrees of freedom. This step will be enforced at the quantum level via the imposition of “reduction constraints”.
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3 Classical preparations
The main classical ingredient in our derivation will be an adapted choice of variables such that
the reduction constraints can be implemented as easily as possible at the quantum level. We
start with the usual ADM phase space [23] including a massless scalar field. The non-vanishing
Poisson brackets between the spatial metric qab, its conjugate momentum P ab, the scalar field φ,
and its momentum Pφ are given by{
qab(x), P
cd(y)
}
= δ(3)(x, y) δc(aδ
d
b), {φ(x), Pφ(y)} = δ(3)(x, y). (3.1)
The phase space is subject the spatial diffeomorphism constraint
Ca = −2∇bP ba + Pφ∂aφ ≈ 0 (3.2)
as well as the Hamiltonian constraint
H = − P
2
3
√
q
+
4√
q
P tfabP
ab
tf −
1
2
√
qR+
1
2
P 2φ/
√
q +
√
qqab∂aφ∂bφ ≈ 0, (3.3)
where P = P abqab and P abtf = P
ab − 13qabP denote the trace and traceless parts of P ab. We
restrict the topology to be a 3-torus in order not to have to worry about boundary terms or
infinite volume. Following [16], we impose the diagonal metric gauge qab = diag(qxx, qyy, qzz)
for the spatial diffeomorphism constraint3. The reduced phase space is then parametrised by
the diagonal components of qab and P ab, which inherit the canonical Poisson bracket (3.1). The
off-diagonal components of P ab are solved for by Ca = 0. A subset of spatial diffeomorphisms
preserving the diagonal gauge, which are later merged with the reduction constraints, remain
first class.
We are now in a position to discuss the constraints leading to a reduction to homogeneous
and isotropic cosmology with vanishing spatial curvature, i.e. a k = 0 FRW model. There, in a
suitable coordinate system, we have qab ∝ δab and P ab ∝ δab. The two proportionality constants
are independent of the spatial coordinate and constitute the left over degrees of freedom. We
will now derive a set of phase space functions which vanish in this symmetry reduced sector
and denote them as reduction constraints in the following. For this purpose, and also to be
able to quantise more easily later on, we will first choose a new set of canonical variables in the
gravitational sector inspired by the (b, v)-variables used in loop quantum cosmology [12].
We define
α :=
√
qxxqyyqzz Pα :=
2P xxqxx
3
√
qxxqyyqzz
+
2P yyqyy
3
√
qxxqyyqzz
+
2P zzqzz
3
√
qxxqyyqzz
(3.4)
β := P xxqxx − P yyqyy Pβ := 1
2
log
qyy
qxx
(3.5)
γ := P xxqxx − P zzqzz Pγ := 1
2
log
qzz
qxx
(3.6)
and note that the logarithms are well defined since positive definiteness of the metric forces
qxx > 0, qyy > 0, and qzz > 0. As the notation suggests, the non-vanishing Poisson brackets are
{α(x), Pα(y)} = δ(3)(x, y), {β(x), Pβ(y)} = δ(3)(x, y), {γ(x), Pγ(y)} = δ(3)(x, y). (3.7)
We verify immediately that for a homogeneous and isotropic universe β = γ = Pβ = Pγ = 0.
α is a measure of the total volume V =
∫
Σ d
3xα of the universe. It is thus clear that (Pα, α)
3Global issues concerning the accessibility of the gauge are being neglected here, i.e. we restrict to a part of
phase space where the gauge is accessible. While diagonalisation of a 3-metric is known to be always possible
locally around a given point on the spatial slice [24], this restricts the class of spacetimes that can be treated in
the current formalism.
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correspond to the (b, v) variables of loop quantum cosmology if we smear α over a three-volume,
e.g. the total universe, and construct point holonomies from Pα. We could also introduce a
Barbero-Immirzi parameter at this point, but will only do so later in equation (5.12) when
making an explicit comparison to loop quantum cosmology.
Independently of these constraints, we can still impose P a6=b = 0, i.e. demanding that
the off-diagonal components of P ab vanish. It was shown in [16] that imposing the constraint
P a6=b[µa6=b] = 0, i.e. P a6=b smeared against arbitrary smearing functions µa6=b vanishes, translates
to the condition
0 = P abLNqab + PφLNφ
∣∣∣
qa 6=b=0, P a 6=b=0
= P xxN c∂cqxx + P
yyN c∂cqyy + P
zzN c∂cqzz (3.8)
+ 2P xxqxx∂xN
x + 2P yyqyy∂yN
y + 2P zzqzz∂zN
z
+ PφN
c∂cφ
for vector fields Na determined by µa6=b. Sampling over all µa6=b then samples over all4 Na.
The action of (3.8) is somewhat complicated since the individual variables are transforming with
different density weights for different components of Na. However, we can express (3.8) in terms
of our new variables and modify it by dropping all terms proportional to β, γ, Pβ , and Pγ , which
corresponds to taking superpositions of reduction constraints. We find
0 = P abLNqab + PφLNφ
∣∣∣
qa 6=b=0, P a 6=b=0, β=γ=Pβ=Pγ=0
= PαLNα+ PφLNφ, (3.9)
where the Lie derivative acts on α as a density and on φ as a scalar. (3.9) is now suitable to
be used as a reduction constraint, since it corresponds to implementing spatial diffeomorphisms
acting on the canonical pairs (α,Pα) and (φ, Pφ).
We conclude that we have found that in a k = 0 FRW universe, we can impose the conditions
0 = β = γ = Pβ = Pγ , as well as 0 = PαLNα+ PφLNφ. (3.10)
While the first set of conditions follow directly from the form of the metric and its conjugate
momentum, the last condition is a consequence of the condition P a6=b = 0, expressed on the
reduced phase space via the spatial diffeomorphism constraint.
It is important to note that these conditions are not sufficient to reduce to homogeneity
and isotropy at the classical level, however clearly necessary in the chosen gauge. The choice
presented here is made with hindsight as to simplify the quantum theory as much as possible and
to be able to perform explicit calculations there, as well as to be able to have a link to full theory
quantum dynamics, as discussed in appendix A. We comment more on this point in section 6,
where also the implementation of a first class subset of sufficient constraints (taking in addition
Pα and φ to be constant) is discussed. Let us also mention that in order to obtain a first class
subset, we can simply drop Pβ = 0 and Pγ = 0 from our list of reduction constraints.
4 Quantum kinematics
We will choose the same Hilbert spaces for all four canonical pairs (α,Pα), (β, Pβ), (γ, Pγ), and
(φ, Pφ), following [20, 21, 22]. Exemplarily for (α,Pα), we construct point holonomies from Pα(x),
i.e. hρx := e−iρPα(x) for ρ ∈ R. Point holonomies are then the direct analogue of holonomies of the
Ashtekar-Barbero connection [25, 26] in standard loop quantum gravity. A cylindrical function
4We restrict to a part of phase space where the construction of Na as given in [16] works globally. While
this might exclude a measure 0 from the vector fields produced via P a 6=b = 0, we will still simply implement the
reduction as all vector fields and consider P a 6=b = 0 as a subset thereof. The diffeomorphisms preserving the
gauge conditions are also included in this set. Footnote 9 comments on a related point. As a logical cross-check,
we can classically truncate the ADM formulation by setting qa 6=b = P
a 6=b
= 0, arriving at the same system.
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f , the basic element of our Hilbert space, is defined as a function depending on finitely many
point holonomies. The scalar product on the kinematical Hilbert space between two cylindrical
functions f and g is given by
〈f | g〉
kin
=
∫ ∏
x∈Σ
dµBohr(x)f¯ g. (4.1)
The construction proceeds in a similar way for the other three sets of canonical variables.
While there is no operator directly corresponding to Pα(x), the point holonomies e−iρPα(x)
act by multiplication. An operator corresponding to α can be constructed by smearing it over a
three-dimensional region R, denoted by α(R) :=
∫
R d
3xα. Following the standard regularisation
procedure, we find
α̂(R) |f〉 = i
∫
R
δ
δPα(x)
|f〉 = i
∑
x∈Σ
s(R,x)
∂
∂Pα(x)
|f〉 . (4.2)
where
s(R,x) := sign(R) ×

1 if x ∈ R\∂R
1/2 if x ∈ ∂R
0 otherwise,
(4.3)
and sign(R) denotes the orientation of R in Σ. As an example, in the simple case f = hρx =
e−iρPα(x) with x in the interior of R and sign(R) = 1, we get
α̂(R) |hρx〉 = ρ |hρx〉 . (4.4)
Again, also this construction can be repeated verbatim for the other three canonical pairs.
At this point, we could discuss how to implement the full theory Hamiltonian constraint on
the Hilbert space. Since just a small part of this operator will survive the reduction procedure,
we will comment on the full operator only briefly in appendix A. The part of the full Hamiltonian
relevant for the reduced sector will be discussed in the next section.
5 Reduction constraints and quantum dynamics
5.1 Symmetry reduced quantum states
It will be our strategy to implement a first class subset of all reduction constraints as operators
on the Hilbert space. The remaining reduction constraints, second class partners to the first
class subset, will be dropped5.
We first choose to include β̂(R) and γ̂(R) for arbitrary regions R in our first class subset.
Accordingly, polymerised approximates for Pβ and Pγ cannot be contained in the first class
subset. A vanishing action of β̂(R) and γ̂(R) on cylindrical functions simply means that they do
not depend on point holonomies of Pβ and Pγ .
Next, we implement the spatial diffeomorphisms generated by (3.9). This can be done in full
analogy to [29] by a rigging map construction, see also [21, 30]. The main idea is to implement
all finite diffeomorphisms instead of their generator, since the action of finite diffeomorphisms
is well understood on the kinematical Hilbert space. We will not spell out the details here
5According to the procedure of gauge unfixing [27, 28], we then would have to modify all remaining operators
of the theory, including the Hamiltonian constraint, by adding terms proportional to the second class partners in
such a way that the operators commute with the first class subset. In our case, this would for example mean to
drop all dependence on Pβ and Pγ from the Hamiltonian. Since those terms will drop anyway when operating on
the symmetry reduced quantum states, we will not explicitly perform this procedure here.
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and just remark that, morally, a rigging map construction can be performed which effectively
diffeomorphism-averages the point holonomies contained in a cylindrical function f over the
spatial slice. Diffeomorphism invariant states η[f ] are then elements of the dual of the Hilbert
space. The simplest possible example is to consider the cylindrical function f = hρx = e−iρPα(x)
for some x ∈ Σ. η[f ] turns out to be the element of the dual of the Hilbert space for which
η[hρx](h
ρ′
y ) =
∑
z∈Σ
〈
hρz
∣∣∣ hρ′y 〉 = δρ,ρ′ ∀ y ∈ Σ. (5.1)
Clearly, η[hρx] is diffeomorphism invariant. The new scalar product on the diffeomorphism in-
variant Hilbert space is given by 〈
η[hρx]
∣∣∣ η[hρ′y ]〉
diff
= δρ,ρ′ . (5.2)
It turns out that this simplest example is already sufficient to establish the relation to loop
quantum cosmology. We will therefore not discuss more elaborate examples here and refer to the
above type of state as a single vertex state. The implementation of the reduction constraint (3.9)
thus leads to the above type of diffeomorphism invariant distributions for both the (α,Pα) and
(φ, Pφ) sectors, i.e. the averaging is performed based on a state with point holonomies h
ρα
x for
the (α,Pα) and h
ρφ
x for the (φ, Pφ) sectors at coinciding points. Since φ transforms as a scalar
under (3.9), the point holonomies in the (φ, Pφ) sector are given by h
ρφ
x := eiρφφ(x), with the
different sign in the exponent chosen so that Pˆφ multiplies by ρφ. For brevity, we will denote the
resulting state as h
ρα,ρφ
diff
, with 〈
h
ρα,ρφ
diff
∣∣∣∣ hρ′α,ρ′φdiff 〉
diff
= δρα,ρ′αδρφ,ρ′φ . (5.3)
Let us now turn to diffeomorphism invariant operators. As a first example, α̂(Σ) is a dif-
feomorphism invariant operator because Σ is mapped to Σ by any diffeomorphism. Its action is
therefore well defined on the diffeomorphism invariant states, in particular we have
α̂(Σ)
∣∣hρα,ρφ
diff
〉
= ρα
∣∣hρα,ρφ
diff
〉
. (5.4)
Later in this paper, we will change (5.4) to correspond to the absolute value of α to mimic the
derivation in loop quantum cosmology and to ensure that α(Σ) becomes a positive operator.
Similarly, we have
P̂φ(Σ)
∣∣hρα,ρφ
diff
〉
= ρφ
∣∣hρα,ρφ
diff
〉
. (5.5)
Next, we need to construct a diffeomorphism invariant operator containing Pα. In order to do
this, we integrate 1λ sin(λPα)α over all of Σ, and choose a factor ordering where α is on the
right. λ ∈ R+ sets the polymerisation scale, which we need to introduce because Pα has to be
approximated by point holonomies6. It is then straightforward to promote ( 1λ sin(λPα)α)(Σ) to
a diffeomorphism invariant operator as
̂1
λ
(sin(λPα)α) (Σ)
∣∣hρα,ρφ
diff
〉
=
ρα
2iλ
(∣∣∣hρα−λ,ρφdiff 〉− ∣∣∣hρα+λ,ρφdiff 〉) . (5.6)
The reason for choosing to order α to the right becomes clear when looking at the details of the
regularisation: the action on any state is non-trivial only at a point where the dependence on
e−iPα is non-trivial. If we would have ordered sin(λPα) to the right, then the operator would
6Approximation of connection-type variables via holonomies is a standard ingredient of loop quantum gravity,
necessitated by the non-existence of an operator corresponding to the connection, whereas holonomies do exist
on the Hilbert space. The underlying reason is the weak discontinuity of the scalar product, in this case for limits
of ρ.
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have a non-trivial action at any point in Σ and not preserve the set of single vertex states. This
feature is similar to the property of the Hamiltonian constraint acting only on non-trivial vertices
[31]. We could now also define an operator corresponding to 1λ sin(λφ)α in a similar way. Since
this operator will not be needed for the final Hamiltonian, we will refrain from doing so.
While the implementation of diffeomorphism invariance here is technically the same as in
standard LQG, it is important to stress again that our diffeomorphisms arise from imposing
reduction constraints, as opposed to standard LQG, where they are removing gauge degrees of
freedom.
5.2 Quantum dynamics
We are now in a position to discuss the quantum dynamics. For this, we need to construct a
Hamiltonian constraint, or true Hamiltonian operator if we choose to deparametrise classically.
In this section, we will take a shortcut and simply take the classically reduced minisuperspace
Hamiltonian and implement it as an operator on the full Hilbert space in a form which allows for
deparametrisation both at the classical and quantum level (one simply follows the same route that
one would choose in LQC). In general however, it would be more satisfactory to first construct the
full Hamiltonian constraint without considering the reduction constraints, implement it on the
full Hilbert space, and then show that it preserves the reduced quantum states. More discussion
on this issue, as well as an example of such a construction based on a fixed lattice regularisation,
is given in appendix A.
The classically reduced Hamiltonian can be easily obtained form (3.3) by setting 0 = β =
γ = Pβ = Pγ = P
a6=b and dropping the three-dimensional Ricci scalar R, as well as all spatial
derivatives. Using P = 32Pαα and
√
q = α, we are left with
P 2φ
2α
− 3
4
P 2αα ≈ 0, (5.7)
which can be rewritten as
P 2φ ≈
3
2
(Pα|α|)2 , (5.8)
corresponding to the choice of lapse N = v. Our choice of lapse will make the quantum theory
most simple, N = 1 as an alternative choice is discussed below. The minisuperspace Hamiltonian
is now obtained by taking square roots, integrating the densities Pα|α| and Pφ over Σ, and
squaring again: (∫
Σ
d3xPφ
)2
≈ 3
2
(∫
Σ
d3xPα|α|
)2
. (5.9)
In order to promote this classical constraint equation to an operator on the reduced Hilbert
space, we furthermore have to express Pα in terms of point holonomies, i.e. we polymerise it as(∫
Σ
d3xPφ
)2
≈ 3
2λ2
(∫
Σ
d3x sin (λPα) |α|
)2
. (5.10)
It is now straight forward to quantise (5.10) by using the previously derived operators (5.5) and
(5.6) as
P̂φ(Σ)
2 ∣∣hρα,ρφ
diff
〉
=
3
2λ2
(
̂(sin(λPα)|α|) (Σ)
)2 ∣∣hρα,ρφ
diff
〉
. (5.11)
Let us now discuss the choice of λ, which, a priori, can be any function of ρα. The only
physical criterion that we can apply is that the approximation Pα ≈ sin(λPα)/λ has to be good
in the regime where we do not expect quantum gravity effects to be present. Quantum gravity
effects should become relevant as soon as the matter energy density ρm reaches Planck density.
In our case, ρm ∼ P 2α , so that for ρm ≪ 1, we also have Pα ≪ 1. Furthermore, we do not expect
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that the onset of quantum effects depends on the total volume of the universe, but just on the
local energy density. Therefore, choosing λ to be a fixed real positive number at the order of 1
is singled out. Within loop quantum cosmology, a heuristic derivation of the precise value of λ
from the area gap of standard SU(2) loop quantum gravity can be given [12], agreeing with our
conclusion here. It is also interesting to remark that a different choice of variables, such as usual
connections integrated along paths, necessitates a different, state-dependent choice of λ [18]. A
similar argument as the one presented here then also applies [16].
A close inspection shows that equation (5.11) is, up to some details to be discussed below, the
difference equation that generates the dynamics in loop quantum cosmology formulated using
the µ¯-scheme [12]. First, we can explicitly change variables in our construction to the (b, ν)-
variables7 given in [32] to show this: the definitions (with γ here being the Barbero-Immirzi
parameter)
ν :=
∫
Σ
d3x ν˜, ν˜ :=
4α
γ
, b = −γ
2
Pα (5.12)
yield {b, ν} = 2 and the polymerised minisuperspace Hamiltonian constraint reads(∫
Σ
d3xPφ
)2
≈ 3πG
λ2
(∫
Σ
d3x sin(λb)|ν˜|
)2
, (5.13)
where we restored units using our convention 8πG = 1. On the states |ν, φ〉 = eiνb/2f(φ) for
some f and after the same quantisation procedure as above and with the same factor ordering,
(5.13) acts as
∂2φ |ν, φ〉 =
3πG
4λ2
|ν|
(
|ν + 2λ| |ν + 4, φ〉 + |ν − 2λ| |ν − 4, φ〉 − (|ν + 2λ|+ |ν − 2λ|) |ν, φ〉
)
=: −Θ |ν, φ〉 , (5.14)
and thus reproduces the loop quantum cosmology difference equation, see e.g. equation (3.8) in
[32]. Up to this change of variables, (5.11) yields the same difference equation, with the loop
quantum cosmology Hilbert space being embedded at a single point of the spatial slice where
we have a non-trivial excitation of geometry and the scalar field. Due to implementing spatial
diffeomorphisms, the information of where this point is gets erased in the reduced quantum
states.
In [12], the difference equation is slightly changed due to a different philosophy of the deriva-
tion. Taking the point of view that this equation should originate from the loop quantum
gravity Hamiltonian constraint as defined by Thiemann [31], one of the factors of ν in (5.13), the
right-most, should be replaced by
(
(ν)−1
)−1
:= const · B(ν)−1, where this inverse comes from
regularising the term P 2φ/
√
q in the full Hamiltonian constraint. For large ν, this expression
converges to ν, however some differences arise for small ν. Similarly, the other ν in (5.13), the
one in between the sin(λb), is replaced by an expression A(ν), which again tends to ν for large
ν. This specific choice of difference equation in [12] is thus motivated by postulating that the
regularisation of the Hamiltonian constraint, factor ordering, and choice of variables in [31] is
the correct one, and that in particular one should not rewrite the Hamiltonian classically in the
deparametrised form Pφ ≈ .... These assumptions can however be relaxed if one is sufficiently
satisfied with the construction of the full theory Hamiltonian as given in appendix A, or if one
wants to deparametrise already classically.
The solutions to the difference equation and quantum Dirac observables are constructed along
7The difference between ν [32] and v [12] is only a numerical prefactor. While the name v is more suggestive,
we choose to use ν in this section to simplify the comparison to [32].
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the same lines as in [12]. One first changes the scalar product to8〈
h
ρα,ρφ
diff
∣∣∣∣ hρ′α,ρ′φdiff 〉
diff
=
1
|ρα|δρα,ρ
′
α
δρφ,ρ′φ , (5.15)
which makes Θ˜, the analogue of Θ for the difference equation coming from (5.11), a positive and
self-adjoint operator. We can thus take its square root. The quantum states ei(φ−φ0)
√
Θ˜ |ρα, 0〉 are
in the kernel of the Hamiltonian constraint. Similarly, the operators ei(φ−φ0)
√
Θ˜ |̂α|(Σ)e−i(φ−φ0)
√
Θ˜
and P̂φ(Σ) =
√
Θ˜ commute with the quantum Hamiltonian constraint. Physical states are fur-
thermore required to be symmetric under ρα → −ρα.
6 Comments
Choice of symmetry reduced quantum states:
A priori, there are several avenues along which a symmetry reduction in a full theory of quantum
gravity could be constructed. In the case of a spatially flat FRW model, the only dynamical
degrees of freedom (apart from matter) are the scale factor and its conjugate momentum, or
similar variables as e.g. the (b, v) variables from loop quantum cosmology. The first question
that one might ask is how a symmetry reduced full theory state should look like. Should it be a
very fine state with a suitable notion of homogeneity and isotropy, or should it be a maximally
coarse state, which only carries the global gravitational and matter degrees of freedom? Clearly,
given a very fine state, its total volume can be extracted, in principle along with an effective
dynamical equation which it obeys. This effective dynamical equation does not need to agree
with what one would obtain by applying the fundamental dynamics governing the fine state to
a coarse state. While this first avenue is certainly the most satisfying and conceptually sound,
it is also the hardest to follow. Recent progress along these lines can e.g. be found in [8, 33].
The second avenue, to use a very coarse state, is computationally simpler. A previous example
of this approach is spinfoam cosmology [5]. The dynamics that one defines on the coarse state
should be interpreted as an effective dynamics if one wants to use it to describe our continuum
universe. As said before, it does not need to agree with the fundamental dynamics, which could
act differently on a single quantum of volume of the size of the universe. Accordingly, it is not
clear whether the full theory Hamiltonian constraint defined in appendix A has good semiclassical
properties, since we used a regularisation which gives the correct effective dynamics, but didn’t
check physical viability beyond the context of the symmetry reduced single vertex states. In
particular, a physically viable dynamics can depend on the coarse graining scale, see [34] for
further discussion.
Embedding into the full theory?:
Given different quantisations based on different choices of variables, we have to be careful about
the extent to which the question of deriving a certain theory as the symmetry reduced sector
of the full theory can be meaningfully asked. In particular, a choice of full theory determines a
certain preferred choice of point separating phase space functions which are quantised. Operators
corresponding to other phase space functions can then subsequently be constructed by using
classical relations. This process can however be highly ambiguous and result in operators with
rather different properties. As an example [19], extracting the midi-superspace variables from
SU(2) holonomies and fluxes is a) generally rather complicated and b) not unique in the sense that
no preferred way seems to exist. It is thus rather plausible that different effective dynamics will
8This scalar product is ill-defined if ν = 0. However, we can start with a quantum state that does not have
support on ν = 4λZ. Due to the evolution equation (5.14), this is dynamically preserved.
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follow, with the details depending on the choice of embedding as well as the precise construction
of the full theory dynamics.
Given these considerations, it seems clear that the question that can be meaningfully asked is
the following: given a quantisation of a classically reduced theory, can we construct a symmetry
reduction within a full quantum theory such that the two match for a suitable identification of
classically and quantum reduced states? This question has been answered in the affirmative in
this paper for the example of loop quantum cosmology in (b, v) variables. For this, it was key in
the derivation to pick a set of variables in the full theory such that the mini-superspace variables
are included in the preferred set of fundamental full theory operators and that the other variables
were chosen to commute with them.
Imposing homogeneity?:
While the reduced quantum states considered in section 5.1 are sufficient to extract the symmetry
reduced quantum dynamics, homogeneity and isotropy are not imposed on them in a strict sense.
In fact, imposing (3.9) allows for arbitrary diffeomorphism-invariant correlations between the
geometry and the scalar field if one goes beyond a single vertex. Part of the reduction thus
seems to be achieved by the single vertex truncation. To improve on this, one can consider a
stronger condition than (3.9). One option is to impose α(R) = α(R′) for two regions R and R′
of the same coordinate volume, and similar for Pφ. This would naively lead to a reduced state
of the form ∣∣∣∣∣exp
(
−iρα
∑
x∈Σ
Pα(x)
)
exp
(
iρφ
∑
x∈Σ
φ(x)
)〉
, (6.1)
however it seems hard to give a precise technical sense to this state as it is not a cylindrical
function due to the dependence on an infinite number of point holonomies. Also, α(R) would
need to be normalised by the number of points in R to have a finite action.
Another possibility is to impose that the two terms in (3.9) vanish individually. In fact,
imposing that α∂aPα vanishes is equivalent to Pα being constant on Σ as long as α 6= 0 (which
is required in the classical phase space), and similar for φ (where no such condition on Pφ exists,
apart from the intend of taking φ as a clock). For the reduced quantum states, this means that
the rigging map construction for the diffeomorphism-invariant states has to be applied twice,
resulting in the state
∣∣hρα,ρφ
hom
〉
:=
∣∣∣∣∣
(∑
x∈Σ
e−iραPα(x)
)(∑
x′∈Σ
eiρφφ(x
′)
)〉
. (6.2)
The reduced operators of section 5.2 act on these states as on the single vertex states
∣∣hρα,ρφ
diff
〉
.
However, states of the type (6.2) cannot encode any diffeomorphism invariant correlations be-
tween the matter and geometry sector, they are therefore even more reduced. Still, if going
beyond a single vertex for the matter and / or geometry sector, these states contain additional
information encoding how the total values of α(Σ) and Pφ(Σ) are composed from the individual
vertices.
We chose not to use this type of states in the main text (as opposed to those of section 5.1),
since it in general requires us to use the minisuperspace Hamiltonian, as opposed to a unit lapse
full-theory Hamiltonian as sketched in appendix A. The problems involved become apparent
when one considers a full-theory operator corresponding to
∫
Σ
(
P 2φ/
√
q
)
d3x, which does not
preserve the class of states (6.2), whereas it preserves those of section 5.1.
Extension to Bianchi I:
It is also interesting to consider an application of the variables derived here to Bianchi I models,
as opposed to those in [16]. In order to obtain the µ¯-scheme, we would need to change our
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quantisation prescription for the β and γ-sectors slightly. The logic of arriving at the µ¯-scheme
as described in section 5.2 tells us that we should again polymerise in such a way that deviations
from the classical theory are expected as soon as the the matter energy density becomes large,
meaning in the case of Bianchi I that Kxxqxx, Kyyqyy, and Kzzqzz remain much smaller than
1. Since in the standard case one morally considers holonomies of Kxi = Kxxexi , one needs to
choose λ to be the inverse size of the universe in x-direction, and similar for y and z. Next to
the arguments in [18], this becomes very clear when considering the full-theory embedding [16].
Returning to our variables, we would thus construct holonomies form β and γ, integrated over
regions R. Invariance under the diffeomorphisms coming from the reduction constraints then tells
us that these regions need to be all of Σ. In order for the approximations β(Σ) ≈ sin (λββ(Σ)) /λβ
to be valid away from Planck energy density, we need to set λβ ∼ 1/ρα, and similar for γ. To
see why, note that β and γ are linear combinations of Kxxqxx, Kyyqyy, and Kzzqzz multiplied by
α. For further research, it would be interesting to compare the so-defined dynamics to the one
given in [18] and check for possible simplifications.
7 Conclusion
The main point of this paper was to show that loop quantum cosmology formulated in (b, v)
variables can be embedded into a full theory setting. For this, the full theory had to be con-
structed using different variables than in standard loop quantum gravity, however following the
same quantisation strategy. The goal of extracting the loop quantum cosmology dynamics from
the action of the full theory Hamiltonian on a set of symmetry reduced full theory quantum
states was achieved. For this, the choice of quantisation variables was essential. Comments on
the conceptual setup we are working in, in particular the currently unknown relation of effective
and fundamental dynamics, have been given in the previous section. In particular, it is so far
unclear whether the full theory dynamics we defined with the goal of reproducing the classi-
cally reduced quantisation is viable at a fundamental level, e.g. for finer states. We leave this
important question for further research.
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A Full theory Hamiltonian constraint
In this appendix, we will describe how a quantisation of the full theory Hamiltonian constraint can
be constructed such that it reproduces the mini-superspace Hamiltonian constraint when acting
on a single-vertex type state as used in section 5. Technically, our Hilbert space will be somewhat
different in that we will use a fixed lattice for reasons discussed below. On a conceptual and
qualitative level however, the case of a single lattice site will correspond to our single-vertex type
reduced states used in the extraction of the dynamics. Our aim in this appendix will not be to
construct a Hamiltonian constraint operator which is satisfactory from a full theory perspective,
i.e. anomaly free and allowing for a large enough kernel with good semiclassical properties.
Our only aim will be to show that, following previous quantisation techniques developed within
loop quantum gravity, one can arrive at a plausible operator whose action reduces to the loop
quantum cosmology difference equation when acting on a maximally coarse state.
The definitions (3.4), (3.5), and (3.6) suggest a natural smearing of our variables. α, β, and
γ, being densities, will be smeared over three-dimensional regions, while Pα, Pβ , and Pγ will be
exponentiated to point holonomies without further smearing, as already done in section 4. In
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order to quantise the full Hamiltonian constraint, one needs to reconstruct the ADM canonical
variables by inverting (3.4), (3.5), and (3.6), which gives
qxx =
(
α2e−2Pβ−2Pγ
) 1
3 , P xxqxx =
1
2
Pαα+
1
3
β +
1
3
γ (A.1)
qyy =
(
α2e+4Pβ−2Pγ
) 1
3 , P yyqyy =
1
2
Pαα− 2
3
β +
1
3
γ (A.2)
qzz =
(
α2e−2Pβ+4Pγ
) 1
3 , P zzqzz =
1
2
Pαα+
1
3
β − 2
3
γ, (A.3)
and thereby express the Hamiltonian constraint in our new variables.
A first choice to be made is whether one wants to artificially introduce a fixed lattice, i.e.
a fixed underlying graph. The choice of a fixed lattice, or superpositions thereof, are helpful in
promoting spatial derivatives to operators, since one can evaluate fields at neighbouring lattice
sites and take their difference. A similar picture also appears within loop quantum gravity
automatically without the introduction of a lattice, however with somewhat different properties
of the action of the Hamiltonian constraint [31, 20]. So far, we were not able to construct a full
theory constraint operator without the introduction of a fixed lattice which would at the same
time reproduce the loop quantum cosmology difference equation and be sufficiently plausible
on generic, non-reduced states. Therefore, we will only outline a construction based on a fixed
lattice approximation in this paper.
While in Thiemann’s original construction of the Hamiltonian constraint operator one ap-
proximates the spatial integral in the Hamiltonian constraint by a Riemann sum, regulates the
constraint at finite discretisation, promotes it to an operator, and subsequently removes this reg-
ulator by infinitely refining the discretisation, one cannot follow this last step when introducing
a fixed lattice. Instead, the fundamental lattice, or, in other words, the underlying graph, sets
the “scale” until which the discretisation can be refined. Such an approach has for example been
taken in the algebraic quantum gravity framework [35].
As a lattice, or fixed underlying graph, we will employ a regular cubulation of the three-torus
with NxNyNz lattice sites, or graph vertices. At these vertices, we have point holonomies of
Pα, Pβ, Pγ , and φ. α, β, γ, and Pφ are smeared over the cubes dual to the vertices. Using
this smearing, one can arrive at an expression for the Hamiltonian constraint regularised on the
prescribed lattice. Derivatives are regularised as finite differences for nearest neighbours. Inverse
powers of α are regulated via Thiemann’s Poisson bracket trick [31]. Pβ and Pγ have to be
regulated as point holonomies as, e.g., sin (λPβ)/λ. Suitable inverse powers of other components
of the metric can then be regulated as products of (inverse) α and, e.g., exp (± sin (λPβ)/λ).
We will not spell out the details of this regularisation in this paper, as it is not of importance
for the main message. We can however already infer the central conclusion of this appendix.
For this, we consider a lattice which has just a single lattice site, so that this lattice site is its
own neighbour in all three directions. Such a state corresponds to the single-vertex reduced
state from section 5. As in section 5, we choose a quantum state such that the action of β and
γ at this vertex vanishes. All derivatives also vanish, since their finite difference regularisation
results in terms of the form 1− 1 = 0 due to the single vertex being its own neighbour. For the
P tfabP
ab
tf
/α-term, we choose an ordering such that β and γ are ordered to the right, so that the
action of this term vanishes.
It remains to deal with a term proportional to the spatial diffeomorphism constraint coming
from stabilising the diagonal metric gauge. This term is problematic, because in order to know it
explicitly, one has to invert a coupled partial differential equation. In the quantum reduction, this
was avoided, since all corresponding spatial diffeomorphisms acting on the reduced phase space
were constrained to vanish by the reduction constraints and the set of all diffeomorphisms could
be implemented by standard LQG techniques. In the full theory however, it remains. Still, since
all terms in the spatial diffeomorphism constraint are proportional to derivatives, we can again
argue that, as above, a suitable regularisation of the constraint would vanish on our maximally
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coarse states, independently of how exactly the partial differential equation is inverted. This is
also true for the diffeomorphisms acting as constant shifts, which preserve our gauge fixing.
We are thus only left with the two terms already treated in section 5.2. Here, we have again
some freedom in whether we want to deparametrise before or after quantisation, i.e. quantise
the original Hamiltonian, or one rewritten in the from Pφ −Htrue = 0. This again only affects
some details of the difference equation, e.g. the previously discussed difference of having ν or
const ·B(ν)−1 appearing.
We conclude that it is possible to prescribe a plausible quantisation of the full theory Hamil-
tonian constraint on a fixed underlying graph. If one chooses this graph to be maximally coarse,
i.e. to consist only of a single vertex, and sets the β and γ parts of the quantum state to zero,
one recovers the loop quantum cosmology difference equation.
B Spherical Symmetry
B.1 Classical preparations
A construction very similar to the one in the main part of this paper can also be repeated for
spherical symmetry. We will be less explicit with the details here, because the extension to
spherical symmetry is straight forward building on earlier work [19, 17].
As outlined in [19], we implement the radial gauge for the spatial diffeomorphism constraint,
retaining radial diffeomorphisms whose shift vector is independent of the angular variables. The
three coordinates on the spatial slice are split into a radial coordinate r and two angular co-
ordinates collectively denoted by θ, whose corresponding tensor indices are denoted by A,B.
After the gauge fixing qrA = 0 and qrr(r, θ) = qrr(r), the free variables and their non-vanishing
Poisson brackets are {qrr(r, θ), P rr(r′, θ′)} = δ(r, r′)δ(2)(θ, θ′) and
{
qAB(r, θ), P
CD(r′, θ′)
}
=
δC(Aδ
D
B)δ(r, r
′)δ(2)(θ, θ′).
For spherical symmetry, the analogue of implementing P a6=b = 0 is to implement P rA = 0.
After solving CA for P rA, we find that [19, 17]∫
drd2θ P rAcA = 0 ∀ cA(x) ⇔
∫
drd2θ
(
P rrLNqrr + PABLNqAB
)
= 0 ∀ NA(x), (B.1)
where LN denotes the Lie derivative w.r.t. the vector field NA (with only angular indices, i.e.
N r = 0), qAB behaves as a 2-metric under the Lie derivative, and qrr as a scalar. In other words,
P rA acts as the generator of spatial diffeomorphisms in angular directions on the variables in the
reduced phase space.
Next, we need to define suitable variables, analogous to those for the FRLW model:
Λ =
√
qrr PΛ := 2
√
qrrP
rr − P
θθqθθ + P
φφqφφ
Λ
(B.2)
α :=
√
Λ2qθθqφφ Pα :=
P θθqθθ√
Λ2qθθqφφ
+
P φφqφφ√
Λ2qθθqφφ
(B.3)
β :=
1
2
(
P θθqθθ − P φφqφφ
)
Pβ := log
qφφ
qθθ
(B.4)
γ := P θφ Pγ := −qθφ (B.5)
and compute the new non-vanishing Poisson brackets
{Λ(x), PΛ(y)} = δ(3)(x, y) and (B.6)
{α(x), Pα(y)} = δ(3)(x, y), {β(x), Pβ(y)} = δ(3)(x, y), {γ(x), Pγ(y)} = δ(3)(x, y). (B.7)
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The spherically symmetric spatial line element in standard spherical coordinates reads
ds2 = Λ(r)2dr2 +R(r)2(dχ2 + sin2 χdφ2). (B.8)
The canonically conjugate variables are PΛ(r) and PR(r). By symmetry considerations, the
momentum P ab has to be proportional to
√
qqab up to a radial dependence. It follows directly
that in the sector of the full phase space corresponding to the midi-superspace, we have
β = 0, Pβ − log sinχ = 0, γ = 0, Pγ = 0. (B.9)
We thus add (B.9) to our list of reduction constraints. We can now form linear combinations
with (B.1) and instead of (B.1) use
C˜A[N
A] :=
∫
drd2θ (PΛLNΛ + PαLNα) (B.10)
as a reduction constraint. Similarly9, we also rewrite the radial part of the spatial diffeomor-
phisms using (B.9) as
Cr[N
r] =
∫
drd2θ (PΛLNΛ + PαLNα) , (B.11)
where Λ and α behave as radial densities and N r = N r(r).
B.2 Quantum theory
The construction of the quantum theory proceeds largely analogously to the case of cosmology,
the main difference being the smearing directions. For the α and β sectors, the kinematical
quantisation is the same as above. In the Λ sector, we proceed differently because we cannot
turn Λ into a density with respect to both radial and angular directions as it would coincide,
up to normalisation, with α in this case. We thus smear Λ along radial lines and PΛ over
surfaces embedded into the spheres S2r of constant geodesic distance form the centre. Next to
the dependence on Pα via point holonomies, a cylindrical function will thus also depend on a
finite number of arguments of the form exp
(
−iρΛ
∫
Ar
PΛ
)
, where Ar is a surface embedded into
an S2r and ρΛ ∈ R. Implementing the angular diffeomorphisms resulting from P rA = 0 can be
most conveniently10 done by choosing Ar to coincide with S2r . In the γ sector, the index structure
suggests to smear Pγ over a radial line and γ over a surface Ar as above. Cylindrical functions
then additionally depend on a finite number of arguments of the form exp
(
−iργ
∫ r2
r1
drPγ
)
.
Out of the reduction constraints (B.9), we choose to implement β = 0 and γ = 0 as first
class constraints. They enforce that the reduced cylindrical functions do not depend on Pβ
or Pγ . At this point, a cylindrical function obeying the reduction constraints thus depends
on a finite number of arguments of the form exp(−iραPα)(r) and exp
(
−iρΛ
∫
S2r
PΛ
)
. The r-
dependency in the point holonomy of Pα indicates that the angular dependence is averaged out
by a diffeomorphism average over S2r as in the main part of this paper.
A convenient basis in the set of symmetry reduced cylindrical functions is given by functions
of the type∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉 := e−iρr1α Pα(r1) . . . e−iρrnα Pα(rn)·e−iρr1Λ ∫S2r1 PΛ . . . e−iρrnΛ ∫S2rn PΛ . (B.12)
9In (B.11), we again dropped terms containing β and γ for simplicity. This is conceptually somewhat different
from deriving C˜A, because Cr is not a reduction constraint. However, even without dropping those terms, the
action of (B.11) is the same on cylindrical functions not depending on Pβ and Pγ , so that the derivation works
as before even if we keep those terms.
10More general solutions are possible, such as a diffeomorphism equivalence class as in the α sector. However,
for the purpose of extracting the midisuperspace dynamics, the choice Ar = S
2
r is sufficient.
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The action of point holonomies of Pα and
∫
S2r
PΛ thereon is by multiplication as above. Λ(e) :=∫ rb
ra
drΛ(r, θ) and α(R) :=
∫ rb
ra
dr
∫
S2r
d2θ α act as
Λ̂(e)
∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉 = n∑
i=1
s([ra, rb], ri) ρ
ri
Λ
∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉 (B.13)
α̂(R)
∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉 = n∑
i=1
s([ra, rb], ri) ρ
ri
α
∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉 (B.14)
where
s([ra, rb], r) := sign(r2 − r1) ×

1 if r ∈ (ra, rb)
1/2 if r = ra or r = rb
0 otherwise.
(B.15)
On these symmetry reduced cylindrical functions, we now implement the radial spatial dif-
feomorphism constraint, which effectively turns the r-labels in the cylindrical functions into an
ordered set of radial lattice points. A symmetry reduced cylindrical function with implemented
radial spatial diffeomorphisms and non-trivial support at n radial lattice sites (whose order, but
not their location, is their only intrinsic property) is thus labelled by a set of quantum numbers
ρ1α, . . . , ρ
n
α and ρ
1
Λ, . . . , ρ
n
Λ.
We can now relate the midisuperspace degrees of freedom Λ(r), PΛ(r), R(r), and PR(r) to
the operators which commute with the reduction constraints. First, we are going to change
variables in the midisuperspace formulation to P˜Λ := PΛ− PRR2Λ , v := ΛR2, and Pv := PR2ΛR , since
these variables are the direct analogues of our full theory variables. Their non-vanishing Poisson
brackets are {Λ(r), P˜Λ(r′)} = δ(r, r′) and {v(r), Pv(r′)} = δ(r, r′). The following relations hold
between the full phase space and the midisuperspace variables:∫ r2
r1
drΛ(r) =
∫ r2
r1
drΛ(r, θ) (B.16)∫ r2
r1
dr v(r) =
1
4π
∫ r2
r1
dr
∫
S2r
d2θ α (B.17)∫ r2
r1
drPv(r)v(r) =
∫ r2
r1
dr
∫
S2r
d2θ Pαα (B.18)∫ r2
r1
drP˜Λ(r)Λ(r) =
∫ r2
r1
dr
∫
S2r
d2θ PΛ(r, θ)Λ(r, θ) (B.19)
We are now in a position to express the midisuperspace Hamiltonian constraint
H =
1
16πv
(
(P˜ΛΛ)
2 − 3(Pvv)2 − 2PΛΛPvv
)
+ 8π
(
−1
2
Λ +
11
8
(Λ′)2v
Λ4
− 5
4
Λ′v′
Λ3
− 1
2
Λ′′v
Λ3
− 1
8
(v′)2
Λ2v
+
1
2
v′′
Λ2
)
(B.20)
using operators acting on the symmetry reduced cylindrical functions. The regularisation pro-
ceeds along standard lines. We approximate the radial integral in the Hamiltonian constraint
H[N ] =
∫∞
0 drNH by a Riemann sum, later taking the limit of an infinitely fine discretisation.
We then approximate, e.g.,
∫ r+ǫ
r−ǫ
dr′
(P˜ΛΛ)
2
v
≈
(∫ r+ǫ
r−ǫ dr
′ P˜ΛΛ
)2
∫ r+ǫ
r−ǫ dr
′ v
. (B.21)
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The full theory analogue of
∫ r+ǫ
r−ǫ dr
′ P˜ΛΛ is given by
∫ r+ǫ
r−ǫ dr
∫
S2r
d2θ PΛ(r, θ)Λ(r, θ), which fur-
thermore needs to be polymerised as, e.g.,∫ r+ǫ
r−ǫ
dr′ P˜ΛΛ ≈ 1
λ
sin
(
λ
∫
S2r
d2θ PΛ(r, θ)
)∫ r+ǫ
r−ǫ
dr′Λ(r′) (B.22)
(B.22) can now be promoted to an operator ̂PΛΛ(eǫr), which acts as
̂PΛΛ(eǫr)
∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉 (B.23)
=
1
2iλ
n∑
i=1
s([r − ǫ, r + ǫ], ri) ρriΛ
(
+
∣∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρri−1Λ , ρri−λΛ , ρri+1Λ , . . . , ρrnΛ 〉
−
∣∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρri−1Λ , ρri+λΛ , ρri+1Λ , . . . , ρrnΛ 〉
)
.
Similarly,
∫ r+ǫ
r−ǫ dr
′ P˜vv =
∫ r+ǫ
r−ǫ dr
′
∫
S2
r′
d2θ Pα(r, θ)α(r, θ) is polymerised as∫ r+ǫ
r−ǫ dr
′
∫
S2
r′
d2θ 1λ sin (λPα(r
′, θ))α(r′, θ) and the corresponding operator ̂Pαα(eǫr) acts as
̂Pαα(eǫr)
∣∣ρr1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉 (B.24)
=
1
2iλ
n∑
i=1
s([r − ǫ, r + ǫ], ri) ρriα
(
+
∣∣∣ρr1α , . . . , ρri−1α , ρri−λα , ρri+1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉
−
∣∣∣ρr1α , . . . , ρri−1α , ρri+λα , ρri+1α , . . . , ρrnα ; ρr1Λ , . . . , ρrnΛ 〉
)
.
The factor 1/v in the Hamiltonian can be regulated again via Poisson bracket tricks. In order
to preserve the single vertex structure of the α sector (at every non-trivial ri) of our symmetry
reduced quantum states, we rewrite 1v as
1
v1+δ
vδ and quantise this expression in the suggested
ordering. Since v̂δ vanishes if it acts at a point with no non-trivial eiPα dependence, the resulting
operator for 1
v1+δ
vδ does so, too. As in the main text, we can also introduce absolute values
around α and Λ in order to ensure their positivity.
The quantisation of the second line of (B.20) is again straight forward with the methods
discussed so far. We only have to pay attention to order a factor of v to the right so that the
resulting expression preserves our symmetry reduced states.
The action of the resulting Hamiltonian constraint operator then agrees with the action
that one would have derived form a midisuperspace quantisation. Since our strategy was to
quantise the midisuperspace Hamiltonian as an operator on the symmetry reduced Hilbert space
of the full theory, this is not very surprising because the algebra of elementary operators of
the midisuperspace quantisation is reproduced when expressing them via the relation (B.16),
(B.17), (B.18), and (B.19) with full theory operators. Also, their action on the quantum states
agrees when one straight forwardly maps quantum states form the midi-superspace quantisation
to symmetry reduced states in the full theory.
We can now again repeat the discussion of appendix A and construct a full theory Hamil-
tonian, based on a fixed underlying graph, so that when restricting the number of lattice sites
to a single vertex per non-trivial S2r , we again obtain the midisuperspace Hamiltonian as a full
theory operator. While it seems plausible that this can be done, we have not looked into this in
detail so far.
Also, one can ask now to which extent one has implemented a µ¯ scheme for spherical sym-
metry. The α sector of our variables behaves exactly like in the context of cosmology in the
main part of the paper, that is Pα is scalar. Our construction there is thus the direct analogue
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of the µ¯ scheme in (b, v) variables for spherical symmetry. In the Λ sector however, PΛ has to be
smeared over the S2r . We could not construct PΛ as a scalar because then it would have to be
conjugate to a multiple of α. Therefore, a naive11 extension of the µ¯ scheme as formulated for
(c, p) variables [12] would be to set the polymerisation scale λ = λ(r) ∝ R(r)−2 in the Λ sector,
while keeping λ fixed in the α sector. Whether the so defined dynamics has good semiclassical
properties is so far unclear, since fully dynamical calculations based on spherically symmetric
loop quantum gravity are scarce at this point, see e.g. [14, 36].
References
[1] M. Bojowald and H. A. Kastrup, “Symmetry reduction for quantized diffeomorphism-
invariant theories of connections,” Classical and Quantum Gravity 17 (2000) 3009–3043,
arXiv:hep-th/9907042.
[2] M. Bojowald, “Spherically symmetric quantum geometry: states and basic operators,” Clas-
sical and Quantum Gravity 21 (2004) 3733–3753, arXiv:gr-qc/0407017.
[3] J. Engle, “Relating loop quantum cosmology to loop quantum gravity: symmet-
ric sectors and embeddings,” Classical and Quantum Gravity 24 (2007) 5777–5802,
arXiv:gr-qc/0701132.
[4] J. Brunnemann and T. A. Koslowski, “Symmetry reduction of loop quantum gravity,” Clas-
sical and Quantum Gravity 28 (2011) 245014, arXiv:1012.0053 [gr-qc].
[5] E. Bianchi, C. Rovelli, and F. Vidotto, “Towards spinfoam cosmology,” Physical Review D
82 (2010) 084035, arXiv:1003.3483 [gr-qc].
[6] E. Alesci and F. Cianfrani, “A new perspective on cosmology in Loop Quantum Gravity,”
Europhysics Letters 104 (2013) 10001, arXiv:1210.4504 [gr-qc].
[7] J. Engle, “Embedding loop quantum cosmology without piecewise linearity,” Classical and
Quantum Gravity 30 (2013) 085001, arXiv:1301.6210 [gr-qc].
[8] S. Gielen, D. Oriti, and L. Sindoni, “Cosmology from Group Field Theory Formalism for
Quantum Gravity,” Physical Review Letters 111 (2013) 031301, arXiv:1303.3576 [gr-qc].
[9] M. Hanusch, “Invariant Connections in Loop Quantum Gravity,” Communications in Math-
ematical Physics 343 (2016) 1–38, arXiv:1307.5303 [math-ph].
[10] M. Bojowald, “Absence of a Singularity in Loop Quantum Cosmology,” Physical Review
Letters 86 (2001) 5227–5230, arXiv:gr-qc/0102069.
[11] A. Ashtekar, M. Bojowald, and J. Lewandowski, “Mathematical structure of loop quantum
cosmology,” Adv.Theor.Math.Phys. 7 (2003) 233–268, arXiv:gr-qc/0304074.
[12] A. Ashtekar, T. Pawlowski, and P. Singh, “Quantum nature of the big bang: Improved
dynamics,” Physical Review D 74 (2006) 084003, arXiv:gr-qc/0607039.
[13] T. Thiemann and H. Kastrup, “Canonical quantization of spherically symmetric grav-
ity in Ashtekar’s self-dual representation,” Nuclear Physics B 399 (1993) 211–258,
arXiv:gr-qc/9310012.
11In LQC, a possible motivation for the µ¯ scheme is that the polymerisation scale λ−1 cuts off the integrated
extrinsic curvature
∫
Kads
a, see the derivation in [16]. However,
∫
Kads
a ∝ √ρφ × distance for a spatially flat
FRW model, where ρφ is the matter energy density. Therefore, in order to get corrections only when the energy
density approaches the Planck density, one needs to use a polymerisation scale according to the µ¯ scheme, i.e.
λ−1 ∝ distance.
18
[14] M. Bojowald, T. Harada, and R. Tibrewala, “Lemaitre-Tolman-Bondi collapse from the per-
spective of loop quantum gravity,” Physical Review D 78 (2008) 064057, arXiv:0806.2593
[gr-qc].
[15] R. Gambini and J. Pullin, “Loop Quantization of the Schwarzschild Black Hole,” Physical
Review Letters 110 (2013) 211301, arXiv:1302.5265 [gr-qc].
[16] N. Bodendorfer, “Quantum reduction to Bianchi I models in loop quantum gravity,” Physical
Review D 91 (2015) 081502, arXiv:1410.5608 [gr-qc].
[17] N. Bodendorfer, J. Lewandowski, and J. Swiezewski, “A quantum reduction to spherical
symmetry in loop quantum gravity,” Physics Letters B 747 (2015) 18–21, arXiv:1410.5609
[gr-qc].
[18] A. Ashtekar and E. Wilson-Ewing, “Loop quantum cosmology of Bianchi type I models,”
Physical Review D 79 (2009) 083535, arXiv:0903.3397 [gr-qc].
[19] N. Bodendorfer and A. Zipfel, “On the relation between reduced quantisation and quantum
reduction for spherical symmetry in loop quantum gravity,” arXiv:1512.00221 [gr-qc].
[20] T. Thiemann, “Quantum spin dynamics (QSD) V: Quantum Gravity as the Natural Regu-
lator of Matter Quantum Field Theories,” Classical and Quantum Gravity 15 (1998) 1281–
1314, arXiv:gr-qc/9705019.
[21] T. Thiemann, “Kinematical Hilbert spaces for Fermionic and Higgs quantum field theories,”
Classical and Quantum Gravity 15 (1998) 1487–1512, arXiv:gr-qc/9705021.
[22] A. Ashtekar, J. Lewandowski, and H. Sahlmann, “Polymer and Fock representations for a
scalar field,” Classical and Quantum Gravity 20 (2003) L11–L21, arXiv:gr-qc/0211012.
[23] R. Arnowitt, S. Deser, and C. W. Misner, “Republication of: The dynamics of general
relativity,” General Relativity and Gravitation 40 (2008) 1997–2027, arXiv:gr-qc/0405109.
[24] D. M. DeTurck and D. Yang, “Existence of elastic deformations with prescribed principal
strains and triply orthogonal systems,” Duke Mathematical Journal 51 (1984) 243–260.
[25] A. Ashtekar, “New Variables for Classical and Quantum Gravity,” Physical Review Letters
57 (1986) 2244–2247.
[26] J. Barbero, “Real Ashtekar variables for Lorentzian signature space-times,” Physical Review
D 51 (1995) 5507–5510, arXiv:gr-qc/9410014.
[27] P. Mitra and R. Rajaraman, “Gauge-invariant reformulation of theories with second-class
constraints,” Annals of Physics 203 (1990) 157–172.
[28] A. S. Vytheeswaran, “Gauge unfixing in second-class constrained systems,” Annals of Physics
236 (1994) 297–324.
[29] A. Ashtekar, J. Lewandowski, D. Marolf, J. M. Mourão, and T. Thiemann, “Quantization
of diffeomorphism invariant theories of connections with local degrees of freedom,” Journal
of Mathematical Physics 36 (1995) 6456–6493, arXiv:gr-qc/9504018.
[30] H. Sahlmann, “Exploring the diffeomorphism-invariant Hilbert space of a scalar field,” Clas-
sical and Quantum Gravity 24 (2007) 4601–4615, arXiv:gr-qc/0609032.
[31] T. Thiemann, “Quantum spin dynamics (QSD),” Classical and Quantum Gravity 15 (1998)
839–873, arXiv:gr-qc/9606089.
19
[32] A. Ashtekar, A. Corichi, and P. Singh, “Robustness of key features of loop quantum cosmol-
ogy,” Physical Review D 77 (2008) 024046, arXiv:0710.3565 [gr-qc].
[33] E. Alesci and F. Cianfrani, “Loop quantum cosmology from quantum reduced loop gravity,”
Europhysics Letters 111 (2015) 40002, arXiv:1410.4788 [gr-qc].
[34] B. Dittrich, “The continuum limit of loop quantum gravity - a framework for solving the
theory,” arXiv:1409.1450 [gr-qc].
[35] K. Giesel and T. Thiemann, “Algebraic quantum gravity (AQG): I. Conceptual setup,”
Classical and Quantum Gravity 24 (2007) 2465–2497, arXiv:gr-qc/0607099.
[36] M. Bojowald, J. D. Reyes, and R. Tibrewala, “Nonmarginal Lemaitre-Tolman-Bondi-like
models with inverse triad corrections from loop quantum gravity,” Physical Review D 80
(2009) 084002, arXiv:0906.4767 [gr-qc].
20
