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PLETHYSM AND FAST MATRIX MULTIPLICATION
TIM SEYNNAEVE
Abstract. Motivated by the symmetric version of matrix multiplication we
study the plethysm Sk(sln) of the adjoint representation sln of the Lie group
SLn. In particular, we describe the decomposition of this representation into
irreducible components for k = 3, and find highest-weight vectors for all irre-
ducible components. Relations to fast matrix multiplication, in particular the
Coppersmith-Winograd tensor, are presented.
1. Introduction
In 1969 [18] Strassen presented his celebrated algorithm for matrix multiplication
breaking for the first time the naive complexity bound of n3 for n × n matrices.
Since then, the complexity of the optimal matrix multiplication algorithm is one
of the central problems in computer science. In terms of algebra we know that
this question is equivalent to estimating rank or border rank of a specific tensor
Mn,n,n ∈ C
n2 ⊗ Cn
2
⊗ Cn
2
[1, 8, 9]. The current best lower and upper bounds are
presented in [10, 12–14,20].
We recall that the constant ω is defined as the smallest number such that for
any ǫ > 0 the multiplication of n× n matrices can be performed in time O(nω+ǫ).
Further, recall that the Waring rank of a homogeneous polynomial P of degree d is
the smallest number r of linear forms l1, . . . , lr such that P =
∑r
i=1 l
d
i . Recently,
Chiantini et al. [2] provided another equivalent interpretation of ω in terms of
Waring (border) rank. Namely, let SMn be a cubic in S
3(sl∗n) given by SMn(A) =
tr(A3). Then ω is the smallest number such that for any ǫ > 0 the Waring rank
(or Waring border rank) of SMn is O(n
ω+ǫ). This observation was the initial
motivation for our study of the plethysm S3(sln).
The computations of plethysm are in general very hard and explicit formulas
are known only in specific cases [15]. For example for symmetric power S3(Sk) the
decomposition was classically computed already in [17,19], but S4(Sk) and S5(Sk)
were only recently explicitely obtained in [7]. As symmetric powers (together with
exterior powers) are the simplest Schur functors, one could expect that respective
formulas for Sd(sln) are harder. In principle, one could use the methods of [6,
7, 16] to decompose this plethysm, but this requires a lot of nontrivial character
manipulations. Instead, we present a very easy proof of explicit decomposition
based on Cauchy formula and Littlewood-Richardson rule in Theorem 1. In fact,
using our method one can inductively obtain the formula for Sk(sln) for any k.
While matrix multiplication is represented by the (unique) invariant in S3(sln)
the aim of this article is to understand the other highest-weight vectors. A precise
description of them is presented in Section 3. We plan to undertake a detailed
study of ranks and border ranks of other highest-weight vectors in future work.
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Here we present just the first two nontrivial instances. It turns out, that two of the
highest-weight vectors are (isomorphic to) the (four and five dimensional) variants
of the Coppersmith-Winograd tensor [4]. We recall that the best upper bounds
for rank and border rank are based on a beautiful technique by Coppersmith and
Winograd applied to a specific tensor T [20]. While T is extremely efficient for this
technique, it is completely not clear which properties of T make it so useful and how
to identify potentially better tensors. In fact, there are whole programs, see e.g. [3],
aimed at finding tensors similar to, but better than Coppersmith-Winograd. We
hope that other highest-weight vectors will also reveal their importance.
Acknowledgement. The author would like to thank his advisor, Mateusz Micha lek,
for the many helpful comments and discussions.
2. The plethysm
In this section we describe a general procedure to decompose Sk(gln) and S
k(sln)
into irreducibles. Recall that the irreducible representations of SLn are precisely
the representations Sλ(C
n), where λ = [λ1, . . . , λn−1] is a partition of length at
most n − 1, and Sλ is the Schur functor associated to the partition λ (consult for
example [5]).
Theorem 1. For n ∈ N, it holds that
(1) Sk(gln)
∼=
⊕
λ⊢k
⊕
ν
Nν
λλ
Sν(C
n)
as SLn-representations. Here the second summation is over all partitions ν of
length at most n − 1, Nνλµ are the Littlewood-Richardson coefficients, and λ =
[λ1, λ1 − λn−1, . . . , λ1 − λ2].
Proof. Note that gln
∼= (Cn)⊗ (Cn)∗ as SLn-representations. So
Sk(gln)
∼=Sk
(
(Cn)⊗ (Cn)∗
)
∼=
⊕
λ⊢k
Sλ(C
n)⊗ Sλ(C
n)∗
∼=
⊕
λ⊢k
Sλ(C
n)⊗ Sλ(C
n) ∼=
⊕
λ⊢k
⊕
ν
Nν
λλ
Sν(C
n).
The second isomorphism holds by Cauchy’s formula; for the third one see for ex-
ample [5, 15.50]; the fourth isomorphism is the Littlewood-Richardson rule. 
To compute the decomposition of Sk(sln), we simply note that
Sk(gln)
∼=Sk(sln ⊕ C) ∼= C⊕
k⊕
i=1
Si(sln).
This allows us to compute the decomposition of Sk(sln) inductively.
As a corollary we present an explicit decomposition in the case k = 3. Computing
the Littlewood-Richardson coefficients in (1) gives us the decomposition of S3(gln)
(resp. S3(sln)) into irreducibles. We present these in Table 1: the first column
lists the highest weights λ of the occurring irreducible representations Sλ(C
n). To
be more precise: the first column actually shows the highest weights when we
view S3(gln) (resp. S
3(sln)) as a GLn-representation. (Recall that weights of GLn
are n-tuples [λ1, . . . , λn] ∈ Z
n with λ1 ≥ . . . ≥ λn. The corresponding SLn-
weight is then [λ1 − λn, . . . , λn−1 − λn].) The second and third column list the
PLETHYSM AND FAST MATRIX MULTIPLICATION 3
multiplicities of the irreducibles in S3(gln) resp. S
3(sln). We also list the dimensions
of the occurring irreducible representations Sλ(C
n), as well as the dimensions of the
projective homogeneous varieties contained in P(Sλ(C
n)) (see Subsection 2.1).
Table 1. Irreducible components of S3(gln) and S
3(sln)
Highest weight S3(gln) S
3(sln) Dimension Variety
[0, . . . , 0] 3 1 1 0
[1, 0, . . . , 0,−1] 4 2 n2 − 1 2n− 3
[2, 0, . . . , 0,−2] 2 1 (n−1)n
2(n+3)
4 2n− 3
[3, 0, . . . , 0,−3] 1 1 (n−1)n
2(n+1)2(n+5)
36 2n− 3
[1, 1, 0, . . . , 0,−1,−1] 2 1 (n−3)n
2(n+1)
4 4n− 12
[2, 0, . . . , 0,−1,−1] 1 1 (n−2)(n−1)(n+1)(n+2)4 3n− 7
[1, 1, 0, . . . , 0,−2] 1 1 (n−2)(n−1)(n+1)(n+2)4 3n− 7
[2, 1, 0, . . . , 0,−1,−2] 1 1 (n−3)(n−1)
2(n+1)2(n+3)
9 4n− 10
[1, 1, 1, 0, . . . , 0,−1,−1,−1] 1 1 (n−5)(n−1)
2n2(n+1)
36 6n− 27
2.1. Homogeneous varieties. Let V be an irreducible representation of a semisim-
ple Lie group G. Then PV has a unique closed G-orbit X , which is the orbit of the
highest-weight vector in PV under the action of G. The projective variety X is
isomorphic to G/P , where P is a parabolic subgroup. We call these varieties ho-
mogeneous varieties or partial flag varieties.
In our case G = SLn, we can compute the dimension of X in the following way:
Consider the Dynkin diagram of sln, which consists of n − 1 dots marked 1 to
n − 1, and the Young diagram λ associated to the representation V . For every
j ∈ {1, . . . , n − 1}, if the Young diagram has at least one column of length j, we
remove the dot j from the Dynkin diagram. After removing these dots the Dynkin
diagram splits in connected components of size ki. The dimension of our variety X
is then given by
1
2
(
n2 − n−
∑
i
(k2i + ki)
)
.
This gives us the last column of Table 1.
3. Highest weight vectors
We now describe highest-weight vectors for all irreducible components of S3(gln).
We write Ei,j ∈ gln for the n×n matrix with as only nonzero entry a 1 on position
(i, j). Note that the vector Ei,jEi′,j′Ei′′,j′′ ∈ S
3(gln) has weight ei + ei′ + ei′′ −
ej − ej′ − ej′′ , where ei is the weight [0, . . . , 1, . . . , 0] with a 1 on the i-th position.
Furthermore, to check that a weight vector v in some representation V of SLn is a
highest-weight vector, it suffices to view V as a representation of the Lie algebra sln
and check that every matrix Ei,i+1 acts by zero. Using this, it is straightforward
to check that the vectors listed in Table 2 are indeed highest-weight vectors.
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Table 2. Highest weight vectors of S3(gln)
Weight Highest Weight Vector
[0, . . . , 0] III
[0, . . . , 0]
∑
i,j IEi,jEj,i
[0, . . . , 0]
∑
i,j,k Ei,jEj,kEk,i
[1, 0, . . . , 0,−1] IIE1,n
[1, 0, . . . , 0,−1]
∑
i IE1,iEi,n
[1, 0, . . . , 0,−1]
∑
i,j E1,nEi,jEj,i
[1, 0, . . . , 0,−1]
∑
i,j E1,iEi,jEj,n
[2, 0, . . . , 0,−2] IE1,nE1,n
[2, 0, . . . , 0,−2]
∑
i E1,nE1,iEi,n
[1, 1, 0, . . . , 0,−2]
∑
i E1,nE2,iEi,n − E2,nE1,iEi,n
[2, 0, . . . , 0,−1,−1]
∑
i E1,nE1,iEi,n−1 − E1,n−1E1,iEi,n
[1, 1, 0, . . . , 0,−1,−1] IE1,nE2,n−1 − IE1,n−1E2,n
[1, 1, 0, . . . , 0,−1,−1]
∑
i E1,nE2,iEi,n−1 − E2,nE1,iEi,n−1
−E1,n−1E2,iEi,n + E2,n−1E1,iEi,n
[3, 0, . . . , 0,−3] E1,nE1,nE1,n
[2, 1, 0, . . . , 0,−1,−2] E1,nE1,n−1E2,n − E1,nE1,nE2,n−1
[1, 1, 1, 0, . . . , 0,−1,−1,−1]
∑
σ∈S3
sgnσEσ(1),nEσ(2),n−1Eσ(3),n−2
3.1. Waring rank and border Waring rank. As explained in the introduction
(see also [2]), estimating the (border) Waring rank of the highest-weight vector∑
i,j,k Ei,jEj,kEk,i is equivalent to determining the exponent ω of matrix multipli-
cation. We will analyze the (border) Waring ranks of other highest-weight vectors.
We start with the following surprising observation:
Observation 1. Every highest-weight vector with weight different from [0, . . . , 0]
has Waring rank O(n2). Furthermore the weight space of [0, . . . , 0] is 3-dimensional:
it has a basis consisting of two vectors of Waring rank O(n2), and the vector∑
i,j,k Ei,jEj,kEk,i.
Proof. Every of the highest-weight vectors in Table 2, except for
∑
i,j,k Ei,jEj,kEk,i,
is a sum of at most n2 monomials, and every degree 3 monomial has Waring rank
at most 4. 
We now study the highest-weight vectors IE1,nE2,n−1 − IE1,n−1E2,n and
E1,nE1,n−1E2,n−E1,nE1,nE2,n−1, which we will rewrite as xyz−xwt and xzt−x
2y.
Proposition 1. The cubics f1 = xyz − xwt and f2 = xzt − x
2y are two variants
of the Coppersmith-Winograd tensor. Their ranks and border ranks (equal to War-
ing rank resp. Waring border rank) are given by rk(f1) = 9, rk(f1) = 6, rk(f2) =
7, rk(f2) = 4.
Proof. After the change of basis x = x0, y = x1 + ix2, z = x1 − ix2, w = x3 + ix4,
t = −x3+ix4, our cubic f1 becomes x0x
2
1+x0x
2
2+x0x
2
3+x0x
2
4, which is precisely the
Coppersmith-Winograd tensor T4,CW (here we use the notation from [11, Section
7]). For f2 we can do a similar change of basis, or alternatively we can use the
geometric characterization of Coppersmith-Winograd tensors form [11, Theorem
7.4]. We find that f2 is isomorphic to T˜2,CW .
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The ranks and border ranks of Coppersmith-Winograd tensors are known: consult
for example [4] for the border ranks and [11, Proposition 7.1] for the ranks. 
Remark 1. The highest-weight vectors that are monomials are easily understood:
III and E1,nE1,nE1,n trivially have Waring rank equal to 1; IIE1,n and IE1,nE1,n
agree with the Coppersmith-Winograd tensor T1,CW , hence have Waring rank 3
and border Waring rank 2.
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