Abstract Network security is still lacking an efficient system which selects a response action based on observed security events and which is capable of running autonomously. The main reason for this is the lack of an effective defence strategy. In this Ph.D., we endeavour to create such a defence strategy. We propose to model the interaction between an attacker and a defender to comprehend how the attacker's goals affect his actions and use the model as a basis for a more refined network defence strategy. We formulate the research questions that need to be answered and we discuss, how the answers to these questions relate to the proposed solution. This research is at the initial phase and will contribute to a Ph.D. thesis in four years.
Introduction
In network security, we can consider the reaction to an attack to follow a recurring cycle of detecting and understanding security events, making decisions and taking response actions [6] . However, if the defence is carried out by a human and the attack is automated, the response action might occur too late. In order to react quickly to an attack, the network defence has to be able to operate autonomously. In order to create an autonomous defence system, each part of the cycle has to be fully automated.
This has already been partly accomplished: the gathering of information from various sources is automated by Intrusion Detection Systems (IDS), which generate security alerts when malicious or suspicious activity is observed [2, 11] . The received information is automatically processed to form situation awareness by Security Information and Event Management systems (SIEM), which provide a real-time analysis of security alerts [10] . The selected response actions can be carried out automatically using Software Defined Networking (SDN) [8, 5] .
However, the selection of response actions is still performed by a security expert or unsophisticated decision algorithms, which take actions only where certain thresholds are exceeded. These thresholds are usually very high to avoid blocking legitimate users. Such systems are not capable of handling more complicated situations. If we want to be able to create a system capable of selecting response actions autonomously or work as a decision support for a security expert, we need a more efficient, refined defence strategy. In the proposed Ph.D. thesis, we would like to address this issue.
We propose to create a mathematical model of the interaction between an attacker and a defender and use it as a basis for a network defence strategy. Through modelling, we gain insight. Through insight, we gain understanding. Through understanding, we can form a strategy. However, to form a strategy based on the model several challenges have to be overcome.
1. The interaction between an attacker and a defender on the network is very complex. The network can be large, change over time and the number of attack vectors is ever growing. Moreover, each action has to be considered not individually but in the context of its future implications. 2. We are always uncertain about the state of the network, the attacker's objectives and previous actions (and whether he is an attacker at all). The best we can do is to operate on our beliefs -a probability distribution over the possible states updated whenever we receive new information.
Attempts have been made towards an autonomous network defence strategy. The Response and Recovery Engine [13] selects a response action using game theory. The system showed promising results in simulated scenarios, however, it has limited usability since it assumes that an agent system is installed on each host. In [1] the authors propose a network defence system using reinforcement learning and dynamic risk assessment. However they admit that the overall performance was not optimal and further improvement is needed. A general overview of the model's requirements applicable for modelling the interaction between an attacker and a defender was given in [9] .
Research Questions
The main goal of the proposed research is to model the interaction between an attacker and a defender and use the model as a basis for a network defence strategy. We have defined following research questions, which need to be answered to achieve this goal:
1. How can we model the interaction between an attacker and a defender? The model of the interaction between an attacker and a defender provides a formal description of the workings of the interaction. It is necessary that the description is accurate, so that it captures the underlying principles of the interaction. At the same time, the model has to simplify the situation since we want to use the model to optimise the defender's actions. Balancing the accuracy and simplicity is crucial. We have to define the model that can be solved with reasonable computational complexity even for large networks and still be capable of capturing the essence of the interaction.
2. How can we use the model to form a network defence strategy? The model of the interaction between an attacker and a defender only describes the interaction in a simplified manner. However, it enables us to better comprehend the dynamics of the interaction between an attacker and a defender, which in turn enables us to find the best response actions for the defender. We will use these actions to form a defence strategy. 3. Can human instinct and experience be included in the defence strategy? While the model can capture principles applicable in real life, it has its limitations. It is not unusual that the security expert observed similar attacks in the past or has better intuition. It would be therefore very desirable to use this information to improve the decision based on the model. Such a concept exists in economics, namely the Black-Litterman model [3] .
Proposed Approach
Our approach to creating a defence strategy consists of modelling the interaction between an attacker and a defender. We consider the interaction only on the defended network. Without the loss of accuracy, we also assume that the attacker's malicious intent is targeted on the network and he tries to maximise his utility by employing a series of attacks. On the other hand, the defender makes his best effort to defend the network based on his observations and available response actions. We assume both the observation and the response actions are made at the network level since it allows us to cover all connected hosts. Moreover, in reality, the defender usually does not have administration rights on the hosts in the network. In a fully autonomous defence, the role of the defender is taken on by a system capable of network monitoring and reconfiguration.
In this Section, we outline the steps that need to be taken in order to answer the research questions. We describe each step and a proposed approach.
Modelling the interaction between an attacker and a defenderWe believe that game theory is a suitable mathematical tool for modelling the interaction between an attacker and a defender since it can model situations in which multiple parties with conflicting interests compete with each other [4] . We can use a game-theory toolset to compute the optimal strategies (in a game-theoretic meaning) for the defender and base the defence strategy (in a network defence meaning) on them. When defining the model, we have to keep in mind, that at some point in future we will need to compute the optimal actions of the defender and the attacker. Therefore, the model should be designed so that this task is computationally feasible.
Translating network information into model parameters -We have to estimate the input parameters of the model from information about the network in an automated fashion. The information should be passed in the form of a formal network description: the topology of the network, the hosts and services present in the network, the required levels of confidentiality, availability and integrity of these services and their interdependence. Based on this information, we can compare how desirable different outcomes are for the defender.
Network defence strategy -When formulating the strategy, we have to take into account uncertainty about the state of the network and the attacker's previous actions and goals. A possible approach would be to use the alerts generated by an intrusion detection system to maintain beliefs about the current state of the network, the attacker's past actions and his goals. Based on these beliefs we can use the model and select the best response action in a given situation. Since the computational complexity of optimising the response action is most likely going to be very high, we do not suppose that this selection would be computed at runtime, more likely it would be computed for the network in advance and only the precomputed results will be used.
Strategy verification -The efficiency of the decision algorithm has to be verified. First, we plan to test the proposed strategy in a simulated environment using a cloud-based testbed for simulating cyber attacks [7] . Then, we plan to compare the strategy with decisions made by teams in the Computer Security Incident Response Team (CSIRT) training exercise [12] . In this exercise, teams of CSIRT employees defend their network and are scored based on the success of the attacks. The strategy would represent the fifth team and its score will be compared to the "real" teams score.
Adding human intuition to decision output -The strategy will base the defence on beliefs about the state of the network, the attacker's past and future actions and his goals. Any refinement of these beliefs will lead to better results. Humans have expertise and intuition which cannot be emulated by any model, no matter how sophisticated. They could have seen similar situations before, guess what will the attacker do next or have additional information which is not included in the strategy. We can include human opinion on the situation into the decision by updating the current beliefs.
Conclusion
The role of a defender in network security is difficult. If the defender cannot protect his network, he fails. If he impairs a legitimate user by his actions, he fails. Moreover, the defender is never certain about the state of the defended network since the observations of the network might be incorrect. Currently, automated network defence systems select response actions based only on the observed security events. They react only in unambiguous situations and the rest of the events must be investigated by security experts. We want to refine the decision making process by including also the motivation of the attacker. By comprehending how his goals affect his actions, we gain more information and we can select the response action more accurately.
