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Naslov: Generiranje mocˇnih prasˇtevil
Avtor: Andrej Gorjan
Eden od temeljev kriptografije je teorija sˇtevil. Kot osnovni gradniki imajo v
njej osrednji pomen prasˇtevila in se posledicˇno uporabljajo v mnogih sˇifrirnih
algoritmih. To seveda pomeni, da morajo ti algoritmi imeti dostop do naklju-
cˇnih prasˇtevil. Pri izbiri moramo biti pazljivi, saj nam kitajski izrek o
ostankih pri dolocˇenih prasˇtevilih omogocˇa ucˇinkovit izracˇun tajnih kljucˇev.
Taksˇne napade lahko preprecˇimo z uporabo “mocˇnih” prasˇtevil. Ko jih vpe-
ljemo, predstavimo dva algoritma za generiranje mocˇnih prasˇtevil in dokazˇe-
mo njuno pravilnost ter izpeljemo njuno cˇasovno zahtevnost. Algoritma po-
trebujeta nakljucˇna prasˇtevila, zato nadaljujemo z analizo generatorja na-
kljucˇnih sˇtevil na osnovi LFSR. Kot gradnik ga lahko uporabimo v genera-
torju CCSR, na podoben nacˇin pa deluje tudi dober moderni generator Mer-
senne Twister. Zatem se na kratko posvetimo sˇe testom prasˇtevilskosti, kjer
se osredotocˇimo na probabilisticˇne teste. Na koncu sestavne dele zdruzˇimo v
algoritem, ki lahko generira nakljucˇna mocˇna prasˇtevila in predstavimo rezul-
tate testiranja za kvaliteto nakljucˇnih sˇtevil ter hitrost delovanja generatorja.
Kljucˇne besede: kriptografija, kitajski izrek o ostankih, prasˇtevila, gene-
rator nakljucˇnih sˇtevil, testi prasˇtevilskosti.

Abstract
Title: Generating strong primes
Author: Andrej Gorjan
One of the foundations of cryptography is number theory. As building blocks,
primes are central to the field and are used in many cryptographic algorithms.
Of course, this means these algorithms require access to random prime num-
bers. When choosing them, we must be careful as certain primes allow for
the Chinese remainder theorem to be used to efficiently compute our secret
keys. These attacks can be prevented by using so called “strong” primes.
We study them and present two algorithms for generating such numbers.
We prove their correctness and determine their time complexity. Since these
algorithms use random primes, we continue with an analysis of LFSR based
random number generators. These can be used as building blocks in the
CCSR generator and similar ideas are used by the Mersenne Twister gener-
ator. After this, we briefly discuss primality tests, focusing on probabilistic
tests. These components are then combined into a efficient random strong
prime number generator. Finally, the quality and speed of the generator are
tested and the results are presented.
Keywords: cryptography, Chinese remainder theorem, prime numbers, ran-




Implementacije kriptografskih algoritmov so lahko zapletene. Cˇe pogledamo
v definicijo kaksˇnega modernega algoritma, bomo to verjetno hitro opazili. To
je do dolocˇene mere razumljivo, saj morajo sˇifre vhodne podatke spremeniti
na tak nacˇin, da morebitni napadalec iz njih ne bo mogel izlusˇcˇiti prvotnega
sporocˇila. Kljub temu se lahko vseeno vprasˇamo, zakaj uporabljamo tocˇno
tak algoritem. Zakaj temelji na enem izreku in ne na drugem?
Odgovori na vprasˇanja se skrivajo v teoriji sˇtevil, ki predstavlja mate-
maticˇno podlago za kriptografijo. To je veja matematike, ki se ukvarja s ce-
limi sˇtevili, kriptografi pa s pridom uporabljajo sˇtevilne koncepte iz tega po-
drocˇja, kot so modularna aritmetika, diofantske enacˇbe in prasˇtevila. Slednja
se zaradi posebnih lastnosti uporabljajo v mnogo algoritmih, ki privzemajo
dostop do nakljucˇnih prasˇtevil. Nekateri izmed njih pravzaprav potrebu-
jejo posebno vrsto prasˇtevil, ki jim pravimo “mocˇna” prasˇtevila. Diplomska
naloga se bo ukvarjala z iskanjem teh sˇtevil.
Cˇeprav je glavni cilj naloge algoritem, s katerim lahko pridobimo mocˇna
prasˇtevila, se ne bomo omejili zgolj na delujocˇo implementacijo. Zˇelimo
si namrecˇ nek pregled in razumevanje celotnega podrocˇja, zato se bomo v
dolocˇene korake nekoliko bolj poglobili. Z razumevanjem teh sestavnih delov
bomo do dolocˇene mere spoznali problem iskanja mocˇnih prasˇtevil kot celoto.
Raziskovanje kriptografskih algoritmov je aktivno podrocˇje, zato smo si
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2lahko pri pregledu problema pomagali z veliko literature. Za splosˇen uvod
v kriptografijo in pogoste algoritme lahko pogledamo v Stinson in Paterson
[26]. Mocˇnim prasˇtevilom sta se posvetila Rivest [24] in Silverman [25], za
splosˇno znanje o prasˇtevilih pa si bomo pomagali z Menezes, Van Oorschot
in Vanstone [17] ter Versˇa [30].
Generatorji nakljucˇnih sˇtevil so prav tako aktivno raziskovano podrocˇje.
O njih govori Knuth [11], za bolj kriptografsko usmerjeno vsebino pa se lahko
zopet obrnemo na [26], ki obravnava tudi LFSR generatorje. Razumevanje
teh enostavnih generatorjev je pomembno za implementacijo boljˇsih, kot sta
CCSR in Matsumotov Mersenne Twister [15]. Slednji se zaradi dobre na-
kljucˇnosti sˇe vedno pogosto uporablja vecˇ kot dvajset let po iznajdbi.
V drugem poglavju vpeljemo kitajski izrek o ostankih, mocˇna prasˇtevila,
njihovo uporabnost in dva algoritma, s katerima jih lahko izracˇunamo. Ker
se zanasˇata na dostop do nakljucˇnih prasˇtevil, se v tretjem poglavju posve-
timo tudi nakljucˇnosti in podrobneje predstavimo LFSR generator, nato pa
opiˇsemo sˇe generatorja CCSR in Mersenne Twister. V cˇetrtem poglavju sledi
kratka obravnava testov prasˇtevilskosti. Nato v petem poglavju te tri dele
zdruzˇimo v delujocˇ generator mocˇnih prasˇtevil in ga testiramo. Tu LFSR in
CCSR generatorja primerjamo z Mersenne Twister, glede na rezultate sta-




S konceptom prasˇtevil smo zaradi njihove pomembnosti seznanjeni zˇe v osno-
vni sˇoli. Matematiki se zanje zanimajo zˇe tisocˇletja, plod njihovega dela pa so
sˇtevilni izreki in pomembna odprta vprasˇanja. Njihova dognanja med drugim
uporabljajo tudi kriptografi v svojih protokolih. Cˇeprav so prasˇtevila tako
znana, nas je verjetno le malo sliˇsalo za posebno vrsto prasˇtevil, t.i. “mocˇna
prasˇtevila”. Pomembna so, ker lahko z njimi dodatno zasˇcˇitimo dolocˇene
kriptosisteme. V tem poglavju jih bomo najprej definirali, nato pa predstavili
njihov pomen in uporabo v kriptografiji.
Ker nas zanimajo mocˇna prasˇtevila, zacˇnimo z definicijo prasˇtevil.
Definicija 2.1. Naravno sˇtevilo p > 1 je prasˇtevilo, cˇe ga delita natanko dve
naravni sˇtevili, 1 in p.
Po osnovnem izreku aritmetike lahko vsako sˇtevilo, ki ni prasˇtevilo, zapiˇsemo
kot enolicˇni produkt potenc prasˇtevil. Naravna sˇtevila se tako delijo na se-
stavljena sˇtevila in prasˇtevila. Slednja lahko naprej delimo v mnoge posebne
razrede prasˇtevil, kjer vsako sˇtevilo v razredu ustreza nekim dodatnim po-
gojem. Ti posebni razredi so na primer
1. Mersennova prasˇtevila, ki so oblike p = 2n − 1, n ∈ N,
2. Fermatova prasˇtevila, ki so oblike p = 22
m
+ 1, m ∈ N,
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3. Sophie-Germain prasˇtevila, ki so prasˇtevila p, za katera je tudi 2p + 1
prasˇtevilo,
4. Palindromska prasˇtevila, ki se v decimalnem zapisu enako berejo naprej
in nazaj, na primer 2, 3, 5, 7, 11, 101, 131, 151, 181,. . .
Nekateri izmed razredov sicer trenutno nimajo posebnega pomena, vendar
imajo druge vrste prasˇtevil dolocˇene lastnosti, ki jih lahko izkoristimo za
prakticˇne namene. Eden izmed taksˇnih razredov so “varna” prasˇtevila, ki so
tesno povezana s Sophie-Germain prasˇtevili.
2.1 Varna prasˇtevila
Zacˇnimo z definicijo varnih prasˇtevil
Definicija 2.2. Prasˇtevilo q je varno, cˇe je
q − 1
2
tudi prasˇtevilo. Sˇtevilo p je v tem primeru ravno Sophie-Germain prasˇtevilo.
Uporabnost varnih prasˇtevil lahko motiviramo s problemom diskretnega lo-
garitma, ki je predstavljen v Stinson et al. [26, poglavje 7]. Na njem temeljijo
kriptografski sistemi kot so ElGamal [5] in DSA [18]. Naj bo n neko naravno
sˇtevilo in G multiplikativna grupa mocˇi n. Tedaj si lahko izberemo nek α ∈ G
in z njim ustvarimo mnozˇico, ki jo sestavljajo vse potence elementa α, tj.
〈α〉 = {αi | i ∈ N0} = {αi | 0 ≤ i ≤ n− 1}.
Zadnja enakost drzˇi, ker lahko eksponent i navzgor omejimo z n − 1. Kot
bomo videli, je to posledica naslednjega izreka.
Lagrangeov izrek 2.3. Naj bo G koncˇna grupa in H njena podgrupa. Potem
mocˇ grupe H deli mocˇ grupe G.
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Dokaz. Naj bo a ∈ G. Levi odsek podgrupe H je mnozˇica aH = {ah |h ∈
H}. Recimo, da imamo dva taka odseka, pH in qH, p, q ∈ G, ki se ujemata
v vsaj enem elementu, torej velja
ph = qk, za h, k ∈ H.
Cˇe enacˇbo pomnozˇimo z leve s q−1, dobimo
q−1ph = k
in ker sta h in k elementa podgrupe H, je tudi q−1p element H, torej velja
H = q−1pH.
Slednjo zvezo sedaj pomnozˇimo z leve s q in dobimo
qH = pH.
Cˇe se odseka ujemata v enem elementu, se torej ujemata v vseh elementih,
sicer sta disjunktna. Za poljuben p1 ∈ G velja |p1H| = |H|. Cˇe p1H 6= G, si
lahko izberemo nek p2 ∈ G \ p1H in sta p1H in p2H disjunktna, torej velja
|p1H ∪ p2H| = 2 · |p1H| = 2 · |H|.
Po izreku je G koncˇna grupa, torej postopek ponavljamo dokler G ne pokri-
jemo z unijo m disjunktnih odsekov
G = ∪mi=1piH.
Tedaj je |G| = m · |H|, torej mocˇ podgrupe deli mocˇ grupe. 
Iz izreka sledi, da lahko eksponent i navzgor omejimo z n−1. Red 〈α〉 namrecˇ
deli red G, torej je |〈α〉| ≤ n. Sˇtevilo αn bo torej vedno enako enemu izmed
sˇtevil α0, α1, . . . , αn−1.
Na primer, da si izberemo G = {1, 2, 3, . . . , 9}. Mnozˇica 〈2〉 je v tem
primeru enaka {1, 2, 4, 8, 6}. Vidimo, da smo sˇtevilo 6 lahko izrazili kot 6 =
24, lahko pa si postavimo tudi obratno vprasˇanje:
“Na koliko moramo potencirati dva, da dobimo sˇest?”
Ravno to je problem diskretnega logaritma.
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Problem diskretnega logaritma. Naj bo (G, ·) grupa in α, β poljubna
elementa G. Problem diskretnega logaritma je iskanje takega eksponenta k,
da velja
β = αk.
Sˇtevilo k = logα β tedaj imenujemo diskretni logaritem elementa β.
V prejˇsnjem primeru lahko opazimo, da sˇtevil 3, 5, 7 in 9 ni bilo mogocˇe
izraziti kot potence sˇtevila 2, kar je posledica izbire G in α. Pozorni moramo
biti, da se odlocˇimo za taksˇno grupo in element, da bo veljalo |〈α〉| = |G|. V
tem primeru sˇtevilo α imenujemo generator grupe G, ki je taksˇen element
g, da velja
∀ a ∈ G ∃ i ∈ N : a = gi.
Za grupo G si pogosto izberemo Z∗n = {1, 2, 3, . . . n− 1}, kjer je n prasˇtevilo.
Dobro izbiro grupe in elementa lahko ponazorimo s primerom za G = Z11 in
α = 2:
G = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10},
〈α〉 = {20, 21, 22, . . . , 210} = {1, 2, 4, 8, 5, 10, 9, 7, 3, 6}.
Cˇe je α generator grupe, lahko vsak element β ∈ G izrazimo kot β = αk.
Problem diskretnega logaritma je tedaj definiran nad vsemi elementi G. Taki
grupi recˇemo ciklicˇna.
Izracˇun logaritma se morda ne zdi tezˇek, saj moramo enostavno preveriti
med potencami α0, α1, α2, . . . αn−1, katera je enaka elementu β. Vendar ima
taksˇno izcˇrpno iskanje eksponentno cˇasovno zahtevnost glede na sˇtevilo sˇtevk
potrebnih za zapis sˇtevila n. Cˇe predpostavimo binarni zapis, je cˇasovna
zahtevnost iskanja O(2b), kjer je b dolzˇina binarnega zapisa sˇtevila n. V
praksi se za b uporabljajo vrednosti v stoticah ali celo tisocˇicah, torej je
taksˇno iskanje resˇitve racˇunsko res zahtevno.
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Po drugi strani obstajajo algoritmi za racˇunanje diskretnega logaritma,
ki so boljˇsi od naivnega preizkusˇanja. Tak primer je Pohlig-Hellmanov al-
goritem [20]. Za razumevanje algoritma potrebujemo naslednji izrek, glej
Stinson et al. [26, razdelek 6.2.2].
kitajski izrek o ostankih. Naj bodo m1,m2, . . . ,mn paroma tuja si naravna
sˇtevila. Sistem enacˇb
x ≡ a1 (mod m1), x ≡ a2 (mod m2), . . . x ≡ an (mod mn)












, bi = M
−1
i mod mi.
Inverz M−1i mod mi lahko izracˇunamo z razsˇirjenim Evklidovim algoritmom,
ki je opisan v Stinson et al. [26, razdelek 6.2.1].
Dokaz. Naj bo Mi = M/mi (1 ≤ i ≤ n). Ker sta si sˇtevili Mi in mi vedno
tuji, lahko izracˇunamo bi = M
−1





Pokazˇimo, da je sˇtevilo y resˇitev sistema enacˇb. Opazimo, da velja
aiMibi ≡
ai (mod mj), cˇe i = j0 (mod mj), cˇe i 6= j
torej sˇtevilo y ocˇitno ustreza vsem enacˇbam v sistemu. Dokazati moramo
tudi, da je sˇtevilo y enolicˇna resˇitev po modulu M . Recimo, da je sˇtevilo z
neka resˇitev sistema poleg y. Za vsak 1 ≤ i ≤ n velja
z ≡ ai (mod mi), z ≡ y (mod mi),
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torej mi deli z − y. Ker so si sˇtevila mi paroma tuja sledi, da tudi M deli
z − y, torej velja
z ≡ y (mod M).

Posledica izreka je, da lahko v modularni aritmetiki velik problem razbijemo
na vecˇ podobnih, manjˇsih problemov, nato pa iz njihovih resˇitev ucˇinkovito
sestavimo resˇitev prvotnega problema. V kriptografiji za problem diskre-
tnega logaritma uporabljamo ciklicˇno grupo Z∗p, katere mocˇ je p− 1 za neko
prasˇtevilo p. Resˇitev problema k = logα β je tedaj enolicˇno dolocˇena po





Z Pohlig-Hellmanovim algoritmom, opisanim v Stinson et al. [26, razdelek
7.2.3] lahko izracˇunamo k mod peii (1 ≤ i ≤ j), nato pa s kitajskim izrekom
o ostankih sˇe k mod p− 1. Cˇe so vsi faktorji sˇtevila p− 1 majhni, so ti pod-
problemi enostavni in je diskretni logaritem ucˇinkovito izracˇunljiv. Cˇe za
sˇtevilo p uporabimo varno prasˇtevilo, bo eden izmed podproblemov sˇe vedno
zahteven, s cˇimer preprecˇimo mozˇnost uporabe tega algoritma. Uporaba ki-
tajskega izreka o ostankih sicer ni omejena le na Pohlig-Hellmanov algoritem
saj je izrek zelo koristno orodje.
2.2 Mocˇna prasˇtevila
Za kriptografske sisteme, ki temeljijo na problemu diskretnega logaritma to-
rej zˇelimo varna prasˇtevila. Za nekatere druge kriptografske sisteme pa so
zazˇelena “mocˇna” prasˇtevila, ki so tema diplomske naloge. Ta so pravzaprav
podobna varnim prasˇtevilom, le da zanje uvedemo dodatni omejiti. Rivest
in Silverman [24] sta podala naslednjo definicijo mocˇnih prasˇtevil:
Definicija 2.4. Prasˇtevilo p je mocˇno, cˇe velja
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1. sˇtevilo p− 1 ima velik prasˇtevilski faktor r,
2. sˇtevilo p+ 1 ima velik prasˇtevilski faktor s,
3. sˇtevilo r − 1 ima velik prasˇtevilski faktor t.
Kaj tocˇno pomeni “velik”, je odvisno od konteksta, kjer z vecˇjimi sˇtevili
dosezˇemo viˇsjo stopnjo varnosti. Rivest in Silverman sta leta 1999 predla-
gala, naj bo p vsaj 256-bitno sˇtevilo, r, s in t pa vsaj 100-bitna sˇtevila.
Zaradi mocˇnejˇse strojne opreme so danes taksˇna sˇtevila zagotovo presˇibka.
Za kriptosistema, ki smo ju omenili, agencija NIST [2] trenutno priporocˇa
uporabo 3072-bitnih javnih kljucˇev. Ti naj bi zagotavljali sprejemljivo sto-
pnjo varnosti do leta 2030.
Podobno kot smo storili pri problemu diskretnega logaritma, lahko po-
trebo po mocˇnih prasˇtevilih motiviramo tudi s predstavitvijo racˇunsko zah-
tevnega problema, na katerem temeljijo kriptosistemi kot je RSA [23]. Ta
se zanasˇa na predpostavko, da je faktorizacija sˇtevil racˇunsko zahteven pro-
blem. V algoritmu se za skrivni kljucˇ uporabljata veliki prasˇtevili p in q,
varnost algoritma pa sloni na njuni tajnosti. Po drugi strani njun zmnozˇek
n javno objavimo, ker se zanasˇamo na prej omenjeno predpostavko.
Sˇtevila lahko na primer faktoriziramo z nekoliko spremenjenim algori-
tmom Eratostenovega resˇeta [8], ki ima cˇasovno kompleksnost O(n). Tudi
tu se moramo spomniti, da je to odvisnost od velikosti sˇtevila n in ne sˇtevila
bitov b, potrebnega za zapis tega sˇtevila. Cˇasovna zahtevnost v odvisnosti
od b je pravzaprav O(2b), torej eksponentna.
Cˇeprav je problem faktorizacije tezˇak, ni nemogocˇ in obstaja mnogo algo-
ritmov, ki so hitrejˇsi od naivnega preizkusˇanja vseh prasˇtevil do
√
n. Pollard
[21] je zˇe nekaj let pred iznajdbo kriptosistema RSA objavil svoj p− 1 algo-
ritem za faktorizacijo. Temu se je nekaj let kasneje pridruzˇil sˇe Williamsov
p + 1 faktorizacijski algoritem [33]. Ne bomo ju podrobno opisovali, vendar
se oba zanasˇata na kitajski izrek o ostankih. Kriptografi so se zˇeleli zasˇcˇititi
pred tema t.i. p ± 1 faktorizacijskima napadoma. Zato so za kriptosistem
RSA predlagali uporabo prasˇtevil p in q, pri katerih imata sˇtevili p − 1 in
10 2.3. ISKANJE MOCˇNIH PRASˇTEVIL
q− 1 vsaj po en velik prasˇtevilski faktor, to pa so ravno mocˇna prasˇtevila. Z
njimi preprecˇimo uporabo kitajskega izreka o ostankih.
Ker je vsako mocˇno prasˇtevilo hkrati varno prasˇtevilo, so mocˇna prasˇtevila
uporabna pri vseh kriptosistemih, ki temeljijo na problemih diskretnega loga-
ritma in faktorizacije sˇtevil. V naslednjem poglavju bomo videli, da je iskanje
mocˇnih prasˇtevil le malenkost tezˇje od iskanja obicˇajnih prasˇtevil. Uporaba
mocˇnih prasˇtevil nas torej ne stane veliko, sˇe vedno pa ponuja vecˇjo stopnjo
varnosti. Zato so postala del standardov kot je [18], torej potrebujemo nacˇin,
da jih pridobimo.
2.3 Iskanje mocˇnih prasˇtevil
Ker ponujajo viˇsji nivo varnosti, so kriptografi iskali ucˇinkovite metode, s
katerimi bi lahko pridobili mocˇna prasˇtevila. Cˇeprav bi pricˇakovali, da bodo
dodatne omejitve precej otezˇile iskanje mocˇnih prasˇtevil, se izkazˇe, da pro-
blem ni veliko zahtevnejˇsi od iskanja obicˇajnih prasˇtevil. V nadaljevanju
bomo predstavili dva taksˇna algoritma, s katerim jih lahko generiramo.
Gordonov algoritem
Enega izmed prvih algoritmov za iskanje mocˇnih prasˇtevil je leta 1984 ob-
javil John Gordon [7]. Algoritem poteka “od spodaj navzgor”, saj najprej
pridobimo sˇtevili s in t, s katerima nato izracˇunamo sˇtevilo r in nazadnje sˇe
sˇtevilo p. Postopek algoritma je sledecˇ:
1. poiˇscˇi dovolj veliki nakljucˇni prasˇtevili s in t,
2. poiˇscˇi najmanjˇse prasˇtevilo r, oblike r = 2`t+ 1 (` ∈ N),
3. izracˇunaj p0 = (s
r−1 − rs−1) mod rs,
4. poiˇscˇi najmanjˇse mocˇno prasˇtevilo p po formuli p = p0 + 2krs (k ∈ N).
Gordonu je uspelo pokazati, da ima vsako prasˇtevilo p, ki ustreza pogojem
mocˇnega prasˇtevila, obliko p = p0 + 2krs, kjer sta r in s velika prasˇtevilska
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faktorja iz definicije 2.4. Dokaz bomo izpeljali na osnovi malega Fermatovega
izreka, ki ga ne bomo tu dokazovali, dokaz si lahko pogledamo v Vidav [31,
poglavje 5].
Mali Fermatov izrek 2.5. Za prasˇtevilo q in vsako naravno sˇtevilo a, ki ni
vecˇkratnik q velja
aq−1 ≡ 1 (mod q).
V ta namen potrebujemo sˇe naslednjo trditev, ki sledi neposredno iz izreka
o deljenju, na osnovi katerega lahko za poljubni naravni sˇtevili a in b (a ≥ b)
zapiˇsemo a = k · b+ r za kvocient k ∈ N0 in ostanek r (0 ≤ r < b).
Trditev 2.6. Za poljubna naravna sˇtevila a, b in c velja
(a mod bc) mod b = a mod b.
Dokaz. Sˇtevilo a zapiˇsimo kot a = k · bc + r, k ∈ N0 (0 ≤ r < bc). Leva
stran enacˇbe je torej enaka:
((k · bc+ r) mod bc) mod b = r mod b,
desna stran pa:
(n · bc+ r) mod b = r mod b,
torej trditev res drzˇi. 
Vrnimo se k dokazu pravilnosti Gordonovega algoritma. Kot prvo, je iz
definicije sˇtevila r v drugi tocˇki postopka jasno, da velja r ≡ 1 (mod t), s
cˇimer zadostimo tretji tocˇki definicije 2.4. Sedaj moramo dokazati sˇe, da
sˇtevilo p = p0 + 2krs ustreza tudi prvima dvema tocˇkama
p = p0 + 2krs,
p ≡ p0 (mod r),
p ≡ p0 (mod s).
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Tj. sˇtevilo p je po modulu r in po modulu s kongruentno p0, torej moramo
dokazati kongruenci
p0 ≡ 1 (mod r), (2.1)
p0 ≡ −1 (mod s). (2.2)
Zacˇnimo s prvo izmed kongruenc. Glede na Trditev 2.6 in mali Fermatov
izrek velja
p0 mod r = (s
r−1 − rs−1) mod r = sr−1 mod r = 1.
S tem smo dokazali p0 ≡ 1 (mod r). S prakticˇno identicˇnim postopkom bi
lahko pokazali tudi p0 ≡ −1 (mod s). Prasˇtevila oblike p = p0 + 2krs torej
res ustrezajo pogojem za mocˇna prasˇtevila.
Gordon je prav tako razlozˇil, kako lahko nadziramo sˇtevilo bitov izracˇuna-
nega mocˇnega prasˇtevila. Iz enakosti p = p0+2krs vidimo, da ima p nekoliko
vecˇ bitov kot 2rs, odvisno od tega, kako hitro bomo naleteli na prasˇtevilo.
To lahko ocenimo s pomocˇjo prasˇtevilskega izreka [34].
Prasˇtevilski izrek. Sˇtevilo prasˇtevil manjˇsih ali enakih poljubnemu nara-




Recimo da iskanje zacˇnemo pri n in ga nadaljujemo do 2n. Sˇtevilo prasˇtevil













Cˇe iˇscˇemo b-bitno prasˇtevilo, bomo morali preiskati okoli ln(2b) ≈ 0.7 · b
sˇtevil, preden bomo naleteli na prasˇtevilo. Pricˇakujemo torej, da bo k ≈ b.
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Tako si lahko izberemo taki sˇtevili r in s, da bo zmnozˇek 2rs imel ravno
b− log2(k) ≈ b− log2(b) bitov in bomo imeli najboljˇse mozˇnosti, da dobimo
ravno b-bitno prasˇtevilo.
Sˇtevilo bitov produkta 2rs lahko nadziramo s pravilno izbiro faktorjev r
in s. Zˇelimo si, da bi ti sˇtevili bili priblizˇno enake velikosti, zato bosta imeli
okoli pol toliko bitov kot 2rs. Za iskanje sˇtevila s predlaga Gordon podoben
postopek kot za sˇtevilo p, kjer si izberemo zacˇetno vrednost in najdemo prvo
vecˇje prasˇtevilo. Sˇtevilo bitov lahko torej nadziramo na podoben nacˇin, kot
smo nadzirali sˇtevilo bitov sˇtevila p. Prasˇtevilo r iˇscˇemo s testiranjem sˇtevil
2`t + 1 za ` = {1, 2, . . .}. Prasˇtevilo r bo torej imelo le nekoliko vecˇ bitov
kot t, tu si lahko zopet pomagamo s pricˇakovanim sˇtevilom inkrementov ` in
zacˇnemo pri ustrezno manjˇsem sˇtevilu.
Sedaj lahko pozornost preusmerimo sˇe na cˇasovno zahtevnost algoritma. Spo-
mniti se moramo namrecˇ, da imamo opravka z vecˇ sto-bitnimi sˇtevili, ki jih
potrebujejo tudi manj zmogljive naprave, zaradi cˇesar je ucˇinkovitost po-
membna. Cˇeprav bi pricˇakovali, da bo dodatna omejitev precej otezˇila is-
kanje, se izkazˇe, da ta algoritem ni veliko zahtevnejˇsi od iskanja navadnih
prasˇtevil.
Najprej ocenimo cˇasovno zahtevnost iskanja obicˇajnih prasˇtevil, kjer
predpostavimo, da imamo algoritem, ki v cˇasu T (b) z dovolj veliko verjetno-
stjo odlocˇi ali je b-bitno sˇtevilo prasˇtevilo. Spomnimo se verjetnosti, da je
sˇtevilo reda velikosti n prasˇtevilo. V povprecˇju bomo morali preveriti lnn
sˇtevil reda velikosti n, preden bomo zadeli prasˇtevilo. Asimptoticˇna cˇasovna
zahtevnost iskanja prasˇtevila je torej
lnn · T (b) ≈ b ln 2 · T (b) ≈ b · T (b).
Cˇe se vrnemo na postopek Gordonovega algoritma, lahko dolocˇimo cˇasovno
zahtevnost za vsakega izmed sˇtirih korakov.
1. sˇtevili s in t sta okoli (b/2)-bitni prasˇtevili, torej bo iskanje vzelo b ·
T (b/2) cˇasa.
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2. sˇtevilo r ima le nekoliko vecˇ bitov kot t, tako da je cˇasovna zahtevnost
iskanja priblizˇno (b/2) · T (b/2).
3. za iskanje prasˇtevila p0 potrebujemo razliko dveh potenc po modulu
produkta rs. Za potenciranje lahko uporabimo ucˇinkovit algoritem,
kot je opisan v [11, razdelek 4.6.3]. Iskanje bo tedaj imelo cˇasovno
zahtevnost O(log(r − 1)) +O(log(s− 1)) ≈ 2 ·O(b log 2/2),
4. nazadnje moramo poiskati sˇe ustrezno prasˇtevilo p, kar nam bo vzelo
asimptoticˇno b · T (b) cˇasa.
Vidimo lahko, da v algoritmu prevladuje zahtevnost iskanja prasˇtevil, torej






















Gordon je za preverjanje prasˇtevilskosti predlagal Knuthov Algoritem-P [11].
Ta je pravzaprav enak Miller-Rabin testu, ki je bolj podrobno opisan v po-
glavju 4. Ima asimptoticˇno cˇasovno zahtevnost T (b) = O(b3), torej je skupna
asimptoticˇna cˇasovna zahtevnost algoritma:
b · T (b) + 3
16
b · T (b) = 19
16
b · T (b) = 1.1875 b · T (b).
Spomnimo se, da je asimptoticˇna cˇasovna zahtevnost iskanja navadnega
prasˇtevila enaka b · T (b). Vidimo lahko, da je Gordonov algoritem asimp-
toticˇno le 19% zahtevnejˇsi.
Silvermanov algoritem
Ker so mocˇna prasˇtevila postala zahteva nekaterih kriptografskih standar-
dov, je Silvermamn leta 1997 objavil sˇe svoj algoritem za generiranje taksˇnih
sˇtevil. Ta je pravzaprav zelo podoben Gordonovemu, saj temelji na isti ideji,
drugacˇni so le nekateri racˇunski postopki in parametri, ki jih je Silverman
posodobil za takratne okoliˇscˇine. Prav tako je podal svoje predloge za testi-
ranje prasˇtevilskosti. Najpomembnejˇsa razlika je opustitev zahteve, da ima
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r velik prasˇtevilski faktor t, vendar tega pogoja ni tezˇko ponovno uvesti, cˇe
bi se odlocˇili zanj. Njegov algoritem, ki proizvede 512 + 128x-bitno mocˇno
prasˇtevilo, je sledecˇ:
1. nakljucˇno izberi vrednost X z intervala [
√
2 · 2511+128x, 2512+128x − 1],
2. nakljucˇno izberi veliki prasˇtevili r in s izbrane velikosti,
3. izracˇunaj R := ((s−1) mod r) · s− ((r−1) mod s) · r,
4. izracˇunaj Y0 := X + (R−X) mod rs in nato kandidate
Ki = Y0 + irs, i ∈ N,
5. testiraj kandidate z ucˇinkovitim testom prasˇtevilskosti (Silverman pre-
dlaga Miller-Rabinov test) in vrni prvega kandidata, ki ga prestane.
Vidimo torej, da je postopek res podoben Gordonovemu. Enacˇba v tretji
tocˇki nas namrecˇ precej spominja na p0 = (s
r−1 − rs−1) mod rs. Novost, ki
jo opazimo, je parameter X, kjer bomo zacˇeli z iskanjem mocˇnih prasˇtevil.
Z njim je Silverman omogocˇil bolj neposreden nadzor nad dolzˇino koncˇnega
prasˇtevila p, ki tako ni vecˇ odvisno le od velikosti prasˇtevil r in s. Tako bo
p imelo najmanj 511 bitov, medtem ko je Silverman za prasˇtevili r in s pre-
dlagal samo 101-bitno vrednost. Uvedba parametra X nam torej omogocˇa
svobodnejˇso izbiro velikih prasˇtevilskih faktorjev r in s.
Kot smo storili pri Gordonovem algoritmu, se lahko tudi tu prepricˇamo o
veljavnosti algoritma tako, da pokazˇemo, da vsak kandidat Ki ustreza pogo-
jem za mocˇna prasˇtevila. Preden nadaljujemo z dokazom, bomo pokazali sˇe
veljavnost nekaterih enakosti, ki jih bomo potrebovali.
Trditev 2.7. Za poljubna cela sˇtevila a, b in c velja
(a+ b) mod c = (a mod c+ b mod c) mod c.
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Dokaz. Glede na izrek o deljenju zapiˇsimo a = n1 · c + r1 in b = n2 · c + r2
in nova zapisa vstavimo v levo stran enacˇbe:
(n1 · c+ r1 + n2 · c+ r2) mod c =
((n1 + n2) · c+ (r1 + r2)) mod c =
(r1 + r2) mod c.
Isto storimo za desno stran:
((n1 · c+ r1) mod c+ (n2 · c+ r2) mod c) =
(r1 + r2) mod c
Leva in desna stran sta enaki, torej trditev velja. 
Trditev 2.8. Za poljubna cela sˇtevila a, b in c velja
((a mod b) · c) mod b = (ac) mod b.
Dokaz. Po izreku o deljenju sˇtevilo a zapiˇsemo kot a = n · b+ r za kvocient
n in ostanek r. Leva stran enacˇbe je tedaj enaka:
((a mod b) · c) mod b = (rc) mod b.
Zgornji zapis sˇtevila a vstavimo sˇe v desno stran enacˇbe:
(ac) mod b = ((n · b+ r) · c) mod b =
(nbc+ rc) mod b = (rc) mod b,
torej trditev res drzˇi. 
Trditev 2.9. Za poljubni razlicˇni prasˇtevili r in s velja
s−1 ≡ sr−2 (mod r).
Dokaz. Ker sta r in s prasˇtevili glede na mali Fermatov izrek velja:
sr−1 ≡ 1 (mod r), s · sr−2 ≡ 1 (mod r), s−1 ≡ sr−2 (mod r).
Inverz s je torej kongruenten sr−2 po modulu r. 
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Trditev 2.10. Za sˇtevilo R izracˇunano v 3. koraku Silvermanovega algo-
ritma velja
R mod r = 1 in R mod s = −1.
Dokaz. Zacˇnimo z dokazom prve enakosti
R mod r = (((s−1) mod r) · s− ((r−1) mod s) · r) mod r
= (((s−1) mod r) · s) mod r = (s · s−1) mod r = 1
Pri zadnjem enacˇaju smo uporabili Izrek 2.8. Sˇtevilo R je torej kongruentno 1
po modulu r. Dokaz preostanka trditve je podoben in ga ne bomo navedli. 
Vrnimo se na dokazovanje pravilnosti Silvermanovega algoritma.
Trditev 2.11. Vsi kandidati za mocˇno prasˇtevilo K0, K1, K2, . . ., izracˇunani
v 4. koraku Silvermanovega algoritma, ustrezajo kongruencama
Ki ≡ 1 mod r, Ki ≡ −1 mod s.
Dokaz. Kot prvo lahko opazimo, da velja
Ki ≡ Y0 (mod r), Ki ≡ Y0 (mod s),
torej moramo pokazati, da veljata naslednji kongruenci:
Y0 ≡ 1 (mod r) in Y0 ≡ −1 (mod s).
Zacˇnimo s prvo:
Y0 mod r = (X + (R−X) mod rs) mod r
= (X mod r + ((R−X) mod rs) mod r) mod r
Glede na Trditvi 2.6 in 2.7 lahko zadnjo enacˇbo preoblikujemo v
(X mod r + (R−X) mod r) mod r = (X + (R−X)) mod r = R mod r.
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Iz Trditve 2.10 sledi R ≡ 1 (mod r), kar smo zˇeleli dokazati. Drugi del trditve
poteka po istem postopku. 
Ker sta si algoritma tako podobna, se lahko za oceno cˇasovne zahtevnosti
zgledujemo po Gordonovem algoritmu. Tudi tu namrecˇ prevlada zahtevnost
iskanja prasˇtevil, vendar je algoritem zaradi manjˇsih dolzˇin faktorjev r in s v
praksi lahko hitrejˇsi. Recimo, da iˇscˇemo b-bitno mocˇno prasˇtevilo. Namesto
da bi r in s morala biti (b/2)-bitni sˇtevili, lahko njuno sˇirino zmanjˇsamo na
b/m za neko naravno sˇtevilo m > 2.
Poglejmo si primer. Recimo, da zˇelimo generirati 1024-bitno mocˇno





, kjer je m ≈ 10.
Uporabljamo Silvermanov algoritem in se drzˇimo omejitve, da ima sˇtevilo r
velik prasˇtevilski faktor t. Poiskati moramo torej tri b/m-bitna prasˇtevila,
zatem pa sˇe eno b-bitno prasˇtevilo. Cˇasovna zahtevnost algoritma je torej








Cˇe zopet predpostavimo, da uporabljamo test prasˇtevilskosti asimptoticˇne
cˇasovne zahtevnosti O(n3), dobimo zahtevnost
b · T (b) + 3b
m4
· T (b) = 3 +m
4
m4
b · T (b).




b · T (b) = 1.0003 b · T (b).
Vidimo torej, da nam je uvedba dodatnega parametra X pospesˇila izracˇun
mocˇnega prasˇtevila, ker velikost r in s ne raste nujno z velikostjo koncˇnega
prasˇtevila, temvecˇ jo lahko poljubno dolocˇimo. Seveda moramo biti pozorni
na to, da so manjˇsi faktorji manj varni.
Poglavje 3
Generiranje nakljucˇnih sˇtevil
Pri obravnavi algoritmov za iskanje mocˇnih prasˇtevil pogosto potrebujemo
nakljucˇna sˇtevila. Ta se pravzaprav uporabljajo v mnogih kriptosistemih,
najpogosteje v vlogi tajnega kljucˇa oziroma neke skrivnosti. Poleg kriptogra-
fije se nakljucˇna sˇtevila pogosto uporabljajo tudi v statistiki in podatkovnih
vedah, zato so generatorji nakljucˇnih sˇtevil aktivno podrocˇje raziskovanja.
Tako Gordon kot Silverman sta se v opisu svojih algoritmov izognila pro-
blemu generiranja nakljucˇnih sˇtevil. Razlog za to je morda ravno raznolikost
pristopov in hitrost, s katero nastajajo nove metode. V algoritmih naj bi
tako enostavno uporabljali generator, ki ga strokovnjaki trenutno smatrajo
za najboljˇsega.
Mi se odlocˇimo za drugacˇen pristop. V tem poglavju bomo najprej spre-
govorili o pomenu nakljucˇnosti in kako lahko ocenimo, kdaj je generator res
nakljucˇen. Namesto najbolj modernim in kvalitetnim generatorjem, se bomo
nato posvetili generatorjem na osnovi pomicˇnih registrov, ki so ena izmed naj-
enostavnejˇsih in najstarejˇsih metod za generiranje nakljucˇnih sˇtevil. Zaradi
njihove razsˇirjenosti namrecˇ dobro razumemo njihovo matematicˇno ozadje,





V podpoglavju 2.2 smo videli, da se pred nekaterimi napadi na RSA lahko
zavarujemo z uporabo mocˇnih prasˇtevil. Po drugi strani je sˇe tako mocˇno
prasˇtevilo neuporabno, cˇe ga lahko napadalec enostavno ugane. Prav zato
se uporabljajo vecˇ sto oziroma celo vecˇ tisocˇ-bitna sˇtevila, saj je tako kan-
didatov za iskanje z grobo silo, prevecˇ. Kaj pa cˇe bi se lahko pri ugibanju
osredotocˇili samo na neko manjˇso mnozˇico? Na primer da so se prasˇtevila
izbrala z generatorjem, ki vedno vrne prasˇtevilo z lihim sˇtevilom enic v binar-
nem zapisu. Vsaka taksˇna podrobnost zmanjˇsa prostor prasˇtevil, ki ga mora
napadalec preiskati. Za generator nakljucˇnih sˇtevil imamo torej enostavno
zahtevo:
Verjetnost, da napadalec pravilno ugane naslednji izhod genera-
torja nakljucˇnih sˇtevil, ne sme biti vecˇja od n−1, kjer je n sˇtevilo
vseh mozˇnih izhodov generatorja.
Taksˇen kriterij za generatorje se nam zdi smiseln, vendar bi ga radi bolj
formalno definirali, kar je pravzaprav povezano z definicijo nakljucˇnosti. V
nadaljevanju bomo na kratko predstavili tri formalizacije nakljucˇnosti. Za
bolj podrobno razpravo o nakljucˇnosti, se lahko obrnemo na Terwijn [29] in
predvsem Eagle [4].
Pri predstavitvi definicij in v sledecˇih poglavjih se bomo omejili na nakljucˇne
binarne nize, vendar lahko te brez tezˇav pretvorimo v cela sˇtevila. Generator
nakljucˇnih sˇtevil bo tako pravzaprav generator bitov, ki vrne 1 ali 0, idealno
z verjetnostjo 0.5. Nekatere teoreticˇne koncepte, potrebne za razumevanje
definicij, bomo predstavili samo na kratko. Za bolj podrobno razlago se lahko
zopet obrnemo na Eagle [4, priloga B.2].
Zamislimo si, da binarne nize tvorimo z nakljucˇnim generatorjem, ki lahko
proizvede neskoncˇno sˇtevilo bitov. Vsi mozˇni izhodi vseh generatorjev so
tedaj vsebovani v Cantorjevem prostoru 2ω, ki vsebuje vse neskoncˇne binarne
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Razlocˇevanja predvidljivih in nepredvidljivih nizov bi se lahko lotili s pomocˇjo
dolocˇenih “pravil”. Eno izmed teh je na primer frekvenca nicˇel in enic v nizu,
kjer pricˇakujemo, da bo v neskoncˇnosti konvergirala proti 0.5. Cˇe se obrnemo
na zgornji prikaz 2ω, smo se s tem znebili prvega niza samih nicˇel, vendar
je drugi, cˇeprav predvidljiv, po istem pravilu popolnoma veljaven. Borel [3]
je tako postavil dodatno pravilo, da se morajo z isto frekvenco pojaviti vsi
razlicˇni nizi fiksne dolzˇine (na primer 000, 001, . . . ). To pravilo se znebi
drugega niza, vendar se izkazˇe, da obstaja predvidljiv niz, ki prestane tudi
ta kriterij:
110111001011101111000 . . .
Gre za t.i. Champernowne zaporedje, ki vsebuje binarne zapise zaporednih
naravnih sˇtevil v narasˇcˇajocˇem vrstnem redu. Je popolnoma predvidljivo,
vendar ustreza Borelovem kriteriju. Lahko bi dodajali nova pravila za vsak
tak izstopajocˇ niz, vendar definicija taksˇne oblike ni prakticˇna. Zˇeleli bi si
enega pravila, ki bi hkrati zajelo vsak vidik nakljucˇnosti niza.
3.1.1 Mises-Wald-Church nakljucˇnost
Prvi, ki je skusˇal podati taksˇno celovito definicijo nakljucˇnosti, je bil Richard
von Mises. Svojo definicijo je osnoval na empiricˇnem opazˇanju, da nihcˇe ne
more dosledno zmagovati pri igrah na srecˇo. Resnicˇno nakljucˇen niz bi torej
bil podoben igram v tem smislu, da na podlagi predhodnih opazˇanj ne bi
mogli napovedati prihodnih izidov.
Recimo, da igro na srecˇo predstavimo kot binarni niz w. Sˇtevilo wi pred-
stavlja i-ti izid, kjer 0 pomeni izgubo in 1 zmago, verjetnost za zmago pa je p.
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Igro smo nekaj cˇasa opazovali in poznamo poljubne izide wi1 , wi2 , wi3 , . . . , win
na podlagi katerih zˇelimo napovedati nek izid wj. Kot igralcem nam je seveda
v interesu napovedati vsak izid, kjer bomo zmagali. Za Misesa so nakljucˇni
nizi tisti w, za katere pri napovedi ne moremo biti uspesˇnejˇsi z verjetnostjo,
vecˇjo kot p. Cˇe bi lahko bili pri napovedi uspesˇnejˇsi, bi namrecˇ niz vseboval
nek predvidljiv vzorec oziroma ureditev, kar vsekakor ni lastnost nakljucˇnih
nizov.
Mises je napovedi formaliziral na sledecˇi nacˇin. Predstavljajmo si, da
imamo binarni niz w, vrednosti posameznih bitov pa so nam neznane
w0w1w2w3w4w5w6w7w8 . . . ,
nato so nam razkrite vrednosti n poljubnih bitov, npr. w1, w3, w4, w8, . . . , win .
Izbirna funkcija s : Nn × Nn → N` tedaj sprejme polozˇaje in vrednosti teh
bitov in vrne seznam ` indeksov. Ti indeksi predstavljajo bite, ki so bili
izbrani in tvorijo niz w′. Za nasˇo prispodobo igre na srecˇo bi si na primer
zˇeleli videti nekaj zacˇetnih izidov, nato pa dobiti tak seznam indeksov, da
bo w′ = 11111 . . ., torej napovedati, kdaj bomo zmagali. Mises je postavil
naslednjo definicijo nakljucˇnih nizov, ki jih je poimenoval kolektivi :
Definicija 3.1 (Kolektiv) Neskoncˇni binarni niz w je nakljucˇen, cˇe imajo
vsi neskoncˇni nizi w′i izbrani iz w s poljubno dopustno izbirno funkcijo s,
enako porazdelitev nicˇel in enic kot w.
Povedano z drugimi besedami, ne glede na to, kako dobra je nasˇa izbirna
funkcija, v resnicˇno nakljucˇnem nizu ne bi mogli tocˇno napovedati vrednosti
posameznih bitov.
Glavni problem Misesove definicije je bil, da ni dolocˇil, kaj tocˇno naj bi bile
“dopustne” izbirne funkcije. Sˇele Wald in Church sta kasneje pokazala, da
je definicija robustna, cˇe se omejimo na mnozˇico izracˇunljivih funkcij. Tako
je nastala Mises-Wald-Church definicija nakljucˇnosti.
Definicija 3.2 (Mises-Wald-Church nakljucˇnost) Neskoncˇni binarni niz w je
nakljucˇen, cˇe imajo vsi neskoncˇni nizi w′i izbrani iz w s poljubno izracˇunljivo
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izbirno funkcijo s, enako porazdelitev nicˇel in enic kot w. Nizu w tedaj na
kratko pravimo MWC-nakljucˇen.
Wald je pokazal, da je mnozˇica MWC-nakljucˇnih nizov neprazna, cˇe funkcijo
s izberemo iz neke sˇtevno neskoncˇne mnozˇice funkcij, Church pa kasneje
predlagal mnozˇico vseh izracˇunljivih funkcij.
Tudi taksˇna definicija ima sˇe vedno tezˇave. Jean Ville [32] je namrecˇ po-
kazal presenetljivo dejstvo, da za vsako izracˇunljivo izbirno funkcijo obstaja
niz, ki ustreza definiciji (3.2) v neskoncˇnosti, vendar ne v vsakem koncˇnem
zacˇetnem odseku. Verjetnost, da se 1 pojavi v zacˇetnem odseku neskoncˇnega






Recimo, da imamo enega izmed Villovih nizov, ki je vedno nagnjen k enicam.






Cˇe bi igrali taksˇno igro, bi lahko (brez slabe vesti) nenehno stavili na 1.
Igra je z vecˇanjem sˇtevila ponovitev morda res vedno bolj pravicˇna in za-
dostuje definiciji (3.2), vendar imamo v trenutku, ko zapustimo igro, bolj
verjetno dobicˇek, kot pa izgubo. MWC-nakljucˇnosti tako ustrezajo tudi nizi,
ki v praksi niso popolnoma nakljucˇni, kar pomeni, da ni dovolj dobro merilo
nakljucˇnosti.
3.1.2 Martin-Lo¨f nakljucˇnost
MWC-nakljucˇnost se je izkazala za prevecˇ dopustno, saj je obsegala tudi
predvidljive nize. Per Martin-Lo¨f je tako zacˇel razmiˇsljati o nekoliko drugacˇni
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definiciji. Namesto da bi poiskal neko pravilo, ki bi pogojevalo vsa ostala me-
rila nakljucˇnosti, je nakljucˇne nize enostavno definiral kot tiste, ki ustrezajo
vsem taksˇnim merilom. Martin-Lo¨f je ta merila osnoval na merah podmnozˇic
2ω. V nadaljevanju bomo predstavili nekaj definicij in izrekov potrebnih za
razlago, vecˇ podrobnosti lahko najdemo v [4, priloga B.2].
Definicija 3.1. Naj bo σ nek koncˇni binarni niz. Osnovna mnozˇica
N(σ) ⊆ 2ω, je mnozˇica vseh nizov v 2ω, ki se zacˇnejo z nizom σ. Vpeljimo
sˇe funkcijo µ, ki vsaki osnovni mnozˇici N(σ) priredi naslednjo mero
µ(N(σ)) = 2−|σ|,
kjer je |σ| dolˇzina niza σ.
Mero si lahko bolj intuitivno predstavljamo kot razmerje med sˇtevilom nizov,
ki so vsebovani v N(σ) in sˇtevilom vseh nizov v 2ω. Recimo, da je σ = 00.
Natanko cˇetrtina vseh mozˇnih neskoncˇnih binarnih nizov se zacˇne z 00, torej
je




Bolj kompleksne podmnozˇice lahko opiˇsemo z odprtimi mnozˇicami.
Definicija 3.2. Naj bodo σ1, σ2, . . . , σn poljubni koncˇni binarni nizi. Odprta
mnozˇica je unija osnovnih mnozˇic N(σi) (1 ≤ i ≤ n).
Izrek 3.3. Vsako odprto mnozˇico G je mogocˇe zapisati kot unijo disjunktnih
osnovnih mnozˇic N(σ1), N(σ2), . . . N(σi).
Dokaz. Recimo, da imamo koncˇna binarna niza σ1, σ2 in njuni pripadajocˇi
osnovni mnozˇici N(σ1), N(σ2). Naj bo w neskoncˇni binarni niz in
w ∈ N(σ1), w ∈ N(σ2).
Ker je niz w vsebovan v obeh osnovnih mnozˇicah, sta niza σ1 in σ2 predponi
niza w. Iz tega sledi, da je krajˇsi izmed nizov σ1, σ2 predpona daljˇsemu
izmed nizov σ1, σ2 in velja
|σ1| ≤ |σ2| =⇒ N(σ2) ⊆ N(σ1), |σ2| ≤ |σ1| =⇒ N(σ1) ⊆ N(σ2)
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Naj bo G unija poljubnih osnovnih mnozˇic G = ∪iN(σi), kjer mnozˇici N(σj)
in N(σk) nista disjunktni (∃w : w ∈ N(σj) ∧ w ∈ N(σk)). Eno izmed
mnozˇic odstranimo iz unije po sledecˇem pravilu
1. cˇe |σj| ≤ |σk|, lahko mnozˇico N(σk) odstranimo iz unije, ker je vsebo-
vana v mnozˇici N(σj),
2. cˇe |σk| ≤ |σj|, lahko mnozˇico N(σj) odstranimo iz unije, ker je vsebo-
vana v mnozˇici N(σk).
Postopek ponavljamo dokler unije ne sestavljajo samo disjunktne mnozˇice.

Cˇe odprto mnozˇico G zapiˇsemo kot unijo disjunktnih osnovnih mnozˇic G =





Sedaj lahko izrazimo, kdaj ima poljubna mnozˇica M ⊆ 2ω mero 0.
Izrek 3.4. Poljubna mnozˇica M ⊆ 2ω ima mero nicˇ, cˇe obstaja neskoncˇno
odprtih mnozˇic G1, G2, G3, . . ., za katere velja
1. M ⊆ ∩iGi,
2. µ(Gi) ≤ 2−i.
Izrek 3.4 si lahko intuitivno razlagamo kot dejstvo, da ima mnozˇica mero
nicˇ, cˇe jo lahko pokrijemo s poljubno majhno odprto mnozˇico Gi. Na pri-
mer, da imamo podano mnozˇico M = {0000 . . .}, ki vsebuje samo niz sa-
mih nicˇel. Mnozˇica M je tedaj vsebovana v vsaki izmed osnovnih mnozˇic
N(0), N(00), N(000), . . .. Ker je vsaka osnovna mnozˇica hkrati tudi odprta
mnozˇica, M ustreza obem pogojem Izreka 3.4, torej ima mero 0.
Sedaj se lahko vrnemo k merilom nakljucˇnosti. Martin-Lo¨f si je kot merila
izbral vse podmnozˇice 2ω, ki imajo mero 0. Opazil je namrecˇ, da so ne-
nakljucˇni nizi ravno tisti, pri katerih opazimo vzorec in jih izpostavimo kot
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nenakljucˇne. Vzemimo na primer niz samih nicˇel w = 000 . . .. Ta ocˇitno
ni nakljucˇen, torej ustvarimo merilo, s katerim ga izlocˇimo kot takega. To
merilo je ravno mnozˇica M = {0000 . . .}, za katero smo v zgornjem primeru
pokazali, da ima mero 0.
V tej tocˇki lahko opazimo pomanjkljivost taksˇne definicije, saj za vsak
niz v 2ω obstaja mnozˇica mere 0, ki ga vsebuje, torej po obstojecˇi definiciji
noben niz ni nakljucˇen. Za robustno definicijo je potrebna dodatna omejitev,
ki jo postavimo s pomocˇjo naslednje definicije.
Definicija 3.5. Poljubna mnozˇica M ⊆ 2ω ima efektivno mero nicˇ, cˇe
obstaja neskoncˇno odprtih mnozˇic G1, G2, G3, . . . in velja
1. M ⊆ ∩iGi,
2. µ(Gi) ≤ 2−i,
3. Gi vsebuje samo izracˇunljive nize.
Martin-Lo¨f je izbiro mnozˇic omejil na mnozˇice z efektivno mero 0. To po-
meni, da mora vsak niz v M biti izhod nekega Turingovega stroja, kar so
ravno izracˇunljivi nizi. Ker je vseh izracˇunljivih funkcij samo sˇtevno mnogo,
obstaja samo sˇtevno mnogo izracˇunljivih nizov. Posledicˇno obstaja samo
sˇtevno mnogo mnozˇic Mi z efektivno mero 0, ki izlocˇijo ravno enega izmed
izracˇunljivih nizov. Naj mnozˇica M ′ = ∪iMi predstavlja mnozˇico vseh ne-
nakljucˇnih nizov. Ker je M ′ unija sˇtevno neskoncˇno mnozˇic efektivne mere
0, bo tudi sama imela efektivno mero 0. Po definiciji se torej vsi nenakljucˇni
nizi res nahajajo v M ′. Sˇe vecˇ, ker ima M ′ efektivno mero 0, ima njen kom-
plement ¬M ′ efektivno mero 1, to pa je ravno mnozˇica vseh nakljucˇnih nizov.
Tako torej obstaja mnogo vecˇ nakljucˇnih, kot nenakljucˇnih nizov.
Definicija 3.3 (Martin-Lo¨f nakljucˇnost) Neskoncˇni binarni niz w je Mar-
tin-Lo¨f nakljucˇen, cˇe je vsebovan v mnozˇici M ⊆ 2ω, ki ima efektivno
mero 1. Na kratko bomo takim nizom rekli ML-nakljucˇni nizi.
POGLAVJE 3. GENERIRANJE NAKLJUCˇNIH SˇTEVIL 27
Definicija 3.3 nas torej pripelje do zanimive posledice. Ne samo, da obstajajo
ML-nakljucˇni nizi, ampak je vecˇina nizov v 2ω pravzaprav ML-nakljucˇnih.
ML-nakljucˇnost po definiciji uposˇteva vsa izracˇunljiva merila nenakljucˇnosti,
kar se dobro obnese za robustno definicijo, vendar to ni tako prirocˇno v
praksi. Nekega niza enostavno ne moremo preveriti z vsemi izracˇunljivimi
kriteriji. V praksi se zato zadovoljimo s koncˇnim sˇtevilom kriterijev. Te
imenujemo tudi statisticˇni testi, saj se zanasˇajo na pricˇakovane statisticˇne
lastnosti nakljucˇnih nizov. Cˇe si izberemo dobre teste in niz prestane vsakega
izmed njih, smo lahko precej prepricˇani, da je niz res ML-nakljucˇen. Tudi
mi se bomo za testiranje generatorja nakljucˇnih sˇtevil v poglavju 5 obrnili
na statisticˇne teste.
3.1.3 Kolmogorov nakljucˇnost
Cˇeprav smo videli, da je ML-nakljucˇnost dobra definicija, ima eno pomanj-
kljivost. Definirana je samo nad neskoncˇnimi nizi. Mnozˇica vseh koncˇnih bi-
narnih nizov ima namrecˇ mero 0, torej (vsaj teoreticˇno) ti niso nakljucˇni. V
pravem zˇivljenju (in tudi v tej nalogi) bomo pravzaprav pogosto imeli opravka
s koncˇnimi nizi, zato bi zˇeleli dobro definirati tudi njihovo nakljucˇnost.
Zopet lahko zacˇnemo z opazˇanjem, da nakljucˇni nizi ne vsebujejo nobenih
vzorcev. To pravzaprav pomeni, da ga noben izracˇunljiv algoritem ne more
ustvariti na boljˇsi nacˇin, kot da ga zˇe vsebuje v sebi in enostavno izpiˇse.
Najkrajˇsi mozˇni zapis nakljucˇnega niza, je pravzaprav niz sam.
Podobno so opazili tudi Solomonov, Kolmogorov in Chaitin, ki so na-
kljucˇnost niza povezali z njegovo zapletenostjo. Vecˇ o t.i. Kolmogorov za-
pletenosti si lahko preberemo v Li et al. [13]. Kolmogorov jo je formaliziral
z univerzalnim Turingovim strojem.
Definicija 3.6. Univerzalni turingov stroj U , je sedmerica
〈Q,Γ, b,Σ, δ, q0, F 〉,
kjer je
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• Q mnozˇica vseh mozˇnih stanj stroja U ,
• Γ tracˇna abeceda,
• b ∈ Γ prazni simbol,
• Σ vhodna abeceda,
• δ funkcija prehajanja med stanji,
• q0 zacˇetno stanje,
• f(x) mnozˇica koncˇnih stanj.
Vhod univerzalnega Turingovega stroja U je opis poljubnega Turingovega
stroja S in vhodna beseda v. U nato simulira izvajanje S nad vhodom v. Na
ta nacˇin lahko U izracˇuna vse, kar je mogocˇe izracˇunati s Turingovimi stroji.
Definicija 3.7. Izberimo si univerzalni turingov stroj U in koncˇni binarni
niz w. Zapletenost niza C(w) je dolˇzina najmanjˇsega izmed vhodov v stroj
yi, ki na traku proizvedejo w.
C(w) = min
i
|yi|, za U(yi) = w.
Vhod yi predstavlja par Turingovega stroja in vhodne besede, njegova dolˇzina
pa je vsota njunih dolˇzin.
Definicija 3.4 (Kolmogorov nakljucˇnost) Koncˇni binarni niz w je Kolmo-
gorov nakljucˇen, natanko tedaj ko velja |w| ≤ C(w). Tak niz bomo na
kratko imenovali K-nakljucˇen.
Velik problem Kolmogorov nakljucˇnosti je, da je C(w) pravzaprav neizracˇun-
ljiva funkcija. Ni namrecˇ tezˇko videti, da problem iskanja C(w) lahko pre-
vedemo na zaustavitveni problem. Kolmogorova nakljucˇnost je v tem smislu
bolj teoreticˇne narave.
Ker smo obe definiciji izpeljali na podlagi odsotnosti napovedljivih vzor-
cev v nizih, si lahko predstavljamo, da obstaja povezava med ML in Kolmogo-
rov nakljucˇnostjo. Cˇe se pri Kolmogorov nakljucˇnosti omejimo na kodiranja
brez predpon (da nobeno kodiranje niza ni predpona drugemu kodiranju), je
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Martin-Lo¨f pokazal, da sta definiciji ekvivalentni. Kolmogorov nakljucˇni nizi
so zacˇetni odseki ravno tistih nizov, ki prestanejo vse statisticˇne teste. Te
bomo torej res smartrali, kot dobro oceno nasˇega generatorja.
3.2 Prava nakljucˇnost in psevdo-nakljucˇnost
Videli smo, da sta ML-nakljucˇost in K-nakljucˇnost s teoreticˇnega vidika dobri
definiciji nakljucˇnosti, ki zajameta nasˇa intuitivna prepricˇanja o nakljucˇnih
nizih. Vendar, cˇe se sedaj lotimo implementacije generatorja na podlagi teh
definicij, bomo hitro opazili tezˇavo. Glede na K-nakljucˇnost, nakljucˇnega
niza ne moremo ustvariti s programom, ki bi bil krajˇsi od niza samega. Ge-
nerator K-nakljucˇnih nizov bi moral potemtakem zˇe vsebovati niz, ki bi ga
ustvarili z resnicˇno nakljucˇnim postopkom, vendar smo se ravno ravno temu
zˇeleli izogniti z uporabo nakljucˇnih generatorjev. Poleg tega bi tak postopek
lahko bil izjemno neucˇinkovit (predstavljajte si, da generiramo 1024-bitno
sˇtevilo z metom kovanca). Priˇsli smo do tocˇke, ko se lahko spomnimo slav-
nega citata Johna von Neumanna:
“Vsak, ki uporablja aritmeticˇne metode za generiranje nakljucˇnih
sˇtevil je vsekakor v gresˇnem stanju.”
Aritmeticˇne metode, o katerih govori Neumann, so generatorji psevdo-nakljucˇnih
nizov. Namrecˇ, cˇe so nakljucˇni nizi ideal, ki ga ne moremo dosecˇi, lahko nasˇo
zahtevo zmanjˇsamo na nize, za katere velja, da jih ne moremo ucˇinkovito
razlocˇiti od resnicˇno nakljucˇnih.
Definicija 3.8. Psevdo-nakljucˇni binarni niz je niz, ki smo ga proizvedli
z deterministicˇnim generatorjem, vendar prestane statisticˇne teste.
Psevdo-nakljucˇne nize lahko generiramo z mnogo razlicˇnimi metodami, ven-
dar bodo ti nizi zˇal vedno vsebovali vzorce. Nasˇa naloga tedaj postane im-
plementirati tak generator, da bodo ti vzorci cˇim daljˇsi, saj jih bo tako tezˇje
odkriti. Druga pomanjkljivost generatorjev psevdo-nakljucˇnih nizov je tudi
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dejstvo, da so popolnoma deterministicˇni in bi vsakokrat proizvedli isti bi-
narni niz. Da se temu izognemo generator inicializiramo s posebno vredno-
stjo, ki ji pravimo seme. Sedaj lahko definiramo psevdonakljucˇni generator
binarnih nizov.
Definicija 3.9. (k, `)-bitni generator psevdo-nakljucˇnih nizov (k+ 1 ≤ `) je
funkcija
f : (Z2)k → (Z2)`,
ki k-bitno seme s0 slika v `-bitni binarni niz.
Predstavljamo si lahko, da funkcija f(x) seme s0 razsˇiri iz k-bitnega v `-bitni
niz. Pri generatorjih, ki lahko proizvedejo neskoncˇen niz bitov, vrednost `
predstavlja periodo niza tako, da je ` najmanjˇse naravno sˇtevilo, za katerega
velja wi+` = wi.
Pozorni moramo biti, da smo s tem vso nakljucˇnost generatorja psevdo-
nakljucˇnih nizov prestavili na seme. Zaradi tega se pogosto poudarja, naj
ga pridobimo iz vira z visoko entropijo, kot so cˇas zagona programa, sˇum
signalov ali uporabniˇski vnosi. Razvile so se tudi razlicˇne strategije za po-
novno sejanje. Za potrebe diplomske naloge se bomo zadovoljili z enkratno
inicializacijo, za seme pa bomo uporabljali vnaprej pridobljene nakljucˇne bi-
narne nize z visoko entropijo [9]. Tako bomo lahko za namene testiranja imeli
ponovljivo obnasˇanje generatorjev psevdo-nakljucˇnih nizov.
3.3 Statisticˇni testi
Videli smo, da lahko nakljucˇnost nizov vrednotimo s statisticˇnimi testi. Te je
za testiranje generatorjev psevdo-nakljucˇnih sˇtevil predlagal zˇe Knuth [11],
ena izmed najnovejˇsih zbirk pa je TestU01 avtorjev L’Ecuyerja in Simarda
[12]. Knjizˇnica je napisana v jeziku C in vsebuje implementacije mnogih
generatorjev psevdo-nakljucˇnih sˇtevil in testov nakljucˇnosti. Postopek ime-
nujemo tudi preverjanje statisticˇnih domnev, kjer postavimo nicˇelno domnevo
H0, ki jo skusˇamo zavrecˇi v prid alternativni domnevi Ha:
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• H0 : izhod generatorja psevdo-nakljucˇnih sˇtevil je enakomerno poraz-
deljen,
• Ha : izhod generatorja psevdo-nakljucˇnih sˇtevil ni enakomerno poraz-
deljen.
Vsak statisticˇni test skusˇa ovrecˇi H0, da bi s tem implicitno dokazal Ha. Cˇe
tega ne moremo storiti z nobenim izmed testov, smo lahko bolj prepricˇani v
nakljucˇnost, nikoli pa ne moremo biti gotovi. To pomeni, da imamo lahko
predvidljive nize, ki bodo kljub temu prestali mnoge statisticˇne teste, vendar
so to ravno generatorji psevdo-nakljucˇnih sˇtevil, ki jih iˇscˇemo.
Pri testiranju se lahko vedno zmotimo, zato moramo biti pozorni na na-
pake. Recimo, da imamo resnicˇno nakljucˇen niz in domneva H0 velja. Verje-
tnost, da to domnevo vseeno zavrzˇemo oznacˇimo z α, in predstavlja stopnjo
tveganja. Pri veliki stopnji tveganja, ne moremo biti prepricˇani v zavrnitev
nicˇelne hipoteze, zato jo navzgor omejimo z najviˇsjo dopustno vrednostjo,
privzeta omejitev v knjizˇnici TestU01 pa je α = 0.001. Cˇe bo kateri iz-
med testov pokazal, da niz ni nakljucˇen, bomo v odlocˇitev lahko torej precej
prepricˇani.
Posamezne teste pri testiranju imenujemo tudi testne statistike (TS), ki
nakljucˇnemu vzorcu pripiˇsejo P -vrednost oz. stopnjo znacˇilnosti. Ta se nato
primerja z α, da ugotovimo ali test zavrzˇe nicˇelno hipotezo. Primer taksˇne
TS, je smarsa BirthdaySpacings, ki si jo lahko enostavneje predstavljamo na
sledecˇ nacˇin:
1. razvrsti n nakljucˇnih sˇtevil v k kosˇev po dolocˇenem pravilu,
2. sortiraj kosˇe nepadajocˇe po kolicˇini sˇtevil, ki jih vsebujejo,
3. izracˇunaj razlike med kolicˇinama zaporednih kosˇev in presˇtej ponovitve
razlik. To sˇtevilo predstavlja nasˇo testno statistiko TS.
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Cˇe test ponovimo N -krat, ima vsota vseh TS-jev Poissonovo porazdelitev
s pricˇakovano vrednostjo Nλ. Pri testu izracˇunamo to vsoto in nato P -
vrednost glede na dejansko Poissonovo porazdelitev. Opisi ostalih testov, ki
jih bomo uporabili, so na voljo v L’Ecuyer in Simard [12].
3.4 LFSR generator
V prejˇsnjem poglavju smo videli, da lahko generatorje psevdo-nakljucˇnih
sˇtevil vrednotimo glede na statisticˇne lastnosti zaporedij, ki jih proizvajajo.
Tako bi lahko za nasˇe namene enostavno izbrali generator psevdo-nakljucˇnih
sˇtevil z najboljˇsim rezultatom testov, vendar bomo izbrali drugacˇen pristop.
V podpoglavju se bomo raje posvetili bolj osnovnemu generatorju, pri kate-
rem si bomo lahko ogledali tudi njegovo matematicˇno ozadje.
Linearni povratno pomicˇni register (oziroma v anglesˇcˇini linear feeback
shift register, kratica LFSR), je ena izmed najbolj enostavnih in razsˇirjenih
struktur za generiranje psevdo-nakljucˇnih sˇtevil. Njihovo matematicˇno pod-
lago je prvicˇ zˇe leta 1965 opisal Tausworthe [28]. Vecˇ o njih si lahko prebe-
remo v Klein [10], primer uporabe v kriptografiji pa lahko najdemo v Stinson
et al. [26, razdelek 2.1.7] in Praprotnik [22].
LFSR so priljubljeni, ker so hitri, enostavni za implementacijo in imajo
dobre statisticˇne lastnosti. Kljub temu sami po sebi niso uporabni za kripto-
grafijo, saj bomo kasneje v poglavju videli, da so dovzetni za napade. Raje jih
bomo smartrali kot gradnike bolj zapletenih generatorjev psevdo-nakljucˇnih
sˇtevil. Taksˇen je na primer implementiran v tokovni sˇifri A5/1 [27], ki se
uporablja pri GMS standardu za mobilno telefonijo.
LFSR je pomicˇni register z m pomnilnimi celicami, kjer se vrednosti celic
spremenijo ob vsaki urini periodi. V zadnjo celico se tako zapiˇse naslednji
izhodni bit, nov vhod registra pa se izracˇuna kot vsota vsebin dolocˇenih celic
po modulu 2. Shemo taksˇnega elementa lahko vidimo na sliki 3.1.
Preden zacˇnemo z generiranjem bitov, moramo LFSR inicializirati z nekimi















Slika 3.1: Shema LFSR
zacˇetnimi vrednostmi celic. Prvotne vrednosti, t.j. sm−1, sm−2, . . . , s1, s0 so
ravno seme nasˇega generatorja. Vsak naslednji bit se izracˇuna po rekurzivni
formuli
sj+m = c1sj+m−1 + c2sj+m−2 + . . .+ cm−1sj+1 + cmsj, za j ≥ 0, (3.1)
kjer so c1, c2, . . . , cm ∈ {0, 1} parametri, s katerimi izbiramo, katere vredno-
sti se bodo uporabile v izracˇunu. Pozorni moramo biti, da vse operacije
izvajamo po modulu 2 in sta operaciji sesˇtevanja in mnozˇenja ekvivalentni.
Vrednost j si lahko predstavljamo tudi kot cˇas, stanje LFSR ob cˇasu j pa
tedaj predstavimo z vektorjem
s(j) =
[
sj+m−1 . . . sj+1 sj
]>
.
Taksˇen zapis nam bo koristil, ker lahko sedaj delovanje LFSR opiˇsemo z
operacijo matricˇnega mnozˇenja. Naj bo matrika A enaka
A =

c1 c2 c3 . . . cm−1 cm
1 0 0 . . . 0 0
0 1 0 . . . 0 0







0 0 0 . . . 1 0

,
kjer se v prvi vrstici nahajajo koeficienti povezav LFSR. Potem nam pre-
hode med stanji dolocˇa enacˇba s(j+ 1) = As(j). Matrika bo za nas koristna
34 3.4. LFSR GENERATOR
tudi iz vidika analize LFSR, saj bomo z njo lahko pokazali odvisnost periode
LFSR od izbire koeficientov ci.
LFSR se bo zaciklal natanko tedaj, ko se bo vrnil v neko zˇe obiskano stanje
Ai s(k) = Aj s(k), i > j,
torej v zaporedju matrik A0, A1, A2, . . . naletimo na ponovitev.
Trditev 3.10. Cˇe cm 6= 0, obstaja taksˇno najmanjˇse sˇtevilo `, da velja A` =
A0 = I.
Dokaz. Najprej prestavimo prvo vrstico matrike A na zadnje mesto in tako
dobimo spodnjo trikotno matriko. Determinanta je tedaj enaka zmnozˇku
diagonalnih elementov
det(A) = ± cm.
Cˇe cm 6= 0, bo determinanta nenicˇelna in je matrika A obrnljiva. Naj bosta
i, j (i > j) najmanjˇsi naravni sˇtevili, tako da velja
Ai = Aj.
Ker je matrika A obrnljiva, lahko enacˇbo pomnozˇimo z inverzom A−j in
dobimo
Ai−j = I, Ai−j = A0.
Po predpostavki sta sˇtevili i in j najmanjˇsi, to pa bo veljalo natanko tedaj,
ko je j = 0 in Ai = I. 
Cˇe cm 6= 0, se bo LFSR torej vedno zaciklal. Taksˇnemu LFSR pravimo
tudi nesingularen. Za cm = 0 obstaja enostaven protiprimer, ko za seme
uporabimo niz s(0) = 000 . . . 01. V tem primeru bo LFSR na zacˇetku vrnil
enico, nato pa obticˇal v neskoncˇnem nizu nicˇel. Protiprimer nas pripelje tudi
do drugega opazˇanja o periodi registra.
Trditev 3.11. Perioda LFSR z m celicami, je lahko najvecˇ 2m − 1.
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Dokaz. LFSR z m celicami je vedno v enem izmed 2m mozˇnih stanj. Stanje
samih nicˇel je posebno, ker LFSR v njem obticˇi. Cˇe zacˇnemo z nenicˇelnim
semenom, nesingularen LFSR glede na Trditev 3.10 ne more preiti v nicˇelno
stanje, ker se potem ne bi zaciklal. Ker nam ostane 2m−1 mozˇnih nenicˇelnih
stanj, bo LFSR po 2m premikih gotovo priˇsel v zˇe obiskano stanje. Velja
torej
` ≤ 2m − 1.

Pokazali smo, da za nesingularne LFSR vedno obstaja perioda ` in da je
navzgor omejena z 2m − 1. Ker si za potrebe kriptografije zˇelimo cˇim daljˇse
cikle psevdo-nakljucˇnih sˇtevil, se bomo tej meji skusˇali cˇim bolj priblizˇati.
Pri tem bomo pozornost preusmerili na koeficiente ci, od katerih je odvisna
matrika A. Njihove vrednosti lahko podamo tudi s polinomom povezav
C(x) = 1 + c1x+ c2x
2 + . . .+ cmx
m.
Nasˇ cilj bo povezati izbiro polinoma C(x) z redom matrike A.
Definicija 3.12. Karakteristicˇni polinom matrike A, je polinom
pA(x) = det(A− xI),
katerega nicˇle so lastne vrednosti matrike A.
Polinom pA(x) lahko izrazimo z razvojem determinante po prvem stolpcu
matrike A − xI. Ker racˇunamo po modulu 2, sta sesˇtevanje in odsˇtevanje
enakovredni operaciji in dobimo
pA(x) = x
m + c1x
m−1 + c2xm−2 + . . .+ cm−1x+ cm.
Red matrike A lahko sedaj povezˇemo z redom njenega karakteristicˇnega po-
linoma.
Definicija 3.13. Polinom f(x) je nerazcepen, cˇe ga ni mogocˇe zapisati kot
produkt dveh nekonstantnih polinomov.
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Definicija 3.14. Red polinoma f(x) ∈ F2[x], f(0) 6= 0, je najmanjˇse
sˇtevilo n, za katerega f(x) deli xn − 1. Tedaj zapiˇsemo ord(f) = n.
Definicija 3.15. Minimalni polinom matrike A, je polinom f(x) naj-
manjˇse stopnje, za katerega velja f(A) = 0.
Trditev 3.16. Cˇe je karakteristicˇni polinom pA(x) nerazcepen, je njegov red
enak redu matrike A.
Dokaz. Ker je pA(x) karakteristicˇni polinom matrike A in nerazcepen, je tudi
minimalen polinom matrike A, torej deli vsak tak polinom q, za kategega velja
q(A) = 0
Naj bo q(x) = x`−1, kjer je ` red matrike A. V tem primeru velja q(A) = 0,
torej pA deli q. Ker je ` najmanjˇse sˇtevilo, za katerega velja
A` = I,
je po definiciji (3.14) red polinoma pA enak `. 
Karakteristicˇni polinom pA(x) je pravzaprav reciprocˇni polinom povezavnega
polinoma C(x). Reciprocˇna si polinoma imata iste koeficiente, le da ti pri
enemu nastopajo v obratnem vrstnem redu. Med njima velja enakost
pA(x) = x
mC(x−1).
Trditev 3.17. Red polinoma f(x) je enak redu njegovega reciprocˇnega poli-
noma f ∗.
Dokaz. Naj polinom f(x) stopnje m deli xn−1. Potem lahko xn−1 izrazimo
kot
xn − 1 = q(x) · f(x).
Ker velja enakost f(x) = xmf ∗(x−1), lahko enacˇbo preoblikujemo v
xn − 1 = q(x) · xmf ∗(x−1).
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Torej f ∗(x) deli xn − 1, cˇe ga deli njegov reciprocˇni polinom f(x). Po istem
postopku lahko pokazˇemo razmerje tudi v drugi smeri, torej polinom f(x)
deli nek polinom natanko tedaj, ko ga deli njegov reciprocˇni polinom f ∗(x).
Po definiciji (3.14) torej velja ord(f) = ord(f ∗) 
Red matrike A je enak redu povezavnega polinoma C(x). Zato iˇscˇemo po-
linome C(x) ∈ Fq stopnje m, katerih red je qm − 1, to pa so primitivni
polinomi.
Definicija 3.18. Polinom f(x) ∈ Fq, stopnje m je primitiven, cˇe je ne-
razcepen in je x generator grupe F∗qm.
F∗qm je multiplikativna grupa nenicˇelnih elementov kolobarja Fq[x]/(f(x)),
tj. kolobarja ekvivalencˇnih razredov polinomov po modulu f(x). Cˇe je f(x)
stopnje m, je mocˇ F∗qm ravno qm − 1. O tem se lahko hitro prepricˇamo, cˇe
polinome v Fq[x]/(f(x)) predstavimo z vektorji. Na primer
am−1xm−1 + . . .+ a1x+ a0 oziroma (am−1, am−2 . . . , a1, a0),
kjer velja ai ∈ Fq (0 ≤ i < m). Vseh mozˇnih vektorjev, z izjemo nicˇelnega,
je torej res qm − 1. Za nas bo pomembnejˇsi od definicije naslednji izrek, ki
opisuje red primitivnih polinomov.
Izrek 3.19. Nerazcepen polinom f(x) ∈ Fq[x], stopnje m je primitiven na-
tanko tedaj, ko je ord(f) = qm − 1.
Dokaz. Recimo, da je f(x) primitiven polinom. Potem je po definiciji 3.18
x generator grupe F∗qm in je njegov red enak qm − 1, torej velja
xq
m−1 − 1 = 0.
Ker je qm− 1 najmanjˇse taksˇno sˇtevilo in f(x) deli xqm−1− 1, je po definiciji
3.14
ord(f) = qm − 1.
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Dokaz v drugi smeri poteka po podobnem postopku. Recimo, da je ord(f) =
qm − 1. Torej f(x) deli xqm−1 − 1 (oz. xqm−1 ≡ 1 (mod f)). Sˇtevilo qm − 1
je torej red elementa x v grupi F∗qm in ker je red te grupe qm − 1, je x njen
generator. 
LFSR z m celicami in primitivnim povezavnim polinomom stopnje m torej
proizvaja zaporedje bitov s periodo qm − 1.
Definicija 3.20. LFSR z m celicami, ki proizvaja niz s periodo dolˇzine qm−1,
imenujemo LFSR z maksimalno dolˇzino, niz pa m-zaporedje.
Cˇe zˇelimo implementirati taksˇen LFSR, lahko poiˇscˇemo tabele, ki vsebujejo
zˇe izracˇunane primitivne polinome razlicˇnih stopenj. Mi si moramo samo
izbrati tak polinom, ki bo ustrezal nasˇim zahtevam po varnosti.
Cˇeprav lahko z LFSR proizvajamo nize z dolgimi periodami, to sˇe ne
pomeni, da so varni. Napadalec lahko namrecˇ iz pridobljenega niza enostavno
izracˇuna koeficiente in stanje celic. Predpostavimo, da ve, da uporabljamo
LFSR z m celicami. Spomnimo se, da se v LFSR vrednost naslednjega bita
izracˇuna po formuli (3.1). Neznanke, do katerih se skusˇa dokopati, so torej
koeficienti ci in vrednosti celic sj+m−1, sj+m−2, . . . , sj0 . Cˇe napadalec na nek
nacˇin dobi 2m bitov zaporedja, lahko sestavi naslednji sistem enacˇb:
sj+m = c1sj+m−1 + c2sj+m−2 + . . .+ cm−1sj+1 + cmsj
sj+m+1 = c1sj+m + c2sj+m−1 + . . .+ cm−1sj+2 + cmsj+1
...
sj+2m−1 = c1sj+2m−2 + c2sj+2m−3 + . . .+ cm−1sj+m+1 + cmsj+m.
Ta vsebuje ravno 2m neznank, torej ga je mozˇno enostavno resˇiti. Ko po-
znamo koeficiente in vsebino celic, lahko napovemo prihodnje izhode LFSR.
Taksˇen postopek lahko uporabimo, ko poznamo vsaj 2m izhodnih bitov, ven-
dar nam kot napadalcem koristijo tudi krajˇsi izhodi. Z Berlekamp-Masseyevim
algoritmom [14] lahko namrecˇ izracˇunamo najkrajˇsi LFSR, ki generira po-
dano zaporedje poljubne dolzˇine.
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3.5 CCSR generator
Na koncu prejˇsnjega podpoglavja smo videli, da LFSR sami po sebi niso do-
bri generatorji psevdo-nakljucˇnih sˇtevil za kriptografske namene, saj lahko iz
njihovih izhodov enostavno izracˇunamo njihova stanja. LFSR zato ne upora-
bljamo neposredno, temvecˇ so koristni kot gradnik bolj zapletenih sistemov.
Razlicˇni primeri taksˇnih bolj dovrsˇenih generatorjev so predstavljeni v Me-
nezes et al. [17, razdelek 6.3]. Poznavanje teorije LFSR bo koristno tudi pri
teh sestavljenih generatorjih, saj se zanasˇajo na uporabo LFSR z maksimalno
dolzˇino.
Izpostavili bomo urno krmiljen pomicˇni register (anglesˇko clock controled
shift register, kratica CCSR). Pri njem se sˇibkosti LFSR izognemo z uporabo
dveh registrov, kjer eden nadzoruje izhod drugega. Shemo CCSR je mogocˇe






Slika 3.2: Shema CCSR
zvajalni register P -LFSR pa zaporedje b. Cˇe z a(i) in b(i) oznacˇimo i-ta







Lahko si predstavljamo, da je izhod CCSR registra zaporedje b, kjer lahko
preskocˇimo nekaj elementov, preden CCSR vrne novo vrednost. Na primer
da imamo niza
a = 120263571959971660 . . . ,
b = 515764234948344143 . . . .
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Izhod CCSR je tedaj
c = 555644 . . . .
Glede na zalogo vrednosti elementov niza a lahko postavimo naslednjo defi-
nicijo:
Definicija 3.21. Naj bo mnozˇica D zaloga vrednosti simbolov niza a. Cˇe je
D = {n,m}, imamo {n,m}-kontroliran CCSR. Cˇe je D = [1, d], je CCSR
[1,d]-kontroliran
Pri obravnavi LFSR smo videli, da lahko s pravilno izbiro povezav v registru
dosezˇemo nize z maksimalno dolgimi periodami. Za CCSR velja podobno, le
da je njegova perioda odvisna od period K-LFSR in P -LFSR.
Trditev 3.22. Naj bo K-LFSR periodicˇen s periodo M , P -LFSR periodicˇen





Cˇe sta si S in N tuji sˇtevili, je najmanjˇsa perioda zaporedja, ki ga proizvaja
CCSR, enaka MN .
Dokaz trditve lahko vidimo v diplomski nalogi Matjazˇa Praprotnika [22], ki se
je podrobno posvetil CCSR. Razvidno je, da z uporabo LFSR z maksimalno
dolzˇino dosesˇemo tudi dajdaljˇse periode CCSR. Za nas bo pomembnejˇsa pri-
merjava med CCSR in LFSR na podlagi statisticˇnih testov. Glede na to,
da imajo lahko mnogo daljˇse periode, namrecˇ pricˇakujemo, da bodo CCSR
proizvajali nize z boljˇsimi statisticˇnimi lastnostmi.
Cˇeprav niso dovzetini za tako preproste napade kot LFSR, je pri CCSR
sˇe vedno mozˇno izracˇunati stanje registra na podlagi njegovega izhoda, ne
da bi poznali izhode K-LFSR. Enega izmed taksˇnih algoritmov je predlagal
Zˇivkovic´ in je prav tako opisan v diplomski nalogi Praprotnika, kjer je tudi
ocenjena verjetnost za njegov uspeh.
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3.6 Mersenne Twister
Zadnji generator, ki ga bomo omenili, je Matsumotov Mersenne Twister [15].
Tako ga imenujemo, ker je njegova perioda Mersennovo prasˇtevilo (MT19937,
ki ga uporabljamo, ima na primer periodo 219937−1). Njegovo delovanje je po-
dobno LFSR, vendar s pomembnimi razlikami, zaradi katerih lahko dosezˇemo
taksˇne daljˇse periode. Pri LFSR je stanje predstavljal vektor bitov, pri Mer-
senne Twister pa je to vektor n w-bitnih besed. S simbolom | oznacˇimo
stik binarnih vektorjev, simbol ⊕ pa predstavlja operacijo ekskluzivni ali
(sesˇtevanje po modulu 2), ki se izvede nad posameznimi biti. Zacˇetno vre-
dnost predstavljajo nenicˇelne besede x0,x1, . . . ,xn−1, naslednje besede pa se
izracˇunajo po rekurzivni formuli:
xn+i = xm+i ⊕ (xui |x`i+1)A, (i = 0, 1, 2, . . .).
Pri tem velja omejitev 1 ≤ m < n, A pa je (w×w)-razsezˇna binarna matrika.
Mnozˇenje z njo naj bi bilo hitro izvedljivo, zato avtorja predlagata redko
(sparse) matriko, podobno kot v primeru LFSR:
A =

0 1 0 . . . 0 0
0 0 1 . . . 0 0
0 0 0 . . . 1 0







aw−1 aw−2 aw−3 . . . a1 a0

.
Naj bo r poljubno naravno sˇtevilo, za katerega velja 0 ≤ r ≤ w − 1. Vektor
xuk predstavlja zgornjih w − r bitov vektorja xk, vektor x`k+1 pa spodnjih r
bitov vektorja x`k+1.
Izmed vseh mozˇnih testov nakljucˇnosti, sta se avtorja pri razvoju Mer-
senne Twister osredotocˇila na k-porazdelitev.
Definicija 3.23. Naj bo xi (i = 1, 2, . . .) psevdo-nakljucˇen niz w-bitnih na-
ravnih sˇtevil s periodo P . Z odrv(x) oznacˇimo binarno sˇtevilo, ki ga tvori
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prvih v bitov sˇtevila x. Sedaj si zamislimo nabor P kv-bitnih vektorjev
(odrv(xi), odrv(xi+1), . . . , odrv(xi+k−1)), (0 ≤ i < P ).
Cˇe se vsak izmed 2kv mozˇnih vektorjev v naboru pojavi z enako frekvenco
(razen nicˇeln niz, ki se pojavi enkrat manj), je niz xi k-porazdeljen do
natancˇnosti v.
Da bi izboljˇsali k-porazdelitev izhodov xn+i, jih pomnozˇimo z ojacˇitveno
matriko T . Izhodne vrednosti generatorja so torej taksˇne besede zn+i, da
velja zn+i = xn+iT . V algoritmu to dosezˇemo s sledecˇimi operacijami:
1. yn+i ← xn+i ⊕ (zn+i  u),
2. yn+i ← yn+i ⊕ ((yn+i  s) ∧ b),
3. yn+i ← yn+i ⊕ ((yn+i  t) ∧ c),
4. yn+i ← yn+i ⊕ (yn+i  `).
Z ∧ oznacˇimo operacijo bitni IN, z (x  u) pomik bitov x za u v desno in
z (x  u) pomik bitov v levo. Kolicˇine u, s, t in ` so naravna sˇtevila, b in
c pa binarna vektorja dolzˇine w. Dobre izbire teh parametrov, ki izboljˇsajo
k-porazdelitev, so opisane v [15].
Poglavje 4
Testiranje prasˇtevilskosti
V Gordonovem in Silvermanovem algoritmu moramo pogosto dolocˇiti ali je
neko sˇtevilo prasˇtevilo. Za razliko od generatorjev nakljucˇnih sˇtevil sta oba
avtorja predstavila metode za testiranje prasˇtevilskosti. Predvsem Silverman
je podal mnogo razlicˇnih kombinacij algoritmov, s katerimi lahko dosezˇemo
razlicˇno gotovost v rezultat.
Preverjanje prasˇtevilskosti je pravzaprav izjemno dobro raziskana tema,
saj se znanstveniki za prasˇtevila zanimajo sˇe od anticˇnih Grkov. Vsi na
primer poznamo Evklidov eleganten dokaz, da je prasˇtevil neskoncˇno. Po-
membno vprasˇanje iz tega podrocˇja je tudi ali je neko sˇtevilo sestavljeno ali
prasˇtevilo?
Algoritmov, s katerimi lahko odgovorimo na problem, je mnogo in ne
bomo utegnili podrobno obravnavati vsakega izmed njih. V tem poglavju
bomo nekatere omenili samo na kratko, nato pa nadaljevali z Miller-Rabin
algoritmom, ki ga predlaga Silverman. Vecˇ o testih prasˇtevilskosti v kripto-
grafiji si lahko preberemo v Stinson et al. [26, podpoglavje 6.4], ali Menezes
et al. [17, poglavje 4]. Prav tako se bomo zanasˇali na magistrsko nalogo
Alenke Versˇa [30].
Teste prasˇtevilskosti lahko delimo v razlicˇne skupine. Obstajajo na primer
taksˇni, ki nam s popolno gotovostjo povedo ali je n prasˇtevilo ali sestavljeno
sˇtevilo. Takim testom pravimo deterministicˇni. Poznamo tudi teste, ki n
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dolocˇijo kot prasˇtevilo z neko stopnjo gotovosti. Tak probabilisticˇni algoritem
se na primer lahko moti v 25% primerov, ko sˇtevilo n razglasi za prasˇtevilo.
Po drugi strani ti algoritmi pogosto zanesljivo odkrijejo sestavljena sˇtevila,
zato jih Menezes raje imenuje testi sestavljenosti.
4.1 Deterministicˇni testi
Cˇe deterministicˇni test sˇtevilo n oznacˇi kot prasˇtevilo, smo lahko prepricˇani,
da je odgovor pravilen. Primer taksˇnega testa je Eratostenovo resˇeto, ki pa
ima eksponentno cˇasovno zahtevnost [30], zato za nasˇe potrebe ni primeren.
Prvi deterministicˇni test polinomske cˇasovne zahtevnosti je objavil Miller
leta 1976, vendar se ta zanasˇa na veljavnost Riemannove hipoteze, ki sˇe ni
dokazana. Prvi dokazano pravilen test so sˇele leta 2004 objavili Agrawal,
Kayal in Saxena [1], ki so s tem uspeli pokazati, da je odlocˇitveni problem o
prasˇtevilskosti v P .
Kljub temu, da je zahtevnost algoritma polinomska, sˇe ne pomeni, da
je algoritem uporaben v praksi. T.i. AKS algoritem ima namrecˇ cˇasovno
zahtevnost Θ(log21/2 n), torej bi za preverjanje 1024-bitnega sˇtevila potrebo-
vali okoli 1010 operacij, danes pa se uporabljajo tudi mnogo vecˇja prasˇtevila.
Test je vsekakor izvedljiv, vendar imamo v kriptografiji izredno potrebo po
ucˇinkovitosti. Prasˇtevila se morajo na primer generirati tudi na najˇsibkejˇsih
napravah, kot so na primer pametne kartice. Zaradi tega razloga se v praksi
pogosteje uporabljajo probabilisticˇni testi.
4.2 Probabilisticˇni testi
Odgovor deterministicˇnega testa prasˇtevilskosti je vedno pravilen, poznamo
pa tudi t.i. probabilisticˇne teste. Njihovi posamezni odgovori so lahko napacˇni,
vecˇjo gotovost v rezultat pa dosezˇemo s ponavljanjem testa. Ena izmed vrst
taksˇnih algoritmov so Monte Carlo algoritmi.
Definicija 4.1. NE-naklonjen Monte Carlo algoritem je probabilisticˇni
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algoritem, kjer je odgovor NE na odlocˇitveni problem vedno pravilen, odgovor
DA pa le z dolocˇeno verjetnostjo.
Definicija 4.2. Naj bo n naravno sˇtevilo. Cˇe NE-naklonjen Monte Carlo
algoritem na odlocˇitveni problem “Ali je n prasˇtevilo?” odgovori z DA, ime-
nujemo n verjento prasˇtevilo.
Glede na Menezes et al. [17, podpoglavje 4.2] lahko NE-naklonjene proba-
bilisticˇne teste prasˇtevilskosti zgradimo na principu pricˇ in lazˇnivcev. Idejo
predstavimo z naslednjim enostavnim algoritmom. Na primer, da zˇelimo
dolocˇiti, ali je 12 prasˇtevilo. Najprej si izberemo nakljucˇno celo sˇtevilo iz in-
tervala [0, 11] in dobimo vrednost 5. Ker sta si sˇtevili 12 in 5 tuji, zakljucˇimo,
da je 12 verjetno prasˇtevilo. Odgovor je ocˇitno napacˇen, vendar je to ravno
ena izmed pomanjkljivosti probabilisticˇnih metod. Sˇtevilo 5 v tem primeru
imenujemo lazˇnivec prasˇtevilskosti sˇtevila 12.
V prvi rezultat nismo prepricˇani, zato postopek ponovimo in tokrat do-
bimo nakljucˇno vrednost 3. Ker je gcd(3, 12) > 1, je 12 zagotovo sestavljeno
sˇtevilo. Sˇtevilu 3 pravimo pricˇa sestavljenosti sˇtevila 12, v odgovor algoritma
pa smo lahko popolnoma prepricˇani. Taksˇen test je torej res NE-naklonjen
Monte Carlo algoritem.
Pricˇe sestavljenosti sˇtevila n tvorijo mnozˇico W (n) ⊆ Zn, tako da veljajo
naslednje lastnosti:
1. obstaja deterministicˇni algoritem polinomske cˇasovne zahtevnosti, ki
preveri pripadnost, tj. a ∈ W (n), za poljubno sˇtevilo a ∈ N,
2. cˇe je n prasˇtevilo, je W (n) prazna mnozˇica,
3. cˇe je n sestavljeno sˇtevilo, je mocˇ mnozˇice W (n) vsaj n/2.
Definicija 4.3. Cˇe je sˇtevilo n sestavljeno, imenujemo elemente W (n) pricˇe
sestavljenosti n, elemente L(n) = Zn−W (n) pa lazˇnivce prasˇtevilskosti.
Kljub negotovosti so NE-naklonjeni Monte Carlo algoritmi lahko precej na-
tancˇni. Opazimo namrecˇ, da se lahko vedno zanesemo na negativen odgovor,
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negotovost v pozitivnega pa zmanjˇsamo do poljubno majhne vrednosti s po-
navljanjem testa. Za dokaz se lahko obrnemo na Stinsona [26, razdelek 6.4.2].
Fermatov test
Prvi probabilisticˇni test, ki si ga bomo ogledali, je Fermatov test. Temelji
na malem Fermatovem izreku (2.5), ki smo ga omenili zˇe pri Gordonovem
algoritmu za iskanje mocˇnih prasˇtevil. Glede na izrek za vsako prasˇtevilo p
velja ap−1 ≡ 1 (mod p), kjer a ni vecˇkratnik sˇtevila p. Z njim lahko definiramo
mnozˇici W (n) in L(n).
Definicija 4.4. Za sestavljeno sˇtevilo n, je nakljucˇno sˇtevilo a ∈ Zn Fer-
matova pricˇa, tj. a ∈ W (n), cˇe an−1 6≡ 1 (mod n).
Definicija 4.5. Za sestavljeno sˇtevilo n, je nakljucˇno sˇtevilo a ∈ Zn Fer-
matov lazˇnivec, tj. a ∈ L(n), cˇe an−1 ≡ 1 (mod n). Tedaj pravimo, da je
n psevdoprasˇtevilo na osnovi a.
Fermatov test prasˇtevilskosti sprejme sˇtevilo n, ki ga testiramo in parameter
t, ki predstavlja zˇeleno stopnjo varnosti. Izracˇun testa je hiter, cˇe za po-
tenciranje po modulu uporabimo algoritem kvadriraj in mnozˇi [17, razdelek
14.6.1].
Algoritem 1 FERMAT(n, t)
1: for i = 1 to t do
2: izberi nakljucˇen a, 1 < a < n− 1
3: r ← ap−1 mod n
4: if r 6≡ 1 then
5: return “n je sestavljeno”
6: return “n je verjetno prasˇtevilo”
“n je sestavljeno” predstavlja negativni odgovor, v katerega smo vedno
prepricˇani. Po drugi strani, nam odgovor “n je verjetno prasˇtevilo”
pravzaprav ne pove veliko. Ena izmed pomanjkljivosti Fermatovega testa je
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namrecˇ obstoj sˇtevil, pri katerih bo taksˇen odgovor napacˇen z visoko verje-
tnostjo.
Definicija 4.6. Carmichaelovo sˇtevilo je tako sestavljeno sˇtevilo n, da velja
an−1 ≡ 1 (mod n) za vsa sˇtevila a, za katera je gcd(a, n) = 1.
Edine pricˇe sestavljenosti Carmichaelovega sˇtevila n so taka sˇtevila a, kjer
velja gcd(a, n) > 1. Cˇe ima n same velike faktorje, bo torej precej verjetno, da
jih bomo s Fermatovim testom razglasili za prasˇtevila. Naslednji test, ki si ga
bomo pogledali, je Miller-Rabinov test in nima problema s Carmichaelovimi
sˇtevili.
Miller-Rabin test
Eden izmed najpogosteje uporabljenih testov prasˇtevilskosti je Miller-Rabin
test. Temelji na Millerjevem deterministicˇnem testu, ki ga je Rabin predelal
v dokazano pravilen probabilisticˇni test. Osnova testa je naslednji izrek.
Izrek 4.7. Naj bo n liho prasˇtevilo in n− 1 = 2sr, kjer je r liho sˇtevilo. Za
vsako sˇtevilo a, gcd(a, n) = 1 velja ena izmed kongruenc
ar ≡ 1 (mod n) in a2jr ≡ −1 (mod n), (0 ≤ j ≤ s− 1).
Dokaz. Naj bo n prasˇtevilo in a poljubno liho naravno sˇtevilo, tako da velja
gcd(a, n) = 1. Cˇe zapiˇsemo n − 1 = 2sr glede na mali Fermatov izrek 2.5
velja
a2
sr ≡ 1 (mod n) oziroma a2sr − 1 ≡ 0 (mod n).
Levo stran kongruence lahko preoblikujemo po pravilu x2−1 = (x−1)(x+1)
in dobimo
(a2
s−1r − 1)(a2s−1r + 1) ≡ 0 (mod n).
Kongruenca velja, natanko tedaj, ko je eden izmed cˇlenov nicˇeln. Cˇe je to
drugi cˇlen, velja pogoj
a2
jr ≡ −1 (mod n), (0 ≤ j ≤ s− 1)
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in izrek velja. Cˇe je to prvi cˇlen, ga lahko po pravilu zopet razcepimo na dva
cˇlena in dobimo
(a2
s−2r − 1)(a2s−2r + 1) ≡ 0 (mod n).
Postopek ponavljamo, dokler ni drugi cˇlen kongruenten nicˇ ali dokler ne
dosezˇemo
(ar − 1)(ar + 1) ≡ 0 (mod n),
ko je vedno zadosˇcˇeno prvemu ali drugemu pogoju. 
Pri Miller-Rabin algoritmu sicer gremo v obratni smeri, saj zaporedoma pre-
verjamo kongruence sˇtevil ar, a2r, a4r, . . . a2
s−1r. Algoritem je DA-naklonjen
Algoritem 2 MILLER-RABIN(n)
1: zapiˇsi n− 1 = 2sr, kjer je r liho sˇtevilo
2: izberi nakljucˇni a (2 ≤ a ≤ n− 1)
3: b← ar mod n
4: if b = 1 then
5: return “n je verjetno prasˇtevilo”
6: for i = 0 to s− 1 do
7: if b = −1 then
8: return return “n je verjetno prasˇtevilo”
9: b← b2 mod n
10: return return “n je sestavljeno”
test sestavljenosti sˇtevila, kar lahko dokazˇemo s protislovjem. Recimo da
imamo prasˇtevilo n, za katerega algoritem dolocˇi, da je sestavljeno. V tem
primeru je moralo veljati ar 6≡ 1 (mod n) in a2jr 6≡ −1 (mod n) za vsak
0 ≤ j ≤ s − 1. Vendar Izrek 4.7 trdi, da bo eni izmed teh kongruenc vedno
zadosˇcˇeno, cˇe je n prasˇtevilo. Algoritem prasˇtevila torej ne more napacˇno
dolocˇiti za sestavljenega. Cˇe Miller-Rabin dolocˇi, da je sˇtevilo sestavljeno, je
res sestavljeno.
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Algoritem se pogosto uporablja tudi zato, ker je zelo ucˇinkovit. Prvotno
iskanje sˇtevila s, da velja n − 1 = 2sr, je trivialno, cˇe je sˇtevilo n − 1 v
binarnem zapisu. Prav tako lahko prvotno potenco ar mod n izracˇunamo v
cˇasu O(log3 n) z uporabo algoritma kvadriraj in mnozˇi. V zanki preverjamo
ekvivalence in kvadriramo, obe operaciji pa sta cˇasovne zahtevnosti O(log n).
Ker se bo zanka izvedla s-krat (s < log n), je zahtevnost celotnega algoritma
ravno O(log3 n), torej polinomska glede na dolzˇino zapisa sˇtevila n.
Zadnja pomembna lastnost Miller-Rabin testa prasˇtevilskosti je pricˇako-
vana napaka pri klasifikaciji.
Trditev 4.8. Cˇe Miller-Rabin test sˇtevilo n oznacˇi za prasˇtevilo, se moti z
verjetnostjo kvecˇjemu 0.25.
Za dokaz trditve se lahko obrnemo na Versˇa [30]. Nas bo pravzaprav zani-
mala verjetnost, da je sˇtevilo, ki ga je Miller-Rabin test t-krat oznacˇil kot
prasˇtevilo, pravzaprav sestavljeno. Glede na Stinson et al. [26, podpoglavje
6.4] definirajmo sledecˇa dogodka:
• dogodek A : nakljucˇno liho sˇtevilo n je sestavljeno sˇtevilo,
• dogodek B : Miller-Rabin algoritem t-krat zaporedoma oznacˇi n kot
prasˇtevilo.
Zanima nas verjetnost P (A|B), ki jo lahko izracˇunamo z uporabo Bayesove
formule
P (A|B) = P (B|A) · P (A)
P (B|A) · P (A) + P (B|A) · P (A) .
Glede na Trditev 4.8 velja P (B|A) ≤ 2−2t. Verjetnost P (A) je odvisna od
porazdelitve prasˇtevil in jo lahko izrazimo s pomocˇjo prasˇtevilskega izreka.
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Med N in 2N je N/2 ≈ n/2 lihih sˇtevil, torej lahko verjetnosti P (A) in P (A)
ocenimo z





, P (A) ≈ 1− 2
lnn
Sedaj imamo vse potrebne verjetnosti, da izpeljemo P (A|B)
P (A|B) = P (B|A) · P (A)
P (B|A) · P (A) + P (B|A) · P (A)











P (B|A) · (lnn− 2)
P (B|A) · (lnn− 2) + 2
≤ 2
−2t(lnn− 2)
2−2t(lnn− 2) + 2
=
2−2t(lnn− 2)
2−2t(lnn− 2) + 2−2t · 22t+1
=
(lnn− 2)
(lnn− 2) + 22t+1
Vidimo lahko, da verjetnost P (A|B) z vecˇanjem sˇtevila ponovitev testa t
konvergira proti 0. V odlocˇitev testa smo lahko ob vecˇ ponovitvah torej
prepricˇani s poljubno gotovostjo. Miller-Rabin test je za svoj algoritem pre-
dlagal tudi Silverman, in sicer osem ponovitev testa za 512 bitna sˇtevila in
sˇest ponovitev testa za 640 bitna sˇtevila. Cˇe b-bitno sˇtevilo n ocenimo kot
n ≈ 2b, lahko ocenimo verjetnost napak
(ln (2512)− 2)
(ln (2512)− 2) + 22·8+1 ≈ 0.003,
(ln (2640)− 2)
(ln (2640)− 2) + 22·6+1 ≈ 0.05.
Gordon [7] je za svoj algoritem prav tako predlagal Miller-Rabinov test
prasˇtevilskosti. Na podlagi empiricˇnih izkusˇenj je podal opazˇanje, da algori-
tem skoraj vedno izlocˇi sestavljena prasˇtevila zˇe v prvi ponovitvi, za gotovost
v prasˇtevilskost pa predlaga pet ponovitev testa. Verjetnost za napako pri
512-bitnem sˇtevilu lahko v tem primeru ocenimo na
(ln (2512)− 2)
(ln (2512)− 2) + 22·5+1 ≈ 0.15.
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Glede na te rezultate, se odlocˇimo, da bomo pri iskanju prasˇtevil Miller-Rabin
test ponovili vsaj 8-krat.
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Poglavje 5
Generator mocˇnih prasˇtevil
V drugem poglavju smo si pogledali dva algoritma, s katerima lahko gene-
riramo mocˇna prasˇtevila in pri tem uporabljata teste iz prejˇsnjega poglavja.
Prav tako potrebujeta nakljucˇna sˇtevila, zato smo se v tretjem poglavju po-
svetili sˇe generatorjem nakljucˇnih sˇtevil na osnovi pomicˇnih registrov. Sedaj
bomo generator mocˇnih prasˇtevil tudi implementirali in testirali.
Gordonova in Silvermanova algoritma sta si zelo podobna, vendar se
odlocˇimo za slednjega, saj bomo tako bili svobodnejˇsi glede izbire faktorjev r
in s. Razne funkcije kot so modularno potenciranje bi lahko implementirali
sami, vendar bomo uporabili knjizˇnico GMP (GNU Multiple Precision
Library [6]), ki zˇe vsebuje vse operacije, ki jih potrebujemo. Tako se bomo
lahko bolj posvetili samemu algoritmu, hkrati pa bo verjetnost za napake
manjˇsa. Knjizˇnica je napisana za programski jezik C, ki je dobra izbira tudi
zaradi hitrosti programov.
Pri implementaciji bomo problem generiranja mocˇnih prasˇtevil razdelili
na tri dele, tako kot smo ga do sedaj po poglavjih
• generator nakljucˇnih sˇtevil,
• test prasˇtevilskosti,
• Silvermanov algoritem.
V nadaljnjem si bomo vsakega izmed njih bolj podrobno pogledali in izpo-
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stavili nekatere podrobnosti ali tezˇave.
5.1 Generator nakljucˇnih sˇtevil
Generator nakljucˇnih sˇtevil simulira delovanje pomicˇnih registrov s tabelami
in ga lahko vidimo v prilogi A. Implementiran je v obliki funkcije, ki sprejme
zˇeljeno sˇtevilo bitov in eno ali dve strukturi, ki predstavljata LFSR, ter vrne
nakljucˇno sˇtevilo zahtevane dolzˇine. Struktura za opis LFSR je sledecˇa:
• red povezavnega polinoma (oz. sˇtevilo pomnilnih celic registra),
• modul, s katerim dolocˇimo obseg koeficientov in vrednosti,
• tabelo koeficientov,
• tabelo celic.
Cˇe funkciji podamo samo eno strukturo, bo z njo simulirala delovanje nava-
dnega LFSR. Cˇe ji podamo dve, potem prva predstavlja kontrolni register,
druga pa proizvajalnega. Na ta nacˇin bomo lahko enostavno testirali obe
vrsti generatorjev.
Predstavitev registra s tabelo celosˇtevilskih spremenljivk je koristna, ker
nas ne omejuje na vrednosti {0, 1}. Tako bomo lahko brez tezˇav uporabljali
tudi 1, 2-kontroliran in [1, 3]-kontroliran CCSR. Kljub temu bo za proizvajalni
register vedno veljala omejitev na {0, 1}, saj se njegovi izhodi shranijo kot
binarni niz. Ta se nato pretvori v celosˇtevilsko vrednost.
Ena izmed pomanjkljivosti algoritma, ki smo ga implementirali, je njegova
pocˇasnost. Za vsak bit moramo namrecˇ vse celosˇtevilske vrednosti v tabeli
prestaviti za eno mesto v desno. Za novo vrednost ne uporabljamo operacije
XOR, temvecˇ iskanje ostanka pri deljenju.
Kot smo omenili pri razpravi o nakljucˇnosti, lahko kvaliteto generatorjev
psevdo-nakljucˇnih sˇtevil ocenimo s statisticˇnimi testi. Ti bodo pri nas preje-
mali 32-bitne vektorje in preverjali njihovo porazdelitev po 32-dimenzionalni
enotski kocki. Pri tem skusˇajo ovrecˇi sledecˇo hipotezo:
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H0 : vektor [u0, u1, . . . , ut−1] je izbran enakomerno iz t-razsezˇne enotske
kocke.
Domneva ocˇitno ne velja, cˇe je sˇtevilo vseh mozˇnih vektorjev vecˇje od sˇtevila
vseh mozˇnih stanj generatorja psevdo-nakljucˇnih sˇtevil. Predstavljamo si
namrecˇ lahko, da vsako stanje proizvede en vektor dolzˇine t. Cˇe so stanja b-
bitna, in je b < t, je nasˇ cilj enakomerna porazdelitev po vseh mozˇnih izhodih.
Temu problemu se bomo lahko izognili z uporabo 32-bitnih registrov. Teste







Rabbit in Alphabit testirata nakljucˇnost binarnih datotek, zato ju ne bomo
uporabljali. Ostale tri zbirke prejmejo binarne vektorje in obsegajo razlicˇno
sˇtevilo testov. Cilj zbirke SmallCrush je hitro izvajanje in obsega samo 10
testov. Z njim naj bi hitro izlocˇili ocˇitno slabe generatorje psevdo-nakljucˇnih
sˇtevil. Za bolj zanesljive in natancˇne rezultate lahko potem izvedemo sˇe te-
stiranje z zbirkama Crush (96 testov) in BigCrush (160 testov), ki pa sta
zaradi velikosti veliko pocˇasnejˇsi.
Da ocenimo kvaliteto nasˇih generatorjev, izvedemo testiranje z zbirko Small-
Crush. Najprej preverimo linearni kongruencˇni generator, ki je hiter in eno-
staven, vendar ima hkrati slabe statisticˇne lastnosti, kar lahko vidimo v tabeli
5.1. Nakljucˇne vrednosti se racˇunajo po formuli
xi+1 = (a · xi + c) mod m.
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V nasˇem konkretnem primeru smo uporabili parametre m = 2147483648,
a = 65539, c = 0 in zacˇetno vrednost 7432.
Sedaj se obrnimo na generatorje psevdo-nakljucˇnih sˇtevil na osnovi LFSR,
kjer testiramo
1. navaden LFSR,
2. {0, 1}-kontroliran CCSR,
3. {1, 2}-kontroliran CCSR,
4. [1, 3]-kontroliran CCSR.
Za navaden LFSR in proizvajalni register v vsakem izmed CCSR smo upo-
rabili povezavni polinom x32 + x22 + x2 + x1 + 1, glej npr. [19]. Prav tako
smo isti polinom uporabili za krmilni register pri {0, 1}- in {1, 2}- krmilje-
nima CCSR. Za krmilni register zadnjega generatorja smo uporabili polinom
x11 + x9 + x7 + x6 + 2x + 1, iz seznama Maurer [16]. Za implementacijo
Mersenne Twister smo izbrali generator MT19937 s periodo 219937 − 1, ki je
implementiran v [12].
Mersenne Twister se obnese bolje od ostalih generatorjev psevdo-nakljucˇnih
sˇtevil. Rezultati testiranja so prikazani v tabeli 5.1, kjer prazno polje pomeni,
da generator ni prestal testa, kljukica pa, da je bil test uspesˇno opravljen.
Iz tabele je razvidno, linearni kongruencˇni generator ni prestal niti enega
izmed statisticˇnih testov, torej ga ni priporocˇljivo uporabljati v kriptografiji.
Po drugi strani so se vsi izmed generatorjev na osnovi pomicˇnih registrov
obnesli bolje. Vsak izmed njih je namrecˇ prestal polovico testov v zbirki.
Cˇeprav so boljˇsi, sˇe vedno niso najboljˇsa izbira. To je ocˇitno predvsem v
primerjavi z Mersenne Twister, ki je prestal vse teste.
Glede na navedene rezultate, lahko sklepamo, da so generatorji, ki smo
jih implementirali, boljˇsi od najenostavnejˇsih, vendar hkrati precej slabsˇi od
modernih, ki se jih priporocˇa za uporabo.









































































sknuth Gap 3 3 3 3 3
sknuth SimpPoker 3 3 3 3 3
sknuth CouponCollector 3 3 3 3 3
sknuth MaxOft 3
svaria WeightDistrib 3 3 3 3 3
smarsa MatrixRank 3
sstring HammingIndep 3 3 3 3 3
swalk RandomWalk1 3
Tabela 5.1: Rezultati testiranja generatorjev psevdo-nakljucˇnih sˇtevil z zbirko
testov SmallCrush
5.2 Test prasˇtevilskosti
Knjizˇnica GMP pravzaprav zˇe vsebuje hevristicˇno funkcijo za testiranje pra-
sˇtevilskosti mpz probab prime p(), ki izvede naslednje teste:
1. deljivost z majhnimi prasˇtevili,
2. Braile-PSW test,
3. 24 ponovitev Miller-Rabin testa.
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Funkcija deluje na zelo podoben nacˇin kot ga Silverman opiˇse v svojem
cˇlanku. Predlaga, da najprej preverimo deljivost z majhnimi prasˇtevili, nato
pa nekaj ponovitev Miller-Rabin testa, odvisno od tega, kako prepricˇani
zˇelimo biti v odgovor. Mi se bomo zaradi hitrosti omejili na 8 ponovitev,
ki naj bi glede na Silverman [25] zadostovalo za 512-bitna sˇtevila.
Prvi korak je namenjen zgolj izlocˇitvi ocˇitnih sestavljenih sˇtevil za po-
spesˇitev testa. Silverman pravi, da je izbira prasˇtevil poljubna, vendar naj
preverjamo vsaj z vsemi prasˇtevili do 103 in ne vecˇ kot do 106. Gordon pri-
porocˇa uporabo zgolj prvih 54 prasˇtevil, ker je te mogocˇe zapisati z 8 biti in
lahko posledicˇno uporabljamo ucˇinkovitejˇse preverjanje deljivosti. V nasˇem
programu se uporabljajo vsa prasˇtevila do 104, ki so shranjena v locˇeni tabeli.
Cˇeprav je Silverman predlagal taksˇen enostavnejˇsi algoritem, je hkrati
predstavil tudi druge kombinacije razlicˇnih testov, tako da ni nujna uporaba
ravno tega. Obstojecˇa funkcija bi nam tako vsekakor zadosˇcˇala, vendar smo
vseeno implementirali svojo, saj smo lahko tudi pri njej uporabljali lasten
generator nakljucˇnih sˇtevil. Kodo algoritma lahko vidimo v prilogi B, pri
implementaciji Miller-Rabin testa pa smo sledili postopku, opisanem v Stin-
son et al. [26].
5.3 Silvermanov algoritem
Za implementacijo Silvermanovega algoritma smo uporabili do sedaj omen-
jena generator psevdo-nakljucˇnih sˇtevil in test prasˇtevilskosti. Algoritem
sprejme parameter, ki dolocˇa dolzˇino mocˇnega prasˇtevila, dolzˇino velikih
faktorjev in dve LFSR strukturi, ki se bosta uporabili v generatorju. Kodo
algoritma lahko vidimo v prilogi C.
Najvecˇja tezˇava pri implementaciji je bilo pusˇcˇanje pomnilnika, zaradi ka-
terega je operacijski sistem vcˇasih ustavil program pri vecˇjih sˇirinah prasˇtevil.
Pri knjizˇnici GMP je treba namrecˇ dodatno sprostiti spomin s klicem funkcije
mpz clear().
Poglejmo si sˇe hitrost Silvermanovega algoritma, kjer bomo enostavno
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generirali mocˇna prasˇtevila razlicˇnih sˇirin z razlicˇno velikimi prasˇtevilskimi
faktorji r in s. Za primerjavo bomo vsakicˇ generirali tudi navadno prasˇte-
vilo z algoritmom, ki samo izracˇuna nakljucˇno sˇtevilo in vrne prvo vecˇje
prasˇtevilo.
Za vsako izmed kombinacij sˇirin mocˇnega prasˇtevila in faktorjev smo
merili cˇas, potreben za generiranje 100 prasˇtevil. V algoritmu smo uporabljali
CCSR generator, poganjali smo ga na prenosnem racˇunalniku s procesorjem
Intel i5-6200U. Rezultati so prikazani v tabeli 5.2.
dolzˇina mocˇnega prasˇtevila n
512 768 1024 1280 1536 1792 2048 3072 4096










ev 101 0.9 1.8 3.6 7.3 11.1 22.3 37.0 162.5 366.4
128 1.1 2.0 4.0 8.0 13.7 23.7 37.4 135.6 464.7
256 1.5 2.7 5.0 8.1 14.3 23.7 40.8 133.7 395.6
384 / 3.7 5.9 9.3 13.3 23.4 37.9 151.2 345.5
512 / / 6.5 10.0 15.8 26.0 35.0 167.2 384.3
Tabela 5.2: Cˇas, v sekundah, potreben za generiranje 100 mocˇnih prasˇtevil s
Silvermanovim algoritmom in {0, 1}-kontroliranim CCSR za razlicˇne parametre.
Tri vrednosti v spodnjem levem kotu so prazne, ker velika faktorja ne mo-
reta biti sˇirsˇa od polovice sˇirine mocˇnega prasˇtevila. Prva vrstica predstavlja
cˇas, potreben za generiranje 100 obicˇajnih prasˇtevil (brez velikih faktorjev
sˇtevila n± 1). Opazimo lahko, da se na nekaterih mestih v tabeli pojavljajo
nepricˇakovani rezultati. En tak primer so 1024-bitna prasˇtevila, kjer po-
trebujemo vecˇ cˇasa za generiranje obicˇajnih prasˇtevil kot nekaterih mocˇnih
prasˇtevil. Razlog za to je nepredvidljivost iskanja prasˇtevil. Kako hitro
se algoritem zakljucˇi, je namrecˇ odvisno od tega, kako hitro naletimo na
prasˇtevila, ko jih iˇscˇemo. V tabeli se kljub takim rezultatom lepo vidi rast
cˇasovne zahtevnosti z vecˇanjem sˇirin sˇtevil. Prav tako lahko opazimo, da ge-
neriranje mocˇnih prasˇtevil res ni veliko bolj zahtevno, kot je iskanje obicˇajnih
prasˇtevil.
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Za konec lahko navedemo tudi nekaj primerov mocˇnih prasˇtevil, ki smo jih
pridobili z nasˇim algoritmom in njihova velika faktorja r in s. Vsa tri sˇtevila
se nahajajo v prilogi D.
Poglavje 6
Zakljucˇek
V diplomskem delu smo se posvetili iskanju mocˇnih prasˇtevil. Najprej smo
jih definirali in njihovo uporabo motivirali s predstavitvijo diskretnega loga-
ritma, kitajskega izreka o ostankih in faktorizacije sˇtevil. Sledila je obrav-
nava dveh algoritmov, s katerima jih lahko generiramo, kjer smo tudi dokazali
njuno pravilnost in dolocˇili racˇunsko zahtevnost, za implementacijo pa izbrali
Silvermanov algoritem. Ker oba uporabljata nakljucˇna sˇtevila, smo pozor-
nost nato preusmerili sˇe na generatorje nakljucˇnih sˇtevil. Predstavili smo tri
formalne definicije nakljucˇnosti in njihovo povezavo s statisticˇnimi testi, s
katerimi lahko vrednotimo generatorje nakljucˇnih sˇtevil.
Sledil je opis generatorja LFSR, kjer smo videli, kako izbira povezav vpliva
na periodo zaporedja in zakaj ta ni dovolj varen za kriptografijo. Izmed
mozˇnih izboljˇsav smo izpostavili CCSR, ki ima daljˇse periode in ga je tezˇje
(vendar sˇe vedno mogocˇe) napasti. Prav tako smo na kratko predstavili teste
prasˇtevilskosti, kjer smo se posvetili probabilisticˇnim testom, ki se najpogo-
steje uporabljajo v praksi.
Po obravnavi sestavnih delov Silvermanovega algoritma, smo ga imple-
mentirali v programskem jeziku C z uporabo knjizˇnice GMP. Kvaliteto ge-
neratorjev na osnovi registrov smo testirali s knjizˇnico TestU01, kjer se je
izkazalo, da so boljˇsi od enostavnega linearnega kongruencˇnega generatorja,
vendar slabsˇi od generatorja Mersenne Twister. Nato smo preverili sˇe hitrost
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Silvermanovega algoritma, kjer smo opazili, kako cˇas, potreben za generiranje
mocˇnih prasˇtevil, raste z vecˇanjem njihovih dolzˇin. Prav tako smo ugotovili,
da iskanje mocˇnih prasˇtevil res ni veliko zahtevnejˇse od iskanja obicˇajnih
prasˇtevil.
Glede na nasˇe rezultate lahko sklepamo, da je Silvermanov algoritem za-
radi hitrosti in prilagodljivosti dobra resˇitev problema generiranja prasˇtevil.
Po drugi strani se je izkazalo, da LFSR in CCSR nista bila najboljˇsi izbiri.
Ena izmed ocˇitnih izboljˇsav algoritma je torej uporaba boljˇsega generatorja
psevdo-nakljucˇnih sˇtevil. Tu bi se lahko odlocˇili za katerega izmed bolj mo-







Generator nakljucˇnih sˇtevil na osnovi pomicˇnih registrov.
1 #include "gmp.h"
2
3 struct lfsr_ {
4 unsigned int stopnja; // Stopnja polinoma
5 unsigned int modul; // Moc obsega koeficientov
6 unsigned int* koeficienti; // Tabela koeficientov
7 unsigned int* vrednosti; // Tabela vrednosti celic
8 } typedef lfsr;
9
10 unsigned int lfsrPomik(lfsr* l) {
11 unsigned int izhod = l->vrednosti[l->stopnja -1];
12 unsigned int vsota = 0;
13 for(int i = l->stopnja - 1; i >= 0; i--) {
14 vsota += l->vrednosti[i] * l->koeficienti[i];
15 if(i > 0)
16 l->vrednosti[i] = l->vrednosti[i-1];
17 }




22 mpz_t* nakljucnoStevilo(unsigned long sirina , lfsr* lfsr1 ,
lfsr*lfsr2) {
23 // Proizvedi ’stevilo ’ bitov
24 char* stevke = (char*) malloc(sirina * sizeof(char) + 1);
25 int i = 0;
26 while(i < sirina) {
27 if(lfsr2 == NULL) {
28 // LFSR
29 stevke[i] = lfsrPomik(lfsr1) + ’0’;
30 } else {
31 // CCSR
32 int ctrl = (int)lfsrPomik(lfsr1);
33 while(ctrl > 0)
34 ctrl --;




39 stevke[i] = 0;
40 // Pretvori niz v GMP celo stevilo
41 static mpz_t x;
42 if(lfsr2 != NULL) {
43 mpz_init_set_str(x, stevke , lfsr2 ->modul);
44 } else {










3 int miller_rabin(mpz_t* n, gmp_randstate_t* stanje) {
4 // Definicije potrebnih spremenljivk
5 mpz_t n_1 , m, a, b;
6 // n - 1 = 2^k m
7 mpz_init(n_1);
8 mpz_sub_ui(n_1 , *n, 1);
9 mpz_init_set(m, n_1);
10 // Poisci eksponent k in lih m
11 unsigned long k = 0;
12 while(! mpz_odd_p(m)) {
13 mpz_tdiv_q_2exp(m, m, 1);
14 k++;
15 }
16 // a <- rand [1, n-1]
17 mpz_init(a);
18 mpz_urandomm(a, *stanje , n_1);
19 mpz_add_ui(a, a, 1);
20 // b <- a^m mod n
21 mpz_init(b);
22 mpz_powm(b, a, m, *n);
23 if(mpz_cmp_ui(b, 1) == 0)
24 return 1;
25 for(unsigned long i = 0; i < k; i++) {
26 if(mpz_cmp(b, n_1) == 0)
27 return 1;





33 int jePrastevilo(mpz_t* n, int t, gmp_randstate_t* stanje) {
34 mpz_t temp;
35 mpz_init(temp);
36 for(int i = 0; i < stPrastevil; i++) {
37 mpz_cdiv_r_ui(temp , *n, prastevila[i]);
38 if(mpz_cmp_ui(temp , 0) == 0)




42 // Izvedi ’t’ ponovitev Miller -Rabin testa
43 for(int i = 0; i < t; i++) {






Silvermanov algoritem za generiranje mocˇnih prasˇtevil.
1 #include "gmp.h"
2
3 mpz_t* silverman(int b, int sirinaFakt , lfsr* l1, lfsr* l2) {
4 mpf_set_default_prec (32);
5 static mpz_t x;
6 mpz_t lower , upper , diff , p1, p2, r, temp , y0, mul;
7 mpf_t lowerF , tempF;
8 // Izracunaj spodnjo mejo x
9 mpf_init(lowerF);
10 mpf_sqrt_ui(lowerF , 2);
11 mpf_init_set_ui(tempF , 2);
12 mpf_pow_ui(tempF , tempF , 511 + 128 * b);
13 mpf_mul(lowerF , lowerF , tempF);
14 mpz_init(lower);
15 mpz_set_f(lower , lowerF);
16 // Izracunaj zgornjo mejo x
17 mpz_init_set_ui(upper , 2);
18 mpz_pow_ui(upper , upper , 512 + 128 * b);
19 mpz_init(diff);
20 mpz_sub(diff , upper , lower);
21 // Izberi nakljucno vrednost med mejama
22 mpz_t* nak = nakljucnoStevilo (511 + 128 * b, l1, l2);
23 mpz_init_set (*x, *nak);
24 mpz_clear (*nak);
25 free(nak);
26 mpz_cdiv_r(x, x, diff);
27 mpz_add(x, x, lower);
28 // Izberi nakljucni zacetni tocki p1 in p2
29 mpz_t* np1 = navadnoPrastevilo(sirinaFakt , l1, l2);
30 mpz_init_set(p1 , *np1);
31 mpz_clear (*np1);
32 free(np1);
33 mpz_t* np2 = navadnoPrastevilo(sirinaFakt , l1, l2);
34 mpz_init_set(p2 , *np2);
35 mpz_clear (*np2);
36 free(np2);




40 mpz_invert(r, p2, p1);
41 mpz_mul(r, r, p2);
42 mpz_invert(temp , p1, p2);
43 mpz_mul(temp , temp , p1);
44 mpz_sub(r, r, temp);
45 // Izracunaj y0
46 mpz_init(y0);
47 mpz_init(mul);
48 mpz_sub(temp , r, x);
49 mpz_mul(mul , p1 , p2);
50 mpz_mod(temp , temp , mul);
51 mpz_add(y0 , x, temp);
52 // Izracunaj kandidate in testiraj za prastevilskost
53 while (1) {








Primeri mocˇnih prasˇtevil, ki smo jih pridobili z nasˇim algoritmom.
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