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O presente trabalho teve como objetivo avaliar a precisão da estimativa da 
temperatura média simulada pelo modelo Precis conforme cenários B2  de 
emissão definido pelo Intergovernmental Panel on Climate Change (IPCC) 
para o Brasil e desenvolver um filtro de Kalman para corrigir os erros siste-
máticos do modelo para os anos de 2000 a 2010. O modelo regionalizado 
Precis tem como meta reproduzir as características principais do clima 
em terrenos complexos. O modelo geral foi delineado para dois períodos 
1961-1990 e 2070-2100. Para as mesmas coordenadas geográficas dos 
dois períodos foram estimadas as temperaturas médias de 2000 a 2010 
através de uma regressão linear utilizando um fator de correção baseado 
no conceito de Atmosfera Padrão (Precis-Br). A análise foi realizada utili-
zando dados de temperatura média observada e simulada totalizando 7051 
observações. Foi observado que no modelo regional há erros sistemáticos 
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que foram amenizados pela aplicação do filtro implicando em melhoria de 
previsão da temperatura nacional acima de 9,5% do quadrado médio do 
erro para todos os anos em média. Para 2004 à 2006 esta melhoria foi  
acima de 11% para o cenário B2.
Termos para indexação: Modelo espaço-estado, erros sistemáticos do 
modelo, previsão climática.
Use of the Kalman filter to 
correct temperature estimated 
by Precis model  in 2000-2010
This study aimed to evaluate the accuracy of estimating the mean tempera-
ture simulated by the PRECIS model B2 emission scenarios as defined by 
the Intergovernmental Panel on Climate Change (IPCC) to Brazil and to 
develop a Kalman filter to correct the systematic errors of model during the 
years 2000 to 2010. Precis regionalized model aims to reproduce the main 
features of the climate in complex terrain. The general model was desig-
ned for two periods 1961-1990 and 2070-2100. For the same geographic 
coordinates of the two periods were estimated average temperatures from 
2000 to 2010 through a linear regression using a correction factor based on 
the concept of Standard Atmosphere (Precision-Br). The analysis was per-
formed using temperature data observed and simulated total of 7051ob-
servations. It was observed that the regional model for systematic er-
rors were minimized by applying the filter resulting in improved temperature 
prediction of 9.5% above the national mean square error for each year on 
average. For 2004 to 2006 this improvement was above 11% for the B2 
scenario. 
Abstract
Index terms: State-space model, systematic errors model, weather fore-
casting.
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Diferentes procedimentos estatísticos são usados em meteorologia visan-
do a adaptação das previsões da temperatura do ar obtidas pelos modelos 
de previsão numérica do clima. Os métodos de regressão linear foram 
e ainda são amplamente utilizados (CARVALHO et al., 2011; GLAHN; 
LOWRY, 1972; HOMLEID, 2004). As técnicas de regressão necessitam 
de um grande conjunto de dados para mostrar eficiência em compensar 
erros sistemáticos. O filtro de Kalman (KALMAN, 1960; KALMAN; BUCY, 
1961) tem a vantagem de compensar recursivamente os erros sistemáti-
cos para solucionar problemas lineares relacionados à filtragem de dados 
discretos, não necessitando de uma longa série de dados. Com a evolução 
dos recursos computacionais, o filtro de Kalman passou a ser amplamen-
te utilizado para procedimentos não-lineares (CHUI;  CHEN, 2009) além 
de permitir seu uso com novas técnicas, como por exemplo, os modelos 
aditivos generalizados (VISLOCKY; FRITCH, 1995; WOOD, 2006) e redes 
neurais (MARZBAN, 2003).
A teoria do filtro de Kalman fornece equações para modificar recursivamen-
te as estimativas de um processo desconhecido, combinando observações 
relacionadas com o processo e conhecimentos sobre a evolução temporal 
(HOMLEID, 1995). Isso significa que apenas o estado estimado a partir da 
etapa de tempo anterior e a atual medição são necessários para calcular 
a estimativa para o estado atual. Podem ser estimados os estados pas-
sados, o estado presente e mesmo previstos os estados futuros. Dados 
alguns valores iniciais pode-se predizer e ajustar os parâmetros do modelo 
através de nova medição, obtendo a estimativa do erro em cada atualiza-
ção. 
Tais equações foram desenvolvidas inicialmente em 1960 pelo estatísti-
co húngaro-americano R. E. Kalman no contexto do programa espacial 
americano que levaria a Appollo 11 à Lua, em 1969.  A sua habilidade para 
incorporar os efeitos de erros e sua estrutura computacional fez com que 
o filtro de Kalman tivesse um amplo campo de aplicações, especialmente 
no que se refere à análise de trajetórias (BROWN; HWANG, 1997; FARIA; 
SOUZA, 2010; WELCH; BISHOP, 2010). 
Introdução
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Essa metodologia foi incorporada a outras áreas como a estatística, 
principalmente em modelagem demográfica (CRUZ, 2001). Sua aplicação 
na área econômica e financeira (AIUBE, 2005) é vasta, na localização 
robótica (HABERMANN, 2010; RIBEIRO, 2010), projeções tomográficas 
(CRUVINEL, 2008; CRUVINEL, et al., 2008; SOUZA; LAIA, 2008), agri-
cultura (DOURADO-NETO et al., 1999; TIMM et al., 2000), farmacêutica 
(RODRIGUES et al., 1999), previsão climática (HARGREAVES et al., 2004; 
LIBONATI et al., 2008), modelos chuva-vazão (KRAUSKOPF NETO, et 
al., 2007), bem como na pesquisa de prazos de validade de alimentos 
(ARAÚJO, 2000). As referências clássicas sobre o tema são Anderson e 
Moore (1979) e Jazwinski (1970).
O objetivo deste trabalho é analisar as estimativas de temperatura média 
obtidas pelo modelo Precis (PRECIS 2001) no cenário de emissões B2  
definidos pelo IPCC para todas as regiões brasileiras e desenvolver um 
filtro de Kalman para corrigir os erros sistemáticos do modelo através da 
comparação entre os valores observados da temperatura média das esta-
ções meteorológicas que compõem o sistema Agritempo em relação aos 
valores estimados pelo modelo Precis-Br para o período 2000- 2010.
Material e Método
O modelo Precis é um sistema de previsão de clima regional desenvol-
vido pelo Hadley Centre na Inglaterra (PRECIS 2001), com o intuito de 
gerar informações de melhor resolução sobre mudança climática regio-
nal. O modelo foi adaptado para as condições brasileiras pelo Instituto 
Nacional de Pesquisas Espaciais (Inpe) que, com base em dados originais 
do PRECIS, estimou dados para dois períodos 1961-1990 e 2070-2100 
com grades mensais  georreferenciadas de 78 linhas e 78 colunas, com 
resoluções de 0,5 ° (o que, em média, dá até 50 km) cobrindo todo o país 
(ALVES; MARENGO, 2010). Estas grades foram georreferenciados consi-
derando os cenários A2 e B2 do IPCC SRES (Relatório Especial Cenários 
de Emissões) (JONES et al., 2003). O cenário A2 é para alta emissão de 
carbono e o B2 para baixa emissão de carbono. Para cada pixel da grade, 
para cada mês e para cada ano uma equação de regressão linear para 
estimar a temperatura média mensal para o período intermediário não ge-
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rado pelo Inpe para o cenário B2,foi ajustada. Isso dá um total de 810.088 
equações de regressão (78 linhas ×78 colunas) × 12 meses × 11 anos x 1 
cenário x i tipo de temperatura) utilizando um fator de correção baseado no 
conceito de Atmosfera Padrão. Este fator corrige a temperatura em -0,65 
graus Celsius a cada 100 metros de altitude (BRASIL, 1962; ROMANI et 
al., 2003). Como valores da temperatura média para 2010 são estimados 
através de regressão linear, este novo modelo foi chamado Precis-Br.
Os resultados para a temperatura média observada foram obtidos de 
641 estações agrometeorológicas que compõem o sistema Agritempo 
(AGRITEMPO, 2010) distribuídas em todas as regiões brasileiras. No total 
foram utilizadas 7051 observações correspondentes à temperatura média 
estimadas obtida pelo modelo Precis-Br.
Os erros sistemáticos mais relevantes de um modelo matemático são 
decorrentes de fatores como erros na formulação e incerteza na estimativa 
dos parâmetros. Para a obtenção da temperatura média estimada pelo 
modelo Precis-Br acrescentam-se as diferenças de topografia real e as 
consideradas no modelo 
Para analisar o comportamento das estimativas obtidas pelo modelo e 
corrigir os erros de previsão de temperatura média, em graus Celsius, 
definido como as diferenças entre os valores observados da temperatu-
ra média, obtidos do sistema Agritempo, com as temperaturas médias 
estimadas pelo modelo Precis-Br (tmobs – tmest) (CARVALHO et al., 
2011; HOMLEID, 2004; LAIA; CRUVINEL, 2008; LIBONATI et al., 2008; 
SIMONSEN, 1991) foi desenvolvido um filtro de Kalman simples para 
modelos espaço-estado. Se os erros são normalmente distribuídos, o filtro 
de Kalman é um estimador ótimo, pois minimiza o quadrado médio do erro 
dos parâmetros estimados. O estimador é classificado como ótimo quando 
a matriz de ganho é tal que a variância do erro das variáveis de estado é 
mínima. 
Um modelo de espaço - estado geralmente consiste de dois conjuntos de 
equações, a equação de observação ou medida e a equação de estado 
ou transição. Seja yt = tmobs – tmest uma série temporal multivariada com 
N elementos. Essas variáveis são denominadas variáveis observadas e 
constituem um vetor Nx1, yt ε RN. Existem diversas maneiras de formular 
as equações do filtro de Kalman. A formulação e notação usadas foram 
adaptadas de Harvey (1989) e Aiube (2005). As variáveis observadas 
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estão relacionadas às variáveis de estado xt  (variáveis não observadas) 
através da equação de medida ou observação:
 yt = dt   +  Ztxt  +  εt   t= 1,2,...,T   (1)
Onde dt  é um vetor N×1, Zt é uma matriz N×m, εt é um vetor serialmente 
não correlacionado com média zero e matriz de covariância Ht e xt é um 
vetor m×1 das variáveis de estado.
As variáveis de estado ou transição são geradas por um processo 
Markoviano de primeira ordem e sua equação denominada equação de 
transição:
 xt = Ttxt-1  +  ct   + Rtnt     (2)
Onde Tt é uma matriz m×m, ct é um vetor m×1, Rt é uma matriz m×g e nt 
é um vetor g×1 serialmente não correlacionado com média zero e matriz 
de covariância Qt. Os erros εt e nt não são correlacionados entre si e não 
correlacionados com o estado inicial e normalmente distribuídos. 
A metodologia do filtro de Kalman se diferencia dos outros métodos esta-
tísticos através da equação do sistema que permite que os coeficientes 
variem ao longo do tempo. Seja  xt   ε Rm a estimativa do estado a priori 
no tempo t. Seja ε Rm a estimativa do estado a posteriori em t. Os erros de 
medição anterior e posterior são definidos como:
 et  =  xt - xt      (3)
 
 et  =  xt - xt      (4)
E suas respectivas covariâncias do erro:
 Pt    = E (et     et   )     (5)
 
 Pt   = E (et    e´t )      (6)
Relacionando o estado posterior xt através de uma combinação linear do 
estado anterior xt  temos:
⁻ ⌃⁻
⌃
⁻ ⁻ ´⁻
⌃⁻
⌃
⌃⁻
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 xt =   xt  +  Kt (yt  - Ztxt  - dt )      (7)
 
Onde a matriz (m×N) Kt  é chamada matriz de ganho de Kalman que 
determina a proporção em que a medição será considerada para estimar 
o novo vetor de estado. É usada para melhorar as previsões do vetor de 
estado. A matriz de ganho de Kalman é obtida por minimização da matriz 
de covariância do erro substituindo equação 7 na equação 4 sendo a sua 
expressão matemática dada por:
 
 Kt  = Pt Z´t (Zt Pt  Z´t + Ht )-1       (8)
 
O filtro de Kalman tem duas fases distintas: previsão e correção. A fase de 
previsão utiliza a estimativa do estado da iteração anterior para produzir 
uma estimativa do estado na iteração atual. Ela é responsável pelo avan-
ço das variáveis de estado e das covariâncias no tempo obtendo, dessa 
forma, as estimativas a priori, para o próximo instante. A fase de correção 
é responsável pela retroalimentação. Ela adiciona uma nova informação da 
variável observada nas estimativas anteriores para obter uma melhoria na 
estimativa a posteriori. 
As equações de previsão representam um avanço no tempo de t-1 para t e 
são definidas como:
 xt =   Tt xt-1  +  et        (9)
Onde  xt  é o estimador ótimo de xt e:
 Pt  = TtPt-1T´t   +   Rt Qt R´t     (10)
sendo Pt a matriz de covariância dos erros das variáveis de estado. 
Quando uma nova observação yt é adicionada, o estimador xt de xt pode 
ser melhorado.  As equações de atualização de medição (correção) são 
representadas pelas equações (7), (8) e:
 Pt  = ( I   -  KtZt ) Pt      (11)
 O primeiro passo é determinar o ganho de Kalman Kt dado pela 
equação (8). Em seguida uma nova observação yt  (equação 1) é incorpo-
rada à previsão anterior xt (equação 9) juntamente com a matriz de ganho 
⌃⁻ ⌃⁻⌃
⌃⁻ ⌃
⌃⁻
⌃⁻
⁻
⁻
⁻
⌃⁻
⁻ ⁻
13Uso do filtro de Kalman para correção de temperatura estimada pelo Precis...
Kt através da equação (7) gerando a estimação posterior xt  Finalmente, a 
matriz de covariância dos erros é obtida através da equação (11). O ciclo 
do algoritmo se repete para o instante t+1, onde xt  e Pt  são dados de en-
trada nas equações (9) e (10). Essa natureza recursiva do modelo torna o 
filtro de Kalman uma ferramenta de atualização de medidas em tempo real, 
sendo por isso muito usado em vários campos de pesquisa.
Esse algoritmo foi implementado usando linguagem matricial IML – 
Interactive Matrix Language através dos Statistical Analysis System (SAS) 
(SAS INSTITUTE, 2004). A subrotina KALCVF calcula passo-a-passo o 
valor previsto do vetor de estado xt no tempo t+1 e sua estimativa filtrada 
no tempo t, bem como a matriz de covariância Pt  O procedimento IML 
oferece um conjunto de rotinas de otimização para minimizar ou maximizar 
uma função contínua não linear. Os parâmetros do filtro de Kalman são 
estimados por máxima verossimilhança através da subrotina LIK (SAS 
INSTITUTE, 2004). O módulo LIK calcula a função do logaritmo da verossi-
milhança média do modelo espaço-estado usando a decomposição do erro 
de previsão.  A cada rodada do filtro de Kalman são determinados os esta-
dos e as observações, bem como a função de máxima verossimilhança.
O filtro de Kalman é um algoritmo que fornece estimativas do vetor de es-
tados no período t, usando todas as informações disponíveis até o período 
t-1. O processo começa com as informações iniciais sobre os parâmetros 
definidos nas equações (1) e (2). As estimativas destes parâmetros são 
otimizadas pela subrotina LIK, o filtro é obtido pela subrotina KALCVF.
É bastante comum em estudos de verificação a utilização de skill scores 
(CARVALHO et al., 2011; LIBONATI, et. al., 2008; VERNON, 1953) para 
resumir a qualidade do sistema de previsão. Skill scores são estatísticas 
que expressam a qualidade relativa de um sistema de previsão em relação 
a um sistema de previsão de referência.
 
 SS =  QMEPrecisBr   -  QMEKalman × 100%   (12)
 
A estatística SS quantifica a variação relativa do quadrado médio do erro 
do filtro de Kalman em relação ao modelo Precis-Br. Valores positivos de 
SS indicam que o filtro melhorou as previsões.
⌃⁻ ⌃ ⁻
⌃
⌃
⁻
_________________________
QMEPrecisBr
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Resultado e Discussão
As temperaturas médias mensais observadas e as estimadas pelo modelo 
Precis-Br (tmest) e pelo filtro de Kalman (tmestkal) são comparadas para o 
cenário B2 para os anos 2000-2010 respectivamente, conforme mostra a 
Figura 1, executada através do procedimento SGPLOT (SAS INSTITUTE, 
2008). Com exceção aos anos de 2003 e 2008, para os demais anos, as 
estimativas de temperatura média obtidas pelo filtro de Kalman são as 
que mais se aproximam da temperatura média observada. Entretanto, o 
comportamento dessas estimativas é distinto nos anos 2000, 2004 e 2008 
devido ao aumento dos níveis de precipitação, consequentemente aumen-
tando a nebulosidade e baixando a temperatura média.  
Figura 1. Valores mensais para todas as regiões brasileiras da temperatura média 
observada (tmobs) sistema Agritempo, temperatura média estimada pelo modelo 
Precis-Br (tmest) e temperatura média estimada pelo filtro de Kalman (tmestkal) 
para os anos 2000-2010, para o cenários B2.
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As estimativas obtidas pelo modelo Precis-Br se mantêm dentro do mesmo 
intervalo de variação de temperatura em torno de 0,5o C.
Tais resultados mostram que a temperatura estimada pelo modelo Precis-
Br sem a correção do filtro de Kalman terá um impacto na determinação da 
Evapotranspiração das culturas tanto de verão como de inverno menor do 
que aquela estimada com a correção do Filtro. Essa diferença, em torno 
de 1o C, poderá alterar as análises de vulnerabilidade para as culturas de 
soja, milho, arroz e algodão estimadas no Brasil, segundo Assad et al. 
(2007) e Zullo Junior et al. (2008). O que significa que as saídas do modelo 
Precis-Br, sem correção com o filtro de Kalman, subestimam em média as 
temperaturas em todo o Brasil no período estudado.
Estes resultados corroboram os obtidos por Alves e Marengo (2010) para a 
análise feita entre os anos 2010 até 2070, utilizando o modelo Precis. Fica 
evidente o viés de alta de temperatura nos próximos anos. A similaridade 
das curvas tanto dos valores não corrigidos (Precis), quando dos corrigidos 
(Precis-Br) em comparação com os dados medidos, comprovam este viés 
de alta, de maneira mais intensa do que o modelo havia estimado.
As médias dos erro1 = tmobs – tmest e erro2 = tmobs – tmestkal onde 
tmobs é a temperatura média observada, tmest é a temperatura média es-
timada pelo modelo Precis-Br e tmestkal é a temperatura média estimada 
pelo filtro de kalman para os anos 2000-2010 e seus respectivos desvios 
padrão (dp), para o cenário B2, são apresentadas na Tabela 1.
Em todas as situações o padrão de variação obtido pelo filtro de Kalman 
(erro2) é menor, mostrando que é um procedimento mais eficiente na dimi-
nuição dos erros sistemáticos. 
A estatística de Skill Score (SS) é usada para quantificar, em porcentagem, 
as melhorias ocorridas na estimativa da temperatura média pelo filtro de 
Kalman em relação ao modelo Precis-Br. O filtro de Kalman apresentou, 
em média, índice de melhoria acima de 12,5%, como pode ser verificado 
na Tabela 2. Ou seja, em todas as situações, o quadrado médio do erro 
obtido pelo filtro de kalman (erro2) é menor que o quadrado médio do erro 
obtido pelo modelo Precis-Br (erro1). Resultados semelhantes de melho-
ria de previsões para variáveis meteorológicas, quando usado o filtro de 
Kalman, podem ser verificados em ( ANADRANISTAKIS et. al., 2004; BOI, 
2004; HOMLEID, 1995; LIBONATI, et al., 2008; MIYAGISHI et. al., 2010).
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Tabela 1. Médias dos erros 1 (Precis-Br) e 2 (filtro de kalman) e seus des-
vios padrão dp1 e dp2 para os anos 2000-2010 no cenário B2.
Cenário B2
Anos erro1 dp1 erro2 dp2
2000 15,43 38,96 7,24 15,37
2001 12,50 30,54 9,77 23,36
2002 17,42 47,15 9,22 22,17
2003 15,81 43,97 12,49 32,72
2004 15,41 47,39 11,72 34,57
2005 17,91 55,22 11,47 35,81
2006 14,54 41,66 12,42 36,33
2007 12,18 33,64 11,35 32,98
2008 10,80 29,53 9,52 25,61
2009 8,95 19,93 8,27 12,41
2010 8,71 17,67 7,00 15,46
Média Geral 13,03 37,02 9,95 27,87
1
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Conclusões
A aplicação do filtro de Kalman mostrou ser eficiente na melhoria da esti-
mativa de previsão de temperatura média em relação à obtida pelo modelo 
Precis-Br;
Tabela 2. Comparação da estatística SS (%) para o Cenários B2.
Cenário B2
Ano SS(%)
2000 31,48
2001 11,44
2002 27,27
2003 11,11
2004 12,77
2005 19,67
2006 7,56
2007 3,45
2008 6,10
2009 3,86
2010 10,30
Média Geral 12,62
1
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