This research presents an improved automatic isolated-word recognition system for the Arabic sign language (ArSL) for the Jordanian accent. Our proposed system requires that the signer wears two gloves with different colors, he also should wear another colored mark on his head, this mark should have different color than the colors used in the gloves. In this paper the video for each sign is converted to a sequence of static images; each image is segmented for three colored regions and outlier according to the mean and covariance of each color region using the multivariate Gaussian Mixture Model (GMM) on the characteristics of the the Hue Saturation Lightness Model (HSL) color space. Tracking the hand motion trajectories of the right and left hand over time is conducted . Finally we identify a list of features to be used as an input to the time delay neural networks (TDNN) for the recognition step. Two different test collections were used in this research, the first data collection is used to prove that when using the head of the signer to determine the position of the centroid for the right and left hand instead of using the center of the upper area for each frame as reference can improve the recognition rate. The experimental results shows an improvement in the recognition rate from 70% to 71.66%. finally we used the second data collection to prove that our proposed categorization for the Arabic signs into four categories according to the overlap existence between head and hands can improve the recognition rate. The experimental results based on data collection number two shows an improvement in the recognition rate for the testing set, where the recognition rate increased to reach 77.43%.
INTRODUCTION
Sign language is used for communication between hearing-impaired people and hearing people. Creating an Automated sign language recognition system can be considered as a translator between the hearing-impaired individuals and the ordinary people. Usually the isolated sign language recognition systems takes one word as input, isolated sign language recognition systems are considered one of the most important topics in sign language recognition since they are designed to process the main basic unit in the sign language [4, 6] . Sign language recognition can be classified into two categories; vision-based and device-based. visionbased systems depends on using video camera to capture the signs. This approach have lower accuracy and needs high computing power consumption [7] . In the device-based systems, the user wear some device with sensors that help in capturing the physical features of the signer gestures. This approach needs complex devices and sensors that may cost too much. differences in sign language might be found because signs are mostly created by hearingimpaired individuals themselves [5] . Limited research has been conducted based on ArSL [2, 6] , so the Arabic Sign Language Jordanian accent is used in this research.
Designing an automated Arabic Sign Language recognition systems attempts can be summarized into two categories; Static image based Arabic Sign Language recognition systems such as [2, 9, 12, 13] and Video based Arabic Sign Language recognition systems such as [10, 11, 6] . In [2] the authors creates a vision based system to ISSN: 1992-8645 www.jatit.org E-ISSN: 1817-3195 42 recognize the static gestures of alphabets with recognition accuracy of 90.55 %. In [9] and based on Hidden Markov Model (HMM) the authors created an image based system for Arabic sign language with recognition accuracy of 98%. In [13] different types of neural networks were used to recognize static images for human hand gestures as well as for dynamic gestures, they have used different architectures for feed forward neural networks and recurrent neural networks.
Our proposed system will use dynamic gestures (Video) that represent Arabic words since most of the previous work dialed with static images for the Arabic alphabets [2, 12] .
In continuous sentence recognition systems the system can recognize more than one word, While the isolated-word Arabic Sign Language recognition system can deal with one word at a time. In [1] the authors introduced the first automatic isolated-word ArSL recognition system based on HMMs, unlike the proposed system in this research the proposed system in [1] did not rely on input devices such as gloves . sensorbased gloves system for Arabic sign language recognition is introduced by the authors in [10] , the system used an extraction method based on accumulated differences (ADs). Their proposed system yielded recognition rate of 92.5% for the user dependent model, and 95.1% for the user independent model. In [8] 3D-views model for the Arabic hand postures recognition is introduced, the researchers used Pulse Coupled Neural Network. The authors in [11] implement a realtime Arabic Sign Language Recognition System to recognize real-time connected sequence of gestures, the system is based on pulse-coupled neural network.
Time Delay Neural Network Algorithm (TDNN) have been used for the first time by [6] to recognize the isolated-word Arabic Signs for the Jordanian sign language with recognition rate of 70%, the authors used the TDNN because of its high ability in learning spatial-temporal patterns. The authors in [6] creates their own data set that is composed from 40 isolated words from 6 different domains coded by 10 different signers. The researchers in [6] used the center of the upper area for each frame as a reference to determine the position of the centroid for the right and left hand. Unlike the system proposed by [6] and in order to improve the recognition rate; we are going to use the head of the signer to determine the position of the centroid for the right and left hand. This research is designed to improve the recognition rate for the proposed system by [6] . The improvement will be achieved using three important modifications. The first modification is to use the head of the signer to determine the position of the centroid for the right and left hand instead of using the center of the upper area for each frame as reference, this modification is proposed due the fact that we notice that the body of the signer including his both hands usually are moving together in defined patterns with the signer head, we notice that these patterns are different form signer to signer, so by using the center of the upper area for each frame as references we lose those patterns leading to low recognition rate.
The second modification is the addition of additional color to the signer head , this will help in two directions; the first benefit is to easily determine the head using the color. The second benefit is to give us the ability to recognize the words that the head is usually overlap with the hands in their gesture.
The third modification is the categorization of the sign language words into four new categories. the authors in [6] used sign language words from six domains, the domains was created according to the domain area, where each area contains words that are related to that area. in order to improve the recognition rate we created four new categories based on our analysis for the gestures, we notice that the signer represents some words gestures using his head and his two hands, sometimes he represent words using only one hand, other times he use one hand and his head, so we decide to categorize the sign language words into four categories ; Hand with head, Hand without head, Two Hand with head, Two Hand without head.
MATERIALS AND METHODS
We will use the same system parameters as mentioned by [6] to allow us to compare our results to their results. We used video camera to capture the signer upper body. Each signer wear colored gloves with yellow for the Right hand, and blue for the left hand. The face of the signer is tied up by red color. Each captured video has 80 to 220 frames with image size of 243×360 pixels, 24bit color in TIFF format. The lighting and background in each sequence is held constant.
We choose two data collections to test the proposed system. The first data collection is the ISSN: 1992-8645 www.jatit.org E-ISSN: 1817-3195 same data collection used by [6] , in that data collection 40 Arabic Signs shown in table 1 are  chosen then categorized according to the subject  into six domains, table 1 can be found at the end of the paper, each word in this collection is signed by 10 different signers. The second data collection is created by us, this collection is composed from 12 words shown in table 2 divided into four categories, the categorization is based on the overlap existence between the hands and the head, each word in the second data collection is signed by 10 different signers. We Convert each sign video to sequence of images (frames), for each frame we used the Gesture Mixture Model (GMM) to separate and classify all color pixels. Then the three colors ( yellow for the right hand region , blue for the left hand, and red for the head ) were extracted using the MATLAB function roipoly. at this stage the image is identified in three colored regions and outlier according the the mean and covariance for each color.
For a given video sequence and to track the hand and head motion trajectories over time, we made a list for the positions of the centroid for each of the right, and left hand , and face in each frame. We also made a list of features, such as the angle of velocity for each hand, the centroid position for each hand using the head as reference, the horizontal and vertical velocity of both hands across two consequence frames using change in position over time, and the area change for each hand across the two frames. a vector yi= [xi, yi, vi,vj,θi] where created for each frame, where xi , yi are position of both hands with respect to center of face , vi,vj the horizontal and vertical velocity of both hands across two frames using change in position over time, and θi angle of velocity of both hands . finally all frame vectors are stacked to each other to form a feature vector for motion trajectory which used as input to Time Delay Neural Network (TDNN) to recognize the gesture. We decide to choose the Hyperbolic tangent sigmoid transfer function 'tansig' (a = tansig(n) = 2/(1+exp(-2*n))-1) as our activation functions in the hidden layer for the TDNN. In the output layer we used the linear transfer function 'purelin' (a=purelin(n)=n ).
We used the Levenberg-Marquardt (LM) back propagation training function to updates weight and bias values according to Levenberg-Marquardt (LM) optimization. To terminate the learning process we used the same conditions as stated by [6] , in [6] the authors propose four conditions to terminate the learning process; first: The maximum number of repetitions is reached. Second: The maximum amount of time has been exceeded. Third: the Performance has been minimized to the goal. Forth: the performance gradient falls below minimum. if anyone from these four conditions is met the learning process is immediately terminated. In this research the sum square error is calculated according to the difference between the target and the output of the neural network and used as the performance criteria for our improved ArSL recognition system.
RESULTS AND DISCUSSION
We used the MATLAB Toolbox to implement the image processing and TDNN code. In this experiment; five features (called motion trajectories) have been chosen to represent each hand features, they are (xi, yi, vi,vj,θi). Where θi is the Angle of velocity for the hand, vi,vj are the Magnitudes of horizontal and vertical velocity for the hand across two consequence frames using change in position over time, xi, yi are the position of the hand with respect to the center of head.
The hand motion segmentation method used here is identical to the method presented in [6] , it consists of two major steps; First: each image (frame) is partitioned into three colored regions (yellow, blue, and red) and one outlier using a color cue, then the hand locations are specified with reference to a head region. Second: the motion trajectories (xi, yi, vi,vj,θi) of each hand over time (from frame to frame) is calculated.
The total number of features for both hands will be ten features, those features will be used as an input to the TDNN to classify gestural motion patterns. The authors in [6] conducted Many experiments to choose the appropriate network topology, they did choose the topology presented in Table 3 . For comparison resons we are going to choose the same topology as stated by [6] .
Table: 3 Neural Network Architecture
To test our improved system compared to the system proposed by [6] , we should use the same data collection that have been used by [6] , this collection is described earlier in this paper, for each domain in table 1 we take 50% for training the TDNN and the other 50% are kept for testing. Table 4 shows the results for both systems. the results clearly shows that using the head of the signer as a reference instead of using the upper area as a reference can improve the recognition rate. This can be explained by our observation which argues that the signer hands usually are moving together in defined patterns with the signer head, we notice that these patterns are different form signer to signer, so by using the center of the upper area for each frame as references we lose those patterns leading to low recognition rate. The second data set which is created and described by us earlier in this paper will be used 45 to prove our second argument, the argument states that categorizing the Arabic signs according to the existence of overlap between the head and the hands will increase the system ability to recognize the gestures. Table 5 shows that the total recognition rate for our improved system exceeded the previous recognition rates in table 4. 
CONCLUSIONS
Our research proposed new ideas to improve an existing automatic isolated-word Arabic sign language recognition system based on time delay neural networks. Our proposed ideas were tested against two different test collections. The experimental results shows that our proposed ideas were able to achieve an improvement in the recognition rate for the testing sets. For future work we recommend creating and using larger data collections for the Arabic sign language, this will help in validating the results of this research and other researches in the literature regarding the Arabic signs
