Band structure and absorption in semiconductor quantum wells by Livingstone, Martin
BAND STRUCTURE AND ABSORPTION IN 
SEMICONDUCTOR QUANTUM WELLS 
By 
Martin Livingstone 
SUBMITTED FOR THE DEGREE OF 
DOCTOR OF PHILOSOPHY 
AT HERIOT-WATT UNIVERSITY 
ON COMPLETION OF RESEARCH IN THE 
DEPARTMENT OF PHYSICS 
SEPTEMBER 1996. 
This copy of the thesis has been supplied on the condition that anyone who consults 
it is understood to recognise that the copyright rests with its author and that no quo- 
tation from the thesis and no information derived from it may be published without 
due acknowledgement. 
I hereby declare that the work presented in this the- 
sis was carried out by myself at Heriot-Watt University, 
Edinburgh, except where due acknowledgement is made, 
and has not been submitted for any other degree. 
Mvt; ý L 'i vi#% AA- 
Martin Livingstone (Candidate) 
L wu 
Dr Ian GalYraith (Supervisor) 
n -% 
.aý . 
Z1V 
ic 
Date 
ii 
Abstract 
In this thesis we present a theoretical description of the band structure and absorption 
in semiconductor quantum wells. Our approach uses an 8x8k-p method to calculate 
the band structure of both strained and unstrained quantum wells grown in either 
the [001] or [111] directions. The presence of strain can significantly affect the band 
structure, particularly for [III]-grown materials where an internal piezoelectric field 
can exist. By extending the 8x8k-p Hamiltonian within the envelope function 
formalism and solving the resultant multicomponent problem in momentum space, we 
calculate the quantum well energy levels, wavefunctions, effective masses and subband 
dispersion curves. The optical matrix elements for both TE and TM polarisations are 
determined from the calculated wavefunctions and hence the absorption coefficient for 
free electron-hole transitions is computed. This absorption coefficient is multiplied 
by the 2D Sommerfeld enhancement factor in order to take account of the effects 
of the final-state Coulomb interaction. To include the effect of absorption due to 
free excitons, we use the optical matrix elements to calculate the excitonic oscillator 
strength and an empirical model to evaluate the exciton binding energies. The main 
virtue of this theoretical model is that it requires a comparatively small amount of 
iii 
computing effort to produce reasonably accurate absorption spectra. 
This model has been applied to a variety of quantum well systems. In particular 
we have studied (Zn, Cd)Se/ZnSe quantum wells and have determined the valence 
band offset in [001]-grown Zno. 82Cdo. 18Se/ZnSe to be Q, ý-- 0.31. We have also com- 
pared the the linear and nonlinear optical characteristics of [001]- and [111]-grown 
(In, Ga)As/(AI, Ga)As quantum wells by solving the coupled Poisson-Schr6dinger equa- 
tion and the generalised Wannier equation. Photogenerated carriers are shown to 
affect the optical absorptive and refractive nonlinearities in the two types of samples 
in different ways, owing to the presence of the piezoelectric field in the [111] case. 
However, contrary to previous reports, the optical nonlinearities in the [1111 case are 
comparable to, not an order of magnitude larger than, those in the [001] case. 
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Chapter 1 
Introduction 
The development of growth techniques such as molecular beam epitaxy, in which 
dissimilar semiconductors are consecutively deposited in a controllable, repeatable 
fashion, has allowed the manufacture of high-quality heterostructures. By manip- 
ulating the growth conditions, these structures can be composed of novel material 
combinations with predictable characteristics e. g., variation of the energy band gap 
with composition in semiconductor alloys. The most common heterostructure is the 
quantum well, which consists of a thin layer of semiconductor sandwiched between 
layers of a larger energy gap semiconductor. The motion of the carriers in the well 
layer are then confined in one of the space dimensions giving rise to so called quan- 
tum confinement effects. Coupled with an appropriate choice of well and barrier 
materials, the successful growth of semiconductor quantum wells has led to the ad- 
vent of numerous band gap engineered devices designed to suit specific applications. 
For example, the primary component of the fiber-optic communication system and 
compact-disc player is the double heterojunction semiconductor laser. Semiconduc- 
tor quantum wells are not only suitable as light emitters, but can also be operated 
as light detectors, modulators and optical switches. The latter two devices rely on 
the quantum-confined-Stark-effect for their operation, where an externally applied 
electric field is used to modify the absorption spectra. 
I 
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Early work on semiconductor heterostructures focussed primarily on III-V systems 
such as GaAs/(AI, Ga)As, where the difference in lattice constant between the con- 
stituent materials is small, thus minimising strain and misfit dislocations associated 
with lattice-mismatch. However, the growth of thin layers (typical thickness 100A), 
which is necessary to achieve sizeable quantum confinement effects, in fact relaxes 
the requirement of lattice matching between host materials inasmuch as any lattice 
mismatch can be elastically accommodated by strains in the host layers. With further 
improvements in growth technology this allowed new, not otherwise available III-V 
semiconductor systems to become accessible. Strained layers retain all the advan- 
tages of lattice-matched structures and have in addition further features such as the 
potential for the highest valence band states to be light-hole like, of benefit for many 
applications, and the presence of in-built electric fields for structures grown along 
directions other than [001]. Strain also introduces an additional design parameter for 
the optimisation of device performance. 
Mirroring the experimental effort that has been directed towards the growth and 
characterisation of semiconductor heterostructures, there has been considerable work 
undertaken to understand on a theoretical basis the electronic and optical properties 
of these materials. This is necessitated by the need to be able to interpret experimen- 
tal results, e. g. absorption spectra, and thus deduce valuable information about the 
material constants and structure composition. It is also important that the physical 
mechanisms governing the behaviour of the heterostructures are well understood both 
from a fundamental physics point of view and for device design and optimisation. 
This thesis is concerned therefore with a theoretical description of the optical 
and electronic properties of both strained and unstrained semiconductor quantum 
wells. In particular we consider the 11-VI (Zn, Cd)Se/ZnSe system, whose wide band 
gap makes it a suitable candidate for device applications required to work in the 
blue-green spectral region. Also studied are strained quantum wells such as [111]- 
grown (In, Ga)As/(AI, Ga)As, where the existence of an internal piezo-field results in 
a significant modification of the band structure and absorption spectrum. 
f -11L 
Chapter 1: Introduction 
1A Thesis Layout 
A brief summary of the content of each chapter follows: 
o Chapter 2 We begin by describing the band structure of bulk materials using 
an 8x8k-p Hamiltonian. Strain effects are incorporated into this Hamiltonian 
and the band structure is determined for both [001] and [111] growth directions. 
* Chapter 3 The envelope function formalism is applied to the 8x8k-p Hamil- 
tonian in order to calculate the confinement levels and subband dispersion in 
semiconductor quantum wells. We outline a technique to solve this multicom- 
ponent, problem which avoids the appearance of spurious solutions. 
* Chapter 4 Using the results and methods of the previous chapter as a building 
block, we calculate the optical matrix elements for a variety of quantum wells 
for both TE and TM polarisation, and hence compute the free electron-hole 
linear absorption coefficient. To include the effects of absorption due to free 
excitons, we make use of the optical matrix elements in order to calculate the 
excitonic oscillator strength and use an empirical model to evaluate the exciton 
binding energies. 
* Chapter 5 In this chapter we compute interband and intersubband energy 
separations and their sensitivity to the fractional valence band offset, Q, in 
[001]-grown (Zn, Cd)Se/ZnSe quantum wells for a broad range of well widths 
and Cd concentrations. We are then able to identify the combination of sample 
parameters for which these energies are most sensitive to Q,. Using Q, as an 
adjustable parameter and fitting our calculations to experimental absorption 
spectra a value for the valence band offset is determined. 
e Chapter 6 Semiconductors also exhibit nonlinear behaviour, where the ab- 
sorption and refractive index are not constants of the material but change as 
a function of carrier density. To model the optical properties in this nonlinear 
/"I, 
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regime requires the use of many-body physics, and a mathematical descrip- 
tion of the mechanisms involved is given. We derive the generalised Wannier 
equation from which we calculate the nonlinear optical properties. 
* Chapter 7 Using our knowledge of the band structure obtained via the k-p 
method we solve the generalised Wannier equation for various carrier densities in 
order to make a comparison of the optical nonlinearities in piezoelectric strained 
[III]- and [001]-grown (In, Ga)As/(AI, Ga)As quantum wells. 
* Chapter 8 Finally conclusions of the work are discussed and possible further 
work suggested. 
All material parameters and expressions for the energy band gaps used in this 
thesis can be found in Appendix A. The expressions for the energy gaps are appropri- 
ate for room temperature. Throughout this thesis we use SI units and assume that 
GaAs/(AI, Ga)As quantum wells are grown on GaAs, and (Zn, Cd)Se/ZnSe quantum 
wells are grown on ZnSe buffers. 
Chapter 2 
Energy bands in bulk 
0 
semiconductors 
2.1 Introduction 
The electronic structure of quantum wells and superlattices plays a crucial role in 
determining optical device properties. However before one can talk meaningfully 
about the electronic structure of heterostructure materials, it is essential to have 
a knowledge of the electronic properties of bulk semiconductors. Therefore in this 
chapter we review the electronic properties of both strained and unstrained zinc- 
blende semiconductors which are necessary throughout this thesis. 
The electronic properties of semiconductors are determined primarily by the band 
structure at the top of the valence band and bottom of the conduction band. Using 
the k-p method we derive an interaction matrix which describes the band structure of 
the conduction band and heavy-hole, light-hole and spin-orbit split-off valence bands 
in the vicinity of the Brillouin zone centre. The presence of strain in these materials 
can significantly alter the band structure and we determine a strain interaction matrix 
in order to incorporate its effect. The strain components for materials grown in [001] 
and [111] directions are obtained, and simple expressions for the strained energy gaps 
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are given. Finally, the presence of strain for [111]-grown materials is shown to induce 
a large internal piezoelectric field not present for [001]-grown materials. 
2.2 Energy bands in the vicinity of the zone centre 
The presence of the periodic atomic potential in a crystalline material results in the 
formation of closely spaced electronic energy levels called energy bands. These energy 
bands are separated from one another by energy gaps which are energy intervals in 
which no allowed electron energies exist. The resultant band structure of the material 
depends on the structure of the crystal, the species of atoms in the crystal and on the 
electronic states of the atom or atoms from which the bands derive. The dispersion 
of the energy bands, i. e., their dependence on the electron wavevector k, may be 
represented conveniently in reciprocal space by the reduced zone scheme, where the 
function E(k) can be limited to the first Brillouin zone. 
Solids may be classified by the way in which electrons in the crystal fill up the 
different allowed energy bands. Since electrons are fermions and hence obey the Pauli 
exclusion principle, the allowed energy states of the crystal, from the lowest up, are 
completely filled until the number of available electrons is exhausted (the number of 
electrons per unit volume is of the order of , 1024CM-3) . 
The last occupied band 
is either partially filled or completely empty. The energetically highest completely 
filled band is called the valence band. The next highest band, which may be empty or 
partially filled, is called the conduction band. The crystal is a metal if the conduction 
band is partially filled, while it is an insulator if the conduction band is empty. By 
doping with the appropriate impurities (atoms that have a different number of elec- 
trons in their outer shells in comparison to the atoms they are replacing) insulators 
can become conductors, hence the name semiconductor. An insulator with a small 
energy gap between the valence and conduction band may also be called a semicon- 
ductor. The distinction between insulators and semiconductors is not a very sharp 
one but typically the energy gap in a semiconductor is of the order of the photon 
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energy of visible light. 
7 
In order to be able to understand and model the optical and electronic properties 
of a semiconductor, it is essential to have a knowledge of the band structure. Although 
theoretical methods to calculate the dispersion relations of bulk materials over the 
whole Brillouin zone are available (e. g., psuedopotentials, tight binding) and work 
satisfactorily, they are usually complicated, requiring many input parameters and 
a large computing effort. However, since the optical and electronic properties of a 
semiconductor are dominated by states close to the top of the valence band and 
close to the bottom of the conduction band, for most problems in the physics of 
semiconductors such global descriptions of the energy dispersion are unnecessary, 
and a knowledge of the dispersion curves near the band extrema is sufficient. 
The materials that we consider here, such as GaAs and ZnSe, have a zinc-blende 
structure which has the symmetry of the tetrahedral or Td point group. The first 
Brillouin zone of the reciprocal lattice corresponding to the zinc-blende lattice is a 
truncated octahedron and several of the high symmetry points or lines of this first 
Brillouin zone have received specific notations, e. g. the r, X, L points (Fig. 2.1). The 
III-V and II-VI semiconductors we consider are direct-gap, with the valence band and 
conduction band extrema at the centre of the Brillouin zone at k =0 (conventionally 
called the IF point). In the absence of spin, the top of the valence band, is threefold 
degenerate at F. These states are labelled IX), IY), IZ) and their associated spatial 
wavefunctions transform in the same way as the atomic p functions (x, y, z) under the 
symmetry operations of the tetrahedral point group, i. e. they have 1715 symmetry. 
Similarly, the conduction band, which is derived from anti-bonding s orbitals, is 
labelled IS) and has I", symmetry. 
A local description of the dispersion relations over a small range of k around the 
IF point can be obtained by use of the k-p method and is the subject of the next 
section. 
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Figure 2.1: First Brillouin zone of zinc-blencle material. 
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2.2.1 k-p Method 
9 
The k-p method is primarily a method to describe the band structure in the vicinity 
of some chosen point in k space with the aid of perturbation theory. It follows 
straightforwardly from the Bloch form of the wavefunction and, coupled with the 
use of symmetry, shows that the band structure in the vicinity of a point in k space 
depends on a small number of parameters (band gaps and effective masses) which 
may be determined accurately by experiment. 
We begin with the problem of a single electron in an infinite periodic rigid lat- 
tice. We thus regard the assembly of many electrons in the crystal as a collection of 
non-interacting particles occupying the one-particle levels in accordance with Fermi 
statistics. In a bulk crystal the one electron Schr6dinger equation is 
WV)nk (r) 
p+ 
V(r) 'Onk(r) = EnkV)nk(r) 
2m,, 
where m,, is the free electron mass, V(r) is the periodic crystal potential and p is 
the operator -ihV. At this stage we neglect spin. Bloch showed that 'Onk(r) may be 
written' 
Onk (r) =e 
ik. r Unk (r) , (2.2) 
where Unk has the periodicity of V(r), k lies in the first Brillouin zone and n is a 
band index running over a complete set of bands. The periodic parts of the Bloch 
functions Unk are solutions of (substituting Eq. (2.2) into Eq. (2.1)) 
(p+ 
V(r) +hk+hk-p Unk --EnkUnk (2.3) 2m,, 2m, Mo 
which can be written as 
(H + Wl + hk. p)Unk ::::::: 
EnkUnk (2.4) 
where 71, equals h2k2 /2m,, and W is the crystal Hamiltonian (Eq. (2.1)) whose eigen- 
functions are V),, o (or equivalently u, O): 
WUnO :::::::: EnOUnO - 
(2.5) 
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For any given k, Unk(r) forms a complete set for functions having the periodicity 
of V(r). Hence, the wavefunction for any k may be expressed in terms of the wave- 
function at any selected k; we of course choose k -- 0 since we are interested in the F 
point. Thus, 
Unk : -- 
Z cn, (k) u, o . 
m 
(2.6) 
By inserting Eq. (2.6) into Eq. (2.3), multiplying by u*0 and integrating over a unit n 
cell we obtain 
E 
(Eno 
- 
Enk +h2k2 6nm +h k-Pnm Cnm(k)=O, (2-7) 
m 
2m, 
) 
mo 
where 
Pnm = (nipim) 
3, 
r 
-8) 
1 
UnOpumod (2 
unit cell 
Although this equation is exact and can be used to calculate the energy bands 
over the entire Brillouin zone, it is most useful when k is in the vicinity of the F point 
so that the nondiagonal part of Eq. (2.7) 
hk- 
Pnm = 
(nlWk. 
plM) 
mo 
(2.9) 
can be treated as a perturbation. Thus, assuming that the n th band-edge is nonde- 
generate and observing the fact that since Pnn(k) = m,, /h, 9Enk/Ok is zero at a band 
extrema there are no linear terms in k, the second order correction to E,,, O is given by 
rl 2k2 ýnjWk-p I i) (i I 7ik-pin) 
(2.10) Enk '---EnO +-+E- 
2m,, i$-n EnO - Ejo 
Hence, as long as k is small (i. e. Enk- E,, O remains much smaller than all the band- 
edge gaps E,, O - Ejo) the energy dispersion of a nondegenerate band is parabolic in k 
in the vicinity of the IF point: 
Enk : --EnO + 
h2 
k,, ko , a, ý=x, yz 
(2.11) 
2Tn* 
where 
ge 2 inPni (2.12) 
a# mo, 
ao 
+m0i: 
An EnO - Ejo 
01, 
C., hapter 2: Energy bands in bulk semiconductors 
and, for example, pý = (ijpxjn) . m* is the effective mass which describes the effect in 
of the periodic crystal potential on the carrier motion in the vicinity of the IF point, 
and for energies close to the n th band-edge. Eq. (2.12) shows that the interaction 
with bands of lower (higher) energy tends to reduce (increase) the effective mass; it 
explains qualitatively why semiconductors with small energy gaps have small effective 
masses, and vice versa. From Eq. (2.11) the effective mass along a given k direction 
is related to the energy dispersion by 
Mo Mo 192 Enk (2.13) 
M* h2 ak2 
I/m* is thus proportional to the curvature of Enk at any k point. 
2.2.2 Kane Model 
The form of the energy dispersion, Eq. (2.10), is produced by an interaction between 
bands. When bands lie close in energy the interaction between them can be strong 
and simple expressions describing the energy dispersion are no longer applicable. In 
order to obtain accurate dispersion relations, Kane extended the k-p method by 
considering the interactions between a set of closely spaced bands exactly and the 
coupling to far away bands as a perturbation 2,3 . The procedure 
is described below. 
Following a type of perturbation theory first introduced by L6wdin 4, we sepa- 
rate all states (i. e., the energy bands) into two classes, A and B. States in category 
A interact strongly with one another but interact only weakly with states in cate- 
gory B. The interactions connecting states in A with states in B are then removed 
perturbatively by a process of iteration, but no attempt is made to remove matrix 
elements connecting states in A. After removal of the interactions connecting A and 
B the states in A are left with "renormalised" interactions with one another. This 
renormalised interaction matrix must then be diagonalised exactly. For example, in 
a semiconductor one might choose the topmost valence band and lowest conduction 
band as the class-A states and all other bands as the class-B states. 
f, -l L 
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Let h,,,,, be the initial interaction matrix elements and let h' be the renormalised nm 
matrix elements. The renormalised interactions in A are then of the form 
nm - hnm 
hnihi 
E-h.. in it 
(2.14) 
where n and m are in A and i is in B. Interactions between A and B have been 
removed in the lowest order only. The eigenvalue problem of Eq. (2-7) then becomes 
(Wnm 
-Enk) Cnm(k) 01 (2.15) 
where R' is the renormalised interaction matrix among the class-A states, given to nm 
second order in k by 
IB 
(nlWk-pli) (illik-pIM) 
Rnm= (ni7i + Wi+ lik-P I M) + 1: (2.16) 
i 
Enk 
-Ei 
The operators W and W, occur only for diagonal terms and hence do not contribute 
in the second-order of L6wdin perturbation. A numerical example of the L6wdin 
perturbation procedure is given in Appendix B. 
The L6wdin perturbation method is accurate as long as 
Ihnil< I hnn- hii 1; ninA, iinB. (2.17) 
The set A is selected to satisfy Eq. (2.17). In particular, if a group of states such 
as the atomic p functions are degenerate in energy, all such states would be included 
in A. Whenever a semiconductor has a small energy gap (less than 2 or 3 eV) a 
reasonable band structure can be obtained by including states on both sides of the 
gap in class-A. We choose our class-A states to consist of the top three valence bands, 
labelled IX), IY), IZ), and lowest conduction band labelled IS). By the use of group 
theory, the number of independent parameters which result from Eq. (2.16) can be 
reduced, 5,6 i. e., many products are zero, simplifying greatly the problem. 
I 
The renormalised interaction Hamiltonian matrix, 7ýt , in the 
I S), I X), I Y), I Z) 
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basis is given by3,7 
RI= 
IS) IX) ly) 
E, + Ak 2 iPk-, iPky 
+h 
2k2 /2m,, 
E, + M(k 2+k 2) ffk, ýk xyy 
+L'k2 + h2 k2 /2m,, z 
-iPk N'k ký, E, + M(k 
2+k 2) 
yyxy 
+L'k 2+h2k2 /2m,, z 
-iPk, N'k, k., N'k, ky 
IZ) 
iPkz 
N'kxkz 
N'kykz 
13 
E, + M(k 2+k 2) xy 
+L'k 2+ h2 k2 /2m, z 
(2.18) 
The Kane parameters A, L', M, N' result from second order interactions due to 
L6wdin renormalisation involving states outside the class-A states. They are taken to 
be constants by approximating the exact eigenvalue E,,, kin Eq. (2.16), by conduction 
and valence band energies, E, and E, This approximation has the effect of linearising 
the eigenvalue problem of Eq. (2.15). The parameter P comes from the direct k-p 
interactions between s and p states (i. e., between the conduction and valence band) 
and is defined as 
P= -i 
h (Slpxlx) = -i 
h (SIPYIY) = -i 
h (SIPZIZ) 
- mo mo mo 
The Kane parameters are few enough in number to be determined empirically from 
experimentally measured energy gaps and effective masses; they may also be deter- 
mined from their definitions which are given in Ref. 7. The small terms which result 
from the lack of inversion symmetry in the zinc-blende crystal have been neglected'. 
Thus far we have neglected spin in the Schr6dinger equation for the electron in a 
periodic potential. Introducing it will immediately double the number of E,, k levels, 
/-IL 
Chapter 2: Energy bands in bulk semiconductors 14 
since each k can then be occupied twice. Secondly, the degeneracies of the IX), JY) 
and I Z) states will be split as a result of spin-orbit coupling. 
2.2.3 Spin-orbit coupling 
Spin-orbit coupling is only one of several relativistic effects, and to deal with these 
the Dirac equation must be used instead of the Schr6dinger equation. However, some 
of these effects are only important for heavy elements 5 and we may restrict ourselves 
to treating only the relativistic correction due to the spin-orbit coupling. Its origin is 
the interaction of the electron spin magnetic moment with the magnetic field "seen" 
by the electron, and its energy has the form 
'HSO -ý:::: : fM2C2 
VV) 
0 
(2.20) 
where o, is the Pauli spin matrix. Introducing Wso into Eq. (2.1) leads to two addi- 
tional terms in Eq. (2.3), namely 'Hso and Wkso7 where 
2 
likso ---2 4mo x 
VV) - k. (2.21) 
It is customary to neglect the k-dependent spin-orbit interaction term likso as it is 
very small near k=0 in comparison to Wso. 
With the introduction of electron spin, which may be "up" or "down" (T, ý), the 
4x4 interaction matrix, W', becomes an 8X8 interaction matrix and is block diagonal 
with respect to spin; the spin dependent term Wso introduces additional off-diagonal 
terms: 
lik =(kso 
,, so 
(2.22) 
Rk is now the 8x8 interaction matrix which explicitly takes into account k-p 
coupling between the top six valence bands and bottom two conduction bands as 
well as remote band contributions to second order in k. Renormalisation of the Wso 
matrix elements in Eq. (2.22) owing to interactions between class-A and class-B leads 
to corrections that are small and is therefore unnecessary. The spin-orbit interaction 
C11, 
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matrix elements may be represented by the parameter A, which is the spin-orbit 
splitting of the p states, defined aS3 
-3i 
( ý' ) 
(xl(VV x p)ylz) (2.23) 4M2C2 
0 
It is now desirable to choose a new k=0 basis in which this term is diagonal in 
Eq. (2.22). With the introduction of the spin-orbit interaction, the orbital angular 
momentum L and spin S of the electrons are no longer independent, but are cou- 
pled to a total angular momentum J=L+S. Hence, the electronic states cannot 
be classified according to the spin or orbital angular momentum quantum numbers 
s, m, and 1, mi, respectively. They have to be classified according to the total angular 
momentum j, mj. Thus, instead of using the eight band-edge Bloch functions I ST) 7 
JXf), JYT), JZT), JSý), JXý), JYý), JZý), we form linear combinations of these func- 
tions such that they are eigenfunctions of the projection, along the z-axis, of the total 
angular momentum J. Later on we shall see that in the case of heterostructures it is 
in fact convenient to quantize J along the growth (z) axis. The new basis functions 
in the 1j, mj) representation are given in Table. 2.1 for the conduction and valence 
bands. The energy zero is taken to be the top of the valence band (E, - 0) and Eg 
is the energy gap (E, = E_, ) of the semiconductor. The spin-orbit coupling lifts the 
sixfold degeneracy of the valence band at k=0 and gives rise to a quadruplet of 
178 symmetry which corresponds to j=1( the heavy-hole band (mj = ±q) and the 22 
light-hole band (mj and to a doublet Of r7 symmetry which corresponds to 2 
(the spin-orbit split-off band (mj Their energy separation is A (see 22 
Fig. 2.2). The conduction band remains degenerate with spin and has IP6 symmetry. 
Chapter 2: Energy bands in bulk semiconductors 16 
Table 2.1: Bloch functions of the F6, F71 F8 points (k=O). The labels j, mj denote, 
respectively, the total angular momentum and its projection along z. 
UnO Ii, Mj) Oi'mi) En 
Ueb 11/2,1/2) ist) Eg 
Ucb 11/21 -1/2ý Isýý Eg 
Uhh 13/2,3/2) -ýl121 (X + iY)tý 0 
Ulh 13/2,1/2ý ýI/6 -(X+ iY) ý +2Zt) 0 
Ulh 13/21 -1/2ý 
ýI/61 (X - iY) t +2Z ýý 0 
Uhh 13/25-3/2) 
ý1/2 (X - ZY) ýý 0 
Uso 11/2,1/2) 
ýI/3 (X + %Y) ý +Zt) _A 
Uso 11/21-1/2) 
ýI/31 (X - iY) t -Zý) _A 
Eg 
k 
A 
Figure 2.2: Schematic diagram of the band structure of a direct gap zinc-blende material 
showing the bottom two conduction bands, F6, and the top six valence bands, IF7 and F8. 
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Thus, using the basis functions of Table. 2.1 and with the aid of Eq. (2.18) we 
transform Wk into the ji, mj) representation and obtain the following 8 x8k-p 
matrix 
Rk= 
where 
1111) 22 11 - 1) 2) 2 111 1) 22 1q, 1) 22 11 - 1) 21 2 11 - 2) 21 2 111 1) 22 11 - 1) 27 2 Ak 0 
-Uk N/2 
Vk J3 -L Uk* 
A/6- 
0 --LVk 
%/3- 
-LUk 
vf3- 
0 Ak 0 
v/6- 
Uk 
Vrg3 
Vk 
-LUk 
v/'2- 
Uk 
-v/'3- 
-LVk vý'3- 
'72 
Uk 0 'Pk + Qk -Sk Rk 0 -LSk vý-2- v/-2 
ýRk 
Z* VF3 Vk 1 Uk 06- -Sk 'Pk - Qk 
0 'Rk 1-2Qk /T V ýc--lk 2 
I Uk 
7 76 
Vk *k 0 Pk - 
Qk Sk 
VF21 
Sk V2-Qk - 
0 -L Uk 
vf2- 
0 
k 
Sk 'Pk + Qk Vf2Rk Sk 7ý2 
vf3- k 
Uk 
73 --LSk 
vf2- 
2 
/T 
V -1--7k 2 2R k 'Pk 
0 
-1-Uk V'3- --LVk vf3- k 
VF! 2 
Sk 
V/2Qk --Lsk V-2- 
0 Pk -A 
(2.24) 
Ak 
h2 
22 2) Eg+s-(kx+ky+kz 
2m,, 
s 
2m 
-"'A +I h2 
'Pk 
h2 
22 2) 
-, -yi (kx + ky + kz 2mo 
Qk 
h2 
2 2) 
--72(ký +k- 2k xyz 2Tno 
Rk 
h2 /-2 2) 
-v3[72(k -k -2i73kxky] xy 2mo 
Sk 
h2 
'ky) kz --2 3'-Y3(kx 2mo 
Vk iPkz I 
Uk = W(ký, + iky) - 
(2.25) 
The dimensionless parameters s, -yj and -y2 in Eq. (2.25) describe the effect of the 
kinetic energy term and the coupling of the conduction band states (s) and the valence 
band states (-yi and -y2) to the other bands. 73 describes the anisotropy of the energy 
band around the I' point. 
7 
f--I 11 
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The constants -yi, -y2 and '-Y3 are the modified Luttinger parameters and are given 
in terms of the Kane parameters by7 
2 m,, 
3 h2 
72 
3 rl 2 
73 
3 h2 
+2M) -11 
-M), (2.26) 
The modified Luttinger parameters are related to the parameters used by Luttinger, 9 
LLL 10 rYI 7 72 and 73 , which are relevant for the 6x6 valence band model, by 
L 2m,, p2 71 71 3h 2E g 
L Mop2 72 7ý -M 2E 
g 
(2-27) 
Mop2 
73 7iL 
3h 2E g 
The Luttinger four-band model is recovered from the eight-band model by taking the 
band gap, E.., and the spin-orbit splitting, A, to be arbitrarily large. 
The k-p parameters 8, "Yli 72, Y3 and P, used in Eq. (2.24) can be determined 
from the effective masses of the bulk material at the F point by observing the fact 
that for k along k,. ( i. e., the [001] direction), Eq. (2.24) decouples into two 4x4 
blocks. The heavy-hole band is then completely decoupled from the other bands and 
its dispersion is purely parabolic with an effective mass satisfying 
mo /rnhh(ool) = -yi - 272 = YL -272L 1 (2.28) 
V_ 
Fur k, near zero, the dispersion of the other bands is also parabolic. Solving the 
third-order secular equation for the remaining 3x3 blocks, and using Eq. (2.12), we 
obtain the following expressions relating the conduction, light-hole and split-off band 
effective masses to the k-p parameters: 
oil 
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mo/m el (001) =s+ A(I +1 (2.29) 2 
MON lh(ool) = -yi + 2-y2+ A -YL + 2_YL (2.30) 12 
mo/mso(ool) = -Y, +I Ar (2-31) 2 
where the dimensionless parameters A and r are given by 
A= 4m, p2 /3h2E g 
r= Egl(Eg + A) 
(2.32) 
We remark that if we neglect off-diagonal coupling in the 8x8k-p Hamiltonian we 
have 
hh LL 
mo m (001) = -yj - 2-yý 
mo/m hh = _YL +L 11 1 72 
where ml, is the effective mass in the k.,,, ky plane. 
lh L 
mo/mIl 72 
(2-33) 
(2-34) 
The parameter -y3 is determined from the heavy-hole mass along the [111] direction: 
mo/m hh (111) = 71 - 273 - 
(2-35) 
It is now clear that a knowledge of the effective masses M, 
1(00j)j'Mhh(OOj )IM 1h(OOj)j 
m"(001) and rn 
hh (1 11), at the F point of the bulk material completely determines 
the k-p parameters -yi, -y2, "Y3 ,s and P to be used in Eq. (2-24). Diagonalising this 
equation will give the energy dispersion for the conduction, heavy-hole, light-hole 
and split-off bands in the vicinity of the zone centre. This calculation must be done 
numerically. 
We have already mentioned that it is convenient to quantize J along the growth 
direction. For [001]-grown materials J is quantized along the z-axis. However, for 
materials grown along the [111] direction the growth is no longer along z. Therefore, 
mo/m 
lh(ool) 
= 7L + 2-y2L 1 
for a [111] growth direction we make the rotational transformation such that the 
011 
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[111] direction becomes the z-axis. The form of the 8x8k-p Hamiltonian matrix 
for [Ill]-grown materials is then identical to Eq. (2.24) but with different expressions 
for the terms given in Eq. (2.25); details are given in Appendix C. 
2.3 Energy bands in strained bulk semiconductors 
The application of a biaxial stress to a crystal lattice produces a strain which will 
reduce the symmetry of the crystal and result in significant changes to the electronic 
band structure. In this section we determine the effects of strain on the band structure 
of a bulk semiconductor by deriving the strain interaction matrix for the r61 F7 and 
F8 bands, and calculate the strain components for growth along the [001] and [111] 
directions. 
2.3.1 Eight-band Hamiltonian for strained semiconductors 
When a crystal is homogeneously strained it has a new crystalline potential which 
can be denoted by VF(x), such that Ve: (x) --+ V(x) when e -+ 0, where 6 represents 
the strain with components 
1 aui auj cij =--+j=xx (2.36) 2( arj ari ZI 7 
Y7 
and u(r) is the displacement of a point due to strain. -ij are the extensional or 
compressional (i -- j) and shear (i =ý j) components of the strain. The one electron 
Schr6dinger equation for an electron in a strained crystal is given by 
WEUnk(r) =p+ VC(r) +hk+hk-p+h (0' X VVE 
(X)) 
-P Unk 
(r) (2Tn,, 
2m,, mo 47n2 C2 0 
= 
EnkUnk(r) 
. 
(2.37) 
This is simply the Schr6dinger equation for the unstrained crystal 
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( p2 h2 k2hh WkUnk(r) 
2m + 
V(r) +-+ -k -p+ (a x VV(r)) -p 
0 2mo M,, 
4, rn2C2 
Unk(r) 
0 
= 
EnkUnk(r) 
21 
(2.38) 
with V(r) replaced by Ve(r). Note that the spin-orbit coupling term, Wso, has now 
been included (c. f. Eq. (2.3)). The potential VC(r) and the Bloch functions of the 
strained crystal are now periodic with the strained crystal lattice. 
In the presence of a small strain, the band structure can be found by solving Eq. 
(2.38) with the effect of the small strain treated as a perturbation. However, this is 
a poor approach since the two potentials VE(r) and V(r) have different periodicity 
intervals. The point is that in perturbation theory the wavefunction of the perturbed 
Hamiltonian is always expressed as a superposition of wavefunctions of the unper- 
turbed operator satisfying the same boundary conditions. In a crystal, the boundary 
conditions are laid down by the periodicity, but it is clear that the periods of the 
potentials VC(r) and V(r) are different, and consequently so are the periods of the 
Bloch functions u,, o(r) for Eqs. (2.37) and (2.38) - this is the origin of the failure 
of the perturbative approach. To avoid these difficulties we use the method of Pikus 
and Bir" by which we can restore the unstrained crystal periodicity to the eigenvalue 
problem of Eq. (2.37). 
In order to achieve this we "deform" the coordinates of the strained crystal in such 
a way that the lattice of the strained crystal in the new coordinate system coincides 
with that of the unstrained crystal in the old coordinate system. This is achieved by 
introducing the variable 
e)r - 
(2-39) 
Then to first order in e, 
+ e)r' - 
(2.40) 
The prime denotes terms in the new, deformed coordinate system; unprimed terms 
are in the old coordinate system. Fig. (2.3) illustrates the fact that, after the crystal 
t-f 11 
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deformation due to strain, and in the new coordinate system, the periodicity of the 
unstrained crystal is recovered. The transformation of Eq. (2.40) takes the operator 
-ihV into 
Ia 
p c)p' where pj -ihý (2.41) 
and p2 into, 
P2 el-I p'2 6ijpipj (2.42) 
ij 
For small strain terms the potential in the deformed coordinate system Ve: (r) 
Vej(l + e: )r], can be expanded to first order in the strain as 
Ve V (r') +E Vij (r') Eij 
ij 
where 
Vij (r') = aV((l + e)r') 
196ij Eij=O 
(2.43) 
(2.44) 
Substituting the transformation of Eq. (2.40) into Eq. (2.37), the eigenvalue problem 
for the strained crystal in the deformed coordinate system, correct to linear terms in 
the strain, can be written as 
(R' + De) Ünk(r') -:::: ý 
EnkÜnk(r') 
, k 
(2.45) 
whereflnk(r') has the periodicity0f Unk(r), whereUnk(r) is the solution to Eq. (2-38) 7 
and the operator 'H' is the same as Wk in Eq. (2.38), but with r and p replaced by k 
rI and p'. At this point we introduce the operator W --':: Wk + D,. The terms linear 
in strain, 
DE = D,, + 
Dk-p 
1 
(2.46) 
are functions of the operators r' and p' and are given by 
I'' 
D pi j+ 
Vij -cij 
(2.47) 
0 
(-mo 
Pj 
ij 
Dk-p 
h EEijk. p' (2.48) 
mo ij 
Strain interactions coming from the spin-orbit coupling are small and may be neglected' 
The eigenvalue problem in Eq. (2.45) now contains the potential 
V(r'), which has the 
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Figure 2.3: Lattice points. Open circles: unstrained crystal in the original coordinate 
system. Dotted circles: after strain deformation. Full circles: after strain deformation in 
the new coordinate system. 
periodicity of the unstrained crystal. In the absence of strain Eq. (2.45) reduces to Eq. 
(2.38) which can be solved using the eight-band model as described in the previous 
section. The effects of strain are described by the operator D, 
Now that the Bloch functions ilnk(X') of Eq. (2.45) are periodic with period equal 
to that of the unstrained lattice, they can be expanded in terms of the complete set 
of unperturbed Bloch functions that are the solution of Eq. (2.38) and that have the 
same period. Therefore, we can apply perturbation theory as previously. 
The basis functions for our class-A states for the strained crystal are the same 
as those used in the unstrained case, namely IS), IX), IY), IZ). In what follows we 
neglect the small strain interactions which couple class-A and class-B states. The 
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strain-dependent interaction matrix D in this basis is given by =__E 
IS) IX) ly) IZ) 
a, (Exx + Eyy + -, zz) -iP Ej cxjkj -iP Ej Eyjkj -ZP Ej E, jkj 
1% 
W Ej Exjkj 1EXX + M(, -Yy + Ezz) nExy nExz 
W Ej Eyjkj nExy 16yy + 7n(Exx + Ezz) nEyz 
iP Ej Ezjkj nExz nEyz lEzz + M(Exx + Eyy) 
(2.49) 
where 
a, -- (SlDxxIS) I 
I= (XIDXXIX) I 
Tn = (YlDxxlY) 1 
(2.50) 
n= 2(XlDxzlZ) I 
and where D,, y is the x, y component of the operator Dij, defined by writing D, in 
Eq. (2.47) as 
Do E DijEij 
ij 
(2.51) 
The constant a, describes the conduction band coupling to hydrostatic deformations 
while 1, m and n describe the valence band strain interaction. The strain interaction 
operator Dk-p leads to the matrix elements in Eq. (2.49) that are linear in k. These 
terms couple the conduction and valence bands when shear strain is present, as well 
as when uniaxial deformations are present along any of the crystal axes. 
Following the same procedure by which Eq. (2.24) was obtained, we transform 
Eq. (2.49) into the 1j, mj) representation and obtain the strain interaction matrix 
describing the coupling of the heavy-hole, light-hole, split-off and conduction band to 
t"t, 
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the strain: 
DE =1 
jill) 22 11 - 1) 21 2 
ace 0 
0 a, e 
ý 
=U* 2 0 
V* Vfý 
-I ue* 76 
I UE 
; 76 
62 Vý* 
3' 
0 UE 
vf2- 
1. v* 
1/3- -' 
I UE* 
73 
1u 
vr3- E 
1* 
- 73 
V-' 
25 
Jill) 22 1111) 22 11 21-D 1) Ii - 21 2 1111) 22 11 1) -2 V 
u 72 
2 Ve 2 V3 
-LU V6- 
0 Vý 
-e - /' 
u 
6 
0 
-Lu V6- E Vq3 
VE 
/r, 2- 
U. 
v 3 
--L UE V3- 
VE 
V-3- 
PE + Q6 -SE RE 0 - -LSE V2- 
-SE* PE - QE 0 
RE 
- v, 
12- QE /is, V2 
R* 
E 
0 PE - 
QE se 3S* 1 V2 
6 \, 
rýQ. 
0 R* E S, * P, + QE - 
V27Z* 
E -1S, *ý 72 
SE* 
72i - vr2- Q6 
/-3 
(-7E 2 - v'2-RE 
'PE 0 
v2 
r-IZ* 
6 
- 
ý4 
/1 SE - 
v/2 QE - 
ISE 
V-2- 
0 PC 
(2.52) 
where 
P, = a, + -yy + Ezz) I 
1 
b(E,;, 
ý + Eyy - 2Eý, z) 2 
vý3- 
-2 b(E,;,, - Eyy) + 
idEý, 
y 
S, d(Ez,, iEyz) 
ve 
-iP ezjkj 
ue -iP (Exj + tEyj)kj 
e EXX + Eyy + Ezz 
(2.53) 
The deformation potential constants a, a, b and d contained in Eq. (2.52) couple the 
conduction, heavy-hole, light-hole and split-off energy bands to the strain. The Pikus- 
Bir deformation potential constants a, b and d are related to the matrix elements 1, M 
and n in Eq. (2.50) by 
I 
, "L 
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+ 2m) 3 
1 (1 - M) 3 
In 
T3 
26 
(2.54) 
a, is the hydrostatic deformation potential for the valence band and b and d are 
shear deformation potentials appropriate to strain of tetragonal and rhombohedral 
symmetry respectively. These constants can be calculated from their definitions or 
they can be deduced from experiments. 
We are now in a position to calculate the band structure for a strained semicon- 
ductor in the vicinity of the zone centre by solving the eigenvalue problem 
det (hk+ D, - EI) =0, (2.55) 
where I is the 8x8 unit matrix. The matrix D in Eq. (2.52) is written for an 
arbitrary strain. However, we are primarily concerned with materials that are grown 
along the [001] and [111] directions. Therefore our next task is to determine the strain 
components Eij for materials that are grown along these directions. 
2.3.2 Strain components for [001] and [111] growth directions 
To introduce strained semiconductor structures we consider first the growth of a 
thin epilayer of material B on a semi-infinite substrate or buffer layer of material A 
with different lattice constant. If the growth is pseudomorphic then material B will 
elastically strain to uniformly match up lattice constants with material A. Therefore 
material B will experience a biaxial stress, and an associated biaxial strain, in the 
growth plane and lead to a strain in the growth direction via the Poisson effect. This 
situation is depicted in Fig. 2.4. The magnitude of the strains in the growth plane 
will depend on the lattice mismatch and the growth orientation. In this section we 
consider the effect of a biaxial stress on a bulk zinc-blende material in the (001) and 
/-'III 
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Figure 2.4: A schematic representation of the structure of material B when grown on 
substrate material A of different lattice constant. 
(111) planes and calculate the corresponding strains in terms of the lattice mismatch. 
[001] growth direction 
The zinc-blende primitive translation vectors are given by (see Fig. 2.5) 
ct a, (ii + 2 
a, (ý + (2.56) 2 
I 
a, (ic + i) 2 
where a, is the lattice constant of the material. When the crystal is strained these 
primitive translation vectors become 
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Figure 2.5: The conventional cubic unit cell of 
the zinc-blende structure. 
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ce a,, (: k + 2 
a,, + (2.57) 2 
1 
a,, (i: / +2 2 
where xYI are defined by the following matrix 
+ EXX Exy EXZ k 
Exy + Eyy Eyz (2.58) 
Exz Eyz + EZZ 
As before Eij are the extensional/ compressional (i = j) and shear (i =A j) components 
of the strain. The algebraic sign of these components is positive for an extension, 
negative for a compression. 
The plane of growth can be defined by two orthogonal vectors, iii and f12. At 
the growth interface the projection of the primitive translation vectors in the plane 
of growth for the strained layer is equal to the projection for the substrate. This 
pseudomorphic condition is expressed by the relations 
aB - ni -::::: CfA - ni, 
aB' f12 :: -- OfA - n2 
(2.59) 
with analogous conditions for 3 and -y. The subscripts denote the two materials. 
For [001]-growth, fil and f12 are simply :k and ý. Using Eq. (2.58) in Eq. (2.57) and 
inserting into Eq. (2.59) we obtain 
a,, - ai Exx = Eyy = 
ai 
Exy - Exz ::: -- 6yz : ý:::: 07 
(2.60) 
where a, is the lattice constant of the substrate and ai is the unstrained lattice 
constant of the epilayer material. The single remaining unknown strain component, 
E,,,, can be determined from stress-strain theory as follows. The strain energy density 
/"IL 
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of a crystal is given by 
12 
66 
2 
ChiEhEi (2.61) 
hi 
where Chi is the elastic stiffness constant and the notation is such that (1,2,3,4,5,6) 
corresponds to (xx, yy, zz, yz, zx, xy). The symmetry of a zinc-blende crystal reduces 
Eq. (2.61) to the form 
I 
Cii(E 2 +E 2 +E 21 (E2 22 (2.62) 
2 xx yy ZZ) +2 
C44 
xy+Exz+Eyz)+Cl2(EyyEzz+ExxEzz+Exx-yy) - 
With the aid of Eq. (2-60) the strain energy density becomes 
1 
Cil (262X + E2Z) + C12(2ExxEzz + 62x) (2-63) 
2xzx 
and is a minimum when 
dý 
=: CIlEzz + C12(2E,, ) =0 (2.64) dEzz 
This is easily solved to give 
Ezz 
2CI2 2Cl2a,, - ai (2.65) 
Cl, Cl, ai 
This gives us the complete strain tensor in terms of the lattice mismatch and the 
elastic stiffness constants. 
[111] growth direction 
For a material grown in the [111] direction the in-plane vectors are n^l 71, (ý: -ý 72 
andf12 : -- -L (ý: + 2i). Following the method for the (001) planes, we derive the Vr6- 
strains present in the (111) planes: 
a,, - ai Exx - Exy == ai I 
Exx :: = EYY =: Ezz ) 
(2-66) 
, xy ::: 7-- Eyz : --z Exz I 
f-111 
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12 
_ 
F6 and use the stress-strain relation Sh : '-- 'i 
ChiEi to describe the strains in terms 
of the lattice mismatch as follows. For the [111] direction, as with the [001] direction, 
the stresses occur along the growth plane: 
srsr 
xx yy 
(2-67) 
Sr sr Sr sr 
xy yz xz zz 
where S is the magnitude of the biaxial in-plane stress. The superscript T denotes 
rotated axes where ic' and : ý' are equal to fil andii2, respectively, and lie in the (111) 
plane; e. g., the stress Sry lies in the plane perpendicular to the ý: r axis and is in the 
ýr direction. ir = _L ,,,, 3- 
(R. +ý+ i) lies in the growth direction and is perpendicular to 
the (111) plane. 
Now, the elastic properties of a zinc-blende material are described by the equation 
sxx 
SYY 
szz 
SYZ 
szx 
SXY 
C11 C12 C12 0 0 0 
C12 Cll C12 0 0 0 
C12 C12 Cll 0 0 0 
0 0 0 C44 0 0 
0 0 0 0 C44 0 
0 0 0 0 0 C44 
EXX 
EYY 
EZZ 
2Eyz 
2Ezx 
2Exy 
(2.68) 
But we are concerned with materials grown in the [111] direction, where the stresses 
have orientations that are rotated with respect to the crystallographic axes. There- 
fore, using the transformation formulas found in Appendix D, we can re-express the 
left hand side of Eq. (2.68) in terms of the stresses in the rotated coordinate system. 
/Ill, 
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Thus, with the aid of Eq. (2.67), we obtain 
sxx ! sr. + 62 x1 
syry ýs 
3 
SYY 16sxrx + lsyry 
2 
gs 
3 
szz sxrx 
3 
2s 
3 
SYZ 1 Sr 
3 xx 
Is 
3 
szx i sxrx 
3 
1s 
3 
SXY sxrx 
-i 
syry 
62 -is 3 
Cll C12 C12 00 
C12 Cil C12 00 
C12 C12 C11 00 
000 C44 
0000 
0000 
00 
C44 0 
0 C44 
oxx 
EYY 
EZZ 
2, 
-- yz 
2Ezx 
2Exy 
32 
(2.69) 
We follow convention by using the symmetrised strain components as compared 
to the conventional strain components, hence the factor of 2 for the off-diagonal 
strains. Solving for the off-diagonal strains in terms of the diagonal strains leads to 
the equation 
2E,: y - 
-(Cil + 
2C12)Exx 
(2.70) 
2C44 
Inserting Eq. (2.66) into Eq. (2.70) leads to the following equations for the strain 
components within the (111) planes in terms of the lattice mismatch: 
Exx =E= Ezz = 
4C44 
- 
a, - ai 
yy 
( 
Cli + 2C12 + 4-C44 
)( 
ai 
EYZ = EZX == 6XY =ý - 
C11 + 2C12 
_ 
a,, - ai (2.72) (C11 
+ 2C12 + 4C44) 
( 
ai 
)- 
Three equivalent non-zero diagonal and off-diagonal strains exist within the (111) 
strained planes. In contrast, only diagonal strains occur for the (001) strained planes. 
This difference is the key to the piezoelectric effect that occurs in the (111) case and 
will be discussed in Section 2.4. 
/"I, 
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2.3.3 Simple expressions for the energy band gaps at k=0 
For a biaxial strain in the (001) plane, and at k=0, the Hamiltonian matrix 
, has a particularly simple from since all k-dependent terms and all 
Wk +D 
strain terms Eij with i =A j vanish. In this case W decouples into two 4x4 blocks and 
can be written as 
1 11 1ý I a, 1) 1 37 1) 
222222 
E. 9 + 6E, -,,, 00 
0 -6EH,, + 6E(ool) 0 
00 -6E, -,,, - 
6E (001) s 
00- "r2- 6E (o 0 1) s 
111 lý 22 
0 
0 
-dEH 
(2-73) 
with a similar expression for the Ij, -mj) states. We see that while the heavy-hole 
band (1!, 1)) and conduction band (1!, 1)) are decoupled from the other bands, the 2222 
light-hole band (1!, 1)) is coupled to the split-off band (1!, -1)) through the strain 2222 
dependent off-diagonal terms. The expressions for 6EH, c7 6EH,, and 6001) are given S 
by 
6EH, c = ac(2E.,., + E,, 
) 
6EH, v = av 
(2E-,., + 6,, ) 
6ES(001) = b(, c, ýý, - E,, ) - 
(2.74) 
Diagonalising the Hamiltonian of Eq. (2.73) we find, with respect to the top of the 
unstrained valence band, the band energies at k=0: 
Eeb Eg + öEI-I , 
Ehh 
-6EH + öE(0()1) s 
Elh 
-6EI (SE(Ool) + A) +0 2s 
E, = -dEH, v -1 
(dE(Ool) + A) -6 0s3 
(2.75) 
C 
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where 
I 
(, A2 
- 2A6ES(001) + 
9(6ES(OOI))2) '21 (2.76) 2 
For zero strain (6EH, c= 
6EH, 
v= 6E(001) = 0) the heavy-hole and light-hole bands are S 
degenerate and are separated from the split-off band by an amount A. For nonzero 
strain, the light-hole and split-off bands couple, resulting in a lifting of the degeneracy 
of the heavy and light-hole at k=0 which, as we shall see, introduces an anisotropic 
valence band structure; this has important consequences for the design of optical 
devices (see Chapter 3). A major difficiency of a4x4 valence band model is that 
it includes only heavy-hole and the light-hole states and would therefore fail to take 
account of this strain induced coupling. 
The total hydrostatic shift of the energy gap 6EH = 6Eff, c + 6Eff, v is described by 
a deformation potential a which is usually known quite accurately from experimental 
measurements on the pressure dependence of the gap". It should be noted that 
the quantities a, and a, are difficult both to calculate and to measure, since they 
refer to changes in the bands on an absolute scale. As we shall see, these quantities 
also impinge on the question of the correct conduction and valence band offsets in 
quantum wells and can complicate the issue. Consequently we do not use a, and a, 
explicitly but write 
6EII = 6EH, c+ 
6EH, 
v = 
(ac - a, ) (2E,,,, + E,, ) = a(2E-,,, + E,, ) . 
(2.77) 
We are now able to write simple expressions for the strained energy gaps between the 
conduction band and the valence bands: 
0 E, 
-hh = Eg + JEH- JES( 
01) 
Ec-lh E1 (001) 
_q 
+ 6EH +2 (6ES + A) - E) (2.78) 
E, 
-so 
E_q+ 6EH +1 (6ES(ool) + A) +0. 2 
Fig. 2.6 shows the heavy and light-hole energy gaps obtained from Eq. (2.78) and 
the heavy-hole-light-hole (hh - Ih) splitting, at k=0, for [001]-grown Znl-,, Cd,, Se on 
/-I L 
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ZnSe. Also shown is the energy gap of unstrained Znl-,, Cd,, Se. As illustrated, when 
the Cd concentration, and hence the strain, increases, both the hh and Ih energy gaps 
and the hh - 1h energy splitting increase with respect to the unstrained case. 
The problem of diagonalising H at k -- 0 for materials grown in the [111] direction 
is simplified considerably if we make a transformation such that the [111] direction 
becomes the z-axis (see Appendix C). Under this rotation the Hamiltonian W for the 
(111) planes has the same form as that for the (001) planes (Eq. (2.73)), with the 
quantity 6E(111) = -V'ý3-dE., y replacing 6ES(001). Thus the expressions for the band S 
gaps at k=0 also have the same form. 
Fig. 2.7 shows the heavy-hole and light-hole energy gaps and hh - 1h splitting, 
at k=0, for [III]-grown Znl-_, Cd,, Se on ZnSe. Compared to the [001]-grown case, 
both the hh and 1h energy gaps and the hh - 1h splitting are larger. 
2.3.4 Effects of strain on band structure 
As an example of the effects of strain on the band structure at k =, 4 0 we consider a 
[001]-grown semiconductor alloy epilayer; the alloy concentration may be varied such 
that the material is either lattice matched to the substrate, under biaxial tension or 
under biaxial compression. A material such as (In, Ga)As grown on InP could exhibit 
such behaviour. The band structure for these three situations is shown schematically 
in Fig. 2.8. As expected, in the unstrained case (Fig. 2.8(a)), the heavy-hole and 
light-hole bands are degenerate at k=0 and the spin-orbit split-off band lies at 
an energy A below the two highest valence bands. The lowest conduction band is 
separated by the band gap energy Eg from the valence bands. 
Under biaxial tension (Fig. 2.8(b)), the hydrostatic component of the tension 
reduces the mean band gap, while the axial component splits the degeneracy of the 
valence band maximum and introduces an anisotropic valence band structure, with 
the highest band being light in the growth direction (k, ) and comparatively heavy in 
the growth plane (k1j). At k=0 the light-hole band-edge is now higher in energy than 
Cl 11 
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Figure 2.6: Energy gaps and h eavy- hole-I ight- hole splitting as a function of Cadmium 
concentration, x, in [001]-grown Znl-xCdxSe on ZnSe. The dashed line shows the energy 
gap of unstrained Znl-xCdxSe. 
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Figure 2.7: Energy gaps and heavy- hol e-I i ght- hole splitting as a function of Cadmium 
concentration, x, in [1111-grown Znl-xCdxSe on ZnSe. The dashed line shows the energy 
gap of unstrained Znl-xCdxSe. 
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Figure 2.8: Schematic representation of the band structure in the growth plane and growth 
direction for the case of (a) zero strain (b) biaxial tension and (c) biaxial compression. 
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the heavy-hole band-edge. Under biaxial compression (Fig. 2.8(c)) the mean band 
gap increases and the valence band splitting is reversed so that the highest band is 
now heavy along the growth direction (k, ) and comparatively light along k1j. Thus, 
the effect of strain is to create a hydrostatic shift of the energy gap and to split the 
degeneracy of ther8 band. 
We remark that we have chosen to plot the band structure schematically in order 
that the curvatures of the energy bands are discernible so that comparisons can be 
made easily, and point out that the band structure has also been calculated numeri- 
cally using Eq. (2.55). 
2.4 Piezoelectric effects in bulk materials 
Following the work of Cady 12 , the direct piezoelectric effect 
is defined as the electric 
polarisation that is produced by mechanical strain (or stress) in crystals belonging to 
certain classes, the polarisation being proportional to the strain (or stress). Closely 
related is the converse effect in which a piezoelectric crystal becomes strained, when 
electrically polarised, by an amount proportional to the polarising field. A non- 
centrosymmetric crystal is required for a piezoelectric effect to occur and of the thirty 
two crystal classes, only twenty exhibit piezoelectricity including zinc-blende crystals. 
The polarisation is a result of an unequal displacement of charge in the crystal due 
to a strain. 
The principal equation for the direct piezoelectric effect in a zinc-blende crystal 
is given by 
EXX 
EYY 
PS 
x000 
e- 14 00 
EZZ 
P0000 e14 0 
y 2Eyz 
p2 00000 e-14 
Z 2E, 
y 
2Exy 
(2.79) 
f'-f L 
Chapter 2: Energy bands in bulk semiconductors 40 
where P is the strain induced polarisation, i. e., the dipole moment per unit volume, 
and e14 is the piezoelectric stress coefficient. It is clear from Eq. (2.79) that a polarisa- 
tion will be induced along a primary crystallographic axis only when a non-zero strain 
is present in the plane of the other axes. We have already determined in Section 2.3.2 
that for a strained layer grown in the [001] direction the off-diagonal strains are zero 
(Eq. (2.60)). However, for a [111] growth direction there are three equivalent, non- 
zero off-diagonal strains (Eq. (2.72)). Thus, materials grown in the [111] direction 
will generate strain-induced electric fields, whereas [001] grown materials will not. 
From Maxwell's equations, the electric field, in the absence of free charge, is related 
to the polarisation by 
V-D=V-«, eE + P') = (2.80) 
where D is the electric displacement vector, and E, and iE,, are the dielectric constant 
and free-space permittivity, respectively. From Eq. (2.80) we see that E, E, E + P' is a 
constant. Thus, when PI equals zero, E equals zero and hence 
Er(oE + Ps =0- (2.81) 
Solving for a single component of the electric field, using Eq. (2.79), yields the equa- 
tion 
2e-14Exy 
er e0 
= Ey = E,. (2-82) 
Since there are three identical electric field components along the primary axes, the 
electric field vector is orientated in the [111] direction and is given by 
E- piezo 
2 v"r3-el4jExyj 
'Er lEo 
(2.83) 
As an example, the piezoelectric field in [Ill]-grown 1no. oqGao. qjAs lattice matched 
to a GaAs substrate is 86kVcm-'. 
The secondary piezoelectric effects should also be considered for the (111) strained 
layers. Specifically, the strain-induced electric field will cause a distortion to the 
lattice due to the converse piezoelectric effect. The strain caused by an electric field 
f" 11 
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for zinc-blende crystals can be calculated using the relation 
EXX 
EYY uuu 
EZZ 000 
2Eyz d14 00 
2Ezy 0 d14 0 
2E-, y 
00 d14 
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(2-84) 
where d14 is the piezoelectic strain coefficient. Since there are three identical electric 
field components along the primary axes, there will be three identical strains given 
by the expressions 
E sec . sec . Esec - 
d14Ez 
yz xz xy 
(2.85) 
where the diagonal strain is termed E"' to explicitly denote that it arises from the YZ 
secondary piezoelectric effect. Recall that the electric field components can be ex- 
pressed in terms of the off-diagonal strains (Eq. (2.82)) that are the source for the 
strain induced electric field. Substituting this relationship into Eq. (2.85) yields the 
ratio of the secondary piezoelectric off-diagonal strain to the primary source term: 
see 
yz 
- 
e- AdA 
= 0.002 Eyz CrEo 
for Ino. 15GaO-85As , 
(2-86) 
where d14 for GaAs and InAs is 1.14 x 10-"mV-' and 2.7 x 10-11mV-1, respectively. 
Therefore the secondary piezoelectric effect induces an off-diagonal strain whose value 
may be considered negligible when compared to the original strain. 
2.5 Conclusions 
In this chapter we have described the electronic properties of strained zinc-blende 
semiconductors and have derived the 8x8k-p matrix which allows one to calculate 
the band structure of the conduction band and the heavy-hole, light-hole and spin- 
orbit split-off valence bands near k=0. The effect of strain in the semiconductor was 
shown to remove the degeneracy of the heavy and light-hole bands at k=0, alter the 
000 
000 
E-, 
000 
Ey 
d14 00 
0 d14 0 
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energy gaps and introduce an anisotropic valence band. As we shall see, strain can be 
a useful additional design parameter when designing quantum well optical devices. 
In the next chapter we will use a modified version of this matrix to calculate the 
electronic properties of heterostructure materials, e. g., the confinement energies in a 
[0011-grown (Zn, Cd)Se/ZnSe quantum well. 
Chapter 3 
Energy bands in semiconductor 
quantum wells 
3.1 Introduction 
Modern growth techniques such as Molecular Beam Epitaxy (MBE) and Metal Or- 
ganic Chemical Vapour Deposition (MOCVD) make it possible to manufacture ul- 
trathin semiconductor heterostructures of high quality. These methods allow the 
construction of semiconductor interfaces which are flat up to one atomic monolayer. 
One class of such artificially grown structure is the quantum well which consists of an 
ultrathin layer of semiconductor sandwiched between thin layers of a larger energy gap 
semiconductor (see Figs. 3.1 and 3.2). If the potential well is deep enough and/or the 
barrier width is large enough, we have stationary states along the growth direction, 
conventionally taken to be z. These states are the bound states of the semiconductor 
quantum well and these structures are referred to as quantum-confined quasi-two- 
dimensional systems. If the barrier is sufficiently thin or if the confinement potential 
is small, tunnelling from one well to another in a multi-layered structure leads to su- 
perlattice states. In a quantum well the energy difference between the highest valence 
band state and lowest conduction band states is now dependent on the well width - 
43 
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Figure 3.1: Schematics of (a) a single quantum well and (b) a multiple-quantum well. 
this allows the possibility of band gap engineered devices, whose properties may be 
tailored to suit the specific application. 
Although the electronic carrier (electron or hole) motion is restricted in the direc- 
tion normal to the layers (z direction), the carriers are free to move in the plane of the 
layers and two-dimensional energy bands in the x-y plane form for each stationary 
state along z. The curvatures of these two-dimensional energy bands can be rather 
complicated and an accurate knowledge of their in-plane dispersion is necessary in 
order to understand the optical and electronic properties of quantum well structures. 
In this chapter we concern ourselves with the calculation of the confined energy 
levels and subband dispersion curves for a variety of quantum well materials, with an 
emphasis on (Zn, Cd)Se/ZnSe quantum wells. Using a modified version of the bulk 
f 
Substrate 
CL hapter 3: Energy bands in semiconductor quantum wells 
CB 
No. 
VB 
bwb 
45 
Figure 3.2: Schematic diagram showing band-edge potential profile and confined levels 
of a single quantum well composed of barrier material b and well material w. 
k-p Hamiltonian and the envelope function approximation, we obtain a multiband 
effective mass equation consisting of a set of eight coupled differential equations. 
Solving this equation can lead to the appearance of unphysical spurious solutions 
and we outline a technique which avoids this problem. The presence of strain in the 
semiconductor layers can significantly alter the band structure, particularly in [III]- 
grown materials where the strain induced piezoelectric field alters the confinement 
energies through the quantum-confined-Stark-effect; these effects are also considered. 
The methods used in this chapter to obtain the heterostructure electronic proper- 
ties serve as a building block, in the next chapter, for the calculation of their optical 
properties, such as the optical matrix elements and absorption spectra. 
Barrier Well Barrier 
k0j, , hapter 3: Energy bands in semiconductor quantum wells 46 
3.2 The Envelope Function Approach 
We consider semiconductor heterostructures where the growth direction is the z-axis 
and the host zinc-blende materials, labelled w (well) and b (barrier), are binary or 
ternary III-V or II-VI materials. For simplicity we assume initially that the well and 
barrier materials have the same lattice constant. An example of such a lattice matched 
system is GaAs/(AI, Ga)As; the relative lattice mismatch between the two materials, 
6ala = (ab- aw)/a, is small enough to be neglected. For other material systems 
(e. g. (Zn, Cd)Se/ZnSe ) the lattice mismatch may be too large to be neglected. In 
this case, if the layers constituting the heterostructure are thin enough, the lattice 
mismatch is accommodated by strain and stress effects in order to achieve a common 
in-plane lattice constant. We shall consider the effects of strain on the band structure 
of quantum wells later; for now we will concentrate on unstrained quantum wells. 
In the previous chapter we used the Bloch functions which are products of slowly 
varying exponential envelopes and rapidly oscillating lattice periodic functions (Eq. 
(2.2)). The basic approximation in the envelope function approach which permits a 
simple description of the energy dispersion relations in a quantum well is the assump- 
tion that the periodic part of the Bloch functions are the same in both the well and 
barrier materials for the band-edges of interest, i. e. u' =ub0. The heterostructure nO n 
wavefunctions can then be written as 
Tkj, (r) F1`6 (kl 1, r) uto (3.1) 
where Fj"'(kjj, r) is a slowly varying function at the scale of the host's unit cell, 
k1l = (k, ky) is a two-dimensional in-plane wave vector and 1 runs over as many band 
edges as are included in the analysis. 
The wavefunctionTk,, (r) is the sum of products of slowly varying functions with 
rapidly varying band-edge periodic functions. It is this clear-cut separation between 
the spatial extensions of the two kinds of terms which underly the envelope function 
scheme. As was the case for bulk materials, the rapidly varying terms enter in the 
f"11 
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heterostructure calculations through empirically determined k-p parameters. Our 
goal is to determine the spatial behaviour of the slowly varying Fl', b (k1j, r)'s and 
consequently calculate the heterostructure energy dispersions. 
The wavefunctionTk, l 
(r) has to be continuous at the interface between the two 
host layers and therefore 
FI'(kil, ril, z, ) = Flb(kll, ril, z, ) , 
(3.2) 
where z,, is at the interface and rl, = (x, y) is a two-dimensional in-plane position 
vector. Since the in-plane lattice constant of the host layers are assumed to be the 
same, the heterostructure becomes translationally invariant in the layer plane and 
the F, (kj 1, r)'s can be factorised into 
F, (kll, r1l, z) =e 
ikli. rll f, (k, 1, z) (3.3) 
where the f, (ki 1, z)'s are slowly varying envelope functions. Thus, the quantum well 
wavefunction may be written as 
f, (kll, z)e 
ikll. rllUlo (3.4) 
As was the case for bulk materials, it is a fair approximation to consider the influence 
of only the 176, F7 andr8 band-edges when determining the quantum well states; the 
summation over 1 now runs over the top six valence bands and lowest two conduction 
bands. The wavefunctions and in-plane energy dispersion can now be determined 
using the bulk Hamiltonian, lik of Eq. (2.24), but with the following modifications: 
* The heterostructure is not translationally invariant along the growth direction 
and therefore k, must be replaced by the operator -i O/i9z. Note that this is 
a step backward not an additional step - the k, e 
ik, z replaced -i(9/0z(e 
ikz z) 
initiallY (see Sec. 2.2.1). 
* The k-p parameters 71, -y2, -y3, s and P appearing in Hk are now position 
dependent and can be considered piecewise constant with values in the well and 
barrier layers appropriate to the well and barrier materials. 
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* Products of z-dependent parameters with the kz operator should be symmetrised 
in order to ensure the Hamiltonian matrix remains Hermitian. We use operators 
of the form 
2( 
02 0 d9 
g (z) k Z a2Z Oz az 
01 (g 
(Z) 
qq 
(Z) 
) (3.5) 
g (z) kz g (Z) -> -- Oz 2 az Oz 
where g (z) is az dependent k-p parameter, e. g. -yj (z). 
* The quantum confinement potentials of the various band-edges are introduced 
as plecewise constant diagonal terms. 
If we now let Wk act upon '1fk, j 
(r), multiply by u* Oe-ikjj-rjjf, -, (kjj, z) and integrate M 
over space, we obtain the multiband effective-mass equation 
8*a 
E Wim k1l) -Z az 1z) 
+ V(z)Jl,,, 
] 
f .. 
(kl 1, z) = Ef, (kl 1, z) (3-6) 
M=l 
I 
where W1, are the matrix elements of the eight-band quantum well Hamiltonian 
Wk (see Eq. (2.24)) and f, (kj 1, z) are envelope function components associated with 
conduction band, heavy-hole, light-hole and spin-orbit split-off states. V(z) are band- 
edge confinement potentials determined by the valence band offset parameter Q,. In 
our modelling of the heterostructure we assume that the layer interfaces are perfectly 
flat. To obtain the subband structure we must solve Eq. (3-6) for each value of 
the in-plane wavevector k1j. In general, for every k1l the envelope function f will be 
composed of eight separate spinor components. However, at k1l =0 the subbands 
are almost completely decoupled and f has a single spinor character. For k1l =A 0 
mixing of the conduction, heavy-hole, light-hole and split-off states by off-diagonal 
components of Wk gives rise to strong nonparabolicities in the subband dispersion 
and leads to complex behaviour. 
At this point it is appropriate to consider further the assumption that the u, O's 
are the same in both the barrier and well materials, as this cannot be correct exactly. 
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With this assumption the boundary condition of Eq. (3.2) was obtained. A further 
boundary condition connecting the envelope functions can be obtained by integrat- 
ing the Hamiltonian& across an interface with the resulting boundary condition 
dependent on the Hermitian form one chooses forWk. However, there are an infi- 
nite number of choices and this issue has been the subject of considerable debate 
with several Hamiltonian forms proposed 14-17 . The main problem arises in choosing 
how to write terms like -yk 2 or Pk, when the scalar k, is replaced by the operator z 
-Olaz. For instance the Hamiltonian remains Hermitian when -yk 2 is replaced by z 
-yc'alaz -yO alaz-yc' so long as 2a + 1, but the boundary conditions and hence 
the calculated subband dispersion change as a and ý are varied. The most widely 
used approach, and the one we use here (see Eq. (3.5)), is to assume a symmetrised 
form of the Hamiltonian with 17 a=0 and 0=1. 
Using a material dependent set of basis functions Burt (Ref. 18) has recently de- 
veloped an exact envelope function theory for semiconductor heterostructures. This 
gives a general solution for the effective-mass Hamiltonian which applies even at an 
abrupt interface and can be applied to derive interface boundary conditions. Foreman 
has derived explicitly" the form of the Burt boundary conditions for the six-band 
valence Hamiltonian and presented an example from the GaAs/(AI, Ga)As material 
system which suggests that it is most appropriate to use the Burt boundary con- 
ditions. However, it has been shown 20 that when the lowest conduction band is 
explicitly included in the calculation, as is the case in our eight-band model, the 
calculated subband dispersions are very similar for both the symmetrised and Burt 
boundary conditions. Eppenga has also shown' that an eight-band k-p model, using 
symmetrised boundary conditions, gives excellent agreement with results obtained 
21 from a more complicated tight-binding theory . 
In view of this we feel confident 
that the eight-band model with symmetrised boundary conditions will give accurate 
subband dispersion curves. 
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3.2.1 Eight-band Hamiltonian in momentum space 
Quantum well wavefunctions and energy levels can be obtained by solving numerically 
the multicomponent envelope function problem of Eq. (3.6). In position space, this 
problem is a set of coupled differential equations which we attempted initially to 
solve using a finite difference method. This method was successfully implemented for 
a six-band Luttinger-Kohn valence band Hamiltonian and existing results from the 
literature were reproduced. However difficulties arise when one tries to solve the eight- 
band Hamiltonian in this manner - treating the conduction band explicitly leads to 
the appearance of unphysical spurious solutions 8,22,23 . Basically the spurious solutions 
arise due to the incompleteness of the set of basis functions in the k-p approach, 
which makes it impossible for the bulk energy bands to be a periodic function of k, as 
k, moves through successive Brillouin zones. To illustrate how spurious solutions arise 
consider a simple example of a two-band Hamiltonian representing a single conduction 
band interacting with a single valence band: 
Eg + sk 
2 iPk zz 
-iPkz -bk 
2 
z) 
(3.7) 
The bulk band structure of Eq. (3.7) is plotted schematically in Fig. 3.3 for the case 
where sxb<0. It can be seen that for small values of k, the band dispersion does 
indeed mimic that of a direct-gap semiconductor, but at large k, values the diagonal 
terms start to dominate, giving a second, spurious state, with wave vector k, p at each 
energy in the neighbourhood of the band gap. When sxb<0, the spurious band is 
at large, real wave vectors, as in Fig. 3.3; if we had chosen sxb>0, we would still 
have obtained a spurious band, but in this case at large imaginary wave vectors in 
the neighbourhood of the band gap. The problem now when solving the multiband 
problem of Eq. (3.6) is that the spurious solutions are unavoidably included by the 
numerical method in the construction of the confinement wavefunctions. Much time 
and effort was spent trying to adapt the finite difference technique to the eight-band 
case but no reliable fix was found to eliminate the spurious solutions. 
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Figure 3.3: Schematic band structure of the simple two-band Hamiltonian. Two eigenval- 
ues are found at each energy E, the second of which (with wavevector k, p) is a spurious 
solution. 
To avoid the problem of spurious solutions we use an approach developed by 
Winkler and R6ssler (Ref. 24) where we consider the envelope function problem in 
momentum space. Fourier transforming the Hermitian formulations of the operators 
in Eq. (3.5), when acting on f (kl I, z), gives 
g(z)f (kll, Z) 
FT 
(0 '9 )f Z) FT 
az g 
(Z) 
Oz -+ 
Z) 
FT ' (g(z) 9+ '9 g(z» f (kli, 2 az Oz 
g^ (k, - k) 
j (k k') dk' 
v/"2-7r ZZZ 00 
00 
kzk'j(kz - k')j(kil, k') dk' 21r 
1ZZZZ 
00 
-'1 (k + k') ý (kz - k) 
f (kl 1, k') dk' 2 -, ý72-7r ZZZZZ 00 
(3.8) 
where ý (k, ) and f (k, 1, k, ) are the Fourier transforms of g (z) and f (k, 1, z) respectively. 
The set of coupled differential equations describing the envelope function problem of 
0 11 
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Eq. (3.6) now becomes a set of coupled integral equations of the form 
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8 00 - 
Ef Wim (k, 1, k, k') + 'ý(k-k)& im(kll, k)dk =Efl(kll, k) (3.9) 
M=l 
-(XD - 
72Zýr 
I 
where Wl,,, (k, 1, k, k') are the Fourier transformed matrix elements of Wj,,, (kj 1, - ialaz, z) 
in Eq. (3.6) and 712L 
ý'(k 
- k') is the Fourier transformation of V(z). For brevity we V2- -7r 
have put k -= kz. The matrix elements Wl,,, (kll, k, k') are given by (c. f. Eq. (2.25)) 
Ak 
h2 12 2) 
- k') + kk'g(k vr 
Eg + 
7r 
I (kx + ky 9(k 
2m, 2 - 
k') 
2, rn,, A' +1 ii2 
Pk 
h12 
2)ýj f(kx + ky (k - 2m,, vl2-7r 
k') + kk'ý, (k - k) 
Qk h1 (k 2+k 2)ý2 (k - 2Tn,, v/, T7 xy 
k) - 2kk'ý2(k - k') 
Rk h232 2) FT I (kx - ky (ý2(k - k) - i2kxkyý3(k - k')l 2m, 7r 
Sk h2 F3 kx (k + k') ý3(k - k') - iky(k + k)ý3(k k')j 2 m,, 
Vk (k + k')P(k - k') 2 v/2-7r 
Uk i(kx + iky)P(k - k) 
Similarly, 
1^ 
27 
A (k, k') = T= A (k F 
(3.10) 
(3.11) 
The difference k- k' comes from the convolution theorem of Fourier transforms. For 
materials grown in the [111] direction the matrix elements Wl,, (kll, k, k') are obtained 
by Fourier transforming the expressions given in Eq. (C. 3). 
Now the range of validity of the bulk k-p Hamiltonian Ilk (Z) is restricted to 
k, < 27/a where a is the lattice constant. Accordingly we are interested in those 
solutions of Eq. (3.9) that fall off rapidly outside a small interval centered about 
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kz = 0. Thus the spurious solutions can be avoided if we restrict the limits of 
integration in Eq. (3-9) to suitable k, values which are less than k, p, By solving Eq. 
(3.9) numerically we can then obtain the heterestructure subband energy levels, in- 
plane dispersion curves and, by transforming f (k1j, k) back into position space, the 
real space wavefunctions. Arbitrary quantum well geometries and potential profiles 
are handled easily by discretising the position dependent functions along z before 
determining their Fourier transforms. Furthermore, by construction, the numerical 
package used to calculate the Fourier transforms treats the problem in a such a 
way-that the quantum well structure is considered to be periodic. This allows us 
to calculate the electronic properties of type 11 quantum wells and also superlattice 
confinement energies at wavevector q=0. 
A possible drawback of discretising the z-dependent functions is that the size 
of the matrix to be solved becomes larger for numerical accuracy. However this 
was also the case for the finite difference method, which required a similar amount 
of computing effort. Typically, to obtain reasonable accuracy we are required to 
diagonalise numerically a 320 x 320 matrix for every k1l point. 
In what follows we concentrate on the so-called type I structures, in which both 
electrons and holes are confined in the same region. The band offset parameter 
determines the proportion of the total band-gap difference between the well and 
barrier materials which is accommodated by the conduction band and that which is 
taken up by the valence band. For unstrained structures the valence band offset is 
defined as 
QV = 
AE, (3.12) 
(b Eg - Ew) 
where AE, is the valence band discontinuity, and E' and Ew are the energy gaps of the 99 
barrier and well material, respectively. Also, unless otherwise stated, we consider the 
barrier layers to be thick enough so that we may neglect coupling between quantum 
wells. 
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3.2.2 GaAs/(AI, Ga)As subband dispersion curves 
Calculations for quantum wells and superlattices of arbitrary thickness can be carried 
out using the method outlined in the previous section. Results are shown in Fig. 3.4 for 
the subband structure of [001]-grown GaAs/Alo. 25Gao. 75As quantum wells having well 
widths 20A, 50A, 100A and 200A respectively (for clarity the conduction subbands 
have not been plotted). Throughout this thesis we use a band offset value for the 
GaAs/(AI, Ga)As system of25 QV -- 0.33. The valence subband dispersion in two' 
directions in the plane of the layers (i. e. perpendicular to the [001] growth direction) 
is shown and is seen to be very complicated; this is a result of strong interactions 
between different subbands due to the mixing of states at nonzero values of k1j. In 
the absence of coupling by the off-diagonal terms inWk the subbands would all be 
parabolas. At k1l = 0, as discussed in the preceding section, the heavy-hole and 
light-hole states decouple and it is therefore possible to label the subbands as heavy 
(hh) or light (1h), according to their k1l =0 character. Their confinement energies are 
determined by their dispersion along the growth direction, i. e., their effective mass in 
the growth direction. 
At points away from the zone centre the increasing strength of the level repulsion 
interaction between subband states with increasing k1l gives rise to the complicated 
band structure, and curves which would previously cross in the diagonal approxi- 
mation now anticross. In particular, the increasing strength of the level repulsion 
interaction between lhl and hh2 gives rise to the negative zone centre lhl effective 
mass. As the width of the well increases, the number of confined levels increase and 
their corresponding confinement energies decrease. The anticrossing of the hhl - lhl 
states is more pronounced in the wider wells because the k1l -- 0 levels are closer in 
energy. 
It is also interesting to notice that the warping of the valence bands is reflected 
in the directional dependence of the subband dispersion in the k1l plane. For many 
applications, such as for the calculation of optical matrix elements, it is convenient 
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Figure 3.4: Calculated valence subband structure for [001]-grown GaAs/Alo. 25GaO. 75As 
quantum wells with well widths (a) 20A, (b) 50A, (c) 100A and (d) 150A. The energy 
zero is the well valence band-edge and Q, = 0.33. 
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to look for simple and accurate approximations which average over the directional 
dependence. One such approximation is the axial approximation, which neglects 
the warping of the bulk valence band only in the k1l plane. This is achieved by 
replacing72 and 73by their average -y / -- (-y2+73)/2 in thelZkmatrix elements only. 
With this replacement, Hk acquires axial symmetry about the z axis, but is exact 
for k,, = ky =0 (because IZk vanishes) and therefore produces the exact subband 
positions for kII-0. Results of calculations performed in the axial approximation are 
shown in Fig. 3.5 for the case of a 100A wide GaAs/Alo. 25Gao. 75As quantum well. 
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Figure 3.5: Calculated valence subband structure for a [0011-grown 100A wide GaAs/ 
AIO. 
25GaO. 75As quantum well. The dotted line shows the subband structure in the axial 
approximation. 
Clearly then, the in-plane subband dispersion curves are highly nonparabolic. 
This in turn results in an in-plane effective mass which is kII-dependent. Fig. 3.6 
shows the inverse effective mass corresponding to the band structure 
in the axial 
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approximation for the hhl and lhl levels. Also shown is the first conduction band 
level. As illustrated, the effective mass changes rapidly with k1l and can even change 
sign. As a first approximation, the expressions hh L rn,, /mil = 71 + 72L and 1h m,, /mil 
'_Y1 - L (see Eq. 72 (2.34)) are often used to obtain the in-plane effective masses of the 
heavy-hole and light-hole states, and are represented in the figure by the dashed line 
for the heavy-hole and the dot-dashed line for the light-hole. Evidently this is a poor 
approach as it fails to take account of subband mixing and therefore cannot reproduce 
the "correct" effective masses, even at k1l = 0. 
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Figure 3.6: Calculated in-plane effective masses for the hhI, lhl and cl levels in a [0011- 
grown 100A wide GaAs/ AIO. 25GaO. 75As quantum well. The dashed and dot-dashed 
lines 
represent, respectively, the heavy-hole and light-hole in-plane effective masses determined 
using Eq. (2.34). 
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The transition energies (i. e., energy separations) between hole and electron subbands 
in a quantum well are greatly modified by the presence of an electric field along 
the growth direction, be it applied or strain induced. The field tilts the band edge 
potential profiles and consequently alters the confined energy levels. We may include 
an applied electric field into our quantum well Hamiltonian by adding a piecewise 
linear term to the diagonal so that the confinement potentials in the well become, in 
real space, 
V, (z) = V, (z) - lelFz, 
Vh(z) = V, (z) + lelFz, 
(3-13) 
(3-14) 
where V, (z) and V, (z) are the square well potentials for the conduction and valence 
bands, respectively, and F is the applied electric field. Fig. 3.7 shows the transition 
energy at k1l =0 against applied electric field for transitions between the low-lying 
states, hhl - cl and lhl - cl, in a 150A wide GaAs/Alo. 25Gao. 75As quantum well. As 
illustrated, hhl - cl and lhl - cl decrease in energy (redshift) as the field increases. 
This shift is the basic mechanism employed in quantum well electro- absorption mod- 
ulators such as the SEED 26 . In the next chapter we will 
illustrate how the presence 
of an electric field influences the absorption spectrum. 
t" 11 
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Figure 3.7: Variation of transition energies as a function of electric field in a [001]-grown 
150A wide GaAs/AIO. 25GaO. 75As quantum well. 
3.4 Energy bands in strained quantum wells 
The improvements in crystal growth technology have made it possible to incorporate 
strain into semiconductor structures without generating misfit dislocations. This has 
allowed the removal of the rather restrictive lattice-matched condition in the choice of 
material combinations which can be grown and has introduced an additional control 
parameter in the design of band-gap engineered electronic and optical deNices. An 
example is the increase in curvature of the top of the valence band due to strain 
induced coupling, which can lead to a reduction of laser threshold currents 
27,28 
. 
In 
this section we discuss the modifications to the quantum well band structure produced 
by strain; in particular we calculate the band structure of compressively strained 
[001] 
and [Ill]-grown (Zn, Cd)Se/ZnSe quantum wells. 
lhl-cl 
hhl-cl 
f-IL 
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Pseudornorphically strained- multilayer structures consist of thin alternating layers 
of materials, which are lattice mismatched in bulk form, but which elastically strain 
to uniformly match up lattice constant in the planes parallel to the interface. Beyond 
some critical thickness the strain energy of the psuedomorphic layer becomes so large 
that it can be reduced by the formation of misfit dislocations at the interface'"O. As 
dislocations and other defects can have serious complications on the electrical and 
optical quality of the epitaxial layer, they need to be avoided. Often, only the layers 
which constitute the wells are strained and the barrier layers are composed of the 
same material as the substrate (or buffer layer) and are therefore unstrained. This 
situation occurs for (Zn, Cd)Se/ZnSe grown on ZnSe and (In, Ga)As/(AI, Ga)As grown 
on GaAs. 
The effects of strain on a bulk semiconductor were described by the interaction 
matrix D, of Eq. (2.52). To extend the envelope function approach to incorporate 
this matrix into the calculations for strained quantum wells we use now the bulk 
Hamiltonian Wi. + D, (Eqs. (2.24) and (2.52)), and follow the prescription outlined 
in Section 3.2 to obtain a multiband effective mass equation identical in form to that 
of Eq. (3.9). The in-plane subband dispersions and wavefunctions are then obtained 
as discussed previously. For the case of a compressively strained quantum well with 
unstrained barriers we define the valence band offset parameter as 
QV - 
AEhh 
v (3.15) 
Eb- Ew 9 cb-hh 
hh is the heavy-hole valence band discontinuity at the interface and E' where AEr, ' g 
. b-hh 
is the band-edge heavy-hole is the band gap of the barrier (see Fig. 3.8). Ew 
to conduction band strained energy gap of the well material and is determined us- 
ing Eq. (2.78). This choice of definition for Q, relates to the band offset between 
strained semiconductors and thus avoids the problem of explicitly using the deforma- 
tion potentials a, and a, discussed in Section 2.3.3. The confinement potentials of 
the conduction band, light-hole and spin-orbit valence bands (AE, AE, ', h,, AEsO) can 
then be determined via the other expressions given in Eq. (2.78). 
CL hapter 3: Energy bands in semiconductor quantum wells 
Barrier 
CB 
E 
Strained 
Well 
w 
cb-hh 
hh 
Ih 
VB 
Barrier 
AEc 
AE hh v 
Qv-7 Eb_Ew 9 cb-hh 
AE hh 
v 
61 
Figure 3.8: Schematic diagram showing band-edge potential profile of a compressively 
strained quantum well. 
In Chapter 5 we will determine a value for the valence band offset in (Zn, Cd)Se/ZnSe 
quantum wells - here, in order to present related results, we simply quote the ob- 
tained value of Q, = 0.31. 
[001]-growth direction 
Fig. 3.9 shows the band-edge profiles and confinement energy levels calculated for 
[001]-grown 80A (Zn, Cd)Se/ZnSe quantum wells with varying Cd concentrations. 
The energy zeroes of the conduction and valence confinement states are taken to 
be the bottom of the conduction and heavy-hole well, respectively. As illustrated, 
the effect of the biaxial compression is to shift the heavy-hole band-edge higher in 
energy with respect to the light-hole band-edge and thus increase the energy splitting 
Ehh1-1hj between the highest confined heavy-hole and light-hole states. As the Cd 
concentration increases the lattice mismatch between the (Zn, Cd)Se well and ZnSe 
1-111 
C. L. Lapter 3: Energy bands in semiconductor quantum wells 62 
buffer increases, consequently increasing the energy splitting Ehhl-lhl. There is a 
concomitant increase in the band edge confinement potentials due to the reduction 
of the (Zn, Cd)Se band-gap and this leads to an increase in the number of confined 
levels. It is seen that there is only one confined light-hole state and it is pinned close 
to the barrier valence band-edge. In a strained quantum well, it is then possible to 
vary independently the splitting between the two highest heavy-hole states, Ehhl-hh2, 
predominantly through the well width, and the splitting between the highest heavy- 
hole and light-hole states, Ehhl-thl, predominantly via the strain. 
In-plane subband dispersions of the confined levels are plotted in Fig. 3.10 for 
[001]-grown Znl-,, Cd-, Se/ZnSe quantum wells with Cd concentrations of x=0.1 and 
0.2 and with well widths of 40A and 80A. The splitting of the heavy-hole-light-hole 
band-edge shifts the first light-hole confined state to lower energy and thus reduces 
its interaction with the topmost heavy-hole states. This results in a more parabolic 
curvature for these subbands as compared to the highly nonparabolic dispersion curves 
shown in Fig. 3.4 for the unstrained GaAs/(AI, Ga)As system. 
Fig. 3.11 shows the corresponding in-plane effective masses in the axial approx- 
imation for the first two heavy-hole states and the lowest conduction band state. 
Again the non-parabolic behaviour of the subband dispersions is highlighted by the 
hh L 
sensitive dependence of m* with k1j. Using the expression m,, /mjj = 71 + -ý2L (Eq. 
(2.34)), one obtains m,, /m hh - 7.2; an underestimation of the in-plane effective mass 11 - 
by about 50%. In contrast to the heavy-hole states, the cl state appears rather in- 
sensitive to the well width and alloy concentration - this is due to the relatively 
large energy separation, and hence small coupling, between the conduction subbands 
(see Fig. 3.9). However, over the k1l range shown, the in-plane effective mass of cl 
increases by approximately 50%. 
f-, I 11 
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Figure 3.9: Schematic diagram of band-edge potential profiles and confinement energy 
levels in [001]-grown 80A wide (Zn, Cd)Se/ZnSe quantum wells with varying Cd concen- 
trations. Energies are in meV. 
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Figure 3.10: Calculated valence subband structure for [0011-grown ZnSe/Znl-,, Cd,, Se 
quantum wells with well widths and Cd concentrations of (a) 40A, x=0.1, (b) 80A, x= 
0.1, (c) 40A, x = 0.2 and (d) 80A, x = 0.2. The energy zero is taken to be the well 
heavy-hole band-edge. 
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Figure 3.11: In-plane effective masses for [001]-grown ZnSe/Znl-,, Cd,, Se quantum wells 
with well widths and Cd concentrations of (a) 40A, x = 0.1, (b) 80Ax - 0.1, 
(c) 
40A, x=0.2 and (d) 80A, x=0.2. 
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[111]-growth direction 
As was discussed in the previous chapter, strained materials grown along the [111] 
direction exhibit strong internal piezoelectric fields. The presence of a piezo-field 
in a semiconductor heterostructure will significantly alter the band-edge potential 
profiles and consequently the confined energy levels and subband dispersions through 
the quantum-confined-Stark-effect. Fig. 3.12 shows the band-edge potential profile 
for [Ill]-grown ZnSe/(Zn, Cd)Se quantum wells with structures identical to those in 
Fig. 3.9. The energy zeroes are taken to be the lowest points of the appropriate 
conduction and valence band wells. In all cases, the effect of the piezo-field is to 
reduce the number of confined states as compared with the [001]-grown case. Note 
also the increased (Zn, Cd)Se conduction to heavy-hole band-edge energy gap and 
increased heavy-hole-light-hole band-edge energy splitting compared to the identical 
[001]-grown structures in Fig. 3.9. In fact, with Qv = 0.31, the heavy-hole-light- 
hole band-edge energy splitting is large enough to result in a type II nature for the 
light-holes, in contrast to the [001] case. As the Cd concentration increases the piezo- 
field increases from Epiezo = 73kVcm-1 for x=0.1 to Epiezo = 127kVcm-1 for 
x=0.2. As in the [001]-grown case, there is a concomitant increase in the band-edge 
confinement potentials due to the reduction of the (Zn, Cd)Se band-gap and this leads 
to an increase in the number of confined levels. 
In-plane subband dispersions of the confined levels are plotted in Fig. 3.13 for 
[111]-grown Znl-.., Cd.., Se/ZnSe quantum wells with x=0.1 and 0.2 and with well 
widths of 40A and 80A. An immediately noticeable effect of the piezo-field is the 
lifting of the two-fold spin degeneracy of the subbands - this is due to the lack 
of inversion symmetry of the quantum well and to spin-orbit coupling23 . 
Fig. 3.14 
shows the corresponding in-plane effective masses in the axial approximation for the 
highest heavy-hole state and lowest conduction band state. As illustrated there is 
little difference between the in-plane effective masses as well width and alloy concen- 
tration are varied. Using the expression m,, /mhh = yL 
L (Eq. (C-5)), one obtains 11 1 +73 
MO/M hh - 8.4; again this underestimates the in-plane effective mass 
by about 50%. 
11 - 
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Figure 3.12: Schematic diagram of band-edge potential profiles and confinement energy 
levels in [111]-grown 80A wide (Zn, Cd)Se/ZnSe quantum wells with varying Cd concen- 
trations. Energies are in meV. 
/--III 
C. L. Lapter 3: Energy bands in semiconductor quantum wells 
0 
(a) 
cl) 
> 
cl) 
w 
-20 
-40 
-60 
0 
hhl 
(c) 
-20 
hhl 
a) 
>' 
c, ) 
C 
w 
-40 
-60 
-80 
hh2 
hhl 
hh2 
-100 
11, 
-- I--, 
IIIjIIII--. 
-0.04 -0.02 0.00 0.02 0.04 -0.04 -0.02 0.00 0.02 0.04 
4 kjj[1 10] A-1 kjj[1 00] kjj[1 10] A-' kjj[1 00] 0. 
Figure 3.13: Calculated valence subband structure for [1111-grown ZnSe/Znl-_-Cd,, Se 
quantum wells with well widths and Cd concentrations of (a) 40A, x=0.1, (b) 80A, x= 
0.1, (c) 40A, x = 0.2 and (d) 80A, x = 0.2. The energy zero is taken to be the well 
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Figure 3.14: In-plane effective masses for [111]-grown ZnSe/Znl-,, Cd,, Se quantum wells 
with well widths and Cd concentrations of (a) 40A, x = 0.1, (b) 80A, x = 0.1, (c) 
40A, x=0.2 and (d) 80A, x=0.2. 
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In this chapter we have discussed the band structure of various semiconductor het- 
erostructures by using the 8x8k-p method in the envelope function approximation. 
We solved this multi-component envelope function problem in momentum space to 
avoid the problem of spurious solutions. With an emphasis on [001] and [111] grown 
(Zn, Cd)Se/ZnSe quantum wells, we have shown that subband mixing leads to com- 
plex in-plane dispersion curves and consequently to highly non-parabolic in-plane 
effective masses. 
The main virtue of the k-p method to calculate electronic properties of quantum 
wells are that it requires only a small set of adjustable and experimentally measurable 
parameters. In the next chapter we use this model as a building block to calculate 
the optical properties of quantum wells. 
Chapter 4 
Linear optical properties of 
0 
semiconductors 
4.1 Introduction 
Semiconductor materials are often characterised using many different optical tech- 
niques, both in basic physics studies and also prior to device fabrication. For quantum 
well materials used for lasers, detectors or modulators, one of the simplest character- 
isation techniques is the measurement of the absorption spectrum. The information 
obtained from the position of the exciton resonances is invaluable in that the exciton 
resonances will only appear at the predicted wavelengths if the material was grown 
with the correct composition and layer width. However, in order to be able to cal- 
culate the position of the excitons one needs a sufficiently accurate model which can 
take account of the various physical mechanisms that determine the optical properties 
of the material. 
In this chapter we examine the linear optical properties of quantum wells. We 
begin by treating the optical properties in the absence of the Coulomb interaction 
- for want of a better expression we refer to this as free-carrier absorption. This 
should not be confused with intraband absorption due to the presence of carriers in 
71 
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the band. An expression for the free electron-hole absorption coefficient is derived 
and, owing to the effects of subband mixing, is shown to exhibit rather complicated 
behaviour. Next we consider the effect of the Coulomb interaction, which gives rise 
to the formation of excitons, and outline a method to determine the exciton binding 
energy and Bohr radius. Finally we bring all our results together and plot absorption 
spectra for various different quantum well structures. In this chapter we deal with 
the linear regime where the incident light intensity is assumed to be weak enough 
that the absorption coefficient is independent of the photoexcited carrier density. 
4.2 Free-carrier absorption 
In a semiconductor an electron may be promoted from the valence band to the conduc- 
tion band by photon absorption. For optical absorption to occur, the photon energy 
has to be larger than the band-gap energy of the semiconductor material. When the 
electron, with negative charge, is lifted to the conduction band it leaves behind a 
hole (missing electron) with positive charge in the valence band. The absorption or 
emission of photons is accompanied by conservation of energy and momentum given 
by (see Fig. 4.1) 
Ei + hw = Ef (energy conservation) (4.1) 
and 
hki + hq = hkf (momentum conservation) , 
(4.2) 
where Ej and Ef are the initial and final energies of the electron, ki and kf are 
the initial and final wavevectors of the electron and hw and q are the energy and 
wavevector of the absorbed photon. Table. 4.1 shows room temperature energy gaps 
for some of the materials considered in this thesis. Typically the band gaps are 
be- 
tween 0.3eV and 3eV corresponding to photon wavevectors between q ý-- 2x6 m- 
I 
and q -- 
14 x 106M-1. Since this is small in comparison with typical electron wavevec- 
tors in the Brillouin zone (which are of order 27r/a,, - 10"m-'), we may neglect the 
oil 
Clapter 4: Linear optical properties of semiconductors 73 
photon momentum and assume the transitions are vertical, i. e. ki = kf. Throughout 
this work we neglect indirect transitions caused by interactions with phonons. 
Table 4.1: Room temperature energy gaps and corresponding photon wavevector q 
E., Ihc. 
InAs InP GaAs CdSe ZnSe GaP AlAs 
Energy gap (eV) 0.36 
q (106CM-1 )2 
1.35 
7 
1.42 
7 
1.69 
9 
2.70 
14 
2.74 
14 
2.95 
15 
k 
Figure 4.1: Schematic diagram of a transition between the valence and conduction band 
in a direct-gap semiconductor. 
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4.2.1 Transition probability 
To consider the absorption process in more detail we begin with the Lorentz force an 
electron experiences in an electromagnetic field 31 
-e(E +vx B). (4.3) 
The corresponding Hamiltonian of this system is given by32 
N=I (p + eA)' - eo + V(r) (4.4) 2m, 
where V(r) is again the periodic crystal potential energy. The electric field strength 
E and the magnetic induction B can be derived from a scalar potential, 0(r, t), and 
a vector potential, A(r, t), of the radiation field by the relations 
E= -Vo- 
aA 
(4.5) 
at 
and 
B=VxA (4-6) 
The requirement B=VxA still leaves some ambiguity as to the vector potential 
since, from the general result that the curl of a gradient of a scalar is always zero 
(Vx VX = 0), we could add the gradient of an arbitrary scalar to A and still get 
the same magnetic induction: 
B=V x A'= Vx (A+ Vx) =V x A. (4.7) 
However, recalling from electromagnetic theory that the vector potential may always 
be chosen to be divergence free (V -A= 0) places the additional requirement that X 
must satisfy Laplace's equation V2X = 0, and thus A becomes unique and transverse 
the requirement that V-A=0 is the so-called Coulomb gauge. 
Multiplying out Eq. (4.4) gives 
w=1 (p2+ep. A+eA. P+e2A 
2 
eo + V(r). (4.8) 
2rn,, 
By making use of the commutation relation 
1-11, 
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A]f (r) - (p -A-A- p)f (r) 
- -ih[V - (Af (r)) -A- Vf (r)] (4.9) 
ih(V - A)f (r) = 
we can write Eq. (4-8) as 
R=No+Ri, t=-!! 
L+V(r)+ eA. 
p+ 
e2A2- 
eo. (4.10) 2mo mo 2mo 
In the absence of any external free charges we set 0-0 and since A' scales as the 
light intensity, terms proportional to A' are dropped since in the linear regime they 
are much smaller than the A-p term. With these simplifications the Hamiltonian 
describing the interaction between the electron and electromagnetic wave is given by 
e Wint .p 
mo 
(4.11) 
Let us now consider an incident monochromatic light wave of frequency w and 
wavevector q: 
E E,, eq cos(q -r- u)t) 
E,, 
eq(e 
i(q. r-wt) +e -i(q. r-wt) 2 
where eq is a unit vector specifying the linear polarisation of the incident field per- 
pendicular to q. The wavelength of visible light, A= 27/q, is large in comparison 
to the length a,, of a lattice unit cell in the semiconductor (typically ao , 5A and 
A- 5000A). Therefore, an atom experiences a uniform electric field at a given time. 
Hence q-r<I and we can expand 
e tq. r= J+iq. r+.. - - 
(4.13) 
It is usually sufficient to keep only the lowest-order term in this expansion - this is 
known as the dipole approximation. The incident field is now given by 
E,, 
eq(e-'wt + e'wt) 2 
/-, III 
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To obtain a more physical understanding of the interaction Hamiltonian Wi,, t it 
is desirable to re-express it in the space representation instead of the momentum 
representation. This may be accomplished by noting that the electric-field vector E 
and the vector potential A are related by E= -OA/Ot. Furthermore, the electron 
momentum p and the displacement vector r are related by p=m, dr/dt. For an 
absorption transition the fields E and A and, consequently, the induced-electron 
displacement vector r vary with time like e-"' (conversely, for an emission process 
only the e"" term need be retained). Thus, the interaction Hamiltonian of Eq. (4.11) 
may be written in the space representation as 
Ri, t - -er -E-d-E, (4.15) 
where d= -er is the light-induced electric dipole moment. 'Hi,, t can now be under- 
stood as the product of the electron charge and the expectation value of its displace- 
ment vector from the essentially fixed massive nucleus, with the electric field of the 
light wave. 
Now that we have determined Wj,, t we can solve the time-dependent Schr6dinger 
equation 
(Wo + Hint)xF (r, t) T at 
(4.16) 
to determine the probability of a light-induced transition between two states in a 
semiconductor. It is valid to treat the interaction Hamiltonian as a perturbation 
since atomic Coulomb fields are generally much greater than electromagnetic fields 
(unless dealing with powerful lasers) - 
Using first-order perturbation theory one can 
show that the probability per unit time that a time-dependent perturbation of the 
form Wj,, t = Ce-i, t induces an absorption 
transition from the initial state It) of energy 
Ej to the final state if) of energy Ef is 
32,33 
= 
27r 
<f> 12 - Ei - hw) Pif _ 
d(Ef (4.17) 
For an unexcited semiconductor the initial state 
is the ground state and Ef > Ej. 
Here we are concerned with interband absorption where 
the initial state is a valence 
/" 11 
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subband T11h and the final state is a conduction subband nh and n, are the 
valence subband and conduction subband indices, respectively. Using Eq. (4.15) and 
Eq. (4.14) the transition probability per unit time is given by 
27r E2 
ýý 12 6(En, -E -hw), (4.18) PCV =h401< 
Tne Jeq 
*dl 
Tnh 
nh 
where the term 
< Tn, jeq * dl 
Tnh>- d, (4.19) 
is the dipole matrix element for absorption between states T, and T", If d,, is 
zero for any initial and final states then the transition probability is zero and conse- 
quently the transition is forbidden. In fact, as we shall see, unless the initial and final 
states satisfy some very specific conditions, the transition will be forbidden. Such a 
restriction on initial and final states is called a selection rule. 
It is usual and convenient to write d, in terms of momentum matrix elements 
which can then be expressed in terms of the Kane matrix element defined as 
p- -t 
h (Slpxlx) = -i 
h (SIPYIY) = -i 
h (Slpzlz) (4.20) 
mo mo mo 
this is done as follows: using the commutation relation [-Hol r] = -zh/mo p we have 
[71, rl I Tnh >< Tn. 
I [Ii, r qfnh >: - -ih < IFne pI Tnh > 
mo 
(4.21) 
Because W. is Hermitian, andTn, andTnh are eigenstates of W,, with eigenvalues 
E,,, and E,,,, Eq. (4.21) equals 
(Ene - 
Enh) < 41n, (4.22) Irl Tnh ýý ' 
Finally, replacing d with -er in Eq. (4.19), we have 
le -ze 
dcv < Tne 
jeq-rj Tnh 
< Tne 
q* 
[W, r] I Tnh >< ýFne Jeq*Pj 111nh > 
En. - 
Enh mow 
(4.23) 
where 
Ene 
-Enh = hw. This equation is the bridge between the real space and 
momentum matrix elements. 
The transition probability per unit time is then 
1-111 
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27r E2 e2 0 PCV =h4 Tn2U)2 
0 
> 12 6(En. -1 
1< AFne Jeq ' PI Illnh -Enh 
ýW) 
I 
which is proportional to the momentum matrix element 
Mq=< qf,, ) Jeq * PI Tn, 
M2 Later we shall find that the absorption is proportional to q 
squared optical matrix element Q, as 
2 
mo 
I Mq 12. (4.26) 
Now that we have determined an expression for the squared optical matrix element 
we shall discuss, in the next section, the behaviour of Q for quantum wells and show 
that the subband mixing leads to a strong dependence on ki I- 
4.2.2 17ransition strengths and selection rules 
As was shown in the previous chapter the quantum well wave function can be written 
as 8 
n, kl I 
(r) - 
1: ikll. rllUjo 
, 
fn, 
j(kl I, z)e 
j=l 
(4.27) 
where k1l = (k, ky) and r1l -- 
(x, y) are two-dimensional in-plane wave and position 
vectors respectively, the f,,, j (k1j, z)'s are slowly varying envelope functions and ujo 
is the periodic parts of the Bloch functions at the bulk band edge. In general, for 
k1l :A0, Tn, kjj(r) will be composed of eight spinor components, i. e. eight envelope 
functions. At this point we will lighten the notation by replacing ujo with uj. By 
inserting Eq. (4.27) into Eq. (4.25) we obtain the momentum matrix element for a 
valence subband to conduction subband transition: 
Mq(k 11) ::::::: < 
41 
n, k, I, (r) I eq * PI lllnhkhll 
(r) 
8 
1: < flle, je (" 11 1 z) uj, e 
ikell-rll Ieq * Pl 
fnh, 
ih (khi 1ý Z)Ujh e 
ikhll'rll 
>(4.28) 
je 
iih `:: 
1 
78 
(4.24) 
(4.25) 
Hence we define a 
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In order to treat the momentum matrix elements more generally, consider a tran- 
sition between subband 11) and subband 12) (E2 > El) where 11) and 12) are any two 
subbands in the quantum well. Mq(k, j) is now given by 
8 
eik211 'l'I 1P1 fl, j, (k Z) uj, 
ik, 11. rll > (4.29) Mq(kil) -Z <f2 j2 (k 211 1 Z) Uj2 , 
Ieq 
e 
32 il 
Applying the chain rule and making use of the fact that the Bloch functions uj, and 
uj, vary rapidly with respect to the envelope functions we obtain 
8 
Mq(kil) 
-- 
Z [<f2, j2(k21liZ)e 
ik211. r11 Ieq 'PI fl, jl (k1,1, Z)eik, 11 r1, 
>< Uj2 lUil 
j27j1-, 
--,.,: 
l 
< f2j, (k2ll i Z) e- 
ik2ll rll Ifi, jl(klll, z)e 
iklil. rll >< Uj2 I eq ' PI Uj, >] (4-30) 
The first term is zero unlessj2= j, and hence this relates to intraband transitions, 
which occur between subbands originating from the same extrema. The second term 
relates to interband transitions which involve transition between subbands originating 
from different extrema i. e., valence to conduction band transitions. We are concerned 
with interband transitions and therefore the first term is zero, since < Uj2 
IUj1 
< ujý' I Ujh ýý = 
6jelih 
= 0. Recalling that only vertical transitions can occur (k. 11 = 
kh1j) 
we rewrite the momentum matrix element for interband transitions explicitly 
8 
Mq(kil) =Z 
l< 
uj Ieq * Pl Ujh >1f, *, e, je 
(kli, Z) fnh jih (kll, z)dz] (4-31) 
je , 
jh=l 
Eq. (4.31) shows that the selection rules have two origins: 
1. the overlap integrals between the envelope functions determine the strengths 
of the transitions, 
the atomic-like momentum matrix elements < uj, I eq ,pI uj, > give rise to 
selection rules dependent on the polarization of the incident light wave. 
The selection rules for the light wave polarization are determined from the momentum 
matrix elements of the periodic parts of the Bloch functions of the 1ý6, F7 andl'8bands 
(see Table. 2.1). These are summarized in Table. 4.2 for hhn -+ Cm) Ihn ---ý c, and 
t-11. 
C, hapter 4: Linear optical properties of semiconductors 80 
Table 4.2: Polarisation selection rules for transitions between valence and conduction 
band states obtained from the matrix element -ý-J<UCB jeq * PIUVB >1 2 Units are in MO 2Tn, p2/h2 . k1l = 0. Table format after Bastard (Ref. [231). 
Polarization ex ey ez Type of transition 
Propagation parallel to i I I impossible hh, c,, 
Propagation parallel to :i impossible I forbidden h h, c,, 
Propagation parallel to ý I impossible forbidden h h, c7, 
Propagation parallel to i 1 3 1 3 impossible 1 h,, c7, 
Propagation parallel to :k impossible 1 3 
4 
3 
1 h, c,,, 
Propagation parallel to 3 impossible 
4 
3 
1 h, c7,, 
Propagation parallel to i 
2 
3 
2 
3 impossible SOn Cm 
Propagation parallel to :k impossible 
2 
3 
2 
3 SOn Cm 
Propagation parallel to 
2 
3 impossible 
2 
3 SOn Cm 
so, -ý c,,, transitions and are the same for both [001] and [III]-grown quantum wells. 
Since the conduction subbands are almost purely s like, for light polarized along 
the z direction only transitions associated with the light-hole and spin-orbit split- 
off components are possible, whereas for light polarized along the (x, y) direction, 
transitions associated with the heavy-hole, light-hole and split-off components are all 
possible. Note that for the (x, y) polarized case, hh, --ý c,, transitions are three times 
more intense than lh,,, --* c, transitions. Provided < uj, I eq *PI Ujh ýý 7ý 0 all spinor 
components of the electron and hole states can contribute to the squared optical 
matrix element. 
r-I 11 
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Turning now to the overlap integral between envelope functions, Eq. (4.31) indi- 
cates that optical transitions in a symmetric infinite quantum well must satisfy the 
selection rule An = 0. In other words, the allowed transitions are those that occur 
between quantized electron and holes states with the same subband index n. In a 
finite quantum well the wavefunctions of the conduction and valence subbands are 
no longer orthogonal and transitions corresponding to even An values are allowed. 
However, the overlaps integrals of such transitions are small enough to consider the 
An =0 selection rule to remain valid for finite quantum wells. This selection rule 
is broken for k1l -7ý 0 since states associated with different n are coupled. Thus some 
weak structures will become present in the absorption spectrum near the energy re- 
gion which is forbidden according to the An =0 selection rule. 
In Fig. 4.2 the squared optical matrix element, Q (Eq. (4.26)), for transitions 
from the highest four valence subband states to the lowest conduction subband for 
a [001]-grown 100A GaAs/AlO. 25GaO. 75As quantum well are plotted. To simplify the 
computation the axial approximation has been used. This was shown to be a good 
approximation in the previous chapter. The corresponding band structure for the 
valence subbands was shown in Fig. 3.5. The strength of the optical matrix element 
depends on the polarization of the incident light eq- In Fig. 4.2(a) TE denotes light 
polarized in the (x, y) plane i. e., quantum well plane, and in Fig. 4.2(b) TM de- 
notes light polarized in the z direction i. e., growth direction. In each transition two 
spin degenerate conduction subbands and two spin degenerate valence subbands are 
involved; therefore there are four transitions in total. Each of the squared optical 
matrix elements shown corresponds to the sum of the squared optical matrix element 
for each of these four transitions. 
At k1l = 0, the envelope function overlap integral approximately equals one and, as 
shown in Fig. 4.2 (a), the hh1 - cl transition is approximately three time more intense 
than the 1hI - cl transition. 
As expected, owing to the An =0 selection rule the 
hh2 - cl transition is 
forbidden. Away from k, I=0 there are dramatic changes in the 
optical matrix element due to the strong mixing of the various hh and 1h subbands. 
t-11, 
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Figure 4.2: Squared optical matrix element, in units of (2rn,, p2)/h2, for TE and TM 
polarization between the top four valence subbands and the lowest conduction subband 
in a [001]-grown GaAs/AIO. 25GaO. 75As quantum well of width 100A. 
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Similar behaviour is also exhibited in the TM case (Fig. 4.2(b)) where now all the 
heavy-hole to conduction band transitions at k=0 are forbidden. We note from 
Fig. 4.2 that all pairs of transitions are allowed at k1l 7ý 0. This behaviour is different 
from what one would expect from a simple envelop e- function approach which neglects 
subband mixing and considers one conduction subband and one valence subband only. 
Figs. 4.3-4.6 show the squared optical matrix element, Q, involving transitions 
between confined hole subbands and the first conduction subband for [001]-grown 
(Zn, Cd)Se/ZnSe quantum wells of varying well widths and Cd concentrations. Tran- 
sitions for which Q is very small have not been plotted. The corresponding valence 
subband structures were shown in Fig. 3.10. The splitting of the heavy- hole-light- 
hole band-edge due to the presence of compressive strain in these structures reduces 
subband mixing, as evidenced by the gradual reduction of the Q value for the hhl 
subband over the k1l range. Contrast this with the unstrained GaAs/(AI, Ga)As case 
where Q changes rapidly with k1j. 
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Figure 4.3: Squared optical matrix element, in units of (2m,, p2)/h2, for TE and TM 
polarization between the valence subbands and the lowest conduction subband in a 
[0011- 
grown Zno. gCdo., Se/ZnSe quantum well of width 
40A. 
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Figure 4.4: Squared optical matrix element, in units of (2m,, p2)/h 2, for TE and TM 
polarization between the valence subbands and the lowest conduction subband in a [0011- 
grown Zno. gCdo., Se/ZnSe quantum well of width 80A. 
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Figure 4.5: Squared optical matrix element, in units of (2mp2)/h 2, for TE and TM 
polarization between the valence subbands and the lowest conduction subband in a [001]- 
grown Zno. 8Cdo. 2Se/ZnSe quantum well of width 40A. 
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Figure 4.6: Squared optical matrix element, in units of (2m,, P 2 )1h 2, for TE and TM 
polarization between the valence subbands and the lowest conduction subband in a [0011- 
grown Zno. 8CdO. 2Se/ZnSe quantum well of width 80A. 
Fig. 4.7 shows the squared optical matrix element, Q, involving transitions be- 
tween confined hole subbands and the first conduction subband for a [III]-grown 
80A Zno. 8Cdo. 2Se/ZnSe quantum well. Also shown is Q for the transition hh, - C2- 
The light-holes in this system are type H (see Fig. 3.12), resulting in rather small 
values for Q. Furthermore, the combination of a type 11 level and the presence of 
a piezo-field in these structures leads to numerical difficulties when determining the 
light hole confinement levels and wavefunctions - in view of this we do not consider 
the TM polarised case. 
Referring to Fig. 4.7, an immediately obvious difference when comparcd to the 
[001] case is the reduced value of Q at k1l = 0. This is a result of the the piezo-field 
in the [111] case pulling the electron and hole wave functions to opposite sides of the 
well and thus reducing the overlap integral. The presence of the electric field in the 
wells also means that the electron and hole wave functions have no definite parity; 
forbidden transitions such as hh, - C2 at kil =0 become allowed and this is in fact 
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Figure 4.7: Squared optical matrix element, in units of (2m,, p2)/h 2, for TE po- 
larization between the valence subbands and conduction subbands in a [1111-grown 
ZnO. 8CdO. 2Se/ZnSe quantum well of width 80A. The piezo-field is Epiezo = 127kVcm-1. 
the dominant transition. 
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4.2.3 Free-carrier absorption spectra 
Now that we can calculate the optical matrix elements for a quantum well we are in 
a position to determine the free electron-hole absorption coefficient. Using Eq. (4.25) 
the expression for the transition probability per unit time given in Eq. (4.24) can be 
i 
written 
22 27r E' 
PCV =, 
e Mq(kll) 12 6 (E, (kl 1) - E,, (kl 1) - hw) (4-32) h4 rn2U)2 0 
In order to obtain the number of transitions W(w) per unit time per unit volume 
induced by light frequency w, we must sum Eq. (4.32) over all possible states in the 
unit volume, i. e. we must sum over all k1l and over the subband indices v (occupied) 
and c (empty). Since the allowed k1l vectors are distributed in the Brillouin zone with 
a density A/(27r )2 (A being the crystal area), 
W(W) = 
27r E02 e21 dkli 1 Mq(kil) 12 d(En, (kl, ) - 
Enh (kl, ) - hw) (4-33) h 4LM2W2 (27r)2 0 
where the integral extends over the first Brillouin zone and L,,, is the well width. 
The absorption coefficient of the semiconductor can be calculated from Eq. (4-33) 
by noting that the absorption coefficient is given by multiplying the transition prob- 
ability per unit time, per unit volume, W(w), by the energy of the absorbed photon 
hw = E,,, (k, I) - Enh (k1j) to get the energy absorbed per unit time, per unit vol- 
ume and then dividing by the energy incident per unit time. The incident energy is 
obtained from the time-averaged value of the Poynting vector, given by 
ncc,, 2 
2 
EO (4.34) 
where n is the index of refraction of the semiconductor. The free-carrier absorption 
coefficient is then 
(W) 
hww(w) 
s 
f dki i 
ao 
h2- 
L,, 2mo ne, nh (27r) 2 
Mq(k, l) 12 6 (E,, (k, 1) - E,, (kl 1) - hw) 
(4-35) 
11,11, 
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where 
e2 472 2 
ao - 47rcohc n mohw 
(4-36) 
Note the 11L,, dependence of the absorption coefficient which reflects the fact that 
the absorption of the light wave is localised within the quantum well. 
At this point it is convenient to introduce, for later reference, the oscillator 
strength for free electron-hole transitions 
fne, 
nh - 
2- 
1 Mq(k, l) 
12 
mohw 
(4-37) 
Within the axial approximation the integral over k1l can be replaced by a one di- 
mensional integral over k1j. We also replace the energy conserving 6 function with a 
Lorentzian function of half-width IF, which mimics the effects of broadening in quan- 
tum well structures due to variations in well width and alloy concentration. In this 
chapter we choose a value for the broadening which matches that obtained from room 
temperature experimental results. With these replacements the free-carrier absorp- 
tion coefficient is given by 
af (w) = a,, 
I h2 
k1l 
dk'' I Mq(kll) 12 Ef 
27r L,, 2MO ne, nh 
r/T 
[En, (kil) + Enh(kll) - hW]2 + F2 
' 
(4-38) 
In Fig. 4.8 we plot the absorption spectrum, as calculated using Eq. (4.38), for a 
iooA GaAs/AlO. 25GaO. 75As quantum well. The labels identify the onset of valence sub- 
band to conduction subband transitions. Strong deviations from steplike behaviour 
and pronounced peaks occur as a result of subband mixing which would not be pre- 
dicted using a simple "particle in a box" model. Both TE and TM absorption spectra 
are plotted in Figs. 4.9 and 4.10 for [001]-grown (Zn, Cd)Se/ZnSe quantum wells. Note 
the disappearance of the heavy-hole contributions in the TM case. Fig. 4.11 shows 
TE absorption spectra for a [1111-grown 80A Zno. 8Cdo. 2Se/ZnSe quantum well. Note 
the much reduced value of the absorption coefficient compared to the [001] case; this 
is a result of the in-built piezo-field. 
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Figure 4.8: Free-carrier absorption spectrum for TE polarization for a IOOA GaAs/ 
AIO. 
25Gao. 75As quantum well. 
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Figure 4.9: Free-carrier absorption spectrum for TE and TM polarization for a 40A [001] 
ZnO. 8CdO. 2Se/ZnSe quantum well. 
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Figure 4.10: Free-carrier absorption spectrum for TE and TM polarization for an 80A 
[001] ZnO. 8Cdo. 2Se/ZnSe quantum well. 
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Figure 4.11: Free-carrier absorption spectrum for TE polarization for an 80A [111] 
ZnO. 8CdO. 2Se/ZnSe quantum well. 
Thus far we have discussed the light absorption process in quantum wells without 
including the Coulomb interaction between excited electrons and holes. This inter- 
action will lead to the formation of bound electron-hole pairs called excitons and 
produce considerable changes to the absorption spectra, particularly around the ab- 
sorption edge. In the next section we further develop our model in order to include 
these effects. 
4.3 Excitonic Absorption 
In our picture of the band structure of semiconductors we have considered the electron 
in the conduction band and the hole in the valence band to be quasi-particles with 
opposite charge and have neglected the Coulomb interaction between them. In this 
situation only photons with energy hw > E., can be absorbed, where E_, is the band 
gap which would be considered the absorption edge. The presence of the Coulombic 
f" 11 
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electron-hole interaction greatly modifies this picture. Thus in order to model accu- 
rately experimental absorption spectra it is necessary to include excitonic absorption 
effects. 
In this section we use a simplified description of excitonic effects and view the 
exciton as an electron and a hole orbiting one another, separated by many lattice 
constants - this is the description of a Wannier exciton. For GaAs the bulk exciton 
Bohr radius is about 140A while for ZnSe it is around 30A. On the other hand, the 
case of Frenkel excitons is realised when the exciton Bohr radius is on the order of, 
or smaller than, the lattice constant. For example the exciton Bohr radius of CuCl 
is only 7A. The Coulomb attraction gives rise to bound states of the relative motion 
of the electron-hole pair similar to those that exist for the hydrogen atom. In optical 
experiments the appearance of intense, narrow absorption lines below the absorption 
edge is the manifestation of these bound states. Here we consider only ground state 
excitons since generally only these can be resolved in experiments. We begin by 
obtaining an expression for the excitonic absorption coefficient and then outline a 
method which will enable us to calculate exciton binding energies and Bohr radii. 
4.3.1 Excitonic absorption coefficient 
The electron and hole states interact through the Coulomb force to form excitons. The 
exciton wave function can be expressed as a linear combination of the noninteracting 
electron and hole subband states: 
'Fex Ef dkell 
f 
dkhl I F,, e nh 
(kell , 
khll)4'ne (kell, relli Ze)'Fnh (khll, rhil, Zh) 
ne nh 
(k hll)fne, j, (k ikell, rellUj, (4.39) dkeil 
f 
dkhl I 
Fne, 
nh ell Ik elli 
Ze)6- 
ne, nh je Jh 
X fnh Jh (kh1l, Zh)e- 
ikhjj-rhjj 
Ujh 
where Fne nh(kell , 
kh1j) is an expansion coefficient, depending on the electron and hole 
f-111 
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wavevectors. Here xF,, is the wave function of the nth hole subband for a given two- hh 
dimensional wavevector kh1j, with coordinates expressed in cylindrical coordinates 
(rhl Ii Zh), while Xý n, , k, 11 and (r, 11, z, ) refer to similar quantities for the electron. The 
expansion coefficients are k-space exciton envelope functions. 
If we neglect the momentum of the absorbed photon, the motion of the centre of 
mass of the exciton is zero and the exciton centre of mass wavevector K=k, l I- khll = 
The exciton envelope functions in Eq. (4.39) then become 
Fne nh (k, 11, 
khll) 
= 6(kell- 
khll )Gn,, 
nh (kll). (4.40) 
where G,, e, nh(kil) are the electron-hole relative motion envelope 
functions. 
The envelope functions G,,,,, nh (k, j) satisfy the following set of coupled equationS34 
n,, nh EBG (kll), [En. (kl 1) + 1: 1: Výenh (kll, kl, )G , 
ne, nh 
. 
(kll) -E nh (kll)] 
Gne, 
nh ne nh 
nle5n' k1l h 
(4.41) 
where E,,, (kll) and E,,, (k, j) are the energies of the n 
Ih conduction and n 
th valence eh 
ne, n h 
subbands and the Coulomb interaction term Výe nh (k1j, k1j) is given by 
11 
ne, nh t VZnh (kil, kl, ) -e 
2 
CrEolkIl - kIll 
lkl, -kililZe-Zhl 
. (4.42) dz, dZh fne, je (Ze) fne je (Ze) fnh ih (Zh) fnh ih (Zh) e- 
je 
iih 
11 
Eq. (4.42) is the k-space Coulomb potential describing the Coulomb interaction be- 
tween the various subbands. The summand is known as the form factor and will be 
discussed in more detail in Chapter 6. 
Eq. (4.41) can be solved numerically in a manner similar to the 8x8k-p problem. 
However, it requires a great amount of computing effort and contains a singularity 
at k= k' which is difficult to deal with numerically. In the next chapter we will 
fit theoretical absorption spectra to experimental results by varying several material 
parameters - such an undertaking is impractical using a method 
that requires a 
large amount of computer time. Therefore we need to make several simplifications. 
First, we adopt a two-band model and assume that each exciton originates solely 
/"111 
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from a particular valence and conduction subband pair. We can therefore drop the 
summation over n, and nh in Eq. (4-39). Second, we remove the z-dependence of 
the Coulomb potential so that the exciton envelope function satisfies the 2D Wannier 
equation, which in real space is given by 
-h 
v2 
-e 
2) ) 
G(p) = Ej3G(p) (4.43) 
( 
2/1 p 47rEp2 
where p= rell - rhjj = (p, O) is the relative electron-hole coordinate in the x-y 
plane, /-t is the reduced mass of the electron-hole pair and EB is the exciton binding 
energy. There is a one-to-one correspondence between the 2D Wannier equation 
and the 2D hydrogen problem if one replaces the valence band hole by the proton. 
Therefore the solutions of the Wannier equation are completely analogous to those 
of the hydrogen problem and we shall use these solutions later in order to determine 
the excitonic oscillator strength. As before, we also neglect subband anisotropy and 
use the axial approximation; in this approximation the problem acquires cylindrical 
symmetry around the growth direction. With these modifications we cannot now 
determine the exciton binding energy via Eq. (4.41). However, in the next section 
we describe an analytical model which will allow us to do this. For now we turn our 
attention to the calculation of the excitonic oscillator strength. 
The transformation properties of the subband envelope functions in the axial 
approximation under rotations in the (k,,, ky) plane can be found by applying the 
rotation operator 
35-37 
exp(-zMjýo), and are 
f,,, j (k 11, z) = f,,, j (ýp, k 11, z) = f,,, j (k 11, z) e 
mi (4.44) 
where Mj is the z component of the angular momentum of the Jth spinor. It is 
important to observe that, even if the dispersion of the subbands is taken to be 
axially symmetric, the spinor components of the envelope function depend on the 
direction of k1l in the (kky) plane according to Eq. (4.44). Similarly the envelope 
function G(kjj) = G(k1j, ýp) can be expressed generally as 
G(k, j) = G(kll)e'l", (4.45) 
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where 1 denotes the z component of the total angular momentum of the exciton. 
By inserting Eqs. (4.44) and (4.45) into Eq. (4.39) the exciton wave function can 
be re-expressed as 
r 
ýo ikll. p XF 
e. T AG (k (k z, ) uj, f,,, j, (k Zh) Ujh e'(1-Mie 
+Mjh) 
e (4-46) 
Je)3h 
Performing the angular integration with respect to the in-plane angle ýo the exciton 
wave function takes the form 
Tex = 
Tý 27,, im(O-7r/2) 
je Jh 
(4.47) 
xf dkiAiJm(kiip)G(k0fn e lie (k1j, Ze) Uie 
fnh 
Jh (k1j, Zh) UJh 7 
where m=1- Mj, + Mj, and J,, is the mth-order Bessel function that reflects 
the angular momentum symmetry of each component, i. e., m=0 --* s symmetry, 
m=1 --* p symmetry, etc. Thus for ground state excitons (Is excitons), we shall 
choose 1 so that for the largest spinor components of the conduction and valence 
subband the corresponding Bessel function is Jo(kllp). 
Numerical calculations show that for a given subband such a dominant component 
does exist and corresponds to the nonvanishing spinor component at k1l =0 where 
the wave function reduces to a single spinor component. If we denote the dominant 
components by M4 then for a ground state exciton m=1- Md + Md =0 and j Je Jh 
therefore 1= Md - 
Md. thus, for example, for a heavy-hole exciton one might have le ih 1 
Mq =11 and 1= -1. One point must be emphasized: the exciton wave Je 27 
MJqh =2 
function is made up of the states derived from the whole conduction and valence 
subband, which are quite different along different directions of k1l for a given k1j. 
Eq. (4.47) shows that different spinor components of the exciton wave function have 
different values of the angular momentum 1MM. Thus the only optically je - ih 
active spinor components are ones which correspond to an exciton with S symmetry, 
i. e. Mj - 
Mjh == 
Md 
- Md Jh' 
Similar to Eq. (4.37) the oscillator strength of excitons is given by 38 
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l_ 
7r 
ex 2 
FA 8 
f (w) - M, hw 
r7r 
Z1 All kll G(kll)61-mj, +Mjhl() 
j, 
iih:::::::: 
1 
x1 dzf, *, e je (kli, Z) 
fnh 
äh (kll, z) < Uie Ieq « Pl Ujh >ý2 
(4.48) 
where A is the area of the quantum well interface. The selection rules implied by the 
6 function in Eq. (4.48) are discussed above and also in greater detail in Refs. 35-37, 
39. For the ls exciton in-plane envelope function G(kjj) we use the two-dimensional 
hydrogenic wavefunction 
3/2 
G"(kll) = 
167ra,, 
2k 2 (4.49) 
-, 4+a, , /27 
( 
where a,, is the exciton Bohr radius. Defining the exciton oscillator strength per unit 
area as fex = fex /A, we obtain for the excitonic absorption coefficient 
ex ex a0-- f L 2m 
F/7 
[E,, (kl 1) + 
Enh (kll) E ne, nh - IiW]2 + ]p2 B 
(4-50) 
Again we have introduced a phenomenological Lorentzian broadening. E' 
Ih is the B 
binding energy of the exciton formed between the ne h conduction subband and the 
n th valence subband; a,, in Eq. (4.49) is the corresponding Bohr radius. h 
The Coulomb interaction can also affect the continuum absorption (hw > E_q) by 
increasing the probability of finding an electron at the same lattice site as the hole. 
This will, in turn, increase the probability of an absorption transition occurring and 
leads to an enhanced continuum absorption expressed by 
acont (W) = a' (w) x 
c2D (W) 
, 
(4.51) 
where af (w) is given by Eq. (4.38), 
C2D (W) is the Coulomb enhancement factor (i. e. 
the Somerfeld factor) 
C2D(W) = 
eA 
cosh(A) 
(4.52) 
3D 3D EgIEB and EB is the bulk exciton binding energy. Due to the 
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enhancement factor, the absorption at the 2D band-edge is twice the free-carrier- 
continuum absorption whereas for photon energies far above the band-edge the ab- 
sorption approaches the free-carrier- continuum absorption. The total absorption co- 
efficient is given by 
Ce(W) = accont(W) + Ceex(W) . (4-53) 
Although we have obtained an expression for the absorption coefficient we still 
need to determine the exciton binding energy and Bohr radius (see Eqs. (4.49) and 
(4.50) ) in order to calculate accurate absorption spectra. This is especially true for 
wide band-gap II-VI materials where the exciton binding energies are much larger 
than in III-V materials. In the next section we outline a simple model to do this 
which takes account of subband mixing and the effect of quantum confinement but 
does not require a prohibitive amount of CPU time. 
4.3.2 Exciton binding energy 
Solving the Wannier equation (Eq. (4.43)) for both 3D and 2D situations one obtains 
the well known expressions for the ground state exciton binding energy and Bohr 
radius: 
E 3D =E* - 
pe 
4E 
2D 4E 3D (4.54) B (47rc, CO)22h2 BB 
a 
3D 
= a* 
47rc, coh 
2a 
2D 
a 
3D (4.55) 
00 pe2 020 
where we call E,, * the effective Rydberg constant and a* the effective Bohr radius. 0 
We see from Eqs. (4-54) and (4.55) that the 2D exciton binding energy is four times 
larger than the 3D exciton binding energy and the 2D Bohr radius is half as big as 
the 3D value. 
As shown by Eq. (4-54), the binding energy of excitons is strongly modified 
by 
confinement. In real quantum wells, the finite width of the well influences the 
binding 
energy. For example, for very wide wells 
(L,, > 2a 3D) the exciton structure is barely 0 
affected by the confinement. For moderately thin wells 
(and substantial well depths) 
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the average electron-hole separation is reduced, resulting in an increased binding 
energy. On the other hand there can be a non-negligible penetration of the wave 
functions into the barrier layers. For very thin layers this penetration becomes im- 
portant, the carriers are less confined and the exciton structure tends towards that of 
a 3D exciton. Therefore, for a realistic approach to excitons in quantum wells neither 
a 3D nor a 2D model is a good one, since the motion of electrons and holes is some- 
where in between these two extreme situations. In order to treat the problem more 
accurately we use an analytical model41,41 which was developed in the framework of 
a "fractional-dimensional space" where the dimension a of the exciton is between 2 
and 3. In this empirical method, the ground state exciton binding energy and Bohr 
radius in a quantum well is given by, 
)2EO 2a-1 EB and a,, = a* (4-56) = 
(a 
-I 
(2) 
0* 
Setting a=3 or 2 gives, respectively, E aD aD a* correspond- B= Eo*, 4Eo* and ao = aO* 1 -2' 0 
ing to the results in Eqs. (4.54) and (4.55). 
To quantify the fractional dimensionality we define 
a= 3-e- 
L, *, /2 0 (4-57) 
where L* is an effective well width which represents the spatial extension of the elec- W 
tron and hole motion in the z direction taking into account wave function penetration 
into the barriers. The physical meaning of the quantity Lw*/2a* corresponds to the 0 
ratio of a length characteristic of the electron and hole motions with regard to the 
quantum well confinement effect, to a length characteristic of the electron-hole rela- 
tive motion with regard to the Coulomb interaction. The effective well width L* is W 
defined as 
(21k 
w b) 
+ (4.58) 
where llkb kbe +Ilkbh. Note that this choice of definition for L* is not unique W 
and other forms for L* were tried. However this definition of L* is found to give WW 
results in best agreement with variational calculations 
41 
. In Eq. 
(4.58) kb, and kbh 
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are the solutions of the well-known transcendental equation giving the electron and 
hole energies in a quantum well: 
ý-2- Ee)1h 
7 
kbe rnezb (Ve 
kbh ý-2mhzb(Vh 
- Eh)lh 
(4.59) 
mz denotes the effective mass along the z direction and E, (Eh) is the energy of 
the conduction (valence) subband. By using Eq. (4.57) together with Eq. (4.56), we 
obtain an expression for the exciton binding energy in a quantum well 
E* EB 0 
-(2/kb+L. )/2a* 2 le 0 21 
(4.60) 
One of the shortcomings of this method is that it fails to take into account details 
of the complicated band structure when determining the reduced mass p to be used 
when calculating E,, * and a* in Eqs. (4.54) and (4.55). In previous work an Oz dependent 0 
reduced mass p* was used, which was simply an interpolation between a 2D and 3D 
reduced mass. In this case the 2D hole effective mass was given by Eq. (2.34) and the 
3D mass by 1/-yl. Since we can calculate accurately the subband dispersion curves 
for a quantum well we can obtain a value for the in-plane reduced masses. However, 
as our k-p calculations show, the subband energy dispersions are not parabolic and 
therefore the in-plane reduced masses are not constant in k1j, i. e., 
I-+1 
'rne(kll) rnhh(kll) 
(4-61) 
To take account of this we average I /p, I (ki 1) over a suitable range of kI I states weighted 
by the square of the Is two-dimensional exciton wave function G"(kjj) (Eq. (4.49)). 
This will then give a value for the effective reduced mass, M*11, to be used in Eqs. 
(4.54) 
and (4-55). Since G"(kjj) contains the Bohr radius, the determination of the average 
in-plane reduced mass requires a self-consistent solution. In this way we can include 
accurate subband dispersions into the calculation of the exciton binding energy. 
Calculated exciton binding energies for [001]-grown Znl-,, Cd,, Se/ZnSe quantum 
wells are shown in Fig. 4.12 for a range of wells widths. 
As expected binding energies 
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increase as the well width is reduced, as long as the electron and hole wavefunctions 
remain in the well. For narrow wells, the wave functions leak into the barrier layers 
and the binding energies begin to decrease toward the corresponding value in the 
bulk barrier material. Note that since the light-hole is only marginally confined (see 
Fig. 3.9) the effect of the quantum-confinement is limited and the light-hole exciton 
binding energy changes little with varying well width. We note that these results are in 
good agreement with those obtained using a two parameter variational calculation 42 . 
In the next section we plot absorption spectra for various quantum well structures. 
It is useful at this point, therefore, to recap briefly the procedure used for their 
calculation. With the aid of an appropriate valence band offset parameter Q, (see 
Eqs. (3.12) and (3.15)), we begin by calculating the band-edge confinement potentials 
of the conduction and valence band states (Eq. (2.78)). The quantum well subband 
energy levels, wavefunctions and in-plane dispersion curves can then be determined 
by solving the envelope function problem of Eq. (3-9). The optical matrix elements 
for both TE and TM polarisations are determined from the calculated wavefunctions 
(Eqs. (4.26) and (4.31)) and hence the absorption coefficient for free electron-hole 
transitions is computed (Eq. (4.38). This absorption coefficient is multiplied by the 
2D Sommerfeld enhancement factor (Eq. (4.52)) in order to take account of the effects 
of the final-state Coulomb interaction. To include the effect of absorption due to 
free excitons we use the optical matrix elements to calculate the excitonic oscillator 
strength (Eq. (4.48)) and use the empirical method outlined in this section to evaluate 
exciton binding energies and Bohr radii. The excitonic absorption coefficient (Eq. 
(4.50)) can then be calculated and hence the total absorption coefficient (Eq. (4.53)) 
determined. 
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Figure 4.12: Binding energies for the heavy- and light-hole excitons in [0011 Znl-,, Cd,, Se/ 
ZnSe quantum wells as a function of the well width. 
4.4 Absorption spectra 
The full absorption spectrum, calculated using Eq. (4.53), for a [001]-grown IOOA 
GaAs/AlO. 25GaO. 75As quantum well is shown in Fig. 4.13. The peaks are due to ex- 
citonic absorption and the labels indicate the subband pair from which the exciton 
originates. A broadening of IF = 5meV is used. The appearance of forbidden tran- 
sitions such as hh3 - C1 is a result of subband mixing; such transitions have been 
observed experimentally. 43-45 Note again the disappearance of the heavy-hole exci- 
ton resonances in the TM polarized case. Figs. 4.14 and 4.15 show, respectively, the 
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calculated absorption spectra for 40A and 80A [001]-grown Zno. 8Cdo. 2Se/ZnSe quan- 
tum wells. A broadening of F- 23meV is used. The decrease in absorption with 
increasing well width is due to the IIL,, dependence of the absorption coefficient. For 
the 80A sample the hh2 - C2 and 1h, - c, excitons overlap and the latter feature can 
only be resolved in the TM case. Only, ), wo resonances can be resolved for a similar 
structure grown in the [111] direction (Fig. 4.16), where the presence of the piezo-field 
leads to a reduction of the hh, - c, exciton oscillator strength but an enhancement 
of the formerly forbidden hh, - C2 exciton oscillator strength. 
4.4.1 Q uant um- confined- St ark- effect 
In Section 3.3 we showed how the presence of an electric field across the quantum well 
alters the lowest confinement levels leading to a redshift of the transition energy. To 
illustrate how the electric field modifies the absorption spectra for a quantum well we 
plot, in Fig. 4.17, the absorption spectra for a [001]-grown 100A GaAs/AlO. 25Gao. 75As 
quantum well for different applied fields. As the field is applied, electrons and holes 
are forced against opposite sides of the well, squeezing the wavefunctions and leading 
to a reduction in wavefunction overlap which in turn leads to a reduction in the 
absorption coefficient. As illustrated there is also a concomitant decrease in the 
exciton resonance energy. Furthermore, since the electron and hole wavefunctions 
now have no definite parity, the An :A0 transitions gain in oscillator strength with 
increasing field. 
4.4.2 An application: TE and TM absorption in (In, Ga)As/ 
(In, Ga)(As, P) quantum wells 
We have previously emphasized the importance of theoretical models for the inter- 
pretation of experimental results and its consequent use for material characterisation. 
It appropriate therefore to give a concrete example, and we do so below. 
011 
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Figure 4.13: Absorption spectrum for a [0011-grown 100A GaAs/AIO. 25Gao. 75As quantum 
well for TE and TM polarization. 
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Figure 4.14: Absorption spectrum for a [001]-grown 40A ZnO. 8CdO. 2Se/ZnSe quantum 
well for TE and TM polarization. 
/-, 111 
Chapter 4: Linear optical properties of semiconductors 
0.8 
0.6 
E 
0.4 
0 
. 0- ca- L- 
0 
0.2 
f) n 
lhl-cl 
hh3-c3 TE 
hh2-c2 
hhl -cl 
W. W 
2.40 
0.8 r-- 
TM 
0.6 
E 
LO 
C: 0.4 0 
0 U) 
-0 < 0.2 
0.0 1 
2.40 2.50 
Energy (eV) 
lhl-cl 
lhl -c3 
2.50 2.60 2.70 
2.60 2.70 
105 
Figure 4.15: Absorption spectrum for a [001]-grown 80A ZnO. 8CdO. 2Se/ZnSe quantum 
well for TE and TM polarization. 
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Absorption spectrum for a [1111-grown 80A ZnO. 8CdO. 2Se/ZnSe quantum 
Experimental TE and TM absorption spectra are shown in Fig. 4.18 for a nominal 
Ino. 53Gao. 47As quantum well of width 60A, with 250A Ino. 85GaO. 15Aso. 327PO-673barriers 
of band gap 1.13eV (see also Ref. 46). In the TE case, the heavy-hole and light-hole 
resonances are clearly resolved. However, somewhat surprisingly, the TM case shows 
no light-hole resonance (the heavy-hole resonance is absent, as expected). In order 
to investigate this unusual result, theoretical spectra were calculated. The standard 
fitting procedure we used is detailed below. 
The In,, Gal-,, As band gap is a sensitive function of x; the band gap varies by about 
10meV per 0.01 change in x. Therefore the alloy concentration is varied within the 
range of experimental uncertainty (±0.02) in order to obtain approximate agreement 
with experiment in the location of the lowest exciton peak. The valence band offset 
and well width are then used as fitting parameters to obtain the best agreement 
between theory and experiment for both the heavy-hole and light-hole peaks. In the 
calculations we used an In concentration of x _- 0.545 and a band offset of Q, -_ 0.6. 
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Figure 4.17: Absorption spectra for a [0011-grown IOOA GaAs/AIO. 25GaO. 75As quantum 
well for different electric fields applied parallel to the z-direction. 
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Figure 4.18: Experimental plots of the TE and TM absorption for a [0011-grown 
(In, Ga)As/ (In, Ga)(As, P) quantum well. 
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The best fit well width used (63A) was within I monolayer of the nominal value. 
To further facilitate comparison with experiment the entire calculated absorption 
spectrum is normalised to the experimental absorption of the heavy-hole peak - 
this required a 30% reduction in the overall absorption and indicates uncertainties 
in some of the material parameters used, e. g., the refractive index, as well as other 
experimental uncertainties. 
The calculated absorption spectra for TE polarisation is shown in Fig. 4.19, to- 
gether with the experimental curve; they are labeled a 
TE 
and ce 
TE 
respectively. It is calc expt 
clear that the exciton peaks for the experimental and calculated results occur at the 
same wavelengths, but the experimental curve gives higher absorption values at high 
energies. This is thought to be due to a residual absorption tail from the barriers. 
When an exponential (background) absorption tail (Obg) is subtracted from the ex- 
perimental curve, a corrected experimental absorption results (aTE ). Both abg and corr 
aTE are also plotted in Fig. 4.19 with the latter curve in much better agreement with corr 
the theoretical plot than aTE expt, 
TM ) and experimental (aTM) absorp- Similarly, Fig. 4.20 shows the calculated 
(acalc 
expt 
TM 
tion spectra for TM polarisation. When0bg is subtracted from o,,, Pt we now see 
the 
characteristic light-hole peak, in good agreement with the theoretical curve. The 
fact 
that the light-hole peak is detected in the TE absorption case (or more properly, a 
shoulder corresponding to the light-hole peak, in the uncorrected spectrum), 
but not 
in the TM case is a consequence of the very low light levels in the latter case. 
The 
output power of the LED used in the experiment for the 
TM polarisation at energies 
around - 0.87eV is less than half of that corresponding to the 
TE polarisation. It is 
possible that this lower light level could have masked the presence of 
the light-hole 
exciton resonance in the TM spectrum. 
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Figure 4.19: Theoretical and experimental plots of the TE absorption for a [0011-grown 
(In, Ga)As/ (In, Ga)(As, P) quantum well. 
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Figure 4.20: Theoretical and experimental plots of the TM absorption for a [0011-grown 
(In, Ga)As/ (In, Ga)(As, P) quantum well. 
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4.5 Conclusions 
112 
In this chapter we have examined the linear optical properties of quantum wells. 
Using envelope functions and dispersion curves calculated by the 8x8k-p method, 
we have determined the optical matrix elements for both TE and TM polarisation 
and hence computed the absorption coefficient for free electron-hole transitions. This 
absorption coefficient is multiplied by the 2D Sommerfeld enhancement factor to take 
account of the effects of the final-state Coulomb interaction. To include the effect of 
absorption due to bound-state excitons, we made use of the optical matrix elements 
in order to calculate the excitonic oscillator strength and used an empirical model to 
evaluate the exciton binding energies. 
Using our model we have calculated the absorption spectra of a variety of quantum 
well systems, including both [0011- and [III]-grown materials, and this has proved 
useful in the interpretation of experimental results. In the next chapter we will use 
this model to determine the band-offset parameter in (Zn, Cd)Se/ZnSe quantum wells 
by fitting theory to experiment. 
Chapter 5 
Band offset determination in 
(Zn, Cd)Se/ZnSe quantum wells 
5.1 Introduction 
When a quantum well is formed by growing layers of two different types of semicon- 
ductor, the crystal potential and electronic structure of each semiconductor remains 
essentially unchanged, except at the interface region. As the respective band gaps 
will ordinarily be different, there will result discontinuities in the valence band and 
conduction bands, AE, and AE, respectively. One of the basic problems in the 
characterisation of semiconductor quantum wells is the question of the "correct" va- 
lence band offset ratio, Q, to employ when calculating the band-structure. It is 
a question of the proportion of the total band gap difference between the well and 
barrier materials that is accommodated by the conduction band and that which is 
accommodated by the valence band, as illustrated in Fig 3.8. The quantity 
Q, is 
hh/(, AE, +, AE hh) hh defined as Q, _= 
AEV V) where 
AE, and AE, " are, respectively, the 
conduction and heavy-hole valence band discontinuities at the heterojunction. 
Many important physical properties are sensitive to the exact depth of the con- 
duction and valence wells so an accurate value of Q, is vital 
for the correct design 
113 
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and optimisation of band-gap engineered devices. Many attempts have been made to 
determine the band offset in III-V materials using various experimental techniques 
with a variety of conflicting results"-". Sometimes this was due to the poor quality 
of the sample studied but usually it was due to the insensitivity of the quantities 
being measured to the band offset. For GaAs/(AI, Ga)As, the best studied and most 
controllably grown system, it was several years before a consensus settled on a band 
offset value of Q, -- 0.33. 
To date there is a lack of experimental data concerning the band offsets in ZnSe/ 
(Zn, Cd)Se quantum wells compared to most III-V systems. This material is a suitable 
candidate for the active region of optoelectronic devices required to work in the blue- 
green spectral region. A knowledge of the band offset would aid spectroscopic efforts 
in the development of these devices. Any experimental technique to determine the 
band offset in these 11-VI systems should therefore be chosen carefully to maximise 
the sensitivity of the quantity being measured to Q, 
In this chapter we compute interband and intersubband energy separations and 
their sensitivity to Q,, for a broad range of well widths and alloy concentrations 
for [001]-grown (Zn, Cd)Se/ZnSe quantum wells. We are then able to identify the 
combination of sample parameters for which these energies are most sensitive to 
Q,. Finally, using Q, as an adjustable parameter and fitting calculated results to 
experimental absorption spectra, a value for the valence band offset is determined. 
5.2 Determination of band offsets 
Numerous theoretical models exist to predict band offset values 48 . The oldest of these 
is the Electron Affinity Rule, according to which the conduction band offset should 
equal the difference in electron affinities between the two semiconductors 
forming the 
heterojunction. The valence band discontinuity can then be determined from a 
knowl- 
edge of the band gaps. With the availability of accurate measurements 
it is clear that 
this model is inadequate for most caseS50 - 
Another simple rule, the Common Anion 
oil 
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Rule, states that since the valence band maximum derives mainly from anion p-states, 
its energy should be relatively independent of the cation. Thus for heterojunctions 
with common anions, the valence band offset would be expected to be small com- 
pared to that of the conduction band offset. This rule was mainly used because of a 
lack of reliable experimental results and has poor accuracy. Even more sophisticated 
theoretical models which take into account the microscopic detail of the semiconduc- 
tor, such as Harrison's atomic orbital theory" or the model-solid theory", ", rarely 
provide quantitative results accurate enough to be used for device design. Rather, 
the only way to determine a heterojunction band lineup with a sufficient degree of' 
accuracy is to measure it experimentally. However, accurate measurement of band 
discontinuities is a difficult task. Ideally, it is necessary to measure AE, and AE, 
with a resolution of the order of 10meV; this is extremely difficult to achieve and 
different methods of measurement appear to give slightly different answers. 
One method of measuring AE, directly is by photo emission", ". The location 
of the valence band edge and core level photoemission for the substrate are accu- 
rately evaluated and a thin layer of the second semiconductor is then grown on top 
of the first. The emission from the valence band edge and core levels of the overlayer 
and substrate are then measured simultaneously thus allowing AE, to be calculated. 
However, the accuracy of this method is typically only ±100meV and it requires in 
situ measurements. Alternatively, electrical techniques such as capacitance-voltage 
profiling 56 and current-voltage characteristiCS57 are often used to study band discon- 
tinuities, and have been well documented by Kroemer 49 . 
Perhaps the most widely used way to establish band offsets is via optical spec- 
troscopy and techniques such as optical absorption 58 , modulation spectroscopy59-61 I 
photoluminescence excitation 62 and electronic raman spectroscopy 
63,6' have all been 
used. Such methods are indirect and require theoretical fits in order to interpret the 
results. However, as is the case of any indirect method to extract a given physical 
constant from experimental data, the accuracy of the band offset obtained depends 
t'*IL 
Chapter 5: Band offset determination in (Zn, Cd)SelZnSe quantum wells 116 
on the model utilised and on the accuracy of the values of the parameters incorpo- 
rated into that model. Furthermore, as discussed above, the accuracy also depends 
on the sensitivity of the quantity being measured to the band offset. Thus in order 
to identify useful [001]-grown (Zn, Cd)Se/ZnSe sample compositions on which to per- 
form experiments, we compare the sensitivity to Q, of three different types of energy 
separation that can readily be obtained from spectroscopic data. 
5.3 Sensitivity to the band offset 
In experiments to determine the band offset, it is desirable that the sensitivity of the 
quantity being measured, E, to the band-offset, Q, is maximised over a broad range 
of Q, values and well widths, since a high sensitivity increases the accuracy of band 
offset values obtained by theoretical fits to experiment. In this section we consider 
the sensitivity to Q, of three different types of energy separation; they are: (1) the 
energy separation between the first heavy-hole and light-hole states (E hh1-1h1)j (2) 
inter-conduction-band transition energies between the first two conduction subband 
levels (E c2-cl ) and (3) interband transition energies between the first heavy and light- 
hole states and the first conduction-band state (E hhl-cl, E thl-cl) . 
Fig. 5.1 shows the 
band-edge potential profiles and the energies under consideration. The effect of the 
biaxial compressive strain in the (Zn, Cd)Se layer is to split the degeneracy of the heavy 
and light-hole band edges at the r' point and lead to a reduction of the confinement 
potential of the light-hole states with respect to the heavy-hole states. Values of Q, 
for which the 1hI - cl transition is type 11 result in a substantial 
decrease in the 
corresponding excitonic oscillator strength. Since this is inconsistent with available 
experimental absorption spectra 65 only Q, values that ensure that the 
light-hole is 
type I are considered here; for x=0.1,0.2, Q, should be greater than 0.28 and 
0.26, 
respectively. 
The sensitivity of E 
hhI-Ih' relies on the fact that the effective mass in the growth 
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Figure 5.1: Schematic diagram showing the band-edge potential profile and relevant 
confinement energies for a [001]-grown Znl-,, Cd., Se/ZnSe quantum well. 
direction of the heavy-hole is larger than that of the light-hole. The first heavy- 
hole level is therefore much closer to the bottom of the valence band well than the 
first light-hole level, which generally resides close to the top in narrower wells. Thus 
the light hole state is quite sensitive to the exact depth of the valence band well. 
Similarly, the sensitivity of E"-" is due to the relative sensitivity of the c2 level 
compared to the cl level. In contrast, the lowest An =0 transitions E hhl ` and 
E lhl " are expected to show only a weak dependence on the offset parameter since 
electron and hole subband energies have opposite and compensating dependencies on 
Q, Nevertheless, it is still useful to compare the sensitivity of these interband energy 
hhl-lh c2-cl separations to the inter-subband energy separations E1 and E 
To illustrate how the band offset can influence the confinement energies we plot, 
in Fig. 5.2, the relevant energy separations as a function of well width for different 
values for [001]-grown Zno. 8Cdo. 2Se/ZnSe quantum wells. As expected, the variations 
of the inter-subband energies, E 
hhl-lhl 
and Ec2-cI , with Q, are larger than those of 
Cill 
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the interband energies. It is interesting to note that the energy of the heavy-hole to 
conduction band transition decreases with increasing Q, while the reverse is true for 
the light-hole to conduction band transition. 
In the limiting case of very wide wells, the hhl - lhl splitting (E hh1-1h1) approaches 
the strained bulk value of 65meV (see Fj)g. 2.6(b) ), while for very narrow wells the 
limiting case is simply that of bulk ZnSe, in which E hhl-lhl = 0. Similar behaviour 
is exhibited by the interband transitions where for very narrow wells E hhl -" and 
" lhl " approach the bulk gap of ZnSe (2.7eV), while for very wide wells the energies 
" hhl " and E thl -" approach those of bulk ZnO. 8CdO. 2Se lattice matched to ZnSe, 
namely 2.459eV and 2.524eV, respectively (see Fig. 2.6(a) ). The inter- conduction- 
subband energy E c2-cl tends to zero for very narrow and very wide wells, and peaks 
for well widths - 45A. It is also clear that E c2-cl is rather sensitive to Q, for this 
well width. 
In between the two limiting cases of very narrow and very wide wells, the degree 
to which the energy separations vary with valence band offset depends on the well 
width and indeed on the Cd concentration. Thus in order to identify the optimum 
combination of sample parameters for measuring Q, experimentally, some measure of 
the sensitivity is required. To this end we define 
dE 
dQv 
(5.1) 
and use this parameter to quantify the sensitivity. By plotting S, as a function of 
both well width and band offset for different Cd concentrations we can compare the 
sensitivities of the different types of energy separation. 
The sensitivity of E hhl-lhl is shown in Fig. 5.3 for a Zno. 8Cdo. 2Se/ZnSe quantum 
well for a range of well widths and band offsets. This particular Cd concentration 
was found to give good sensitivity and is close to that used for laser structures 
66 
. 
It was also found that the sensitivity increased with increasing Cd concentration. 
We note at this point the non-trivial behaviour of S as a function of well width 
and Q,. As illustrated, well widths in the range - 15 - 40A provide the highest 
oil 
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Figure 5.2: Variation of inter-subband and interband energy separations as a function of 
well width for different band-offset values. 
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Figure 5.3: Sensitivity, S"'-"', versus well width and Q, for [001]-grown ZnO. 8CdO. 2Se/ ZnSe quantum wells. 
sensitivity over the broadest range of Q, values. For well widths outside this range 
the sensitivity at high band offsets is greatly reduced whereas the sensitivity remains 
high for most of the well width range at low band offsets. Fitting the energy separation 
E hhI-IhI to experiment is equivalent to fitting both the E hhl " and E lhl-cl transitions 
simultaneously. As illustrated in Figs. 5.4 and 5.5, fitting theory to experiment using 
only a single transition to determine Q, is, by comparison, rather insensitive. 
The sensitivity of Ec" for an identical structure is shown in Fig. 5.6 for a 
range of well widths and band offsets. Note that an increase in the valence-band 
offset is equivalent to a reduction in the conduction-band offset since Q, + Q, = 1; 
hence the negative values of S. Well widths in the range , 20 - 50A provide the 
highest sensitivity over the broadest range of Q,, values. For comparable well widths 
in this range, the values of S are generally higher than those attained by measuring 
E hhl-lhl and indicate that Ec2-cl is a more sensitive measure of the band offset. 
However, absorption spectra cannot be used to determine a value for Ec2-cl since 
the transition hhl - c2 is parity forbidden -a technique such as electronic 
Raman 
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Figure 5.4: Sensitivity, Shhl-cl, versus well width and Q, for [001]-grown ZnO. 8CdO. 2Se/ 
ZnSe quantum wells 
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Figure 5.6: Sensitivity, S"-", versus well width and Q, for [0011-grown ZnO. 8Cdo. 2Se/ 
ZnSe quantum wells. 
scattering 64 is required. Unlike methods based on exciton spectroscopy, the electronic 
Raman scattering determination of the band offset does not require a calculation of 
the complicated valence band structure or the exciton binding energies. The high 
sensitivity of E c2-cl is by virtue of the fact that for well widths narrower than - 50A 
there is only one confined conduction-band state, cl, and is sensitive to Q, whereas 
c2 is a continuum state and is insensitive to Q, 
5.4 Band offset in Znl-, Cd, Se/ZnSe quantum wells 
Although in principle it is possible to determine the valence band offset using only a 
single set of spectroscopic data, one usually endeavors to fit theoretical calculations to 
a range of data. In this section we fit calculations of the excitonic transition energies 
of the heavy- and light-holes to absorption spectra obtained at room temperature 
from three (Zn, Cd)Se/ZnSe samples, grown one after the other on ZnSe buffer layers, 
with nominal well widths of 10A, 25A and 40A and nominal Cd concentrations of 
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x=0.2. As indicated in Fig. 5.3, these samples are expected to show good sensitivity 
The Znl-,, Cd,, Se band gap and the splitting of the heavy and light-holes are sensi- 
tive functions of x; the band gap varies by about 10meV and the heavy- hole-light- hole 
splitting by about 3meV per 0.01 change in x. Therefore the alloy concentration is 
also varied within the range of experimental uncertainty (±0.02) in order to obtain 
approximate agreement in the location of the lowest exciton peak. The valence band 
offset and well width are then used as fitting parameters to obtain the best agreement 
between theory and experiment for both the heavy-hole and light-hole peaks. Varia- 
tions in the nominal well width of ±1 monolayer are used in the calculations. Since 
the samples were grown one after the other, the growth conditions are expected to 
be constant and therefore x in the calculations is taken to be the same for all three 
samples. Fig. 5.7 shows the experimental absorption spectra obtained from the three 
samples. Although the peaks are broad, the first heavy-hole and light-hole excitonic 
peaks for the 25A and 40A wide well samples can be easily identified. For the narrow 
IOA wide well sample, only the first heavy-hole peak can be resolved. 
The experimental and best fit theoretical excitonic transition energies are shown 
in Table. 5.1 along with the corresponding band offsets. A Cd concentration of 
x=0.18 is used in the calculations. Fig. 5.8 shows the calculated absorption spectra 
using these best fit parameters. Good agreement with experiment can be obtained 
for band offset values in the range 0.3 - 0.35 with a best fit value for all samples 
of Q, -- 
0.31. With this band offset, the light-hole transition is barely type I and 
corresponds to a light-hole confinement potential of 8 meV; this compares well with 
the value obtained in Ref. 42 of -_ 10 meV. This small light-hole confinement potential 
results in an exciton that is delocalised in the barriers and hence leads to the rather 
small light-hole excitonic oscillator strengths exhibited in the calculated absorption 
spectra. ' 
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Figure 5.7: Room temperature experimental absorption spectra for a series of [001]-grown 
Znl-_, Cd,, Se/ ZnSe quantum wells with nominal well widths of IOA, 25A and 40A and 
nominal Cd concentrations of x=0.2. 
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Figure 5.8: Calculated absorption spectra for [0011-grown Zno. 82Cdo. 18Se/ZnSe quantum 
wells of width (a) 25A and 40A and (b) 10A. 
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Table 5.1: Theoretically and experimentally determined excitonic transition energies and 
best fit valence band offsets for Znl-xCdxSe/ZnSe quantum wells. A Cd concentration 
of x=0.18 is used in the calculations. 
Well width, Lw (A) Lf't (A) W hhl-cl (eV) lhI-cI (eV) QV 
Theory Expt. Theory Expt. 
10 7 2.649 2.645 - - 0.31 
25 23 2.567 2.568 2.612 2.608 0.31 
40 40 2.524 2.526 2.573 2.569 0.30 
5.5 Discussion and conclusions 
We have determined the valence band offset in [0011-grown Zno. 82Cdl8Se/ZnSe quan- 
tum wells to be Q, - 0.31. Although one cannot comment on the composition 
dependence of Q, with this result alone, recent studies", 68 performed on samples 
with different Cd concentrations show good agreement with this work, and therefore 
suggests that the band offset is not strongly dependent on composition. 
The accuracy of the results presented in this chapter depend, to an extent, on the 
accuracy of the material parameters used in the calculations. In particular there exists 
in the literature a range of values for CdSe parameters such as effective masses and 
deformation potentials. However, since the (Zn, Cd)Se layer contains predominantly 
ZnSe, a material whose parameters are relatively well known, we expect inaccuracies 
due to uncertainties for CdSe to be small. 
In summary we have calculated and compared the sensitivity of different types 
of energy separation to the band offset and have shown that the inter-coi., duction 
subband transition, c2 - cl, is slightly more sensitive to the band offset than the 
hhl - Ihi splitting. Well widths in the range 15 - 50A and 
Cd concentrations of 
x>0.2 are expected to provide maximum sensitivity. By fitting theory to experiment 
absorption spectra we have determined that the valence band offset in [001]-grown 
ZIIO. 82Cdl8Se/ZnSe quantum wells is Q, - 0.31. 
Chapter 6 
Nonlinear optical properties of 
semiconductor quantum-wells 
6.1 Introduction 
So far in our discussion of the optical absorption of semiconductor quantum wells we 
have assumed that it is independent on the density of excited carriers in the valence 
and conduction bands. However, this assumption is correct only for sufficiently low 
densities, that is, in the linear regime. For higher densities, the material optical 
properties may be modified, and the response change as the density is varied. Such 
density-dependent optical properties are called optical nonlinearities. 
In this chapter we first discuss the simple case of free-carrier absorption and intro- 
duce some of the many-body techniques that will be required to handle the complex 
interactions between carriers in the high-density regime. Nonlinear mechanisms such 
as bandfilling, bandgap renormalization and plasma screening are introduced and 
their effect on the absorption spectrum discussed. Finally, so that we may calculate 
nonlinear absorption spectra for use in later work, the generalized Wannier equation 
is obtained. In order to avoid the complexities involved when dealing with a multisub- 
band calculation of the optical nonlinearities, we adopt a two-band parabolic model 
127 
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and consider only one conduction and one valence subband. The energy levels are 
then decoupled and can be obtained via the Sch6dinger equation. This greatly sim- 
plifies the problem and reduces the computing time, although, in practice, it means 
that we only account for the excitation process between the lowest heavy-hole and 
lowest conduction subband. 
6.2 Free-carrier absorption - derivation using sec- 
ond quantization 
The simplest description of optical transitions in semiconductors neglects the Coulomb 
interaction and treats electrons and holes as ideal Fermi gases occupying parabolic 
valence and conduction bands. This is a convenient starting point to introduce the 
language of second quantization to describe many-body theory. We begin with the 
consideration of a set of two-level systems (the valence and conduction band) corre- 
sponding to different in-plane k-states in the crystal, coupled to the electric field E(t) 
through the dipole interaction. The Hamiltonian for this system is 
C, k k 
+Ev, kat a, -EM (d 
t a, at av V, k k cv, kac, k k+ d*v Ee, kat a, 
kckvk 
k) 
Ei, k reflects the band structure of the valence and conduction bands which are as- 
sumed to be parabolic; the dipole matrix element dcv, k is therefore constant with k. 
at, is a creation operator which creates and electron in the conduction band with ck 
wavevector k while ac, k is an annihilation operator which destroys an electron in the 
conduction band at k. Correspondingly, avt, k and a,, k are creation and annihilation 
operators for the valence band. A full discussion of the properties of these operators 
and of many-body theory can be found in many textbooks, e. g. Ref. 69. The Hamil- 
tonian in Eq. (6-1) is in the electron picture. However, it is often easier to work in 
the so-called electron-hole picture. This means changing the operators to be 
tt a= ac, bt a, ak = a, b at 
(6.2) 
kkkkk -k v, k 
I"L 
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so that, after introducing normal ordering of the new operators, the Hamiltonian is 
given by 
Ee, kat ak +Eh, kbt b- E(t)(d t bt cv -kak)l - (6.3) k -k -k cv, kak -k+ d* b k 
In order to determine the absorptiog, coefficient using this Hamiltonian we note 
that the absorption is proportional to the imaginary part of the susceptibility which 
in turn is related to the polarisation. Therefore to proceed we are required to find 
the expectation value of the polarisation of the medium, Pcv, k(t) - (b-kak), and we 
do this by deriving the equation of motion of (b-kak) using the Heisenberg equation: 
d(b-kak) 
ih 
dt = 
[b-kak, HI - 
After some operator manipulation using the commutation relations 
[btk, b [at, akl+ -kl+ k 
[at, b k -kl+ [at, at]+ kk [ak, akl+ [btk, bt kl+ 
(6.4) 
(6-5) 
= [b-k7 
b-kl+ = 
where [A, B]+ = AB + BA, and by taking the expectation values of both sides, we 
get 
, 
dPv k (t) 
ih ýý "ý I -' = 
(Ee, k +Eh, k) Pcv, k 
(t)- d,,, kE(t)[1- ne, k(t) - nh, k(t)] 1 (6.6) dt 
where we have used (at ak)= n, b= nh, k 
M 
k 0) and (bt k -k) 
Eq. (6-6) couples the dynamics of the interband polarisation, Pcv, k(t)) to the evo- 
lution of the carrier distribution functions n,, k(t) and nh, k(t)- Consequently we need 
additional equations for dn,, k(t)/dt and dnh, k(t)/dt. However we are interested in 
the absorption spectrum of a semiconductor when there is a long pulse pump and 
probe incident on it. Under these conditions it is sufficient to consider the excited 
carriers to be in quasi- equilibrium where we assume that the excited carriers have 
had sufficient time to interact amongst themselves and relax into quasi- stationary 
Fermi-Dirac distributions within their bands. Typical timescales for the relaxation 
CIII 
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process are in the range of tens to hundreds of femtosecondS70 . In contrast, carrier 
recombination times are in the order of nanoseconds. The ultrafast scattering mech- 
anisms wash out all memory of the excitation process, which can either be optical 
pumping or direct carrier injection. As such, the optical nonlinearities in this time 
regime depend explicitly on the number of carriers generated and not directly on the 
external light field, even in the case of optical excitation. 
Quasi-equilibrium means that the carriers are in equilibrium amongst themselves, 
but the crystal is out of total thermodynamic equilibrium. We can therefore make 
the replacements 
ne, k (t) -ý fe, k nh, k(t) -+ fh, k - (6.7) 
The quasi-equilibrium Fermi-Dirac distribution for electrons and holes within their 
respective bands is given by 
fi, 
k = 
1 
I+ exp[(Ei, k- iLi)lkbT] 
i= elh) (6.8) 
where T is the quasi-equilibrium temperature (the effective temperature of the car- 
riers) and Ej, k and I. Li are, respectively, the energies and quasi-chemical potentials 
of the electrons and holes. The quasi-chemical potentials are determined from the 
number of carriers and the carrier temperature in each band. 
In the dipole approximation (see Section 4.2.1) the incident electric field may be 
written as 
1 
iwt iwt E(t) 
2 
E,, (e- +e (6-9) 
Hence we may also write the time-dependent expectation value of the polarisation 
(b-kak) as 
Pcv, k (b-kak)e-" = Po, ke 
(6.10) 
Substituting Eq. (6.9) and Eq. (6.10) into Eq. (6.6) and applying the rotating-wave 
approximation, where the rapidly varying exponential term e 
2iwt is neglected com- 
pared to unity, and rearranging yields 
Po, k fe, k - fh, k) T-E 
dcv, kEo 
( 
ek+ 
Eh, k - 
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Similarly, the equation for the complex conjugate, (aklbýk), 'S 
d*v, kE Po, k fe, k - fh, k) FE--e- c (6-12) 
+ Eh, k 
The total polarisation is defined as 
'Pk(t) :: ý Pcv, k(t)d* (6-13) cv, k + 
Pcv, 
k(t) dcv 
or, by taking the Fourier transform, 
cv, k 
+ Pcl;, k(-w)d,,,, k (6.14) 
Pk (W) Pcv, k(w)d* 
Po, ke-iwtd 
* iwt 
cv, k cv, k + 
Po, ke d (6.15) 
CoXk(w)E(w) (6-16) 
6oXk(hW) 
I 
Eo(e"' + e-'wt) (6-17) 2 
Equating Eqs. (6.15) and (6.17) one obtains the susceptibility for each k-state 
2d* 0 Xk W- cv kp' (6-18) 
coE 
id 12 
fe, k - fh, k) 
eo(Ee 
ev k (6-19) 
,k+ 
Eh, k - lýW + i"Y) 
where we have introduced a homogeneous linewidth -y to account for dephasing col- 
lisions. We shall discuss the behaviour of 7 with increasing carrier density later. 
GivenXk we can obtain the macroscopic susceptibility from X (hw) '-::: 
Ek Xk (hW) - 
The absorption coefficient and refractive index are related to the susceptibility via 
the expressions 
n(hw) Reý[x--(hw) 1 
(6.20) 
a (hw) 
w lm(x(hw)) (6.21) 
nbC 
Even with this very simple expression for the susceptibility, 
the absorption can 
still exhibit optical nonlinearities because of the Fermi 
functions in Eq. (6.19). Owing 
to the Pauli exclusion principle, when electrons and holes are present each 
k-state 
in a semiconductor can only be occupied twice, once 
by a spin-up and once by a 
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spin-down carrier. An occupied state is no longer available as a final state in an 
optical transition and thereby reduces the interband absorption probability by the 
factor (I - fe, k - fh, k) . 
The bleaching of the absorption due to the occupation of 
states is called bandfilling or phase-space filling and manifests itself as an apparent 
blue-shift of the absorption edge. It also leads to changes in refractive index. 
6.3 Excitonic absorption - low excitation regime 
In Chapter 4 we found that the presence of the Coulomb interaction between electrons 
and holes leads to the formation of excitons. In this section we introduce the Coulomb 
interaction in the context of many-body physics. This Coulomb interaction can be 
thought of not only as the classical force between two charges but in the sense that the 
two particles are constantly having collisions and exchanging energy and momentum 
between one another. The electron-hole interaction is represented schematically in 
Fig. 6.1. In actual calculations we need to sum over all possible collisions including 
those that correspond to electron- electron and hole-hole interactions. 
Owing to the finite width of the quantum well, the Coulomb potential which medi- 
ates the interactions between the carriers is not purely two-dimensional. Therefore in 
order to account realistically for the finite electron and hole wavefunction extent in the 
growth direction we introduce a quasi- two-dimensional effective Coulomb potential 
1 Z, ) 12 1f (Z ) 12 fi (jj 
Ve'ff3 ldzi ldzj ij = e, h , 
(6.22) 
ý 
ý(Z- 
Z)2r ij 
where fi (z) and fj (zj) are the single particle real space wavefunctions. These wave- 
functions are calculated by solving the single particle Schr6dinger equations for elec- 
trons and holes in their respective wells. If appropriate, a self-consistent Schr6dinger- 
Poisson solution can be used (see Chapter 7). By Fourier transforming Eq. (6.22) one 
obtains Veff3(q) = V(q)F'j(q) (c. f. Eq. (4.42)). Here V(q) is the Fourier transform 
of the purely two-dimensional Coulomb potential and Fij(q) is the form factor given 
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by 
lf (Z, )12 lf ( )l2. -qlzi-zjl F'j(q) = 
ldzi fdzj 
ij zj i, i = e, h, (6.23) 
where q= lk-k'j. The different form factors can be thought of as making the effective 
electron-electron (ee), hole-hole (hh) and electron-hole (eh) Coulomb interactions 
different. 
If we restrict ourselves to a two-band model, the Hamiltonian of this system is 
given by 
Wel j: [Ee, kaktak +Eh, kbt- kb-kl 
k 
E(t)(dcv, katbt k -k+ d% b ck -kak) 
+ .1k1: V(q) [F"(q)at+qat/ a ak 
(6.24) 
2k k-q k 
k, k I, qq4-0 
+F hh (q) bt bt, b ib - 2Feh(q)at btl b ak k+q k-q kk k+q kqk 
The last term in Eq. (6.24) describes the electron-electron, hole-hole and electron-hole 
interactions, respectively. We proceed as in Section 6.2 and use the Heisenberg equa- 
tion to calculate the equation of motion of the expectation value of the polarisation. 
After some straightforward but lengthy operator algebra we obtain 71 
ih 
dPv, k 
(t) 
(Ee, k +Eh, k) Pev, k 
(t)- d, v, kE(t)[l - 
ne, k 
(t)- nh, k(t)1 (6.25) 
dt 
+ V(q) [F eh (q) (at, bt a, ak) +F 
hh (q) (b b bt, ak k-q -k-q k kl+q -k-q k 
k, k q: oo 
+ F" (q) (b-kat ,a, ak-q) +F 
eh (q) (b bt a k-q k -kbk-q ki k+qý] - 
The first line is basically the same as Eq. (6.6) while the four operator terms appear 
as a consequence of the Coulomb part of the Hamiltonian of Eq. (6.24). We now 
have to evaluate the expectation values of the products of four operators. This could 
be done in an analogous way by determining the equations of motion of these prod- 
ucts. However it becomes rather involved as this procedure in turn leads to equations 
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Figure 6.1: Schematic diagram showing the transfer of momentum between an electron 
and a hole during a collision. 
containing products of six operators. It is therefore customary to make some sim- 
plifications. Thus, by neglecting some of the higher order interactions in the system 
but retaining the coupling between the density and polarisation, we can factorize the 
product of four operators into one which is a product of density and polarisation only, 
i. e., 
(a', bt a ak) = (at ak)(b ak+q) 
6k+q, 
k' k-q -k-q kk -k-q (6-26) 
= Pcv, k+qn,, k6k-q, k 
This is called the random-phase- approximation. The polarisation equation is then 
given by 
ih 
dPcv, k (Ee, k +Eh, k - i7)Pcv, k(t)- d,,, kE(t)[1 - ne, k(t) - nh, k 
MI 
dt 
+EI (Fee (k - k') ne, -k' +F 
hh (k - 
k')nh, 
-k')V 
(k - k') 
I Pv, kýt) 
kI ý4-k 6.27) 
+[l - ne, k(t) - nh, k(t)] 1: F 
eh (k - k')V(k - 
k')Plv, 
k'(t) 
k'ok 
where we have again introduced a phenomenological broadening term. Taking the 
steady-state solution and assuming that the carriers are in quasi- equilibrium gives 
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0 (e-e, k + eh, k - ýIW - i7)po, k 
fe, k - fh, k] d, v, kE,, +EF 
eh (k - k')V(k - 
k')Po, 
k 
kI ý4-k 
where 
ee, k Ee, k -1: F ee (k - k)V(k - 
k')fe, 
-k' 
k't-k 
eh, k :' Eh, k -ZF 
hh (k - k')V(k - k')fh, -ki . k': 94-k 
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(6.28) 
(6.29) 
The second terms in Eqs. (6.29) are the exchange self-energies and arise because 
the carriers are fermions; this will be discussed in more detail later. Substituting into 
Eq. (6.28) for the polarisation in terms of the susceptibility as before yields 
(ee, 
k+ eh, k - 
ýIW 
- 
+[I - fe, k - fh, k] d,,, k +E F 
eh (k - k')V(k - k') Xk' 
YýW) (6.30) 
kI y-'k 
Eq. (6-30) allows one to calculate the absorption spectrum in the low excitation regime 
where there are few excited carriers in the conduction band. Under high excitation 
conditions carriers can screen the Coulomb potential, effectively reducing it to a 
potential whose interaction range is reduced with increasing excitation. This in turn 
can lead to a shrinkage of the band gap and a reduction of exciton binding energy. 
In the following sections we consider these processes in more detail and discuss how 
they influence the absorption spectrum. 
6.4 Excitonic absorption - high excitation regime 
Consider a semiconductor where a large density of electrons (holes) has been excited 
into the conduction (valence) band. Depending on the carrier density, the existence 
f--fL 
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of the Coulomb interaction between the carriers can have a profound effect on the 
absorption spectrum. For example, one of the most important consequences of the 
interaction among these excited carriers is that they screen the Coulomb interaction 
among the carriers in the same band as well as between electrons and holes in different 
bands. Here screening simply refers to the reduction of the range of the Coulomb 
potential of a charge in the presence of other charges. This is a source of optical 
nonlinearities, since the existence of an exciton resonance depends on the attractive 
Coulomb interaction between an electron and hole. Through a density-dependent 
modification of the attractive potential we obtain a density-dependent modification 
of the absorption and hence a material response which is optically nonlinear. 
In this section we examine the density dependent optical nonlinearities induced 
by the excited carriers and obtain an expression for the susceptibility which includes 
these effects. 
6.4.1 Plasma screening 
Both free excitons and electron-hole pairs can play a role in the screening mechanism 
discussed above. However, in this work, we assume that the temperature is high 
enough so phonons have rapidly ionized the excitons into an electron-hole gas (plasma) 
in thermal equilibrium with the lattice. 
Let us first consider an electron plasma to be a uniformly distributed density of 
space charge. If we now introduce an additional negative charge, two things happen. 
By Coulomb repulsion, charge is driven away from the immediate vicinity of the 
negative point charge. This rearrangement means a positive charge-cloud around 
it relative to the average charge density of the electron gas. This in turn means a 
screening of the charge of the electron. This rearrangement of charge due to the test 
charge, however, will only be the final state of a dynamical process. First, the negative 
charge around the electron will be repelled. On account of the long-range nature of 
the Coulomb potential, the rearrangement will initially extend too far and the charge 
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will flow back, be repelled again, and so on. Collective oscillations (called plasmons) 
will appear which correspond to compression waves in the electron gas. Similarly, 
when electrons are perturbed from their equilibrium positions by an external electric 
field (e. g., a light field), restoring forces appear which lead to plasma oscillations, of 
frequency wph that can screen the long-range component of the Coulomb potential. 
Thus in order to describe plasma screening one should take account of both the 
short-range and the long-range nature of the Coulomb interaction. 
In its simplest form then, plasma screening is simply the reduction in the Coulomb 
interaction between a test charge and a given charge distribution due to the presence 
of other charges. In a dielectric this is characterized by a dielectric constant 6, Le. 
V, (r) = V(r)/c,, where V, (r) is the screened Coulomb potential and V(r) is the bare 
Coulomb potential V(r) = ee'/47rE,, r. In general, however, the dielectric constant 
is a function of both wavevector and frequency. In momentum space, the screened 
Coulomb potential is given by 
V, (q, w) - 
V(q) 
e, r 
(q, w) 
(6.31) 
The calculation of c, (q, w) is one of the central problems of many-body theory and 
is very involved. In order to obtain a tractable formalism several approximations 
have to be made. By treating the motion of the carriers within the effective-mass- 
approximation and their interactions with the random-phase- approximation, one gets 
the well-known Lindhard formula 72,73 
fi, k+q - 
fi, k 
Zj=e, h (6-32) 'Er (q, w) 1Z hw - Ei Aq i, k k+ 
Ei, k+q + iä 
For practical purposes the Lindhard formula may be simplified considerably 
Ly replac- 
ing the continuum of poles by one effective pole 73-76. The relevant 
dielectric constant 
is then given in terms of two parameters, the plasma frequency Wpi and 
the effec- 
tive plasmon frequencyWq- Consistent expressions for both quantities can 
be found 
by comparing the long-wavelength and static limits of the 
Lindhard formula to the 
corresponding limits of the plasmon-pole approximation. Specifically, the 
behaviour 
of the plasmon-pole dielectric constant is constrained to 
be the same as that of the 
/Ill, 
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Lindhard formula in the limits q -* 0 and w -+ 0, and requiring that the relevant sum 
rules are satisfied. The task of calculating the screened Coulomb potential is further 
simplified"-" if one neglects the frequency dependence of the screening and approxi- 
mates the dynamically screened Coulomb interaction V, (q, w) by a quasi-static value 
V, (q). 
Following all these steps then, the dielectric constant in the quasi-static single 
plasmon-pole approximation is expressed as 
Er(q) U) 
2 
Wp' 
q, 
where the dispersion of the effective plasmon is given by 
2= 
W2 U)q Pi 
q2 
KF(q)) 
+ l,, qq ) 
(6.33) 
(6.34) 
with 
2 27re 
2 
n'qF(q) 
pt E0 h2 Mi 
hq 2 
Vq 
2(m, + Mh) 
27r 2 1: dn, 
Tnje2 
exp 
( 27rh 2 ni)] 
2 
co i dpi i c, h mikbT 
(6.35) 
(6.36) 
(6.37) 
ni is the two-dimensional density in each band and T is the plasma temperature. 
Screening of the attractive electron-hole Coulomb interaction leads to a large op- 
tical nonlinearity in semiconductors. The observed effect is the excitation-dependent 
bleaching of the exciton resonance and of the Coulomb enhancement of the interband 
absorption. As shown in Chapter 4, in an unexcited semiconductor the exciton res- 
onance exists as basically an isolated peak below the semiconductor bandgap 
in the 
optical absorption spectrum because of the electron-hole binding via the 
Coulomb 
interaction. When a large number of electron-hole pairs are created in a semiconduc- 
tor (e. g., by high intensity optical excitation), the Coulomb potential 
is screened and 
the electron-hole attraction is weakened. This reduces the probability of 
finding the 
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electron and hole in the same unit cell and consequently the exciton absorption peak 
decreases. For sufficiently high carrier densities there may be no bound state excitons 
and the resonances disappear from the absorption spectrum. 
6.4.2 Band gap renormalization 
Another consequence of the Coulomb interaction is to change the energies of the single 
particle states (in the language of many-body theory - to renormalize the energies) 
and lead to a shrinkage of the bandgap or bandgap renormalization. This energy 
reduction is a consequence of the exchange effect for particles with equal spin, and 
Coulomb interaction effects for all carriers. The exchange effect is caused by the 
Pauli exclusion principle. The probability that two fermions with identical quantum 
numbers are a distance d apart is zero at d=0 and slowly approaches unity as d 
increases. Hence, electrons with equal spin avoid each other (exchange repulsion) and 
each electron is surrounded by an exchange hole, i. e., by a net positive charge. The 
existence of the exchange hole expresses the fact that the mean separation between 
the electrons with equal spin is larger than it would be without the Pauli principle 
and leads to a reduction of the overall Coulomb repulsion. One can say that the 
electron interacts with its own exchange hole. Since this is an attractive interaction, 
the total energy is reduced. Correspondingly, equally charged Fermions 
(e. g., electron 
or holes) avoid each other because of the Coulomb repulsion. As in the case of the 
exchange hole, this Coulomb hole also leads to a decrease of the overall energy and 
reduction of band gap. 
The resultant self-energy is given by 
73,77-79 
F- k=1: 
ý (F ee (k - 
k')fe, 
-k' +F 
hh (k - 
k') fh, 
- k)V, (k - k')l 
k1 (6-38) 
+1 IV, (k') - V(k')l 
(Fee (k') +F hh (k')) 2 
k 
The first of these summations is the screened exchange term 
(c. f. Eq. (6-29)), with 
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the bare Coulomb potential replaced by the screened version. The second summation 
is the Coulomb hole term, which is nothing but the departure of the screened Coulomb 
potential from its unscreened value. 
6.4.3 Generalized Wannier equation 
By inserting the self-energy term into Eq. (6.30), re-introducing the single particle en- 
ergies E,, k and Eh, k, replacing the bare Coulomb potential with the screened potential 
V, and rearranging, we obtain the generalized Wannier equation for the susceptibility 
of each k-state: 
(hW - 
Ee, k -Eh, k - 
i7 + Ek)Xk(hW) = [l - 
fe, k - 
fh, kl X 
dcv, k +Z F eh (k - k') V, (k - k') Xk'(hW) 
(6-39) 
k'4k 
1 
This equation is often called the Bethe-Salpeter equation for the interband suscepti- 
bility. Solving the generalized Wannier equation and using Eqs. (6.21) and (6.20), we 
can obtain the absorption coefficient and refractive index change for arbitrary carrier 
densities. We can also calculate the exciton binding energy and bandgap renormal- 
ization. 
The linewidth term -y, which accounts for dephasing collisions, is dependent on 
the carrier density in two ways. First, as the carrier density increases, scattering rates 
increase, giving an increase in -y. But simultaneously the carrier-carrier scattering, 
which is nothing but the Coulomb interaction, is screened, thereby reducing the 
impact of any collision. The overall effect is still an increasing -Y with total carrier 
denSity80 which we take to have a phenomenological square root dependence. 
In Eq. (6.39) we recognise the optical nonlinearities discussed in the previous 
sections of this chapter. The termy- k contains the bandgap renormalization, 
V, 
contains the screening of the Coulomb potential and the factor 
[I 
- 
fe, k - 
fhk] contains 
the band-filling nonlinearity. Note that this factor multiplies the 
Coulomb term. Since 
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[I - fek - fh, k] is always smaller than unity, the multiplication of V, by [I - fe, k - 
fh, k] leads to an additional reduction of the electron-hole Coulomb attraction. This 
reduction is also a consequence of the Pauli exclusion principle, which assures that 
only those states that are not already occupied by electrons or holes can contribute 
to the formation of excitons. Thus, the presence of electrons and holes reduces the 
effective electron-hole interaction, not only through the screening, but also through 
phase-space filling. Both effects are always simultaneously present and are of similar 
magnitude in quantum-wells 81 . 
To solve numerically the generalised Wannier equation we first calculate the ap- 
propriate energy levels and wavefunctions for the quantum well structure under in- 
vestigation by using the Schr6dinger equation. The fermi function, form factor, self 
energy and screened Coulomb potential terms contained in Eq. (6.39) can then be 
determined. By rearranging Eq. (6.39), a linear set of equations of the form AX = BI 
where X= (Xkl 7 Xk2l, --i Xkj 
T can be constructed and solved numerically. The 
maximum value of k, is chosen typically to correspond to ak range of around thirty 
inverse bulk bohr radii, i. e., ý-_ 0.2A-1. GivenXkwe can obtain the macroscopic sus- 
ceptibility from X(hw) = Ek Xk and determine the optical absorptive and refractive 
nonlinearities via Eqs. (6.21) and (6.20). 
6.5 Conclusions 
In this chapter we have examined the nonlinear optical effects induced 
by photo- 
generation of an electron-hole plasma and have introduced the resulting nonlinear 
mechanisms of plasma screening, bandgap renormalization and phase-space 
filling. 
Assuming a quasi-equilibrium, we derived the generalized Wannier equation which 
will enable us to calculate the absorption spectrum of a quantum-well 
for arbitrary 
carrier densities. In the next chapter many of the nonlinear mechanisms 
discussed 
here will become evident when we compare the optical nonlinearities 
in [001]- and 
[III]-grown (In, Ga)As/(AI, Ga)As quantum-wells. 
Chapter 7 
Comparison of optical 
nonlinearities in piezoelectric 
0 
strained [111]- and [001]-grown 
(In, Ga)As/(AI, Ga)As quantum 
wells 
7.1 Introduction 
Optical switching and logic devices require a large optical nonlinearity (absorptive 
or refractive) per absorbed photon (or injected charge), combined with a rapid ex- 
citation and recovery time. The accumulated absorptive (or index) changes during 
a laser pulse are proportional to the shorter of the pulse duration or excitation life- 
time. Optimally the two are matched, in which case the switching energy (power-time 
product) is determined primarily by the change in absorption coefficient (or refractive 
index) per photogenerated carrier pair. Any mechanism, material or structure that 
will enhance the per-carrier nonlinear response is therefore of considerable interest. 
142 
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There has been much recent interest in the properties of strained zincblende semi- 
conductors grown in directions other than [001]. The existence of strong piezoelectric 
fields in these materials results in changes to the optical transition energies and oscil- 
lator strengths through the quantum- confined-Stark- effect", ". Optical excitation of 
carriers leads to screening of the internal field, shifting the exciton resonance to higher 
energy and increasing the oscillator strength. Here screening refers to the reduction of 
the net electric field in the quantum well owing to the photoinduced space-charge field 
opposing the in-built piezo field. It has been suggested that this screening produces 
very large optical nonlinearities 84 . The combination of a strong nonlinearity and a 
blue-shift would make these materials excellent candidates for all-optical switching 
applications. The significance of the blue-shift is that switching applications use wave- 
lengths in the exciton tail region 85 , where the absorption decreases, to the benefit of 
switching figures of merit. 
Sela et al (Ref. 86) have reported that the optical nonlinearities in an InO. 15Gao. 85As 
multiple quantum well structure grown in the [211] direction are an order of magnitude 
greater than those in a similar structure grown in the [001] direction and substantially 
larger than those previously reported in unstrained multiple-quantum well structures. 
In addition, the effect of the piezoelectric field on irradiance-dependent photolumi- 
nescence experiments has been investigated for various [1111-grown 111-V quantum 
well structures . 
87,88 A blue-shift in the exciton resonance energy was observed and 
attributed to screening of the piezoelectric field by photogenerated carriers. How- 
ever, in these experiments the distribution of the photogenerated carriers within the 
quantum well structure is unclear. In related experiments, 89 time-resolved differential 
transmission spectra have shown that the carrier recombination rates are much slower 
than would be expected if the photogenerated carriers remained in the wells. This 
indicates that the screening of the piezoelectric field is mainly due to photogenerated 
carriers that escape from the quantum wells and drift to the edges of the multiple 
quantum well region. This suggests that the observed stronger continuous-wave op- 
tical nonlinearities are simply a manifestation of the longer carrier lifetime in the 
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material and not an intrinsic enhancement. 
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In this chapter we present a theoretical comparison of the optical absorptive and 
refractive nonlinearities produced by photogenerated carriers in [111]- and [001]-grown 
(In, Ga)As/(AI, Ga)As single strained-layer quantum well structures. We have in- 
cluded in the calculations the following effects: (i) strain shifts of the band structure 
and resulting quantum confinement, (ii) many-body interactions on the excitonic ab- 
sorption process and (iii) in the [111] case screening of the piezoelectric field due to 
space-charge effects. Absorption and refractive index spectra are prespnted for differ- 
ent photogenerated carrier densities. From these results two device figures of merit 
are considered confirming theoretically that the optical nonlinearities for the [1111 
quantum well structure are comparable to, and not an order of magnitude larger 
than, those of the [001] quantum well structure. Finally, we discuss some of the 
factors which influence the relative strengths of the different screening mechanisms. 
7.2 Screening effects in [111] and [001]-grown quan- 
tum wells 
In the [111]-grown case, owing to the overall potential drop across the entire struc- 
ture caused by the internal piezoelectric field, photogenerated electrons and holes drift 
apart to create a space-charge field. The space-charge field will in turn flatten the 
potential within the well, effectively screening the piezo-field and thereby cause the ex- 
citon to blue-shift and gain in oscillator strength. In this way the photo-carriers alter 
the absorption coefficient and the refractive index through the quantum- confined- 
Stark-effect. The precise nature and magnitude of the space-charge field depends on 
the distribution of carriers within the structure; two extreme cases are considered 
here: (i) all photogenerated carriers remain in the well to screen the piezo-field 
(in- 
well screening), and (ii) all photogenerated carriers escape from the well and drift 
apart to screen the entire structure (out-of-well screening). 
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The effect of in-well screening is determined by first solving the coupled Poisson- 
Schr6dinger equation. The Schr6dinger equation for the envelope function of the 
conduction band electrons is given by 
h2 d2 efle(Z) + Ve (Z) fl'(z) = Ej _ me dZ2 
(2 
e* 
where m* is the effective mass along the growth direction, fl'(z) and El' are the e 
envelope function and energy of the 1th conduction subband respectively, and the 
potential Ve(z) is the sum of the square-well conduction band potential, the potential 
due to the piezo-field and the screening potential produced by the photogenerated 
carriers in the quantum well: 
. 
(z) = V, (z) - lelFz + lelo(z) 
V, 
Similarly, the envelope functions of the hole subbands satisfy 
h2 d2 fh (Z) hfh(Z) 
2mh*dZ2 
+ Vh (Z) 1= Ej 1 
h 
where 
Vh(z) = V, (z) + lelFz - JeJO(z) . 
(7.2) 
(7.3) 
(7.4) 
The O(z) term that appears in Eqs. (7.2) and (7.4) is the solution of Poisson's equation 
d2- le-1 [p(z) - n(z)] (7.5) dZ2 
0 (Z) 
Er fo 
with the charge densities p(z) and n(z) given by 
e m, * kBT EFe- Ej 
n(z) ell 
fl e (Z) 12 ln 1+ exp (7.6) 
7rh2 kBT 
)11 
h Mhl jkBT 1h (Z) 12 ln 1+ exp 
EFh- Ej (7.7) 
p (Z) = 7rh2 
fl 
kBT 
where EF(e, h) is the quasi-Fermi level andm*( is the in-plane effective mass. (e, h)II 
Using a finite difference method we solve the Schr6dinger equation 
(Eqs. (7.1) and 
(7-3)), and Poisson's equation self-consistently in order to include the effect of screen- 
ing of the piezo-field due to photogenerated carries. The solutions give the quantised 
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energy levels and real-space wavefunctions from which the band-edge transition en- 
ergies and oscillator strengths can be calculated. Fig. 7.1 is a schematic diagram 
showing the effect of in-well screening on the band-edge potentials and ground state 
heavy hole and electron wavefunctions for a [III]-grown structure. As illustrated) 
when the in-well screening is taken into account the piezoelectric field is screened and 
the potential in the well flattens. In the calculations of in-well screening the photo- 
generated electrons and holes are assumed to populate their respective lowest energy 
levels. By doing so, the electron and hole wavefunctions become strongly confined 
at opposite well-barrier interfaces, thus maximising the space-charge field and hence 
the in-well screening. Therefore we concern ourselves only with the 1=I conduction 
and heavy-hole subbands. This is consistent with our approach of considering the 
extremes of in-well and out-of-well screening. 
Out-of-well screening arises when photogenerated carriers escape from the quantum- 
well (see Fig. 7.2). The two principal mechanisms whereby carriers can escape from 
a quantum-well are quantum mechanical tunneling and thermionic emission". Again 
owing to the overall potential drop across the entire quantum well structure, escaping 
photogenerated electrons and holes drift apart to create a space-charge field. The 
space-charge field will in turn flatten the overall band structure by reducing the re- 
sultant field in the well while producing a field with opposite sign in the barriers. 
The magnitude of the out-of-well screening field can be calculated by using a simple 
model in which the positive and negative "plates" of charge are thought of as lying 
at the extreme ends of the quantum well structure. The screening field is then given 
by E= Nle, c, where N is the surface charge density created by the carriers. It 
is assumed that carriers can continue to escape from the well until the structure is 
completely screened, i. e., the overall potential drop across the entire structure is zero. 
Since there are no carriers in the well only the Schr6dinger equation, and not the 
Poisson equation, need be solved for the electrons and holes in their respective wells 
to obtain the band edge transition energies and oscillator strengths. 
In the [001] case (Fig. 7.3) there is no overall electric field and little or no net escape 
1-11, 
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Figure 7.1: Potential profiles and ground state wavefunctions for a strained [1111-grown 
quantum well with (a) N _- 0 and 
(b) an in-well carrier density N. 
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Epiezo 
Epiezo 
Figure 7.2: Potential profiles and ground state wavefunctions for a strained [111]-grown 
quantum well with (a) N=0 and (b) an out-of-well carrier density N. 
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of carriers from the wells. The optical nonlinearities are then produced entirely by 
Coulomb screening of the excitonic states and phase-space filling. 
The calculation of the nonlinear absorption and refractive index spectra proceeds 
as follows. The (In, Ga)As/(AI, Ga)As quantum well structures are considered to be 
grown pseudomorphically on a GaAs substrate so that the epilayers are elastically 
strained to the lattice constant of the substrate. The slight lattice mismatch between 
(AI, Ga)As and GaAs is neglected. The biaxial compressive strain in the (In, Ga)As 
layer removes the degeneracy of the heavy-hole and light-hole at the F point, shifting 
the heavy-hole band edge higher in energy than the light-hole band edge. In addition, 
the hydrostatic component of the strain lowers the centre of energy of the valence 
bands, increasing the fundamental bandgap. The strain in the [111] (In, Ga)As well 
also produces a large internal piezoelectric field along the [I 11] direction, of magnitude 
Epiezo = 2, v/-3el4 I EijIl6rcoi where Eij represents the shear strain component in the 
strained layer and e14 is the piezoelectric constant of the alloy. In order to obtain good 
agreement between theoretical and experimental transition energies we have found 
that a piezoelectric constant 40% smaller than the standard value obtained via linear 
interpolation of the bulk values must be used. However, this is in good agreement 
with other work'93 where the piezo-constant was determined to be between 30% 
and 50% smaller than expected. Therefore for [111]-grown Ino. o9Gao. 9jAs strained 
to GaAs, we use a value for the piezo-field of 86kVcm-1, compared to the standard 
theoretical value of Epiezo = 143 kVcm-1. 
Assuming a band offset of 0.67, AEg in the conduction band" and using Eq. 
(2.78), we can calculate the band edge potentials seen by the electrons and holes. 
Fig. 7.4 shows the resulting band line-ups for a [001] and [111] Ino. o9GaO. 9jAs / 
Alo. 15Gao. 85As quantum well. Armed with a knowledge of the 
bulk band struc- 
ture we can solve the Schr6dinger equation, or in the in-well [111] case the cou- 
pled Poisson-Schr6dinger equation, for the electrons and holes in their respective 
wells to give the quantized energy levels and single-particle real-space wavefunctions 
fi(z) (i = electrons or heavy-holes) from which the band edge transition energies and 
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Figure 7.3: Potential profiles and ground state wavefunctions for a strained [0011-grown 
quantum well without (a) and with (b) an in-well carrier density N. 
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Figure 7.4: Potential profiles for strained [001]- and [1111-grown 
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A10.15GaO. 85As quantum wells. 
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oscillator strengths are calculated. At this stage we also calculate the form-factors 
which describe the departure from the purely two-dimensional situation owing to the 
finite width of the quantum well. Incorporating these form-factors and the calculated 
band edge transition energies into the generalized Wannier equation (Eq. (6.39)), we 
can calculate the nonlinear susceptibility, the imaginary and real parts of which lead 
to the absorption coefficient and refractive index respectively. 
In order to take account in the many-body calculations of the highly non-parabolic 
subband dispersion of the heavy-hole state, we average the inverse reduced mass over 
a suitable range of kil states weighted by the square of the ls two-dimensional exciton 
wavefunction (see Section 4.3.2). We then determine a value for the in-plane effective 
mass of the heavy-hole subband, m hhl by assuming that the conduction subband is 
parabolic with an effective mass, ml I given by its value at zone centre (m, I (kj I= 0)) 
Fig. 7.5 shows the valence subband dispersion and the corresponding in-plane effective 
masses for the [001]- and [111]-grown cases. For the [111] hhl in-plane mass we have 
averaged over the spin-split states. In the [111] case the combined effect of the small 
light hole confinement potential and large piezo-field is to pin the light hole energy 
level to the bottom of the well. This light hole state is not shown in the figure. 
As illustrated, the in-plane masses for the [001] and [111] cases are rather similar 
and lead to a hhl in-plane masses for both of M"/Mhh - 6. In contrast, using the 
standard expressions (Eqs. (2.34) and (C-5)) one obtains rn,, /Tn 
hh(001) -- 12.2 and 
hh(111) MO/,, njj 13.2, respectively, demonstrating the need to account for the subband 
mixing. 
The calculated absorption spectra for different in-well carrier densities 
for both a 
[111] and a [001] 70A Ino. o9Gao. 9lAs / 140A Alo. 15Gao. 85As single strained-layer quan- 
tum well structure are shown in Figs 7.6(a) and 7.6(b) respectively. 
This structure 
is chosen to be close to that on which experiments have been undertaken. 
For zero 
density each absorption spectrum has a distinct excitonic 
feature associated with an 
excitonic transition involving the n=1 heavy-hole state to the n=1 conduction 
band 
state (denoted Ell). For the [001] case (Fig 7.6(b)), the linear absorption spectrum 
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Figure 7.5: Valence subband dispersion and in-plane effective masses for strained 
[0011- 
and [111]-grown lno. o9Gao. 9jAs / Alo. 15GaO. 85As quantum wells. 
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Figure 7.6: Theoretical absorption spectra for different in-well carrier densities for a 
strained 70A lno. o9GaO. 9jAs / 140A A10.15Gao. 85As quantum well grown 
in the (a) [111] 
direction and (b) [0011 direction. Numbers for the individual plots indicate carrier densities 
in units of 1011CM-2. 
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shows that the Ell energy occurs at 1.379eV. This energy consists of the strained 
fundamental bandgap of 1.331eV plus 58meV of quantum confinement less the ex- 
citon binding energy of 10meV. In the [111] case (Fig 7.6(a)) the linear absorption 
Ell energy is 1.388eV which consists of the strained fundamental bandgap of 1-351eV 
plus 46meV of quantum confinement less the exciton binding energy of 9meV. Thus 
the presence of the piezoelectric field leads to a reduction in the quantum confinement 
energies and the exciton binding energy. The piezoelectric field pushes the electron 
and hole to opposite sides of the quantum well leading to a reduction in the oscillator 
strength in the [111] case to 67% that of the [001] case value. 
In the [001] case as the density of carriers increases the Ell energy remains rel- 
atively constant, while many-body effects cause the absorption at this energy to de- 
crease. At a carrier density of N=2x 1011CM-21 the Ell excitonic feature is almost 
completely bleached. In the [111] case there is a blue-shift in the Ell energy of less 
than I meV and bleaching clearly dominates, contrary to the behaviour one expects if 
the piezo-field is significantly screened. This implies that the experimentally observed 
blue shift cannot be accounted for by screening of the piezo-field due to carriers that 
remain in the well. 
The calculated absorption spectra for different out-of-well carrier densities for the 
[111] case are shown in Fig. 7.7. The linear absorption spectra is of course identical 
to that in the in-well [111] case. The increase in carrier density corresponds to an 
increase in screening field. At a carrier density of N=2.1 X 1011CM-21 corresponding 
to a screening field of 29 kVcm-', the potential difference across the well layer is equal 
in magnitude and opposite in sign to the potential difference across the barrier layer. 
The entire structure is then screened and carriers no longer escape from the well; 
any subsequent photogenerated carriers remain in the well and reduce the absorption 
through many-body effects. This behaviour is illustrated by the carrier density labeled 
N=3.1 X 1011CM-2 which corresponds to an out-of-well carrier density of N= 
2.1 X 1011CM-2 and an in-well carrier density of N=1.0 x 1011CM-2. Owing to the 
out-of-well screening, the Ell energy blue-shifts from 1.388eV at N=0 to 1.392eV 
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Figure 7.7: Theoretical absorption spectra for different out-of-well carrier densities for a 
strained [111]-grown 70A InO. OgGao. 91AS / 140A Alo. 15GaO. 85As quantum well. Numbers 
for the individual plots indicate carrier densities in units of 10"cm-'. 
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at N=2.1 X 1011CM-2. Simultaneously, the increase in electron-hole overlap results 
in an increase in the peak absorption. This behaviour is markedly different from the 
in-well [111] case where a negligible blue shift was observed. 
Calculations of the change in absorption, Aa = a(N =A 0) - oz(N = 0), for 
different carrier densities are shown in Figs. 7.8(a), 7.8(b) and 7.8(c) for the [001], 
in-well [111] and out-of-well [111] cases respectively. The spectral signature for both 
the [001] and in-well [111] case, with a large negative peak centered near the excitonic 
peak, is characteristic of bleaching for all carrier densities. By contrast, for the out- 
of-well [111] case the peak-trough form of the spectral signature is characteristic of a 
blue shift associated with the screening of the piezo-field and occurs only at carrier 
densities less than N=2.1 X 1011CM-2 . 
At higher densities, excitonic bleaching 
contributes as indicated by the single-peak shape of the spectral signature labeled 
N=3.1 X 1011CM-2 shown in Fig 7.8(c). 
The behaviour of the spectral signature for the out-of-well [111] case is simi- 
lar to that observed in time-resolved differential transmission experiments. Fig. 7.9 
shows the experimentally determined change in absorption coefficient for a [111]- 
grown 10OA/140A Ino. 15 Gao. 85 As/ GaAs structure grown on GaAs (see Ref. 89). At 
carrier densities (i. e., fluences) below that required to flatten the overall band struc- 
ture, the spectral signature is characteristic with that of screening of the piezo-field. 
As the carrier density increases (high fluences), in-well screening begins to contribute 
and eventually dominate - the spectral signature then reverts to one characteristic 
of bleaching. This behaviour is consistent with our results and is further confirma- 
tion out-of-well screening is responsible for the experimentally observed absorption 
changes. 
The calculated refractive index changes An = n(N 0 0) - n(N = 0) for the [001], 
in-well [111] and out-of-well [1111 cases are shown in Figs. 7.10(a), 7.10(b) and 7.10(c) 
respectively. As illustrated, for the same carrier density the maximum refractive index 
change jAnImax for the [001] case and the [111] case are similar, indicating the optical 
refractive nonlinearities in the [111] case are comparable to those in the [001] case. 
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Figure 7.8: Change in absorption coefficient, Aa, at different carrier densities for the 
(a) [0011 case, (b) in-well [1111 case, and (c) out-of-well [111] case. Numbers for the 
individual plots indicate carrier densities in units Of 
1011CM-2. 
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Figure 7.9: Spectrally resolved change in absorption coefficient AOz of the [1111 sample 
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Figure 7.10: Change in refractive index, An, at different carrier densities for the (a) [001] 
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Note that in the out-of-well [111] case the refractive index changes are confined to 
the spectral region around the excitonic absorption peak. This contrasts to the [001] 
and in-well [111] case where the refractive index changes falls off only slowly. This 
is consistent with the Kramers-Kr6nig relation. In the out-of-well [111] case, for 
densities greater than N=2.1 X 1011CM-2 carriers remaining in the well bleach the 
shifted excitonic absorption leading to a reduction of jAnInax. 
7.3 Figures of merit 
A useful figure of merit when comparing optical nonlinearities is the nonlinear cross 
section, ao, 7 the change in absorption per excited carrier pair per unit volume. Figs. 
7.11(a)-(c) show a, for the [001], in-well [111] and out-of-well [111] cases, respectively. 
It is clear that a,, for the [001] case is considerably larger than in either of the [111] 
cases. In order to compare the quantum well structures for use in all-optical switching, 
it is convenient to consider the figure of merit jAnj/aA. The necessary condition for 
optical switching in a Fabry-Perot type device is given by 94 
1, Anj 
aA 
(7.8) 
Here A is the free space wavelength of the light and a the absorption coefficient. This 
figure of merit is plotted in Fig 7.12 for both the [001] and [111] cases for various 
carrier densities. For clarity the modulus of An is not taken in the plot. It can be 
seen that for comparable carrier densities the figures of merit maxima for the [001] 
and [111] cases are similar even though the mechanisms producing the nonlinearities 
are entirely different. 
A second figure of merit is the optical switching energy; this is accurately propor- 
tional to the inverse of the refractive cross-section, a,,, (the refractive index change 
per excited carrier pair per unit volume 95) , as shown 
in Fig 7.13. The cross-section 
a,, takes values of 1X 10-18 cmI and 2x 10-18CM3 respectively for the out-of-well 
[111] and [001] cases for carrier densities that also satisfy Eq. (7.8). This indicates 
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Figure 7.11: Nonlinear absorption cross section, a, at different carrier densities for the 
(a) [001] case, (b) in-well [111] case, and (c) out-of-well [1111 case. Numbers for the 
individual plots indicate carrier densities in unitsof 
1011CM-2. 
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Figure 7.12: Figure of merit, An/aA, at different carrier densities for the (a) [0011 case, 
(b) in-well [111] case, and (c) out-of-well [1111 case. Numbers for the individual plots 
indicate carrier densities in units Of 
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Figure 7.13: Nonlinear refractive cross section, or, at different carrier densities for the 
(a) [001] case, (b) in-well [1111 case, and (c) out-of-well [1111 case. Numbers for the 
individual plots indicate carrier densities in units of 10"cm-2 . 
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that the [1111 case is less favourable to switching applications than the [001) case. 
Note that the value of a,, for the [001] case is a factor of five larger than that found 
experimentally in GaAs/AlGaAs systemS96 . This is partly due to the larger overall 
linear absorption in the narrower wells we consider here. However we emphasise that 
it is the relative value of a,, for the [111] and [001] cases that is of interest here. 
7.4 Discussion and conclusion 
In this work the screening of the piezoelectric field in the [111] case has been con- 
sidered to be caused exclusively by either in-well or out-of-well screening; generally 
both can occur. Structures with low band offsets have only weakly confined electronic 
states and carriers can readily escape from the wells, resulting in out-of-well screening. 
As the band offset increases, the electronic states become more strongly confined and 
photogenerated carriers increasingly remain in the wells resulting in in-well screen- 
ing. The degree of in-well screening is dependent on the carrier density and charge 
separation. As the width of the well increases, the charge separation increases owing 
to the presence of the piezo-field, leading to an increase of the in-well screening effect. 
However, the increased charge separation for a wide well reduces greatly the oscillator 
strength; e. g. the linear absorption oscillator strength for a 140A well is only 2% that 
of a 70A well. Hence the refractive index change and refractive cross-section in a wide 
well is considerably less than that in a narrow well, to the detriment of the optical 
switching energy figure of merit. 
The contribution of each mechanism to the overall screening for multiple quantum 
well structures will also depend on the distribution of strain throughout the struc- 
ture. The two limiting cases which describe the distribution of strain are known as the 
89 
mechanically-clamped and the mechanically-free cases . Under clamped conditions 
the lattice constant of the unstrained substrate is imposed on the entire structure. 
Hence, there is no strain in the barrier regions and piezo-fields exists only in the 
strained quantum-wells. Under free conditions, the lattice constant takes a value that 
C), 
. A. Lapter 
7: Comparison of optical nonlinearities... 166 
is the average of the two materials, weighted by the relative widths of the barriers 
and wells. Both the wells and the barriers are now under strain and both experience 
an internal piezo-field. Although the piezo-fields are of opposite sign, they do not, in 
general, cancel to zero. The piezo-field in the barriers will reduce the accumulated 
potential across the entire structure and therefore reduce the amount of free-carriers 
required to flatten the overall band structure. Hence, in-well screening and therefore 
excitonic bleaching will dominate at lower free-carrier densities in a mechanically-free 
structure than in an identical, but mechanically-clamped structure. The contribu- 
tion of each mechanism to the overall screening also depends on the temperature 
since, as the temperature increases, the likelihood of a carrier escaping from the well 
increases 90 . 
One final consideration is the dependence of the out-of-well screening response 
to the number of wells in the structure. When carriers occupy a single well, they 
can screen only the piezo-field in that well (and then only partially). By contrast, 
when the carriers escape that well and move to the edge of the sample, they can 
screen simultaneously the piezo-fields in all of the wells. In this case the out-of- 
well screening absorption cross-section can be larger than the in-well [001] screening 
response". However, as discussed above, the absolute and relative strengths of the 
screening mechanisms will depend on the charge separation, and therefore on the 
layer widths and strain distribution within the structure. 
In summary, a theoretical comparison of the effect of photogenerated carriers 
on the optical absorptive and refractive nonlinearities in a [III]- and a [001]-grown 
(In, Ga)As/(AI, Ga)As strained-layer quantum well structure has shown that the op- 
tical nonlinearities in the [111] quantum well structure are comparable to those in 
the [001] quantum well structure. Larger refractive index changes can be produced 
in the piezo-material only because the long recovery-time for out-of-well carriers en- 
ables larger concentrations to be established for the same optical pulses. 
These pulses 
must however be sufficiently long to take advantage of the slow recovery. 
Switching 
energies are not expected to be improved for the piezoelectric structures. 
Chapter 8 
Conclusions and Further Work 
In this thesis we have described and developed a general theoretical model in order 
to determine the electronic and optical properties of a variety of semiconductor ma- 
terials. Specifically we have used the eight-band k-p method to calculate the band 
structure of strained and unstrained bulk semiconductors. This method has been 
extended within the envelope function formalism to calculate quantum well energy 
levels, wavefunctions and subband dispersion curves. Using the calculated wavefunc- 
tions, we have determined the optical matrix elements for both TE and TM polarisa- 
tions and hence computed the absorption coefficient for free electron-hole transitions. 
This absorption coefficient is multiplied by the 2D Sommerfeld enhancement factor 
in order to take account of the effects of the final-state Coulomb interaction. To in- 
clude the effect of absorption due to free excitons, we made use of the optical matrix 
elements to calculate the excitonic oscillator strength and used an empirical model 
to evaluate the exciton binding energies. 
The main virtue of this theoretical model is that it requires a comparatively small 
amount of computing effort to produce reasonably accurate absorption spectra. This 
feature is necessary when one wishes to fit theoretical results to experimental re- 
sults within practical timescales, by varying several material parameters, such as well 
width, alloy concentration and band offset. 
167 
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We have illustrated the usefulness of this model in the determination of the valence 
band offset in the [001]-grown (Zn, Cd)Se/ZnSe material system where a Q, value of 
0.31 was obtained. We also investigated the sensitivity of interband and intersubband 
transition energies to Q, and found that the interconduction band transition between 
the first two conduction subband levels gave the maximum sensitivity. As a further 
illustration we compared theoretical and experimental TE and TM absorption curves 
for an (In, Ga)As/(In, Ga)(As, P) quantum well and demonstrated the important role 
theoretical models play in the interpretation of experimental data and in material 
characterisation. 
Our method of solving the eight-band k-p Hamiltonian allows us to calculate 
the band structure for arbitrary quantum well geometries and potential profiles. Re- 
cently we have applied this model to In(As, Sb)/InAs systems, which have the lowest 
bandgap of all IIIN materials and are of great interest in the development of infrared 
devices". Considerable effort has gone into producing detectors operating in the 
10/im region and clearly it is necessary to understand what the band alignment and 
band offset of the In(As, Sb)/InAs system is. The bandgaps that have been measured 
experimentally are substantially lower than expected and as a result there has been 
some debate about what the band alignment of As-rich ln(As, Sb)/InAs quantum wells 
are and on how strain and order induced band gap narrowing may affect this align- 
ment. Although evidence exists for both a type I and a type II band alignment99-'Ol , 
as yet there is no clear consensus over the precise alignment configuration. Thus, 
the band alignments and band offsets of ln(As, Sb)/InAs quantum wells for various 
compositions were investigated. Details are given in Ref. 102. Magnetoabsorption ex- 
periments allowed identification of subband energies and in-plane reduced masses. By 
modelling the absorption spectrum for both type I and type 11 structures, we were 
able to fit calculated absorption curves to transition energies and reduced masses. 
Comparison of fits on several samples confirm that the structure is type 11, with the 
electrons in the In(As, Sb) layer and the holes in the InAs layer. By using the fitted 
offsets, the conduction band offset parameter Q, was calculated, which for a type 11 
C1, 
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heterostructure can be greater than one and which was found to be 2.06 ± 0.11. 
Auger recombination at room temperature in As-rich In(As, Sb)/InAs strained 
layer superlattices has also been studied"'. Auger recombination is often the dom- 
inant non-radiative mechanism in narrow gap IIIN semiconductors and as a result 
limits the wavelength of diode lasers operating at room temperature to less than 3Am. 
Comparison with studies on epilayers of InSb, of comparable room temperature band 
gap, shows that the Auger processes in the superlattice structure have been substan- 
tially suppressed as a result of both the quantum confinement and strain splittings, 
and suggests that these strained layer superlattice materials may be attractive for 
applications as room temperature mid-infrared diode lasers. 
In Chapter 7 we compared the optical characteristics of [001]- and [III]-grown 
(In, Ga)As/(AI, Ga)As quantum wells by solving the coupled Poisson-Schr6dinger equa- 
tion and the generalised Wannier equation (Eq. (6.39)). Photogenerated carriers were 
shown to affect the optical absorptive and refractive nonlinearities in the two types 
of samples in different ways, owing to the presence of the piezoelectric field in the 
[111] case. However, contrary to previous reports, at carrier densities appropriate for 
switching, the optical nonlinearities in the [111] case are comparable to, not an order 
of magnitude larger than, those in the [001] case. 
In calculating the nonlinear optical properties of quantum wells we adopted a two- 
band parabolic model and considered only one conduction subband and one valence 
subband. In practice this meant that we only accounted for the excitation process be- 
tween the lowest heavy hole and lowest conduction subband. An improvement on this 
model would be to incorporate the subband structure obtained via the k-p method 
and thus allow a multisubband calculation where one would expect better accuracy. 
In addition, a multisubband theory is necessary in order to describe the light-hole 
transitions and mutual screening effects taking place between light and heavy holes. 
It should be further noted that a multisubband approach may be particularly useful 
and necessary in the case of waveguiding devices, in which we have to consider ex- 
plicitly the propagation of light polarised parallel (TE) or perpendicular (TM) to the 
f-III 
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quantum well layers. 
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The computer programs developed to implement our theoretical model are now 
currently being used by other researchers for laser gain calculations. 
Appendix A 
Table. A. 1 shows the material parameters used in the calculations in this thesis. The 
superscripts denote: 'Ref. 104, b Ref. 105, 'Ref. 106, and 'Ref. 107. d When no value 
exists in the literature for CdSe we use the corresponding ZnSe value. 
All values for alloy materials are determined by linear interpolation, except for 
the room temperature energy gaps, where we use the expressions given below. 
E_, (Znl-,, Cd,, Se) = 2.70 - 1.31lx + 0.30lx 
2 (eV) Ref. 106. 
Eg(Al,, Gal-,, As) 1.42 + 1.16x + 0.27x 2 (eV) Ref. 104. 
Eg(InxGal-xAs) 1.42 - 1.44x + 0.38X2 (eV) Ref. 104. 
Eg(GaxInl-xP) 1.35 + 0.60x + 0.79x 2 (eV) Ref. 104. 
(A. 1) 
(A. 2) 
(A. 3) 
(A. 4) 
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Table A. I: A summary of the material parameters used in the calculations including the 
effective masses used to determine the k-p parameters. A is the spin-orbit splitting, a,, 
is the lattice constant, C1 1, C22 andC44 are elastic stiffness constants, a, b and d are 
deformation potentials, e14 is the piezoelectric constant, E, is the dielectric constant and 
n is the refractive index. As stated in Section 7.2, for (In, Ga)As alloys we use a value 
of the piezoelectric constant 40% smaller than the standard value obtained via linear 
interpolation of the bulk values given here. 
Parameter InAs InP GaAs CdSe ZnSe GaP AlAs 
Eg (eV) 0.36' 1.35 a 1.42 a 1.69' 2.71 2.74 a 2.95 a 
A (eV) 0.38 a 0.11a 0.343 a 0.42' 0.43' 0.08 a 0.279a 
Me(001) (Mo) 0.03 la 0.064 a 0.067 a 0.13 b 0.16 b 0.15 a 0.176 a 
Mhh(OOI) (Tno) 0.39a 0.48 a 0.454 a 0.45 b 0.49b 0.4 la 0.679a 
Tn1h(00l) (Tno) 0.055 a 0.12 a 0.07 a 0.145 d 0.1451 0.16 a 0.15 a 
Mhh(III) (Tno) 0.98 a 1.13 a 0.853 a 1.09d 1.09C I. Ola 1.368 a 
mso(OOI) (mo) 0.15 a 0.2 a 0.143 a 0.234 
d 0.234c 0.23 a 0.258 a 
ao (A) 6.0584 a 5.869a 5.6533 a 6.077 
b 5.668 b 5.45 la 5.66a 
Cil (10'ON/m 2) 8.329a 10.02 a 11.88 a 6.67 b 8.26 b 14. la 12.5 a 
C12 (101ON/m 2) 4.526 a 5.8 a 5.376 a 4.63 b 4.98 b 6.2 a 5.3 a 
C44 (10'ON/Tn2) 3.96 a 4.6 a 5.94 a 4. Id 4. lb 7. oa 5.4 a 
a (eV) -6 
oa 
-6.3 
la 
-8-64 
a 
-3-66 
b 
-4.25 
b 
-8.84 
a 
-8. 
Ila 
b (eV) -1.8 
a 
-1.6 
a 
-1.7 
a 
-0.8 
b 
-1.26 -1.5 
a 
-1.5 
a 
d (eV) -3.6 
a 
-4.2 
a 
-4.6 
a 
-3.6 
d 
-3.6 
b 
-4.6a -3.6a 
e14 (C/M 2) 0.045 e - 0.16e 0.04ge 0.049e 
6r 15.15e 12.6 e 12.7e 8.9 ' 8.3 e 
Ile joe 
n 3.5e 3.3e Me 2.4e 2.46e 
2 ge 3-0e 
Appendix B 
The most general way to treat the k-p Hamiltonian of Eq. (2.7) involves using 
both perturbation theory and exact diagonalisation following a method introduced 
by L6wdin. We divide all states (i. e., the energy bands) into two classes, A and B. We 
are not interested in the states in B but they have a nonnegligible effect on the states 
in A which we can treat by perturbation theory. For the case of a semiconductor we 
choose our class-A states to consist of the heavy-hole, light-hole, spin-orbit band and 
the lowest conduction band. 
As an example of L6wdin perturbation theory let us consider the matrix 
61 
15 
0.25 0.25 
0.25 0.25 
0.25 0.25 
0.25 0.25 
0 1 
1 -0.3 
(B. 1) 
to represent a set of four coupled quantum states. Assume that we are only interested 
in those eigenvalues which are close to E=0. Therefore we will associate the matrix 
elements h33 and h44with class-A states and associate hil and h22with class-B states. 
The 4x4 matrix can then be reduced to a2x2 matrix using L6wdin perturbation 
theory as follows. The renormalised interactions amongst the class-A states are given 
by 
h nm nm 
hnihin 
, E - hii 
' 
(B. 2) 
where n and m are in A, i is in B, and hn,,, are the initial interaction matrix elements. 
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To avoid a nonlinear problem, the eigenvalue E,, may be approximated by h,,,,. The 
renormalised interaction matrix elements for the class-A states are then given by 
IB h3ihi3 h33 h33 + 1: - 
i 
h33- hii 
- 0+ 
h3lhl3 
-+ 
h32h23 
E33- hil E33 h22 
(0.25 )2 (0.25 )2 
0.022916) 0-6 + 0-5 
IB h3ihi4 h34 h34 +Eý 
i 44- hii 
+_ 
h3lhl4 
+ 
h32h24 
h44- hil h44- h22 
1+ - 
(0.25)2 
+ 
(0.25)2 
= 0.978287 
-0.3-6 -0.3-5 
and similarly for h' and h' 43 44. Thus the renormalised interaction matrix for the class-A 
states is 
h' -0.022916 
0.978287 
(B-3) 
0.978287 -0.321713 
which has eigenvalues El = 0.816719 and E2= -1.161348. The true eigenvalues of 
the 4x4 matrix (Eq. (B. 1)) are El = 0.816917, E2 ==-1-161372, E3= 4.385594 and 
E4 -6.658861. For comparison, if we ignore the class-B states completely we get 
1 
-0.3 
(B. 4) 
which has eigenvalues E, = 0.861187 and E2 =-1.161187. Table. B. 2 surnmarises 
these results by showing the difference AE between the 4x4 matrix eigenvalue and 
the corresponding 2x2 matrix eigenvalue. The differences using the renormalised 
matrix (Eq. (B. 3)) are an order of magnitude smaller than those obtained using an 
unrenormalised matrix for the class-A states (Eq. (B. 4)). 
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Table B. 2: Difference between actual eigenvalues and those obtained using a renormalised 
and unrenormalised class-A matrix. 
AE, AE2 
Using renormalised class-A matrix 0.0002 2.4 x 10-5 
Using unrenormalised class-A matrix 0.044 1.85 X 10-4 
Appendix C 
For materials grown in the [111] direction it is convenient to make the transformation 
such that the [1111 direction becomes the z-axis. The basis functions of the valence- 
band in the Ij, mj) representation then have the form (c. f. Table. 2.1): 
33 
21 2 
3 1)t 
27 2 
21 2 
27 
22 
2) 2 
where 
ý1121(X 
- Y» 
ý1161 (X +Y- 2Z» 
ý1131(X+Y+Z)ý 
(C. 1) 
(C. 2) 
It is clear from inspection of the 17) state that the new z-direction is in the [111] 
direction. The spherically symmetric IS) states remain unchanged. 
Under this transformation the form of the 8x8k-p Hamiltonian matrix for 
[III]-grown materials is identical to that for [001]-grown materials (Eq. (2-24)) but 
with the matrix elements 
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h2 
2) Ak Eg + s-. (2 +C+ ki 2m y 
2m, '+1 
ii2 
h2 
2 2) Pk 
--7j(ký+k +k 2m xv7 
Qk 
h2 
-y3 (k2 + k2 - 2k 2 2m _Z) , 
h2 12222 
lZk 73 (k+ 2x72--kzkv - k7) + -7=-y3 
(k + 2, \/2kikv -k 3 2m 
[ 
v/3 3 
22 
-z-y2-ki 
(-v72ki + k7) + i-Y3 ky (-72k-i- - 2kF) v73- x73- 
h2 22 Sk -- - '72 ki 2k-i + \72-k 73- ki (ki7 - v/-2kD7) 2 v73- v/3- 
22+ iY3 22 
2 (k +i-y2 ji+ 2\72-k-1k7 - ky) kv + x72k-zkDý - ki) 
Vk = zPky, 
Uk - iP(ky + ikv) . 
If we neglect off-diagonal coupling in the [111] 8x8k-p Hamiltonian the effective 
177 
(C. 3) 
masses can be related to the Luttinger parameters by 
hh LL 
mo m Ill =-ý, -273 
lh LL mo/Tn (111) =-yl +27i (C. 4) 
hh 
= _YL 
L 
mo/m 11 1+ "Yi 
th L 
mo/m 11 71 - 7i (C. 5) 
where mll is the effective mass in the ky, kv plane (c. f. Eqs (2-33) and (2.34) ). 
Appendix D 
The elastic properties of a zinc-blende material are described by the equation 
sxx Cll C12 C12 0 0 01 EXX 
SYY C12 Cll C12 0 0 0 EYY 
szz C12 C12 Cll 0 0 0 EZZ 
SYZ 0 0 0 C44 0 0 2, -yz 
szx 0 0 0 0 C44 0 2Ezx 
sxy 0 0 0 0 0 C44 2Exy 
(D. 1) 
For materials grown in the [111] direction the stresses 
have orientations that are 
rotated with respect to the crystallographic axes 
i) - 
We can re-express the left 
hand side of Eq. (D. 1) in terms of stresses in the rotated coordinate system 
(: kr 7 
ýr 7 ir) 
using the following formulas 12 7 
= 12Srx + 
12Sry + 12Sr sxx 
1x2y3 zz 
2Srx +, M2Sr 
2Sr 
SYY = MI x2 yy 
+ M3 zz 
2 Srx +n2 Sry +n 
2sr 
szz = ni x2y3 zz 
Sr Sr SYZ = miniSxrx + Tn2n2 yy 
+ M3n3 zz 
Sr Sr Sr szx = nil, xx + 
n212 yy+ 
n313 zz 
1 rn Sr sr 
Sr SXY 11 xx + 
12M2 
yy 
+ 13M3 
zz 
(D. 2) 
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where li, mi, ni (i = 1,2,3) are direction cosines given by 
11 = Cos ýp Cos 0 12 = - sin ýo 
13 
= cos ýp sin 0 
mi = sin (p cos 0 M2 = Cos ýo 7n3 = sin (p sin 0 (D -3) 
n, =- sin 0 n2 = 
0 n3 = Cos 0 
and the superscript r denotes rotated axes. Fig. D. 1 shows both the crystallographic 
and rotated axes, where ir = _L ,, -3(: 
i +ý+ i) lies in the growth direction and is perpen- 
dicular to the (111) plane. Simple trigonometry shows that 0= 54-730 and ýO = 450. 
Inserting these angles into Eq. (D-3) we obtain the direction cosines and hence, us- 
ing Eq. (D. 2), the stresses with respect to the crystallographic coordinates system in 
terms of the stresses with respect to the rotated coordinate system 
sxx 
SYY 
szz 
SYZ 
szx 
SXY 
Isr Isr 
6 xx 2 YY 
1sr + Isr 
6 xx 2 YY 
2sr 
3 xx 
1 sr 
3 xx 
lsr 
xx 
lsr Isr 
6 xx 2 YY 
y 
4.... - 
Figure DA: CrYstallographic and rotated axes. 
xI 
y 
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