Abstract-An image in social media, termed a social image, exhibits characteristics different from images widely discussed in image processing. They can be described by both content and social related attributes, called social image attributes, including visual contents, users, tags, and timestamps. There are strong coupling relationships between social image attributes, which make social images not independent and identically distributed (non-IID). By analyzing the relationships among these attributes, we can better understand the semantic activities conducted on such non-IID social images, hence enabling new applications including content organization, recommendation, and social activity understanding. In this article, we present a novel algorithm to analyze the coupling relationships between social images, which involves not only intra-coupled similarity within a social image attribute, but also inter-coupled similarity between attributes, in analyzing the non-IIDness of the similarity between social images. In particular, we propose a multi-entry version of the coupled similarity metric to deal with attributes (i.e., tags) which have a many-to-one relationship with respect to images. Experimental results on a Flickr group dataset show that the proposed algorithm captures coupling relationships and therefore achieves promising results in various applications, including image clustering and tagging.
On multimedia sharing websites, social media images (social images for short) are often associated with a set of contextual metadata in addition to their visual features. While including metadata is expected to improve the accuracy of social image analysis, these images should no longer be treated as independent and identically distributed (IID). For example, images posed by a user in a certain time frame may be on the same theme and hence share similar tags. In different social image environments, semantic similar words may convey different information. When measuring the similarity of social images, one needs to consider the coupling relationship between individual attributes as well as the individual images. The inter-relationships between attributes compose a huge relationship network.
Several studies have previously attempted to study social images utilizing their contextual metadata. Fig. 1 summarizes typical schemes for analyzing social images. Early algorithms focus on analyzing images on an individual aspect, e.g., text-based image retrieval and visual-based near-duplicate image detection. To capture both visual and textual information, on each of them independently, Wang et al. [1] adopt a distance metric learning algorithm, and then use a model fusion method to integrate the results. Similar ideas can be illustrated by Fig. 1(a) . From another aspect, some researchers model the relationship between multiple social image attributes as directional links. For instance, Annosearch algorithm [2] annotates web images by mining the relationship between visual features and tags. Starting from an initial tag, the algorithm searches the database to find images annotated by the same tag. After acquiring these images, the tags of visual similar images are fed back to annotate the original image ( Fig. 1(b) ). Recently, multi-relational clustering techniques have been proposed to model multiple objects in heterogeneous networks, such as bi-clustering [3] , hypergraph [4] , topic model [5] , and Nonnegative Matrix Factorization [6] . They capture multiple contextual metadata in a graph-based framework. However, results of clustering algorithms are difficult to interpret due to the black-box like characteristics, as shown in Fig. 1(c) .
None of the existing works fully capture coupling relationships between multiple attributes of social images, and provide interpretable results. There is a lack of methods that can utilize and analyze various kinds of metadata in a unified view. By analyzing social image applications, such as content organization, network analysis and image discovery, we find that a fundamental issue shared by social image applications is how to measure the similarity between attributes, values and images. Thus, we propose a coupled similarity metric for social images from a non-IID perspective to support various social image applications.
The Coupled Object Similarity (COS) metric [7] , [8] is an algorithm that enables interaction and feedback between attributes of non-IID objects. It involves both intra-coupling (within an attribute) and inter-coupling (between different attributes) in measuring the similarity. For social image analysis, COS has an appealing property that it not only captures the similarity between objects (images), but also provides intermediate results of similarity between attribute values (e.g., tags and users). Non-IIDness-oriented coupled analysis has been successfully applied in coupled clustering [7] , coupled behavior analysis [9] , item recommendation [10] , and recommender systems [11] .
However, COS is not directly applicable to measure the similarity between the objects for which an attribute may have multiple values (called a multi-entry attribute). For instance, in Flickr, the number of tags for an image can range from zero to hundreds. The tag-image relationship, which plays a vital role in practice, is a many-to-one relationship. A similar situation happens when describing movies by genre. Yu et al. [10] try to solve the problem by converting multi-entry attributes into several supportive Boolean attributes, assigning 0 for the absence and 1 for the presence of a value. The modification may lead to extremely high time complexity, making it inapplicable to attributes with a large set of values, such as the tag attribute of a social image.
In this paper, we propose Multi-entry Coupled Object Similarity (MeCOS), which extends COS to deal with multi-entry attributes such as tags and genres. In particular, MeCOS treats the tags of an image as a feature vector. In the first step, the algorithm calculates intra-coupled and inter-coupled similarity between individual attribute values. Afterwards, the similarity between value vectors is calculated based on single value similarities by iteratively picking up the most similar value pair in two vectors and add to the total. Considering that the COS algorithm is designed solely on the statistics of raw data, e.g., value frequency distribution and co-occurrence, we further propose MeCOS+, which adopts domain specific knowledge including visual similarity, WordNet distance [12] and user friendship, in computing the intra-similarity metrics. Our coupled algorithm shows promising results in comparison with a state-of-the-art algorithm based on Nonnegative Matrix Factorization [6] .
The main contributions of this work are: 1) we introduce the idea of coupled similarity metrics in social image analysis to handle the non-IID characteristics of social images. By measuring the similarity between images and between attribute values (tags, users), the algorithm provides a unified view to understand the strong semantic interactions embedded in social image collections that support applications such as image clustering, tag network, and tag recommendation; 2) to tackle the challenges brought by multi-entry attributes, we propose Multi-entry Coupled Object Similarity (MeCOS) to capture many-to-one relationships between attribute values and objects.
The rest of the paper is organized as follows. Section II reviews the coupled similarity metric of [7] and discusses some open issues with respect to this similarity metric. MeCOS algorithm is presented in Section III. Section IV briefly introduces the dataset for experiments, together with visual features and metadata used in the analysis. Section V presents case studies and evaluation of MeCOS on different social image applications. Section VI discusses possible improvement and extension for the algorithm. Conclusions are drawn in Section VII.
II. COUPLED SIMILARITY METRICS
In this section, we review the basic algorithm of Coupled Object Similarity (COS) metrics [7] and present discussions on possible modifications and extensions. The algorithm is proposed in terms of both intra-coupled and inter-coupled attribute value similarity. Here, "intra-coupled" refers to the relationship within an attribute (i.e., value frequency distribution), while "inter-coupled" refers to the impact of other attributes on an attribute (i.e., feature dependency aggregation). All the computations of COS are strictly based on value frequency, without any domain specific information.
A. Problem Statement
The main purpose of coupled similarity analysis is to measure the similarity between non-IID data objects, which can be described by several inter-related attributes. Here is a summarization of notations in the algorithm. Data objects are organized by an information table , where is a finite set of objects; is a finite set of attributes (or features);
, where is the value set of attribute ; and , where is a mapping function from of an object to its value on the -th attribute. Table I is a toy example showing an information table performing coupled similarity metrics, where represent for attributes, represent for objects and stand for attribute values of attribute . The assumption here is that the attributes , and are related to each other, making the objects non-IID.
B. Auxiliary Functions
The similarity between two objects is built on top of the similarity between their respective values for all attributes. Before 
ICP conducts the co-occurrence probability for values of different attributes. When given the subset of objects whose -th attribute value is , ICP is computed as the percentage of objects whose -th attribute values fall in subset .
For example, in Table I 
C. Intra-Coupled Similarity
When computing intra-coupled similarity, COS follows the assumption that "the discrepancy of attribute value occurrence times reflects the value similarity in terms of frequency distribution" [13] . Based on attribute value frequencies, two values are similar if their frequencies are large and nearly the same.
Definition 2.4:
The Intra-coupled Attribute Value Similarity (IaAVS) between attribute values and of feature as (6) In the toy example, .
D. Inter-Coupled Similarity
The definition of inter-coupled similarity comes from MVDM [14] , which is proposed to measure the dissimilarity between categorical values. The idea is that attribute values are similar if they occur by the same relative frequency for all classifications. Wang et al. [7] replace the class label in MVDM by co-occurrence comparisons, which is denoted by ICP, to enable unsupervised learning. Intuitively, they define IRSP as:
Definition 2. (9) where is the weight parameter for attribute .
E. Coupled Object Similarity
The Coupled Attribute Value Similarity (CAVaS) between attributes and is defined as the product of intra-coupled and The goal is to compute the object similarity (COS), which is modeled as the sum of similarity on single attributes (CAVaS for single-entry attributes and CAVeS for multi-entry attributes, computed through CAVaS). CAVaS is further decomposed into intra-coupled similarity (IaAVS) and inter-coupled similarity (IeAVS). Auxiliary functions such as IIF, SIF, and ICP are defined to compute the inter-coupled similarity (IeAVS). In addition to standard COS, we introduce attribute vector similarity (CAVeS) based on attribute value similarity (CAVaS). Functions in rounded rectangles are re-defined in MeCOS, while rectangles remain similar formulation as the COS algorithm. 
F. Open Issues
Although the coupled similarity algorithm achieves fairly good performance on applications including clustering and recommendation, there are still several scenarios that the algorithm fails to address. First, for intra-coupled similarity, the algorithm only considers the frequency distribution. We argue that, this assumption, with possible semantic information missing, may not be robust enough. For most of the attributes, such as visual contents and textual information, semantic similarity is more reasonable than frequency distribution.
The second issue lies in multi-entry problem. For specific attributes, such as tags of an image or the genre of a movie, an object may be described by possibly more than one value. The coupled similarity algorithm fails to cover this scenario. In a previous attempt to solve this problem, each possible value of the multi-entry attribute is reassigned as a new attribute of Boolean values [10] . Therefore, the intra-coupled similarity between value vectors turns into the inter-coupled similarity between new attributes. As a consequence, the computational complexity increases drastically. This solution works reasonably well for the application of movie recommendation because the multi-entry attribute involved (i.e., movie genre) has a relatively small set of values. However, when considering tags as an attribute, there can be hundreds or even thousands of independent values, making the computational complexity too high for practical applications.
III. MULTI-ENTRY COUPLED OBJECT SIMILARITY
In this section, we present Multi-entry Coupled Object Similarity (MeCOS) metrics. Remind that a multi-entry attribute means possibly more than one attribute values can be assigned to describe an object. Instead of turning all the possible values into new attributes, we represent them in the original form -feature vector. Directly measuring the similarity between feature vectors is difficult, especially when modeling the co-occurrence of two vectors where shared elements may exist in both of them. Therefore, we decompose the problem into two steps. First, the coupled similarity between individual attribute values is computed. Then we perform a championship list selection algorithm to turn attribute value similarity into the similarity between vectors. The scheme diagram of the MeCOS algorithm is illustrated in Fig. 2 . Table II summarizes the notions in this paper. 
B. Multi-Entry Auxiliary Functions
Some of the auxiliary functions are redefined due to multientry attributes. For single-entry attributes, the computation follows the original form of COS in Section II.
Definition 3.1: Suppose the -th attribute is a multi-entry attribute. Three Set Information Functions (SIFs) are re-defined as:
, , and .
where , and . Compared with Section II-B, for a multi-entry attribute , the result of turns to a vector instead of a value. Therefore, all functions that adopt in the computation are redefined accordingly. In Table II 
For example, and . However, when referring to ICP, the original form is no longer valid for multi-entry attributes. Remind that in computing the inter-coupled similarity, ICP is used to replace the class label in MVDM to enable unsupervised learning. As a property of conditional probability, given a condition, the probabilities of all possible scenarios should sum to one (16) where , captures all possible values of attribute , i.e., . Suppose the original ICP formulation is used, where . Let and . For single-entry situation, an object has only one value for each attribute. Therefore, the intersection between and is always empty. Thus, and . When attribute has multiple entries, since the intersection between and is not always empty, the sum of all conditional probabilities can exceed one. In the toy example, considering the ICP of given . Here, and . The original ICP obtains . Therefore, instead of the number of objects, we treat ICP as a proportion of total count of attribute values derived by an object set.
Definition 3.3: The Value Count Function (VCF)
is defined as the count of attribute values in of attribute , which appears in the set of feature vectors from an object subset .
where is an indicator function on whether the attribute vector of an object contains an attribute value .
Definition 3.4: Suppose that the -th attribute is a multi-entry attribute. Given the -th attribute value set and the -th attribute value , for MeCOS, the Information Conditional Probability (ICP) of with respect to is defined as
Under the proposed ICP formulation, , so . . Thus .
C. Intra-Coupled Value Similarity
In multi-entry situation, the intra-coupled value similarity can be formulated in a more rational way since similar values tend to appear together. We adopt the Dice coefficient [15] to measure the similarity of two attribute values given the co-occurrence matrix.
Definition 3.5: For a multi-entry attribute , given the information sub-table , the Multi-entry Intra-coupled Attribute Value Similarity (MeIaAVS) between value and is defined as (19) High similarity is achieved when two tags always appear at the same time (like "barack" and "obama"). In the toy example, occurs 4 times, occurs 5 times, there are 3 objects whose attribute contain both and . So .
D. Inter-Coupled Value Similarity
Similar to Section II-D, using the definition of IIF and ICP in Section III-B, we define the Multi-entry Inter-coupled Relative Similarity based on Intersection Set (MeIRSI) between value and of an attribute with respect to a multi-entry attribute as (20) where denote . Definition 3.6: The Multi-entry Inter-coupled Attribute Value Similarity (MeIeAVS) between value and of an attribute is (21) The weight for each attribute can be set to the same value or determined specific to domain knowledge.
In the toy example, we set all 's to be the same. Attribute is a multi-entry attribute and . Meanwhile, since is a single-entry attribute, the computation of IRSI follows the original single-entry formulation, the result is 0.65.
Definition 3.7: The Multi-entry Coupled Attribute VAlue Similarity (MeCAVaS)
between attribute values and of an attribute is the weighted sum of intra-coupled and inter-coupled similarity. (22) where and stand for the weight of intra-and inter-coupled similarity of the attribute .
E. Coupled Attribute Vector Similarity
Definition 3.8: For a multi-entry attribute , the Multi-entry Coupled Attribute VEctor Similarity (MeCAVeS) between attribute vectors and of two objects and is defined as . The computation process is shown in Algorithm 1.
There are some desirable properties for designing the formulation of attribute vector similarity based on social image analysis:
1) Sparsity Inequality: Rarely occurred attribute values usually convey large discriminative power. Suppose there are two images both tagged by "peach". Apparently, they are more similar than two "fruit" images. This property is modeled as:
if (23) 2) Aggregation Inequality: Vectors with more shared values are closer to each other, denoting as (24) 3) Full Profile Tendency: It is an optional characteristic, whose purpose is to make sure that the algorithm never penalize extra attribute values. Therefore, tag-rich images tend to receive higher similarity to other images, which leads to more candidate tags in tag recommendation. (25) where . We calculate the abstractness metric of each attribute value analogous to the Tf-Idf strategy. Concepts with a higher abstractness metric are given a lower weight when calculating the similarity metrics, e.g., the abstractness metric of the concept "animal" should be higher than "dog".
Definition 3.9 Given the information sub- 
The abstractness measure is then normalized by dividing by the mean value.
Based on the discussions above, we propose a championship list selection strategy to turn attribute value similarity into vector similarity. Given two attribute vectors, the algorithm iteratively finds the closest attribute value pair, shrinks the vectors, and updates the vector similarity according to value similarity and value abstractness. The details are shown in Algorithm 1. For instance, consider the similarity between object and with respect to attribute . The respective attribute vectors are and . When adopting the championship selection algorithm, the total similarity is initialized as zero. The two vectors both contain the value , so the algorithm selects the pair and increase the total similarity by . Removing from both the vectors, we've got the remaining vectors as and . This time is higher than , so the algorithm picks up the pair and once again increase the total similarity. The abstractness value is set to , because the frequency of value is higher than , which indicates that is a more abstract concept. Now the vector of becomes empty and the algorithm terminates. The resulting and finally be normalized into 0.58.
Algorithm 1 Championship list selection algorithm

F. Coupled Object Similarity
For COS, all the CAVaS of single-entry and MeCAVeS of multi-entry attributes are added together.
Definition 3.10: Given the information table S, the Coupled Object Similarity (COS) between objects and is
where is a single-entry attribute is a multi-entry attribute and is the weight of the attributes. In the toy example, .
G. MeCOS+
An important feature of the coupled algorithms is that all the coupling definitions and computations are based on the information table, such as value frequency and co-occurrence. The advantage is that the definitions are relatively clean and easy to implement. However, in some applications, there are specific domain knowledge in measuring the similarity between objects or attribute values.
We further propose MeCOS+, which replaces the intra-coupled similarity in Section III-C by the similarity according to domain knowledge. Due to the variance in similarity metrics of different attributes, we redefine the formulation of MeCAVaS from dot product to weighted sum, to enable different weights with respect to multiple attributes. It is worth noting that the inter-coupled similarity between attribute values of a multi-entry attribute introduced in Section III-D, to some extent, exploits co-occurrence information. That is because when computing for a multi-entry attribute , if values and co-occur in a same vector , naturally, their respective functions contain simultaneously. As a result, MeCOS+ integrates the information including intra-coupled co-occurrence, inter-coupled interactions and domain knowledge.
H. Comparison on COS and MeCOS
The difference between MeCOS and COS is summarized as follows.
• We decompose the problem of multi-entry attributes as a combination of computing the similarity of attribute values (MeCAVaS) and integrating attribute value similarity into the computation of attribute vector similarity (MeCAVeS). The first step is accomplished analogous to the original COS algorithm, while the second problem is solved by a championship list selection algorithm.
• When calculating the similarity between values of a multientry attribute, the original definition of ICP is no longer valid. Therefore, we redefine the formulation of ICP as a proportion of value counts. This modification is critical due to the importance of ICP in computing the coupled metrics.
• It is argued that the definition of intra-coupled similarity in COS has much room to improve. We propose MeCOS+, which is able to integrate domain knowledge in coupled algorithms, replacing the original frequency-based intracoupled similarity.
IV. DATASET
We conduct experiments on a Flickr Group dataset. Groups in Flickr are self-organized communities with common interests [16] . People participate in groups by sharing photos or discussing topics for specific social demand. Analysis on Flickr groups could offer insights into robust content presentation and social behavior trends. Flickr images are typical non-IID social images with rich contextual information and underlying inter-relationships between these attributes.
A. Overview
Using the Flickr API, we collect data from seven Flickr groups covering different interests including nature, travel, art, news, and animation. For large groups, the latest 3000 images are exploited in the experiment. We use WordNet [12] to filter uncommon words and synonyms. Tags that occur in less than five images are also discarded. Table IV provides an overview of the dataset used in this study after tag managing. We call them Group A to Group G in the rest of this paper.
B. Preliminary
In a social environment, images are associated with various types of attributes. In this paper, we mainly focus on visual features, users and tags. There are several other features available on Flickr, such as time, GPS and comments, which may also be incorporated into the proposed algorithm for different applications. Fig. 3 demonstrates available visual features and contextual information for a Flickr image. [19] to provide scale and orientation invariance. Afterwards, the bag-of-words model is adopted on these features to obtain categorical attribute values. We extract 50 words for each visual feature.
Contextual Metadata:
(1) User. In Flickr, images are uploaded by users freely. Thus, ownership conveys important contextual information. The user-image relationship is a one-to-one relationship. (2) Tag. Tags are descriptive texts assigned by image owners to describe the semantics of images. Tags indicate both visual information ("sky","blue") and semantic information ("happy","canon","awesome"). They may be the most important attributes which connect images to high-level semantics. An image can have zero to hundreds of tags, resulting in a many-to-one relationship. Typically, an image contains less than 10 tags.
Domain Specific Similarity Measures:
(1) Visual Similarity. Visual similarity is the most intuitive measure. We compute the similarity of two bag-of-words indices as the cosine similarity of the respective centroid feature vectors. (2) User Friendship. User friendship plays an important role in social media analysis. We crawl the contact list for each user and set the similarity of friend users as 0.5 in the experiment. (3) WordNet Similarity. We use WordNet to filter uncommon tags and compute the semantic similarity between tags, measuring by the Wu-Palmer similarity metric [20] . Due to the characteristics of different attributes, we set the weight of intra-coupled similarity as , and .
V. EXPERIMENTS
In this section, we analyze the effect of coupled analysis in social image environment and further present three typical applications of the Multi-entry Coupled Object Similarity (MeCOS) metrics. 1 Due to the lack of supervised information in social image environment, it is hard to evaluate the performance of coupled analysis systematically. Therefore, before extensive experiments, we conduct a case study of computing the similarity between two social images to show how the coupling relationships make impacts on analyzing non-IID social images. Afterwards, using the Flickr group dataset described in Section IV, we provide a brief analysis of the intermediate result Multientry Coupled Attribute Value Similarity (MeCAVaS), which generates a group-based tag network. Section V-C presents a user-friendly content organization by extracting relational clusters driven by local image similarity. A quantitative evaluation of the algorithm through a tag prediction task is provided in Section V-D. The performance of the algorithm is compared with baseline methods that do not introduce coupling relationships, and a state-of-the-art algorithm that discovers multi-relational structure in social images. The experiments are implemented in Matlab on a 2.66 GHz, 3 GB RAM computer.
A. Case Study
Here we propose a case study to show how the algorithm exactly works. Specifically, in the proposed algorithm, each image in the group is considered as an object, whose attributes include tags, users and visual features. Fig. 4 demonstrates the result of similarity computation between two social images in a non-IID perspective. The two images are both closeup shot of a bug and a flower. However, when considering the raw information of these two social images, there are few properties in common. Specifically, they are uploaded by different users, different in color distribution (red vs. yellow), and have only one common tag ("nature"). Therefore, traditional algorithms without couplings between multiple attributes will tend to mark the two images as highly unrelated.
We describe the process of MeCOS+ on this example as follows. First, WordNet [12] is used to clean and manage the tags, removing synonyms and too general words. Then the championship list selection algorithm is performed to compute the similarity between the two tag vectors. The vectors both contains the word "nature", which is a relatively common word in the group. As a result, the respective abstractness value is high, making this correspondence less important, i.e., the similarity gain is only . Removing "nature" in both vectors, the second tag pair found by the algorithm is "insect" and "macro". It is an interesting discovery since the intra-coupled similarity between them computed by WordNet is only 0.11, which indicates that the two concepts are not very similar in semantics. However, when given the contextual information that this Flickr Group ("Fascinating Nature") collects shots of nature beauty, it is reasonable that "insect" and "macro" are similar since there are many insect photographs using macro skill. This relationship is captured by the inter-coupled similarity with respect to user and visual attributes. As a result, the similarity between this tag pair given by the coupled algorithm MeCOS+ is 0.42, significantly larger than that of WordNet similarity. Between the two tags, "macro" has a larger abstractness of 4.0, so after the first two pairs, the total tag vector similarity is . Following the same process, the final tag similarity for these two social images is a sum of five tag pairs and gets 0.22 after normalization. For the attribute user, the two users who upload these images have a lot in common in the tagging process, which is shown by their inter-coupled similarity on attribute tag (0.29). Therefore, after integrating the intra-and inter-coupled similarity values, the two users have a 0.11 similarity, rather than absolutely zero. Finally, the similarity between two images is a weighted sum of the tag, user and visual parts, giving a result of 0.33. This number is higher than that computed by tag co-occurrence or user similarity independently, but not so much since the tags here are mostly common ones in the group, carrying less discriminative power.
In the computation of similarity for two social images, the proposed algorithm exploits coupling interactions between multiple attributes, which capture extra information and make the comparison between two social images more reasonable due to the non-IIDness of social images. Meanwhile, the similarity computed in the algorithm can be traced back to a combination of other intermediate results, and finally, turn to raw frequencies, offering a more interpretable explanation.
B. Tag Similarity
By treating tags as an attribute of social images, we use the intermediate result (MeCAVaS in Section III-E) to measure the similarity between tags. Fig. 5 shows the tag network generated from the top 100 tags in the group "The Southwest United States". The tag network shows strong local characteristics of the group, such as the tag pair "colorado" and "animals". 6 . Most similar tags for the word "light" in group "Creative Art Photography". The proposed algorithm assigns a high similarity value to a word pair "light" and "black". As shown in the right part, these two tags are similar with respect to visual features. The word "light" in this group mostly stands for streetlight in the night, which makes it similar to "dark" and "black". The bottom shows two typical images respective to the two tags. This example illustrates the effect of coupling relationships by an intermediate result of the algorithm-tag similarity. The result generated by NMF. Although the NMF method also extracts reasonable events, the representative images are not as reasonable as those of MeCOS+, according to the clusters' representative tags. Fig. 6 illustrates an example of computing coupled similarity between tags. This example shows the most similar tags of "light" in group "Creative Art Photography", using different methods. The word "light" has several meanings, including sunlight, thunder light, artificial light, and the antonym of "heavy". The WordNet similarity, missing contextual information, gives higher value to other natural phenomena, e.g., "clouds" and "rain". On the other hand, tag co-occurrence method only relies on co-occurrence frequencies. Therefore, some tags assigned as similar to "light" by this method seems not reasonable, e.g., "life" and "artist". MeCAVaS in the proposed algorithm obtains a better result. For instance, "light" and "black" are similar in MeCAVaS, mainly because they are similar with respect to colors. Extensive analysis shows that the word "light" is this group mostly describes streetlight in the night or black-and-white photographs of streets. MeCAVaS discovers these underlying patterns due to coupling interactions, and therefore acquires similar tags in a synthetic perspective.
C. Image Clustering
One of the most important applications of the proposed algorithm is to extract relational clusters from a group image stream 2 Analytic Technologies, http://www.analytictech.com and present an effective approach to organize content in a Flickr group. We provide a user-friendly demonstration for a Flickr group by clustering the images into a given number of patches and present the most representative images, tags, users and other useful information.
We use MeCOS+ to compute image similarity, and adopt -modes [21] as the clustering algorithm in this study. In each group, we extract five relational clusters and show the most representative tags and images. It is noticed that images in the mode sequence extracted by the -modes algorithm are in the centroid of the cluster images. Therefore, they can be directly selected as the representative images. Here the algorithm extracts five images in the mode sequence for each cluster. Fig. 7(a) shows the clustering result of a news-event-oriented group ("News-Photojournalism"). As most of the content describing local events is based on abstract concepts, tags are the most dominant attribute in this group. We discover that the five clusters all tell a story, indicating five news events respectively (a political demonstration, the Iraq war, a manifestation in Paris, the poverty problem in the Philippines and a fire in Charlotte). We enclose the clustering results of groups on other interests in the supplementary materials. Compared to the news-related group discussed here, in some groups, such as "Creative Art Photography" and "Fascinating Nature", visual features play a more important role in the clustering process. Results show that based on the relational structure, local events can be extracted effectively. Meanwhile, the proposed algorithm organizes the group content in a more interpretable way.
As mentioned in Section I, Lin et al. [6] proposed a Nonnegative Matrix Factorization (NMF) algorithm to characterize relational structures of group photo streams. The basic idea is to minimize the difference between the observation data matrix and the predicting matrix (a product of three component matrices). We present a comparison with their clustering results. Since the evaluation is a largely subjective issue, the discussion mainly focuses on the merits and shortcomings of global and local based clustering methods.
The global-based matrix factorization algorithm achieves nearly optimized clustering results on singular attributes. With a pairwise comparison, we find that the two methods tend to extract similar news events. However, as shown in Fig. 7(b) , NMF has a problem that the representative images or tags are not "representative" enough. We recall that in [6] , the authors select representative images based on how likely an image belongs to a cluster . It is argued that even if an image of 100% probability belonging to a cluster , it is not convincing that the image is the most suitable choice to represent the cluster. Experimental results show that the representative images selected by the proposed algorithm as the modes in the -modes algorithm are more reasonable than those selected by the NMF method.
Another issue of Flickr image clustering lies in the new item problem. When a new image is added to a group, the globalbased algorithms need to re-calculate the whole matrix to reach the global minimum point. In contrast, for the proposed algorithm, the only additional computation is to obtain the pairwise similarity between the new image and images in the dataset. The updating process is much easier and faster. To analyze a 3000-image Flickr group, the averaging time of the proposed algorithm is 519 s, higher than NMF (22 s). We note that most of the execution time cost on the championship selection algorithm to compute MeCAVeS from MeCAVaS, which can be parallelized to achieve better efficiency. When inserting a new item, the proposed algorithm needs only 0.4 s to compute the similarity to other images and run the -modes algorithm. The heavy computation of all coupled similarities only needs to be re-computed periodically. Meanwhile, we implement the method in [10] and it needs more than two hours to analyze a group, which is impractical when the number to images further increase.
D. Tag Recommendation
Despite the subjective evaluations above, we propose a tag prediction task as a quantitative evaluation for the proposed similarity metrics. To predict tags for a testing image, we use the nearest neighbor algorithm with MeCOS and MeCOS+ as the similarity metric. The underlying assumption is that visually similar images tend to have similar tags, especially ones uploaded by users sharing a common taste. It is worthwhile to note that given the pairwise image similarity, more complicated diffusion methods can potentially be applied to obtain better prediction performance.
For each group, we choose 80% images for training and 20% for testing. We compare our results with NMF and two baseline methods based on tag frequency and visual similarity respectively. P@10 (precision of the top 10 predicted tags) is used as the evaluation metric. Empirical results (Fig. 8) show that MeCOS+ gains a little higher precision than MeCOS, by integrating domain knowledge such as user friendships and word semantics. Both of them outperform the baseline algorithms and NMF significantly. It is argued that NMF, as a global-based method, tend to recommend similar tags for all images in the same cluster. On the contrary, the coupled-based algorithm only gives higher weights for the most similar images.
When evaluating the performance of the proposed algorithm in predicting tags for images, all the tags of the testing images are removed. Therefore, tags are recommended to the testing images without knowing any semantic information. In the view of the recommender system, this phenomenon is known as the cold start problem. When using collaborative filtering algorithm on the dataset, the results show that for every image, the most frequently occurring tags are recommended without any personalized variance.
Therefore, it is preferred to evaluate the performance of the coupled algorithm when giving different number of tags as input. A typical demonstration of the change of predicting results when importing new tags is shown in Fig. 9 . In the cold start scenario, i.e., no initial tags are given, visually similar images uploaded by the same user are recommended as neighbors of the query image. When given more tags as input, the recommended images become more similar at the semantic level rather than the visual level. Prediction accuracies show that the coupled-based algorithms consistently outperforms the other methods under different number of initial input tags (Fig. 8) .
VI. DISCUSSION
We present three applications of MeCOS -a coupled similarity algorithm proposed in this paper. By introducing couplings of multiple attributes, MeCOS shows promising performance in relation to non-IID social images. This result is due to the following characteristics.
Multiple features. Compared to the baseline methods such as image similarity and tag similarity, MeCOS employs the multiple attributes available for social images to achieve better performance.
Coupled relationship. Instead of regarding each attribute independently, MeCOS introduces the coupling relationships between multiple attributes. The inter-coupled relationship provides valuable information in addition to traditional attribute value similarity.
Interpretable results. MeCOS provides an interpretable explanation of why two objects are similar by tracing back to the similarity between multiple attribute values. This characteristic is extremely important for recommender systems. When introducing possible friends to a user, a higher success rate will be achieved if a plausible reason is provided.
Versatility. MeCOS provides a unified view to analyze social images. Having attained all the inter-coupled and intra-coupled similarity of each attribute, the algorithm can be extended to analyze other problems related to the concept "similarity."
Despite these merits, MeCOS still has room to improve. One problem is that when computing the coupled object similarity, the weight of each attribute is fixed. Therefore, since the Flickr Group dataset is primarily determined on the role of users, the clustering result of MeCOS is very sensitive to users. We lower the weight of the user attribute in the experiments, however, a set of self-learned parameters is preferred for different datasets.
For future work, we plan to extend the application of the algorithm to image discovery and aesthetic image analysis. We also plan to build an online application demo to provide a better demonstration for content organization on multimedia social sharing websites.
VII. CONCLUSION
Fully capturing relationships between social images in social applications, including social media, is very important but challenging. The challenge lies in the deep understanding of the comprehensive coupling relationships between images, social image attributes and values, which make social images essentially non-IID. This motivated us to explore the theoretical foundation for analyzing non-IID social images in this paper. Accordingly, we present a new and effective similarity metric: the multi-entry coupled similarity metrics and the social image analyzing algorithm to capture the comprehensive couplings embedded in social images and especially the many-to-one relationship between tags and images. By measuring the similarity between images together with the similarity within various kinds of contexts simultaneously, we provide a unified view for tackling social image applications including network analysis, image clustering and tag prediction. Experiments show that the algorithm discovers interpretable structures of the multimedia content, especially in terms of representative images and tags, which provides a more user-friendly demonstration of social images. The proposed similarity metric and algorithm outperform the baseline methods and the a global-based matrix factorization method in tag prediction. Case studies prove that the coupling relationships capture underlying information of non-IID social images, which make a great contribution to the experimental results.
