The shear-induced microstructure in non-Brownian suspensions is studied. The Pair Distribution Function in the shear plane is experimentally determined for particle volume fractions ranging from 0.05 to 0.56. Transparent suspensions made of PMMA particles (172µm in diameter) dispersed in a fluorescent index matched Newtonian liquid is sheared in a wide gap Couette rheometer. A thin laser sheet lights the shear plane. The particle positions are recorded and the pair distribution function (PDF) in the shear plane is computed. The PDF at contact is shown to be anisotropic, with a depleted area in the receding side of the reference particle. The angular position of the depleted zone, close to the velocity axis at low particle concentration, is tilted toward the dilatation axis as the volume fraction is increased. At high concentrations (larger than 0.45), the shape of the PDF changes qualitatively with a secondary depleted area in the compressional quadrant of the main flow and a probability peak in the velocity direction.
Introduction
This study is focussed on shear-induced microstructure of non-Brownian concentrated suspensions at small Reynolds number. Several experimental [Gadala-Maria and Acrivos (1980) ; Blanc et al. (2011b) ], numerical [Sierou and Brady (2002) ; Yeo and Maxey (2010a)] and theoretical studies [Batchelor and Green (1972) ; Brady and Morris (1997) ] have shown that the rheology of suspensions is closely linked to the spatial distribution of particles, the so-called microstructure [Gadala-Maria and Acrivos (1980) ; Blanc et al. (2011b) ]. Indeed, when particles are added to a Newtonian fluid, besides the quite well documented increase of the shear viscosity, a drastic change of the rheological behavior, including normal stress differences is observed. The concept of shear-induced microstructure has been introduced for the first time by Gadala-Maria and Acrivos (1980) to explain the transient rheological response of concentrated suspensions under shear reversal (see also [Kolli et al. (2002) ; Narumi et al. (2002) ; Blanc et al. (2011b) 
]). The suspensions were sheared in a cylindrical
Couette rheometer and the authors observed that if shearing was stopped and restarted in the opposite direction, the viscosity underwent a step-like decrease, passed through a minimum and increased again to reach the value it had before the shear reversal. Gadala-Maria and Acrivos proposed to explain this viscosity response by a shear-induced asymmetric arrangement of the particles that is destroyed when the flow is reversed and next rebuilt in the mirror arrangement. The hypothesis made by Gadala-Maria and Acrivos motivated the study of Parsi and Gadala-Maria (1987) , seven years later, who measured directly the relative arrangement of the particles located near the top layer of a concentrated suspension sheared in a Couette cell. The observations of Parsi and Gadala-Maria confirmed the hypothesis of Gadala-Maria and Acrivos and showed that the pair distribution function (PDF) of a concentrated suspension, φ= 0.4 in volume fraction, was anisotropic and fore-and-aft asymmetric. This asymmetry had not been observed by Husband and GadalaMaria (1987) in dilute suspensions (φ =0.01 − 0.05) for which the authors found an excess of particle pairs aligned in the velocity direction. Later, Rampall et al. (1997) obtained a qualitatively different result with a particle depletion in regions aligned with the flow and a fore-and-aft asymmetry. This result has been confirmed by a recent experiment [Blanc et al. (2011a) ] and is also in agreement with a model based on pair trajectories of rough spheres [Blanc et al. (2011a); Da Cunha and Hinch (1996) ; Rampall et al. (1997) ; Wilson and Davis (2000) ].
The experimental determination of the particle arrangement inside more concentrated suspensions is rather difficult because it requires a very accurate refractive index matching between the particles and the fluid. To our knowledge, there is only one paper due to Gao et al. (2010) that reports experimental results on the microstructure inside a non-Brownian concentrated suspension. They used confocal laser scanning microscopy to measure the 3D-PDF in a suspension of micron size particles at a volume fraction of 32%. The pH of the water-based suspending fluid was adjusted in order to weaken the colloidal forces and the applied shear rate was sufficiently high for the Peclet number to be large (Pe=1700), i.e. thermal effects to be weak. They observed an anisotropy of the PDF in the shear plane which is qualitatively reproduced by numerical simulations in Stokesian Dynamics.
The numerical studies on the shear-induced microstructure started with the work of Bossis and Brady (1984) who used the Stokesian Dynamics method to study the particle arrangement in a monolayer. Later, 3D simulations were performed either using Stokesian Dynamics [Drazer et al. (2004) ; Sierou and Brady (2002) ] or Force Coupling Method [Abbas et al. (2007) ; Yeo and Maxey (2010a,b) ]. They all showed that the PDF of a concentrated non-Brownian suspension is anisotropic and fore-aft asymmetric with a larger number of pairs oriented on the approaching side of the reference particle than on the receding side.
These numerical results were confirmed by a theoretical study proposed by Brady and Morris (1997) who analyzed the influence of a repulsive interparticle force of hard-sphere type and of residual Brownian motion on the PDF.
In this paper, we present an experimental and a numerical study of the shear-induced microstructure in non-Brownian suspensions at low Reynolds number (Re ≤ 10 −2 ) and high Peclet number (Pe ≃ 10 9 ). Our main motivation for carrying out the numerical study is to have available numerical results that could be directly compared to the measurements. The simulation parameters have been chosen to fit the experimental conditions (same volume fractions, similar particle roughness, same sampling of the plane to calculate the PDF).
In section 2, we describe the particle visualization technique used to measure the pair distribution function in suspensions made of PMMA particles, 172µm in diameter, dispersed in a Newtonian fluid at several solid concentrations ranging from 5% to 56%. After the description of the suspensions, we present the experimental device that we used to shear the suspensions and to measure the particle center location in the shear plane. Section 3 summarizes the main features of the Stokesian Dynamics method used to compute the pair distribution functions and presents the numerical results. The experimental results are presented in section 4. At last, a discussion of the results and a comparison between the measurements and the computations are proposed in section 5.
Experimental method 2.1 Materials
The suspensions are made of non-colloidal spherical particles of polymethylmetacrylate immersed in a Newtonian mineral oil. The particle volume fraction ranges between 0.05 and 0.56. The particles (Arkema BS510) were sieved to diameters between 160 µm and 180 µm. We used a wet-sieving technique where the particles are dispersed in a water/surfactant mixture to prevent cluster formation. This technique has been found much more efficient than usual dry-sieving. After sieving, the particles are rinsed several times with deionized water and then dried in a vacuum oven overnight at 60 • C. The batch polydispersity is measured by light microscopy (Zeiss, Axio Scope A1) and image analysis. The particle size distribution is obtained from a numerical disk detection process using the Hough transform (see section 6). The mean particle radius is a=86 ±4 µm. The surface roughness of the particles has been measured using an atomic force microscope. The measurements were carried out on six different particles over a 10µm × 10µm area. The main roughness height is around 20 nm, with isolated bumps, approximately 200 nm in height. The particle and suspending liquid refractive index is 1.49 and their density is 1.18 g.cm −3 . The suspending liquid is a mineral oil (Cargille Laboratories, Immersion Liquid Code 11295101160) that has been specially designed to match the refractive index and the density of PMMA in order to perform direct optical visualization inside the suspensions and to prevent any sedimentation [Blanc et al. (2011c) ]. To allow particle visualization, a slight amount of a fluorescent dye (Nile Blue A) is dissolved in the fluid which is heated to 50 • C to this purpose. Then the died fluid is filtered through a 7µm membrane filter in order to remove the undissolved part of the dye. To improve the index matching, the temperature is controlled and the best matching is obtained at 37 • C. At this temperature, the suspending liquid has been found to be fully Newtonian and its viscosity has been measured to be η 0 =0 .85 P a.s.
The suspensions were directly made in the flow cell cup which can be easily removed from the rheometer. The particles are poured in the liquid and the paste is stirred by hands with a thin stem. The cell is then placed in a vacuum chamber to remove air bubbles from the suspension. The viscosity variation as a function of the particle volume fraction has been found to be quite well described by the empirical relation proposed by Zarraga et al. (2000) .
Experimental set-up
The experimental facility is described in detail in [Blanc et al. (2011c) ] and a schematic drawing is proposed on fig. 1-(a) . The present section summarizes the main points. The suspension is sheared in a transparent wide-gap Couette cell mounted on a controlledstress rheometer (Haake Mars II, Thermo Scientific). Both cylinders are made in PMMA to prevent any optical refraction at the cell/suspension interface. The gap width is 5 mm (roughly 60a), the inner and external cylinder radii are respectively R i = 19 mm and R o = 24 mm, and their height is 60 mm. The vertical surfaces of the cylinders that are in contact with the suspension have been slightly roughened to minimize the wall slip of the suspension. Nevertheless, the cylinder roughness is much smaller than the particles and as it it will be mentioned in section 5, for the highest solid concentrations, a particle banding is observed near the walls, that is responsible for the apparent slip of the suspension.
The stator front face has been polished in the form of a flat rectangular window that lets an horizontal laser sheet (Lasiris TEC Laser 635 nm, 35mW, Stockeryale) enter the gap between the cylinders [Blanc et al. (2011b) ]. The laser sheet thickness has been measured in the gap and found to be 30 µm±6 µm [Blanc (2011)] . A CCD camera (Pixelink PLB 741 U, 1280×1024 pixels) is positioned under the cup bottom whose both external and internal surfaces have been polished. An optical high pass filter (λ HP = 650 nm) is placed in front of the camera, so that only the fluorescing light is detected. The camera is trigged, together with the laser sheet, by an external oscillator in order to record sequential images of the illuminated suspension. Since the particle diameter is larger than the laser sheet thickness, the particles intercepted by the laser plane appear as black disks on the pictures (see Fig.   1 -(b)). To improve image quality, the whole apparatus is placed in a thermostated box, and the temperature is set to T=37 • C. At this temperature, the particle and liquid optical indices are closely matched and the suspension is highly transparent. For that reason, we have been able to image the particles more than one centimeter deep in the suspension. profile has been shown to be negligible [Blanc et al. (2011c) ].
To shear the suspension, a constant torque is applied to the inner cylinder in such a way that it rotates at about 1 rpm. Actually, the angular velocity, Ω varies from an experiment to another and its exact value is given in table 2 (section 4). Owing to this order of magnitude for Ω and to the suspension characteristics given in the previous subsection, we (1)) for the PDF calculation and the particles (2) are either in zone A or in zone B. The boundary of zone B is spaced from the cylinder surfaces by a minimum distance of (3a).
Here the shear rate is computed from the theoretical expression for a newtonian liquid. It may differ a bit due to wall slip and the onset of migration. Anyway, as will be shown below (figure 4), the PDF does not change over a wide range of shear rate.
PDF numerical calculation
We extract the particles center position and radius from each frame using a particle detection process that is explained in detail in the appendix. The position is measured with a resolution of approximately 0.1 pixel, and the radius is given as an integer number of pixels. Once the particles detected, the apparent pair distribution function, g 2D (ρ, θ) in the plane of shear can be computed [Blanc et al. (2011a) ]:
(i) Two zones are defined on the image ( Fig. 1-b ). Zone A contains the reference particles
(1). From the center of each of them, the position vectors of all other particles (2) situated in zones A and B, ρ 12 , are computed in the local frame of reference of the considered particle (1). The distance between particles (1) and (2) is denoted by ρ, and the angle of ρ 12 from the mean flow direction at particle (1) by θ ( Fig.2-a) . Zone B surrounds zone A and is defined in such a way that it is large enough to prevent spurious finite size effects on the calculation of the PDF. In addition, it is far enough from the flow cell walls to avoid physical edge effects. The width of zone B is 8a and it is separated from the walls by an arbitrarily chosen distance 3a. In such conditions, it has been controlled that the PDF is well normalized and tends to 1 as ρ increases.
At last, it has also been checked, that the PDF does not depend (except for statistical fluctuations) on the size of zone A (section 5 and [Blanc (2011)] ).
(ii) The (ρ, θ) plane is sampled: ∆ρ =1 px (i.e. approximately 7.10 −2 a) and ∆θ = 2π/80 rad. The number N (ρ, θ) of pair separation vectors in the area (ρ − ∆ρ/2, ρ + ∆ρ/2; θ − ∆θ/2, θ + ∆θ/2) is determined.
(iii) The calculation of the 2D-PDF is straightforward :
where N 1 is the number of reference particles (1) and n 0S is the average surface number density of particles. The PDF presented below are the result of an averaging over a large number of images that depends on the particle volume fraction of the suspension and that is given in table 2 (section 4).
Actually, the detected particles do not lie exactly in the plane of the laser sheet (Fig.2b) .
As a consequence, if the larger distance of a particle from the laser sheet is denoted by z max , g 2D (ρ, θ) is the integral of the real 3D PDF, g(r, θ,z), over an interval [−2 z max , 2 z max ] in the z direction. As z max increases, g 2D (ρ, θ) deviates further from the exact 3D PDF g(r, θ,z = 0). Since the more distant the particles from the laser sheet, the smaller the Only the spheres whose center is located between −z max and +z max from the laser sheet are taken into account in the 2D-PDF calculation. For two such particles (p) and (k):
disks appear (Fig.2b) , it is possible to reduce z max upon selecting only the particles that appear as the largest disks on the image, so that g 2D (ρ, θ) is a good approximation of g(r, θ,z = 0) 1 in the shear plane [Blanc (2011); Rampall et al. (1997) ]. For an infinitely thin laser sheet, and monosized particles, the relation between z max , the radius a and the smallest considered apparent radius r min is straightforward:
However, this determination of z max suffers several errors and incertitudes. The laser sheet thickness has to be considered, as should be the particle size distribution width (±5%).
In addition, the C.H.T. procedure is expected to lower the measured particle size, since it first extracts the edge of the disks using the gradient of the intensity profile. Finally, it
gives the radius (in pixels) as an integer, with an incertitude of 0.5 px. All these reasons make the exact relation between the measured apparent radii r k and the particle positions z k a bit tricky and approximative. Nevertheless, in the following, we will compare the experimental PDF to numerical simulations, and we will need a practical way to estimate z max from different values of r min . We have chosen to measure directly this relation from the suspension images. For each set of images, i.e. each suspension sample, and each value of r min , the particles whose radius is larger or equal to r min are counted, and the corresponding mean surface density n s (r min ) is extracted. The value z max (r min ) can be computed from the mean volume fraction φ as:
The variation of z max as a function of r min is displayed in Fig. 3 for a suspension, φ=0.35
in volume fraction. It should be noted that this relation between z max and r min varies a little from one experiment to the other, certainly due to small variations in the optical settings. 
Numerical simulation method
Numerical simulations were carried out using the Stokesian Dynamics method. The Stokesian Dynamics is used here to simulate the flow of a suspension of spherical particles in a viscous fluid submitted to an imposed simple shear at zero Reynolds number. It is now widely used, and details on the method can be found in [Bossis and Brady (1984); Brady and Bossis (1988) ]. The advantage of the Stokesian Dynamics is to take into account both the many-body nature of the hydrodynamic interactions between particles and the strong lubrication forces between two close particles. As the experimental Peclet number is very large (Pe ∼ 10 9 ), we did not include Brownian motion in the computation and we simulate suspensions at infinite Peclet number. In the present work, we consider a monodisperse system of 125 particles in a cubic box with periodic boundaries. Because the system is periodic, the long range part of the hydrodynamic interactions are computed with the help of Ewald summation. In order to take into account the particle roughness estimated to be ǫ r a = 3 10 −3 a in the experiment, we introduce a repulsive force between the particles in the simulated system. The repulsive force between the spheres is directed along the line of centers. It is normalized by the factor 6πηγa 2 (whereγ is the imposed shear rate) and depends on the normalized surface separation ǫ = r/a − 2 as written in Eq. 5:
We have chosen this electrostatic-like force because it is able to balance the viscous force and stop the radial relative motion of particles when their surfaces approach at a distance approximately equal to the roughness. Thus the parameters F 0 and τ are empirically chosen such that the normalized minimum distance of approach between particle surfaces is close to ǫ r whatever the volume fraction probed in this study. We took τ =2000 and F 0 =3 .4 10 4 for the first type of force (f7). With those values, the normalized intensity of the repulsive force for ǫ = ǫ r = 3 10 −3 is about 80, that is also the normalized radial hydrodynamic force between two spheres alone in shear flow with their centers aligned in the compressional direction and their surface ǫ r a apart. We found a normalized minimum distance of approach of 3.0 10 −3 at φ =0.1 and 2.6 10 −3 at φ =0.55. This is satisfactory but the small roughness and the strength of the repulsive force may lead to high relative velocity, requiring a very short integration time step and thus a quite long computation time. The main results have been obtained with the force f7, but we have used another set of parameters too, in order to change the particle roughness (force f11). Then the normalized distance of closest approach turned out to be nearly 1.5 10 −2 . The parameters F 0 and τ for both force types are gathered in table 1. 
Results
In this section, we study the influence of the particle volume fraction on the pair distribution function. The volume fraction ranges from 0.05 to 0.56. In [Blanc et al. (2011a) ] we presented a high resolution PDF of a semi dilute suspension (Fig.5 Φ =0 .05). The PDF was shown to be anisotropic and fore-aft asymmetric with a depleted area in the recession quadrant. Furthermore, a tail-like high particle concentration zone is observed in the recession quadrant that is not present in the approach quadrant. This fore-aft asymmetry was quantitatively explained by the particle roughness which modifies the particle pair trajectories [Blanc et al. (2011a); Da Cunha and Hinch (1996) ]. The comparison between the PDF from the experiments and from a model based on rough particle pair trajectories allowed us to estimate the minimum approach distance between particles, ǫ r a, which is also the particle roughness. We found ǫ r = 3 10 −3 which equates to a roughness of 250 nm while the characteristic height of the roughness measured using an AFM is 200 nm (section 2.1).
As the volume fraction increases, the model based on pair trajectories does not hold any more since multibody interactions have to be accounted for and the experimental results presented below will be compared to numerical simulations. Fig. 5 shows experimental 2D-PDF for various volume fractions. These measurements were performed without preshearing, over deformations small enough that shear-induced concentration variations are not too large. To evaluate this point, we selected three criteria:
(i) the rotor angular velocity is constant (the expected outward migration would result in an increase of the rotor speed)
(ii) the volume fraction, estimated upon counting the particles, is nearly constant in the gap.
(iii) the PDF does not depend on the size of zone A, except for statistical noise.
These criteria are completely fulfilled for φ ≤ 0.45. For φ =0 .50 and φ =0 .55, shearinduced particle migration is very fast, as pointed out in [Ovarlez et al. (2006) ] and the PDF must be measured during the very first moments following the application of the torque. From particle counting at the end of the PDF measurement, the concentration is estimated to vary between 0.48±0.02 near the bob and 0.53±0.02 near the cup for φ =0.5 and between 0.53±0.02 and 0.57±0.02 for φ =0 .55. In spite of these variations, that are weak in the central zone A (see figure 11 ), criterion (iii) turns out to be fulfilled.
Tab. 2 summarizes the experimental parameters used in each experiment. These parameters are the result of a compromise between the need to limit shear-induced migration effects and to acquire as many images as required for good statistics. At last, one can notice that the bob angular velocity is not constant from one experiment to another but we verified that PDF does not depend on the shear rate (at least in the range 0.05 s −1 γ 1 s −1 or 0.1 rpm Ω 2 rpm). This is shown on figure 4 where the angular variation of the pair distribution function integrated over the interval 1.77 ρ/a 2.11 (see Eq. (7) below) is displayed for different angular velocities. This observation is also very important for the validity of the measurements reported in this paper since the shear rate is not constant in the gap. For a Newtonian fluid, the shear rate is approximately 1.5 times larger near the inner cylinder than near the outer one. The variation of g(ρ, θ) with the particle fraction is displayed in Fig.5 . Whatever the particle volume fraction, the PDF shows a strong pair correlation zone near ρ/a = 2 in the compressional quadrant (xy < 0) and a depleted zone in the extensional quadrant.
As the particle concentration increases, the depleted zone that is close to the velocity direction θ = 0 for φ =0 .05, rotates toward the dilatation axis direction θ = π/4. For Φ ≥ 0.45 a secondary depletion zone appears in the compressional quadrant near θ =3π/4 and simultaneously, a high pair correlation zone emerges near the mean flow direction. The higher is the particle concentration, the more pronounced the peak measured around θ = 0.
The same qualitative features can be observed on the PDF from the numerical simulations x/a y/a Φ = 5%
x/a y/a Φ = 25%
x/a y/a
x/a y/a Φ = 50%
x/a y/a Φ = 55% Figure 5 : Experimental PDF for different values of the volume fraction. xy < 0 defines the compressional quadrant. θ = 0 is the ambient velocity direction. z max /a ≈ 0.6 for all except for Φ=0.05, z max /a ≈ 0.5. The white disk is the reference particle. A more quantitative comparison between the experimental measurements and the simulations of the PDF at contact (ρ/a ≈ 2) requires some care due to the particle size dispersion. Indeed, Fig.7 shows the variation of the PDF averaged over the angle θ:
The width of the peak at contact can be estimated to 0.25a, that is 12% of its radial position, and should be compared to the particle size dispersion, i.e. approximately 10%.
Since no size dispersion has been taken into account in the simulations, it is not possible to compare the detailed radial variation of the experimental and numerical PDF around the peak position. As a consequence, in order to characterize the angular dependence of the PDF at contact, we have chosen to consider only the average of g(ρ, θ) over a ρ-interval ∆ρ av that is larger than the width of the peak, i.e. ∆ρ av =7px≈ 0.44 a. where ρ * is chosen to maximize < g > θ (Eq.6) and may fluctuate (±1px) from one PDF to another due to statistical noise.
Another issue in the comparison between experimental and numerical PDF is the choice of z max /a. The angular PDF at contact < g > ρ from the simulated suspensions have been computed with the same value of z max /a =0 .6 whatever the particle volume fraction.
Most of the time, this value does not correspond exactly to an integer value of r min in the experiment (Fig.3) . For that reason, the experimental angular PDF at contact is computed for the two values of r min , denoted by r at y/a = ±2; ±4 in Fig.6 .
In order to measure the overall rotation of the PDF, the angular position θ * of the primary minimum of the angular PDF < g > ρ (θ) is determined upon fitting a second order polynomial to 5 points across the minimum. Since the experimental PDF for r + min and r − min are very close to each other, the average of the two angles θ * is computed for each volume fraction. Fig. 9 shows the evolution of θ * with the particle volume fraction. Two numerical curves are also displayed, that correspond to force types f7 and f11, that yield the distance of closest approach of two particles at φ=0.1 respectively equal to 3.10 −3 a (i.e.
the particle roughness in the experiment) and 1.5.10 −2 a. Concerning the experimental data, for concentrations larger than a characteristic volume fraction Φ c ≈ 0.13 , θ * grows almost linearly to reach π/4 when Φ tends to Φ m . Below Φ c , θ * seems to be constant. The agreement between the experimental and numerical data (f7) is satisfactory. As expected, the comparison between the PDF from the simulation using (f7) and (f11) evidences that an increase of the roughness height results in the increase of the angle θ * . We note that the linear variation with the volume fraction is preserved, with nearly the same slope. Exp num − f 7 num − f 11 Figure 9 : Angular position of the main depletion zone as a function of the particle volume fraction. Circle: experimental measurements. For Φ < Φ c ≈ 0.13, θ * ≈ 4.5 • . Square: numerical data. Solid line: distance of closest approach at φ = 10% : 3.10 −3 a. Dashed line: distance of closest approach at φ = 10% : 1.5.10 −2 a. Dashed dotted line: estimation of the characteristic volume fraction φ c ≈ 0.13
Discussion
As recalled in section 4, the PDF of the dilute suspension (Φ=0.05) displayed in Fig.5 has been discussed in a previous paper [Blanc et al. (2011a) ] where it has been shown to be in quantitative agreement with a model based on the trajectories of a rough particle pair in a simple shear flow. The particle roughness is responsible for eliminating the closed orbit trajectories [Blanc et al. (2011a) ], making the PDF anisotropic. Moreover, it breaks the reversibility, with respect to shear reversal, of the trajectories that drive the particles in contact and thus makes the PDF asymmetric with respect to the plane ( ∇v, ∇× v).
As noted in section 4, the increase of the volume fraction up to 0.45 mainly results in a rotation of the PDF toward the recession axis of the ambient flow. The experimental measurements evidence two regimes, separated by a characteristic concentration Φ c . The very weak variation of θ * below Φ c turns to a linear increase above it. This behavior clearly recalls the experimental measurements of normal stress differences reported by Boyer et al.
(2011) and later by Dbouk (2011) . These papers show a linear variation of the normal stress differences normalized by the shear stress as a function of the particle volume fraction above a characteristic value φ c . This similarity illustrates the strong connection that prevails between microstructure and rheology. Concerning the influence of particle roughness, as already shown by Drazer et al. (2002) in their numerical study on dilute suspensions, the increase of the roughness is expected to result in the increase of the angle θ * . We plan to check this trend upon changing the roughness of the particles that we used in the present study. The induced variation of the normal stress differences should also be measured, in order to explore the possible connection between the PDF orientation and the normal stress differences.
Above Φ=0.45, the emergence of a secondary depletion area and of a peak in the velocity direction constitute a striking feature. The peak indicates a strong probability of pairs aligned in the velocity direction. The question arises if these doublets are the consequence of a wall influence or not. Indeed, above this same volume fraction Φ=0.45, near the the cell walls, an organization of the particles parallel to walls is observed. Such a layering clearly appears in Fig. 10 where the concentration profile deduced from particle counting is displayed for a Φ=0.53 suspension. However, this layering, that is due to the wall smoothness at the particle scale, extends only over five particle diameters from the walls, that is significantly smaller than the gap width (30 diameters). Moreover, the lack of higher order peak in the velocity direction even for the largest probed volume fractions precludes a large scale organization in the center of the gap. Finally, we have checked that the measured PDF does not depend on the size of window A in which the origin particles (1) are chosen. This is shown in Fig. 11 where the angular PDF < g > ρ of a suspension, 0.53 in volume fraction, is displayed for different radial thickness of the centered window A.
There is not any significant variation, suggesting that the PDF at contact is quite uniform over the gap, except near the walls. Nevertheless, to precise the influence of the wall on this peak from an experimental point of view, it would be necessary to repeat the measurements for different gap width values, what we plan to do as soon as possible. At present, it seems to us that numerical studies have not allowed to rule out the wall as an explanation for 
Figure 11: Influence of the radial width ∆ of window A on the PDF. Window A is centered on the middle of the gap. Φ=0.53. zmax/a ≈ 0.6 the peak in the velocity direction at contact. Indeed, our own simulations in Stokesian Dynamics clearly evidence the peak and the secondary depletion area, even though no real walls are included in the simulation geometry. We note that this behavior has already been reported in previously published Stokesian Dynamics simulations [Morris and Katyal (2002) ] for moderate Péclet number (Pe=1000). However, we think that the periodicity of the simulation geometry together with the relatively small number of particles (125 in our simulations and 242 in [Morris and Katyal (2002) ]) might have similar consequences as real walls, as already suggested by Morris and Katyal (2002) . This effect is expected to be even more important in our simulation, considering that the computation cell size at the largest volume fractions is about 10a, i.e. the typical width of the structured layer observed in the experiments. Numerical results obtained with more particles (1000) at P e = ∞ have been published [Sierou and Brady (2002) ], but the authors did not present large volume fraction PDF (Φ > 0.4) in the plane of shear. They report string formation for Φ >0.5 (that we observe in our simulations at φ =0.55 but not in our experiments) and even crystallization in the plane ( ∇v, ∇× v), but they do not allude to any single peak in the velocity direction.
On the other hand, simulation in Force Coupling Method have been published at P e = ∞, where the sheared suspension is confined between solid walls [Yeo and Maxey (2010a) ]. The authors clearly evidenced a peak in the velocity direction for the largest volume fraction (Φ =0.4), together with a strong structuration at the walls. They changed the gap width L y from 10a to 30a, and compared both the PDF and the stress in the central (core) region of the gap and near the walls. They found that the layered structure at the wall was connected with a smaller viscosity. They report a small variation of the core viscosity as L y increases from 20a to 30a. Unfortunately, they did not study the possible variation of the core PDF with the gap width. We think that some experiments and numerical simulations with different gap width values should clarify this point. It is all the more interesting if we recall a striking feature that has already been noted by Morris and Katyal (2002) : the shear-induced self diffusion coefficients from experiments and simulations increases with the volume fraction up to Φ ≈0.45 and then turns to a plateau. This could be connected with the high probability of aligned particles pair in the velocity direction. Indeed, the particles inside such pairs are expected to weakly interact with each other, since the ambient flow does not tend to bring them together. This may result in weaker shear-induced diffusion coefficients.
Concluding remarks
The pair distribution function of non-Brownian suspensions in a simple shear flow has been measured for a wide range of particle concentration (0.05 ≤ Φ ≤ 0.56). For all particle concentrations, the PDF has been shown to be fore-and-aft asymmetric with a strong pair correlation zone at contact in the approach side of the reference particle and a depletion of pairs in the receding side. At low particle volume fraction, the depleted area is close to the velocity direction and is tilted as the particle concentration is increased. Actually, for moderate particle volume fractions (lower than 0.45) the increase of the particle concentration mainly results in a rotation of the PDF around the vorticity axis. This trend has been quantified by the measurement of the angle θ * , where the PDF is minimum. Above a characteristic volume fraction, approximately equal to 0.13, θ * has been shown to increase almost linearly. At very high concentrations (Φ ≥ 0.45), new features appear such as a secondary depleted area in the compressional quadrant and a probability peak in the velocity direction.
In a previous paper [Blanc et al. (2011a) ], we showed that the experimental PDF, obtained for a dilute suspension (Φ =0.05) compared very well with a simple model based on rough particle pair trajectories. In the present paper, the particle roughness has been introduced as a normal repulsive force between particles in Stokesian Dynamics simulations to compute the PDF at higher particle concentration. The numerical results are in very good quantitative agreement with the experimental measurements as long as the particle volume fraction is lower than 45%. For higher concentrations, the simulations show the same qualitative behavior as the measurements (i.e. a secondary depleted zone and a probability peak in the velocity direction) but in a more pronounced way. This difference may be explained by the effect of the flow cell size that could be more important in the numerical simulations than in the experiments.
Appendix: Particles detection process
A particle appears on a frame as a black disk, whose radius is a function of the distance from the laser plane. As it will appear in the next section, we need the positions of the particle centers in the laser plane and their apparent radii. Both can be measured using a process based on a Circular Hough Transform (CHT) [Duda and Hart (1972) ; Kimme et al. (1975) ]. The Matlab CHT script used in this study was originally developed by Tao Peng and can be found on the web 2 . (x, y) , that is obtained from I 0 (x, y) using a Gaussian low-pass filter, 50 pixels in width, follows the slow spatial evolution due to the non uniform laser sheet illumination in the gap. As a consequence, the large spatial scale intensity level and contrast of the normalized intensity profile I f (x, y)= I 0 (x,y) I b (x,y) are quite uniform over the frame.
(ii) A CHT is then applied to I f (x, y). The radii r k are determined with a resolution of 1 pixel, and the center coordinates (a k ,b k ) with a resolution of approximately 1/10 px.
(iii) Non proper detections often occur in empty zones between particles (see fig. 12 ). To limit these spurious detections, and since real particles appear as black disks, we reject centers (a k ,b k ) that do not check the threshold condition I 0 (a k ,b k ) <I thr , where I thr is empirically set.
The previous algorithm can generate some errors that we tried to estimate. First, some particles on the frame are sometimes not detected. For a few frames, we visually checked the detected particles against the picture. The proportion of missed particle was found to be less than 3%. The spurious detections (i.e. particles that do not exist) that occur after step (iii) of the previous algorithm are rare, less than 1%. The statistical error on the center positions measurement was assessed by the application of the CHT procedure to a reference image in which one hundred of circles was randomly positioned. We found an accuracy of 0.1 pixel in the center position determination. Furthermore, a relative error of about 30% occurred for truncated circles appearing near the edges of the image. We therefore excluded particles detected in this region to compute the pair distribution function. The accuracy of the radius measurement was estimated by computing the apparent radii distribution from 2420 frames taken of a concentrated suspension, 0.55 in volume fraction. It was compared to the theoretical radii distribution produced by a planar cut through a random monodisperse spheres arrangement [Blanc (2011); Pomeau (1983) ]. It was found that the numerical process undervalued radius length of about 1 pixel relative to the expected value.
