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Abstract
Non-orthogonal multiple access (NOMA) and mobile edge computing (MEC) have been recognized
as promising technologies for the beyond fifth generation networks to achieve significant capacity
improvement and delay reduction. In this paper, the technologies of hybrid NOMA and MEC are
integrated. In the hybrid NOMA MEC system, multiple users are classified into different groups and
each group is allocated a dedicated time slot. In each group, a user first offloads its task by sharing a
time slot with another user, and then solely offloads during a time interval. To reduce the delay and
save the energy consumption, we consider jointly optimizing the power and time allocation in each
group as well as the user grouping. As the main contribution, the optimal power and time allocation
is characterized in closed form. In addition, by incorporating the matching algorithm with the optimal
power and time allocation, we propose a low complexity method to efficiently optimize user grouping.
Simulation results demonstrate that the proposed resource allocation method in the hybrid NOMA MEC
systems not only yields better performance than the conventional OMA scheme but also achieves quite
close performance as global optimal solution.
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With the development of Internet-of-Things (IoT) and wireless networks, the beyond fifth
generation (B5G) communication systems impose an explosive demand of data traffic. In order
to offer significant improvements of network capacity, the B5G wireless networks require spectral
efficient multiple access techniques [2]. Recently, it is shown that nonorthogonal multiple access
(NOMA) can support overloaded transmission and improve the spectral efficiency. Therefore,
the technique of NOMA has been recognized as one of the key technologies in the upcoming
B5G wireless networks [3].
Conventionally, the orthogonal multiple access (OMA) schemes are not able to support large
wireless network capacity because orthogonal resources are allocated to different users [4].
However, in NOMA systems, one resource (e.g., frequency, time, code, or spatial) unit channel
can be allocated to multiple users at the same time [5], which leads to better spectral efficiency
than the OMA scheme [6], [7]. In [8] and [9], the authors discussed the application of NOMA
in multiple-input multiple-output (MIMO) systems. In addition, NOMA has also been proposed
to be incorporated into other technologies such as visible light communication [10], wireless
caching [11], and millimeter wave communication [12].
Recently, there has yielded a variety of computation-hungry applications, e.g., virtual reality,
[13], which makes mobile networks computationally constrained [14]. Nevertheless, most mobile
users have limited computation and power resources, i.e., if the mobile users complete intensive
tasks locally, the batteries will be drained quickly and the users might not be able to complete the
tasks within their deadlines. To address this issue, mobile edge computing (MEC) is introduced
as one of the key emerging technologies for B5G networks [15], [16]. The main idea of MEC is
to employ more resourceful computing facilities at the edge of mobile networks. Then the users
are able to offload their computationally intensive tasks to the MEC. In the literature, there are
many works focusing on the technique of MEC. For instance, in [17], in order to improve the
energy efficiency for latency-constrained computation, the authors proposed a user scheduling
scheme to achieve a better performance in terms of the reliability and latency for task offloading.
In [18], the authors proposed a user scheduling scheme to achieve a better performance in terms
of the reliability and latency for task offloading.
Integrating MEC and NOMA, it is shown in [19] and [20] that we can not only avoid sever
delay but also reduce energy consumption. Moreover, in [21], the authors studied the application





























































3of uplink NOMA and downlink NOMA in MEC systems. The authors developed analytical results
to depict that the use of NOMA can efficiently reduce the delay and energy consumption for MEC
offloading. Therefore, the combination of NOMA and MEC is another important communication
technique in future wireless networks, which has received much attention recently. In [22], the
authors considered an MEC system exploiting the NOMA for both task uploading and result
downloading, where the transmit powers, transmission time allocation, and task offloading were
optimized to minimize total energy consumption. Furthermore, [23] minimized the overall delay
of the users by jointly optimizing the users’ offloaded workload and the NOMA transmission
time. Multi-antenna NOMA was also applied in multiuser MEC systems in [24], where the
authors considered both cases with partial and binary offloading.
Note that, a lot of resources, e.g., time and power, are needed for the process of offloading.
Hence, the optimization of resource for offloading is a key problem in NOMA MEC systems,
which has attracted a lot of interests such as [19], [20], [22]–[24]. Most of the existing works,
e.g., [19], [20], [22]–[24], only considered two offloading strategies, which are respectively OMA
and pure NOMA. Here, pure NOMA means both users share the same time to offload all the
task. Actually, there is a third strategy, which has been termed as hybrid NOMA in [25], [26]. In
the hybrid NOMA scheme, a user firstly offloads parts of its task by sharing a time slot allocated
to another user, and then solely offloads the remaining task during a time interval. The hybrid
NOMA MEC not only outperforms OMA in terms of delay but also achieves lower energy
consumption than NOMA. Practically, by using the hybrid NOMA MEC offloading scheme, the
resources of time and energy can be saved for the users with different deadlines.
In addition, it is worth pointing out that both energy consumption and delay are important
performance measures in communication systems. In order to achieve a tradeoff between energy
consumption and delay, we investigate the resource allocation for minimizing the weighted sum
of energy consumption and delay (WSED) in hybrid NOMA MEC systems. Moreover, we apply
the hybrid NOMA scheme to multiple users case, where multiple users are classified into different
groups and each group is allocated a dedicated time slot. However, the existing works [25], [26]
just considered limited number of users, i.e., two users case was studied.
Overall, in this paper, we focus on the resource allocation for minimizing the WSED for
multiple users in hybrid NOMA MEC systems, which is actually the joint optimization of power,
time, and user grouping. The contributions in this paper are summarized as follows:
• We consider minimizing the WSED with rate and deadline constraints in hybrid NOMA





























































4MEC systems, where multiple users transmit through multiple groups and each group
occupies a dedicated time slot. This is the original work in the literature.
• With given user grouping, we analyze the performance of three strategies, i.e., OMA, pure
NOMA, and hybrid NOMA, where closed-form solutions for the optimal power and time
allocation are characterized.
• The obtained closed-form solutions provide significant quantitative insights on the properties
of hybrid NOMA MEC offloading. For instance, it is proved that hybrid NOMA MEC can
be superior to OMA MEC in the cases where users have demanding delay requirements for
their task offloading. But if the user has a delay tolerant task, OMA MEC is preferred.
• By using the closed-form solutions, we further provide an efficient algorithm via matching
to deal with the user grouping. The proposed closed-form time and power allocation even
reduces the complexity of the exhaustive search for multiple users through multiple groups.
The rest of the paper is organized as follows. Section II introduces the hybrid NOMA MEC
system model and the formulated optimization problem for minimizing WSED. In Section III,
we investigate the optimal power and time allocation. In Section IV, we propose an efficient user
grouping algorithm. The simulation results of the proposed resource allocation are evaluated in
section V. In Section VI, we conclude the paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
We consider an MEC offloading scenario, wherein the base station (BS) equipped with an
MEC server serves N users with different delay and task requirements. The MEC server can
serves users in different groups and each group occupies a dedicated time slot. It is also assumed
that each time slot can be simultaneously occupied by multiple users and hence, these N users are
divided into L pairs. Let Nl ∈ {N1, · · · , NL} be the number of users in group l for l = 1, · · · , L
and UEn,l denotes user n in group l for l = 1, · · · , Nl. Since the computational capabilities of
these users are limited, the users are assumed to offload their tasks, which is computationally
intensive, timely, and inseparable, to the server.
Let Mn,l and Dn,l for n = 1, · · · , Nl respectively denote the number of bits contained in
UEn,l’s task and the computation deadline of UEn,l’s task. Without loss of generality, assume
that Mn,l = M , for n = 1, · · · , Nl, l = 1, · · · , L, and in each group, the users are ordered





























































5according to their computation deadlines, i.e., D1,l ≤ D2,l ≤ · · · ≤ DNl,l. Hence, UE1,l has the
most demanding deadline and UENl,l has the least demanding deadline.
In NOMA systems, using SIC at the receiver causes additional complexity, which is propor-
tional to the number of users performing NOMA [27], [28]. Thus, in practice, it is often assumed
that two users are paired to perform NOMA and this assumption is implemented in LTE-A [29].
In this paper, we also focus on this typical situation. In each group l, the MEC server schedules
only two users, i.e., UE1,l and UE2,l, to be served at the same time slot.
In order to better illustrate the benefit of NOMA, we should first introduce OMA MEC. In
OMA MEC systems, each user is allocated a dedicated time slot for offloading. In each group
l, according to our assumption that D1,l ≤ D2,l, UE1,l is served first. Therefore:
D1,lB ln
(





1 + pOMA2,l |h2,l|2
)
= M, (2)
where tl, satisfying 0 ≤ tl ≤ D2,l−D1,l, is the time interval solely occupied by UE2,l and pOMAn,l ,
n = 1, 2 denotes the transmit power of UEn,l. In addition, B is the bandwidth, hn,l = gn,ld−νn,l/σ
2
n,l
is the channel to noise ratio from the BS to UEn,l, where gn,l follows a Rayleigh distribution, dn,l
is the distance between UEn,l and the BS, ν is the path-loss exponent, and σ2n,l is the variance
of the additive white Gaussian noise (AWGN).
In NOMA MEC systems, in group l, the NOMA principle allows two users to simultaneously
offload their tasks to the server during D1,l to the server. Here, it is worth pointing out that UE1,l
achieves the same performance as in OMA if the message of UE2,l is decoded first. This is
because, by exploiting SIC, the message of UE1,l can be decoded by removing UE2,l’s message,
which also implies the data rate of UE2,l during D1,l is constrained as




pOMA1,l |h1,l|2 + 1
)
, (3)
where p12,l denotes the power used by UE2,l during D1,l. Actually, (3) is to ensure that the
implementation of NOMA is transparent to UE1,l [26].
In this paper, we will consider hybrid NOMA MEC in that [21] has pointed that in group l,
UE2,l needs to consume more energy in NOMA than in OMA if UE2,l completely relies on D1,l.
The time sharing scheme for hybrid NOMA strategy is shown in Fig. 1, wherein UE2,l shares
D1,l with UE1,l and then continuously transmits for another time interval after D1,l, which is
denoted by tl. In addition, the power used by UE2,l during tl is denoted by p22,l.

































































Figure 1. Time sharing scheme for hybrid NOMA strategy.
B. Problem Formulation
In this paper, we investigate the energy consumption and delay of the hybrid NOMA MEC
systems. Similar to [26], the time cost for the server to send the outcomes of the task to the users
and compute the tasks is omitted, which is negligibly small compared to the considered offloading
costs. In addition, considering the server is not energy constrained, the energy consumption at
the server is also ignored. Therefore, we consider only the energy consumption and delay of









Dl = D1,l + tl. (5)
Note that both energy consumption and delay are necessary to be considered in the process
of offloading. Similar to [30], [31], in each group l, the non-negative weight factors αl and βl
are introduced to tradeoff the energy consumption and delay. Therefore, in group l, the weighted
sum of energy consumption and delay (WSED) in hybrid NOMA MEC systems is given by
Cl = αlEl + βlDl, (6)
where αl and βl are two weight factors which indicate the weights of energy consumption and
delay. For l = 1, · · · , L, we set 0 ≤ αl, βl ≤ 1 and αl + βl = 1. In order to meet the specific
demands of users, different users are allowed to choose different weight factors. For example, if
a user is in a low battery state, to save more energy, it would choose a larger αl, i.e., put more
weight on the energy consumption. Similarly, for cases when a user is running a delay sensitive
application, to reduce the latency, the user would choose a larger βl, i.e., put more emphasise
on the time delay.
7Note that D1,l and pOMA1,l are both constants, we can optimize the resource allocation, i.e., the










In fact, the simplified WSED in (7) represents UE2,l’s performance, which is because UE1,l
experiences the same performance as OMA. Therefore, in this paper, in each group l, we focus
on the performance of UE2,l, and the resource allocation problem for minimizing WSED in





















1 + |h2,l|2 p22,l
) ≥M, l = 1, · · · , L, (9)
0 ≤ tl ≤ D2,l −D1,l, l = 1, · · · , L, (10)
p12,l ≥ 0, p22,l ≥ 0, l = 1, · · · , L, (11)
where constraint (9) indicates the rate constraint to guarantee that UE2,l’s M bits are offloaded
before D1,l + tl and (10) is the deadline constraint of UE2,l, i.e., tl +D1,l ≤ D2,l.
The resource allocation problem in hybrid NOMA MEC systems is a joint optimization
of power allocation, time allocation, and user grouping, which is a difficult mixed integer
problem. To solve this problem efficiently, we will treat user grouping, power and time allocation
separately. Specifically, assuming the user grouping is given, we first find the optimal power and
time allocation for the users in each group, which is even characterized in closed form. Then,
using the proposed optimal power and time allocation, we exploit the matching theory to optimize
the user grouping. The proposed solution will improve the system performance and dramatically
simplify the resource allocation.





























































8III. OPTIMAL POWER AND TIME ALLOCATION
In this section, assuming the user grouping is given, we focus on the optimization problem























1 + |h2,l|2 p22,l
) ≥M, l = 1, · · · , L, (13)
0 ≤ tl ≤ D2,l −D1,l, l = 1, · · · , L, (14)
p12,l ≥ 0, p22,l ≥ 0, l = 1, · · · , L, (15)
which is a nonconvex problem. Note that problem (12) can be decoupled into a series of























1 + |h2,l|2 p22,l
) ≥M, (17)
0 ≤ tl ≤ D2,l −D1,l, (18)
p12,l ≥ 0, p22,l ≥ 0, (19)
which is also a nonconvex problem. The non-convexity lies on the objective function and
constraint (17). In the following, we first achieve the optimal power allocation of users in each
group, which can be expressed as functions of the time interval of each group. Then, we further
optimize the time intervals and thus obtain the optimal power and time allocation, which can be
characterized in a closed form.
A. Optimal Power Allocation for Minimizing WSED
In this subsection, we first optimize the power by fixing the time. Note that for each group,
we have D1,lB ln
(
1 + pOMA1,l |h1,l|2
)
= M and hence the WSED minimization problem is given



















































































1 + |h2,l|2 p22,l
) ≥M,
p12,l ≥ 0, p22,l ≥ 0,
Since tl is fixed, problem (20) aims to minimize the energy consumption of these two users. In
addition, one can easily find that, in problem (20), both the objective function and constraints are
convex and hence the optimal solution can be easily obtained by using the standard optimization
tools, e.g., CVX. Furthermore, by exploiting the convex problem (20), the closed-form optimal
power allocation for problem (8) is provided in the following Theorem.
Theorem 1. The optimal solution to problem (20) is obtained in the following with three cases:












































Proof. See Appendix A.
Remark 1. In Theorem 1, by fixing tl, the optimal power allocation for problem (8) is character-
ized in three cases. The first case is the pure NOMA in which tl = 0 indicates that the two users
offload their tasks during the same time D1,l. The second case is hybrid NOMA case, which is
because p12,l and p
2
2,l are both non-zero. In the third case, we have p
1
2,l = 0 and p
2
2,l > 0, which
is OMA.
Corollary 1. For problem (20), in the hybrid NOMA case, we always have p2∗2,l > p1∗2,l.






























































Proof. See Appendix B.
According to Corollary 1, in the hybrid NOMA case, UE2,l is allocated with more power
during tl than D1,l, which is in line with our expectation. Actually, in the hybrid NOMA case,
UE2,l experiences no interference during tl while it is interfered by UE1,l during D1,l. Therefore,
UE2,l allocates a higher power during tl to achieve a lower energy consumption.
Corollary 2. For problem (20), in each group l, ENOMAl ≤ EOMAl if and only if D2,l < 2D1,l.
Proof. See Appendix C.
From Corollary 2, given D2,l < 2D1,l, the NOMA scheme achieves a higher performance. In
the following Proposition, we will further investigate the superiority of NOMA over OMA.
Proposition 1. For problem (20), given D2,l < 2D1,l, we have
∆ (tl) = E
OMA − EH−NOMA =












which is a monotonically non-increasing function and satisfies ∆ (tl)max = ∆ (D2,l −D1,l) < 0.
Proof. See Appendix D.
Proposition 1 suggests that for D2,l < 2D1,l, the largest gap between hybrid NOMA MEC
and OMA MEC is achieved at tl = D2,l − D1,l. Therefore, the optimal strategy is that UE2,l
shall consume all its time until its deadline. ”
Corollary 3. For problem (16), given D2,l < 2D1,l, αl = 1, and βl = 0, the optimal time solution
is t∗l = D2,l −D1,l.”
Proof. See Appendix B.
Remark 2. Given αl = 1, βl = 0 , WSED minimization is equivalent to minimizing energy
consumption. Therefore, to save energy, UE2,l will consume all its time, i.e., tl = D2,l − D1,l.
Compared to the pure NOMA scheme, i.e., tl = 0, the hybrid NOMA expectedly induces less
energy consumption.
Note that, in this subsection, we have optimized the power by fixing time tl, and hence only the
energy consumption is optimized. In the following subsection, we further study the optimization
of time to achieve the minimum WSED.






























































B. Optimal Time Allocation for Minimizing WSED
In this subsection, in group l, we focus on optimizing the time requested for UE2,l to transmit
solely. According to Theorem 1, the optimal power allocation is given in three cases. In the
following, when further optimizing the time, the cases of pure NOMA and hybrid NOMA are
considered together, which are termed as NOMA. Hence, we will respectively characterize the
optimal t∗l in the cases of NOMA and OMA.
1) Optimal Time Allocation for NOMA MEC: From Theorem 1, the case of NOMA corre-
sponds to the condition of 0 ≤ tl < D1,l. Since 0 ≤ tl ≤ D2,l−D1,l, we have D1,l > D2,l−D1,l,
i.e., D2,l < 2D1,l. Then, given D2,l < 2D1,l, by using the optimal powers given in Theorem 1,
in each group, the corresponding time optimization problem is:
min
tl
C (tl) , (25)















We first show that the convexity of problem (25) in the following Proposition.
Proposition 2. Problem (25) is convex.
Proof. See Appendix F.
Therefore, the optimal solution to problem (25) can be easily obtained by using standard
convex tools, such as interior method. The optimal solution is also given in closed form in the
following Proposition.
Proposition 3. Given D2,l < 2D1,l, the optimal solution to problem (25) is:
t∗l =

0, Ω < 0,
Ω, 0 ≤ Ω ≤ D2,l −D1,l
























































































Proof. See Appendix G.
Remark 3. From Proposition 3, the optimal time allocated to UE2,l to transmit solely is closely
connected with the weight factors of the energy consumption and delay, i.e., αl and βl. In the
following, we obtain the conditions of the weights for the three cases proposed in Proposition
3.
Corollary 4. For problem (25), the weight conditions for the three cases are given respectively
by C1 : t∗l = 0, C2 : t
∗
l = Ω, C3 : t
∗










































Proof. The conditions are obtained using Proposition 3 and straight forward calculus.


























is a monotonically increasing function of βl
αl
. Hence, a higher value of βl
αl
,




weight is occupied by energy consumption, induces, as expected, a larger t∗l .
Corollary 5. Given D2,l < 2D1,l and C2, or D2,l < 2D1,l and C3 , for (8), the hybrid NOMA
scheme always yields the best performance in terms of WSED.
Proof. This can be easily shown using Proposition 3 and Corollary 4.
Remark 5. As can be seen in Corollary 5, conditions C2 and C3 may correspond to a scenario
where UE2,l is in a low battery state and it would choose a larger αl. In this case, if UE2,l
completely relies on D1,l, UE2,l may need to consume more energy. Therefore, the hybrid NOMA






























































scheme is preferred. Moreover, if the weight of energy consumption is large enough, e.g., to
save energy, UE2,l chooses to finish offloading its task at its deadline, i.e., tl = D2,l −D1,l.
Furthermore, if the channel of UE2,l is weak or the deadline of UE1,l, i.e., D1,l, is small,
condition C2 and C3 might also be easily satisfied. In other words, UE2,l is a cell edge user or
UE1,l is running a delay sensitive application, the hybrid NOMA scheme is thus preferred.
2) Optimal Time Allocation for OMA MEC: If tl ≥ D1,l, from the optimal power allocation
proposed in Theorem 1, the optimal powers are obtained in the OMA case and the corresponding












s.t. D1,l ≤ tl ≤ D2,l −D1,l. (34)
One can easily find that problem (33) is feasible if and only if D2,l ≥ 2D1,l, i.e., the optimal tl
can be found if and only if D2,l ≥ 2D1,l. This conclusion is consistent with Corollary ?? that
OMA performs better than NOMA if and only if D2,l ≥ 2D1,l. In other words, if UE2,l has less
demanding delay requirements, the conventional OMA scheme induces the minimum WSED.
Hence, we assume D2,l ≥ 2D1,l and focus on solving problem (33), whose optimal solution
is characterized in the following Proposition.
Proposition 4. Given D2,l ≥ 2D1,l, the optimal solution to (33) is given by:
t∗l =

D1,l, Λ < D1,l,
Λ, D1,l ≤ Λ ≤ D2,l −D1,l

















Proof. See Appendix H.
In Proposition 4, the condition D2,l ≥ 2D1,l indicates that OMA MEC yields a better perfor-
mance than NOMA MEC and hence the proposed optimal time solution is for the OMA MEC
case. Furthermore, in order to achieve the minimum weighted sum of energy consumption and






























































delay, the optimal time solution is closely connected with the value of βl
αl
. Specifically, if αl is
large and βl is small, the optimal value of tl will be large. This is in line with our expectation
because more weight is given to the energy consumption. Conversely, in the case when αl is
small and βl is large, i.e., the system focus more on the delay minimization, the optimal value
of tl will be small.
IV. USER GROUPING VIA MATCHING
In the previous sections, the optimal resources of power and time allocation for minimizing
WSED are characterized in closed form. Then, the optimal user grouping can be found by,
e.g., checking all possible user-group matchings. However, considering the complexity of the
exhaustive search, in this section, we study the optimization of user grouping in hybrid NOMA
MEC systems. Enlightened by the optimal power and time allocation, we propose an algorithm
with low complexity to optimize the user grouping.
A. Design of User Grouping Algorithm
We consider user grouping as a two-sided matching process between the set of N users and
the set of L groups, where N = 2L since each group is shared by two users. Actually, each
group is defined by a subchannel and two users are allocated on each subchannel. Let L and
N respectively denote the sets of groups and users, which are two disjoint sets of players. By
allocating UEn in N to a group l in L, the user grouping problem is defined as follows.
Definition 1. A two-to-one matching Φ is a mapping from all the subsets of users N into the
groups set L, satisfying the following properties for UEn ∈ N and Cl ∈ L
(a) Φ (UEn) ∈ L;
(b) Φ (Cl) ⊆ N;
(c) |Φ (UEn)| = 1, |Φ (Cl)| = 2;
(d) Cl ∈ Φ (UEn)⇐⇒ UEn = Φ (Cl).
In Definition 1, property (a) and property (b) respectively indicate that each user only matches
with one group and each group can be matched with a subset of users, property (c) means that
only two users can be assigned to each group, and property (d) states that UEn and Cl are
matched with each other.






























































Remark 6. According to Definition 1, the optimization of user grouping is formulated as a two-
to-one matching problem. Considering the co-channel interference between the users in the same
group, each user’s rate is partially decided by another user sharing the same group. Therefore,
the WSED of each user depends on the user in the same group and the user grouping problem
is a matching with externalities [32]–[34].
Then, we establish the preference list of users and groups. For any UEn ∈ N and two different
groups Cl ∈ L and Cl′ ∈ L, UEn prefers group Cl rather than Cl′ can be expressed as






where WSEDUEn (Φ) is the WSED of UEn with the group Lk = Φ (UEn). In terms of groups,












where WSEDCl (Φ) is the total WSED of the users matched with group Cl.
Considering the externalities, the stable matching is difficult to obtain [35]. The reason is, with
externalities, the reactions of the users not in the group may affect the blocking possibility of the
group. In order to guarantee all the users are well matched, in the following, we will propose the
user grouping algorithm, which can achieve the solution with stability and low complexity. The
concepts of two-sided exchange matching and two-sided exchange stability [34] are exploited in
the matching process.
In a model of two-sided exchange matching, every two users in different groups can exchange
their matched groups, which is defined as the swap operation. Specifically, a swap matching
Φmn means UEn switches to UEm’s group and UEm is assigned to UEn’s group while keeping
other users’ assignment the same. The definition of swap matching is mathematically described
as follows.
Definition 2. A swap matching is denoted by Φmn = {Φ \ {(l,UEm) , (l′,UEn)} ∪ {(l,UEn) , (l′,UEm)}},
where UEm ∈ Φ (l), UEn ∈ Φ (l′), UEm ∈ Φmn (l′), and UEn ∈ Φmn (l).
With any swap operation of UEm and UEn, where Cl = Φ (UEm), Cl′ = Φ (UEn), the original
matching Φ is transformed to Φmn . However, in a swap operation, considering their own interests,
the players might not be approved by other players. In the following Definition, we introduce






























































the concept of swap-blocking pair and then we evaluate the conditions under which the swap
operations can be approved.
Definition 3. Given a matching Φ and a pair (UEm,UEn) with UEm,UEn matched in Φ, if there
exist Φ (UEm) and Φ (UEn) such that:
(a) ∀i ∈ {UEm,UEn,Φ (UEm) ,Φ (UEn)} ,WSEDi (Φmn ) ≤ WSEDt (Φ);
(b) ∃i ∈ {UEm,UEn,Φ (UEm) ,Φ (UEn)},WSEDi (Φmn ) < WSEDt (Φ);
then swap matching Φmn is approved, and (UEm,UEn) is called a swap-blocking pair in Φ.
The Definition 3 indicates that a swap matching will be approved only when the WSED of any
player does not increase, and at least one player’s WSED decreases. Using the above definitions,
the users’ behaviors in a matching are described as follows. A potential swap blocking pair might
be formed by choosing every two users in the system. Then, the BS checks whether these two
users can benefit from each other by exchange their groups without hurting the interests of
corresponding groups. After multiple swap operations, the externalities of the matching games’s
will be well handled. The matching process then reaches a stable status, which is also defined
as a two-sided exchange stable matching as follows.
Definition 4. Φ is a two-sided exchange stable matching (2ES) if Φ is not blocked by any swap
blocking pair (UEm,UEn).
Based on the Definition 4, a matching based user grouping algorithm is proposed in Algorithm
1. At the beginning, we randomly assign users into groups and obtain an initial matching Φinit.
At each round, some user searches for another user in a different group and exchange their
groups. The WSED can be updated in each group by using the proposed optimal power and
time allocation. Then, if the swap operation is approved, the swap-blocking pair is formed and
the matching is accepted. The swap matching phase is repeated until there is no users wants to
exchange with another user.
In addition,
Remark 7. Note that the optimal resource allocation characterized in this work can be exploited
not only with the proposed matching algorithm (i.e., Algorithm 1) but also with any other
grouping algorithms. Furthermore, in the simulation results, we will show that the proposed
low-complexity resource optimization method achieves a quite close performance as the globally
optimal solution found by exhaustive search.






























































Algorithm 1 Matching Based User Grouping Algorithm
1: Initialization
Obtain Φinit by Randomly matching users and groups
2: Swap matching
(1): Repeat
(2): Each UEn searches another UEm, where Φ (UEn) 6= Φ (UEm).
(3): If (UEn,UEm) is a swap-blocking pair
(4): The matching Φmn is approved.
(5): UEn and UEm exchange the groups.
(6): Set Φ = Φmn .
(7): Else
(8): UEn keeps its match.
(9): Until there is no swap-blocking pair in a new round.
3: End of algorithm
B. Properties Analysis
In this subsection, the properties in terms of effectiveness, stability, convergence, and com-
plexity are analyzed.
1) Effectiveness: : In the following Lemma, we will prove that the proposed user grouping
algorithm greatly improves the performance.
Lemma 1. The WSED of the system decreases after each swap operation.
Proof. Suppose a swap operation from Φ to Φmn . According to the proposed algorithm, a swap
operation occurs and one user has searched another user for the exchange operation, which is
approved by the two users and their groups. Hence, a swap-blocking pair has been successively
formed. Based on the preference relations in (37) and (38), the WSED of each related player
is not increased during the exchange operation. Note that the WSED of the unrelated player is







n ) . (39)
From (39), we conclude that the system WSED decreases after each successful swap operation.






























































2) Convergence:: In the following Proposition, we prove that the convergence of the proposed
algorithm can be guaranteed.
Proposition 5. Given any initial matching, the user grouping algorithm can always converge to
a stable matching.
Proof. In the user grouping algorithm, the number of users is limited, which implying the number
of potential swap operations is finite. Moreover, from Lemma 1, we know that the system WSED
decreases after each successful swap operation. Since the WSED has an lower bound, the swap
operation stop when the lower bound has been achieved. Therefore, the proposed algorithm can
always converge to a final state.
3) Stability:: Using the definition of 2ES, the stability of the user grouping algorithm is
proved as follows.
Proposition 6. The final matching generated by the user grouping algorithm is 2ES.
Proof. Assume the final matching Φfinal is not 2ES. According to Definition 4, there exists at
least one swap blocking pair which can further reduce the WSED by performing swap operation.
However, Φfinal is the final matching, which causes conflict. Therefore, the proposed algorithm
reaches a 2ES matching.
4) Complexity:: The complexity of the proposed matching based user grouping algorithm
depends on the the number of cycles in the swap operation. Considering the worst case of the
user grouping algorithm, the complexity is illustrated in the following.
Proposition 7. Given a number of cycles C, the computational complexity of the user grouping
algorithm is given as O (CN2) in the worst case.
Proof. According to the proposed algorithm, each user needs to search N − 2 users to perform
swap operation. In the worst case, all users search other in a complete cycle and hence at most
N(N − 2) times of calculations are performed in each cycle. Practically, the number of swap
operations can be reduced, which is because the user can successfully exchange with another
user and the user assigned to the same group can be skipped. Given a number of cycles C,
the computational complexity of the user grouping algorithm in the worst case is approximately
O (CN2).
































































AWGN spectral density N0 = −174dBm




In this section, the performance of the proposed optimal power, time allocation and user
grouping, i.e., the hybrid NOMA resource allocation, is evaluated. In simulations, the BS is
located at the cell center and the users are randomly distributed in a circular. Each channel
coefficient follows an i.i.d. Gaussian distribution as g ∼ CN (0, σ2), where the noise power is
σ2 = BN0. The parameters are shown in Table I.
































Figure 2. Energy consumption versus maximum deadline with different weights.
Fig. 2 and Fig. 3 respectively depict the total energy consumption and delay versus the
maximum deadline respectively using the resource allocation in hybrid NOMA MEC systems
and in OMA MEC systems with different weights. In these two figures, the maximum dead-
line is written as max {D2,l}Ll=1 and the total delay is given by D =
∑L
l=1 (D1,l + tl). The
weights of energy consumption and delay are respectively taken as αl = α = [0.1, 0.5, 0.9]
























































































Figure 3. Total delay versus maximum deadline with different weights.
and βl = β = [0.9, 0.5, 0.1] for l = 1, · · · , L. In Fig. 2 and Fig. 3, the number of bits in
the task is M = 100Kbits and the number of users is N = 10. The resource allocation, i.e.,
the joint optimization of power and time, in OMA MEC systems is also optimized similar to
NOMA MEC, i.e., we first obtain the optimal power by fixing time delay and then optimize
the time. It is seen that NOMA outperforms OMA in terms of energy consumption and delay.
In addition, one can observe that both the schemes of hybrid NOMA MEC and OMA MEC
achieve a smaller energy consumption with a larger allocated weight α. This is because, a larger
α means that, compared to delay minimization, the system puts more effort to minimize the
energy consumption. Similarly, it also can be easily found that given a lager value of β, these
two schemes achieves a smaller delay, which is because a lager value of β implies that the
system puts more efforts to minimize the delay.
In Fig. 4 and Fig. 5, we respectively evaluate the energy consumption and delay versus the
number of bits in the task with different weights. In these two figures, the maximum deadline
is taken as Dmax = 15ms and the number of users is N = 10. One can see similar phenomenon
as Fig. 2 and Fig. 3 that a higher α induces lower energy consumption and larger delay and
the energy consumption becomes larger and delay becomes lower with a higher β. In addition,
the proposed hybrid NOMA MEC scheme outperforms the conventional OMA MEC scheme.
Moreover, the performance gap becomes larger when the number of bits in the task increases.
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Figure 4. Energy consumption versus the number of bits in the task with different weights.
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Figure 5. Total delay versus the number of bits in the task with different weights
Fig. 6 displays the total cost, i.e., the total weighted sum of energy consumption and delay, in
this hybrid NOMA MEC system versus the number of users with different maximum deadlines.
In this figure, the number of bits in the task is M = 80Kbits and the weights are taken as
αl = βl = 0.5 for l = 1, · · · , L. As expected, the proposed hybrid NOMA MEC scheme
outperforms the conventional OMA scheme. Furthermore, with the increasing of the number of
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Figure 6. Total cost versus the number of users with different maximum deadline.
the users, the performance gap becomes larger. In addition, it is found that a higher maximum
deadline induces a lower cost. This is because with a higher maximum deadline, the energy
consumption will decrease.
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NOMA UG  Dmax=10ms
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Figure 7. Total cost versus the number of bits in the task with different maximum deadline.
In Fig. 7, with different maximum deadline, we compare the total cost using the proposed
user grouping (US) algorithm with the method of exhaustive search (ES) in hybrid NOMA MEC






























































systems, and in OMA MEC systems. Considering the high complexity of ES, the number of
users is set as N = 6. The weights are taken as αl = βl = 0.5 for l = 1, · · · , L. One can see
the similar phenomenon as in Fig. 2 to Fig. 6 that hybrid NOMA MEC performs better than
OMA MEC. Furthermore, the performance achieved using the proposed methods is very close
to the globally optimal value. Therefore, with low complexity, the proposed resource allocation
achieves near-optimal performance.
VI. CONCLUSION
In this paper, we studied the resource allocation, i.e., the joint power, time allocation and user
grouping, in hybrid NOMA MEC systems to minimize the WSED. Three strategies, i.e., pure
NOMA, hybrid NOMA and OMA, were considered and the corresponding optimal power and
time allocation solutions in closed forms were characterized. We also showed that all the three
strategies might possibly happen to the users when taking different values of weight factors,
deadlines, and channel gains. In addition, using the proposed closed-form power and time
allocation, we proposed an efficient user grouping algorithm to solve the resource allocation
problem for multiple users in hybrid NOMA MEC systems. The simulation results showed that
the proposed resource optimization method for hybrid NOMA MEC over performed OMA MEC
in terms of energy consumption and delay.
APPENDIX
A. Proof of Theorem 1
1) The Case of tl = 0: Firstly, we consider the special condition of tl = 0, i.e., the pure












−M ≥ 0, (41)
p12,l ≥ 0, (42)
Note that (40) is a monotonically increasing function of p12,l and from constraint (41), the lower







































































2) The Case of 0 < tl < D1,l: Since problem (20) is a convex problem, we can exploit the








)− λ1Ξ− λ2p12,l − λ3p22,l, (44)
where
Ξ = D1,lB ln
(






1 + |h2,l|2 p22,l
)−M, (45)
λi ≥ 0 for i = 1, 2, 3 are the Lagrangian multipliers. Then the Karush-Kuhn-Tucker (KKT)
conditions are given as follows
∂L
∂p12,l




1 + |h2,l|2 p12,le
−M
D1,lB
− λ2 = 0, (46)
∂L
∂p22,l
= αltl − λ1 tlB |h2,l|
2
1 + |h2,l|2 p22,l
− λ3 = 0, (47)
λ1Ξ = 0, (48)
λ2p
1
2,l = 0, (49)
λ3p
2
2,l = 0. (50)
Here, it is worth pointing out that λ2 > 0, λ3 > 0 is not possible. This is because, if λ2 > 0, λ3 >
0 , from (49) and (50), we will have p12,l = 0, p
2
2,l = 0, which can not satisfy the constraint
Ξ ≥ 0. In addition, from (46) or (47), the impossible case λ2 > 0, λ3 > 0 implies λ1 > 0.
Therefore, we focus on three cases, i.e., λ1 > 0, λ2 = 0, λ3 = 0, λ1 > 0, λ2 > 0, λ3 = 0, and
λ1 > 0, λ2 = 0, λ3 > 0.
In the case of λ1 > 0, λ2 = 0, λ3 = 0, we easily have p12,l > 0, p
2
2,l > 0 from (49) and (50),
and hence this case can be termed as hybrid NOMA. Using (46) and (47), we have
p12,l =






λ1B |h2,l|2 − αl
αl |h2,l|2
, (52)

































































































Here, given 0 < tl < D1,l, the optimal solution in (54) satisfies the constraint pi∗2,l ≥ 0 for
i = 1, 2. Note that, by fixing tl, the optimization problem (20) aims to minimize the energy














In the case of λ1 > 0, λ2 > 0, λ3 = 0, it is easy to have








from (48), (49), and (50), which is the OMA scheme. Therefore, the minimum energy consump-



















from (48). This case corresponds to an extreme situation where all the power of UE2,l is allocated
to D1,l , which is termed as pure NOMA. Then, in the pure NOMA scheme, the minimum energy













Although there exist three cases where 0 < tl < D1,l, we prove that only hybrid NOMA
achieves the minimum energy consumption. On one hand, we compare the hybrid NOMA with
OMA. From (55) and (57), we have
EH−NOMA∗ − EOMA∗ = αl|h2,l|2
(




























































































In order to identify whether (60) is positive or negative, we define





























We then define another function g (x) as
g (x) = (1− x) ex, (63)
which is a monotonically non-increasing function of x ≥ 0 in that we have
dg (x)
dx
= −xex ≤ 0. (64)






















tl > D1,l. Therefore,
f (tl)max = f (D1,l) = 0. (66)
Given 0 < tl < D1,l, we always have
EH−NOMA∗ < EOMA∗. (67)
On the other hand, the pure NOMA case is compared to the hybrid NOMA case. From (55) and
(59), we have
EH−NOMA∗ − ENOMA∗ = αl|h2,l|2
(





























B(D1,l+tl) − 1 = g
(
2M
B (D1,l + tl)
)
− g (0) , (70)






























































Here, function g (x) has been defined in (63), which is monotonically non-increasing. There-
fore, since 2M
B(D1,l+tl)




B (D1,l + tl)
)
− g (0) ≤ 0, (71)
implying dw(tl)
dtl
≤ 0, therefore w(tl) is also a monotonically non-increasing function of tl. Hence,
the maximum value of w (tl) is given by
w (tl) max = w (0) = 0. (72)
Since 0 < tl < D1,l, we have
EH−NOMA∗ < ENOMA∗. (73)
Combining (67) and (73), the hybrid NOMA case, i.e., the case of λ1 > 0, λ2 = 0, λ3 = 0,
yields the minimum energy consumption. Therefore, by fixing time tl, given the condition of
0 < tl < D1,l, the optimal power allocation is obtained in the scheme of hybrid NOMA.
3) The Case of tl ≥ D1,l: Note that the optimal pi∗2,l, i = 1, 2 obtained in (54) can satisfy
the constraint pi∗2,l > 0, i = 1, 2 only if tl < D1,l. However, if tl ≥ D1,l, the optimal solution is
not achieved in the hybrid NOMA case. The optimal solution is achieved in the case of OMA
or pure NOMA. In the following, it is proved that if tl ≥ D1,l, the optimal solution is achieved
in the OMA case. According to (57) and (59), the energy consumption gap between OMA and
pure NOMA is given by







































− g (0) , (76)
where the monotonically non-increasing function g (x) has been defined in (63). Here, since
M
Btl
≥ 0, we have du(tl)
dtl
≤ 0 from (76), which implies function u(tl) is monotonically non-
increasing. With the condition of tl > D1,l, we have





































































Using (77) and (74), it is easy to show that























implying EOMA∗ < ENOMA∗. Therefore, in the condition of tl ≥ D1,l, the optimal solution is
achieved in the case of OMA, i.e.,








B. Proof of Corollary 1
According to Theorem 1, in the hybrid NOMA case, the gap between the powers consumed
during D1,l and tl is given by

















implying p1∗2,l ≤ p2∗2,l.
C. Proof of Corollary 2
First, we prove the sufficient condition. According to Theorem 1, NOMA outperforms OMA
when 0 ≤ tl < D1,l. In addition, since 0 ≤ tl ≤ D2,l − D1,l, we have D2,l − D1,l < D1,l, i.e.,
D2,l < 2D1,l.
We then prove the necessary condition. Given D2,l < 2D1,l, i.e., D2,l −D1,l < D1,l, from the
constraint 0 ≤ tl ≤ D2,l −D1,l, we obtain 0 ≤ tl < D1,l and hence NOMA outperforms OMA
according to Theorem 1.
D. Proof of Proposition 1
Since 0 ≤ tl ≤ D2,l − D1,l and D2,l < 2D1,l, we easily have 0 ≤ tl < D1,l. Therefore, by


































































































which has been proved to be a monotonically non-decreasing function for tl < D1,l in the proof
of Theorem 1 in (60). Given 0 ≤ tl ≤ D2,l−D1,l < D1,l, we have ∆ (tl)max = ∆ (D2,l −D1,l) <
∆ (D1,l) = 0. This completes the proof.
E. Proof of Corollary 3
Since 0 ≤ tl ≤ D2,l −D1,l and D2,l < 2D1,l, we easily have 0 ≤ tl < D1,l. Therefore, from









































where g (x) is a monotonically non-increasing function of x ≥ 0, which has been defined in
(63). Since 2M
B(D1,l+tl)





− g (0) ≤ 0 and dEl
dtl
≤ 0. Therefore, El (tl)
is a monotonically non-increasing function, and hence El (tl)min = El (D2,l −D1,l).
F. Proof of Proposition 2
In problem (25), the constraint (26) is linear, thus we focus on investigating the convexity of





|h2,l|2B (D1,l + tl)3
e
2M
B(D1,l+tl) ≥ 0, (84)
implying function C (tl) is convex, which completes the proof.
G. Proof of Proposition 3














+ βl = 0, (85)
thus (
2M











































































Hence, by using the Lambert function, the unique root of (85) is given as tl = Ω. Here,
since 2M
B(D1,l+tl)






. Note that tl ranges from zero to D2,l −D1,l, we should consider three cases
to characterize the minimum point of function C (tl). Firstly, if Ω < 0, we have
Cmin (tl) = C (0) , (87)
which is the pure NOMA case and UE2,l can offload its task within D1,l. Secondly, if 0 ≤ Ω ≤
D2,l −D1,l, we have
Cmin (tl) = C (Ω) , (88)
implying UE2,l can offload its task before its deadline. Finally, if Ω > D2,l −D1,l, we have
Cmin (tl) = C (D2,l −D1,l) , (89)
which means UE2,l also offloads its task before its deadline.



























+ βl = 0, (91)










Btl ≥ 0, (92)
indicating that Λ is a maximizer. However, since the constraint (34), i.e., D1,l ≤ tl ≤ D2,l−D1,l,
we should consider three cases to identify the optimal point. If Λ > D2,l −D1,l, we have
Gmin (tl) = G (D1,l) . (93)
In cases where D1,l ≤ Λ ≤ D2,l −D1,l, the optimal function value is given by
Gmin (tl) = G (Λ) . (94)
Finally, when Λ < D1,, the corresponding optimal function value is
Gmin (tl) = G (D2,l −D1,l) . (95)
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revising your manuscript, please pay attention to the following three aspects:1, better motivate
the blending of the hybrid NOMA and MEC technique and also the formulated problem; 2,
clarify the issues on some important assumptions made in the paper, including the assumption
that the most demanding task-deadline should be served first and the assumption on the delay;
3, provide some theoretical analysis results and more discussions on Algorithm 1 such as its
scalability, global solution, convergence, and complexity.
Response: We sincerely thank you for sacrificing time to handle the review process of our
paper and your helpful suggestion.
First, to address the reviewers’ concerns on the motivation of the hybrid NOMA MEC scheme
and the formulated problem, we provide the following explanation.
The reason why we integrated hybrid NOMA and MEC is given as follows:
1) In NOMA MEC systems, two users are allowed to simultaneously offload their tasks to
the server. Therefore, compared to OMA, i.e., TDMA, the delay in NOMA MEC systems
is reduced.
2) Moreover, [21] has pointed that in group l, UE2,l has to consume more energy in NOMA
than in OMA if UE2,l completely relies on D1,l. Hence, the hybrid NOMA, i.e., UE2,l first
shares D1,l with UE1,l and then is allocated with another time interval to complete the task
offloading, was studied.
3) In practice, hybrid NOMA MEC can often be used when users have various deadlines. In
a hybrid NOMA MEC system, both of the time and energy consumption can be greatly
saved by reusing the offloading time of the users who have urgent tasks.
In addition, the motivation of the formulated problem is as follows:
1) In the literature, it has been proved that the integration of NOMA and MEC can not only
avoid sever delay but also reduce energy consumption [19][20]. Hence, in this paper, we
optimized both of the delay and energy consumption, i.e., the weighted sum of energy
consumption and delay.
2) In each group l, the non-negative weight factors αl and βl are respectively introduced
to tradeoff the energy consumption and delay. In order to meet the specific demands of





























































3users, different users are allowed to choose different weight factors. Practically, if a user
is in a low battery state, it would choose a larger αl, i.e., put more weight on the energy
consumption, to save more energy. Similarly, in case that a user is running a delay sensitive
application, the user would choose a larger βl, i.e., put more emphasise on the time delay,
to reduce the latency.
3) The formulated problem is meaningful to the practical systems and exploits the full
advantage of the combination of NOMA and MEC.
Second, thank you for mentioning the issue of the assumptions in this paper, which stimulates
us to describe the assumptions more carefully. On the one hand, the assumption that the most
demanding task-deadline should be served first is actually for the OMA scheme. In the OMA
MEC system, each user occupies a dedicated time slot and the most demanding task-deadline
should be served first. Differently, in the proposed hybrid NOMA MEC system, all the users
are allowed to simultaneously offload their tasks to the server. Therefore, this assumption is not
for our work. In the revised paper, we have removed this assumption for hybrid NOMA MEC
in the second paragraph in Section II-A as follows:
“Hence, UE1,l has the most demanding deadline and UENl,l has the least demanding deadline.”
On the other hand, the assumption on the delay, i.e., D1,l ≤ D2,l ≤ · · · ≤ DNl,l, l = 1, · · · , L,
is closely related to the proposed hybrid NOMA scheme. In our paper, in each group l, the users
are ordered according to their deadlines. Specifically, for Nl = 2, l = 1, · · · , L, i.e., each group
has two users, UE1,l has a more demanding deadline and UE2,l has a less demanding deadline.
After using successive interference cancelation (SIC), the message of UE1,l can be decoded by
removing UE2,l’s message while UE2,l treats UE1,l’s message as interference. Moreover, given
D1,l ≤ D2,l, UE2,l first offloads its task by sharing a time slot with UE1,l, and then solely
offloads during a time interval. Practically, there always exist tasks with various deadlines and
the proposed hybrid NOMA MEC can be used to save energy consumption and delay.
In addition, in this paper, the time for the edge-server to send the outcomes of the task and
compute the task is omitted, as it is negligibly small than the offloading costs. In the revised
paper, we have stated this in the first paragraph in Section II-B as follows:
“Similar to [25][26], the time cost for the server to send the outcomes of the task to the
users and compute the tasks is omitted, which is negligibly small compared to the considered
offloading costs. ”
We sincerely thank the reviewers for their helpful comments. To address the reviewers’





























































4concerns on the properties of proposed algorithm, we have added a subsection, i.e., Section IV-
B, to theoretically analyze the properties of the proposed user grouping algorithm. The stability
of the user grouping algorithm is proved in the following Proposition:
“Proposition 6. The final matching generated by the user grouping algorithm is 2ES.”
Note that the global optimal solution needs exhaustive search with high complexity. In this
paper, the proposed algorithm solution greatly saves the costs with low complexity. The following
lemma has been added to prove that the proposed user grouping algorithm indeed improves the
performance.
“Lemma 1: The WSED of the system decreases after each swap operation.”
To show that the convergence of the proposed algorithm, in the revised paper, we have added
the following Proposition:
“Proposition 5. Given any initial matching, the user grouping algorithm can always converge
to a stable matching.”
The complexity of the user grouping algorithm depends on the number of cycles in the swap
operation. Considering the worst case of the user grouping algorithm, the complexity is illustrated
in the following Proposition:
“Proposition 7. Given a number of cycles C, the computational complexity of the user
grouping algorithm is given as O (CN2) in the worst case.”
To make this response letter not too long, the proofs of the added Lemma and Propositions
are not shown here and we would like to refer you to Section IV-B of the revised version for
details.
Finally, we would like to thank you again for your positive decision and constructive com-
ments, which have helped us improve the quality of the paper.





























































5RESPONSE TO REVIEWER 1
Comment: The paper considers the special case of MEC offloading, when a mix of OMA
and NOMA can be applied, that is, for a time period transmitters transmit at the same time,
and this period is followed by another one, when only one of the transmitters is transmitting.
The overall objective is to minimize transmission power under delay constraints. This is mixed
with a problem formulation where the decrease of both the power and the transmission time is
of interest. The paper is well in line with the MEC and NOMA research in recent years.
While the topic is of interest, there are several weaknesses that decrease the value of the
presented work.
Response: Thank you very much for acknowledging our contributions and also for your
insightful comments, which helped us improve the paper quality. We have revised our paper
following your suggestions.
Comment: 1. I do not feel that the problem formulation with the weighted sum of energy
consumption and delay is motivated in this paper. I would suggest to skip that part, or motivate it
seriously (note that the maximum transmission delay is an input parameter for the optimization).
In this case, however, the remaining contribution is not that much (mainly the proof of equation
25).
Response: Thank you for the comment. It has been proved that integrating MEC and NOMA
can not only avoid sever delay but also reduce energy consumption [19][20]. Hence, in this
paper, we consider optimizing both of the energy consumption and delay, i.e., the weighted sum
of energy consumption and delay. Specifically, in each group l, the non-negative weight factors
αl and βl are respectively introduced to tradeoff the energy consumption and delay. In order
to meet the specific demands of users, different users are allowed to choose different weight
factors. For example, if a user is in a low battery state, it would choose a larger αl, i.e., put
more weight on the energy consumption, to save more energy. Similarly, in case that a user is
running a delay sensitive application, the user would choose a larger βl, i.e., put more emphasise
on the time delay, to reduce the latency. Therefore, the problem formulation is meaningful to
the practical systems and exploits the full advantage of the combination of NOMA and MEC.
Comment: 2. The key element of the problem formulation is that the transmission of one of
the messages in the NOMA scheme is not optimized at all. It is assumed, that this transmission
uses the entire time until its deadline. The authors should show that this is the optimal choice.





























































6Response: Thank you for the comment. In this paper, we considered the hybrid NOMA MEC
strategy where UE2,l shares D1,l with UE1,l and then continuously transmits for another time
interval tl ≥ 0 after D1,l. It is worthy pointing out that UE1,l achieves the same performance as
in OMA because the message of UE2,l is decoded first. By exploiting successive interference














which is a constant. Therefore, we did not optimize the transmission of UE1,l ’s message in the
hybrid NOMA MEC system.
Furthermore, in the following, we will prove that, finishing UE1,l’s transmission at its deadline














which is decreasing with k and achieves the minimum value when k = D1,l. In addition, in
group l, the hybrid NOMA MEC scheme implies the delay is Dl = D1,l + t ≥ D1,l. Therefore,
to achieve the best performance, UE1,l shall finish its transmission at its deadline.
Comment: 3. The authors should elaborate a bit on hybrid NOMA, that requires that a part
of a message is decoded, before the entire message arrives (message of UE_2 in the paper). Is
it always possible or does it require special coding schemes?
Response: Thank you for the comment. The scale of task is generally much larger than that
of a packet. In fact, the task of UE2,l contains a lot of small packets and each small packet can
be independently encoded and decoded. Thus, in the proposed hybrid NOMA, in each group l,
some small packets in UE2,l’s task are first decoded within D1,l and the remaining packets are
then been decoded within the time interval tl.





























































7Comment: 4. The authors state that the problem of optimal power and time allocation is
a non-convex problem. It needs to be proved. Moreover, the statement then that "However in
the following we are able to find the optimal power and time allocation in closed form" needs
justification. Specifically, the results of subsections A and B need to be coupled to get the final
solution.
Response: Thank you for the comment. The non-convexity of the formulated problem (16)







































1 + |h2,l|2 p22,l
)−M ≥ 0,















1 + |h2,l|2 p22,l
)−M.


















One of H2’s eigenvalues is
λ =
−D1,lB |h2,l|4(|h1,l|2 pOMA1,l + |h2,l|2 p12,l + 1)2 < 0,







convex, i.e. the constraint (17) is not convex.





























































8In addition, we would like to emphasize that the obtained closed form solution is optimal
for problem (16). Here, we illustrate the optimality of our solution. First of all, the original























1 + |h2,l|2 p22,l
) ≥M, (3)
0 ≤ tl ≤ D2,l −D1,l, (4)
p12,l ≥ 0, p22,l ≥ 0. (5)
Then, problem (2) can be decomposed into two subproblem, one is the power optimization






















1 + |h2,l|2 p22,l
) ≥M,
p12,l ≥ 0, p22,l ≥ 0,
which is convex and the optimal power solutions are characterized in Theorem 1. The other is
the time optimization problem:
min
tl
C (tl) , (7)
s.t. 0 ≤ tl ≤ D2,l −D1,l, (8)














There is not any loss of optimality in the above process. Furthermore, it can be verified that
C (tl) is convex. Therefore, (7) is a convex problem, whose solution can be efficiently found
via standard convex optimization tools, e.g., CVX. Nevertheless, in our paper, we analytically
characterized the optimal solution in Proposition 3. Therefore, our solution, i.e., the power and
time allocation, is optimal.





























































9Follow your advice, in the revised paper, to clarify the non-convexity of the original problem
and the optimality of the proposed solutions, we have added the content below problem (16) in
the first paragraph in Section III as follows:
“The non-convexity lies on the objective function and constraint (17). In the following, we
first achieve the optimal power allocation of users in each group, which can be expressed as
functions of the time interval of each group. Then, we further optimize the time intervals and
thus obtain the optimal power and time allocation, which can be characterized in a closed form.
”
Comment: 5. The authors propose the grouping of the users based on matching, formulating
the problem as matching with externalities. The theoretical content of this part is very weak and
should be improved significantly:
- Why is this a good approach to form the pairs? In which sense will the result be good?
- The authors write that "Considering the externalities, the stable matching is difficult to
obtain." Difficult in which sense? If it is very difficult, why to follow this approach? The difficulty
level should be defined formally, and the decision to use this method should be motivated.
- As I understand, there are conditions for the matching with externalities to stabilize. Are
these conditions met in this case?
- Finally, I am not sure that the steps of the matching process needs to be described, since it
is given in the related literature.
Response: Thank you for the comment. Firstly, the user grouping problem is actually an
integer programming. The global optimal solution can only be found with exhaustive method,
whose complexity increases exponentially with the number of users. Hence, in this paper, we
consider the user grouping as a two-side many to one matching. The groups and users act
as two sets of players and interact with each other to maximize the weighted sum of energy
consumption and delay. By using the matching theory, we provided a mathematically tractable
and low-complexity solution for the combinational problem. In addition, in the revised paper, we
have added a lemma to illustrate that the system performance is improved by using the proposed
algorithm, which is given by
“Lemma 1. The WSED of the system decreases after each swap operation.”
To make this response letter not too long, the proofs of this added Lemma and the following
Proposition are not shown here and we would like to refer you to Section IV-B of the revised































































Secondly, in the presence of externalities, a deviating group need to consider the reactions of
the other users because they may affect the blocking possibility of the group. Therefore, the final
solution is difficult to obtain. The reason why we chose the matching method is the proposed
algorithm is able to achieve a two-side exchange stability with limited number of iterations.
Furthermore, the system weighted sum of energy consumption and delay decreases after each
swap operation and hence the solution greatly improves the system performance. In the revised
paper, we have described the difficulty and motivation of the proposed method in the sixth
paragraph in Section IV-A:
“Considering the externalities, the stable matching is difficult to obtain. The reason is, with
externalities, the reactions of the users not in the group may affect the blocking possibility of the
group. In order to guarantee all the users are well matched, in the following, we will propose the
user grouping algorithm, which can achieve the solution with stability and low complexity. The
concepts of two-sided exchange matching and two-sided exchange stability [34] are exploited in
the matching process.”
Then, regarding the stability of the proposed algorithm, in the revised paper, we have proved
that the proposed user grouping algorithm can always achieve the stability. Proposition 6 has
been added to illustrate the stability of the proposed algorithm in Section IV-B as follows:
“Proposition 6. The final matching generated by the user grouping algorithm is 2ES.”
Finally, in this paper, we briefly described the steps of the matching process to make this
work integral. Although this matching theory has been widely used in the literature, we used
this method for different objective, i.e., minimizing the weighted sum of energy consumption
and delay. Moreover, the provided optimal power and time solutions are integrated with the
user grouping algorithm. Therefore, I think it is necessary to briefly describe the steps of the
matching process.
Comment: 6. The part on Theorem 1 and related Corollaries and Propositions should be
rewritten. It is very hard to follow, and feels to be unnecessarily complicated. Among others, no
intuitive explanations should be given after formal proofs, they do not feel well justified (e.g.,
the texts after Corollaries 1 and 2 and Proposition 1). I would also move the proofs to the main
body of the paper.
Response: Thank you for the advice. Regrading to Theorem 1, since the optimal power






























































solutions, i.e., p1∗2,l and p
2∗
2,l, depends on the value of tl, the description of Theorem 1 is a bit
complex. We are vey sorry about the complex form but we have tried our best to clarify the
Theorem. In the revised paper, we have updated this Theorem in a compact form.
Moreover, we have rewritten the following Corollaries, Proposition and the explanations after
Corollary 1, Corollary 2, and Proposition 1 in Section III-A:
“Corollary 1. For problem (20), in the hybrid NOMA case, we always have p2∗2,l > p1∗2,l.
According to Corollary 1, in the hybrid NOMA case, UE2,l is allocated with more power
during tl than during D1,l, which is in line with our expectation. Actually, in the hybrid NOMA
case, UE2,l experiences no interference during tl while it is interfered by UE1,l during D1,l.
Therefore, UE2,l allocates a higher power during tl to have a lower energy consumption.
Corollary 2. For problem (20), in each group l, ENOMAl ≤ EOMAl if and only if D2,l < 2D1,l.
From Corollary 2, given D2,l < 2D1,l, the NOMA scheme achieves a higher performance. In
the following Proposition, we will further investigate the superiority of NOMA over OMA.
Proposition 1. For problem (20), given D2,l < 2D1,l, we have
∆ (tl) = E
OMA − EH−NOMA =












which is a monotonically non-increasing function and satisfies ∆ (tl)max = ∆ (D2,l −D1,l) < 0.
Proposition 1 suggests that for D2,l < 2D1,l, the largest gap between hybrid NOMA MEC
and OMA MEC is achieved at tl = D2,l − D1,l. Therefore, the optimal strategy is UE2,l shall
consume all its time until its deadline. ”
Corollary 3. For problem (16), given D2,l < 2D1,l, αl = 1, and βl = 0, the optimal time
solution is t∗l = D2,l −D1,l.”
In addition, considering the content of the proofs is too much, especially the proof of Theorem
1, we think it would better put these proofs in the Appendix.
Comment: 7. Proof of Corollary one seem to use that M
BD1,l
< 1. Is it always true?
Response: Thank you for the query. We kindly disagree with your opinion. We always have
M
BD1,l
≥ 0 and hence e
M
BD1,l ≥ 1. Therefore, in the proof of Corollary 1, we have















































































implying p1∗2,l ≤ p2∗2,l.
Comment: 8. Page 5: is the exact path loss model (Rayleigh distribution) is relevant?
Response: Thank you for the query. In this work, similar to [27][28], the channels are assumed
to be independent and identically distributed.
Comment: 9. Page 4 and 5: in the model the channel coefficient seem to depend on the group
(as well as on the node). Does it mean that a group is actually defined by a sub-channel? This
should be clearly stated. This would make the section on user grouping easier to understand as
well.
Response: Thank you for the advice. We agree with your opinion. In this paper, each group
is actually defined by a sub-channel. In the revised paper, we have clearly stated this in the first
paragraph in Section IV-A:
“Actually, each group is defined by a subchannel and two users are allocated on each sub-
channel.”
Comment: 10. Page 14, definition 1: notation needs to be defined.
Response: Thank you for reminding us. Φ denotes a two-to-one matching and is a mapping
from all the subsets of users N into the groups set L. In the revised paper, the Definition 1 in
Section IV-A has been updated as follows.
“Definition 1. A two-to-one matching Φ is a mapping from all the subsets of users N into the
groups set L, satisfying the following properties for UEn ∈ N and Cl ∈ L
(a) Φ (UEn) ∈ L;
(b) Φ (Cl) ⊆ N;
(c) |Φ (UEn)| = 1, |Φ (Cl)| = 2;
(d) Cl ∈ Φ (UEn)⇐⇒ UEn = Φ (Cl).”
Comment: 11. Page 18 and on: the various terms of delay are not explained. What is D_max?
What is Maximum deadline? What is Total Delay? How can the Total Delay be more than the
Maximum Deadline?
Response: Thank you for the comment. In this paper, the maximum deadline is max {D2,l}Ll=1.
Total deadline is given by D =
∑L
l=1 (D1,l + tl), which is the sum deadline of the users through
all groups and hence can be more than the maximum deadline. In the revised paper, we have






























































added the explanations of the maximum deadline and total delay in the second paragraph in
Section V as follows:
“In these two figures, the maximum deadline is written as max {D2,l}Ll=1 and the total delay
is given by D =
∑L
l=1 (D1,l + tl).”
Comment: 12. Results: It would be nice if the numerical results would demonstrate the
theoretical results of the paper, e.g. the results of Theorem 1.
Response: Thank you for the advice. The following figure displays the numerical and theoret-
ical results of the paper, i.e., the optimal power and time allocation proposed in Theorem 1 and
Proposition 3. In this figure, the numerical solution is computed via the interior point method.
One can observe that the theoretical solutions perfectly match the numerical ones, indicating the
accuracy of the theoretical solutions.























Figure 1. Total cost versus the maximum deadline.
However, due to the limited space, we are very sorry that we cannot put this figure in the
revised paper.






























































RESPONSE TO REVIEWER 2
Comment: The paper investigates the technologies of hybrid NOMA and MEC, in which a
user may firstly offload parts of its task by sharing a time slot with another user, and then solely
offloads the remaining task during a time interval. This paper focuses on the downlink hybrid
NOMA MEC systems, where multiple users are classified into different groups and each group
is allocated a dedicated time slot. In order to achieve a tradeoff between energy consumption
and delay, the paper introduces the weight factors and the resources of power, time, and user
grouping are optimized to minimize the weighted sum of energy consumption and delay. In
particular, the paper characterizes the optimal power and time allocation in closed form. By
incorporating the matching algorithm with the optimal power and time allocation, the paper
proposes an efficient method to optimize user grouping. Overall, the topic of this paper is very
interesting and timely. The proposed modeling of hybrid NOMA and MEC is interesting, and
the design of solution methodology for finding the solution is novel. The whole paper is also
well organized and presented. The reviewer just has some comments that may help improve the
quality of this paper.
Response: We sincerely thank the reviewer for sacrificing time to review our paper and
acknowledging our contributions. In the following, we will carefully address your concerns.
Comment: 1. In the modeling part, the paper assumes that the UE with the most demanding
task-deadline should be served first. The reviewer is curious whether this is a must-assumption
for the following analysis in this paper or not. What if the other orders are used? In addition,
the paper mainly focuses on the transmission delay in MEC, while the computation delay at the
edge-server is not considered. This point should be clearly stated in the system model.
Response: Thank you for the comment. Actually, the assumption that the user with the most
demanding deadline should be served first is used in the conventional OMA scheme. Differently,
in the NOMA MEC system, all the users are allowed to simultaneously offload their tasks to
the server. In the revised paper, we have removed this assumption for hybrid NOMA MEC in
the second paragraph in Section II-A as follows:
“Hence, UE1,l has the most demanding deadline and UENl,l has the least demanding deadline.”
In addition, in this paper, similar to [25][26], the time for the edge-server to compute is
omitted, as it is negligibly small compared to the considered offloading costs. Following your
advice, we have stated this in the first paragraph in Section II-B as follows:






























































“Similar to [25][26], the time cost for the server to send the outcomes of the task to the
users and compute the tasks is omitted, which is negligibly small compared to the considered
offloading costs. ”
Comment: 2. Above eq. (7), the paper states that “D1,l and pOMA1,l are both constants, . . . ”.
Please explain why are they both constant? To minimize the total consumption and delay, I feel
that we can also jointly tune the values of D1,l and pOMA1,l . Specifically, in order to minimize
the total energy consumption and delay, UE1,l probably can finish its transmission earlier than
D1,l .
Response: Thank you for the comment. D1,l is the given deadline of UE1,l and hence is a
constant. In addition, UE1,l achieves the same performance as in OMA because the message of
UE2,l is decoded first. By exploiting SIC, the message of UE1,l can be decoded by removing
UE2,l ’s message and thus we have
D1,lB ln
(










which is also a constant.
Furthermore, in the following, we will prove that, finishing UE1,l’s transmission at its deadline














Note that, from (11), pOMA1,l is decreasing with k and achieves the minimum value when k = D1,l.
In addition, in group l, the hybrid NOMA MEC scheme implies the delay is Dl = D1,l+t ≥ D1,l.
Therefore, to achieve the minimum weighted sum of energy consumption and delay, UE1,l shall
finish its transmission at its deadline.
Comment: 3. Proposition 4 is an interesting result in this paper. Could this paper provide
any explanations on the rationale behind Proposition 4?






























































Response: Thank you for the advice. Firstly, given D2,l ≥ 2D1,l, which corresponds to a
scenario in which UE2,l has less demanding delay requirements, OMA MEC will yield a better
performance than NOMA MEC. Therefore, this proposition provides the optimal time allocation
in the OMA MEC case. Furthermore, according to Proposition 4, the values of αl and βl will
affect the optimal time allocation. In the revised paper, to better illustrate the rationale behind
Proposition 4, we have rewritten the last paragraph in Section III-B as follows:
“In Proposition 4, the condition D2,l ≥ 2D1,l indicates that OMA MEC yields a better
performance than NOMA MEC and the proposed optimal time solution is for the OMA MEC
case. Furthermore, in order to achieve the minimum WSED, the optimal time solution is closely
connected with the value of βl
αl
. Specifically, if αl is large and βl is small, the optimal value of
tl will be large. This is in line with our expectation because more weight is given to the energy
consumption. Conversely, in the case when αl is small and βl is large, i.e., the system focuses
more on the delay minimization, the optimal value of tl will be small.”
Comment: 4. Algorithm 1 is an important contribution in this paper for finding the grouping
of UEs for matching. However, Algorithm 1 is somewhat intuitive, and just for the purpose of
reaching a stable matching solution. It will be more interesting for the paper to discuss how
Algorithm 1can help to achieve the matching solution that can also minimize the total cost
function of all users as in (8).
Response: Thank you for the comment. Actually, by using the proposed algorithm, the
matching solution is not only stable but also minimizes the total cost function of all users. Note
that the global optimal solution can only be found with exhaustive search with high complexity.
The proposed algorithm solution can greatly save the cost with low complexity. In the revised
paper, we have added a Lemma which proves that after each swap operation, the system cost
decreases. The Lemma is given in Section IV-B as follows:
“Lemma 1. The WSED of the system decreases after each swap operation.
To make this response letter not too long, the proof of this added Lemma is not shown here
and we would like to refer you to Section IV-B of the revised version for details. Moreover, in
Section IV-B, we have also provided some theoretical analysis results and more discussions on
Algorithm 1 such as its scalability, convergence, and complexity.
Comment: 5. For the sake of clear presentation, it is better to use a table to summarize all
used notations in this paper, since many notations are used in this paper. Similar suggestion






























































holds for the detailed parameter-settings in the section of numerical results.
Response: Thank you for the advice. Following your advice, we have added Table I to
summarize the parameter-settings, which is given as follows:
Table I
TABLE OF PARAMETERS
AWGN spectral density N0 = −174dBm
Path loss exponent v = 3
Bandwidth 1MHz
Cell radius 100m
In addition, we are very sorry that we cannot add the table to summarize all used notations
due to the limited space. However, we have clearly denoted all the notations in the revised paper.
Comment: 6. A minor typo: “. . . assume the user grouping is given, we first find . . . ” should
read “. . . assuming that the user grouping is given, we first find . . . ”.
Response: Thank for reminding this. We apologized for the grammar mistake. In the revised
paper, the typos have been corrected and we have carefully checked the typo and grammatical
errors through the paper draft.






























































RESPONSE TO REVIEWER 3
Comment: This paper investigates the resource allocation for the downlink hybrid NOMA
MEC systems, where multiple users are classified into different groups and each group is
allocated a dedicated time slot. The closed form expression for the optimal power and time
allocation is derived. An efficient method to optimize user grouping is proposed. Simulation
results show that the proposed resource allocation method can achieve quite close performance
as global optimal value. Overall, this paper studies an interesting topic, which is timely and
novel. Nevertheless, the reviewer has the following concerns, which suggests a major revision
for this paper.
Response: We sincerely thank the reviewer for sacrificing time to review our paper and ac-
knowledging our contributions. Your concerns are carefully addressed in the following response.
Comment: 1. The abstract needs to be further polished, especially to make the contribution
more clear, as well as reducing the trivial discussions about state-of-art.
Response: Thank you for the advice. Following your advice, the abstract has been rewritten
as follows:
“Non-orthogonal multiple access (NOMA) and mobile edge computing (MEC) have been rec-
ognized as promising technologies for the beyond fifth generation networks to achieve significant
capacity improvement and delay reduction. In this paper, the technologies of hybrid NOMA and
MEC are integrated. In the hybrid NOMA MEC system, multiple users are classified into different
groups and each group is allocated a dedicated time slot. In each group, a user first offloads its
task by sharing a time slot with another user, and then solely offloads during a time interval.
To reduce the delay and save the energy consumption, we consider jointly optimizing the power
and time allocation in each group as well as the user grouping. As the main contribution, the
optimal power and time allocation is characterized in closed form. In addition, by incorporating
the matching algorithm with the optimal power and time allocation, we propose a low complexity
method to efficiently optimize user grouping. Simulation results demonstrate that the proposed
resource allocation method in the hybrid NOMA MEC systems not only yields better performance
than the conventional OMA scheme but also achieves quite close performance as global optimal
solution.”
Comment: 2. In Introduction section, the authors should provide more discussions on why
blending the concept of hybrid NOMA and MEC technique, and what is the main application































































Response: Thank you for the advice. In this paper, the reason why we focused on the hybrid
NOMA MEC scheme is explained as follows. Firstly, compared to OMA, NOMA allows two
users to simultaneously offload their tasks to the server during D1,l and hence the delay is
smaller. Nevertheless, [21] has pointed that in group l, UE2,l needs to consume more energy in
NOMA than in OMA if UE2,l completely relies on D1,l. Therefore, the hybrid NOMA MEC
scheme was studied in this work.
Practically, the hybrid NOMA MEC can often be used when users have different deadlines.
In the hybrid NOMA MEC system, the time and energy resources are saved a lot by reusing
the transmission time of the users who have urgent tasks.
In the revised paper, we have added the reason why we studied the hybrid NOMA MEC
scheme and the main application in future in the fifth paragraph in Section I as:
“The hybrid NOMA MEC not only outperforms OMA in terms of delay but also achieves
lower energy consumption than NOMA. Practically, by using the hybrid NOMA MEC offloading
scheme, the resources of time and energy can be saved for the users with various deadlines. ”
Comment: 3. According to Problem (12), this paper actually studies a user pairing problem
instead of user grouping. The authors should clarify this issue. Moreover, if it is user pairing,
how about the scalability of the proposed user pairing algorithms. Please give more discussions.
Response: Thank you for the comment. Actually, from the formulated problem (12), the user
grouping problem can be equivalently transformed into a user pairing problem. For the hybrid
NOMA MEC system, we focus on dividing all users into small groups and two users are in
each group. Therefore, the users can be each paired or can be divided into groups. However, in
the proposed user grouping algorithm, we exploit two-to-one matching rather than one-to-one
matching. Hence, in this paper, we used the concept of user grouping rather than user pairing.
In addition, regrading the scalability, in the revised paper, we have added the content which
depicts the scalability of the proposed user grouping algorithm. The added proposition is given
in Section IV-B:
“Proposition 6. The final matching generated by the user grouping algorithm is 2ES. ”
To make this response letter not too long, the proofs of this added proposition and the following
propositions are not shown here and we would like to refer you to Section IV-B of the revised






























































version for details. Thus, the proposed user pairing algorithm can always achieve a two-side
exchange-stable matching, i.e., the scalability is guaranteed.
Comment: 4. The optimal solutions given in Section III are not the global optimal one, since
either time variable or power and user grouping variables are fixed. Please clarify this issue in
the paper.
Response: Thank you for the comment. We kindly disagree with your opinion. In each group
l, the proposed power and time solution is optimal and the reason is given as follows. The























1 + |h2,l|2 p22,l
) ≥M, (13)
0 ≤ tl ≤ D2,l −D1,l, (14)
p12,l ≥ 0, p22,l ≥ 0. (15)























1 + |h2,l|2 p22,l
) ≥M,
p12,l ≥ 0, p22,l ≥ 0,
which is convex and the optimal power solutions are characterized in Theorem 1. The other is
the time optimization problem:
min
tl
C (tl) , (17)
s.t. 0 ≤ tl ≤ D2,l −D1,l, (18)












































































There is not any loss of optimality in the above process. Moreover, C (tl) is a convex function
and hence (17) is a convex problem, whose optimal solution in closed form was characterized
in Proposition 3. Therefore, the proposed power and time allocation is optimal.
Comment: 5. Please analyze the convergence and complexity of the proposed matching
algorithm.
Response: Thank you for the comment. In the revised paper, we have added the analysis
of convergence and complexity of the proposed algorithm in Section IV-B. The analysis of
convergence is given by
“Proposition 5. Given any initial matching, the user grouping algorithm can always converge
to a stable matching.”
and the illustration of complexity is given by
“Proposition 7. Given a number of cycles C, the computational complexity of the user
grouping algorithm is given as O (CN2) in the worst case.”
Comment: 6. This paper investigates the difference between OMA, pure NOMA and hybrid
NOMA used in MEC system, and proposed several resource allocation algorithms for power,
time and user grouping. One suggests that the authors should consider the fairness issue of the
algorithm.
Response: Thank you for the comment. In this paper, for every two users in the same group,
we did not consider the weights of the users and the reason is given as follows. Note that UE1,l








and D1,l, which are both constants. Therefore, we just need to optimize the power and time
allocation for UE2,l in each group l. Therefore, in the proposed algorithm, we did not consider
the fairness issue.
Comment: 7. The authors need to carefully check the grammar mistakes and typos. For
instance, in page 2, line 34, there is a mistake that “catching”, which should be “caching”.
Response: Thank you for reminding this. We apologize for the grammar mistakes and typos. In
the revised paper, we have corrected the typos and also proofread the manuscript more carefully
to avoid typos and grammar mistakes.
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