In this paper we introduce a high-order discontinuous Galerkin method for twodimensional incompressible flow in the vorticity stream-function formulation. The momentum equation is treated explicitly, utilizing the efficiency of the discontinuous Galerkin method. The stream function is obtained by a standard Poisson solver using continuous finite elements. There is a natural matching between these two finite element spaces, since the normal component of the velocity field is continuous across element boundaries. This allows for a correct upwinding gluing in the discontinuous Galerkin framework, while still maintaining total energy conservation with no numerical dissipation and total enstrophy stability. The method is efficient for inviscid or high Reynolds number flows. Optimal error estimates are proved and verified by numerical experiments.
INTRODUCTION AND THE SETUP OF THE SCHEME
We are interested in solving the following 2D time-dependent incompressible Euler equations in vorticity stream-function formulation;
where ∇ ⊥ = (−∂ y ,∂ x ). Notice that the boundary condition, plus the fact that u · n = ∂ψ ∂τ , recovers ψ on the boundary (up to a constant) in a simple connected domain ψ| ∂ = ψ b .
(1.2)
We are also interested in solving the Navier-Stokes equations with high Reynolds numbers Re ≫ 1:
3) u = given on ∂ .
The boundary condition is now (1.2) plus the non-slip type boundary condition:
For simplicity, we only consider the no-flow, no-slip boundary conditions ψ b = 0, u b,τ = 0 and periodic boundary conditions. We first emphasize that, for Euler equations (1.1) and high Reynolds number (Re ≫ 1) Navier-Stokes equations (1.3), it is advantageous to treat both the convective terms and the viscous terms explicitly. The methods discussed in this paper are stable under standard CFL conditions. Since the momentum equation (the first equation in (1.1) and (1.3)) is treated explicitly in the discontinuous Galerkin framework, there is no global mass matrix to invert, unlike conventional finite element methods. This makes the method highly efficient for parallel implementation, see for example [3] . As any finite element method, our approach has the flexibility for complicated geometry and boundary conditions. The method is adapted from the Runge-Kutta discontinuous Galerkin methods discussed by Cockburn et al. in a series of papers [7] [8] [9] [10] [11] [12] [13] 20] .
The main difficulties in solving incompressible flows are the incompressibility condition and boundary conditions. The incompressibility condition is global and is thus solved by the standard Poisson solver for the stream function ψ using continuous finite elements. One advantage of our approach is that there is no matching conditions needed for the two finite element spaces for the vorticity ω and for the stream function ψ. The incompressibility condition, represented by the stream function ψ, is exactly satisfied pointwise and is naturally matched with the convective terms in the momentum equation. The normal velocity u · n is automatically continuous along any element boundary, allowing for correct upwinding for the convective terms and still maintaining a total energy conservation and total enstrophy stability.
There is an easy proof for stability, both in the total enstrophy and in the total energy, which does not depend on the regularity of the exact solutions. For smooth solutions error estimates can be obtained.
We use the vorticity stream-function formulation of the Navier-Stokes equations. This formulation with the local vorticity boundary condition has been revitalized by the recent work of E and Liu [14, 15, 23] . The main idea is to use convectively stable time-stepping procedure to overcome the cell Reynolds number constraint, explicit treatment of the viscous terms and the local vorticity boundary condition. This results in a decoupling of the computation of stream function and vorticity at every time step. This method is very efficient and accurate for moderate to high Reynolds number flows, as demonstrated in [14, 15, 23] .
Our method, as it stands, can only compute 2D flows. In 3D, the normal velocity u·n is no longer continuous along an element boundary, hence making the method more complicated to design and to analyze. Similar approaches for the stream-function vorticity formulation, or for the primitive variable formulation, suitable for 3D calculations, are under investigation.
We do not advocate our method for modest or low Reynolds number flows. In such regime viscous terms should be treated implicitly for efficiency. This is a much more challenging task in terms of space matching characterized by the Babuska-Brezzi-Ladyzenskaja condition, projection type methods, and global vorticity boundary conditions; see, for example [4, 17-19, 25, 26, 28] etc. We remark that the only problem of our method for modest or low Reynolds number flows is the small time step dictated by the stability of the explicit time discretization. Of course, if the objective is to resolve the full viscous effect, hence a small time step is justified for accuracy, then it is still adequate to use our method.
For convection-dominated flows, as we investigate in this paper, we mention the work of Bell et al. [1] for second-order Godunov-type upwinding methods; see also Levy and Tadmor [22] and E and Shu [16] . This is still an active field for research.
We now describe the setup of the scheme. We start with a triangulation T h of the domain , consisting of polygons of maximum size (diameter) h, and the following two approximation spaces
where P k (K ) is the set of all polynomials of degree at most k on the cell K . For the Euler equations (1.1), the numerical method is defined as follows: find ω h ∈ V k h and ψ h ∈ W k 0,h , such that
with the velocity field obtained from the stream function by
Here · is the usual integration over either the whole domain or a subdomain denoted by a subscript; similarly for the L 2 norm · . Notice that the normal velocity u h · n is continuous across any element boundary e,but both the solution ω h and the test function v are discontinuous there. We take the values of the test function from within the element K , denoted by v − . The solution at the edge is taken as a single-valued flux ω h , which can be either a central or an upwind-biased average. For example, the central flux is defined by
where ω + h is the value of ω h on the edge e from outside K , the complete upwind flux is defined by 10) and the Lax-Friedrichs upwind biased flux is defined by
where α is the maximum of |u h · n| either locally (local Lax-Friedrichs) or globally (global Lax-Friedrichs). We remark that, for general boundary conditions (1.2), the space W k 0,h in (1.5) should be modified to take the boundary value into consideration. Moreover, additional physical vorticity boundary condition for any inlet should be given.
Navier-Stokes equations (1.3) can be handled in a similar way, with the additional viscous terms treated by the local discontinuous Galerkin technique in [13] , and with a local vorticity boundary condition in [14] . The details are left to Section 3. Section 2 is devoted to the discussion of stability and error estimates for the Euler equations. Accuracy check and numerical examples are given in Section 4. Concluding remarks are given in Section 5.
STABILITY AND ERROR ESTIMATES FOR THE EULER EQUATIONS
For stability analysis, we take the test function v = ω h in (1.6), obtaining
where we have used the exact incompressibility condition satisfied by u h for the second term. Performing an integration by parts for the second term, we obtain d dt
Now, using the fact that
Notice that the second term is of opposite sign for adjacent elements sharing a common edge e, hence it becomes zero after summing over all the elements K (using the no-flow boundary condition on the physical boundary or periodic boundary conditions). The third term is the numerical dissipation: when ω h is taken as the central flux (1.9), the third term is exactly zero; for the upwind flux (1.10), the third term becomes a positive quantity
which is the total enstrophy dissipation. The effect of this is to control the size of the jump across the element interface and essentially "gluing" the solution there. Other upwindbiased fluxes such as the Lax-Friedrichs flux (1.11) would produce a positive term similar to that of the total enstrophy dissipation. For smooth flows these jumps are of the order O(h k ) within the truncation error of the scheme. We thus obtain the enstrophy inequality
which becomes an equality if the central flux (1.9) is used. The stability for the velocity field is now straightforward: we take ϕ = ψ h in (1.7) to obtain
by the Poincare inequality, which implies
Indeed, we can obtain a total energy conservation through the following arguments. Taking v = ψ h in (1.6), we obtain
Now the second term is zero since u h ·∇ψ h =0. The third term vanishes after summing over all elements since ψ h is continuous. Finally, noticing that
we obtain the conservation of energy
even for a upwind flux. Thus there is no numerical dissipation for the energy. We remark that the stability proof above for the total energy and total enstrophy does not need any hypotheses on the regularity of the solution or the mesh.
We now turn to the error estimates. For these we would need to assume that the solution is regular (ω ∈ H k+1 for k > 1) and the mesh is quasi-uniform. Conceptionally, since this is a finite element method, the exact solution of the PDE satisfies the scheme exactly. As usual, we define the two projection operators: P is the standard L 2 projection into the space V k h ; and is the standard projection into W k 0,h :
Denote the error functions by
and their projections by
We first obtain a control of δ h in terms of ε,
from the scheme (1.7) and the fact that the exact solution also satisfies (1.7). Now, taking ϕ = δ h , we obtain
This leads to a bound for the velocity field
Since both the numerical solution and the exact solution satisfy (1.6),
Take v = ε h . The second term becomes
Noticing that u − u h is exactly divergence free, we may perform integration by parts to the first term on the right side of (2.7) to obtain
The second term on the right side of (2.7) is a complete derivative and hence can be integrated to give a pure boundary term
Plugging all these into (2.6) with v = ε h , and collecting boundary terms, we obtain
where the boundary terms
Using the stability analysis in (2.2), we are left with
Assuming for the moment
we can first estimate the boundary term, using the fact that the mesh is quasi-uniform:
Using the above inequality together with (2.5) and (2.8), we now obtain (with the regularity
Here we understand the norms as a summation of the same norm on each K . Using the standard interpolation theory [6] , we obtain
which yields
Together with (2.5), we have
Using an inverse inequality, we have
with the assumption k > 1, this justifies the a priori assumption (2.9). The estimate (2.10) is optimal in terms of the space W k 0,h , which is important since the main cost for the scheme is in the Poisson solver in W k 0,h . The vorticity estimate in (2.10) is, however, suboptimal with respect to the space V k h .IfweuseW k+1 0,h instead for the stream function and use the upwind flux (1.10), then a more detailed analysis will produce an order O(h k+1/2 ) for the error in ω; see [13, 21] for details. However, we do not recommend this choice in practice, as the increase of half-order accuracy is obtained with the price of one degree higher polynomials in the most expensive part of the algorithm, namely the Poisson solver. In our numerical experiments in Section 5, we observe that close to (k + 1)th order of accuracy is generally achieved when kth degree polynomials are used in both the discontinuous space for ω and the continuous space for ψ, both for uniform and for non-uniform meshes.
THE SCHEME FOR THE NAVIER-STOKES EQUATIONS
For the Navier-Stokes equations (1.3), there are two additional ingredients that require our attention:
1. The viscous terms cannot be directly implemented in the discontinuous space V k h . Instead, the stress tensor is first obtained locally using the same discontinuous Galerkin framework.
2. Vorticity boundary values are not known physically. We obtain vorticity boundary conditions locally from the stream function using the kinematic relation in (1.3).
We use the same finite element spaces V 
Notice that the test function is now in V k 0,h , (see [23] ), and the stress tensor σ h ∈ (V k h ) 2 is obtained from the vorticity ω h by the same discontinuous Galerkin framework:
We remark that (3.2) gives a local solution for the stress tensor σ h , given the vorticity ω h ; neither a global inversion nor a global storage is needed. The fluxes σ h and ω h can be chosen as central averages
or better still, as alternate one-sided fluxes, namely, at each edge e with an arbitrarily fixed orientation, one of σ h and ω h is taken as the left value and the other taken as the right value. It can be verified that, for k = 0 and a rectangular triangulation, the central fluxes (3.3) produce a wide stencil central approximation to the second derivatives (ω i−2 , ω i and ω i+2 are used for approximating ω xx ), while the alternate one-sided fluxes produce a compact stencil central approximation (ω i−1 , ω i and ω i+1 are used for approximating ω xx ). Also, numerical and theoretical evidence show that the alternate one-sided fluxes produce more accurate results [13] . In this paper we use only the alternate one-sided fluxes for the viscous terms.
For periodic boundary conditions, the scheme is now well defined. For the non-periodic case, we advocate using the approach in [23] . Although the basic idea in computing the vorticity boundary condition is similar to that of the standard finite element method in [23] , there is some difference due to the fact that the approximation space for the vorticity in the discontinuous Galerkin method is large than that in a continuous finite element method. We outline the detailed steps here for completeness.
Since (3.1) is treated explicitly and the local discontinuous Galerkin method is used, ω n+1 h in the interior elements can be directly computed. However, for the boundary elements, we need to compute ω has already been computed. For problems with periodic boundary conditions, the formulation above admits the following stability results,
which in turn implies stability for the velocity field (2.3). The proof is similar to the Euler case; see [13] for the details. With the vorticity boundary condition mentioned above, we are unable to obtain a stability estimate. However, this type of vorticity boundary treatment for conventional finite difference and finite elements is stable; see [15, 23] . Without such a stability estimate, there is an issue about the uniqueness of the solution to the method of lines discretization with the boundary condition treatment mentioned above. However, the full discretized version works well in the numerical experiments; see Example 1 of the next section.
ACCURACY CHECK AND NUMERICAL EXAMPLES
We implement our method on triangulations based on rectangles. When a P k /Q k result is referred to it is obtained with P k elements for the vorticity ω and Q k elements for the stream function ψ, where Q k refers to the space of tensor products of 1D polynomials of degree up to k. We remark that some of the theoretical results in previous sections do not apply for these choices of mesh and spaces. For example, Q k elements should also be used for the vorticity ω for the exact energy conservation (2.4) to hold; however, to save cost we use P k elements for the vorticity ω instead. Energy stability (2.3) and enstrophy stability (2.2) still hold in this case. We have used both the upwind flux (1.10) and the (global) Lax-Friedrichs flux (1.11) for the calculations; however, we will only show the results obtained with the Lax-Friedrichs flux to save space. The time discretization is by the third-order positive Runge-Kutta methods in [27] . EXAMPLE 1. This example is used to check the accuracy of our schemes, both for the Euler equations (1.1) and for the Navier-Stokes equations (1.3) with Re = 100, for both the periodic and the Dirichlet boundary conditions, and with both a uniform mesh and a non-uniform mesh. The Dirichlet boundary conditions use the data taken from the exact solution. The non-uniform mesh is obtained by alternating between 0.9 x and 1.1 x for the mesh sizes in the x direction; similarly for the mesh sizes in the y direction. The initial condition is taken as ω(x, y,0) =−2 sin(x) sin(y), (4.1) which was used in [5] . The exact solution for this case is known:
ω(x, y,t) =−2 sin(x) sin(y)e −2t/Re . Tables 5.3 (uniform mesh) and 5.4 (non-uniform mesh) contain the results with the Dirichlet boundary conditions at t = 1. We remark that, because of the difference in the sizes of the domains of the periodic and Dirichlet cases, the errors with the same number of cells are of different values, but the orders of accuracy are similar. We have also computed the errors of the relevant derivatives at the centers of the cells, which help in giving us truly L ∞ errors throughout the domain. We will not show them to save space. To get an idea about the effect of the viscous terms on the time step restriction and CPU time, we point out that for P 3 /Q with a 16 2 mesh, the Navier-Stokes code takes about twice as many time steps and about three times as much CPU time as the Euler code to reach the same physical time. We have also made several runs where the periodic and non-periodic cases have the same physical domain, mesh, and physical time. The errors are very close, indicating that the boundary effect on accuracy is small. We can clearly see from these tables that close to (k + 1)th order of accuracy is generally achieved when kth degree polynomials are used in both the discontinuous space for ω and for the Poisson solver, both for the uniform and for the non-uniform meshes. 
where we take ρ = π/15 and δ = 0.05.
The solution quickly develops into roll-ups with smaller and smaller scales, so on any fixed grid the full resolution is lost eventually. We use fixed uniform meshes of 64 × 64 and 128 × 128 rectangles and perform the calculation up to t = 8. We plot the time history of the total energy (square of the L 2 norm of velocity u) and the total enstrophy (square of the L 2 norm of vorticity ω) in Fig. 5 .1, as well as contours of the vorticity ω at t = 6 in Fig. 5 .2 and at t = 8 in Fig. 5.3 2 . We remark that due to the dissipation from Runge-Kutta time discretization and the choice of finite element spaces, the total energy in Fig. 5 .1, left, decays rather than stays at a constant as proved in (2.4). The decay rate of total energy or total enstrophy in Fig. 5 .1 is an indication of the actual resolution of the schemes for the given mesh. The higher-order methods have better resolutions and in general the resolution is quite good judging from the contours. We remark that when the numerical viscosity becomes too small with higher-order methods, since the schemes are linear, numerical oscillations are unavoidable when resolution to sharp fronts is lost, leading to instability. This is common for all linear schemes. However, the discontinuous Galerkin method we use here is able to get stable solutions for much sharper fronts with the same mesh than central type finite difference or finite element methods. In [2] , shear layers are distinguished between "thick" and "thin" ones, with the latter producing spurious vortices. The result above corresponds to the "thick" shear layer in [2] . We show in Fig. 5.4 , left, a "thin" shear layer case as defined in [2] , corresponding to ρ = π/50 with a Reynolds number Re = 70,000/2π , simulated with a uniform rectangular mesh of 256 × 256 cells with P 2 /Q 2 method at t = 8. Notice that this is at a much higher Reynolds number than that used in [2] , where the Reynolds number is Re = 2000/2π and a second-order Godunov upwind projection method with 256 × 256 points produces spurious non-physical vortices. We also compute a ultrathin shear layer with ρ = π/100 with Reynolds number Re = 20,000/2π . The simulation result with a uniform rectangular mesh of 512 × 512 cells with P 1 /Q 1 method at t = 8 is shown in Fig. 5 .4, right. More extensive numerical resolution study for this example can be found in [24] , where we explore thoroughly the resolution both for the "thick" and for the "thin" shear layers. In [24] we also plot the time history for the energy and enstrophy during a mesh refinement to show that the physical viscosity is dominating the numerics at such high Reynolds numbers, according to the decay of energy and enstrophy. This indicates that the built-in numerical viscosity of the methods is very small. We refer the reader to [24] for details. For a comparison with nonlinear ENO schemes, we refer to [16] . and periodic boundary conditions. The contour plots of vorticity ω, with 30 equally spaced contour lines between ω =−1.1 and ω = 1.1, are given in Fig. 5 .5 for t = 5 and in Fig. 5 .6 for t = 10. We can see that the scheme gives stable results for all runs, and higher-order schemes give better resolutions for vorticity. 
CONCLUDING REMARKS
We have developed a high order discontinuous Galerkin method for the two-dimensional incompressible Euler and Navier-Stokes equations in the vorticity stream-function formulation, coupled with a standard continuous finite element solution of the Poisson equation for the stream function. A natural matching between the two finite element spaces allows us to obtain total energy conservation and total enstrophy stability. Numerical examples are shown to demonstrate the accuracy and resolution of the methods.
