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ON LINEAR HYPERSINGULAR BOLTZMANN TRANSPORT EQUATION
AND ITS VARIATIONAL FORMULATION
JOUKO TERVO
Abstract. For charged particle transport the linear Boltzmann transport equation (BTE) turns
out to be a partial hyper-singular integro-differential operator. This is due to the fact that the
related differential cross-sections σ(x, ω′, ω, E′, E) may have hyper-singularities. In these cases
the energy integral appearing in the collision terms must be interpreted as the Hadamard finite
part integral leading to hyper-singular integral operators. The article considers a refined expres-
sion for the exact transport operator and related variational formulations of the inflow initial
boundary value problem for one particle equation containing hyper-singularities. We find that
the exact BTE contains the first-order partial derivatives with respect to energy combined by par-
tial Hadamard (first-order) singular integral operators. In addition, it contains the second-order
partial derivatives with respect to angle and some mixed terms. The analysis will be carried out
only for the so called Møller-type interaction (scattering) which is a kind of prototype of hyper-
singular interactions. The generalizations to other type of collisions, such as to Bremsstrahlung,
go analogously. We also expose a weak form (the variational formulation) of the hyper-singular
transport problem. Another variant variational formulation decreases the level of singularities
in the integration (appearing in the due bilinear form) containing only singularities of order one
that is, singularities like 1
E′−E
dE′dE. The variational formulation is an essential step in order
to show the existence of generalized solutions e.g. by Lions-Lax-Milgram Theorem based meth-
ods (proceedings for solution spaces and existence theory are omitted here). The corresponding
approximative transport operator is deduced. It turns out to be a CSDA-Fokker-Planck type
operator.
Keywords: Linear Boltzmann equation, hyper-singular integral operators, variational formulation,
charged particle transport
AMS-Classification: 35Q20, 45E99, 35R09
1. Introduction
The Boltzmann transport equation (BTE) models changes of the number density of particles in
phase space whose variables are position, velocity direction (angle) and energy. For general theory
of linear BTEs with relevant boundary conditions we refer to [9] and [1]. In [4], [5], [11], [26]
the subject is considered from a more physical point of view. Some more recent issues (including
spectral and certain inverse problems) is exposed in [23], and general non-linear transport theory
e.g. in [36], [2]. A mathematical survey of non-linear collision theory of particle transport is given
in [37].
In the case of charged particle transport the linear BTE turns out to be a so called partial
hyper-singular integro-differential operator. For theoretical and computational reasons it has
been approximated by more simple models, including e.g. in the Continuous Slowing Down
Approximation (CSDA) (e.g. [38], [14], [31]) and the linear Fokker-Plank approximation (e.g.
[27]). In these approximations the resulting operator is a pure partial integro-differential operator
without hyper-singular integrals. In [33] or more extensively in [31] we gave a (non-conventional)
partial integro-pseudo-differential approximation for certain kind of charged particle transports.
In this paper we investigate more closely the exact partial hyper-singular integral operator related
to the so called Møller scattering.
Date: February 15, 2019.
1
ON LINEAR HYPERSINGULAR BTE AND ITS VARIATIONAL FORMULATION 2
The transport of relevant particles (among others in dose calculation for radiation therapy,
[21]) can be formally modelled by the following linear coupled system of BTEs
(ω · ∇xψj)(x, ω, E) + Σj(x, ω, E)ψj(x, ω, E)
− (Kjψ)(x, ω, E) = fj(x, ω, E), (x, ω, E) ∈ G× S × I (1)
for j = 1, · · · , N , combined with an inflow boundary condition
ψj |Γ− = gj, j = 1, · · · , N (2)
where
(Kjψ)(x, ω, E) =
N∑
k=1
∫
S′n−1×I
′
σkj(x, ω
′, ω, E ′, E)ψk(x, ω
′, E ′)dω′dE ′. (3)
Here G ⊂ Rn is the spatial domain. In applications n is typically 1, 2 or 3. Sn−1 ⊂ Rn is the unit
sphere and I = [E0, Em] is the energy interval. There are some benefits to choose G× S × I for
the state space instead of G× V where V is the velocity space. Nevertheless, the below analysis
could be carried out in G×V as well. The set Γ− is ”the inflow boundary part of ∂G” (see section
2). N assigns the number of evolving particles. Above (ω′, E ′) refers to the angle and energy of
the incoming particle whereas (ω,E) refers to the angle and energy of the leaving particle. On
the right in (1), the functions fj represent (internal) sources and in (2) gj are (inflow) boundary
sources. The system is coupled through the integral operators Kj . The solution ψ = (ψ1, · · · , ψN)
of the problem (1)-(2) is a vector-valued function whose components describe the radiation fluxes
of various particles under consideration. The equation (1) is a steady state counterpart of its
dynamical (time-dependent) equation. In many applications it is sufficient to consider only the
steady state equations because the flux ψ reaches the steady state nearly instantly. For simplicity
we restrict ourselves to the case n = 3 and we denote S = S2.
The differential cross-sections σkj(x, ω
′, ω, E ′, E) may have singularities, or even
hyper-singularities, and in these cases the integral
∫
I′
appearing in the collision terms Kj must be
interpreted as the Hadamard finite part integral which we denote by p.f.
∫
I′
. Moreover, the differ-
ential cross sections may contain Dirac’s δ-distributions with respect to ω. In [31] we presented
some details of real, physical collision operators. In particular, we found that certain differential
cross sections may contain hyper-singularities like 1
(E′−E)2
dE ′. These kind of singularities lead to
extra pseudo-differential like (or approximately partial differential) terms in the transport equa-
tion ([31], section 2.3). We also remark that in these cases additionally an initial condition (or
conditions) with respect to E must be imposed to obtain mathematically (and physically) well-
posed problems. The analysis presented in [31] revealed the exact form of transport operators for
certain interactions (collisions).
The existence of solutions for the problem (1), (2), (as well as for the time-dependent problem
with the due initial condition) has been studied for coupled systems in [30] (the results of which
remaining valid, after slight modifications, for any 1 ≤ p < ∞) and for single equations e.g. in
[12], [9], [1]. In these references it is assumed that the collision operator K satisfies the so-called
(partial) Schur criterion (for boundedness) which is not valid for all species of particle interactions.
In [32], [33] (or more comprehensively in [31]) we studied systematically the existence of solutions
for the CSDA-system which is an approximation of the hyper-singular BTE-equation. It extended
the results of [14], where a spatially homogeneous stopping power was assumed. In this article we
derive a refined expression for the exact transport operator and the related variational formulation
of the inflow initial boundary value problem for one particle equation (N = 1) containing hyper-
singularities. The analysis will be carried out only for the Møller-type scattering which is a kind
of prototype of hyper-singular interactions. The generalizations to other type of collisions (such
as to Bremsstrahlung) go analogously.
For the first instance, in section 3.1 we consider shortly the Møller scattering. This interaction
models the electron’s (and positron’s) inelastic collisions in particle transport. We expose the
ON LINEAR HYPERSINGULAR BTE AND ITS VARIATIONAL FORMULATION 3
hyper-singular partial integral expression and its pseudo-differential like expression obtained in
[31] for the corresponding collision operator K (and transport operator). These expressions are
still quite implicit and the refined expression of the transport operator, say T , will be given in
section 4.2. It turns out that T is of the form (Theorem 4.17)
(Tψ)(x, ω, E) = − ∂
∂E
(
H1
(
(K2ψ)(x, ω, ·, E)
)
(E)
)
− 2π σˆ2(x, E,E)∂ψ
∂E
(x, ω, E)
− σˆ2(x, E,E)
∑
|α|≤2
aα(E, ω)(∂
α
ωψ)(x, ω, E)
+ p.f.
∫ Em
E
1
E ′ −E σˆ2(x, E
′, E)
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdE ′
+ p.f.
∫ Em
E
1
E ′ −E
∂σˆ2
∂E
(x, E ′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
+H1
(
(K1ψ)(x, ω, ·, E)
)
(E)− 2π ∂σˆ2
∂E ′
(x, E,E)ψ(x, ω, E)
+ ω · ∇xψ + Σ(x, ω, E)ψ − (Krψ)(x, ω, E) (4)
where for j = 1, 2 the (first-order) Hadamard finite part integral operator is defined by
H1
(
(Kjψ)(x, ω, ·, E)
)
(E) := p.f.
∫ Em
E
1
E ′ − E σˆj(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′.
The second order partial differential operator
∑
|α|≤2 aα(E, ω)∂
α
ωψ can be given explicitly for
Møller scattering and its coordinate free form is c(E)∆S where ∆S is the Laplace-Beltrami operator
on S (see Remark 4.11). The operator Kr above is the so called restricted collision operator.
Roughly speaking it is the residual when the singular part is separated from the collision operator.
In [33] we showed that Kr is a bounded operator in L
2(G×S×I). The result is based on the Schur
criterion. In addition, we showed that Σ −Kr is coercive (accretive) operator in L2(G × S × I)
under relevant assumptions. The operator (4) reminds of the CSDA-Fokker-Plank operator but
it contains additionally the Hadamard finite part integral operators which can be considered as
pseudo-differential-like operators. The expression (4) of T gives a solid background for the use of
CSDA-Fokker-Plank operator as an approximation.
The relevant transport problem requires besides of the operator equation Tψ = f the due initial
and inflow boundary conditions and therefore the total transport problem is
Tψ = f, ψ|Γ− = g, ψ(., ., Em) = 0 (5)
where Em is the so called cut-off energy. In section 5 we expose a weak form of the hyper-singular
transport problem. We use the strongly hyper-singular operator as a starting point of derivations
although the expression (4) could be applied equally well (in fact somewhat more simply). The
obtained weak form is the so called variational equation
B(ψ, v) = Fv, v ∈ D(0).
for the transport problem. Here D(0) is a relevant space of test functions and B(., .) and F are
the due bilinear and linear forms, respectively. The variational formulation given in section 5.2
decreases the level of singularities in the integration and it contains only singularities of order
one that is, singularities like 1
E′−E
dE ′dE. The variational formulation is an essential step in order
to define generalized solutions and to show the existence of solutions e.g. by Lions-Lax-Milgram
Theorem based methods. It also gives a platform needed for Galerkin finite element methods.
The consideration of singular integral operators by element methods is well known in the field of
boundary element methods (BEM), e.g. [8]. So in principle, no approximations (such as CSDA
or Fokker-Plank) are needed for numerical solutions. In section 4.3 we compute related formal
adjoint operators which are beneficial to existence theory as well. In this paper we, however, omit
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proceedings for solution spaces and existence theory instead of some notes in section 5.3. In the
final section 6 the corresponding approximative transport operator is deduced which turns out to
be a CSDA-Fokker-Planck operator in nature.
2. Preliminaries
2.1. Basic notations. We assume that G is an open bounded set in R3 such that G is a C1-
manifold with boundary (as a submanifold of R3; cf. [19]). In particular, it follows from this
definition that G lies on one side of its boundary. The unit outward (with respect to G) pointing
normal on ∂G is denoted by ν and the surface measure (induced by the Lebesgue measure dx)
on ∂G is denoted as dσ. We let S = S2 be the unit sphere in R
3 equipped with the standard
surface measure dω. Furthermore, let I = [E0, Em] where 0 ≤ E0 < Em < ∞. We could replace
I by I = [E0,∞[ but we neglect this case here. We shall denote by I◦ the interior of I. The
interval I is equipped with the Lebesgue measure dE. All functions considered in this paper are
real-valued, and all linear (Hilbert, Banach) spaces are real.
For (x, ω) ∈ G × S the escape time (in the direction ω) t(x, ω) = t−(x, ω) is defined by
t(x, ω) := inf{s > 0 | x− sω 6∈ G} = sup{T > 0 | x− sω ∈ G for all 0 < s < T}. We define
Γ′ := (∂G)× S, Γ := Γ′ × I,
and their subsets
Γ′0 := {(y, ω) ∈ Γ′ | ω · ν(y) = 0}, Γ0 := Γ′0 × I,
Γ′− := {(y, ω) ∈ Γ′ | ω · ν(y) < 0}, Γ− := Γ′− × I,
Γ′+ := {(y, ω) ∈ Γ′ | ω · ν(y) > 0}, Γ+ := Γ′+ × I.
Note that Γ = Γ0 ∪ Γ− ∪ Γ+.
In the sequel we denote for k ∈ N0,
Ck(G× S × I) := {ψ ∈ Ck(G× S × I◦) | ψ = f|G×S×I◦, f ∈ Ck0 (R3 × S × R)},
where for a Ck-manifold M without boundary, the set Ck0 (M) denotes the set of all C
k-functions
on M with compact support. Define the (Sobolev) space W 2(G× S × I) by
W 2(G× S × I) := {ψ ∈ L2(G× S × I) | ω · ∇xψ ∈ L2(G× S × I)}.
The space W 2(G× S × I) is a Hilbert space when equipped with the inner product
〈ψ, v〉W 2(G×S×I) := 〈ψ, v〉L2(G×S×I) + 〈ω · ∇xψ, ω · ∇xv〉L2(G×S×I) .
The space C1(G× S × I) is a dense subspace of W 2(G× S × I) (e.g. [15]).
Let T 2(Γ) be the weighted Lebesgue space L2(Γ, |ω · ν|dσdωdE). The trace γ(ψ) := ψ|Γ (for a
detailed study of inflow trace theory see e.g. [6] and [31], section 2.2) is well-defined in the space
W˜ 2(G× S × I) := {ψ ∈ W 2(G× S × I) | γ(ψ) ∈ T 2(Γ)}
which is a Hilbert space when equipped with the inner product
〈ψ, v〉W˜ 2(G×S×I) := 〈ψ, v〉W 2(G×S×I) + 〈γ(ψ), γ(v)〉T 2(Γ) ,
where
〈h1, h2〉T 2(Γ) :=
∫
Γ
h1(x, ω, E)h2(x, ω, E)|ω · ν|dσdωdE.
We recall that the Green’s formula ([9], p. 225)∫
G×S×I
(ω · ∇xψ)v dxdωdE +
∫
G×S×I
(ω · ∇xv)ψ dxdωdE =
∫
∂G×S×I
(ω · ν)v ψ dσdωdE, (6)
is valid for every ψ, v ∈ W˜ 2(G× S × I).
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2.2. Some tools from analysis. We recall the following standard concepts from analysis which
we shall frequently need. The Taylor’s expansion (of order r ∈ N0) for sufficiently smooth
functions f : U → R on an open set U ⊂ RN is given by
f(x) =
∑
|α|≤r
1
α!
∂αf
∂xα
(x0)(x− x0)α +
∑
|α|=r+1
Rα(x)(x− x0)α (7)
where the residual term (one of its variant forms) is
Rα(x) :=
|α|
α!
∫ 1
0
(1− t)|α|−1∂
αf
∂xα
(x0 + t(x− x0))dt.
Recall also the definitions of Hadamard finite part integrals for discontinuous functions f : [a, b]→
R by [22], pp. 5 and 32, formulas (14) and (32) therein or [29, p. 104]. Applying these definitions
(for a fixed x) to the function Fx(t) := χ[x,b](t)f(t), where f ∈ C([a, b]) and where χ[x,b](t) is the
characteristic function of the interval [x, b], we have
p.f.
∫ b
a
Fx(t)
t− xdt = p.f.
∫ b
x
f(t)
t− xdt = limǫ→0
(∫ b
x+ǫ
f(t)
t− xdt+ f(x
+) ln(ǫ)
)
(8)
and
p.f.
∫ b
a
Fx(t)
(t− x)2dt =p.f.
∫ b
x
f(t)
(t− x)2dt
= lim
ǫ→0
(∫ b
x+ǫ
f(t)
(t− x)2dt+ f
′(x+) ln(ǫ)− 1
ǫ
f(x+)
)
. (9)
Analogously we define
p.f.
∫ x
a
f(t)
t− xdt = limǫ→0
(∫ x−ǫ
a
f(t)
t− xdt− f(x
−) ln(ǫ)
)
(10)
or equivalently
p.f.
∫ x
a
f(t)
x− tdt = limǫ→0
(∫ x−ǫ
a
f(t)
x− tdt+ f(x
−) ln(ǫ)
)
and
p.f.
∫ x
a
f(t)
(t− x)2dt = limǫ→0
(∫ x−ǫ
a
f(t)
(t− x)2dt− f
′(x−) ln(ǫ)− 1
ǫ
f(x−)
)
(11)
In particular, these formulas give
p.f.
∫ b
x
1
t− xdt = ln(b− x), (12)
p.f.
∫ b
x
1
(t− x)2dt = −
1
b− x. (13)
Note that p.f.
∫ b
x
f(t)
t−x
dt is well-defined (at least) for all f ∈ Cα([a, b]), α > 0 and (cf. [7])
p.f.
∫ b
x
f(t)
t− xdt =
∫ b
x
f(t)− f(x)
t− x dt + f(x) ln(b− x). (14)
We recall from [31], Lemma 3.2
Lemma 2.1 Suppose that f ∈ C2([a, b]× [a, b]). Then for x ∈ [a, b]
d
dx
(
p.f.
∫ b
x
f(x, t)
t− x dt
)
= p.f.
∫ b
x
f(x, t)
(t− x)2dt+ p.f.
∫ b
x
∂f
∂x
(x, t)
t− x dt−
∂f
∂t
(x, x) (15)
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and
d
dx
(
p.f.
∫ x
a
f(x, t)
x− t dt
)
= −p.f.
∫ x
a
f(x, t)
(t− x)2dt+ p.f.
∫ x
a
∂f
∂x
(x, t)
x− t dt−
∂f
∂t
(x, x). (16)
We remark that the derivation result of the previous lemma 2.1 is valid for more general f and
that under appropriate assumptions Hf ∈ W 1,p(]a, b[) where
(Hf)(x) := p.f.
∫ b
x
f(x, t)
t− x dt.
For example, we have
Lemma 2.2 Suppose that f ∈ C1+α([a, b]× [a, b]), α > 0 and let
F1(x) :=
f(x, x)
b− x , F2(x) := ln(b− x)
∂f
∂t
(x, x), F3(x) := ln(b− x)∂f
∂x
(x, x).
Furthermore, suppose that
Fj ∈ L1(]a, b[), j = 1, 2, 3. (17)
Then Hf ∈ W 1,1(]a, b[) and
(Hf)′(x) = p.f.
∫ b
x
f(x, t)
(t− x)2dt+ p.f.
∫ b
x
∂f
∂x
(x, t)
t− x dt−
∂f
∂t
(x, x). (18)
Proof. By the assumptions one sees (by the Taylor’s formula) that the function
h(x) := p.f.
∫ b
x
f(x, t)
(t− x)2dt+ p.f.
∫ b
x
∂f
∂x
(x, t)
t− x dt−
∂f
∂t
(x, x)
is in L1(]a, b[). Applying the techniques used in Lemmas 4.1 and 4.2 below one can verify that
for ϕ ∈ C∞0 (]a, b[) ∫ b
a
(Hf)(x)ϕ′(x)dx = −
∫ b
a
h(x)ϕ(x)dx.
We omit the details of the proof. 
The assumption f ∈ C1+α([a, b] × [a, b]), α > 0 in the above lemma can be replaced with the
weaker condition:
f ∈ C1([a, b]× [a, b]), α > 0 such that∣∣∣∂f
∂t
(x, t′)− ∂f
∂t
(x, t)
∣∣∣ ≤ C|t′ − t|α, t′ ≥ t.
We finally mention that generally for f ∈ L2(]a, b[) the Hadamard finite part integrals
(Hjf)(x) := p.f.
∫ b
x
f(t)
(t− x)j dt, j = 1, 2
are interpreted as distributions defined by
(Hjf)(ϕ) :=
∫ b
a
f(t)
(
p.f.
∫ t
a
ϕ(x)
(t− x)j dx
)
dt for ϕ ∈ C∞0 (]a, b[). (19)
Using the Taylor’s expansion
ϕ(x) = ϕ(t) + ϕ′(t)(t− x) +
∫ 1
0
(1− s)ϕ′′(t + s(t− x))ds · (t− x)2
one sees that H2f defined by (19) is really a distribution (and similarly H1f). Note that this
generalization does not work for more general f = f(x, t).
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We need additionally the Taylor’s expansion for a sufficiently smooth function f : S → R.
Since S is a manifold the expansion requires some explanation. The detailed presentation of
the subject is outside of this paper and so we give only some essential technicalities. For some
additional formulations see e.g. [24], pp. 185-186.
The first order Taylor’s expansion of a function f : S → R which is C3-function around ω ∈ S
is of the form
f(ω′) = f(ω) + 〈(∇Sf)(ω), ζ〉+ (Rωf)(ω′)(ζ, ζ), ζ ∈ Tω(S) (20)
where ∇S is the gradient on S and Rωf is the residual. The inner product 〈., .〉 is the Riemannian
inner product on Tω(S) induced by the euclidean inner product on R
3. In addition, there exists
a constant C ≥ 0 such that
‖ζ‖ ≤ C ‖ω′ − ω‖ . (21)
Leaving the residue Rωf away we get Taylor’s approximations for f(ω
′) near ω.
The basic principle in deriving (20) is to apply an appropriate pull-back Hω : V → Uω where
Uω ⊂ S and V ⊂ Tω(S) are open neighbourhoods such that ω ∈ Uω, 0 ∈ V and Hω(0) = ω. One
assumes that Hω is a sufficiently smooth diffeomorphism and so the (smooth) inverse mapping
H−1ω : Uω → V exists. Let ω′ ∈ Uω and let
H−1ω (ω
′) = ζ = ξ1Ω
′
1 + ξ2Ω
′
2
where Ω
′
1 = Ω1(ω
′), Ω
′
2 = Ω2(ω
′). Here Ω1, Ω2 are the (locally defined) canonical tangent vectors
of S at ω ∈ S that is,
Ω1 =
1√
ω21 + ω
2
2
(−ω1, ω2, 0),
Ω2 =
( ω1ω3√
ω21 + ω
2
2
,
ω2ω3√
ω21 + ω
2
2
.−
√
1− ω23
)
,
√
ω21 + ω
2
2 6= 0.
One often chooses Hω to be the (differential geometry’s) exponential mapping Hω = expω (for
exponential mapping see [10] and the Example 2.4 below). The pull-back obeys (at least locally)∥∥H−1ω (ω′)∥∥ = ‖ζ‖ ≤ C ‖ω′ − ω‖ . (22)
The tangent space Tω(S) can be isomorphically (and isometrically) identified with R
2 by
ζ = ξ1Ω1 + ξ2Ω2 ∼ (ξ1, ξ2) =: ξ.
In fact we can define
J(ζ) = J(ξ1Ω1 + ξ2Ω2) = (ξ1, ξ2).
Let J(V ) = V ′ ⊂ R2. Using this identification we find that the mapping f ◦ Hω : V ′ → R is
well-defined (and as smooth as f). Note that actually
(f ◦Hω)(ξ) = (f ◦Hω)(ξ1Ω1 + ξ2Ω2).
Hence we are able to write the Taylor’s expansion (the expansion (7) with r = 1) near 0 ∈ R2
(f ◦Hω)(ζ) = (f ◦Hω)(ξ) = (f ◦Hω)(0) +
2∑
j=1
∂j(f ◦Hω)(0)ξj
+
∑
|α|=2
|α|
α!
∫ 1
0
(1− t)∂αξ (f ◦Hω)(tξ)dt · ξα. (23)
By (22) for ζ = H−1ω (ω
′)
‖ξ‖ = ‖ζ‖ ≤ C ‖ω′ − ω‖ . (24)
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Finally, one has
∂j(f ◦Hω)(0) = (∂ωjf)(ω) (25)
and
2∑
j=1
∂j(f ◦Hω)(0)ξj =
∑
|α|=1
1
α!
∂αξ (f ◦Hω)(0)ξα = 〈(∇Sf)(ω), ζ〉 . (26)
and so (20) can be seen.
The gradient ∇Sf on sphere S can be shortly depicted as follows (for n = 3). Suppose that f
is defined and smooth in a neighbourhood of S ⊂ R3. Then
∇Sf =
〈∇f,Ω1〉Ω1 + 〈∇f,Ω2〉Ω2 (27)
where ∇f is the gradient of f in the ambient space R3. Note that the right hand side of (27) is
the projection of ∇f onto the tangent space. Hence
ω · ∇Sf = 0. (28)
The first order Taylor’s approximation of ψ with respect to ω around ω is
ψ(x, ω′, E) ≈ ψ(x, ω, E) + 〈(∇Sψ)(x, ω, E), ζ〉 (29)
where ζ = H−1ω (ω
′) ∈ Tω(S) and it satisfies by (24)
‖ζ‖ ≤ C ‖ω′ − ω‖ . (30)
The residual, for example, for the approximation (29) is by (23)
Rω(ψ(x, ., E))(ω
′)(ζ, ζ) =
∑
|α|=2
|α|
α!
∫ 1
0
(1− t)∂αξ (ψ(x, ., E) ◦Hω)(tξ)dt · ξα. (31)
where ξ = J(ζ).
Remark 2.3 Let 〈., .〉r be the Riemannian inner product on T (S) that is,
〈ζ1, ζ2〉r = ξ11ξ21 + ξ12ξ22
for ζj = ξ
1
jΩ1(ω) + ξ
2
jΩ2(ω) ∈ Tω(S). Furthermore, let apr,ω, ω ∈ S be the projection of a vector
a ∈ R3 onto Tω(S) that is,
apr,ω :=
2∑
j=1
〈
a,Ωj(ω)
〉
Ωj(ω).
Then that for ζ ∈ Tω(S) and a ∈ R3
〈ζ, apr,ω〉r = 〈ζ, a〉R3 = 〈ζ, a〉 . (32)
In the sequel the inner product 〈ζ, a〉 is interpreted by (32).
Example 2.4 Recall that the geodesics of the sphere S = S2 are great circles. Let ω ∈ S and
let ζ = ξ1Ω1 + ξ2Ω1 ∈ Tω(S) be the tangent vector of S at ω. Then there exists a geodesic
γω :]− 2, 2[→ S which satisfies the initial conditions
γω(0) = ω, γ
′
ω(0) = ζ.
In fact in the case of S
γω(t) = cos(‖ζ‖ t)ω + sin(‖ζ‖ t) ζ‖ζ‖ . (33)
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The differential geometry’s exponential mapping expω : Tω(S)→ S at ω is defined by
expω(ζ) := γω(1).
Note that the exponential map is dependent on the parametrization γω of the geodesic. Its basic
properties are, however independent of γω. It can be shown that there exist open neighbourhoods
Uω ⊂ S and V ⊂ Tω(S) such that ω ∈ Uω, 0 ∈ V and for which
expω : V → Uω
is a diffeomorphism. Hence the (smooth) inverse mapping exp−1ω : Uω → V exists. Let ω′ ∈ Uω
and let
exp−1ω (ω
′) = ζ = ξ1Ω1 + ξ2Ω2.
From (33) we immediately get that for the sphere the exponential map using the above parametriza-
tion is
expω(ζ) = γω(1) = cos(‖ζ‖)ω + sin(‖ζ‖)
ζ
‖ζ‖ . (34)
To see that expω(ζ) = expω(ξ1Ω1+ξ2Ω2) has the needed differentiability properties, apply Taylor’s
expansions
cos(‖ζ‖) = 1 + 1
2!
‖ζ‖2 + · · · and sin(‖ζ)‖ = ‖ζ‖ − 1
3!
‖ζ‖3 + · · · .
The inverse exp−1ω can be computed explicitly. In fact, let expω(ζ) = ω
′ that is,
cos(‖ζ‖)ω + sin(‖ζ‖) ζ‖ζ‖ = ω
′. (35)
Since ω ⊥ ζ we find that
cos(‖ζ‖) = 〈ω′, ω〉 , sin(‖ζ‖) =
√
1− 〈ω′, ω〉2 (36)
and then
‖ζ‖ = arccos(〈ω′, ω〉). (37)
From (35), (36) and (37) we obtain
exp−1ω (ω
′) = ζ =
arccos(〈ω′, ω〉√
1− 〈ω′, ω〉2
(ω′ − 〈ω′, ω〉ω). (38)
We find that there exists a constant C > 0 such that∥∥exp−1ω (ω′)∥∥ = ‖ζ‖ ≤ C ‖ω′ − ω‖ . (39)
Actually, from the Hospital’s rule it follows that
lim
x→1
arccos(x)√
1− x2 = 1
and so (since S × S is compact) there exists a constant C ′ such that∣∣∣ arccos(〈ω′, ω〉√
1− 〈ω′, ω〉2
∣∣∣ ≤ C ′. (40)
Furthermore, we have
ω′ − 〈ω′, ω〉ω = ω′ − 〈ω′ − ω, ω〉ω − ω. (41)
Hence the assertion follows from (38), (40), (41).
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3. On hyper-singular collision operators related to charged particle
transport
The differential cross-sections may have singularities, or even hyper-singularities, which would
lead to extra pseudo-differential-like terms in the transport equation. In the case where σ(x, ω′, ω, E ′, E)
has hyper-singularities (like in the case of Møller-type differential cross sections analysed below)
the integral
∫
I′
occurring in the collision operator must be understood in the sense of Cauchy
principal value p.v.
∫
I′
or more generally in the sense of Hadamard finite part integral p.f.
∫
I′
([18,
Sec. 3.2], [29, pp. 104-105], [13], sections 1.5 and 1.6). Hyper-singular integral operators form a
subclass of pseudo-differential operators ([18], Chapter 7, [20], Chapter 3). Moreover, the (ω′, ω)-
dependence in differential cross-sections typically contain Dirac’s δ-distributions (on R). More
precisely, in σ(x, ω′ω,E ′, E) there may occur terms like δ(ω · ω′ − µ(E ′, E)) or δ(E − E ′) which
require special treatment.
Consider the following partial singular integral operator,
(Kψ)(x, ω, E) = p.f.
∫
I′
∫
S′
σ(x, ω′, ω, E ′, E)ψ(x, ω′, E ′)dω′dE ′. (42)
The simplest is the case where σ has at most a so-called weak singularity with respect to energy.
This means that σ = σ0(x, ω
′, ω, E ′, E) is a measurable non-negative function G×S×S× (I×I \
D)→ R, where D = {(E,E) | E ∈ I} is the diagonal of I × I, obeying for E 6= E ′ the estimates
ess sup(x,ω)
∫
S′
σ0(x, ω
′, ω, E ′, E)dω′ ≤ C|E −E ′|κ , (43)
ess sup(x,ω)
∫
S′
σ0(x, ω, ω
′, E, E ′)dω′ ≤ C|E −E ′|κ , (44)
where κ < 1. The corresponding collision operator
(Kψ)(x, ω, E) =
∫
I′
∫
S′
σ0(x, ω
′, ω, E ′, E)ψ(x, ω′, E ′)dω′dE ′, (45)
is a usual partial Schur integral operator that is, σ0(x, ω
′, ω, E ′, E) satisfies the Schur criterion for
the boundedness ([17], p. 22) and so K is a bounded operator L2(G× S × I) → L2(G× S × I)
(see [31], section 5).
Nevertheless, the collision operator K is not generally of the above form. (E ′, E)-dependence
in differential cross section σ(x, ω′, ω, E ′, E) may contain hyper-singularities of higher order, such
as 1
(E′−E)j
, for j = 1, 2. Below we shall consider in more detail the Møller scattering. We remark
that the analysis e.g. for Bremsstrahlung goes quite similarly (but it is more simple).
3.1. Møller scattering as a prototype for hyper-singular collision operators. So called
Møller scattering is a kind of prototype of interactions of charged particles leading to hyper-
singular integral operators. Hence we express our analysis in the frames of it. In [31] we verified
that the cross section σ for the Møller interaction is of the form
σ(x, ω′, ω, E ′, E) = χ(E ′, E)
( 1
(E ′ −E)2σ2(x, ω
′, ω, E ′, E)
− 1
E ′ − Eσ1(x, ω
′, ω, E ′, E) + σ0(x, ω
′, ω, E ′, E)
)
(46)
where
χ(E ′, E) := χR+(E −E0)χR+(Em −E)χR+(E ′ −E).
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Here each of σj(x, ω
′, ω, E ′, E), j = 0, 1, 2 may contain the above mentioned δ-distributions, and
hence they are not necessarily measurable functions on G×S ×S × I × I. Denote for j = 0, 1, 2,
(Kjψ)(x, ω, E ′, E) :=
∫
S′
σj(x, ω
′, ω, E ′, E)ψ(x, ω′, E ′)dω′,
(K̂jψ)(x, ω, E ′, E) := χ(E ′, E)(Kjψ)(x, ω, E ′, E).
Here the integral
∫
S
is originally interpreted as a distribution. However, it can be shown ([31],
section 3.2) that Kj is of the form
(Kjψ)(x, ω, E ′, E) = σˆj(x, E ′, E)
∫
S′
δ(ω′ · ω − µ(E,E ′))ψ(x, ω′, E ′)dω′
= σˆj(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds, (47)
where µ(E ′, E) :=
√
E(E′+2)
E′(E+2)
and where γ = γ(E ′, E, ω) : [0, 2π] → S is a parametrization of the
curve
Γ(E ′, E, ω) = {ω′ ∈ S | ω′ · ω − µ(E ′, E) = 0}.
For example, we can choose
γ(E ′, E, ω)(s) = R(ω)
(√
1− µ2 cos(s),
√
1− µ2 sin(s), µ), s ∈ [0, 2π], (48)
where µ = µ(E ′, E), andR(ω) is any rotation (unitary) matrix which maps the vector e3 = (0, 0, 1)
into ω. We choose
R(ω) =

ω1ω3√
ω21+ω
2
2
−ω1√
ω21+ω
2
2
ω1
ω2ω3√
ω21+ω
2
2
ω2√
ω21+ω
2
2
ω2
−
√
1− ω23 0 ω3
 = (Ω2 Ω1 ω) .
Combining the above treatments we found in [31], section 3.2 that K is of the form
(Kψ)(x, ω, E) = H2
(
(K2ψ)(x, ω, ·, E)
)
(E)
−H1
(
(K1ψ)(x, ω, ·, E)
)
(E) +
∫
I
(K̂0ψ)(x, ω, E ′, E)dE ′, (49)
where Hj , j = 1, 2, are the Hadamard finite part integral operators with respect to E ′-variable
defined by
(Hju)(E) := p.f.
∫ Em
E
1
(E ′ − E)j u(E
′)dE ′.
The expression (49) is the hyper-singular integral operator form of K.
Moreover, we in [31] verified that (49) can be equivalently given in the ”pseudo-differential
operator-like form” by
(Kψ)(x, ω, E) =
∂
∂E
(
H1
(
(K2ψ)(x, ω, ·, E)
)
(E)
)
−H1
(
(
∂(K2ψ)
∂E
(x, ω, ·, E))(E)
+
∂(K2ψ)
∂E ′
(x, ω, E ′, E)|E′=E
−H1
(
(K1ψ)(x, ω, ·, E)
)
(E) +
∫
I
(K̂0ψ)(x, ω, E ′, E)dE ′ (50)
where only the ”first-order” Hadamard finite part integral operator H1 appears. We neglect the
details but we recall that the derivation of (50) founded on the use of Lemma 2.1.
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As a conclusion we see that some interactions produce the first-order partial derivatives with
respect to energy E combined with the Hadamard part operator (which is a pseudo-differential-
like operator; see Remark 3.3 in [31]). For instance, in dose calculation (radiation therapy) these
problematic interactions are the primary electron-electron, primary positron-positron collisions
and Bremsstrahlung. The exact transport operator for Møller scattering is
(Tψ)(x, ω, E) := −H2
(
(K2ψ)(x, ω, ·, E)
)
(E) +H1
(
(K1ψ)(x, ω, ·, E)
)
(E)
+ ω · ∇xψ + Σ(x, ω, E)ψ − (Krψ)(x, ω, E) (51)
where
(Krψ)(x, ω, E) :=
∫
I′
(K̂0ψ)(x, ω, E ′, E)dE ′.
Kr is called a restricted collision operator which (by the Schur criterion) is a bounded operator
L2(G× S × I)→ L2(G× S × I). Basic properties of (more general) restricted collision operators
are exposed in [32] and more widely in [31], section 5.4. Equivalently, in virtue of (50) T can be
given by
(Tψ)(x, ω, E) := − ∂
∂E
(
H1
(
(K2ψ)(x, ω, ·, E)
)
(E)
)
+H1
(
(
∂(K2ψ)
∂E
(x, ω, ·, E))(E)
− ∂(K2ψ)
∂E ′
(x, ω, E ′, E)∣∣E′=E
+ ω · ∇xψ + Σ(x, ω, E)ψ +H1
(
(K1ψ)(x, ω, ·, E)
)
(E)− (Krψ)(x, ω, E). (52)
We finally mention that the pseudo-differential-like parts can be approximated by partial differen-
tial operators ([31], section 4) to obtain pure partial integro-differential operator approximations,
so called continuous slowing down approximations (CSDA).
4. Exact transport operator and formal adjoints
We shall give more details about the transport operator (51) or (52). The obtained refined
expression reveals that hyper-singular transport operators generate partial differential terms with
respect to angle and energy variables as well. We start by verifying some essential tools for
Hadamard finite part integrals. The below Lemmas are needed frequently in the rest of the
paper.
4.1. Auxiliary lemmas for Hadamard finite part integrals. Suppose that f ∈ C(G,Cα(I2))
where α > 0. Then we find that
p.f.
∫ Em
E
1
E ′ − Ef(x, E
′, E)dE ′ =
∫ Em
E
f(x, E ′, E)− f(x, E,E)
E ′ −E dE
′ + f(x, E.E) ln(Em −E)
since p.f.
∫ Em
E
1
E′−E
dE ′ = ln(Em − E). Noting that
∫
I
| ln(Em −E)|dE <∞ and that∣∣∣ ∫ Em
E
f(x, E ′, E)− f(x, E,E)
E ′ − E dE
′
∣∣∣ ≤ ∫ Em
E
Cα|E ′ − E|α
|E ′ − E| dE
′ = Cα
1
α
(Em − E)α
where Cα := ‖f‖C(G,Cα(I2)) we see that the function
E → p.f.
∫ Em
E
1
E ′ −Ef(x, E
′, E)dE ′
is integrable on I (in the sense of ordinary improper Riemann integrals). Analogously we see that
the function
E ′ → p.f.
∫ E′
E0
1
E ′ −Ef(x, E
′, E)dE
is integrable on I ′.
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We start with the next Fubin-type lemma
Lemma 4.1 For f ∈ C(G,Cα(I2)), α > 0 we have∫
I
(
p.f.
∫ Em
E
1
E ′ − Ef(x, E
′, E)dE ′
)
dE =
∫
I′
(
p.f.
∫ E′
E0
1
E ′ − Ef(x, E
′, E)dE
)
dE ′ (53)
Proof. Define integrals
I1ǫ :=
∫
I
(∫ Em
E+ǫ
1
E ′ − Ef(x, E
′, E)dE ′ + f(x, E,E) ln(ǫ)
)
dE,
I2ǫ :=
∫
I′
(∫ E′−ǫ
E0
1
E ′ −Ef(x, E
′, E)dE + f(x, E ′, E ′) ln(ǫ)
)
dE ′.
By the Fubin’s Theorem
I1ǫ :=
∫
I
(∫
I′
χR+(E
′ − (E + ǫ)) 1
E ′ −Ef(x, E
′, E)dE ′
)
dE +
∫
I
f(x, E,E) ln(ǫ)dE
=
∫
I′
(∫
I
χR+(E
′ − (E + ǫ)) 1
E ′ − Ef(x, E
′, E)dE
)
dE ′ +
∫
I
f(x, E,E) ln(ǫ)dE
=
∫
I′
(∫ E′−ǫ
E0
1
E ′ − Ef(x, E
′, E)dE
)
dE ′ +
∫
I′
f(x, E ′, E ′) ln(ǫ)dE ′ =: I2ǫ .
(54)
Let
F 1ǫ (x, E) :=
∫ Em
E+ǫ
1
E ′ − Ef(x, E
′, E)dE ′ + f(x, E,E) ln(ǫ).
Then we have
F 1ǫ (x, E) :=
∫ Em
E+ǫ
f(x, E ′, E)− f(x, E,E)
E ′ −E dE
′ +
∫ Em
E+ǫ
f(x, E,E)
E ′ − E dE
′ + f(x, E,E) ln(ǫ)
=
∫ Em
E+ǫ
f(x, E ′, E)− f(x, E,E)
E ′ − E dE
′ + f(x, E,E) ln(Em − E)
since
∫ Em
E+ǫ
1
E′−E
dE ′ = ln(Em − E)− ln(ǫ). Noting that (here Cα is as above)∣∣∣f(x, E ′, E)− f(x, E,E)
E ′ − E
∣∣∣ ≤ Cα|E ′ −E|α−1
we find that
|F 1ǫ (x, E)| ≤
∫ Em
E+ǫ
Cα|E ′ − E|α−1dE ′ + |f(x, E,E) ln(Em −E)|
= Cα
1
α
(
(Em − E)α − ǫα
)
+ |f(x, E,E) ln(Em − E)|. (55)
Hence the sequence {F 1ǫ (x, .)} is bounded by an integrable function. By the definition of the
Hadamard finite part integrals
lim
ǫ→0
F 1ǫ (x, E) = p.f.
∫ Em
E
1
E ′ − Ef(x, E
′, E)dE ′ (56)
Similarly we see that the sequence of functions
F 2ǫ (x, E
′) :=
∫ E′−ǫ
E0
1
E ′ − Ef(x, E
′, E)dE + f(x, E ′, E ′) ln(ǫ)
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is bounded by an integrable function and
lim
ǫ→0
F 2ǫ (x, E
′) = p.f.
∫ E′
E0
1
E ′ −Ef(x, E
′, E)dE. (57)
In virtue of (54) ∫
I
F 1ǫ (x, E)dE = I
1
ǫ = I
2
ǫ =
∫
I′
F 2ǫ (x, E
′)dE ′. (58)
The Lebesgue Dominated Convergence Theorem implies by (56), (57), (58) that∫
I
(
p.f.
∫ Em
E
1
E ′ − Ef(x, E
′, E)dE ′
)
dE =
∫
I
lim
ǫ→0
F 1ǫ (x, E)dE
= lim
ǫ→0
∫
I
F 1ǫ (x, E)dE = lim
ǫ→0
∫
I′
F 2ǫ (x, E
′)dE ′
=
∫
I′
lim
ǫ→0
F 2ǫ (x, E
′)dE ′ =
∫
I′
(
p.f.
∫ E′
E0
1
E ′ −Ef(x, E
′, E)dE ′
)
dE ′ (59)
which completes the proof. 
We prove also the next partial integration-like results.
Lemma 4.2 Suppose that f ∈ C(G× I, Cα(I ′)), α > 0. Then
p.f.
∫ Em
E
1
E ′ −Ef(x, E
′, E)dE ′
= −
∫ Em
E
ln(E ′ − E) ∂f
∂E ′
(x, E ′, E)dE ′ + ln(Em − E)f(x, Em, E). (60)
Proof. Using partial integration we have∫ Em
E+ǫ
1
E ′ −Ef(x, E
′, E)dE ′ + ln(ǫ)f(x, E,E)
=
∣∣∣Em
E+ǫ
ln(E ′ −E)f(x, E ′, E)−
∫ Em
E+ǫ
ln(E ′ − E) ∂f
∂E ′
(x, E ′, E)dE ′ + ln(ǫ)f(x, E,E)
= −
∫ Em
E+ǫ
ln(E ′ −E) ∂f
∂E ′
(x, E ′, E)dE ′ + ln(Em − E)f(x, Em, E) (61)
from which the assertion follows by letting ǫ→ 0.

Lemma 4.3 Suppose that f ∈ C(G× I, C1+α(I ′)), α > 0. Then for E 6= Em
p.f.
∫ Em
E
1
(E ′ − E)2f(x, E
′, E)dE ′
= p.f.
∫ Em
E
1
E ′ −E
∂f
∂E ′
(x, E ′, E)dE ′ +
∂f
∂E ′
(x, E,E)+ − 1
Em − Ef(x, Em, E) (62)
where ∂f
∂E′
(x, E,E)+ denotes the right hand partial derivative (actually here
∂f
∂E′
(x, E,E)+ =
∂f
∂E′
(x, E,E)).
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Proof. Using partial integration we have for ǫ > 0∫ Em
E+ǫ
1
(E ′ − E)2f(x, E
′, E)dE ′ − 1
ǫ
f(x, E,E) + ln(ǫ)
∂f
∂E ′
(x, E,E)
=
∣∣∣Em
E+ǫ
− 1
E ′ −Ef(x, E
′, E) +
∫ Em
E+ǫ
1
E ′ −E
∂f
∂E ′
(x, E ′, E)dE ′
− 1
ǫ
f(x, E,E) + ln(ǫ)
∂f
∂E ′
(x, E,E)
=
(∫ Em
E+ǫ
1
E ′ −E
∂f
∂E ′
(x, E ′, E)dE ′ + ln(ǫ)
∂f
∂E ′
(x, E,E)
)
+
f(x, E + ǫ, E)− f(x, E,E)
ǫ
− 1
Em − Ef(x, Em, E) (63)
from which the assertion follows by letting ǫ→ 0+.

Similarly we have
Lemma 4.4 Suppose that f ∈ C(G× I ′, C1+α(I)), α > 0. Then for E 6= E0
p.f.
∫ E′
E0
1
(E ′ − E)2f(x, E
′, E)dE
= −p.f.
∫ E′
E0
1
E ′ −E
∂f
∂E
(x, E ′, E)dE − ∂f
∂E
(x, E ′, E ′)− − 1
E ′ − E0 f(x, E
′, E0) (64)
where ∂f
∂E
(x, E ′, E ′)− denotes the left hand partial derivative.
The previous lemma 4.3 immediately gives
Lemma 4.5 Suppose that f ∈ C(G,C1+α(I2)). Then∫
I
(
p.f.
∫ Em
E
1
(E ′ − E)2f(x, E
′, E)dE ′
)
dE =
∫
I′
(
p.f.
∫ E′
E0
1
E ′ − E
∂f
∂E ′
(x, E ′, E)dE
)
dE ′
+
∫
I′
∂f
∂E ′
(x, E ′, E ′)+dE
′ −
∫
I′
1
Em − E ′f(x, Em, E
′)dE ′ (65)
when the integral
∫
I′
1
Em−E′
f(x, Em, E
′)dE ′ exists.
Proof. In virtue of Lemma 4.3∫
I
(
p.f.
∫ Em
E
1
(E ′ −E)2 f(x, E
′, E)dE ′
)
dE =
∫
I
(
p.f.
∫ Em
E
1
E ′ − E
∂f
∂E ′
(x, E ′, E)dE ′
)
dE
+
∫
I
∂f
∂E ′
(x, E,E)+dE −
∫
I
1
Em − Ef(x, Em, E)dE. (66)
Hence the assertion follows from Lemma 4.1.

Moreover, we have the following Fubin-type theorem
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Lemma 4.6 For f ∈ C(G× S × I, C1+α(I ′)), α > 0 and for E 6= Em∫
S
(
p.f.
∫ Em
E
1
(E ′ − E)2f(x, E
′, E, ω)dE ′
)
dω = p.f.
∫ Em
E
1
(E ′ − E)2
(∫
S
f(x, E ′, E, ω)dω
)
dE ′.
(67)
Proof. By Fubin’s Theorem we have∫
S
[ ∫ Em
E+ǫ
1
(E ′ − E)2f(x, E
′, E, ω)dE ′ − 1
ǫ
f(x, E,E, ω) + ln(ǫ)
∂f
∂E ′
(x, E,E, ω)
]
dω
=
∫ Em
E+ǫ
1
(E ′ − E)2
(∫
S
f(x, E ′, E, ω)dω
)
dE ′
− 1
ǫ
∫
S
f(x, E,E, ω)dω + ln(ǫ)
∫
S
∂f
∂E ′
(x, E,E, ω)dω
=
∫ Em
E+ǫ
1
(E ′ − E)2
(∫
S
f(x, E ′, E, ω)dω
)
dE ′
− 1
ǫ
∫
S
f(x, E,E, ω)dω + ln(ǫ)
∂
∂E ′
(∫
S
f(x, ., E, ω)dω
)
|E′=E
. (68)
Denote
Fǫ(x, E, ω) :=
∫ Em
E+ǫ
1
(E ′ −E)2 f(x, E
′, E, ω)dE ′ − 1
ǫ
f(x, E,E, ω) + ln(ǫ)
∂f
∂E ′
(x, E,E, ω).
Applying the Taylor’s formula
f(x, E ′, E, ω) = f(x, E,E, ω) +
∫ 1
0
∂f
∂E ′
(x, E + t(E ′ −E), E, ω)dt · (E ′ −E)
and the identity∫ 1
0
1
E ′ − E
∂f
∂E ′
(x, E + t(E ′ −E), E, ω)dt = 1
E ′ −E
∂f
∂E ′
(x, E,E, ω)
+
∫ 1
0
1
E ′ −E
( ∂f
∂E ′
(x, E + t(E ′ −E), E, ω)− ∂f
∂E ′
(x, E,E, ω)
)
dt
we see analogously to the proof of Lemma 4.1 that by the Lebesgue Dominated Convergence
Theorem ∫
S
lim
ǫ→0
Fǫ(x, E, ω)dω = lim
ǫ→0
∫
S
Fǫ(x, E, ω)dω. (69)
In virtue of definition (9) and (68), (69)∫
S
(
p.f.
∫ Em
E
1
(E ′ −E)2 f(x, E
′, E, ω)dE ′
)
dω
=
∫
S
lim
ǫ→0
(∫ Em
E+ǫ
1
(E ′ − E)2f(x, E
′, E, ω)dE ′ − 1
ǫ
f(x, E,E, ω) + ln(ǫ)
∂f
∂E ′
(x, E,E, ω)
)
dω
=
∫
S
lim
ǫ→0
Fǫ(x, E, ω)dω = lim
ǫ→0
∫
S
Fǫ(x, E, ω)dω
= p.f.
∫ Em
E
1
(E ′ − E)2
(∫
S
f(x, E ′, E, ω)dω
)
dE ′
which completes the proof. 
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In the same way (but more easily) we find that for f ∈ C(G × S × I, Cα(I ′)), α > 0 and
E 6= Em∫
S
(
p.f.
∫ Em
E
1
E ′ − Ef(x, E
′, E, ω)dE ′
)
dω = p.f.
∫ Em
E
1
E ′ − E
(∫
S
f(x, E ′, E, ω)dω
)
dE ′. (70)
The integral
∫
S
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)v(x, ω, E)dsdω below (in sections 4.3 and 5) emerging
from Møller collision operator needs a special treatment which is yielded by the next lemma.
Lemma 4.7 Let −1 < t < 1, and let for any ω ∈ S
Γωt = {ω′ ∈ S | ω · ω′ = t}.
Then for any f ∈ C(S × S ′) one has∫
S
∫
Γωt
f(ω, ω′)dℓ(ω′)dω =
∫
S′
∫
Γω
′
t
f(ω, ω′)dℓ(ω)dω′ (71)
where
∫
Γωt
h(ω′)dℓ(ω′) is the path integral of h along Γωt .
Proof. We apply the idea given in [31]), Lemma 5.4. Let −1 < t0 < t < 1. For every ω ∈ S,
the usual surface measure dω on S disintegrates into a family of measures (1 − r2)−1/2dℓr ⊗ dr,
−1 < r < 1, where ℓr is the path length measure along the curve Γωr . Let Sω,[t0,t] be the spherical
zone
Sω,[t0,t] := {ω′ ∈ S | t0 ≤ ω′ · ω ≤ t}.
Then we have by Fubin’s Theorem∫
S
∫
Sω,[t0,t]
f(ω, ω′)dω′dω =
∫
S
∫ t
t0
∫
Γωr
f(ω, ω′)(1− r2)−1/2dℓr(ω′)drdω
=
∫ t
t0
(1− r2)−1/2
∫
S
∫
Γωr
f(ω, ω′)dℓr(ω
′)dωdr. (72)
We use the parametrization
s→ R(ω)(√1− r2 cos(s),√1− r2 sin(s), r)
for Γωr .
Furthermore, let χR+ be the characteristic function of R+. Then again by the Fubini’s Theorem∫
S
∫
Sω,[t0,t]
f(ω, ω′)dω′dω
=
∫
S
∫
S′
χR+(ω
′ · ω − t0)χR+(t− ω′ · ω)f(ω, ω′)dω′dω
=
∫
S′
∫
S
χR+(ω · ω′ − t0)χR+(t− ω′ · ω)f(ω, ω′)dωdω′
=
∫
S′
∫
S
χR+(ω
′ · ω − t0)χR+(t− ω · ω′)f(ω, ω′)dωdω′
=
∫
S′
∫
Sω′,[t0,t]
f(ω, ω′)dωdω′.
Thus by (72)∫ t
t0
(1− r2)−1/2
∫
S
∫
Γωr
f(ω, ω′)dℓr(ω
′)dωdr =
∫ t
t0
(1− r2)−1/2
∫
S′
∫
Γω′r
f(ω, ω′)dℓr(ω)dω
′dr. (73)
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Noting that the function
r →
∫
S
∫
Γωr
f(ω, ω′)dℓr(ω
′)dω =
√
1− r2
∫
S
∫ 2π
0
f
(
ω,R(ω)(
√
1− r2 cos(s),
√
1− r2 sin(s), r))drdω
is continuous we get the assertion by taking (in formula (73)) the derivative with respect to t on
each side.

Corollary 4.8 For ψ, v ∈ C(G× S × I)∫
S
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)v(x, ω, E)dsdω =
∫
S′
∫ 2π
0
ψ(x, ω′, E ′)v(x, γ(E ′, E, ω′)(s), E)dsdω′
(74)
where γ(E ′, E, ω) is as in section 3.1.
Proof. Let for fixed x, E ′, E
f(ω, ω′) := ψ(x, ω′, E ′)v(x, ω, E).
Recall that γ(E ′, E, ω) is a parametrization of the curve Γωµ := {ω′ ∈ S | ω · ω′ = µ(E ′, E)} and
note that ‖γ(E ′, E, ω)′(s)‖ =√1− µ(E ′, E)2. Hence we have by Lemma 4.7∫
S
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)v(x, ω, E)dsdω =
1√
1− µ(E ′, E)2
∫
S
∫
Γωµ
f(ω, ω′)dℓ(ω′)dω
=
1√
1− µ(E ′, E)2
∫
S′
∫
Γω′µ
f(ω, ω′)dℓ(ω)dω′
=
∫
S′
∫ 2π
0
ψ(x, ω′, E ′)v(x, γ(E ′, E, ω′)(s), E)dsdω′, (75)
as desired.

Finally we prove the following result.
Theorem 4.9 Let ψ ∈ C(G,C2(I, C3(S))). Then for fixed x, ω, E the mapping
F (E ′) :=
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds
is differentiable and
(1) for E ′ 6= E
F ′(E ′) =
∂
∂E ′
( ∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds
)
=
∫ 2π
0
〈
(∇Sψ)(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
+
∫ 2π
0
∂ψ
∂E
(x, γ(E ′, E, ω)(s), E ′)ds (76)
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(2) for E ′ = E
F ′(E) =
∂
∂E ′
( ∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds
)∣∣∣E′=E = 2π (∂E′µ)(E,E)(ω · ∇Sψ)(x, ω, E)
+
∑
|α|≤2
aα(E, ω)(∂
α
ωψ)(x, ω, E) + 2π
∂ψ
∂E
(x, ω, E). (77)
Here (below we denote (ψ ◦Hω)(x, ξ, E) = ψ(x,Hω(ξ), E))∑
|α|≤2
aα(ω,E)(∂
α
ωψ)(x, ω, E)
:= lim
E′→E
∫ 2π
0
2∑
j=1
∂j
( 〈(∇Sψ ◦Hω)(x, ., E ′), η(E ′, E, ω, s)〉 )(0)ξj((E ′, E, ω, s)ds. (78)
where ∂j = ∂ξj and where the limit is given in Lemma 4.10 below.
Above ξ(E ′, E, ω, s) := J(ζ(E ′, E, ω, s)), ζ(E ′, E, ω, s) = H−1ω (γ(E
′, E, ω)(s)) (recall J and ζ
from section 2.2) and η(E ′, E, ω, s) := ∂γ
∂E′
(E ′, E, ω)(s).
Proof. A. Note that the mapping E ′ → γ(E ′, E, ω)(s) is a curve on S and so ∂γ
∂E′
(E ′, E, ω)(s) ∈
Tγ(E′,E,ω)(s)(S). Therefore formula (76) follows from the chain rule on manifolds.
B. Writing µ = µ(E ′, E), ∂E′µ =
∂µ
∂E′
(E ′, E) we find that
∂γ
∂E ′
(E ′, E, ω)(s) = R(ω)
(− (∂E′µ)µ√
1− µ2 cos(s),−
(∂E′µ)µ√
1− µ2 sin(s), ∂E
′µ
)
(79)
The term ∫ 2π
0
〈
(∇Sψ)(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
in (76) requires further study for E ′ = E since the partial derivative ∂γ
∂E′
(E ′, E, ω)(s) does not
exist for E ′ = E.
Because the mapping F is continuous it suffices (by the consequence of L’Hospital’s rule) to
show that the limit limE′→E F
′(E ′) exists and that
lim
E′→E
F ′(E ′) = 2π (∂E′µ)(E,E)(ω · ∇Sψ)(x, ω, E)
+
∑
|α|≤2
aα(E, ω)(∂
α
ωψ)(x, ω, E) + 2π
∂ψ
∂E
(x, ω, E). (80)
Since (note that γ(E,E, ω)(s) = ω)
lim
E′→E
∫ 2π
0
∂ψ
∂E
(x, γ(E ′, E, ω)(s), E ′)ds = 2π
∂ψ
∂E
(x, ω, E)
we have to prove that
lim
E′→E
(∫ 2π
0
〈
(∇Sψ)(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
)
= 2π (∂E′µ)(E,E)(ω · ∇Sψ)(x, ω, E) +
∑
|α|≤2
aα(E, ω)(∂
α
ωψ)(x, ω, E). (81)
We proceed as follows.
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In virtue of the Taylor’s formula (recall η = ∂γ
∂E′
(E ′, E, ω)(s))〈
(∇Sψ)(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
=
〈
(∇Sψ)(x, ω, E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
+
2∑
j=1
∂j
( 〈(∇Sψ ◦Hω)(x, ., E ′), η(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)
+ (Rωψ(x, ·, E ′))(ω′)
(
ζ(E ′, E, ω, s), ζ(E ′, E, ω, η(E ′, E, ω, s)
)
(82)
where the residual is
Rω(ψ(x, ., E))(ω
′)(ζ(E ′, E, ω, s), ζ(E ′, E, ω, s), η(E ′, E, ω, s))
=
∑
|α|=2
|α|
α!
∫ 1
0
(1− t)∂αξ
( 〈(∇Sψ ◦Hω)(x, ., E ′), η(E ′, E, ω, s)〉 )(tξ)dt · ξα. (83)
We have for E ′ 6= E∫ 2π
0
〈
(∇Sψ)(x, ω, E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds =
〈
(∇Sψ)(x, ω, E ′),
∫ 2π
0
∂γ
∂E ′
(E ′, E, ω)(s)ds
〉
= 2π (∂E′µ)(E
′, E)(ω · ∇Sψ)(x, ω, E ′) (84)
where we recalled that R(ω)e3 = ω, and so
lim
E′→E
(∫ 2π
0
〈
(∇Sψ)(x, ω, E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
)
= 2π (∂E′µ)(E,E)(ω · ∇Sψ)(x, ω, E). (85)
For the residual we have
lim
E′→E
∫ 2π
0
(Rωψ(x, ·, E ′))(ω′)
(
ζ(E ′, E, ω, s), ζ(E ′, E, ω, s), η(E ′, E, ω, s)
)
ds = 0 (86)
This is seen as follows. By (24)
‖ζ(E ′, E, ω, s)‖ ≤ C ‖γ(E ′, E, ω)(s)− ω‖ . (87)
Letting γ0(E
′, E)(s) := (
√
1− µ2 cos(s),
√
1− µ2 sin(s), µ) and recalling that ω = R(ω)e3 we
obtain
‖γ(E ′, E, ω)(s)− ω‖2 = ‖R(ω)γ0(E ′, E)(s)− ω‖2 =
∥∥γ0(E ′, E)(s)− R(ω)−1ω∥∥2
= ‖γ0(E ′, E)(s)− e3‖2 = 2(1− µ(E ′, E)) (88)
and then we get∣∣∣(Rωψ(x, ·, E ′)(ω′)(ζ(E ′, E, ω, s), ζ(E ′, E, ω, s), η(E ′, E, ω, s))|
≤
∑
|α|=2
|α|
α!
∫ 1
0
(1− t) ∥∥∂αξ (∇Sψ ◦Hω)(x, tξ, E ′)∥∥ ‖η(E ′, E, ω, s)‖ ‖ξ‖|α|
≤ C1 ‖ψ‖C(G×I,C3(S)) ‖ζ(E ′, E, ω, s)‖2
∥∥∥∥ ∂γ∂E ′ (E ′, E, ω)(s)
∥∥∥∥
≤ C1C2 ‖ψ‖C(G×I,C3(S)) ‖γ(E ′, E, ω)(s)− ω‖2
∥∥∥∥ ∂γ∂E ′ (E ′, E, ω)(s)
∥∥∥∥
≤ 2C1C2 ‖ψ‖C(G×I,C3(S)) (1− µ)
|∂E′µ|√
1− µ2 = 2C1C
2 ‖ψ‖C(G×I,C3(S)) |∂E′µ|
√
1− µ√
1 + µ
. (89)
ON LINEAR HYPERSINGULAR BTE AND ITS VARIATIONAL FORMULATION 21
In (89) the right hand side convergences to zero since µ→ 1 as E ′ → E. Hence the assertion (77)
follows by combining (82), (85), (86).

Lemma 4.10 Let ξ = J(ζ), ζ := H−1ω (γ(E
′, E, ω)(s)) ∈ Tω(S) and η = ∂γ∂E′ (E ′, E, ω)(s). Then
lim
E′→E
∫ 2π
0
2∑
j=1
∂j
( 〈(∇Sψ ◦Hω)(x, ., E ′), η(E ′, E, ω, s)〉 )(0)ξj((E ′, E, ω, s)ds
= −(∂E′µ)(E,E)
2∑
j=1
∫ 2π
0
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E), R(ω)
(
cos(s), sin(s), 0
)〉 )
(0)
· 〈R(ω)( cos(s), sin(s), 0),Ωj〉 ds. (90)
Proof. Recall that Hω = expω is given in Example 2.4. Denote ω
′ := γ(E ′, E, ω)(s) and µ =
µ(E ′, E). In due to (38) we find that
ζ(E ′, E, ω, s) = exp−1ω (ω
′) =
arccos(〈ω′, ω〉)√
1− 〈ω′, ω〉2
(ω′ − 〈ω′, ω〉ω)
=
arccos(〈γ(E ′, E, ω)(s), ω〉√
1− 〈γ(E ′, E, ω)(s), ω〉2
(γ(E ′, E, ω)(s)− 〈γ(E ′, E, ω)(s), ω〉ω). (91)
Furthermore, we find that
〈γ(E ′, E, ω)(s), ω〉 = 〈R(ω)γ0(E ′, E)(s), ω〉 = 〈γ0(E ′, E)(s), R(ω)∗ω〉
= 〈γ0(E ′, E)(s), e3〉 = µ(E ′, E)
where we noticed that R(ω)∗ω = R(ω)−1ω = e3. Hence
ζ(E ′, E, ω, s) =
arccos(µ)√
1− µ2 (γ(E
′, E, ω)(s)− µω)
=
arccos(µ)√
1− µ2 R(ω)(γ0(E
′, E)(s)− (0, 0, µ)) (92)
since R(ω)(0, 0, µ) = µω (recall R(ω) from section 3.1).
In virtue of Example 2.4
lim
E′→E
arccos(µ(E ′, E))√
1− µ(E ′, E)2 = 1.
In addition,
R(ω)(γ0(E
′, E)(s)− (0, 0, µ)) = R(ω)(√1− µ2 cos(s),√1− µ2 sin(s), 0).
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Hence (because µ(E,E) = 1)
lim
E′→E
∫ 2π
0
2∑
j=1
∂j
( 〈(∇Sψ ◦Hω)(x, ., E ′), η(E ′, E, ω, s)〉 )(0)ξj((E ′, E, ω, s)ds
= lim
E′→E
2∑
j=1
∫ 2π
0
∂j
(〈
(∇Sψ ◦Hω)(x, ., E ′), R(ω)
(− (∂E′µ)µ√
1− µ2 cos(s),−
(∂E′µ)µ√
1− µ2 sin(s), ∂E
′µ
)〉 )
(0)
·
(
R(ω)
(√
1− µ2 cos(s),
√
1− µ2 sin(s), 0))
j
ds = lim
E′→E
2∑
j=1
∫ 2π
0
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E ′), R(ω)
(− (∂E′µ)µ cos(s),−(∂E′µ)µ sin(s),√1− µ2∂E′µ)〉 )(0)
·
(
R(ω)
(
cos(s), sin(s), 0
))
j
ds
= −(∂E′µ)(E,E)
2∑
j=1
∫ 2π
0
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E), R(ω)
(
cos(s), sin(s), 0
)〉 )
(0)
·
(
R(ω)
(
cos(s), sin(s), 0
))
j
ds (93)
Since〈
R(ω)
(
cos(s), sin(s), 0
)
, ω
〉
=
〈(
cos(s), sin(s), 0
)
, R∗(ω)ω
〉
=
〈(
cos(s), sin(s), 0
)
, e3
〉
= 0
the vector R(ω)
(
cos(s), sin(s), 0
)
lies in Tω(S) (as it should be). In addition (since Ω1, Ω2 are
orthogonal), (
R(ω)
(
cos(s), sin(s), 0
))
j
=
〈
R(ω)
(
cos(s), sin(s), 0
)
,Ωj
〉
, j = 1, 2.
Hence we conclude the assertion from (93). 
Remark 4.11 A. The result of the limit in (90) can be further computed. We notice that the
limit (81) can be computed in the coordinate free way (by personal communication with Dr. Petri
Kokkonen) but our below treatises are based on local ones.
Let
bj(ω) :=
∫ 2π
0
〈
R(ω)
(
cos(s), sin(s), 0
)
,Ωj
〉
R(ω)
(
cos(s), sin(s), 0
)
ds.
By using the matrix partition R(ω) =
(
Ω2 Ω1 ω
)
we have〈
R(ω)
(
cos(s), sin(s), 0
)
,Ωj
〉
=
〈(
cos(s), sin(s), 0
)
, R∗(ω)Ωj
〉
=
〈(
cos(s), sin(s), 0
)
,
Ω2Ω1
ω
Ωj
〉
=
〈(
cos(s), sin(s), 0
)
,
( 〈
Ω2,Ωj
〉
,
〈
Ω1,Ωj
〉
, 0
)〉
. (94)
Hence we find that 〈
R(ω)
(
cos(s), sin(s), 0
)
,Ω1
〉
= sin(s),〈
R(ω)
(
cos(s), sin(s), 0
)
,Ω2
〉
= cos(s)
and so
b1(ω) = R(ω)
( ∫ 2π
0
sin(s) cos(s)ds,
∫ 2π
0
sin2(s)ds, 0
)
= πR(ω)e2 = πΩ1(ω).
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Similarly b2(ω) = πΩ2(ω). Hence
− (∂E′µ)(E,E)
2∑
j=1
∫ 2π
0
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E), R(ω)
(
cos(s), sin(s), 0
)〉 )
(0)
· 〈R(ω)( cos(s), sin(s), 0),Ωj〉 ds
= −π (∂E′µ)(E,E)
2∑
j=1
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E),Ωj
〉
(95)
We compute the result of (95) in spherical coordinates. Recall that the spherical coordinates
for S are given by the parametrization
g(φ, θ) = (cosφ sin θ, sinφ sin θ, cos θ)
and that
∂f
∂ω1
(ω) =
∂(f ◦ g)
∂φ
(φ, θ)|g(φ,θ)=ω,
∂f
∂ω2
(ω) =
∂(f ◦ g)
∂θ
(φ, θ)|g(φ,θ)=ω.
By a routine computation we see that〈
Ω1(ω), ∂ω1Ω1(ω)
〉
=
〈
Ω2(ω), ∂ω2Ω2(ω)
〉
=
〈
Ω1(ω), ∂ω2Ω2(ω)
〉
= 0,
〈
Ω2(ω), ∂ω1Ω1(ω)
〉
= − 1√
ω21 + ω
2
2
ω3.
The elements Gij =
〈
∂
∂ωi
, ∂
∂ωj
〉
of the Riemannian metric tensor are
G11 = ω
2
1 + ω
2
2, G12 = G21 = 0, G22 = 1.
Hence the Laplace-Beltrami operator in these coordinates is (here |G| = det(G))
∆Sψ =
1√|G|
2∑
i=1
2∑
j=1
∂ωi
(√
|G|(G−1)ij∂ωjψ
)
=
1
ω21 + ω
2
2
∂2ω1ψ + ∂
2
ω2ψ +
ω3√
ω21 + ω
2
2
∂ω2ψ.
Moreover, note that
Ω1 ∼ 1√
ω21 + ω
2
2
∂
∂ω1
, Ω2 ∼ ∂
∂ω2
and
∇Sψ =
〈∇Sψ,Ω1〉Ω1 + 〈∇Sψ,Ω2〉Ω2.
Consider the derivatives
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E),Ωj(ω)
〉 )
(0), j = 1, 2.
Since (∂jHω)(0) = Ωj(ω) we find that
∂j(f ◦Hω)(0) =
〈
(∇Sf)(ω),Ωj(ω)
〉
, j = 1, 2 (96)
that is,
∂1(f ◦Hω)(0) = 1√
ω21 + ω
2
2
〈
(∇Sf)(ω), ∂
∂ω1
〉
=
1√
ω21 + ω
2
2
(∂ω1f)(ω),
∂2(f ◦Hω)(0) =
〈
(∇Sf)(ω), ∂
∂ω2
〉
= (∂ω2f)(ω).
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Hence we see by the above formulas (somewhat formally) that
∂1
( 〈
(∇Sψ ◦Hω)(x, ., E),Ω1(ω)
〉 )
(0) =
=
〈
∂1
(∇Sψ ◦Hω)(x, ., E),Ω1(ω)〉
=
1√
ω21 + ω
2
2
〈
∂ω1
(∇Sψ)(x, ω, E),Ω1(ω)〉
=
1√
ω21 + ω
2
2
∂ω1
〈
(∇Sψ)(x, ω, E),Ω1(ω)
〉− 1√
ω21 + ω
2
2
〈
(∇Sψ)(x, ω, E), (∂ω1Ω1)(ω)
〉
=
1√
ω21 + ω
2
2
(∂2ω1ψ)(x, ω, E) +
ω3√
ω21 + ω
2
2
(∂ω2ψ)(x, ω, E)
since ∂ω1
(
1√
ω21+ω
2
2
)
= ∂
∂φ
(
1
sin θ
)
= 0, and similarly
∂2
( 〈
(∇Sψ ◦Hω)(x, ., E),Ω2(ω)
〉 )
(0) =
〈
∂ω2
(∇Sψ)(x, ω, E),Ω2(ω)〉
= ∂ω2
〈
(∇Sψ)(x, ω, E),Ω2(ω)
〉− 〈(∇Sψ)(x, ω, E), (∂ω2Ω2)(x, ω, E)〉
= (∂2ω2ψ)(x, ω, E).
As a conclusion we find that
2∑
j=1
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E),Ωj(ω)
〉 )
(0)
=
1
ω21 + ω
2
2
(∂2ω1ψ)(x, ω, E) + (∂
2
ω2ψ)(x, ω, E) +
ω3√
ω21 + ω
2
2
(∂ω2ψ)(x, ω, E)
= (∆Sψ)(x, ω, E).
Combining the above computations we see that∑
|α|≤2
aα(ω,E)(∂
α
ωψ)(x, ω, E) = −π (∂E′µ)(E,E)(∆Sψ)(x, ω, E). (97)
B. We remark also that by (28) in (77)
2π (∂E′µ)(E,E)(ω · ∇Sψ)(x, ω, E) = 0. (98)
4.2. A refined form of the exact equation. We derive a refined form for the exact transport
operator under consideration. Recall that for j = 1, 2
(Kjψ)(x, ω, E ′, E) = σˆj(x, E ′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds, (99)
and so
Hj
(
(Kjψ)(x, ω, ·, E)
)
(E) = p.f.
∫ Em
E
1
(E ′ − E)j σˆj(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
(100)
We begin with
Lemma 4.12 Suppose that f ∈ C(G× S × I, Cα(I ′)), α > 0. Then
p.f.
∫ Em
E
f(x, ω, E,E ′)
E ′ −E dE
′ = ln(Em −E)f(x, ω, E,E) + u(x, ω, E) (101)
where u ∈ C(G× S × I).
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Proof. We have
p.f.
∫ Em
E
f(x;ω,E,E ′)
E ′ − E dE
′ = p.f.
∫ Em
E
f(x, ω, E,E)
E ′ −E dE
′
+
∫ Em
E
f(x, ω, E,E ′)− f(x, ω, E,E)
E ′ − E dE
′ = ln(Em −E)f(x, ω, E,E) + u(x, ω, E)
where
u(x, ω, E) :=
∫ Em
E
f(x, ω, E,E ′)− f(x, ω, E,E)
E ′ − E dE
′.
We find that u(x, ω, E) =
∫
I′
χR+(E
′ − E)f(x,ω,E,E′)−f(x,ω,E,E)
E′−E
dE ′ where∣∣∣χR+(E ′ − E)f(x, ω, E,E ′)− f(x, ω, E,E)E ′ −E ∣∣∣ ≤ CαχR+(E ′ − E)|E ′ − E|α−1.
In addition, ∫
I′
χR+(E
′ − E)|E ′ − E|α−1dE ′ = 1
α
(Em −E)α ≤ 1
α
Eαm
and so the continuity of u follows from the Lebesgue Dominated Convergence Theorem. This
implies the assertion.

The next Lemmas gives information about the domains of the Hadamard finite part integral
terms H1
(
(Kjψ)(x, ω, ·, E)
)
(E), j = 1, 2.
Lemma 4.13 Suppose that σˆ1 ∈ C(G × I, C1(I ′)) and that 0 < α < 1, 0 < β < 1. Then for
ψ ∈ C(G× I, Cα(S))) ∩ C(G× S, Cβ(I))
H1
(
(K1ψ)(x, ω, ·, E)
)
(E) = 2π ln(Em −E)σˆ1(x, E,E)ψ(x, ω, E) + u(x, ω, E) (102)
where u ∈ C(G× S × I).
Proof. We have
H1
(
(K1ψ)(x, ω, ·, E)
)
(E) = p.f.
∫ Em
E
1
E ′ − E σˆ1(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
= p.f.
∫ Em
E
1
E ′ − Ef(x, ω, E,E
′)dE ′ (103)
where
f(x, ω, E,E ′) := σˆ1(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds.
We show that f ∈ C(G× S × I, Cδ(I ′)) where 0 < δ ≤ min{α
2
, β}.
Since σˆ1 ∈ C(G× I, C1(I ′)) it suffices to treat only the term
h1(x, ω, E,E
′) :=
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds.
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We have for E ′, E ′′ ∈ I
h1(x, ω, E,E
′)− h1(x, ω, E,E ′′)
=
∫ 2π
0
[ψ(x, γ(E ′, E, ω)(s), E ′)− ψ(x, γ(E ′, E, ω)(s), E ′′)]ds
+
∫ 2π
0
[ψ(x, γ(E ′, E, ω)(s), E ′′)− ψ(x, γ(E ′′, E, ω)(s), E ′′)]ds =: I1 + I2. (104)
Since ψ ∈ C(G× S, Cβ(I)) we obtain
|I1| ≤
∫ 2π
0
|ψ(x, γ(E ′, E, ω)(s), E ′)− ψ(x, γ(E ′, E, ω)(s), E ′′)|ds ≤ Cβ|E ′ −E ′′|β. (105)
Similarly since ψ ∈ C(G× I, Cα(S))) we have
|I2| ≤
∫ 2π
0
|ψ(x, γ(E ′, E, ω)(s), E ′′)− ψ(x, γ(E ′′, E, ω)(s), E ′′)|ds
≤ Cα ‖γ(E ′, E, ω)(s)− γ(E ′′, E, ω)(s)‖α ≤ CαC|E ′ −E ′′|α2 . (106)
Here we used the estimate
‖γ(E ′, E, ω)(s)− γ(E ′′, E, ω)(s)‖2
= (
√
1− µ(E ′, E)2 −
√
1− µ(E ′′, E)2)2 + (µ(E ′, E)− µ(E ′′, E))2 ≤ C|E ′ −E ′′| (107)
which can be seen by elementary computations.
Combining (104), (105) and (106) we get
|h1(x, ω, E,E ′)− h1(x, ω, E,E ′′)| ≤ |I1|+ |I2| ≤ Cβ|E ′ −E ′′|β + CαC|E ′ − E ′′|α2
from which (since I is bounded) it follows that
|h1(x, ω, E,E ′)− h1(x, ω, E,E ′′)| ≤ Cδ|E ′ − E ′′|δ
Hence the assertion is a consequence of Lemma 4.12.

The proof of the above lemma 4.13 gives immediately
Corollary 4.14 Suppose that ψ ∈ C(G,Cα(S × I)), α > 0. Let
h1(x, ω, E,E
′) :=
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds.
Then h1 obeys
|h1(x, ω, E ′, E)− h1(x, ω, E,E)| ≤ C1 ‖ψ‖C(G,Cα(S×I) (E ′ −E)
α
2 , E ′ ≥ E (108)
where C1 is independent of ψ.
Proof. Choose α = β in the above lemma. It needs only to note that in the above proof Cβ =
2π ‖ψ‖C(G×S,Cβ(I)) and Cα = 2π ‖ψ‖C(G×I,Cα(I)). 
Let for E ′ 6= E
h(x, ω, E ′, E) :=
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds.
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By the proof of Theorem 4.9 h is defined also for E ′ = E and
h(x, ω, E,E) = lim
E′→E
h(x, ω, E ′, E) =
∑
|α|≤2
âα(E, ω)(∂
α
ωψ)(x, ω, E)
:= lim
E′→E
∫ 2π
0
2∑
j=1
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds
where now ηˆ = ∂γ
∂E
(E ′, E, ω)(s) and where we used that
2π (∂Eµ)(E,E)(ω · ∇Sψ)(x, ω, E) = 0.
We have the following technical lemma
Lemma 4.15 Suppose that ψ ∈ C(G,C1(I, C3(S))). Then the mapping h obeys
|h(x, ω, E ′, E)− h(x, ω, E,E)| ≤ C(E ′ − E) 12 , E ′ ≥ E. (109)
Analogous result is valid for the mapping
h2(x, ω, E
′, E) :=
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds.
Proof. A. We have for E ′ 6= E
h(x, ω, E ′, E) =
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
=
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
+
∫ 2π
0
(〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′)−∇Sψ(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉)
ds
=: h1(x, ω, E
′, E) + h2(x, ω, E
′, E). (110)
Since ψ ∈ C(G,C1(I, C1(S)))
|h2(x, ω, E ′, E)| ≤ C1|E ′ − E|
∫ 2π
0
∥∥∥∥ ∂γ∂E (E ′, E, ω)(s)
∥∥∥∥ ds
= 2π C1|E ′ − E| |(∂Eµ)(E ′, E)| 1√
1− µ(E ′, E)2 ≤ C
′
1 |E ′ −E|
1
2 (111)
where we noticed that 1− µ(E ′, E)2 = 1− E(E′+2)
E′(E+2)
= 2(E
′−E))
E′(E+2)
. Note that
h(x, ω, E ′, E)− h(x, ω, E,E) = h1(x, ω, E ′, E)− h(x, ω, E,E) + h2(x, ω, E ′, E) (112)
and so it suffices to consider the term h1(x, ω, E
′, E) − h(x, ω, E,E). This is done in the next
paragraph.
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B. Let ζ = ζ(E ′, E, ω, s) = H−1ω (ω
′) ∼ ξ(E ′, E, ω, s) = ξ, ω′ = γ(E ′, E, ω)(s) and ηˆ =
ηˆ(E ′, E, ω, s) = ∂γ
∂E
(E ′, E, ω)(s). In virtue of the Taylor’s formula (cf. (23)) we have for E ′ 6= E
h1(x, ω, E
′, E)
=
∫ 2π
0
〈
(∇Sψ)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
=
∫ 2π
0
〈
(∇Sψ ◦Hω)(x, ., E), ∂γ
∂E
(E ′, E, ω)(s)
〉
(ξ)ds
=
∫ 2π
0
〈
(∇Sψ)(x, ω, E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
+
2∑
j=1
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds
+
∫ 2π
0
(Rωψ(x, ·, E))(ω′)
(
ζ(E ′, E, ω, s), ζ(E ′, E, ω, ηˆ(E ′, E, ω, s)
)
ds (113)
where the residual (Rωψ(x, ·, E))(ω′) is
Rω(ψ(x, ., E))(ω
′)(ζ(E ′, E, ω, s), ζ(E ′, E, ω, s), ηˆ(E ′, E, ω, s)
=
∑
|α|=2
|α|
α!
∫ 1
0
(1− t)∂αξ
( 〈(∇Sψ)(x, ., E) ◦Hω), ηˆ〉 )(tξ)dt · ξα. (114)
Hence
h1(x, ω, E
′, E)− h(x, ω, E,E) =
∫ 2π
0
〈
(∇Sψ)(x, ω, E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
+
2∑
j=1
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds
− lim
E′→E
2∑
j=1
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds
+
∫ 2π
0
Rω(ψ(x, ., E))(ω
′)(ζ(E ′, E, ω, s), ζ(E ′, E, ω, s), ηˆ(E ′, E, ω, s)ds. (115)
Similarly as in the proof of Theorem 4.9 we find that∣∣∣ ∫ 2π
0
Rω(ψ(x, ., E))(ω
′)
(
ζ(E ′, E, ω, s), ζ(E ′, E, ω, s), ηˆ(E ′, E, ω, s)
)
ds
∣∣∣
≤ C
√
1− µ(E ′, E) ≤ C ′|E ′ − E| 12 (116)
and that ∫ 2π
0
〈
(∇Sψ)(x, ω, E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds = 0. (117)
Consider the term
2∑
j=1
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds
− lim
E′→E
2∑
j=1
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds.
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In due to proof of Lemma 4.10 (here we again denote shortly µ = µ(E ′, E))∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds = arccos(µ)√
1− µ2
∫ 2π
0
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E), R(ω)
(− (∂Eµ)µ cos(s),−(∂Eµ)µ sin(s),√1− µ2∂Eµ)〉 )(0)ds
· (R(ω)( cos(s), sin(s), 0))
j
ds
=
arccos(µ)√
1− µ2
∫ 2π
0
bj(ω, s)qj(E
′, E, ω, s)ds (118)
where
bj(ω, s) :=
(
R(ω)
(
cos(s), sin(s), 0
))
j
=
〈
R(ω)
(
cos(s), sin(s), 0
)
,Ωj
〉
and
qj(E
′, E, ω, s)
:= ∂j
( 〈
(∇Sψ ◦Hω)(x, ., E), R(ω)
(− (∂Eµ)µ cos(s),−(∂Eµ)µ sin(s),√1− µ2∂Eµ)〉 )(0)
Note that
lim
E′→E
2∑
j=1
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds
=
∫ 2π
0
bj(ω, s)qj(E,E, ω, s)ds.
Hence we have∣∣∣ ∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds
− lim
E′→E
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds∣∣∣
=
∣∣∣arccos(µ(E ′, E))√
1− µ(E ′, E)2
∫ 2π
0
bj(ω, s)qj(E
′, E, ω, s)ds−
∫ 2π
0
bj(ω, s)qj(E,E, ω, s)ds
∣∣∣
≤
∣∣∣arccos(µ(E ′, E))√
1− µ(E ′, E)2 − 1
∣∣∣ ∣∣∣ ∫ 2π
0
bj(ω, s)qj(E
′, E, ω, s)ds
∣∣∣
+
∣∣∣ ∫ 2π
0
bj(ω, s)qj(E
′, E, ω, s)ds−
∫ 2π
0
bj(ω, s)qj(E,E, ω, s)ds
∣∣∣. (119)
Recall that arccos(µ) = arcsin(
√
1− µ2) and
arcsin(x) = x+
1
2
x3
3
+
1 · 3
2 · 4
x5
5
+ ..., |x| < 1.
Hence we find that ∣∣∣arccos(µ(E ′, E))√
1− µ(E ′, E)2 − 1
∣∣∣ ≤ C4(1− µ(E ′, E)2) ≤ C ′4|E ′ − E|. (120)
Since ψ ∈ C(G,C1(I, C3(S))) ∣∣∣ ∫ 2π
0
bj(ω, s)qj(E
′, E, ω, s)ds
∣∣∣ ≤ C5
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and∣∣∣ ∫ 2π
0
bj(ω, s)qj(E
′, E, ω, s)ds−
∫ 2π
0
bj(ω, s)qj(E,E, ω, s)ds
∣∣∣
≤
∫ 2π
0
C6|bj(ω, s)|
(
[(∂Eµ)(E
′, E)µ(E ′, E)− (∂Eµ)(E,E)]2 + |(∂Eµ)(E ′, E)|2(1− µ(E ′, E)2)
) 1
2
ds.
(121)
Since E0 > 0 we see that µ ∈ C2(I2) and so
|(∂Eµ)(E ′, E)µ(E ′, E)− (∂Eµ)(E,E)| = |(∂Eµ · µ)(E ′, E)− (∂Eµ · µ)(E,E)| ≤ C7|E ′ −E|.
(122)
Moreover,
|1− µ(E ′, E)2| ≤ C8|E ′ − E|. (123)
Hence by (119), (120) and (121)
∣∣∣ 2∑
j=1
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds
− lim
E′→E
2∑
j=1
∫ 2π
0
∂j
( 〈(∇Sψ ◦Hω)(x, ., E), ηˆ(E ′, E, ω, s)〉 )(0)ξj(E ′, E, ω, s)ds∣∣∣
≤ C|E ′ −E| 12 . (124)
As a conclusion we see that the assertion follows from (111), (112), (115), (116), (117) and (124).
This completes the proof.

Tracking similarly as in Corollary 4.14 the constants appearing in the estimates used in the
proof of the above lemma we get the following corollary
Corollary 4.16 Suppose that ψ ∈ C(G,C1(I, C3(S))). Then the mapping h2 obeys
|h2(x, ω, E ′, E)− h2(x, ω, E,E)| ≤ C2 ‖ψ‖C(G,C1(I,C3(S))) (E ′ − E)
1
2 , E ′ ≥ E (125)
where C2 is independent of ψ.
The previous Lemma 4.15 guarantees that the below p.f.-integrals exit (we skip detailed treat-
ments).
We prove the following refined form for the exact transport operator related to Møller interac-
tion.
Theorem 4.17 Let σˆ1 ∈ C(G×I, C1(I ′)), σˆ2 ∈ C(G,C2(I ′×I)) and let ψ ∈ C(G,C2(I, C3(S))).
Then the exact transport operator
Tψ = −H2
(
(K2ψ)(x, ω, ·, E)
)
(E) +H1
(
(K1ψ)(x, ω, ·, E)
)
(E)
+ ω · ∇xψ + Σψ −Krψ (126)
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can be expressed by
(Tψ)(x, ω, E) = − ∂
∂E
(
H1
(
(K2ψ)(x, ω, ·, E)
)
(E)
)
− 2π σˆ2(x, E,E)∂ψ
∂E
(x, ω, E)
− σˆ2(x, E,E)
∑
|α|≤2
aα(E, ω)(∂
α
ωψ)(x, ω, E)
+ p.f.
∫ Em
E
1
E ′ −E σˆ2(x, E
′, E)
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdE ′
+ p.f.
∫ Em
E
1
E ′ −E
∂σˆ2
∂E
(x, E ′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
+H1
(
(K1ψ)(x, ω, ·, E)
)
(E)− 2π ∂σˆ2
∂E ′
(x, E,E)ψ(x, ω, E)
+ ω · ∇xψ + Σ(x, ω, E)ψ − (Krψ)(x, ω, E) (127)
where the term
∑
|α|≤2 aα(E, ω)(∂
α
ωψ)(x, ω, E) is as above in (97).
Proof. A. At first we show that (cf. [31], section 3.2)
H2
(
(K2ψ)(x, ω, ·, E)
)
(E) =
∂
∂E
(
H1
(
(K2ψ)(x, ω, ·, E)
)
(E)
)
−H1
(
(
∂(K2ψ)
∂E
(x, ω, ., E)
)
(E)
+
∂(K2ψ)
∂E ′
(x, ω, E ′, E)∣∣E′=E . (128)
Let
f(x, ω, E ′, E) := (K2ψ)(x, ω, E ′, E).
Then
∂f
∂E ′
=
∂σˆ2
∂E ′
(x, E ′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds
+ σˆ2(x, E
′, E)
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
+ σˆ2(x, E
′, E)
∫ 2π
0
∂ψ
∂E ′
(x, γ(E ′, E, ω)(s), E ′)ds. (129)
Since σˆ2 ∈ C(G,C2(I ′ × I)) and ψ ∈ C(G,C2(I, C3(S))) we find in due to Theorem 4.9 and
Lemma 4.13 that f ∈ C(G× S, C1(I ′ × I)) and for E ′ > E∣∣∣ ∂f
∂E ′
(x, ω, E ′, E)− ∂f
∂E ′
(x, ω, E,E)
∣∣∣ ≤ C(E ′ −E) 12
(we omit here further details). Thus the relation (128) is valid (see the note after Lemma 2.2).
B. We have for E ′ > E
∂(K2ψ)
∂E
(x, ω, E ′, E) =
∂σˆ2
∂E
(x, E ′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds
+ σˆ2(x, E
′, E)
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds (130)
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and similarly recalling that γ(E,E, ω)(s) = ω
∂(K2ψ)
∂E ′
(x, ω, E ′, E)∣∣E′=E = 2π ∂σˆ2∂E ′ (x, E,E)ψ(x, ω, E ′)
+ σˆ2(x, E,E)
(∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
)
|E′=E
+ 2π σˆ2(x, E,E)
∂ψ
∂E
(x, ω, E). (131)
In virtue of (81)(∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
)
|E′=E
= 2π (∂E′µ)(E,E)(ω · ∇Sψ)(x, ω, E) +
∑
|α|≤2
aα(E, ω)(∂
α
ωψ)(x, ω, E). (132)
Recall that by (28)
(ω · ∇Sψ)(x, ω, E) = 0.
Hence the assertion follows by combining (128), (130), (131) and (132).

4.3. Related formal adjoints.
4.3.1. Formal adjoints of restricted collision and convection-scattering operators. We assume that
the restricted collision operator is the sum
Kr = K
1 +K2 +K3. (133)
Here K1 is of the form
(K1ψ)(x, ω, E) =
∫
S′×I′
σ1(x, ω′, ω, E ′, E)ψ(x, ω′, E ′)dω′dE ′,
where σ1 : G× S2 × I2 → R is a non-negative measurable function such that∫
S′×I′
σ1(x, ω′, ω, E ′, E)dω′dE ′ ≤M1,∫
S′×I′
σ1(x, ω, ω′, E, E ′)dω′dE ′ ≤M2, (134)
for a.e. (x, ω, E) ∈ G× S × I. K1 is related e.g. to the Bremsstrahlung.
The operator K2 is of the form
(K2ψ)(x, ω, E) =
∫
S′
σ2(x, ω′, ω, E)ψ(x, ω′, E)dω′,
where σ2 : G× S2 × I → R is a non-negative measurable function such that∫
S′
σ2(x, ω′, ω, E)dω′ ≤M1,∫
S′
σ2(x, ω, ω′, E)dω′ ≤M2, (135)
for a.e. (x, ω, E) ∈ G× S × I. K2 models the elastic scattering.
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Finally, K3 is of the form
(K3ψ)(x, ω, E) =
∫
I′
∫ 2π
0
σˆ3(x, E ′, E)ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
where σˆ3 : G× I2 → R is a non-negative measurable function such that∫
I′
σˆ3(x, E ′, E)dE ′ ≤M1,∫
I′
σˆ3(x, E,E ′)dE ′ ≤M2, (136)
for a.e. (x, E) ∈ G× I. K3 relates e.g. to the Møller scattering.
Recall that the restricted collision operator Kr is a bounded operator L
2(G×S× I)→ L2(G×
S × I) since it obeys the (partial) Schur criterion for boundedness ([33], [31]). Furthermore, we
have
Theorem 4.18 The adjoint K∗r of Kr = K
1 +K2 +K3 is given by
(K∗r v)(x, ω, E) =
∫
S′×I′
σ1(x, ω, ω′, E, E ′)v(x, ω′, E ′)dω′dE ′ +
∫
S′
σ2(x, ω, ω′, E)v(x, ω′, E)dω′
+
∫
I′
∫ 2π
0
σˆ3(x, E,E ′)v(x, γ(E,E ′, ω)(s), E ′)dsdE ′. (137)
Proof. The adjoint K∗r is (K
1)∗+ (K2)∗+ (K3)∗. We compute (K3)∗. The adjoints (K1)∗, (K2)∗
are similarly computed. We have by Corollary 4.8 for ψ, v ∈ L2(G× S × I)〈
K3ψ, v
〉
L2(G×S×I)
=
∫
G
∫
S
∫
I
(K3ψ)(x, ω, E)v(x, ω, E)dEdωdx
=
∫
G
∫
S
∫
I
∫
I′
∫ 2π
0
σˆ3(x, E ′, E)ψ(x, γ(E ′, E, ω)(s), E ′)v(x, ω, E)dsdE ′dEdωdx
=
∫
G
∫
I
∫
I′
σˆ3(x, E ′, E)
(∫
S
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)v(x, ω, E)dsdω
)
dE ′dEdx
=
∫
G
∫
I
∫
I′
σˆ3(x, E ′, E)
(∫
S′
∫ 2π
0
ψ(x, ω′, E ′)v(x, γ(E ′, E, ω′)(s), E)dsdω′
)
dE ′dEdx
=
∫
G
∫
S′
∫
I′
ψ(x, ω′, E ′)
(∫
I
∫ 2π
0
σˆ3(x, E ′, E)v(x, γ(E ′, E, ω′)(s), E)dsdE
)
dE ′dω′dx (138)
which completes the proof. 
Let
Σ ∈ L∞(G× S × I). (139)
Define
(A0ψ)(x, ω, E) := ω · ∇xψ + Σψ −Krψ.
Then the formal adjoint of A0 that is,
(A∗0v)(x, ω, E) = −ω · ∇xv + Σ∗v −K∗r v
where Σ∗ = Σ and v ∈ C10 (G× S × I◦).
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4.3.2. Formal adjoints of Hadamard finite part integral operators. Let
(A1ψ)(x, ω, E) := H1
(
(K1ψ)(x, ω, ·, E)
)
(E)
= p.f.
∫ Em
E
1
E ′ −E σˆ1(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
where ψ ∈ C(G× S, Cα(I)) ∩ C(G× I, Cα(S)).
Theorem 4.19 Suppose that σˆ1 ∈ C(G,Cα(I2)), α > 0. Then the formal adjoint of A1,
(A∗1v)(x, ω
′, E ′) := p.f.
∫ E′
E0
1
E ′ − E σˆ1(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE (140)
for v ∈ C(G,Cα(S × I)).
Proof. By (70) and by Corollary 4.8 we have
〈A1ψ, v〉L2(G×S×I)
=
∫
G
∫
S
∫
I
(
p.f.
∫ Em
E
1
E ′ −E σˆ1(x, E
′, E)
·
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
)
v(x, ω, E)dEdωdx
=
∫
G
∫
I
(
p.f.
∫ Em
E
1
E ′ − E σˆ1(x, E
′, E)
·
[ ∫
S
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)v(x, ω, E)dsdω
]
dE ′
)
dEdx
=
∫
G
∫
I
(
p.f.
∫ Em
E
1
E ′ − E σˆ1(x, E
′, E)
·
[ ∫
S′
∫ 2π
0
ψ(x, ω′, E ′)v(x, γ(E ′, E, ω′)(s), E)dsdω′
]
dE ′
)
dEdx
=
∫
G
∫
I
(
p.f.
∫ Em
E
1
E ′ − E σˆ1(x, E
′, E)f(x, E ′, E)dE ′
)
dEdx (141)
where
f(x, E ′, E) :=
∫
S′
∫ 2π
0
ψ(x, ω′, E ′)v(x, γ(E ′, E, ω′)(s), E)dsdω′.
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Hence by Lemma 4.1 and by (70) we obtain
〈A1ψ, v〉L2(G×S×I) =
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ −E σˆ1(x, E
′, E)f(x, E ′, E)dE
)
dE ′dx
=
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ −E σˆ1(x, E
′, E)
·
∫
S′
∫ 2π
0
ψ(x, ω′, E ′)v(x, γ(E ′, E, ω′)(s), E)dsdω′dE
)
dE ′dx
=
∫
G
∫
S′
∫
I′
ψ(x, ω′, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E σˆ1(x, E
′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE
)
dE ′dω′dx
= 〈ψ,A∗1v〉L2(G×S×I) (142)
where A∗1 is
(A∗1v)(x, ω
′, E ′) := p.f.
∫ E′
E0
1
E ′ −E σˆ1(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE.
This completes the proof 
Finally, define (the rest of the transport operator (127))
(A2ψ)(x, ω, E) := − ∂
∂E
(
H1
(
(K2ψ)(x, ω, ·, E)
)
(E)
)
− 2π σˆ2(x, E,E)∂ψ
∂E
(x, ω, E)
− σˆ2(x, E,E)
∑
|α|≤2
aα(E, ω)(∂
α
ωψ)(x, ω, E)
+ p.f.
∫ Em
E
1
E ′ −E σˆ2(x, E
′, E)
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdE ′
+ p.f.
∫ Em
E
1
E ′ −E
∂σˆ2
∂E
(x, E ′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
− 2π ∂σˆ2
∂E ′
(x, E,E)ψ(x, ω, E ′). (143)
The formal adjoint A∗2 can be computed by techniques utilized in the next section 5 and it is (see
Theorem 5.2)
(A∗2v)(x, ω
′, E ′) = −p.f.
∫ E′
E0
1
(E ′ −E)2 σˆ2(x, E
′, E) ·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE (144)
for appropriates v.
The formal adjoint of T is given by
T ∗ = A∗0 + A
∗
1 + A
∗
2.
5. Variational formulation of the transport problem
In this section we shall give a weak form, so called variational formulation, of the hyper-singular
transport problem for Møller-type interactions. The obtained final weak form (the combination
of Theorems 5.2 and 5.4) decreases the level of singularities in integration containing only singu-
larities of order one that is, the singularities of the form 1
E′−E
dEdE ′. The variational formulation
is an essential step in order to show the existence of solutions by Lions-Lax-Milgram Theorem
based methods. Additionally, it gives a platform needed for Galerkin finite element methods.
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We treatise a variational formulation of the initial inflow boundary value transport problem
Tψ = f, (145)
ψ|Γ− = g, (146)
ψ(., ., Em) = 0 (147)
where T is given by (126) or equivalently by (127). For some partial integration techniques we
additionally require that
lim
E→Em
ln(Em − E)ψ(x, ω, E) = 0 (148)
which is a stronger requirement than (147). Assuming that ψ ∈ C(G × S, C1(I)) for which
ψ(., ., Em) = 0 we have
lim
E→Em
ln(Em −E)ψ(x, ω, E) = lim
E→Em
(Em − E) ln(Em − E)ψ(x, ω, E)− ψ(x, ω, Em)
Em −E
= −0 · ∂ψ
∂E
(., ., Em) = 0
since by the L’Hospital’s rule limx→0+ x ln(x) = limx→0+
ln(x)
1
x
= 0. Hence that condition (148)
holds for sufficient regular ψ which obeys (147). Moreover, we assume that f ∈ L2(G × S × I)
and g ∈ T 2(Γ). The basic principle is to require that
〈Tψ, v〉L2(G×S×I) = 〈f, v〉L2(G×S×I) , v ∈ D(0) (149)
for the solution ψ which satisfies the conditions (146) and (147). Here D(0) is the space of test
functions
D(0) := {v ∈ C1(G,C2(I, C3(S)))| v(x, ω, E0) = 0}.
Since v ∈ C(G× S, C1(I)) we see that even the condition
lim
E′→E0
ln(E ′ − E0)v(x, ω, E ′) = 0 (150)
holds for v. At first, the requirement (149) is imposed in the classical sense that is, ψ and v are
assumed to be smooth enough. The final weak formulation follows by appropriate extensions to
Sobolev spaces (cf. [31], section 6).
Remark 5.1 We emphasize that in real problems the modelling often comprises a coupled
system of transport equations. However, the below computations (for a single equation) form an
essential part of variational formulations.
5.1. Basic variational formulation. Let f− (f+) be the negative (positive) part of a function.
Recall that
f = f+ − f− and |f | = f+ + f−. (151)
We prove
Theorem 5.2 Suppose that the assumptions (139), (134), (135), (136) are valid and that σˆ1 ∈
C(G,C1(I × I ′)), σˆ2 ∈ C(G,C2(I × I ′). Furthermore, suppose that ψ ∈ C1(G,C2(I, C3(S))) is a
solution of the problem (145), (146), (147). Then
B(ψ, v) = F (v), v ∈ D(0). (152)
Here the bilinear form B(., ., ) is
B(ψ, v) = B2(ψ, v) +B1(ψ, v) +B0(ψ, v) (153)
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where
B0(ψ, v) := 〈ψ,−ω · ∇xv + Σ∗v −K∗r v〉L2(G×S×I) +
∫
Γ+
(ω · ν)+ψv dσdωdE, (154)
B1(ψ, v) :=
∫
G
∫
S′
∫
I′
ψ(x, ω′, E ′)·(
p.f.
∫ E′
E0
1
E ′ −E σˆ1(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE
)
dE ′dω′dx (155)
and
B2(ψ, v) := −
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
(E ′ − E)2 σˆ2(x, E
′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx. (156)
The linear form F is
F (v) := 〈f, v〉L2(G×S×I) +
∫
Γ−
(ω · ν)−gv dσdωdE. (157)
Proof. A. Utilizing the above notations we have T = A0 + A1 + A2 and so
〈Tψ, v〉L2(G×S×I) = 〈A0ψ, v〉L2(G×S×I) + 〈A1ψ, v〉L2(G×S×I) + 〈A2ψ, v〉L2(G×S×I)
= B0(ψ, v) +B1(ψ, v) +B2(ψ, v) (158)
where Bj(ψ, v) := 〈Ajψ, v〉L2(G×S×I). Note that for j = 1, 2
(Ajψ)(x, ω, E) = −Hj
(
(Kjψ)(x, ω, ·, E)
)
(E). (159)
As in [31], section 6, we see that
B0(ψ, v) = 〈A0ψ, v〉L2(G×S×I) = 〈ψ,−ω · ∇xv + Σ∗v −K∗r v〉L2(G×S×I)
+
∫
Γ+
(ω · ν)+ψv dσdωdE −
∫
Γ−
(ω · ν)−gv dσdωdE (160)
By the proof of Theorem 4.19 (see (142))
B1(ψ, v) = 〈A1ψ, v〉L2(G×S×I) = 〈ψ,A∗1v〉L2(G×S×I)
=
∫
G
∫
S′
∫
I′
ψ(x, ω′, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E σˆ1(x, E
′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE
)
dE ′dω′dx, (161)
We show in Part B below that B2(., .) has the expression (156). Hence noting that
〈Tψ, v〉L2(G×S×I) = 〈f, v〉L2(G×S×I)
and combining (158), (161), (160) we obtain the assertion (152).
B. Consider the term B2(ψ, v). We utilize the expression (159) for A2 (alternatively we could
use the expression (143)). Denote
f(x, E ′, E) := σˆ2(x, E
′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdω.
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Applying the formulas (67), (74), (62) we obtain (the existence of the integral
∫
G×S×I
below
becomes clear in a course of computations)
B2(ψ, v) = 〈A2ψ, v〉L2(G×S×I) =
〈−H2((K2ψ)(x, ω, ·, E)(E), v〉L2(G×S×I)
= −
∫
G×S×I
(
p.f.
∫ Em
E
1
(E ′ − E)2
(
σˆ2(x, E
′, E)
·
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds
)
dE ′
)
v(x, ω, E)dxdωdE
= −
∫
G
[ ∫
I
(
p.f.
∫ Em
E
1
(E ′ −E)2
(
σˆ2(x, E
′, E)
·
∫
S
∫ 2π
0
ψ(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdω
)
dE ′
)
dE
]
dx
= −
∫
G
[ ∫
I
(
p.f.
∫ Em
E
1
(E ′ −E)2 f(x, E
′, E)dE ′
)
dE
]
dx
= −
∫
G
[ ∫
I
(
p.f.
∫ Em
E
1
E ′ −E
∂f
∂E ′
(x, E ′, E)dE ′ +
∂f
∂E ′
(x, E,E)+
− 1
Em − Ef(x, Em, E)
)
dE
]
dx. (162)
We find that in due to the initial condition (147)
f(x, Em, E) = σˆ2(x, E
′, E)
∫
S
∫ 2π
0
ψ(x, ω, Em)v(x, γ(Em, E, ω)(s), E)dsdω = 0
and so
B2(ψ, v) = −
∫
G
∫
I
(
p.f.
∫ Em
E
1
E ′ −E
∂f
∂E ′
(x, E ′, E)dE ′
)
dEdx−
∫
G
∫
I
∂f
∂E ′
(x, E,E)+dEdx
=: I1 + I2. (163)
By Lemma 4.1
I1 = −
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ −E
∂f
∂E ′
(x, E ′, E)dE
)
dE ′dx. (164)
Moreover, for E ′ 6= E we have
∂f
∂E ′
(x, E ′, E) =
∂σˆ2
∂E ′
(x, E ′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdω
+ σˆ2(x, E
′, E)
∫
S
∫ 2π
0
∂ψ
∂E ′
(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdω
+ σˆ2(x, E
′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
dsdω (165)
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and so by (70)
I1 = −
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ −E
∂σˆ2
∂E ′
(x, E ′, E)
·
∫
S
∫ 2π
0
ψ(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
−
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
·
∫
S
∫ 2π
0
∂ψ
∂E ′
(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
−
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)
·
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
dsdωdE
)
dE ′dx
= −
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E
∂σˆ2
∂E ′
(x, E ′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
−
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
·
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
dsdE
)
dE ′dωdx
−
∫
G
∫
I′
∫
S
∂ψ
∂E ′
(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
=: I1,1 + I1,2 + I1,3. (166)
The last term
I1,3 = −
∫
G
∫
I′
∫
S
∂ψ
∂E ′
(x, ω, E ′)
·
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
requires still refining. Let
w(x, ω, E ′) := p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE.
Then
I1,3 = −
∫
G
∫
I′
∫
S
∂ψ
∂E ′
(x, ω, E ′)w(x, ω, E ′)dE ′dωdx (167)
By partial integration we obtain (partial integration is legitimate due to Lemma 4.15; we omit
details here)
I1,3 = −
∫
G
∫
S
(∣∣∣Em
E0
ψ(x, ω, E ′)w(x, ω, E ′)−
∫
I′
ψ(x, ω, E ′)
∂w
∂E ′
(x, ω, E ′)dE ′
)
dωdx (168)
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Here we interpret
∣∣∣Em
E0
ψ(x, ω, E ′)w(x, ω, E ′) := ψ(x, ω, Em)w(x, ω, Em)− lim
E′→E0
ψ(x, ω, E ′)w(x, ω, E ′)
= 0− 0 = 0
where we used Lemma 5.3 below.
Furthermore, we have by Lemma 2.1
∂w
∂E ′
(x, ω, E ′) =
∂
∂E ′
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
= −p.f.
∫ E′
E0
1
(E ′ −E)2 σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
+ p.f.
∫ E′
E0
1
E ′ − E
∂σˆ2
∂E ′
(x, E ′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
+ p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)
〉
dsdE
− ∂
∂E
(
σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds
)∣∣∣E=E′ (169)
where
∂
∂E
(
σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds
)∣∣∣E=E′
= 2π
∂σˆ2
∂E
(x, E ′, E ′)v(x, ω, E ′) + σˆ2(x, E
′, E ′)
∂
∂E
(∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds
)∣∣∣E=E′.
Hence we get
I1,3 =
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
[
− p.f.
∫ E′
E0
1
(E ′ −E)2 σˆ2(x, E
′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
+ p.f.
∫ E′
E0
1
E ′ − E
∂σˆ2
∂E ′
(x, E ′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
+ p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)
〉
dsdE
− 2π ∂σˆ2
∂E
(x, E ′, E ′)v(x, ω, E ′)
− σˆ2(x, E ′, E ′) ∂
∂E
( ∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds
)∣∣∣E=E′
]
dE ′dωdx. (170)
ON LINEAR HYPERSINGULAR BTE AND ITS VARIATIONAL FORMULATION 41
Consider the term I2. Since γ(E,E, ω)(s) = ω we have by (67)
I2 = −
∫
G
∫
I
∂f
∂E ′
(x, E,E)+dEdx = −2π
∫
G
∫
I
∫
S
ψ(x, ω, E)
∂σˆ2
∂E ′
(x, E,E)v(x, ω, E)dωdEdx
− 2π
∫
G
∫
I
∫
S
∂ψ
∂E
(x, ω, E)σˆ2(x, E,E)v(x, ω, E)dωdEdx
−
∫
G
∫
I
∫
S
ψ(x, ω, E)σˆ2(x, E,E)
·
( ∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
)∣∣∣E′=EdωdEdx (171)
where by partial integration
∫
G
∫
I
∫
S
∂ψ
∂E
(x, ω, E)σˆ2(x, E,E)v(x, ω, E)dωdEdx
=
∫
G
∫
S
(∣∣∣Em
E0
σˆ2(x, E,E)ψ(x, ω, E)v(x, ω, E)−
∫
I
ψ(x, ω, E)
∂(σˆ2(x, E,E)v)
∂E
(x, ω, E)
)
dω.
(172)
Hence due to ψ(., ., Em) = v(., ., E0) = 0
I2 = −
∫
G
∫
I
∫
S
ψ(x, ω, E)
(
2π
∂σˆ2
∂E ′
(x, E,E)v(x, ω, E)− 2π ∂(σˆ2(x, E,E)v)
∂E
(x, ω, E)
)
dωdEdx
−
∫
G
∫
I
∫
S
ψ(x, ω, E)σˆ2(x, E,E)
·
( ∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
)∣∣∣E′=EdωdEdx. (173)
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Combining (162), (166), (170), (173) we obtain
B2(ψ, v) = I1,1 + I1,2 + I1,3 + I2
= −
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E
∂σˆ2
∂E ′
(x, E ′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
−
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
·
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
dsdE
)
dE ′dωdx
−
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
(E ′ − E)2 σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
+
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E
∂σˆ2
∂E ′
(x, E ′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
+
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
·
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)
〉
dsdE
)
dE ′dωdx
− 2π
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
∂σˆ2
∂E
(x, E ′, E ′)v(x, ω, E ′)dE ′dωdx
−
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)
∂
∂E
(∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds
)∣∣∣E=E′dE ′dωdx
− 2π
∫
G
∫
I
∫
S
ψ(x, ω, E)
∂σˆ2
∂E ′
(x, E,E)v(x, ω, E)dEdωdx
+ 2π
∫
G
∫
I
∫
S
ψ(x, ω, E)
∂(σˆ2(x, E,E)v)
∂E
(x, ω, E)
)
dEdωdx
−
∫
G
∫
I
∫
S
ψ(x, ω, E)σˆ2(x, E,E)
·
(∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
)∣∣∣E′=E
)
dωdEdx. (174)
In virtue of the proof Theorem 4.9)
∂
∂E
(∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds
)∣∣∣E=E′ = 2π ∂v∂E ′ (x, ω, E ′)
+
(∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
)∣∣∣E=E′.
Furthermore,
∂(σˆ2(x, E,E)v)
∂E
=
∂(σˆ2(x, E,E))
∂E
v + σˆ2(x, E,E)
∂v
∂E
=
(∂σˆ2
∂E ′
(x, E,E) +
∂σˆ2
∂E
(x, E,E)
)
v + σˆ2(x, E,E)
∂v
∂E
,
∂γ
∂E
(E ′, E, ω)(s) = R(ω)
(− µ ∂Eµ√
1− µ2 cos(s),−
µ ∂Eµ√
1− µ2 sin(s), ∂Eµ
)
,
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∂γ
∂E ′
(E ′, E, ω)(s) = R(ω)
(− µ ∂E′µ√
1− µ2 cos(s),−
µ ∂E′µ√
1− µ2 sin(s), ∂E
′µ)
)
,
(∂Eµ)(E
′, E) =
1
2µ
( 1
E ′(E + 2)2
(2E ′ + 4)
)
, (∂E′µ)(E
′, E) =
1
2µ
( 1
E ′2(E + 2)
(−2E)
)
.
Denote
θ(E ′, E, ω)(s) :=
∂γ
∂E ′
(E ′, E, ω)(s) +
∂γ
∂E
(E ′, E, ω)(s)
= (∂E′µ+ ∂Eµ)R(ω)
( −µ√
1− µ2 cos(s),
−µ√
1− µ2 sin(s), 1
)
, (175)
Hence removing the cancelling terms and reorganizing we conclude from (174) that
B2(ψ, v)
= −
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
(E ′ − E)2 σˆ2(x, E
′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
−
∫
G
∫
I
∫
S
σˆ2(x, E,E)ψ(x, ω, E)
·
(∫ 2π
0
〈(∇Sv)(x, γ(E ′, E, ω)(s), E), θ(E ′, E ′ω)(s)〉 ds
)∣∣∣E′=E
)
dEdωdx. (176)
C. Note that θ(E ′, E, ω)(s) = ∂γ
∂E
(E ′, E, ω)(s) + ∂γ
∂E′
(E ′, E, ω)(s)) has a singularity of the form
(E ′−E)−1/2 as well. Applying the techniques used in the proof of Theorem 4.9 (cf. (81)) we have(∫ 2π
0
〈(∇Sv)(x, γ(E ′, E, ω)(s), E), θ(E ′, E, ω)(s)〉 ds
)∣∣∣E′=E
= 2π
(
(∂Eµ)(E,E) + (∂E′µ)(E,E)
)
(ω · ∇Sv)(x, ω, E) +
∑
|α|≤2
bα(E, ω)(∂
α
ωv)(x, ω, E)
where ∑
|α|≤2
bα(ω,E)(∂
α
ωv)(x, ω, E)
= lim
E′→E
∫ 2π
0
2∑
j=1
∂j
( 〈(∇Sψ ◦Hω)(x, ., E ′), θ(E ′, E, ω, s)〉 )(0)ξj((E ′, E, ω, s)ds (177)
and θ(E ′, E, ω, s) := ∂γ
∂E′
(E ′, E, ω)(s) + ∂γ
∂E
(E ′, E, ω)(s). Now, similarly as in Lemma 4.10
lim
E′→E
∫ 2π
0
2∑
j=1
∂j
( 〈(∇Sψ ◦Hω)(x, ., E ′), θ(E ′, E, ω, s)〉 )(0)ξj((E ′, E, ω, s)ds
=
(
(∂E′µ)(E,E) + (∂Eµ)(E,E)
) · ∫ 2π
0
2∑
j=1
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E), R(ω)
(
cos(s), sin(s), 0
)〉 )
(0)
· 〈R(ω)( cos(s), sin(s), 0),Ωj〉 ds.
Recall that by (28)
(ω · ∇Sv)(x, ω, E) = 0.
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Hence we finally obtain
B2(ψ, v)
= −
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
(E ′ − E)2 σˆ2(x, E
′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
−
∫
G
∫
I
∫
S
σˆ2(x, E,E)ψ(x, ω, E)
∑
|α|≤2
bα(E, ω)(∂
α
ωv)(x, ω, E)dEdω (178)
where ∑
|α|≤2
bα(ω,E)(∂
α
ωψ)(x, ω, E) :=
(
(∂E′µ)(E,E) + (∂Eµ)(E,E)
)
(179)
·
2∑
j=1
∫ 2π
0
∂j
( 〈
(∇Sψ ◦Hω)(x, ., E), R(ω)
(
cos(s), sin(s), 0
)〉 )
(0)
· 〈R(ω)( cos(s), sin(s), 0),Ωj〉 ds. (180)
Since
(µ ∂E′µ)(E
′, E) =
E
E ′(E + 2)
− E(E
′ + 2)(E + 2)
E ′2((E + 2)2
,
(µ ∂Eµ)(E
′, E) =
E ′2
E ′(E + 2)
− E(E
′ + 2)E ′
E ′2((E + 2)2
we find that
(∂E′µ)(E
′, E) + (∂Eµ)(E
′, E) =
1
E + 2
− 1
E
+
1
E
− 1
E + 2
= 0.
That is why
∑
|α|≤2 bα(ω,E)(∂
α
ωψ)(x, ω, E) = 0 which completes the proof. 
We show the above used lemma.
Lemma 5.3 A. Assume that σˆ2 ∈ C(G × I ′, Cα(I)) and that v ∈ C(G × I ′, Cα(S)) ∩ C(G ×
S, Cα(I ′)), α > 0 for which v(., .E0) = 0. Then
lim
E′→E0
(∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
= 2π lim
E′→E0
ln(E ′ − E0)σˆ2(x, E ′, E ′)v(x, ω, E ′) = 0. (181)
B. Assume that σˆ2 ∈ C(G × I, Cα(I ′)) that ψ ∈ C(G × I, Cα(S)) ∩ C(G × S, Cα(I)), α > 0
for which ψ(., .Em) = 0 Then
lim
E→Em
(∫ Em
E
1
E ′ − E σˆ2(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E)dsdE ′
)
= 2π lim
E→Em
ln(Em − E)σˆ2(x, E,E)ψ(x, ω, E) = 0. (182)
Proof. A. Let
h(x, ω, E ′, E) := σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds.
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Then
p.f.
∫ E′
E0
h(x, ω, E ′, E)
E ′ −E dE
= p.f.
∫ E′
E0
h(x, ω, E ′, E ′)
E ′ −E dE +
∫ E′
E0
h(x, ω, E ′, E)− h(x, ω, E ′, E ′)
E ′ − E dE.
In virtue of the assumptions on σˆ2 and v there exits δ > 0 such that (we omit details but recall
that ‖γ(E ′, E, ω)(s)− ω‖ ≤ C|E ′ − E| 12 )∣∣∣h(x, ω, E ′, E)− h(x, ω, E ′, E ′)
E ′ −E
∣∣∣ ≤ C(E ′ − E)δ−1
and so
lim
E′→E0
∫ E′
E0
h(x, ω, E ′, E)− h(x, ω, E ′, E ′)
E ′ − E dE = 0.
Moreover, (recall that γ(E ′, E ′, ω)(s) = ω)
p.f.
∫ E′
E0
h(x, ω, E ′, E ′)
E ′ −E dE = ln(E
′ − E0)h(x, ω, E ′, E ′) = 2π ln(E ′ −E0)σˆ2(x, E ′, E ′)v(x, ω, E ′)
Hence we get
lim
E′→E0
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
= 2π lim
E′→E0
ln(E ′ − E0)σˆ2(x, E ′, E ′)v(x, ω, E ′) + lim
E′→E0
∫ E′
E0
h(x, ω, E ′, E)− h(x, ω, E ′, E ′)
E ′ − E dE
= 2π lim
E′→E0
ln(E ′ − E0)σˆ2(x, E ′, E ′)v(x, ω, E ′) = 0 (183)
since by (150) limE′→E0 ln(E
′ − E0)v(x, ω, E ′) = 0. This completes the proof.
B. The proof runs analogously as in Part A. 
Note that ∫
Γ−
(ω · ν)−gv dσdωdE = 〈g, γ−(v)〉T 2(Γ−) (184)
and ∫
Γ+
(ω · ν)+ψv dσdωdE = 〈γ+(ψ), γ+(v)〉T 2(Γ+) . (185)
5.2. Lowering the degree of singularities in the bilinear form B2(., .). The above bilinear
form B2(., .) contains singularities of the form
1
(E′−E)2
dEdE ′ which may be problematic e.g. in
numerical treatments. The degree of this singularity can be lowered as follows. Consider the term
in question
I := −
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
(E ′ − E)2 σˆ2(x, E
′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx.
Let f(x, E ′, E) be as above in the proof of Theorem 5.2, Part B that is,
f(x, E ′, E) := σˆ2(x, E
′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdω.
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Then we have by Lemmas 4.6 and 4.4
I = −
∫
G
[ ∫
I′
(
p.f.
∫ E′
E0
1
(E ′ −E)2
(
σˆ2(x, E
′, E)
·
∫
S
∫ 2π
0
ψ(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdω
)
dE
)
dE ′
]
dx
= −
∫
G
[ ∫
I′
(
p.f.
∫ E′
E0
1
(E ′ −E)2 f(x, E
′, E)dE
)
dE ′
]
dx
= −
∫
G
[ ∫
I′
(
− p.f.
∫ E′
E0
1
E ′ −E
∂f
∂E
(x, E ′, E)dE
− ∂f
∂E
(x, E ′, E ′)− − 1
E ′ − E0f(x, E
′, E0)
)
dE ′
]
dx
=
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ − E
∂f
∂E
(x, E ′, E)dE
)
dE ′dx+
∫
G
∫
I′
∂f
∂E
(x, E ′, E ′)−dE
′dx
+
∫
G
∫
I′
1
E ′ −E0 f(x, E
′, E0)dE
′dx =: I1 + I2 + I3 (186)
where we assume that the last integral I3 exists.
Moreover, we have
∂f
∂E
(x, E ′, E) =
∂σˆ2
∂E
(x, E ′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdω
+ σˆ2(x, E
′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)
∂v
∂E
(x, γ(E ′, E, ω)(s), E)dsdω
+ σˆ2(x, E
′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdω (187)
and so by (70)
I1 =
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ − E
∂σˆ2
∂E
(x, E ′, E)
·
∫
S
∫ 2π
0
ψ(x, ω, E ′)v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
+
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
·
∫
S
∫ 2π
0
ψ(x, ω, E ′)
∂v
∂E
(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
+
∫
G
∫
I′
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
∫
S
∫ 2π
0
ψ(x, ω, E ′)
·
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdωdE
)
dE ′dx,
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i.e.
I1 =
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E
∂σˆ2
∂E
(x, E ′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdωdE
)
dE ′dx
+
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
·
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdωdE
)
dE ′dx
+
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
·
∫ 2π
0
∂v
∂E
(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx. (188)
Since γ(E ′, E ′, ω)(s) = ω we have by (187)
I2 =
∫
G
∫
I′
∂f
∂E
(x, E ′, E ′)−dEdx
= 2π
∫
G
∫
I
∫
S
ψ(x, ω, E ′)
∂σˆ2
∂E
(x, E ′, E ′)v(x, ω, E ′)dωdE ′dx
+ 2π
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)
∂v
∂E
(x, ω, E ′)dωdE ′dx
+
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)
·
(∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
)∣∣∣E=E′dωdE ′dx (189)
In addition,
I3 =
∫
G
∫
I′
∫
S
1
E ′ − E0ψ(x, ω, E
′)
(
σˆ2(x, E
′, E0)
∫ 2π
0
v(x, γ(E ′, E0, ω)(s), E0)ds
)
dE ′dxdω = 0.
(190)
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Substituting I = I1 + I2 + I3 to (156) we obtain by (188), (189), (190)
B2(ψ, v)
=
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E
∂σˆ2
∂E
(x, E ′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdωdE
)
dE ′dx
+
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
·
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdωdE
)
dE ′dx
+
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
·
∫ 2π
0
∂v
∂E
(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
+ 2π
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
∂σˆ2
∂E
(x, E ′, E ′)v(x, ω, E ′)dωdE ′dx
+ 2π
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)
∂v
∂E
(x, ω, E ′)dωdE ′dx
+
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)
·
(∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
)∣∣∣E=E′dωdE ′dx. (191)
As in (81) one finds that(∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
)∣∣∣E=E′
= 2π (∂Eµ)(E
′, E ′)(ω · ∇Sv)(x, ω, E ′) +
∑
|α|≤2
cα(E
′, ω)(∂αωv)(x, ω, E
′) (192)
where ∑
|α|≤2
cα(ω,E
′)(∂αωv)(x, ω, E
′)
:= −(∂Eµ)(E ′, E ′) ·
∫ 2π
0
2∑
j=1
∂j
( 〈
(∇Sv ◦Hω)(x, ., E ′), R(ω)
(
cos(s), sin(s), 0
)〉 )
(0)
· 〈R(ω)( cos(s), sin(s), 0),Ωj〉 ds
= −π (∂Eµ)(E ′, E ′)(∆Sv)(x, ω, E ′) (193)
By (28)
(ω · ∇Sv)(x, ω, E ′) = 0.
In addition, it is well-known that for the Laplace-Beltrami operator it holds
〈ψ,∆Sv〉L2(G×S×I) = −
∫
G
∫
S
∫
I′
〈∇Sψ(x, ω, E),∇Sv(x, ω, E)〉 dxdωdE ′
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and so∫
G
∫
I′
∫
S
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)
·
(∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
ds
)∣∣∣E=E′dωdE ′dx
= π
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)(∂Eµ)(E
′, E ′) 〈∇Sψ(x, ω, E),∇Sv(x, ω, E)〉 dxdωdE.
(194)
Hence we conclude from (192) and (191) (by removing the cancelling terms and rearranging the
terms) finally
Theorem 5.4 Suppose that the assumptions of Theorem 5.2 are valid. Then for v ∈ D(0)
B2(ψ, v) =∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
·
∫ 2π
0
∂v
∂E
(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
+ 2π
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)
∂v
∂E
(x, ω, E ′)dωdE ′dx
+
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
·
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdE
)
dE ′dωdx
+ π
∫
G
∫
I′
∫
S
ψ(x, ω, E ′)σˆ2(x, E
′, E ′)(∂Eµ)(E
′, E ′) 〈∇Sψ(x, ω, E),∇Sv(x, ω, E)〉 dxdωdE
+
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E
∂σˆ2
∂E
(x, E ′, E)
·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
+ 2π
∫
G
∫
I
∫
S
ψ(x, ω, E)
∂σˆ2
∂E
(x, E,E)v(x, ω, E)dEdωdx. (195)
The variational problem (152) becomes
B(ψ, v) = F (v), v ∈ D(0) (196)
The bilinear form B(., .) is
B(ψ, v) = B2(ψ, v) +B1(ψ, v) +B0(ψ, v) (197)
in which B2(., .) is now given by (5.4).
Remark 5.5 The above considerations suggest that the relevant space of test functions is D(0).
Closer treatments reveal that we can additionally demand that the adjoint inflow boundary con-
dition
γ+(v) = 0 (198)
is valid for test functions v (cf. [31], the proof of Theorem 6.7).
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5.3. Remarks on boundedness of the bilinear form. We give some preliminary notes con-
cerning for the boundedness of the bilinear forms Bj(., .), j = 0, 1, 2.
Boundedness of B0. Define an inner product
〈ψ, v〉H0 := 〈ψ, v〉L2(G×S×I) + 〈γ(ψ), γ(v)〉T 2(Γ) (199)
in C(G× S × I) and an inner product
〈ψ, v〉Hˆ0 := 〈ψ, v〉W˜ 2(G×S×I)
= 〈ψ, v〉L2(G×S×I) + 〈ω · ∇xψ, ω · ∇xv〉L2(G×S×I) + 〈γ(ψ), γ(v)〉T 2(Γ) (200)
in C1(G,C(S × I)).
The bilinear form B0 : C
1(G,C(S×I))×C1(G,C(S×I))→ R obeys the following boundedness
condition (see [31], Theorem 5.4):
Suppose that the assumptions (139), (134), (135), (136) are valid. Then there exists a constant
C0 > 0 such that
|B0(ψ, v)| ≤ C0 ‖ψ‖H0 ‖v‖Hˆ0 ∀ ψ, v ∈ C1(G,C(S × I)). (201)
On boundedness of B1. The Banach space L
2(G × I,W∞,α(S)) and its norm is standardly
defined. The Hilbert space L2(G × S,Hs(I)), s ≥ 0 is standardly defined as well and it is
equipped with the usual inner product.
Let 0 < κ < 1
2
, 1− 2κ < α < 1. Define in C(G× I, Cα(S)))∩C(G× S, C 12−κ(I)) the weighted
norm
‖ψ‖L2(G×S×I,w) :=
( ∥∥∥√ln(E − E0)ψ∥∥∥2
L2(G×S×I)
+
∥∥∥√ln(Em −E)ψ∥∥∥2
L2(G×S×I)
)1/2
and the norm
‖v‖Hκ,α :=
( ‖v‖2L2(G×S×I) + ‖v‖2L2(G×S×I,w) + ‖v‖2L2(G×S,H 12−κ(I)) + ‖v‖2L2(G×I,W∞,α(S)) )1/2
The following estimate can be shown after some (tedious) computations:
Suppose that σˆ1 ∈ C1(I ′, L∞(G × I)). Then for ψ ∈ C(G × S × I), v ∈ C(G × I, Cα(S))) ∩
C(G× S, C 12−κ(I))
|B1(ψ, v)| ≤ C ‖ψ‖L2(G×S×I,w) ‖v‖Hκ,α . (202)
On boundedness of B2. The boundedness criteria for B2(., .) can retrieved on the basis of the
previous paragraph. For example, the first term
B2,1(ψ, v) :=∫
G
∫
I′
∫
S
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ −E σˆ2(x, E
′, E)
∫ 2π
0
∂v
∂E
(x, γ(E ′, E, ω)(s), E)dsdE
)
dE ′dωdx
appearing in (195 obeys under relevant assumptions
|B2,1(ψ, v)| ≤ C ‖ψ‖L2(G×S×I,w)
∥∥∥∥ ∂v∂E
∥∥∥∥
Hκ,α
. (203)
The only term in B2(., .) which requires essentially further study is the third one,
B2,3(ψ, v) := −
∫
G
∫
S
∫
I′
ψ(x, ω, E ′)
(
p.f.
∫ E′
E0
1
E ′ − E σˆ2(x, E
′, E)
·
∫ 2π
0
〈
(∇Sv)(x, γ(E ′, E, ω)(s), E), ∂γ
∂E
(E ′, E, ω)(s)
〉
dsdE
)
dE ′dωdx.
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We neglect here any formulations for B2(., .). We, however, conjecture that the total bilinear form
obeys
|B(ψ, v)| ≤ C ‖ψ‖H ‖v‖Ĥ (204)
for v ∈ D(0), ψ ∈ Dˆ(0) := {ψ ∈ C1(G,C2(I, C3(S)))| ψ(x, ω, Em) = 0}. where
‖ψ‖2H := ‖ψ‖2H0 + ‖ψ‖L2(G×S×I,w) + ‖ψ‖
2
L2(G×I,H1(S) + ‖ψ(., ., E0)‖2L2(G×S) + ‖ψ(., ., Em)‖2L2(G×S)
and
‖v‖2Ĥ = ‖v‖2Hˆ0 + ‖v‖
2
Hκ,α
+ ‖v‖2L2(G×I,H1(S) +
∑
|α|≤2
‖∂αωv‖2Hκ,α
+ ‖v(., ., E0)‖2L2(G×S) + ‖v(., ., Em)‖2L2(G×S) +
∥∥∥∥ ∂v∂E
∥∥∥∥2
Hκ,α
.
For example, in the case when one applies existence results founded on Lions-Lax-Milgram
type Theorems (e.g. [35]), one needs Hilbert spaces structures. To obtain Hilbert space setting
the space W∞,α(S) must be replaced by a Hilbert space space e.g. along the Sobolev imbedding
W∞,α(S) ⊂ W 2,s(S) = Hs(S) where s > 2
2
+ α = 1 + α. Maybe even more sophisticated
function spaces and estimates are needed. Additionally to the boundedness criteria one needs
relevant coercivity (accretivity) criteria for B(., .) and a careful treatise of relevant inflow trace
and (generalized) Green theorems.
Alternatively, to show the existence of solutions it might be useful to apply the truncating
process. Using the notations of the below section 6 the proofs might be based on the following
items.
• Solve the truncated problem Tκψκ = f, ψκ|Γ− = g, ψκ(., ., Em) = 0. Because of the factor
ln(κE − E) in the front of some coefficients of Tκ, the above figured weighted Sobolev
spaces must be utilized as solution spaces.
• Show that ‖ψκ‖L2(G×S×I) ≤ C. Then there exists a subsequence {ψκj} and ψ ∈ L2(G ×
S × I) such that ψκj → ψ weakly in L2(G× S × I) (Banach-Alaoglu Theorem for Hilbert
spaces).
• Then for v ∈ C∞0 (G× S × I◦)
〈ψ, T ∗v〉L2(G×S×I) = limj→∞
〈
ψκj , T
∗v
〉
L2(G×S×I)
= lim
j→∞
〈
ψκj , T
∗
κj
v + T ∗v − T ∗κjv
〉
L2(G×S×I)
= lim
j→∞
〈
ψκj , T
∗
κj
v
〉
L2(G×S×I)
+ lim
j→∞
〈
ψκj , T
∗v − T ∗κjv
〉
L2(G×S×I)
= 〈f, v〉L2(G×S×I)
since 〈
ψκj , T
∗
κj
v
〉
L2(G×S×I)
= 〈f, v〉L2(G×S×I)
and since by Theorem 6.2 below
lim
j→∞
〈
ψκj , T
∗v − T ∗κjv
〉
L2(G×S×I)
= 0.
Hence Tψ = f weakly. The initial and inflow boundary conditions require further study.
Each of these items requires much further study and so we omit detailed treatises. As a
summary, we notice that the existence and uniqueness analysis of the non-classical transport
problem treated in this paper requires a considerable further study.
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6. On approximative transport problem
6.1. Truncation. The following approximation scheme shows that the exact transport operator
(related to Møller scattering) is CSDA-Fokker-Planck type operator. We shall below apply the
strongly hyper-singular form (126) of T . Equally well we could use the expression (127) by
utilizing the same techniques in cutting and approximation of hyper-singular integrals.
Recall from (126) that
Tψ = −H2
(
(K2ψ)(x, ω, ·, E)
)
(E) +H1
(
(K1ψ)(x, ω, ·, E)
)
(E)
+ ω · ∇xψ + Σψ −Krψ (205)
where the collision operator to be approximated is
Kψ = H2
(
(K2ψ)(x, ω, ·, E)
)
(E)−H1
(
(K1ψ)(x, ω, ·, E)
)
(E) +Krψ (206)
that is,
(Kψ)(x, ω, E) = p.f.
∫ Em
E
σˆ2(x, E
′, E)
1
(E ′ − E)2
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
− p.f.
∫ Em
E
σˆ1(x, E
′, E)
1
E ′ −E
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′ + (Krψ)(x, ω, E). (207)
Denote as in [31], [33]
(Kjψ)(x, ω, E) := p.f.
∫ Em
E
σˆj(x, E
′, E)
1
(E ′ − E)j
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′, j = 1, 2.
(208)
The restricted collision operator Kr is an ordinary partial Schur integral operator and so it
suffices only to truncate the first and second terms in (207) that is, the operators (Kjψ)(x, ω, E).
We assume that a ”cut-off energy for primary particles” is E ′ = κE where κ > 1. Decompose the
integration in (208) as follows ([33])
(Kjψ)(x, ω, E) = p.f.
∫ Em
E
σˆj(x, E
′, E)
1
(E ′ − E)j
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
= p.f.
∫ κE
E
σˆj(x, E
′, E)
1
(E ′ −E)j
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
+
∫ Em
κE
σˆj(x, E
′, E)
1
(E ′ − E)j
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′ for j = 1, 2 (209)
where we noticed that the last integral is an ordinary improper integral (and so no p.f.-integration
is needed for it). Let
(Kj,1,κψ)(x, ω, E)
:= p.f.
∫ κE
E
1
(E ′ − E)j σˆj(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′, (210)
(Kj,0,κψ)(x, ω, E)
:=
∫ Em
κE
σˆj(x, E
′, E)
1
(E ′ −E)j
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′. (211)
Then
(Kjψ)(x, ω, E) = (Kj,1,κψ)(x, ω, E) + (Kj,0,κψ)(x, ω, E) (212)
and
Tψ = −K2,1,κψ +K1,1,κψ + ω · ∇xψ + Σψ − (K2,0,κψ −K1,0,κψ +Krψ). (213)
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Since
(Kj,0,κψ)(x, ω, E)
=
∫
I′
χR+(E
′ − κE)σˆj(x, E ′, E) 1
(E ′ − E)j
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′ (214)
we find that the operators Kj,0,κ are partial Schur integral operators and hence they are bounded
operators L2(G×S×I)→ L2(G×S×I) (section 4.3). Hence it suffices to consider approximations
only for the operators Kj,1,κ.
6.2. Approximation of hyper-singular integrals for primary particles. Let
f1(x, ω, E
′, E) := σˆ1(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds.
For K1,1,κ we apply the approximation
f1(x, ω, E
′, E) ≈ f1(x, ω, E,E) (215)
on the interval [E, κE] which leads to the approximation
(K1,1,κψ)(x, ω, E) ≈ (K˜1,1,κψ)(x, ω, E) := 2π ln(κE −E)σˆ1(x, E,E)ψ(x, ω, E) (216)
where we recalled that γ(E,E, ω)(s) = ω and by (12)
p.f.
∫ κE
E
1
E ′ −EdE
′ = ln(κE − E).
Next we approximate K2,1,κ. Let
f2(x, ω, E
′, E) := σˆ2(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds.
For K2,1,κ we apply the approximation
f2(x, ω, E
′, E) ≈ f2(x, ω, E,E) + ∂f2
∂E ′
(x, ω, E,E)(E ′ − E) (217)
on the interval [E, κE]. In virtue of Theorem 4.9, Lemma 4.10, Remark 4.11 (recall that
γ(E,E, ω)(s) = ω)
∂f2
∂E ′
(x, ω, E,E) = 2π
∂σˆ2
∂E ′
(x, E,E)ψ(x, ω, E)
+ σˆ2(x, E,E)(A(x, ω, E, ∂ω)ψ)(x, ω, E) + 2π σˆ2(x, E,E)
∂ψ
∂E
(x, ω, E)
where
(A(x, ω, E, ∂ω)ψ)(x, ω, E) :=
∑
|α|≤2
aα(ω,E)(∂
α
ωψ)(x, ω, E) = −π (∂E′µ)(E,E)(∆Sψ)(x, ω, E).
(218)
Hence we obtain the approximation
(K2,1,κψ)(x, ω, E) = p.f.
∫ κE
E
1
(E ′ − E)2f2(x, ω, E
′, E)dE ′
≈ (K˜2,1,κψ)(x, ω, E) := −2π 1
κE − E σˆ2(x, E,E)ψ(x, ω, E)
+ ln(κE − E)σˆ2(x, E,E)(A(x, ω, E, ∂ω)ψ)(x, ω, E)
+ 2π σˆ2(x, E,E) ln(κE − E)∂ψ
∂E
(x, ω, E) + 2π ln(κE − E)∂σˆ2
∂E ′
(x, E,E)ψ(x, ω, E) (219)
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where we used (recall (12), (13))
p.f.
∫ κE
E
1
E ′ −EdE
′ = ln(κE − E), p.f.
∫ κE
E
1
(E ′ −E)2dE
′ = − 1
κE −E .
Denote
Sκ(x, E) := 2π σˆ2(x, E,E) ln(κE − E),
Σκ(x, E) := Σ(x, E) + 2π σˆ2(x, E,E)
1
κE − E
− 2π ln(κE −E)∂σˆ2
∂E ′
(x, E,E) + 2π ln(κE −E)σˆ1(x, E,E),
(Qκ(x, ω, E, ∂ω)ψ)(x, ω, E) := ln(κE −E)σˆ2(x, E,E)(A(x, ω, E, ∂ω)ψ)(x, ω, E),
Kr,κ := Kr +K2,0,κ −K1,0,κ.
Then the truncated and approximated transport operator, say Tκ, is (by (213), (216), (219))
Tκψ := −K˜2,1,κψ + K˜1,1,κψ + ω · ∇xψ + Σψ −Kr,κψ
= −Sκ(x, E)∂ψ
∂E
−Qκ(x, ω, E, ∂ω)ψ + ω · ∇xψ + Σκψ −Kr,κψ. (220)
The restricted collision operator Kr,κ is
(Kr,κψ)(x, ω, E) = ((Kr +K2,0,κ −K1,0,κ)ψ)(x, ω, E)
=
∫
I′
χR+(E
′ −E)σˆ0(x, E ′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
−
∫
I′
χR+(E
′ − κE)σˆ1(x, E ′, E) 1
E ′ −E
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
+
∫
I′
χR+(E
′ − κE)σˆ2(x, E ′, E) 1
(E ′ − E)2
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′
=
∫
I′
σˆr,κ(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)dsdE ′ (221)
where
σˆr,κ(x, E
′, E) := χR+(E
′ − E)σˆ0(x, E ′, E)− χR+(E ′ − κE)σˆ1(x, E ′, E)
1
E ′ − E
+ χR+(E
′ − κE)σˆ2(x, E ′, E) 1
(E ′ − E)2 .
As a conclusion we see that the approximative transport operator is of the type
Tψ = a(x, E)
∂ψ
∂E
+
∑
|α|≤2
bα(x, ω, E)∂
α
ωψ + ω · ∇xψ + Σ(x, ω, E)ψ −Krψ. (222)
6.3. Error analysis. The only approximations which we used above were
K1,1,κ ≈ K˜1,1,κ and K2,1,κ ≈ K˜2,1,κ
where K˜j,1,κ, j = 1, 2 are given by (216) and (219), respectively. The approximation Tκ (given
by (220)) of the exact transport operator T is
Tκ = −K˜2,1,κ + K˜1,1,κ + ω · ∇x + Σ− (Kr +K2,0,κ −K1,0,κ).
Recalling that
T = −K2,1,κ +K1,1,κ + ω · ∇x + Σ− (Kr +K2,0,κ −K1,0,κ)
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we see that the error is
T − Tκ = −(K2,1,κ − K˜2,1,κ) + (K1,1,κ − K˜1,1,κ). (223)
Let
h1(x, ω, E
′, E) :=
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)ds
and for E ′ 6= E
h2(x, ω, E
′, E) :=
∫ 2π
0
〈
∇Sψ(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds.
By the proof of Theorem 4.9 h2 is defined also for E
′ = E and
h2(x, ω, E,E) = lim
E′→E
h2(x, ω, E
′, E) = (A(x, ω, E, ∂ω)ψ)(x, ω, E).
We show
Theorem 6.1 Suppose that σˆ1 ∈ C(G,C1(I ′ × I)) and σˆ2 ∈ C(G,C2(I ′ × I). Then for ψ ∈
C1(G,C2(I, C3(S))
‖Tψ − Tκψ‖L∞(G×S×I) ≤ C ‖ψ‖C(G,C2(I,C3(S)) (κ− 1)
1
2 . (224)
Hence Tκψ → Tψ uniformly in G× S × I as κ→ 1+.
Proof. Recall that
(Kj,1,κψ)(x, ω, E) = p.f.
∫ κE
E
1
(E ′ −E)j fj(x, ω, E
′, E)dE ′
where
fj(x, ω, E
′, E) = σˆj(x, E
′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′).
For K1,1,κ we used the approximation
f1(x, ω, E
′, E) ≈ f1(x, ω, E,E) (225)
on the interval [E, κE]. Hence the error is
|(K1,1,κψ)(x, ω, E)− (K˜1,1,κψ)(x, ω, E)| =
∣∣∣p.f. ∫ κE
E
f1(x, ω, E
′, E)− f1(x, ω, E,E)
E ′ − E dE
′
∣∣∣ (226)
In virtue of Corollary 4.14 for E ′ ≥ E (we omit technical details emerging from the factor
σˆ1(x, E
′, E))
|f1(x, ω, E ′, E)− f1(x, ω, E,E)| ≤ C ‖ψ‖C(G,C1(S×I)) (E ′ − E)
1
2 .
Hence the p.f.-integral in (226) is an ordinary improper integral and
|(K1,1,κψ)(x, ω, E)− (K˜1,1,κψ)(x, ω, E)| ≤
∫ κE
E
∣∣∣f1(x, ω, E ′, E)− f1(x, ω, E,E)
E ′ − E
∣∣∣dE ′
≤
∫ κE
E
C ′1 ‖ψ‖C(G,C1(S×I)) (E ′ −E)
1
2
−1dE ′ = 2C ′1 ‖ψ‖C(G,C1(S×I)) (κ− 1)
1
2E
α
2
≤ 2C ′1E
1
2
m ‖ψ‖C(G,C1(S×I)) (κ− 1)
1
2 . (227)
For K2,1,κ we used the approximation
f2(x, ω, E
′, E) ≈ f2(x, ω, E,E) + ∂f2
∂E ′
(x, ω, E,E)(E ′ − E) (228)
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on the interval [E, κE]. In virtue of Taylor’s formula
f2(x, ω, E
′, E) = f2(x, ω, E,E) +
∫ 1
0
∂f2
∂E ′
(x, ω, E + t(E ′ −E), E)dt (E ′ −E)
= f2(x, ω, E,E) +
∂f2
∂E ′
(x, ω, E,E)(E ′ −E)
+
∫ 1
0
( ∂f2
∂E ′
(x, ω, E + t(E ′ − E), E)− ∂f2
∂E ′
(x, ω, E,E)
)
dt (E ′ −E) (229)
Hence the error is
|(K2,1,κψ)(x, ω, E)− (K˜2,1,κψ)(x, ω, E)|
=
∣∣∣p.f. ∫ κE
E
∫ 1
0
∂f2
∂E′
(x, ω, E + t(E ′ − E), E)− ∂f2
∂E′
(x, ω, E,E)
E ′ −E dE
′dt
∣∣∣ (230)
By Theorem 4.9 for E 6= E ′
∂f2
∂E ′
(x, ω, E ′, E) =
∂σˆ2
∂E ′
(x, E ′, E)
∫ 2π
0
ψ(x, γ(E ′, E, ω)(s), E ′)
σˆ2(x, E
′, E)
∫ 2π
0
〈
(∇Sψ)(x, γ(E ′, E, ω)(s), E ′), ∂γ
∂E ′
(E ′, E, ω)(s)
〉
ds
+ σˆ2(x, E
′, E)
∫ 2π
0
∂ψ
∂E
(x, γ(E ′, E, ω)(s), E ′)ds (231)
and for E ′ = E
∂f2
∂E ′
(x, ω, E,E) = 2π
∂σˆ2
∂E ′
(x, E,E)ψ(x, ω, E)
+ σˆ2(x, E,E)(A(x, ω, E, ∂ω)ψ)(x, ω, E) + 2π σˆ2(x, E,E)
∂ψ
∂E
(x, ω, E). (232)
In virtue of Corollary 4.16 we find by (230) as in Part A that (again we omit technical details;
note that E + t(E ′ − E) ≥ E)
|(K2,1,κψ)(x, ω, E)− (K˜2,1,κψ)(x, ω, E)|
=
∫ κE
E
∫ 1
0
∣∣∣ ∂f2∂E′ (x, ω, E + t(E ′ − E), E)− ∂f2∂E′ (x, ω, E,E)
E ′ − E
∣∣∣dE ′dt
≤ C ′2 ‖ψ‖C(G,C2(I,C3(S))
∫ κE
E
∫ 1
0
(t(E ′ − E)) 12−1dE ′dt
≤ C ′24E
1
2
m ‖ψ‖C(G,C2(I,C3(S)) (κ− 1)
1
2 . (233)
This completes the proof. 
The formal adjoint T ∗ of T is given by (see section 4.3.2)
(T ∗v)(x, ω′, E ′) = −p.f.
∫ E′
E0
1
(E ′ − E)2 σˆ2(x, E
′, E) ·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
+ p.f.
∫ E′
E0
1
E ′ −E σˆ1(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE
− ω · ∇xv + Σ∗v −K∗r v, v ∈ D(0) (234)
where D(0) is a relevant space of test functions
D(0) := {v ∈ C1(G,C2(I, C3(S)))| v(x, ω, E0) = 0}.
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The formal adjoint T ∗κ of Tκ is (say for v ∈ C20(G× S × I◦))
T ∗κv :=
∂(Sκv)
∂E
−Q∗κ(x, ω, E, ∂ω)v − ω · ∇xv + Σ∗κv −K∗r,κv
= Sκ
∂v
∂E
−Q∗κ(x, ω, E, ∂ω)v − ω · ∇xv +
∂Sκ
∂E
v + Σ∗κv −K∗r,κv. (235)
Here (∂Sκ
∂E
+ Σ∗κ
)
(x, E ′) = Σ(x, E ′) + 2π
(∂σˆ2
∂E ′
(x, E ′, E ′) +
∂σˆ2
∂E
(x, E ′, E ′)
)
ln(κE ′ − E ′)
+ 2π σˆ2(x, E
′, E ′)
1
E ′
+ 2π σˆ2(x, E
′, E ′)
1
κE ′ − E ′
− 2π ∂σˆ2
∂E ′
(x, E ′, E ′) ln(κE ′ −E ′) + 2π σˆ1(x, E ′, E ′) ln(κE ′ −E ′)
and by Theorem 4.18
(K∗r,κv)(x, ω, E
′) =
∫
I′
σˆr,κ(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
Theorem 6.2 Suppose that σˆ1 ∈ C(G,C1(I ′ × I)) and σˆ2 ∈ C(G,C2(I ′ × I)). Then for
v ∈ C1(G,C2(I, C3(S))
‖T ∗v − T ∗κv‖L∞(G×S×I) ≤ C ‖v‖C1(G,C2(I,C3(S)) (κ− 1)
1
2 . (236)
Hence T ∗κv → T ∗v uniformly in G× S × I as κ→ 1+.
Proof. Decompose the p.f.-integrations in (234) as follows (for j = 1, 2)
p.f.
∫ E′
E0
1
(E ′ − E)2 σˆ2(x, E
′, E) ·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
= p.f.
∫ E′
E′/κ
1
(E ′ − E)2 σˆ2(x, E
′, E) ·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
+
∫ E′/κ
E0
1
(E ′ −E)2 σˆ2(x, E
′, E) ·
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)dsdE
=: (K∗2,1,κv)(x, ω, E
′) + (K∗2,0,κv)(x, ω, E
′) (237)
and
p.f.
∫ E′
E0
1
E ′ − E σˆ1(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE
= p.f.
∫ E′
E′/κ
1
E ′ − E σˆ1(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE
+
∫ E′/κ
E0
1
E ′ −E σˆ1(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω′)(s), E)dsdE
=: (K∗1,1,κv)(x, ω, E
′) + (K∗1,0,κv)(x, ω, E
′). (238)
Let
f ∗j (x, ω, E
′, E) := σˆj(x, E
′, E)
∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds, j = 1, 2.
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Similarly to Theorem 4.9 one can show that
∂
∂E
( ∫ 2π
0
v(x, γ(E ′, E, ω)(s), E)ds
)∣∣∣E=E′ = −(A(x, ω, E ′, ∂ω)v)(x, ω, E ′) + 2π ∂v∂E (x, ω, E ′)
(239)
where the ”-” sign in the front of (A(x, ω, E ′, ∂ω)v)(x, ω, E
′) is due to the relation
∂Eµ(E,E) =
1
E
− 1
E + 2
= −∂E′µ(E,E) (240)
Using the approximations
f ∗1 (x, ω, E
′, E ′) ≈ f ∗1 (x, ω, E ′, E ′),
f ∗2 (x, ω, E
′, E ′) ≈ f ∗2 (x, ω, E ′, E ′) +
∂f2
∂E
(x, ω, E ′, E ′)(E − E ′)
on the interval [E ′/κ, E ′] and noting that
lim
κ→1+
ln(κ) = 0, E ′ − E
′
κ
=
(κ− 1)E ′
κ
the estimate (236) is shown similarly to the proof of Theorem 6.1. We omit further details.

Remark 6.3 The assertions of Theorem 6.1 and 6.2 are valid under weaker assumptions. For
example, it suffices to assume only that σˆ1 ∈ C(G,Cα(I ′ × I)), σˆ2 ∈ C(G,C1+α(I ′ × I)) and
ψ, v ∈ C1(G,C1+α(I, C2+α(S)) for α > 0.
7. Discussion
The paper considers an exact linear Boltzmann transport operator related to the charged
particle transport. The hyper–singularities in the differential cross-sections of certain charged
particle collisions lead to extra singular integral-partial differential terms in kinematic equations.
The analysis showed that the terms contain the first-order partial derivatives with respect to
energy E combined with Hadamard finite part integral operators which are pseudo-differential-
like operators. With respect to angle ω also second-order partial derivatives appear. Additionally,
some mixed terms appear (see 4). Note especially that in the expression (4) there is the term∑
|α|≤2 aα(ω,E)∂
α
ωψ which is corresponding to the second order partial differential term with
respect to angular variables appearing in Fokker-Plank equation. In many cases this term turns
out to be an elliptic operator (on S) which helps the analysis and in numerical treatments it
stabilizes computations. For Møller scattering the term is −µE′(E,E)∆Sψ where ∆S is the
Laplace-Beltrami operator (Remark 4.11).
The pseudo-differential-like terms can be approximated by pseudo-differential operators ([33]
or [31]). Moreover, in [31] we gave a further approximation where the resulting transport operator
is containing only partial derivatives and Schur partial integral operators. These approximations
are essentially founded on Taylor’s formulas and angular approximations of (new) primary parti-
cles. When considering partial differential approximations the resulting approximative transport
operator, as we verified in section 6, is a partial integro-differential operator of the form
Tψ = a(x, E)
∂ψ
∂E
+
∑
|α|≤2
bα(x, ω, E)∂
α
ωψ + ω · ∇xψ + Σ(x, ω, E)ψ −Krψ. (241)
These approximations are known as Continuous Slowing Down Approximations (CSDA) of BTE.
For example, in the dose calculation the scattering events containing hyper–singularities are the
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primary Møller scattering for electrons and positrons and the Bremsstrahlung. Conventionally
these events have needed the CSDA modelling like (241) in numerical computations.
In this paper we additionally exposed the variational formulation for the transport problem
where no approximations are applied. In principle, the obtained variational problem can be
numerically solved applying e.g. Galerkin finite element methods (FEM). The numerical com-
putations and approximations of (hyper)-singular integrals has been studied by various methods
and for various needs. In particuler, for Galerkin methods them are known in the field of bound-
ary element methods (BEM) (see e.g. [3]). BEM considers numerical methods for solutions of
the (hyper)-singular integral equations emerging from solutions of certain initial-boundary value
problems.
The well-posedness of the transport problem that is, existence and uniqueness of solutions to-
gether with pertinent a priori estimates is a central importance. We suggest that the exposed
variational formulations together with Lions-Lax-Milgram Theorem give one alternative to inves-
tigate well-posedness of the problems where exact operators like (4) are involved in the (coupled)
transport system. Other successful methods might be e.g. semigroup-dissipativity-perturbation
methods and fixed-point (contraction) methods. In addition, Sobolev regularity (say, on the
scales of Sobolev-Slobodevskij spaces) of solutions remains open. It is known that the transport
problems have a limited Sobolev regularity but higher order weighted (co-normal) Sobolev reg-
ularity can be achieved. The regularity of solutions are needed e.g. in various approximation
and convergence (error analysis) treatments. We remark that the initial inflow boundary value
problems related to transport problems are so called variable boundary value multiplicity that is,
the dimension of the kernel of the boundary operator is not constant (e.g. [25], [28]). This makes
the inflow boundary transport problems more subtle independently of the applied methods.
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