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Abstract
This paper examines the business cycle properties of a small set of real US macroeconomic 
time series using a variety of detrending methods. It is shown that (1) important linear 
summary statistics of US business cycles vary widely across detrending methods, (2) the 
qualitative response of consumption, investment, hours and productivity to a typical shock 
in GNP have, depending on the method used, two types of patterns: one consistent with a 
Real Business Cycle model and one consistent with a NeoKeynesian labour-hoarding story, 
(3) the gain function of various detrending filters extract different amounts of information 
at business cycle frequencies, (4) alternative detrending methods provide different character­
izations of business cycle turning point dates and (5) regardless of the detrending method 
used, the seasonal and the cyclical properties of US business cycles differ both qualitatively 
and quantitatively.
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1 In trod u ction
Since the influential work of Hodrick and Prescott (1980) it has become increasingly popular to 
characterize the behavior of macroeconomic variables over the business cycle using a small set 
of summary statistics (recent examples include Kydland and Prescott (1990), Stock and Watson 
(1990) and Baxter and Stockman (1989)). The compilation of simple business cycle facts is 
important for two reasons. First, it gives a coarse summary of the set of complex comovements 
existing among aggregates in the economy, allows a rough calculation of the magnitude of the 
fluctuations in economic variables and may guide researchers in choosing leading indicators for 
economic activity. Second, it provides a set of “regularities” which macroeconomists use as a 
benchmark to examine the validity of numerical versions of theoretical models.
Any empirical examination of business cycle facts, however, involves the delicate and con­
troversial issue of detrending. There are two problems connected with detrending. The first 
concerns the lack of a professional consensus on of what constitutes business fluctuations. The 
second the use of a statistically-based approach vs. an economic-based approach to detrending.
Consider first the issue of what constitutes a business cycle. Business cycle fluctuations 
are typically identified with deviations from the trend of the process. However, within the 
empirical literature, there is fundamental disagreement on the properties of the trend and on 
its relationship with the cyclical component of a series. Therefore different detrending methods 
embed different concepts of business cycle fluctuations.
In the past the representation and extraction of the secular component of a series was han­
dled in a very simple way. The trend was represented with deterministic polynomial functions of 
time, assumed to be independent of the cyclical component and extracted using simple regres­
sion methods. Hodrick and Prescott (1980) extend this approach by representing the secular 
component of a series with a smooth, unobservable nonlinear function of time but they still 
make the fundamental assumption that the secular and the cyclical components of the series are 
independent. An estimate of the trend of the series can then be obtained using tools developed 
in the literature on curve fitting (see e.g. Wabha (1980) or Shiller (1984)). Nelson and Plosser’s 
(1982) findings turned around the traditional idea that the variance of the secular component 
is small relative to the variance of the cyclical component of a series. Based on these results 
Beveridge and Nelson (1981) produce a decomposition of a series where the secular component 




























































































correlated. Perron (1989) and Christiano (1989), however, question the evidence reported by 
Nelson and Plosser. They indicate that the secular component of a series is better represented 
by a deterministic function of time having structural breaks and suggest an orthogonal repre­
sentation for the secular and cyclical components of a series. Recent work by Harvey (1985), 
Watson (1986), Hamilton (1989) propose alternative representations for the components of time 
series which combine various aspects of the above procedures and suggest different statistical 
methods for extracting trends.
Since the issue of what is an appropriate representation of the trend can not be solved in small 
samples and since the choice of the relationship between the cyclical and secular components 
is arbitrary, statistical based approaches to detrending raise questions about the robustness of 
certain “ facts” reported in the literature. As Singleton (1988, p.372) observes “The stylized 
facts motivating recent specification of the business cycle models may have been distorted by 
prefiltering procedures”.
The second problem connected with detrending - the question of a statistical versus an 
economic based decomposition - arises from a standard “measurement without theory” concern. 
It is often argued that before variables can be selected and facts reported, a theory explaining the 
mechanism generating economic fluctuations is needed. This point of view has been advocated 
by those who use economic theory to choose an economic-based decomposition of the actual time 
series in deriving business cycle regularities (see e.g Singleton (1988), King, Plosser and Rebelo 
(1989) or Braun (1989)) and also by those who employ economic theory as an organizing principle 
for time series analysis but use arbitrary filtering procedures to establish stylized business cycle 
facts (see e.g. Kydland and Prescott (1990) or Stock and Watson (1990)).
Dynamic economic theory, however, does not indicate the type of economic trend that series 
may display nor the relationship between secular and cyclical fluctuations. In other words, 
without a set of statistical facts pinning down the properties of the secular component of a time 
series, the precise economic relationship between the cyclical and secular components is unknown 
and the choice of any economic-based decomposition arbitrary. This issue is particularly relevant 
because there has been surprisingly little discussion in the literature on how assumptions about 
the nature of the secular component affect business cycles facts compiled with an economic-based 
decomposition (two exceptions are King, Plosser and Rebelo (1989) and King, Plosser, Stock and 




























































































(see Cogley (1990) for a discussion of this issue) and on the robustness of reported business cycle 
regularities (exceptions are Baxter and Stockman (1989) and Baxter (1991)). Because of this 
circularity, all economic-based decompositions are, at best, attempts to approximate unknown 
features of a series and therefore subject to specification errors.
Compared to the vastness of the problems raised in this introduction, the focus of the paper 
is modest. I report the cyclical properties of a small set of series using a number of different 
detrending methods. The task of the analysis is threefold. First, I want to examine whether 
certain “stylized facts” are robust across alternative detrending methods. Second, I am interested 
in studying the ability of various detrending methods to reproduce NBER turning points. The 
hope is to identify whether there exists a mechanical procedure which is able to broadly replicate 
features of business cycles as reported by NBER researchers. Third, I hope to shed light on 
certain “data anomalies” which have motivated recent developments in the real business cycle 
literature.
The approach of the paper is essentially agnostic. Modern dynamic theory of real economic 
fluctuations is used only to select the variables of interest for this study. None of the detrending 
filters employed is believed to be the correct one. Instead, I assume that all procedures are 
approximations attempting to isolate aspects of the secular and cyclical components of the 
series. The idea is to organize the information on business cycle fluctuations in a systematic 
manner in an attempt to identify a set of relationships which is method-free and can be used as a 
benchmark to guide the development of theoretical macroeconomic research and to statistically 
justify current NBER dating procedures.
I conduct the exercise with both seasonally adjusted and seasonally nonadjusted data. It is 
well known that the seasonal filter typically used to adjust macroeconomic variables in the US 
(the X -ll filter) may induce distortions at frequencies other than the seasonal ones. Also, since 
each series is adjusted separately using a particular variant of the X -ll filter, it is of interest 
to examine whether the combination of seasonal adjustment and detrending obscures important 
relationships across variables. The use of both seasonally adjusted and seasonally nonadjusted 
data also provides an alternative procedure to determine whether there are regularities common 
to business and seasonal fluctuations (see Barsky and Miron (1989) and Ghysels (1990)) and 
whether they are robust when alternative detrending methods are used.




























































































Investment, Hours, Productivity and Capital Stock) obtained using nine univariate (Hodrick- 
Prescott, Beveridge-Nelson, Linear, Polynomial, Segmented, First Order Differencing, Unob­
servable Components, Frequency Domain Masking, Hamilton’s 2-state Markov chain) and three 
multivariate (Cointegration, Common Linear and Multivariate Frequency Domain) detrending 
techniques. For each method I report a set of summary statistics characterizing the linear prop­
erties of the data (including sample moments, the short term cross correlations with GNP and 
the impulse response functions when GNP is shocked) and two statistics describing some of its 
nonlinear properties (dating of turning points, duration dependence of expansions, contractions 
and complete cycles). In addition, I describe the properties of the estimated gain function of 
the detrending filters to examine the distortions introduced by each procedure away from low 
frequencies.
Antecedents of the type of research carried out here are King and Rebelo (1989), King 
and Plosser (1989), Baxter and Stockman (1989), Cogley (1990) and Baxter (1991). They 
demonstrated how the mechanical application of the Hodrick and Prescott filter to series which 
are either integrated or driven by deterministic trends may induce spurious results, how certain 
quantitative features of the US business cycle are not robust to the choice of detrending and how 
one NBER procedure (the Adelmans’ test) is weak in discriminating among alternative models.
The paper documents that the second order properties of the estimated cyclical components 
vary widely across detrending procedures. The qualitative responses of consumption, invest­
ment, hours and productivity to a typical shock in GNP exhibit two typical patterns which 
are consistent with either a technology driven idea of business cycles or with a labor hoarding 
approach. I also document that most of the detrending procedures induce distortions across 
frequencies of nonegligible size. None of the methods employed is able to date all business cycle 
turning points within four quarters of the NBER chronology and most of them fail to recognize 
at least half of them. Finally, I argue that the seasonal and the business cycle in the US axe 
substantially different. The differences depend, quantitatively, on the detrending procedure and, 
qualitatively, on the series under consideration.
The analysis of the paper completely ignores the possibility that measurement errors impinge 
on the raw data. This is potentially a serious problem since the data collected by statistical 
agencies is massaged in so many ways that spurious results may obtain (see e.g. Wilcox (1988)). 




























































































temporal aggregations, various adjustments and the use of proxies) induce differing amounts of 
variability at business cycle or other frequencies on different series. Given the lack of informa­
tion on the construction of various aggregates, I reluctantly sweep the problem under the rug 
assuming that measurement errors are negligible and constant across frequencies.
The paper is organized as follows: the next section describes various detrending procedures 
employed. Section 3 presents a battery of linear and nonlinear summary statistics for the various 
procedures when seasonally adjusted data are used. Section 4 presents the results for seasonally 
non-adjusted data. Section 5 compares the properties of the seasonal and the business cycle. 
Section 6 discusses the implications of the results for existing theoretical work and presents some 
conclusions.
2 A ltern ative  D etren d ing  M ethods
This section briefly reviews the procedures used to extract trends from the observable time 
series. All these methods assume that the trend and the cycle are unobservable but use different 
assumptions to identify the two components. Also, since only trend and cycle are assumed to 
exist, all the procedures implicitly assume that either the data has previously been seasonally 
adjusted or that the seasonal and the cyclical component of the series are lumped together.
Throughout this section I denote the natural logarithm of the observable time series by y*, 
its trend (secular) component by xt and its cyclical component by ct.
2.1 Univariate Procedures
2.1.1 Detrending using polynomial functions of time
This procedure is the simplest and the oldest one. It assumes that the trend and the cyclical 
component of the (log) of each series are uncorrelated and that the secular component is a 
deterministic process which can be approximated by simple polynomial functions of time. These 
assumptions imply a model for yt of the form
Vt = xt + ct (i)
9





























































































xt = a + J 2 h j f j ( t - t i )  i f t  + l < t < T (2)
where q is typically chosen to be small and where to and t\ are given points in time, scaling 
the origin of the trend. In (2), I allow for the possibility of a structural break at a known time 
t in the secular component of the series. The trend of the series can be estimated by fitting 
yt to a constant and to scaled polynomial functions of time using least squares and by taking 
the predicted value of the regression (see e.g. Anderson (1971)) An estimate of the cyclical 
component is ct = yt — %t- I present results obtained when fj(t — to) = t — to and t = T  (LT in 
the tables), when fj(t — to) = t — to + (t — to)2 + log(£ — to) and t = T  (POLY in the tables) and 
when fj(t — to) = t — to, fj(t — t\) = t — ti and i  = 1973,3 (SEGM in the tables).
2.1.2 Detrending using First Order Differences
The basic assumptions of the first order differencing procedure (RW) are that the secular com­
ponent of the series is a random walk with no drift, the cyclical component is stationary and 
that the two components are uncorrelated. Under these assumptions yt has a unit root which is 
entirely due to the secular component of the series. Therefore yt can be represented as:
yt =  */(-i +  f! (3)
and an estimate of ct is obtained as ct = yt — yt-1-
2.1.3 Detrending using Hodrick-Prescott’s filter
The two main hypotheses underlying Hodrick and Prescott’s (1980) decomposition are that 
the trend is stochastic but moves smoothly over time, and that the secular and the cyclical 
components are independent. The assumption that the trend is smooth is imposed by assuming 
that the sum of squares of the second differences of Xt is small. This penalty function is widely 
used in the literature on curve fitting (see e.g. Kimeldorf and Wabha (1970), Shiller (1984), 
Wabha (1980) ). An estimate xt of the secular component is obtained by minimizing:
T T
mu* [ ^ c ?  + A ^ ( (x t -a;f_1) - ( x <_ i - x t_2))]2 A > 0  (4)
lxdt=i t=l t=l
where T  is the sample size and A is a parameter that penalizes the variability of trend. As 




























































































increases and the path for xt becomes smoother. The optimal value of A is series dependent and 
can be obtained by casting the minimization problem into a signal extraction-prediction error 
decomposition framework. Using this framework it can be shown that when A = where o\ 
and (72 are the standard errors of the trend and of the cyclical component of the series, xt is the 
maximum likelihood estimator of the secular component of the series 1.
Hodrick and Prescott do not estimate A. Instead a-priori they choose A based on the as­
sumption that the standard deviation of the cyclical component o\ is forty times the standard 
deviation of the secular component oi and use this value of A for all series. This assumption 
about the relative magnitude the shocks is debatable on two grounds. First, Nelson and Plosser 
(1982) estimate A to be in the range [g, 1] for most of the series they examine, a range far from 
the value of 40 assumed by Hodrick and Prescott. Second, since different economic aggregates 
possess different degrees of smoothness, the application of the Hodrick-Prescott filter with a 
uniformly standardized value of A may distort features of summary correlations. I will investi­
gate this possibility by experimenting with three measures of the smoothness parameter: one 
obtained estimating A separately for each series by maximum likelihood (HPOPT in the tables), 
one by assuming that the relative variability of the components is 2 (HP4 in the tables) and 
another obtained by assuming that the relative variability of the components is 40 (HP 1600 in 
the tables).
The rest of the procedure involves the computation of T first-order conditions with respect 
to ®i,a?2, • • •, xt and the solution of a system of T linear simultaneous equations in T unknowns, 
of the form xt = Ayt. An estimate of the cyclical component is obtained as ct = yt -  %t-
The ability of the HP filter to induce stationarity in trending series has been examined by 
King and Rebelo (1989). Some of the properties of the HP1600 filter when T  —► 00 and the 
penalty function is two-sided have been highlighted by Cogley (1990).
*To get this result assume that the cyclical component and the second difference of the trend are identically and 
independently distributed normal variates with zero means and variances and respectively. The conditional 
expectations of the path ( i t ) ^ i  is obtained by minimizing k i 2 + ° i 2 £ ,= ,[ ( * •  -  * i - i ) -  (*<-i -  z t - 2 )]2]
with respect to xt and with zo and z _ i as initial conditions. The minimand of the problem with respect to xt 
is proportional to the negative of the log-likelihood. Therefore, the resulting path xt, 1 <  t <  T  obtained using 
this programming problem is the maximum likelihood estimate of xt, 1 <  t <  T  based on the observations of yt 




























































































2.1.4 Detrending using Beveridge-Nelson’s procedure
Beveridge and Nelson’s (1981) detrending procedure finds its roots in the provocative work of 
Nelson and Plosser (1982). The key identifying assumption of this procedure is that the cyclical 
component of the series is stationary while the secular component accounts for its nonstationary 
behavior. Let wt = (1 — i)yt and assume that Wt is a stationary ARMA process of the form
(f>(£)wt = p' + 8(C)et et ~  i.i.d.(0,<7g) (5)
where (f>(t) and 8(C) are polynomials in the lag operator of order p and q respectively and where 
the roots of <p(z) = 0 lie outside the unit circle. Let the moving average representation for wt 
be:
wt = A* + 7 ( fy u
where M = Jpy and 7(l) = <p~1(e)9(l) and <t>( 1) = 1 -  £>=} <j>j.
Beveridge and Nelson show that, under the assumptions made, the secular component of a 
series can be defined as the long run forecast of yt adjusted for its mean rate of change kp ; i.e
*t =  Vt(k) -  k /i, (6 )
yi(fc) = yt +  *((1) + ••• + (7)
with w,(i) = ■ •) = (£.'= i 7.)(T! + (T !iH  + ■” . i = i , . . .k .
For k sufficiently large, the first term of the right hand side of (6) is approximately constant, 
the secular component xt is the value the series would have taken if it were on the long-run 
path. Therefore, letting k go to infinity (6)-(7) collapse to:
OO
xt ~  *1-1 = M + (5Z 7i)£t, A0 = 1 (8)
t'=l
The cyclical component of the series is defined by
ct = u>t(l) H------ 1- wt(k) -  kp
OO OO
= X!( 7i)et-j = x(£)et (9)
j=1 «'=>+!
Two characteristics of this decomposition should be noted. First, since the two components 
are driven by the same shock, this decomposition has the remarkable property that the secular 




























































































estimates of the 7 ’s and on forecasts wt(k) obtained from an ARIMA model, the problems 
inherent in ARIMA specifications are carried over to this detrending method. For example, 
as Christiano and Eichenbaum (1990) and others have recently pointed out, there are several 
ARIMA models which fit the sample autocorrelations of a data set fairly well. However, since 
different ARIMA models having the same short run properties may have very different long run 
features, alternative model specifications may lead to very different decompositions of the series 
into trend and cycle. Here I present results obtained using 0(i) = 1 W, five lags for (j){t) and 
using the quick computational approach suggested by Coddington and Wathers (1987) (BN in 
the tables) 2.
2.1.5 Detrending using an Unobserved Components Model
The unobserved components model, proposed by Harvey (1985) and Watson (1986) among 
others, is an alternative to ARIMA based procedures for decomposing aggregate series into 
secular and cyclical components. Unobserved components (UC) models are usually cast in a 
state space framework and the stochastic properties of the secular and of the cyclical components 
of a time series are specified to have very simple features. The key identifying assumptions of 
this procedure are that the secular component follows a random walk with drift and that the 
cyclical component is a stationary finite order AR process. The measurement equation is given
by
Vt = xt + ct + ct, t =  1 ,...T , (10)
where c ~  N (0,<r2) for all t and E(ettt-i)  = 0 for i ^  0. The transition equations for xt and ct 
are
xt = xt- 1 + 6 + ut,
ct = 4>(t)ct- \  + vt (11)
where 6 is a constant and the roots of (f)(z) = 0 lie outside unit circle. The stochastic properties 
of xt and of ct are fully characterized by the assumption that the distribution of ut and vt are 
jointly normal with covariance matrix £ and by the fact that c* is uncorrelated with ut and 
vt. To incorporate Nelson and Plosser’s (1982) idea that xt and ct may be correlated I assume
2Sensitivity results obtained with alternative specifications for 0(1) and <f>(£) are available upon request. The 
results vary considerably with the choice of 0 and <f> both in terms of the magnitude of the standard errors and in 




























































































that the contemporaneous correlation between ut and is different than zero 3. The
parameters /? = (ct2, cr2, a2, crU)I,, <5, <f>j j  = 1, . . .  ,p) of the model can be estimated using the 
prediction error decomposition of the likelihood (see, e.g. Harvey (1985)) 4. To simplify the 
procedure I use approximate maximum likelihood estimates for the 0’s using the autocovariances 
of wt = (1 — i)y t (see Carvalho, Grether and Nerlove (1979)).
For computational purposes transform the transition equations into a AR(1) companion form
at = B at-1 + £t (12)
where at = [x t , c*,... ct- q, If , B is a matrix of coefficients and = [u*, i/*, 0, . . . ,  0]'. Thus 
the measurement equation reduces to
yt = z'at + ,
where = [1, 1, 1, . . . ,  0]. Given initial conditions (typically a zero mean and a diagonal
covariance matrix with large but finite elements (see e.g. Harvey and Todd (1983)) and an
estimate of /?, Kalman filter iterations produce recursive estimates of the state vector at . The 
first and second elements of at then provide recursive estimates of xt and ct . I report results
obtained when is a second order polynomial (UC in the tables) 5. Finally, since in (10) we
distinguish between cyclical and irregular fluctuations, the estimated variability of the cyclical 
component for each series is likely to be smaller than the variability of the cyclical component 
estimated with other methods.
2.1.6 Detrending using frequency domain methods
The frequency domain procedure employed here draws from Sims (1974). I assume that the 
cyclical and secular components of the series are independent, that the secular component has 
most of its power concentrated in a low frequency band of the spectrum and that away from 
zero the power of the secular component decays very fast. This identification procedure does 
not restrict the trend to be either deterministic or stochastic and allows for changes in the trend
3An alternative way of representing the interrelation of two components appears in Watson (1986), where the 
vt is a linear combination of u t and another disturbance term.
4 A more precise estimate of the 0’s can be obtained using a smoothing algorithm which revises recursive 
estimates of the parameters using the information contained in the entire sample. Significant reductions in 
residuals of observed series can be obtained using a smoothing algorithm.




























































































over time as long as the changes are not too frequent. The secular component can be recovered 
from yt using
a(«)F,(«) = Fx(u) (13)
where a(u) is a “ low” pass filter and Fy(u>) and Fx(u) are the Fourier transforms of yt and xt. 
In the time domain it can be shown (see e.g. Priestley, 1981, p.275) that the polynominal a(t), 
the inverse Fourier transform of a(u), has the form:
« w  =
sin(u2Ì) -  sin(u\l) 
Tri (14)
where u\ and u>2 are the upper and lower limits of the frequency band where the secular com­
ponent has all its power. The cyclical component of yt can be estimated using (1 — a(i))yt . 
The key to this procedure is the correct specification of the upper and lower limits of the filter. 
Following the NBER taxonomy which describes business cycle fluctuations as those cycles with 
3-5 years periodicity and the conventional wisdom that no complete cycle has exceeded 8 years 
in length, I chose u>i = 0 and u>2 = ^  6. This identifying restriction implies that the power of 
the spectrum of yt corresponding to cycles with length less that 30 quarters is entirely due to 
the cyclical component ct (FD1 in the tables). Since the filter leaves a considerable amount of 
undesirable high frequency variability, I also consider a decomposition of yt as in (10)) where €t 
is identified by the assumption that it has most of its power located in a high frequency band of 
the spectrum. In this case the cyclical component of the series is obtained with a filter which, in 
addition to eliminating all cycles with period greater than thirty quarters, wipes out all cycles 
with period less than six quarters. This is achieved by choosing a(u;) to be:
a(u>) = 1 i f  uj e [uq,u>2 ] U [u;3 ,u;4 ]
= 0 otherwise
where = 0, u 2 = and u>3 = J  and W4 = 7T (FD2 in the tables).
2.1.7 Detrending using Hamilton’s 2-State Markov Chain
Hamilton (1989) pioneered a modelling approach to nonstationary time series where the secular
component of the series is assumed to be subject to binomial random shifts. The key identifying
6Note that since the spectrum is symmetric around the origin, this choice of filter wipes out all the power in 




























































































assumptions of this procedure are that the secular and cyclical components of the log of the 
series are independent and that both components are nonstation ary. The model has the form 
of equation (1) where xt and ct are given by:
Xt = flo + St + Xt-1 (15)
St = (1 — 9) + As*_i + vt (16)
Ct — Ct- 1 +  <t>(i)(ct- 1 — Ct-2) + Ct (17)
where St is a two state Markov chain with AR representation (16), whose transition matrix P 
has diagonal elements p,<?; A = p + q — 1, (f>(S) is a polynomial in the lag operator of order 
r with all roots outside the unit circle and c* ~ iid A/"(0,of) . By construction e* and st are 
uncorrelated. The above structure implies that given an initial condition xo and estimates of 
ao,fli and st , an estimate of the cyclical component of the series can be obtained from (15)-(17). 
Parameter estimates are obtained here using Hamilton’s EM algorithm.
Hamilton’s detrending filter introduces several novelties. First, contrary to previous proce­
dures, Hamilton assumes that the cyclical component is nonstationary (see Lam (1990) for a 
version of the model where the cyclical component is stationary). Second, although the trend 
is characterized by a unit root, its shifts are drawn from a binomial rather than from a con­
tinuous distribution. Finally, the procedure includes as special cases polynomial trends when 
st is constant and segmented trends model when st assumes a different value in each of two 
subsamples.
2.2 Multivariate Procedures
2.2.1 Detrending using Common Deterministic Trends
King, Plosser and Rebelo (1989) present a neoclassical model of capital accumulation enlarged 
to include labor supply choices where there is deterministic labor augmenting technical progress. 
Their model implies that all the endogenous variables have a common deterministic trend (the 
growth rate of labor augmenting technical progress) and that fluctuations around the trend are 
all of a transitory nature. Each time series is therefore generated by a model like (1) where the 
secular and cyclical components are independent and where xt is common to all series and given
by




























































































where 6 is the growth rate of technological progress. Because total hours are bounded by the 
endowment of the economy, it must be the case that the trend in hours per-capita is zero. King, 
Plosser and Rebelo use a value of 6 = .4% and detrend all the series using the resulting xt . I 
follow their procedure and construct a deterministic trend which is common to all series. For the 
data set employed here the estimated value of 6 is .7% 1. xq is chosen to be an estimate of the 
unconditional mean of each series. Since hours here are measured in absolute terms I detrended 
using the growth rate of population (about .3% per quarter over the sample 55,3-86,3).
2.2.2 Detrending using a Cointegration Method
King, Plosser, Stock and Watson (1987) propose a theoretical model where the long run proper­
ties of the endogenous real variables are driven by the same nonstationary technological shock. 
The corresponding statistical common trend representation developed in Stock and Watson 
(1988) implies that series have a common trend if there exists a cointegrating vector which can 
make all series simultaneously stationary. This approach produces as a by-product a model 
driven decomposition of the series into secular (nonstationary) and cyclical (stationary) compo­
nents which is the multivariate counterpart of the method proposed by Beveridge and Nelson. 
As in that framework, the two components are perfectly correlated because they are driven by 
the same shocks. Let wt be an n x 1 vector of time series where wt = (1 — i)yt has moving 
average representation:
= S + C(i)et + B(l)zt (19)
where a'C( 1) = 0 and where €* = G*vt with vt ~  iid (0,G). Expanding (19) we have:
Vt = Vo + St + C(l)(f + D(i)et (20)
where Dj = — XlSi+j C% and (t — 5Za=i €a- Stock and Watson show that (20) implies that:
xt = yo + Art = yo + St + C(l)Ct (21)
c* = D(l)et (22)
where A is a n x k vector, rt = fi + 7f_i + rjt, r}t is a serially uncorrelated random noise and 
dim(Tt) = k < n. Rather than testing whether there is a cointegrating vector zt for the system, 7
7The major reason for the discrepancy between King, Plosser and Rebelo and my estimate are that they 




























































































I work directly with the AR version of (19). That is, I estimate a vector error correction model 
(VECM) and use one lag of three cointegrating vectors (GNP/consumption, GNP/investment, 
GNP/capital) to obtain estimates of £,C(£) and c*. Then using (22) I compute an estimate of 
the transitory component of the model by taking ct = yt — Vo — 6t — C(l)Ct-
As in the Beveridge-Nelson decomposition, estimates of the secular and transitory compo­
nents differ for different specifications of the VECM model (both in terms of the number of 
variables and in terms of the choice of lag length). Here I present the results obtained using five 
lags for each variable and including all variables in the system (COIN in the tables) 8.
2.2.3 Detrending Using an Alternative Common Trend Assumption
The two previous subsections presented multivariate detrending procedures which assume that 
although each series is trending (deterministically or stochastically), some linear combination 
of them does not have any trend. Here I describe a multivariate frequency domain procedure 
which accomplishes the same objective without making assumptions on the nature (stationary 
or nonstationary) of the trend. The idea is to extract the part of the secular component which is 
common to all series using an index model. The approach used to implement this idea is similar 
to the one employed by Stock and Watson (1989). I assume that in the low frequencies of the 
spectrum there exists a one dimensional process (a secular component) which is common to all 
series. This index is characterized by the property that it has all its power at low frequencies 
and that away from zero it decays very fast. The model has the multivariate representation:
Vt = *t + ct (23)
where yt is a 6 x 1 vector, xt = Azt and zt is a one dimensional process with 0 < Sz(ijj) < 
M, Vw£ [d>, 7r] where 52(ti>) is the spectral density of zt and M is a small number and xt and ct 
are independent. An estimate of xt is obtained using the prediction error decomposition of the 
likelihood (as in the UC procedure) and ct is obtained from (23) (MFD in the tables). Compared 
with previous multivariate procedures, this approach has the advantage of making the idea of a 
common trend operative without imposing a-priori assumptions on the nature of the trend.




























































































3 R esu lts  using Seasonally A djusted  D ata
This section presents results obtained using seasonally adjusted U.S. data. Quarterly values for 
the period 55,3-86,3 for five series (GNP, Consumption, Investment, Hours, Wage Compensation) 
are obtained from the Citibase tape. GNP measures Real Gross National Product in 1982 
dollars (Citibase name: GNP82), Consumption measures consumption expenditure by domestic 
residents on nondurables and services in 1982 dollars (Citibase names: GSC82 and GCN82), 
investment measures total fixed investments in plants and equipment plus consumer durables 
in 1982 dollars (Citibase names: GINPD82 and GCD82), hours measures the total number of 
hours of labor input as reported by the establishment survey data (Citibase name:LPMHU) 
and the wage series measures total compensation of non agricultural employees (Citibase name: 
GCOMP). A quarterly series for the capital stock is constructed using the net capital stock 
(residential and nonresidential) for 1954,4, the quarterly series for investment and a depreciation 
rate of 2.5% per quarter. Since the time series properties of the wage and of a productivity series 
(constructed as the ratio GNP/Hours) are very similar, I will refer to the wage series as wage 
or productivity interchangeably 9.
Time plots for the log of the data, their estimated log spectrum and the estimated coherence 
of each series with GNP appear in figure 1. Plots of the estimates of the cyclical component of 
GNP obtained using different detrending methods appear in figure 2. Shaded areas in the time 
plots indicate recessions according to NBER chronology. Shaded areas in the plots of estimated 
log spectrum and coherence indicate business cycle frequencies (cycles with periods of oscillation 
between six and thirty quarters).
3.1 The Plots
Several features of the time plots deserve comment. First, all series exhibit upward movements 
after the removal of an exponential trend. Second, the spectral densities of the six variables look 
alike, indicating the existence of common stochastic patterns across series (see Canova (1991) for 
a definition of common patterns). This impression is confirmed by the plots of the coherences 
with GNP which show moderately high levels of correlations at business cycle frequencies.
9The major difference with data used by the real business cycle literature is in the capital stock series. For 
example, Kydland and Prescott (1990) do not include residential capital stock in their series. I also examined 
alternative measures of consumption (nondurables, total), of hours (household survey) and of wage (output per 




























































































The plots of the estimated cyclical component of GNP indicate that detrending methods 
that impose a random walk on the secular component of the series (RW, BN, UC, HAMIL 
and COIN) induce lower variability in the resulting cyclical component. Among these methods, 
the Hamilton filter leaves, as expected, much higher variability in the cyclical component than 
the others. However, since some decompositions use (1) while others use (10) as the basic 
model, differences across methods may be due to the alternative ways the procedures handle the 
irregular component of the series.
The cyclical components of GNP obtained with linear, polynomial and segmented filters look 
quite similar but have a slightly different mean value. The cyclical components of GNP obtained 
with BN, RW and HP4 filters also resemble each other. In addition, the optimal HP filter and 
FD1 produce a cyclical component of GNP similar to the standard HP1600 filter. Finally, the 
three multivariate detrending methods produce cyclical component of GNP which are similar to 
each other but very different from those obtained using univariate methods.
The plots of the cyclical components of the other five variables with the 15 different detrend­
ing methods (appearing in the appendix for reason of space) have essentially the same features. 
The wage series seems to be the exception. Depending on the detrending methods, its cyclical 
component may display very short or very long swings. Among detrending procedures, the 
Hamilton filter produces cyclical components that are very different from all the others. This 
is evident especially for the consumption and the wage series where the standard errors on the 
estimated parameters are so large that the two growth states are indistinguishable.
Finally, the trends of the series are largely similar across detrending methods. The trend for 
investment is the most rugged and its variability is large relative to other series when HP4, UC, 
RW or HAMIL filters are used.
3.2 Summary Statistics
In this section I examine a few moments of the distribution of the detrended data (the absolute 
variability of GNP, the variability of five series relative to output and the coefficients of skewness 
and kurtosis for all series) and the short term correlations of each series with GNP. In the next 
subsections I look in more detail at the correlation properties of the data.
Table 1 presents the absolute standard errors of the log of detrended GNP and the relative 
standard errors of the other five variables (in percentage of GNP standard errors). Table 2 




























































































cell significantly differs (at the 5% significance) from the corresponding statistic obtained with 
the HP 1600 filter 10. Table 3 displays the estimated coefficients of skewness and table 4 contains 
the estimated coefficients of kurtosis. A in these two tables indicates that the statistic in 
the cell significantly differs from the statistic which would appear if the detrended series under 
consideration had a normal distribution (these are equal to 0 and 3, respectively) 11.
3.2.1 Standard Errors and Cross Correlations
The standard errors of the detrended series vary greatly across detrending methods. The absolute 
variability of the cyclical component of GNP is smallest for UC (.38) and for HP4 (.55) and 
largest for MFD (5.65). HP1600 generates approximately the median value. The range of 
relative variabilities is large as well. For example, the variability of consumption is between 
34% and 153% of the variability of GNP while the variability of investment ranges between 
97% to 672% of the variability of GNP. Hours can be half as volatile as GNP (using LT and 
BN filters) or up to two times more volatile than GNP (when a HA MIL filter is used) In 
turn, the relative variability of productivity to GNP varies between 78% and 336%, with the 
HP 1600 filter producing the lowest relative variability. Finally, hours can be much less or much 
more volatile than productivity (range 18% to 178%) (see also Baxter (1991). These last two 
findings are particularly relevant since the relative volatility of productivity has been the object 
of much debate in the literature. They imply that even qualitative statements like “Over the 
typical business cycle, employment varies substantially while determinants of the labor supply 
- the real wage and the real interest rate - vary only slightly” (Mankiw (1989, p.86)) or that 
the variability of productivity is less than the variability of output (Prescott (1990, table 1)) 
represent a potentially misleading characterizations of US business cycles.
In general, the relative variabilities of the series filtered with HP 1600 are among the lowest 
across detrending methods. The relative standard errors obtained using an optimal value of A 
or assuming A = 4 (which is closer to the estimates found by Nelson and Plosser (1982)) are 
similar to those obtained using HP 1600. Absolute standard errors, however, differ. Therefore, 
although the ordering of relative variabilities across series is unaltered by arbitrary choices for
10Under standard regularity conditions outlined e.g. in Newey-West (1987), the statistics Ji =  (varx(i) -  
varx(I/Pl600))V1~1 (varx(i) -  v a r x ( H P1600)) and J2 =  {covXtGN p(i )  — covx ,g n p ( H P1600))F2-1 (covXig n p ( i ) -  
covXtG N p ( H P 1600)) are distributed x 2( l)  where i stands for detrending method, x for the particular series 
examined and V\ and V2 are the asymptotic covariance matrices of the random variables [varx (t), varx(H P1600)] 
and [covXiG N p ( t ) , c o v XiG N p ( H P1600)] respectively.




























































































A, estimates of the absolute variability of the series may be subject to specification errors. 
The relative variabilities of series detrended with RW are also close to those obtained with 
the HP 1600, confirming some of the properties of the two filters described by King and Rebelo 
(1989). The two filters, however, extract different amounts of absolute variability for each series. 
Finally, the relative variabilities obtained with UC, HAMIL and MFD filters differs substantially 
from those obtained with HP filters, with consumption, hours and wage being the most affected.
There is also a wide range of results in the cross correlations of the cyclical components of the 
various series with GNP. For example, the contemporaneous cross correlation of consumption 
with GNP varies, across detrending methods, from 0.38 to 0.94 and that of hours and output 
varies from 0.17 to 0.88. Even more striking is the range of cross correlations between GNP 
and productivity which goes from -0.41 to about 0.75. Therefore, the qualitative conclusion 
that productivity (and the real wage) is procyclical (see e.g. Mankiw (1989), Prescott (1990)) 
depends on the detrending method employed. Similarly, the quantitative result that the contem­
poraneous correlation between productivity and output is small (see e.g. McCallum (1988)) or 
that the contemporaneous correlation between employment and output is large (see e.g. Stock 
and Watson (1990)) is not robust and depends on the detrending methods employed. In general, 
the largest range in lead and lag correlations occurs when hours and GNP are considered, the 
smallest range occurs for the cross correlations of consumption and output.
Among detrending methods, the HP 1600 filter produces the highest contemporaneous corre­
lation between output and hours and output and investment. Also, the contemporaneous cross 
correlation obtained with HP 1600 filtered data are significantly larger than those obtained with 
an optimal A or with A = 4. Except for FD1 detrended data, the hypothesis that the cross 
correlations reported in the table are the same as those obtained with a HP 1600 is rejected.
The ranges of correlations between wage and past output and wage and hours provide the 
basis for two observations. Summers (1986), McCallum (1988), Mankiw (1989)) and others 
have suggested that the presence of a negative correlation between current productivity and 
past output is an indicator of the existence of labor hoarding on the part of firms. Here I find 
that the wage series is very negatively correlated with output when LT, POLY, MLT, MFREQ 
and COIN are used, but with all the other methods the correlation is positive. Therefore, tests 
of the labor hoarding hypothesis computed using one period lagged correlations produce results 




























































































Kydland and Prescott (1988) report that the contemporaneous correlation between a stan­
dard measure of hours and the real wage is very low when HP 1600 detrended data are used. 
They suggest that measurement errors may be an important determinant of this correlation 
and attempt to reconstruct a wage series which is free from these errors. Here I find that the 
contemporaneous correlation between hours and the real wage can go from slightly negative to 
approximately 0.6. In addition I find that there is no clear agreement among methods which 
use orthogonal decompositions nor among methods which assume that secular and cyclical com­
ponents are correlated. For example, the BN and UC procedures, which both assume that the 
components are correlated, give exactly opposite results. Therefore, while measurement errors 
may well be an important issue, their impact on these correlations depends on the detrending 
method employed.
3.2.2 Higher moments
Current work cataloging properties of business cycles typically report only second moments (see 
e.g. Kydland and Prescott (1990) or Stock and Watson (1990) for the US, Englund, Persson 
and Svensson (1991) for Sweden, Danthine and Girardin (1989) for Switzerland, Brandner and 
Neusser (1990) for Germany and Austria). Lingering in the back is the implicit assumption 
that the series axe zero mean normal stochastic processes so that second moments summarize 
all information contained in the data. Recent work by Neftcy (1984), Falk (1986), Delong and 
Summers (1986), Pfann (1991) have examined higher than second moments of the data to detect 
asymmetries or fat tails in the distribution of the cyclical components of some real variable. In 
the present context an examination of the properties of higher moments is useful both to indicate 
whether any detrending procedure distorts properties of the data and to informally test of the 
appropriateness of the normality assumption.
The results support previous conclusions by Falk (1986) and Delong and Summers (1986). 
No major differences across detrending methods emerge from the tables. For most detrending 
methods, there is a tendency for all series to display negative skewness and a slight positive 
excess kurtosis. However, for all procedures except SEGM and HAMIL, the normality assump­
tion for the cyclical components of the six series is appropriate. With SEGM filtering wage is 
highly negative and capital highly positively skewed, indicating a possible misspecification in 




























































































negatively skewed. In all three cases the cyclical components are highly leptokurtic.
It is interesting to compare the coefficient of skewness and kurtosis obtained from the data
the coefficient of skewness is not different from zero. Wage and capital, on the other hand, 
have a marginally significant leptokurtosis. Therefore, most detrending procedures avoid the 
introduction of severe distortions in these moments and do not seem to affect the higher order 
properties of the data differently.
Two conclusions can be drawn from the results presented so far. First, qualitatively and 
quantitatively the second order properties of the data strongly depend on the detrending pro­
cedure used. Second, higher moments of the cyclical data are substantially insensitive to the 
detrending method employed. To examine the effects of various detrending procedures on au­
tocorrelation properties and the long run cross correlations I next turn to examine the gain 
function of the filters and the impulse response function of the system.
3.3 Gain functions
To examine the distortions introduced by the various procedures at different frequencies it is 
useful to examine a plot of the estimated gain function of the detrending filters. Let 5y(u>) be 
the spectrum of the original series and Sc(u) the spectrum of the detrended series. Sy(w) and 
Sc(u>) are linked by 5c(u>) = T(o;)5y(a;) where T is the transfer function of the filter which can 
be obtained (see Priestley, 1981, p.265) as:
where a(u) is the (double-infinite) polynomial representation of the detrending filter. Thus, the 
transfer function is the Fourier transform of the detrending filter and its plot by frequency is 
useful to assess the effect of detrending at frequencies away from zero. Ideally, an appropriate 
detrending filter is one which has zero power at low frequencies and introduces no additional 
power at other frequencies. In practice, the adaptation of the ideal filter to a finite weight 
context and the estimation of its parameters makes the filter imperfect, induces leakages to low 
frequency components and distorts its ideal shape (see e.g. Koopmans (1974)).
A useful characterization of the transfer function is in terms of the gain function 7(cj) and
12Since the test for skewness and kurtosis are invalid in the presence of serial correlation, both the original and 
the filtered series are prewhitened with 12 lags before the test statistics are computed





























































































the phase shift (f>(u) which can be obtained by writing F(u)) in polar form as:
T(w) = 7(w)e’̂  (25)
The gain function measures the increase in the amplitude of the cycles of the filtered series over 
the original one, while the phase measures how much cycles are shifted by the filtering procedure 
13
Plots of the estimated gain functions are contained in the appendix. Some filters, including 
HP1600, BN, UC, LT, P01Y and SEGM, seem to amplify the importance of cycles at ir/8 (16 
quarters) relative to others. This feature is stronger with HP 1600 and FD2 and the gain function 
for these two filters is close to 1 at these frequencies. This observation suggest that some of the 
features reported in tables 1 and 2 could be an artifact of the detrending procedure employed. In 
particular, the relative high cross correlations obtained with these filters may reflect properties 
of the filters more than properties of the data. Cogley (1990) discovered this feature for the 
HP 1600 filter when the true data generating process is a set of random walks. Here we see 
that the result is more general: several detrending methods may induce time series properties 
in the data which mainly reflect properties of the filters. Also, it is worth noting that when A is 
optimally estimated the gain function does not amplify cycles of 16 quarters and that the gain 
function of the HP4 and RW filters smoothly eliminate power at business cycle frequencies.
A few anomalies emerge when UC and HAMIL procedures are used . First, the filters 
extract different variability around business cycle frequencies for different series. Second, while 
there appears to be little distortion relative to other methods at business cycles frequencies for 
output and consumption, there is substantial distortions in the wage and hours series at these 
frequencies.
Finally, all filters leave the largest amount of high frequency variation in investment. The 
high frequencies behavior of other series is method dependent.
3.4 Impulse Responses
One additional linear summary statistic I examine is the impulse response function when GNP is 
shocked by one standard deviation in a system with all six variables included and triangularized 
in the order GNP, Consumption investment, Hours, Capital and Wage. Impulse response plots 13
13Since all the filters considered are one sided-nonsymmetric, the phase shift is different from zero at least at 




























































































are reported in the appendix. Several features of the impulse responses need be noted. First, 
the average length of an output cycle in response to a shock in output varies with detrending 
procedure. For example, the average cycle is about 3.5 years with the HP 1600 filter, a little less 
than 2 years with the HP4 filter and about 1 year with the RW filter. Second, the response of 
investment has different persistence depending on the detrending method employed. Third, the 
sizes of the peaks response in consumption and investment depend strongly on the detrending 
method. For example, the peak response in consumption varies from 0.6 to 5.5 of the shock in 
GNP. Finally, the timing of the peak responses of the six variables falls into two major categories. 
In the first category, which includes most univariate filters (all HP filters, RW, BN, Linear and 
Polynomial detrending methods and FD1), a shock to output produces a peak response in output 
and hours instantaneously, a peak response in consumption and investment with a 3 quarter lag, 
a peak in capital with a 3-6 quarter lag and a peak in wage at lags between 1 and 4 quarters. The 
timing of the peak response in the wage series seems to be the major qualitative difference among 
these methods. In addition, in all cases the size of the instantaneous increase in productivity 
(GNP/Hours) is always larger than the size of the peak response in real wage 14. In the second 
category which includes COIN (and somewhat MFD) there is an instantaneous and very large 
peak response in consumption which is accompanied by a negative response in investment, hours 
and capital and very slow convergence to the steady state 15 The peak responses in investment, 
hours and wage occur approximately five quarters after the shock in GNP.
The two patterns of responses seems to agree with two different theoretical characterizations 
of business cycle fluctuations. The first fits a RBC tale: a temporary shock to output increases 
labor demand, hours go up and the real wage goes up^within a year’s time. As the real wage 
increases, consumption increases and investment follows. Since productivity increases more than 
the real wage, profits increase and payments to holders of capital rise as well (average real return 
to capital =GNP/capital is above zero in the first stages of the cycle). Therefore the real return 
per unit of capital invested increases. This increase is contemporaneously correlated with the 
increase in hours. Therefore hours move together with this measure of the real rate, a result 
which is consistent the RBC emphasis on intertemporal substitution of labor. In addition, the
14 With the UC filter the instantaneous increase in productivity is approximately of the same size as the increase 
in real wage. Note that in this case the peak response of consumption lags the peak response of investment by 
about 3-4 quarters.
15The negative contemporaneous response of investment to shock in output have been found also by Warne and 




























































































responses of productivity are approximately coincident with the responses of GNP and hours, a 
result which goes against the labor-hoarding explanation of business cycle fluctuations (see e.g 
Kydland and Prescott (1982), Mankiw (1989)).
The second pattern of responses, on the other hand, fits the NeoKeynesian perspective 
better. The impulse responses obtained when series are detrended with COIN seem to indicate 
that agents confuse permanent and temporary technological shocks. A one standard error shock 
in GNP increases consumption by about 5 times that amount. To achieve this consumption 
increase, the economy depletes the capital stock and invest negative amounts. At least in the 
first phase of the cycle, productivity is negatively related to (and lags) shocks in output, a 
pattern which fits the labor-hoarding story (see Summers (1986) or McCullum (1989)). In 
addition, since agents interpret a change in GNP and consumption as permanent, they increase 
leisure (wealth effect). This demand driven expansion causes output to further increase in the 
short run, possibly through the use of idle capacity, driving hours and real wages up. When 
agent realize that the output shock was temporary, previous decisions are reverted: hours stay 
above their long run average for a long period, consumption precipitously decreases and the 
destruction of the capital stock is reversed. Reconstruction is completed in about 48 quarters 
when the capital stock has achieved its steady state path.
To conclude, impulse responses differ both quantitatively and qualitatively depending on the 
detrending methods employed. While quantitative differences are not surprising since different 
filters extract different amounts of information in the six variables, the qualitative results are 
more disturbing. Depending on the detrending method employed contrasting theories of business 
cycles fluctuations are consistent with the data.
3.5 Some nonlinear statistics
This subsection presents two summary statistics characterizing the nonlinear properties of the 
cyclical components of the data. I report how each detrending procedure fares in reproducing (i) 
the timing of recessions and expansions as dated by NBER researchers and (ii) the distributional 
features of the duration of NBER expansions, recessions and complete cycles. These statistics 
are presented in an attempt to discover whether any detrending method can provide statistical 
(and/ or economic) foundation to the procedure used by the NBER researchers. Also, since 
the second statistic examines of the entire distributional features of the data it provides a more 




























































































3.5.1 Dating Turning Points
I follow the NBER procedure and define a turning point as the first of (at least) two consecutive 
sign changes in the cyclical component of GNP. Using this definition, table 5 reports the dating 
of turning points for each detrending method. For the sake of comparison NBER dates and the 
dates obtained using the Department of Commerce Composite Leading Index (CLI) are also 
reported. For a graphical comparison, NBER recessions are depicted as shaded areas on the 
cyclical component of output for each detrending method (see figure 2).
From table 5 it is clear that HP, BN and FD1 are the only methods which capture all NBER 
turning points (plus some additional false alarms) although in some cases the lag in recognizing 
a turning point can be as large as four quarters. For all the other methods, either the dating 
is lagging by more than four quarters or some turning points are not identified. The results 
obtained with UC, LT and all multivariate detrending methods are very surprising because 3-4 
NBER turning points are completely missed and, as a consequence, extremely long cycles are 
produced in the data. For example, using the cointegration detrending filter, the US economy 
is classified to be in a recession from 74,1 until the end of the sample, while using a linear 
detrending method, the 80,2-86,3 period is classified as a recession. The most frequently missed 
turning points are those initiating mild and short contractions or expansions (see e.g. 69,4 and 
70,4). Note also that the Hamilton filter incorrectly identifies 9 of the 11 NBER turning points of 
the sample. Therefore if one uses a two consecutive sign change rule (as opposed to Hamilton’s 
(1989) rule of being in one state with at least 0.5 probability), the method is not successful in 
dating turning points.
3.5.2 Duration Dependence
Using different techniques Neftcy (1984), Stock (1987) and Diebold and Rudebush (1990) ex­
amined various forms of time deformations, in an attempt to assess either whether business 
cycles evolve according to non-calendar time or whether they have recurrent (geometrical and 
statistical) patterns.
Here I perform calculations similar to those that Diebold and Rudebush (1990) performed 
using NBER dated cycles and examine the duration dependence of contractions, expansions, 
peak to peak cycles and trough to trough cycles for each detrending method. Examining the 




























































































and asymmetries in the phases of business cycles and (ii) provides information about the like­
lihood of each phase to terminate the longer the time span elapsed from its start. The tests 
are performed using Stephen’s (1978) variant (which accounts for minimum duration) of the 
Shapiro and Wilk’s (1972) exact small sample test. The minimum duration is assumed to be 
two quarters for each phase and four quarters for each complete cycle.
Table 6 reports the value of the statistics for contractions, expansions, peak to peak cycles 
and trough to trough cycles and the number of durations available for each phase for each of the 
detrending methods. A indicates that the hypothesis of no duration dependence is rejected. 
It is comforting to see that most detrending procedures induce no duration dependence in all 
four business cycle phases (Diebold and Rudebush found no evidence of duration dependence 
in NBER dated post-WWII cycles). Among univariate procedures only the UC filter induces 
duration dependence in GNP contractions and expansions but not in full cycles. All multivariate 
filters, on the other hand, induce duration dependence in contractions, MFD also in expansions 
and peak to peak cycles and COIN in expansions. One should note, however, that since in 
all these cases the number of durations is very small, caution should be used in interpreting 
the results. Table 6 also indicates that no asymmetries are present in business cycle phases, 
confirming Stock (1987) but in contrast to results obtained by Neftcy (1984) and Pfann (1991) 
who find asymmetries in unemployment. Only with MLT do contractions and expansions have 
different duration dependence structures and only with MFD do peak to peak and trough to 
trough cycles have different duration structures 16.
4 Seasonally  U nadjusted  D ata
4.1 The Data
The data set here is constructed from Barsky and Miron’s (1989) data and maintains as much 
comparability as possible with the seasonally adjusted data used in the previous section.
GNP measures total output produced in 1982 dollars, consumption measures consumption 
of nondurables plus services by domestic residents in 1982 dollars, and investment measures 
fixed investment in plants and equipment plus consumer durables. Hours measures the average
16To check the robustness of these results I also perform the tests recursively. That is, given that we observed 
n-1 durations of a particular phase, we would like to know whether the probability of the n-th duration of that 
phase depends on the length of time since its beginning. The results of these tests, which are presented in the 




























































































weekly hours of production workers in private, non agricultural activities. Quarterly data is 
constructed as an average of monthly numbers. The wage series measures the average deflated 
(by CPI) hourly earnings of private, nonagricultural productive workers. Again, quarterly data 
is computed as an average of monthly numbers. The capital stock series is constructed using the 
value of the capital stock in 1948, adding the investment series and using a 2.5% depreciation 
rate per quarter. Data for the first four variables is available from 1946,1 to 1985,4, while data 
for hours and the real wage starts at 1964,1. Time plots for the log of the data, their estimated 
log spectrum and the estimated coherence of each series with GNP appear in figure 3. Figure 
4 plots the cyclical components of GNP produced with various detrending procedures. Shaded 
areas in each box represent recessions according to the NBER chronology 17.
4.2 The P lots
Plots of the log of the data are comparable to those presented in figure 1. All series except hours 
exhibit upward movements after the removal of an exponential trend and all but wage and capital 
display some seasonal fluctuations. The seasonal pattern of GNP, consumption and investment 
is evident from the log spectra of the series which display peaks at both seasonal frequencies. 
The seasonal pattern of hours is statistically small but appears to be economically significant. 
The correlation between the five series and GNP at seasonal frequencies is in general small, 
except for the correlation of consumption with GNP. Hours and GNP have a small coherence at 
all the frequencies of the spectrum, a result which partially conflicts with the evidence presented 
with seasonally adjusted data and may be the result of different measurement errors present in 
the two hours series.
The plots of detrended GNP are somewhat difficult to interpret because of the overwhelming 
dominance of seasonal variability. When the three HP, the RW and the BN filters are used, the 
seasonal variability swamps all other fluctuations in the GNP series. The results with the UC 
filter are easier to interpret because seasonal fluctuations appear in the error term of equation 
(10). This filter produces peaks and troughs in GNP which are approximately coincident with 
NBER dates but induces a nonzero mean in the detrended GNP. As with seasonally adjusted 
data, the plots of HP 1600 and FD1 detrended GNP are very similar although the FDl-detrended 
GNP is much more variable. Finally, the time paths of the cyclical component of GNP obtained
17This section does not report results obtained with the Hamilton or the COIN filters because, in the first case, 




























































































with the two multivariate filters significantly differ from most time paths obtained with univariate 
filters (the exception is LT). Also, the presence of long swings in detrended GNP indicates that 
the two multivariate filters fail to remove a substantial amount of lung run variability in the 
series.
4.3 Summ ary S tatistics
Tables 7 through 10 report the absolute standard error of the cyclical component of GNP, 
the relative standard error of the other five series (as a percentage of GNP), the short term 
cross correlations with GNP and the skewness and kurtosis coefficients obtained with various 
detrending methods. In tables 7 and 8 a indicates that the statistic in the cell significantly 
differs (at 5% confidence) from the corresponding statistic obtained with the HP 1600 filter. In 
tables 9 and 10 a indicates that the statistic in the cell significantly differs from the statistic 
which would appear if the series had a normal distribution.
As in the case of seasonally adjusted data, the standard errors of the detrended GNP vary 
greatly across detrending methods. The variability of GNP is maximal when MFD is used 
(13.12) and minimal when UC is used (0.69). The range of variation across detrending methods 
of the relative variabilities of the five series to GNP is very large as well. For example, all series 
except investments can be either more or less volatile than GNP. Particularly striking are the 
results obtained for the hours series: depending on the method used, the variability of hours 
can be between 5% and 1175% of the variability of GNP.
The HP1600 filter leaves a larger amount of cyclical variability in GNP than in other series 
(relative to other methods). This causes the relative variability of the five series to be in the 
lower quartile of the distribution across methods. The exception is the investment series which 
seems to have most of its mass in the region where the HP 1600 filter has its peak (around 16-24 
quarters).
The range of the contemporaneous cross correlations of consumption and investment with 
GNP is relatively small. For both series and for most detrending methods these correlations 
are in the neighborhood of .85. However, the contemporaneous correlations of hours, real wage 
and capital with GNP and the lead and lag correlations of all series with GNP range from 
significantly negative to near unity. Among detrending methods, HP, RW and BN filters induce 
negative cross correlations at one lead or lag while LT, SEGM and POLY filters induce very 




























































































is the large disparity across detrending methods in the correlations of wage (and productivity) 
with past output. Once again, the results are consistent with both a labor hoarding phenomena 
(negative correlation) and with its absence (positive correlation).
Except for detrended consumption, hours and capital with the SEGM filter and hours with 
FD1 filter, no series display any significant skewness. Since in the original data consumption 
displays a positive and significant skewness coefficient, the asymmetric behavior of consumption 
appears to be due to very long cycles, which are wiped out by the detrending procedures. One 
explanation for the appearance of skewness in hours and capital detrended with the SEGM filter 
is that there is an incorrect (or unnecessary) segmentation of the trend of these series.
For most detrending methods (except BN, P0LY,FD2 and MFD), the cyclical components of 
consumption and hours display strong leptokurtic behavior even after deterministic seasonality 
is taken into account. Since this behavior appears in the raw data as well, the clustering of 
observations in the tails of the distribution comes from cycles with a short period of oscillation. 
Note also that only 2 of the 13 methods produce leptokurtic behavior in GNP and none in 
investment. Since fat tail behavior appears for both series in the raw data, the clustering of 
observations in the tails of the distribution comes from cycles with periodicity in excess of 20-24 
quarters 18.
5 T he Seasonal and th e B usiness Cycle
Barsky and Miron (1989) examined the behavior of US macroeconomic variables at business 
cycle and seasonal frequencies to determine whether stylized facts of the US business cycle 
persist at seasonal frequencies.
Acknowledging that features of business cycles may be dependent on the detrending method, 
they presented two sets of results (one obtained detrending the data with HP 1600 and one
detrending the data with the RW filter) and found some differences in the resulting statistics. It is
*
of interest to repeat their exercise with a wide variety of detrending filters for two reasons. First, 
to see whether Barsky and Miron ’s conclusions hold under a variety of detrending procedures.
18A s in the case of seasonally adjusted data, I attempted to date turning points for GNP with each detrending 
method. The results are not reported here because most methods fail to reproduce 4 or more NBER turning 
points. For example, when using HP1600 detrended GNP and the two-quarters-sign-change rule, only 2 NBER 
turning points were recognized within 6 quarters (plus or minus 3) of the NBER date. This failure was particularly 





























































































Second, to check whether the lack of robustness I found is confined to cyclical fluctuations or 
whether it applies to seasonal fluctuations as well.
Comparing the behavior at seasonal and business cycle frequencies of the spectrum, as Barsky 
and Miron did, is successful only if a sufficiently large number of observations at business cycle 
frequencies is available. Since the data set employed here is too short, I examine the seasonal and 
business cycle with an alternative strategy. Instead of comparing the second order properties 
of seasonally non-adjusted data at seasonal and business cycle frequencies, I compare statistics 
obtained with seasonally adjusted and seasonally non-adjusted data. Because the two data 
sets measure the same aggregates and differ, roughly speaking, only at seasonal frequencies, 
we can describe the features of the seasonal cycle and quantify its contribution to the second 
order properties of the data by examining (i) the incremental variability existing in each series 
(compare tables 1 and 7), (ii) the differential level of cross correlations (compare tables 2 and 
8), (iii) the differences in the estimated gain functions and (iv) the differences in the impulse 
responses for the two data sets.
5.1 Standard Errors and Correlations
On average the variability of the seasonal component of GNP is as big as the variability of its 
cyclical component (i.e. the standard error of output in table 7 is about twice the standard 
error of output in table 1 for all detrending methods). Two exceptions are noticeable. When 
BN is used the variability of the seasonal component of GNP is smaller than the variability of 
its cyclical component. When HP4 is used the opposite is true. Because the gain function of 
the HP4 filter has its peak at cycles with about one year periodicity, the variability of detrended 
seasonally non-adjusted GNP turns out to be more than four times the variability of detrended 
seasonally adjusted GNP. A similar but smaller effect also emerges for HPOPT detrended GNP.
The ordering of the absolute variability of GNP across methods is largely preserved when 
seasonally non-adjusted data is used, apart from the inversion of POLY and SEGM filtered data. 
Also, as in the case of seasonally adjusted data, HP 1600 and FD1 produce approximately the 
same results. The ordering of relative variability of the five variables across methods is also 
preserved when seasonally non-adjusted data are used. The most significant difference between 
the two data sets occur with HP4 detrended series because the seasonal variability of GNP and 
consumption is enhanced. Therefore, except in a few cases, the presence of seasonal fluctuations 




























































































Some clean quantitative statements can be made for the consumption and investment series. 
In general, consumption is at least two or three times as volatile as output at seasonal frequencies. 
The presence of a strong excess seasonal variability in consumption relative to output is picked 
up by almost all methods. At nonseasonal frequencies the volatility of consumption is between 
0.53 and 1.53 of the volatility of output, with most of the methods suggesting a relative volatility 
less than one. Investment is slightly less volatile than output at seasonal frequencies and the 
relative volatility of the two series is roughly maintained across the business cycles frequencies 
of the spectrum.
Results for the other series are much less clean. Hours and wage are much less volatile 
than output at seasonal frequencies (although for hours BN, SEGM and FD2 methods give the 
opposite conclusions). At other frequencies the variability of these two series is approximately 
of the same order of magnitude as the variability of GNP. Finally, the relative variability of the 
capital stock is between 1/6 and 2/3 of output at seasonal frequencies (compared with 1/20 to 
4 times at nonseasonal frequencies). It is worth noting the complete lack of seasonal variability 
in the capital stock at the frequency corresponding to a one year cycle.
Although the short term cross correlations are not very informative about features of the 
seasonal and the business cycle, a comparison of tables 2 and 8 does highlight some interesting 
aspects of the data. First, the first order serial correlation coefficient of GNP is negative and 
close to -0.5 for HP, RW, BN filters. Since all these filters first difference the data and then 
apply some smoothing filter (see Cogley (1990)), this result indicates some degree of overdiffer­
encing. Second, for all detrending methods, the contemporaneous correlations of consumption 
with GNP are higher when seasonally nonadjusted data are used, while the contemporaneous 
correlations of investment and hours with GNP are somewhat lower. This confirms that the 
coherence of consumption with GNP at seasonal frequencies is higher than at other frequen­
cies and the opposite is true for the coherence of investment and hours with GNP. Third, lag 
and lead cross correlations are uniformly lower with seasonally non-adjusted data. Finally, the 
cross correlations of wage and capital with GNP display significant sign difference both across 
detrending methods and across data sets.
5.2 Im pulse R esponses and Gain Functions
One final piece of evidence in the comparison between the seasonal and the business cycle 




























































































from the estimated gain functions 19. Eyeballing the impulse responses, it is immediate to see 
that there is no coherent pattern of results among detrending methods across the two data 
sets. Most detrending methods alter the qualitative features of the responses of the two data 
sets (the only exception here is SEGM). For example, with RW detrending, consumption and 
hours are much more persistent when seasonally non-adjusted data are used. The most evident 
difference between the two data sets is in the responses of consumption which, with seasonally 
non-adjusted data, can display long swings (see HPOPT), sharp peak responses (see BN) or 
a long delay in the peak response (see FD1). Once again, HP 1600 and FD1 produce similar 
responses for all variables except consumption.
Quantitatively, the largest differences emerge in the responses of hours and wage. With 
seasonally adjusted data the peak response in wage is twice as big as the peak response in GNP 
and the response of hours is negligible. On the other hand, with seasonally non-adjusted data 
the peak response in wage is small and the peak response in hours is twice as big a the peak 
response in GNP.
Finally, the estimated gain functions of the filters are not substantially altered across the 
two data sets. However with seasonally non-adjusted data, the filters leave uniformly more 
variability in the cyclical components of the series at every frequency of the spectrum.
Three conclusions can be drawn from the above discussion. First, while different detrending 
methods induce substantial disparities in the properties of the data at business cycle frequencies, 
their effect at seasonal frequencies is qualitatively similar. Second, because of these similarities, 
a few quantitative facts concerning the behavior of consumption and investment relative to GNP 
at seasonal frequencies can be stressed. Consumption is 2-3 times more volatile than output at 
seasonal frequencies and its correlation with output at these frequencies is much higher than at 
nonseasonal frequencies. The relative volatility of investment to output is roughly the same at 
all frequencies, with investment displaying a smaller seasonal pattern than GNP. Third, because 
the behavior of consumption, hours, wage and capital relative to output differs substantially at 
seasonal and nonseasonal frequencies, I conclude that the seasonal and the business cycle in the 
US are not alike.






























































































This paper examines how different detrending methods affect a set of summary statistics of the 
cyclical components of some US real variables.
I compare the properties of the cyclical components of six variables (GNP, Consumption, 
Investment, Hours and Productivity) obtained using nine univariate (Hodrick-Prescott (HP), 
Beveridge-Nelson (BN), Linear (LT), Polynomial (POLY), Segmented (SEGM), First Order Dif­
ferencing (RW), Unobservable Components (UC), Frequency Domain Masking (FD), Hamilton’s 
2-state Markov chain (Hamilton)) and three multivariate (cointegration, common deterministic 
trend and common trend) detrending techniques for both seasonally adjusted and seasonally un­
adjusted data. For each of these methods I report a set of linear summary statistics (moments 
of the data, the short term cross correlations with GNP, the impulse response function when 
output is shocked and the estimated transfer function of the detrending filter for each series) 
and two nonlinear statistics (dating of business cycles, duration dependences of half and full 
cycles).
The paper documents a wide range of outcomes with little agreement in the qualitative and 
the quantitative properties of the standard errors and of the cross correlations. It is shown that 
the qualitative response of consumption, investment, etc. to a typical shock in GNP can result 
in two broad patterns: one consistent with RBC stories and one consistent with NeoKeynesian 
tales. Quantitatively speaking, the length of a typical cycle and the peak response of the 
variables strongly depend on the detrending procedure employed. It also shown that most 
detrending methods induce distortions across variables at business cycle frequencies which are 
of nonnegligible size. Finally, the paper shows that the properties of seasonal and business 
fluctuations are substantially different regardless of the detrending procedure employed. I find 
that there are certain features of business cycles that are invariant to detrending methods (higher 
moments, duration dependence) but these are not the features considered by modern business 
cycle researchers.
A few conclusions can be drawn from the exercise. First, the practice of solely employing 
HP1600 filter in compiling business cycle statistics is dangerous. The HP1600 filter produces 
results which are similar those obtained with conventional high-pass filters (e.g. frequency 
domain masking the low frequency components of the data). However, it also induces extreme 




























































































cope with them (see e.g. Hansen’s (1985) effort to remedy Kydland and Prescott’s (1982) failure 
to replicate the variability of hours or Christiano’s (1988) attempts replicate with the size of the 
volatility of investment) 20.
Second, since there are no quantitative stylized facts and very few qualitative features of the 
data which are robust across detrending methods, the practice of building theoretical models 
with an eye to quantitatively match business cycle facts warrants a reconsideration. Because the 
major differences occur exactly around business cycle frequencies, the exercises should at least 
be enlarged to provide results obtained with different detrending methods. Third, multivariate 
detrending methods which have their base in economic theory seem to produce very different 
results than statistically based univariate procedures. However, since at least for the two data 
sets used here, there is very weak evidence of common (deterministic or stochastic) trends, 
caution should be exercised in imposing theoretical restrictions which are far from being satisfied 
in the data. Finally, since the seasonal and the business cycles are hardly similar, the recent 
attempts by Braun and Evans (1990) and Chattarjee and Ravikumar (1990) to provide a unified 
explanation of economic fluctuations are misdirected. Most of the action in the consumption 
series is at seasonal frequencies while most of the action in investment and hours appears at 
business cycle frequencies. Explaining the asymmetric behavior of these series at business and 
seasonal frequencies should be an important area of future research.
20One could add to this list the excess smoothness of consumption relative to output (see Deaton (1987)). 
Consumption is smoother than GNP only when seasonally adjusted data are used. Across detrending methods, 
which impose a drifting trend there is not so much evidence for the excess smoothness hypothesis except perhaps 
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Standard Errors, as a percentage of GNP Standard Errors 









HP1600 1.76 0.49 2.82 1.06 0.78 0.61
HP4 0.55(*) 0.48O 2.70(*) 0.89(+) 0.78O 0 .1 4 0
HPOPT 1-110 0.46O 2.77(*) 1.06O 0.86(*) 0 .3 3 0
RW 1.030 0 .5 1 0 2 .820 0.91(*) 0.87(*) 0.63O
BN 4 .1 7 0 0.68O 1.97(*) 0.69(*) 2 .1 5 0 1 .360
UC 0.380 0.34O 6.72(*) 4.14(*) 2.48 1.22(*)
LT 4.03O 0.69O 2.16(*) 0.69(*) 1 .800 1.56(*)
POLY 2 .710 0.54(*) 2.78 O 0.88O i.o iO 0.65(*)
SEGM 2 .650 0 .5 2 0 3.09(*) i-oi(*) 1 .640 0.97O
FD1 1.78 0.46 3.10 1.20 1.160 1 .410
FD2 1 .140 0.44O 3.00(*) 1.160 1.31 1.26(*)
HAMIL 2 .330 1.53(*) 6.59(*) 1.97(+) 17.640 4.42(*)
MLT 4 .0 9 0 0 .7 1 0 4 .2 3 0 0.70O 1.770 1.54(*)
MFREQ 5 .6 5 0 0.95O 2.06O 0.76(*) 3 .360 1 .650
COINT 4 .1 4 0 0.71(*) 3.96(+) 0.75(*) 1 .780 1.30(+)
Note: A indicates that the null hypothesis that the variance of the
cyclical component of the series is identical to the variance of the 































































































Seasonally adjusted data, 55,3-86,3 Sample
Method GNP Consumption Investment Hours Wage Capital
HP1600 -0.024 -0.034 -0.367 -0.400 0.172 -0.247
HP4 0.174 0.196 0.058 0.303 0.044 0.082
HPOPT -0.125 0.178 -0.509 -0.247 0.169 -0.247
RW -0.045 -0.322 -0.367 -0.328 -0.156 -0.351
BN -0.060 -0.237 -0.478 -0.374 -0.087 -0.244
UC -0.028 -0.207 -0.342 -0.179 -0.071 -0.220
LT -0.114 -0.253 -0.460 -0.385 -0.112 -0.320
POLY -0.227 -0.282 -0.506 -0.638 -0.107 -0.246
SEGM 0.086 -0.322 -0.459 -0.350 -4.626H 4.490(*)
FD1 -0.048 0.090 -0.316 -0.310 -0.193 -0.187
FD2 0.156 0.056 -0.104 -0.252 0.128 0.584
HAMIL 0.256 -0.484 -0.556 -0.360 0.052 -4.582(*)
MLT -0.135 -0.255 -0.479 -0.366 -0.112 -0.320
MFREQ 0.107 -0.249 -0.330 -0.450 0.080 0.226
COINT -0.146 -0.239 -0.423 -0.376 0.030 -0.226
Note: A indicates that the null hypothesis that the skewness coefficient 
is identical to the skewness coefficient obtained under normality is 






























































































Seasonally adjusted data, 55,3-86,3 Sample
Method GNP Consumption Investment Hours Wage Capital
HP1600 0.066 -0.077 1.382 0.953 0.458 0.949
HP4 -0.131 -0.616 0.512 0.455 0.115 0.395
HPOPT 0.080 0.291 1.135 0.590 0.115 0.325
R.W -0.222 -0.220 0.788 0.111 0.061 0.660
BN 0.087 0.135 1.153 0.578 0.103 0.896
UC -0.153 -0.568 0.781 -0.050 0.020 0.758
LT 0.206 0.162 1.089 0.938 0.249 1.051
POLY 0.093 -0.051 1.156 1.092 0.394 0.906
SEGM 0.438 0.428 1.002 0.744 38.15(*) 38.08(*)
FD1 -0.068 0.490 1.336 0.649 0.440 0.517
FD2 0.464 -0.265 0.234 -0.052 0.385 1.570
HAMIL 0.314 1.063 0.955 1.615 0.027 32.74(*)
MLT 0.186 0.194 0.929 0.716 0.249 1.051
MFREQ 0.013 0.000 0.803 0.775 1.301 0.538
COINT -0.065 0.064 0.906 0.561 0.219 0.854
Note: A indicates that the null hypothesis that the value of the excess 
kurtosis is in each cell is identical to the value appearing under 
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Seasonally adjusted data, 55,3-86,3 Sample
Turning Points
Method Throughs Peaks
HP1600 56,3(*);59,1;61,4;65,2;72,2 57,4; 60,3; 62,4; 69,4; 74,3;
77,3;80,4;84,1(*) 80,2; 81,4
















MLT 64,1 ;77,1 56,3(*);74,4;80,2(*)




Note: A turning point is defined as the first of at least two successive 
increases (declines) in the demeaned growth rate of GNP. NBER 
refers to the NBER dating of business cycles. CLI refers to the 
chronology of turning points compiled from the composite index 
of leading indicators and it is taken from the Business Condition 






























































































Test for Duration Dependences 
Seasonally adjusted data, 55,3-86,3 Sample
Method Expansion Contraction Trough to Through Peak to Peak
HP 1600 0.57 0.50 0.98 0.42
(9 ) (8) (9 ) (8)
HP4 0.32 0.33 0.34 0.19
(16) (16) (16) (17)
HPOPT 0.56 0.75 0.42 0.31
(13) (13) (13) (14)
RW 0.54 0.32 0.45 0.70
(6 ) (5) (6) (5)
BN 0.56 0.20 0.14 0.51
(8) (7 ) (8) (8)
UC 0.18(*) 0.19(*) 0.35 0.50
(4) (3) (4) (4)
LT 0.35 0.35 0.19 0.18
(4) (5) (5) (5)
POLY 0.67 0.24 0.23 0.53
(6) (5) (6) (6)
SEGM 0.20 0.14 0.33 0.26
(6) (5) (6) (6)
FD1 0.19 0.25 0.33 0.12
(9) (9 ) (9 ) (10)
FD2 0.18 0.15 0.14 0.31
(12) (12) (12) (13)
HAMIL 0.16 0.14 0.28 0.19
(5) (6) (6) (6)
MLT 0.48 0.16(*) 0.20 0.24
(3) (4) (4) (4)
MFREQ 0.08(*) o . i i C ) 0.26 0.17(*)
(4) (3) (4) (4)
COINT 0.07(*) 0.07(*) 0.26 0.20
(3) (4) (4) (4)
Note: The table reports are the values of the Shapiro-Wilks (1972) statistics 
modified by Stephens (1978) to take into account two quarters of 
minimum duration. A indicates that the hypothesis of no du­
ration dependence is rejected at the 95% confidence. In parenthesis 











































































































HP1600 3.32 0.94 2.26 0.20 0.25 0.25
HP4 2.91 1.00 2.02(*) 0.05(*) 0.23O 0.14(*)
HPOPT 3.17 0.97 2.09 0.09O 0.24 0.16(*)
RW 5 .530 1 .070 2 .040 0.19(*) 0.17 0.09(*)
BN 2.96 1.82(*) 1 .960 11.75(*) 0.20O 2 .890
UC 0.69(*) 0 .810 6.50(*) 1.92 ( * ) 0.70(*) 0.87O
LT 10.970 1.18(*) 1.36(*) 1 .930 0.08(*) 0.26(*)
POLY 4.69(*) 0 .920 1.91(*) 0.35(*) 0.17 0.30(*)
SEGM 5 .350 0.91(*) 2.12(*) 1.74(*) 0.16 0.43(*)
FD1 3.43 1.00 2.13 0 .980 0.24 0 .370
FD2 1.48(*) 0 .920 2.11(*) 1 .440 0.25(*) 0.53
MLT 4 .7 5 0 1.260 1.84(*) 0.61(*) 1 .670 0.20(+)
MFREQ 13.120 1.03(*) 1.10O 0.78(*) 0.85O 0.09(*)
Note: The sample is 46,1-85,4 for GNP, Consumption, Investment and 
Capital and 64,1-85,4 for Hours and Wage. A indicates that 
the null hypothesis that the variance of the cyclical component of 
the series is identical to the variance of the cyclical component of 
































































































Method GNP Consumption Investment Hours Wage Capital
HP1600 0.211 1.095 -0.264 -0.408 -0.179 0.149
HP4 0.160 -0.706 -0.007 0.101 -0.114 -0.050
HPOPT 0.184 0.513 -0.264 -0.482 -0.165 0.128
RW -0.379 0.322 -0.497 -0.812 -0.235 -0.252
BN 0.373 0.080 -0.155 0.532 -0.117 0.283
UC -0.213 0.492 -0.650 -1.015 -0.115 -0.185
LT -0.214 0.497 -0.349 -0.623 -0.276 -0.228
POLY -0.159 0.486 -0.245 -0.426 -0.122 -0.120
SEGM -0.723 -1.888 -0.171 -10.03(*) -0.354 -3.69(*)
FD1 -0.345 0.260 -0.191 8.00(*) -0.210 -0.094
FD2 0.123 -0.097 -0.015 -0.088 -0.127 0.036
MLT 0.145 1.284 -0.258 -0.228 -0.691 -0.276
MFREQ -0.245 0.643 -0.147 -0.466 -0.013 -0.344
Note: The sample is 46,1-85,4 for GNP, Consumption, Investment and 
Capital and 64,1-85,4 for Hours and Productivity. A indicates 
that the null hypothesis that the skewness coefficient is identical to 
































































































Method GNP Consumption Investment Hours Wage Capital
11P1600 -0.560 4.829(*) 0.607 1.975(*> -0.520 -0.002
HP4 0.042 3.057(*) 0.700 2.011(*) -0.344 0.409
HPOPT -0.775 2.732(*) 0.628 2.750(*) -0.377 0.236
RW 1.045 2.362(*) 1.204 2.465(*) -0.736 0.065
BN 0.735 1.092 0.889 1.281 -0.255 -0.255
UC 0.798 2.815(*) 1.367 3.233(*) -0.707 -0.217
LT 0.476 2.870(*) 0.915 1.799 -0.813 0.681
POLY 0.116 1.773 0.882 1.386 -0.604 0.234
SEGM 2.309(*) 15.90(*) 1.101 114.9(*) -0.731 24.74(*)
FD1 6.537(*) 14.24(*) 1.187 84.41(*) -0.529 0.043
FD2 -0.552 0.344 0.125 0.767 -0.341 0.479
MLT 0.842 5.869(*) 0.603 0.681 1.774 -0.813
MFREQ 0.132 1.465 0.411 0.734 0.576 -0.612
Note: The sample is 46,1-85,4 for GNP, Consumption, Investment and 
Capital and 64,1-85,4 for Hours and Productivity. A indicates 
that the null hypothesis that the value of the excess kurtosis is 
identical to the value appearing under normality (=0.0) is rejected 
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LOG SPECTRA COHERENCE with GNP
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