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In this thesis, we investigate how the usage and development of intangible assets depreciate 
the relevance of accounting. Previous research suggests that the accounts historically have 
been a precise tool for predicting the stock price and, hence, the company's market valuation. 
In the past decades, both the explanatory capability and, subsequently, the accuracy of 
accounting have dropped with significance. We apply four quantitative experiments on a 
sample of Norwegian firms, both non-listed and listed on the Oslo Stock Exchange, between 
2005-2018 to measure explanatory rates, prediction errors, valuation of stated intangible 
assets, and the amount of inherent goodwill. Initial test results indicated a partial 
depreciation of the robustness of accounting figures. Removal of the petroleum industry in 
the conducted experiments strengthens the assurance of the initial result. Additionally, other 
experiments indicate that the market positively values the reported intangible assets. Further 
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Accounting has always been a core aspect of both controlling- and commercial institutes 
offering a structured valuation over components and assets. Until the 20th century, the 
essence and procedure of accounting have been following the same key concepts, 
consistently returning a high rate of explanatory power, that is, the accounts ability to reflect 
a firm’s market valuation. As we entered the third industrial revolution and the emergence of 
information technology leading to the enrollment of the internet in the 1990s, researchers 
have found that the rate of the explanatory power of accounting has been steadily dropping 
with significance, arguing for a lower capability of representing a firm’s actual value. 
When referring to a company’s market value, the term market capitalization is frequently 
used, which essentially refers to the company’s outstanding stocks multiplied with its stock 
price. This value will revolve around expectation to profitability, and hence the stock market 
tends to value firms by the potential that lies with their means of value creation. This 
potential generally derives from the firm’s ability to achieve superior competitive 
performance by utilizing its strategic assets. Today, the long term perspective towards 
profitability is often associated with a strategic utilization of databases, sustainable and 
efficient processes, and inducement of research and development, which all can be 
accumulated under the same term: utilization of intangible assets. Per definition, assets are 
“An identifiable non-monetary assets without physical substance” (IAS 38). The presence of 
this type of asset is increasing exponentially as enterprises are starting to realize the high 
potential it holds in terms of value creation. Entering the fourth industrial revolution and the 
introduction of artificial intelligence, machine learning, big data, and other powerful 
interfaces makes it seem inevitable that the ratio of intangible assets potentially might 
increase rapidly. Despite this, there have not been any significant changes in terms of 
regulations of intangible assets in financial statements, ultimately implying that the 
explanatory rate of accounting can continue to drop to a critical level.  
In this thesis, we measure the effect and development of intangible assets in Norwegian 
businesses. Our approach will be inspired by previous research from the accounting, finance, 
and law professors Baruch Lev and Feng Gu, who accumulated their research and wrote The 
End of Accounting and the Path Forward for Investors and Managers (2016). Briefly 




relevance and point in the direction of increasing utilization of intangible assets. This 
literature will be thoroughly reviewed in our theory and literature review section as it creates 
the fundament for our thesis. We aim to detect the same trend depicted in their research of 
international markets, but for firms operating in Norway. If a positive correlation is proven 
between our results and the existing one, we will have an enhanced claim towards revising 
the current regulations regarding the framework of reporting intangible assets. Specifically, 
this thesis aims to answer the following research question:  
“Does the characteristics of the development regarding intangible assets challenge the 
legitimacy of accounting, subsequently making the current reporting framework outdated?” 
This thesis will be structured in a sensible manner offering transparency to all readers 
regardless of their current levels of knowledge on the topic at hand. A theory and literature 
review will follow this introduction to establish a theoretic magnitude for our research area. 
After, a methodology section containing an explanation of our general approach as well as 
the substance of our experiments will be presented. The next step will then include specific 
results from our experiments and the corresponding interpretation. To finalize the thesis, a 
discussion and conclusion section will be made to discuss further the full meaning of the 
results and potential implications that lay with their means.  
In the following section, the theory and literature review, the definition and concept of 
intangible assets will be thoroughly discussed before presenting relevant references 
regarding accounting and digitalization to augment the necessary theoretic background 







2. Theory and literature review   
This chapter covers the academic background for the thesis, and hence it will contain the 
necessary information to establish the theoretical foundation for our approach. In the first 
part of this section, the concept of intangible assets will first be assessed to give the reader a 
concrete definition and comprehension of which areas it applies. Different accounting 
standards have different rules for displaying some of these values. Therefore, the definition 
of intangibles will be followed by a light review of the three most relevant ones for our 
thesis: General Accepted Accounting Principles (GAAP), International Financial Reporting 
Standards (IRFS) and Norwegian Accounting Standards (NRS). The second part of this 
section has a focus on accounting. Here, the main portion of relevant research and its 
complementary approaches, findings, and implications, will be discussed to assist in 
bringing empirical magnitude and inspiration for this study. 
2.1 Intangible assets  
The purpose of this section is to elaborate on the relationship between intangible assets and 
the raising concerns regarding accounting. The essence is about defining what intangible 
assets are and their properties. Further, the implication these properties implicate for the 
firm. The process of describing this is greatly influenced by the book of Jonathan Haskel and 
Stian Westlake Capitalism without Capital (2018). They discuss multiple and interesting 
perspectives regarding intangible assets and its implication and utilize their background from 
both academia and legislation consulting concerning this subject. The book is based on the 
idea that intangible assets consist of four fundamental properties: Scalability, Spillover, 
Sunkenness, and Synergies. These are recognized as the 4 S’.     
2.1.1 Definition of intangibles  
The intuitive understanding of intangible assets is that they are assets that do not retain a 
physical substance. Equivalent to tangible, these assets are still something that the firm can 
possess. Referring to the International Financial Reporting Standards (IFRS) definitions, the 
key property of an assets is: “…a resource that is controlled by the entity as a result of past 
events and from which future economic benefits are expected.” (IAS 38). The very nature of 




more convenient to assess because the cost of acquisition or development are more specific 
and available. In his earlier works, Lev (2001) emphasize on the potential that are inherent 
within the intangible assets when he defines them as: “claims to future benefits that does not 
have a physical or financial embodiment ” (2001, p. 5). Hulten (2010) describe intangible 
assets as something : “…typically involves the development of specific products or 
processes, or are investments in organizational capabilities, creating or strengthening 
product platforms that position a firm to compete in certain markets… involves use of 
knowledge… and organizational know-how” (2010, pp. 5-6). After the collapse of the 
“dot.com” bubble in 2000, C. A. Corrado, Hulten, and Sichel (2005) created a framework for 
that purpose to better understand the implication, among others, intangible assets have for 
the economy. They submitted an early estimate on how much American firms were investing 
in intangible assets. Influenced by e.g. Young (1998), these publications raised awareness of 
the increasing concerns regarding intangibles in the policy and political circles through the 
2000’s. 
2.1.2 Properties of intangibles assets 
Haskel and Westlake (2018) summarize four distinct properties of intangible assets which 
they call the 4 S’: Scalability, Sunkenness, Spillovers, and Synergies. Scholars of 
endogenous growth theory like Romer (1994); Jones (1996); Aghion and Howitt (1998) 
proclaimed the term “non-rivalry” to understand knowledge goods like ideas, know-hows, 
etc. These are capabilities that are not exclusive to one firm and can, in theory, be used by 
others. They use this term to describe the scalability of intangible assets. As Haskel and 
Westlake describe, physical assets can only be in one place at the same time. Therefore, they 
are limited to create value from where they are located. Scaling up tangible assets is heavily 
dependent on the type of asset and its purpose and usually consists of increasing efficiency. 
Intangible assets can, because of their nonphysical nature, be used multiple places and 
multiple times. The amount of R&D behind a new electrical car might be tremendous, but 
the same design can be used an indefinite number of times. Therefore, the distribution of the 
initial R&D costs is spread over all the produced cars. The design itself can also be used 
multiple times and tweaked accordingly. This further implies that the non-rivalry asset can 
be implemented and adapted differently between firms, and the effectiveness would 
therefore fluctuate. This is why multiple food delivery services, electrical scooter rentals, or 




business model and utilization of its assets might differ. Haskel and Westlake (2018, p. 67) 
suggest that “network effects have a huge impact on the scalability property”. They denote 
that “networks like UBER and Airbnb, the power of HTLM and the Web in general, are 
made up of components that are intangible.”  
The second property of intangibles is what they call sunkenness. This is referred to as sunk 
cost, which most intangibles, in fact, are. Tangible assets on the other hand, can have their 
acquisition reversed by selling them off again. An amortization cost might apply, but in most 
situations, their value is salvageable. This cannot be applied to intangible assets. Haskel and 
Westlake point towards two main reasons why tangible assets are less likely to be a sunk 
investment. First, standardization and mass production create a second-hand market with 
high demand. Second, most intangible assets are either acquired or developed to fit one 
specific customer's needs. The absence of versatility of intangibles prevents the assets from 
being used in other places and are therefore more complicated to sell-off. A. Dixit (1992) 
argues that waiting to avoid sunk cost can be imposed value if there is uncertainty involved. 
A. K. Dixit and Pindyck (1995) builds further on this model and proposes a two-stage 
example, which shows that investing in intangible assets with unresolved uncertainty in 
stage one, can be imposed value if it reveals decision information associated with stage two. 
Haskel and Westlake argue that this might be seen in context with C. A. Corrado and Hulten 
(2010) and what they call a strategic property.  
The non-rivalry characteristics of scalability facilitate the third property and an important 
component of intangibles, namely spillovers. Haskel and Westlake appoint the first ideas of 
spillovers to the distinguished economist Alfred Marshall, renowned for his early 
contribution to neoclassical economics. Arrow (1972); and Romer (1990) developed the 
theory further, where Arrow was the first to formulate spillovers mathematically. Griliches 
(1992); and Glaeser et al. (1992) displayed the Marshall-Arrow-Romer model, which 
explains spillovers between firms within the same industry. Intangible assets can be directly 
copied or influence new assets significantly compared to tangible assets. Similar firms 
located in close proximity to each other increases the risk of spillovers. Preventing spillovers 
for tangible assets is much more applicable than for intangibles. The reason for this is related 
to the legal protection of tangible assets. Patents and property laws regulate the risk of 
spillovers by protecting the ownership of said assets. Intangible assets are more complicated 
in that matter because the capabilities of the legislators are limited. The ownership of ideas, 




situation where for example a bank employee utilizes a Python script in relation to a business 
intelligence program (e.g., Power BI), those lines of code might be obtained from an open-
source site like GitHub or Stack Overflow. The bank employee could take ownership of that 
solution which the employer could file as inherent intangible assets. On the other side, these 
are assets that were created from free and open-sourced resources that a group or individual 
with no affiliation with the bank created in the first place. Issues regarding captivating 
ownership of intangible assets are one of those reasons that increase the risk of spillovers. 
Haskel and Westlake summarize three central factors for why spillovers matter (2018, p. 77): 
“First, one should expect firms that are not definite about obtaining benefits from their 
investment to invest less. Second, firms that manage their spillovers are expected to do well. 
Third, spillovers are affecting the geography of the modern economy.”  
Intangible assets are more convenient to pair with other intangibles than tangibles assets 
because of their non-physical nature. This creates synergies which is the last component of 
intangible assets. Computers can be smart, efficient, and tweaked as desired. By itself 
however, the usage is limited to what it was designed to do in the first place. Connect a 
billion computers together through the internet, and the same computer’s potential is 
indefinite. Intangible assets are more versatile than tangible in creating synergies. 
Brynjolfsson, Hitt, Yang, Baily, and Hall (2002) conclude that technology investment is 
complementary to organizational changes to succeed. This supports Christensen’s (2018) 
ideas about the importance of organizational changes in digital transformation. N. Bloom, 
Sadun, and Reenen (2012) substantiates this by their results which indicates that European 
firms achieve inferior performance from tech investment because they are unable to change 
managerial practices. Haskel and Westlake argues that synergies matter “because they create 
strong incentives for companies and governments to bring together different intangibles, 
especially new ideas” (2018, p. 86).    
2.1.3 Type of intangible assets  
Haskel and Westlake argue that some of the most intangible-intensive firms are tech 
companies, but simultaneously emphasizes Marc Andreessen’s words: “it is not just about 
software: it involves other intangibles in abundance.” (2018, p. 23). Baumol (1966) and 
later contemporary described in Baumol (1996); describe a phenomenon where the cost of 
manufacturing is increasing slower than the cost of labour-intensive services. Economists 




manufacturing but by labour-intensive services; thus, Baumol's definition would experience 
a more excessive cost inclination. Furthermore, a considerable portion of intangible assets is 
dependent on information and communication. Therefore, information technology is an 
important measure to strengthen efficiency, which could explain why IT is commonly 
associated with intangibles. Working group at the OECD (OECD, 1998); Lev (2001); and 
Nakamura (2001) presents the same ideas of how to categorize the different types of 
intangible assets. C. A. Corrado et al. (2005) present a framework based on these proposals. 
They divide intangibles into three different groups: computerized information, innovative 
properties, and economic competencies. The first category, computerized information, 
addresses all types of information that a computer can utilize. Primarily this is applied to 
software and database development. C. Corrado, Haskel, Jona-Lasinio, and Iommi (2013) 
states that while computerized information has been included as an investment in the 
National Accounts since the 2000s, its relevance has not been weighted any importance 
before the introduction of terms like Big Data, etc. The second category, innovative 
properties, have historically been denoted as R&D. C. A. Corrado et al. (2005) claims that 
the conceptions should contain a broader definition and include momentums like mining 
exploration, artistic creations, and product designs. Haskel and Westlake (2018, p. 244) note 
that: “the official definition of R&D relates to work to resolve scientific and technical 
uncertainty which excludes things like design and artistic endeavours”. Ryanair’s inhuman 
designs of their airline seats, which grant them a competitive advantage through increased 
utilization rate, exemplify such innovative properties. The third and last category is 
economic competencies. C. A. Corrado et al. (2005) apply this category on momentums that 
does not fit in the two previously categories, but points towards three aspects in general: 
training, marketing and branding, and business process reengineering. These three 
subcategories are more focused on the managerial and organizational aspect of the firm and 
consists of intangibles that not directly are value creating but substantiates the firm’s 
competitive advantage.  
This section summarizes the rising concerns of intangible assets which derive from its 
properties. As intangible assets are a subject of definition, their properties might change on 
the basis of which accounting standards are applicable. While Haskel and Westlake discuss 
intangibles in an international domain, scholars like Lev and Gu, which will be covered later 




review the general differences between the applicable accounting standards, which are 
covered through this thesis. 
2.1.4 Accounting Standards 
Accounting laws and standards differ between countries. Most countries have established a 
set of accounting laws set by a regulatory department. Accounting standards derive from said 
laws where the purpose is to assist each firm in aligning their accounting practices regarding 
the applicable legislation. This also ensures that each firm is following the same principles, 
which enable better comparability between each firm. Public companies in the United States 
follow the General Accepted Accounting Principles (GAAP) issued by the Federal 
Accounting Standards Boards (FASB). The equivalent standard internationally is the 
International Financial Reporting Standards (IFRS). Companies listed on the Oslo Stock 
Exchange are required to follow IFRS. The Norwegian accounting law states that “the 
preparation of the annual accounts must be made in accordance with good accounting 
practice” (Regnskapsloven, §4-6). The Norwegian Accounting Standards Board (NASB) 
publishes the Norwegian Accounting Standards (NRS) to assure this. This paper will cover 
all three accounting standards accordingly.  
Differences between GAAP and IFRS 
Both GAAP and IFRS defines intangible assets as an asset with the requirement that it is 
expected to benefit the organization for more than a year. Goodwill, which is recognized as 
an intangible asset, does not follow the same principles in regard to other intangible assets 
because of its non-identifiable properties. The most significant difference between IFRS and 
GAAP is whether intangible assets are expensed or capitalized. IFRS accepts that certain 
development costs are capitalized, whereas GAAP requires that development costs be 
expensed. Stuart (2020) states two central aspects between GAAP and IFRS regarding 
intangible assets: revaluation and internally developed intangible assets.  
Revaluation of assets implies a change in the conceded price valuation of said asset. While 
GAAP generally prohibits revaluation, IFRS accepts carefully justified rationales other than 
impairment consideration. “Intangible assets may be carried at a revalued amount (based on 
fair value) less any subsequent amortization and impairment losses only if fair value can be 




Internally developed intangible assets derived from the firm’s capacity to produce and utilize 
the corresponding asset. The associated costs of procurement are treated differently between 
the two standards, where IFRS [IAS 38.57] and Stuart (2020) states: “Costs in the research 
phase are expensed as incurred. Costs in the development phase are capitalized if the entity 
can demonstrate all of the following: 
• The technical feasibility of completing the intangible asset so that it will be available 
for use or sale.  
• The intention to complete the intangible asset and use or sell it.  
• The ability to use or sell the intangible asset. 
• How the intangible asset will generate probable future economic benefits (the entity 
should demonstrate the existence of a market or, if for internal use, the usefulness of 
the intangible asset). 
• The availability of adequate technical, financial, and other resources to complete the 
development and to use or sell the intangible asset.  
• The ability to measure reliably the expenditures attributable to the intangible asset 
during its development. “ 
As stated by Stuart (2020),  
“GAAP treats costs of internally developing, maintaining, or restoring intangible 
assets to be expensed as incurred when one or more of the following are true about 
the intangible asset: (a) it is not specifically identifiable, (b) it has an indeterminate 
life or (c) it is inherent in a continuing business or non-profit activity and relates to an 
entity. Given these restrictive criteria, the recognition of internally developed 
intangible assets is rare and usually only seen in the areas of patents and trademarks. 
Research costs are expensed as incurred.” 
The Norwegian Accounting Standard is essentially an extension of the IFRS standard with 
minor adjustments as required accordingly. NRS19 differs between two different categories 
of intangible assets: Identifiable and unidentifiable. The first variant can legally be displayed 
in the enterprise’s financial statement and is categorized into four distinct areas: (1) 
Research & Development, (2) Patents, (3) Derived taxes (4) Goodwill. The latter value is 
strictly associated with the goodwill acquired from mergers and acquisitions, that is, the 




intangible assets cannot be legally displayed by financial statements and are often referred to 
as internally generated goodwill or inherent goodwill. It can be defined as a firm’s excess 
value of the fair value price of its net separable assets. In other words, it is the difference 
between a firm’s fair value and the firm’s actual value. Due to this value being unidentifiable 
hence, non-separable, it is not visible on financial statements for a business. 
The common ground between IFRS and GAAP regarding assessing intangible assets is that 
it requires caution. Evaluating intangible assets are a delicate matter because of their lack of 
physical structure. Both accounting standards take this into account. The reviewed literature 
will further in this chapter focus on the differences between the two accounting standards 
and essentially address the consequences of whether the related properties of intangibles are 
expensed or capitalized. The definitions stated by NRS19 are applicable when 
accommodating the Norwegian accounting data with the proposed methodology in Chapter 
3.  
2.1.5 Estimating value of intangible assets 
The whole framework of this thesis is made on the background that assessing value to 
intangible assets is complicated. Previously mentioned research has proven that, although 
they tend to focus on the explanatory power of intangibles regarding the firm's market value. 
Haskel and Westlake (2018) denote that the major issue is how intangible assets are 
measured and, subsequently, applied to the business economic analyses. From an investor’s 
perspective, are misevaluating intangible assets just another noise they must assess in their 
evaluation of a stock price. For a business owner, it is about existence or not. Intangibles 
might be considered as those elements that yield the firms its competitive advantage. 
Accurate estimating of those values is an essential component of the firm’s strategic 
development to achieve superior competitive performance. Barth, Kasznik, and McNichols 
(2001) examine how market analysts allocate their focus regarding firms' type. Their 
research shows that there is a positive correlation that market analysts tend to focus more on 
firms with high intangible spending. This suggests a higher demand for third-part 
stakeholder that holds the ability to obtain disclosed information that is not retrievable from 
the financial reports. Consequently, this also indicates that the market does attribute the 
“hidden” intangibles some value. Further research is performed by Chen, Gavious, and Lev 
(2017), which directly could measure intangibles assets by comparing two different 




the accounts, while the IFRS standard allows the design of R&D to be capitalized. The 
authors prove that the additional information retrieved from the capitalization of the design 
helped to predict the market value. Choi, Kwon, and Lobo (2000) address whether 
intangibles should be expensed or capitalized accordingly. They apply two different methods 
based on paired ranked tests and cross-sectional regressions analysis to measure the 
relationship between intangible assets, the associated amortization costs, and equity values. 
They conclude that the market positively values intangible assets and support the 
requirement that intangible assets should be reported in firm’s balance sheet. Similar 
research have been conducted by Jennings, Robinson, Thompson Ii, and Duvall (1996), 
where they instead had a greater focus on the reporting of reported goodwill in regard to the 
market valuation.  
2.1.6 Data as an asset 
Unidentifiable assets are apparent in many shapes and forms and, measured by its 
prevalence, data are arguably the most neglected of those. Buzz words like “Big Data” are 
uncritically applied to articles and presentations of different thematic, without a 
comprehensive understanding of its implication on the established economic framework. 
Data should be understood as a compiled designation of various entities that provide the 
users with an understanding of its content through an information system. Accumulation of 
the data component in the economy is getting normalized simultaneously as individuals 
obliviously accept more of its generated data to be tracked and collected. Whether it is 
Google, Walmart, or Tesla, its competitive performance most likely can be denoted as its 
ability to utilize its gathered data from its customers/users. A study by Martin Bloom (2009) 
suggests that this ongoing trend is challenging the credibility of accounting in financial 
statements. The problem derives from businesses where data, as an unidentifiable intangible 
asset, is considered the firm’s most significant value component. Bloom addresses the 
question of a legal change allowing data to be displayed on the balance sheet. 
Facebook’s market capitalization is approximately USD 444 Billion, while its book value of 
tangible assets amounts to $66 Billion (Cisomag, 2019). This implicates that roughly 85% of 
Facebook’s value comes from sources that cannot be accurately identified. The significance 
of these numbers can be explained by Facebook’s significant possession of data, which is per 
date, are not displayed in their balance sheet. These numbers raise the question of whether 




modern enterprise’s nature. One of the main arguments against this proposition is the ever-
present asymmetric correlation between data and information, suggesting that data itself has 
no value if it cannot be efficiently converted into useful information. There is also a 
misconception about the importance of an enterprise’s data where leaders tend to 
overestimate the actual value. Analyses on this argue that around 55 percent of all company 
data can be classified as “dark data”, meaning it is unquantified or untapped and hence, 
useless (Hodge, 2019). 
A make-up analysis from Bloom’s article (2009), visualizing the components of the market 
capitalization of 400 companies on the ASX, suggests that 44,8% of all values derive from 
inherent goodwill. This number amounts to 52,5% for the top 50 listed companies. The other 
components consist of 25,5% net tangible assets, 7,6% identified intangible assets, and 
22,1% purchased goodwill. When comparing these numbers to tech- or online platform 
companies like Facebook, with a corresponding number of 85% per 2019, it is evident to 
question if the current standard accounting limitations, which then in some cases only 
reflects 15% of a company’s actual value, is sufficient. Hence, the idea of integrating 
intangibles such as data on financial reports could be taken into consideration.   
2.2 Accounting 
The core of this paper is the relevance of accounting regarding the intangible assets that exist 
within the firm. This section will address those accounting challenges, which entail the 
increasing amount of intangible assets. Briefly, these challenges can be categorized into two 
different segments. The first one regards the difficulty in including all the intangibles you are 
legally allowed to display. Some values are easily overlooked and hence creating gaps of 
potential value in the accounts. The issue is frequently referred to as misreporting of 
intangibles and is very common for larger enterprises. The second issue is related to 
accounting and the deterioration of the explanatory rate due to increased amounts of 
unidentified intangible assets. This will make it harder to draw information from the 
accounts to accurately predict the future stock price and make it harder for investors to 
operate on a safe level. 
Additionally, this section is substantially influenced by the work of Baruch Lev and Feng Gu 
and their book The End of Accounting (Lev & Gu, 2016). Baruch Lev, professor at N. Stern 




of Buffalo, have worked together on multiples topics regarding intangible assets and 
accounting. In their book, they apply four different tests which from different perspective 
indicates a continuous and steep decline in the usefulness of accounting information. The 
following sections will thoroughly explain each test and its results. Additionally, Jagannath 
and Koller (2013) presented a similar conclusion, focusing on the Generally Accepted 
Accounting Principle (GAAP) and how it fails to facilitate the financial reports' 
interpretability. Sherman and Young (2018) point in the same direction and argue that 
extensively using so-called “non-GAAP” measures is an increasing problem for 
interpretability. 
2.2.1 Relevance of accounting  
The first test by Lev and Gu evaluates the role of key financial indicators in determining the 
firm's market value. An interesting finding discovered before the test is that the fundamental 
information released in US companies' financial reports has not changed over the past 110 
years. As recalled in the book, “… there are absolutely no differences on the structure and 
information items provided to investors by the two financial reports” (2016, p. 1). On the 
other side, the size and content of the reports have changed in some areas. Comparing the US 
Steel financial report from 1902 and 2012, shows a crucial development regarding the 
approach of presenting relevant information and the assessment of it. The 1902 edition is 
delivered through 40 pages and correspondingly 174 pages in the 2012 edition. This trend is 
also explained in the discussion paper presented by the International Auditing and Assurance 
Standards Board (IAASB, 2011). Despite the seemingly more informative financial reports, 
the research of Lev and Gu indicates the contrary.   
The first test they propose aims to determine the relevance of critical financial indicators 
regarding the stock price. The increasing complexity of the financial reports speaks for an 
approach that “… wisely choose a few summary measures, reflecting the essence of the 
financial report” (2016, p. 32). Earnings and book values are two widely used indicators, 
e.g. Alexakis, Patra, and Poshakwale (2010) and Martinez (1999). Lev and Gu further argue 
that choosing earning as an indicator is favourable because it best reflects the firm’s 
performance and the actual profitability during the period. Net income is applicable in two 
matters: a deposit to finance investments to strengthen future profit or to accommodate the 
shareholders by emolument dividends. Book value captures the firm’s economic position and 




indicator when considering key measures of operating performance in his annual Berkshire 
Hathaway report (see the 2020 Berkshire Hathaway shareholder letter). Additionally, since 
net income consists of revenues minus expenses, and equity consists of balance sheet assets 
minus liabilities. The two indicators also compromise a representative set of key financial 
information items widely used by investors. The stock price is then compiled and is further 
selected three months after fiscal year-end to assure that the market has had time to retrieve 
and analyse the information provided by the financial reports. Similar approaches are 
discussed in Kim and Zhang (2016); and Khan and Watts (2009). 
Their research question was to answer: “… how much of the variation in the market value is 
explained by, or can be attributed to, the set of explanatory variables?” (2016, p. 33). They 
answer this question by performing a regression analysis over the data they retrieved from 
the annual financial reports and coherent stock price. The relevance of the financial 
indicators is thereby explained by the regression’s adjusted coefficient of variation, its R2 
value. This test is performed on all available public firms in the US from the 1950s until 
2013. The results display that in the 1950s, the relevance of the accounting information 
accrued up to 90 percent. By 2013 this number had eroded down to 50 percent. This is an 
indication that the usefulness of accounting has halved over the scale of 60 years. The 
contradiction here is that the seemingly more informative report from 2012 is less relevant 
than reports 60 years back. 
To counter their results, critics have pointed out that earnings, in particular, are notably 
volatile and therefore insignificant reliable as a measure. Lev and Gu oppose this concern by 
performing the same regression analysis over additional financial key indicators: sales, cost 
of sales (implicitly considering the gross margin), SG&A, earnings, total assets, and total 
liabilities (2016, p. 35). This test returned a likewise results as to the initial examination. The 
R2 value in the 1950s rode from 90 percent till around 50-60 percent in 2013. Both tests 
indicate the same phenomenon that financial reports implicitly understood as accounting 
information has lost its relevance.   
2.2.2 Utilization of accounting information 
In the 1940s, Claude Shannon and Warren Weaver developed an information principle 
central in information theory. Their research resulted in the 1949 The Mathematical Theory 




amount of information transmitted by a message. They argue that the perceived assessment 
of the value offered by the information is subjective. Shannon and Weaver state that the 
information content is a function of what they call newness of the message perceived by the 
receiver. If it is presumed to rain tomorrow, the surprise of that message differs whether you 
are located on the west coast of Norway or in the Sahara Desert. The mathematical amount is 
measured by the logarithm of the ratio of the prior to the posterior probability of the event 
occurring. Lev and Gu, persuaded by this theory, applied it to their test of the relevance of 
accounting. As they denote, “The fairly simple statistical methodology [regression analysis] 
cannot determine the extent to which the information in the financial report was surprising 
to investors. It only measures to what extent the information examined is consistent with the 
information impounded in stock prices.” (2016, p. 42). What they are implying is that 
information that is not new to the investors does not affect the stock price. An example they 
use is if a company’s income statement displays that earnings rose 20 percent from last year, 
and the financial analyst’s consensus estimates in advance also was 20 percent, the company 
only met the expectations. There was no surprise, and therefore no new information and no 
reason to affect the stock price. Lev and Gu still explicit notes that the 20 percent earnings 
growth still would be correlated with the stock price, but not the trigger of the price increase. 
Thus, the usefulness of the financial information is dependent on its newness. Another 
perspective proposed by Hong and Stein (1999), strongly influenced by the information 
theory, argues that traders can be classified as “newswatchers” and “momentum traders”. 
The former is more inclined to pay a high cost for gathering and understanding available 
information, whereas “momentum traders” rely on more easily interpretable information e. 
g., from the media or other sources. This is confirmed by Cohen, Gompers, and Vuolteenaho 
(2002), which found that institutional investors utilize reviewed information, and individual 
investors are more inclined to buy on price trends.      
Lev and Gu utilized this discovery to continue their research of accounting relevance. A new 
test is applied to measure the financial report timeliness. This test is based on a research 
methodology known as an event study. It focuses on the primary information source 
available for investors and how they react to these information sources. Investors’ reaction is 
measured by the stock price change from the exposure of information release. Lev and Gu 
select the following performance-related information sources, which are based on the same 
as proposed by Beyer, Cohen, Lys, and Walther (2010): Financial reports, other corporate 




to the nonaccounting managers’ and analysts’ forecast, and nonaccounting filings with the 
SEC, what was the unique contribution of financial report information to investors’ 
decision?”, (2016, p. 44). This means that if earnings reports are predicted by the analysts’ 
forecast, investors would have reacted with a significant stock price change by the time of 
the release of the forecast. Thus, credited the stock price change to the forecast rather than to 
the financial reports. The test was performed on data from all publicly traded US companies 
in the time period between 1993-2013. The result they found were that in 1993, financial 
reports contributed to around 10 percent of the investors' information. Analysts' forecast 
contributed a bit less than that, and nonaccounting SEC filings were essentially non-existing. 
The result from 2013 cast light on a fundamental change in this dynamic. The financial 
reports contributed to around 5 percent, where both analysts' forecast and nonaccounting 
SEC fillings contributed to approximately 20-30 percent of the provided information. The 50 
percent contribution of financial reports to the market value found in their first test is much 
lower based on the usefulness of that information. Similar tests were performed by Ball and 
Shivakumar (2008), where they concluded the following: “… the average quarterly 
announcement is associated with approximately 1 percent to 2 percent of total annual 
information”. 
2.2.3 Investors’ irrational behaviour 
The age of digital transformation got a slow start. Through the 1990s, numerous so-called 
“dot.com” start-ups acquired billions of investors’ money based on vague but sensational 
business models and strategies. The consequences were inevitable, and the bubble burst and 
5000 billion dollars weathered away. The dot.com bubble is a textbook example of the 
irrational investor, who undeniably overlooked the financial reports that showed notable 
losses on non-existent assets. This indicates that the previous finding of Lev and Gu might 
be a victim of such irrationality when previous results show that the usefulness of accounting 
has declined from 90 to 50 percent in 60 years. Could this be explained by an increasing 
irrationality by the investors leading the stock prices to rise, and subsequently wither the 
relevance of the financial reports? Lev and Gu performed an alternative test, independent 
from the investor’s rationality through the stock prices.   
Benjamin Graham writes in his book Security Analysis: Principles and Techniques: “In the 
absence of indications to the contrary, we accept the past record as at least the starting 




Buffet later refined this statement: “… the long-term average of past earnings is an even 
better predictor of the future earnings of a business, since it smoothest out transitory 
fluctuations” (2016, p. 53). To assess earnings’ usefulness over time, Lev and Gu converge 
these thoughts through a simple expression. They take the last year’s earnings, impose a 
percentage growth based on the average earnings growth rate over the past five years. This is 
the estimate for the current year’s earnings. The forecast is then compared to the actual 
earnings, and a percentage error is calculated. The test is then finalized by averaging the 
absolute value of the forecast error over the entire sample. Additionally, another 
performance measure was included in the test, the more meaningful metric of return on 
equity (ROE). This test was performed on all public firms in the US from 1953 until 2013. 
To avoid fluctuations, the results are averaged over a 10-year successive period. 
Additionally, to avoid particularly volatile firms, those with a growth rate outside the -15% 
and +15% range are excluded. The results consist of two trends, one for estimates based on 
earnings and one for ROE. The prediction error based on earnings was in the first 1953-1964 
period ca. 9 percent. Further, it shows that the trend is consistently increasing until the last 
period 2004-2013, which offers a prediction error at approximately 20 percent. Predictions 
based on ROE were more fit, and in the first period returned a 1 percent annual median, 
whereas the last period shows between 2.5 and 3 percent. The increase in the prediction error 
is similar for both types. These results are consistent with previous findings, but as Lev and 
Gu put it: “… the prediction-based evidence of this chapter doesn’t rely on investors’ 
understanding and correctly using financial information” (2016, p. 55). Similar results are 
documented in a more comprehensive empirical study by Lev, Li, and Sougiannis (2010). 
Lev and Gu point at the FASB’s balance sheet approach, adopted in the 1980s, which states 
that the objective of accounting is to valuate assets and liabilities at fair values. This leads to 
the firms being required to include one-time items. Primary expenses that do not recur in 
future periods strongly limit the ability of reported earnings to reflect the firm’s 
performance. Lev and Gu traced the ratio of one-time entries in the accounts from the 1950s 
until 2013 and found that the percentage ratio increased from 2 to 17 percent. As they 
conclude, “Many of the losses reported by companies are due to accounting procedures that 




2.2.4 Disagreement between investors  
The last test Lev and Gu performed was directly aimed at the degree of consensus between 
investors, or likewise lack of such. Most public companies are followed by numerous 
financial analysts whose job is to specialize in that specific firm’s industry and market. The 
size of the firm matter, and larger firms tend to occupy more followers. Each analyst usually 
follows a subgroup of 10 to 15 firms within a sector and is subsequently considered experts 
within their fields. The type of information and their sources the analysts utilize might differ 
between each analyst. Different models proposed by, e.g., Harrison and Kreps (1978); 
Scheinkman and Wei (2003); and Hong, Scheinkman, and Xiong (2006) confirms that 
investors attach different interpretation from the same information source. The fundamental 
core of the information is still the firms’ periodic financial reports. However, and as it has 
been demonstrated, accounting and, subsequently, the financial report is complex. The 
interpretation of the financial report would most likely be different because of the mixture of 
facts and estimates. For example, consider produced cars, number of customers, oil wells, 
etc. They are hard facts and cannot be interpreted in different ways. Earnings, on the other 
side, consists of a combination of certain facts and estimates. The financial analysts have to 
asses earnings and additional available information to determine its usefulness of their 
predictions. This is consequently rooted in the presentation of different predictions amongst 
the analysts and the degree of consensus or disagreement. Lev and Gu used this as the basis 
for their last test to answer the following question: “Is the work product of financial analysts, 
who rely on accounting information, improving over time?” (2016, p. 61). To quantify 
disagreement, they addressed the dispersion between the analysts’ prediction by measures 
like, for instance, the standard deviation. Looking at a five-year median interval, the test 
showed that there is a steady increase over 37 years of the standard deviation around the 
consensus between analysts regarding their predictions.  
In conclusion, these past research sources indicate that accounting, especially within the area 
of intangible assets, is facing some issues on the long term. The methodological approaches 
behind previous research have been a source of inspiration which helped forming this thesis. 




3. Methodology  
The experiments presented by Lev and Gu (2016) have been the core inspiration for our 
research and through this chapter, the methodology will be developed in consistent with 
them. Additionally, the experiments of Choi et al. (2000) is implemented along a final 
experiment developed by the authors themselves. In the following sections a comprehensive 
review of the proposed research design and strategy are presented. Followed by a general 
clarification of the key concepts within statistical analysis which are included in the 
proposed models. The last segment of this chapter consists of a review of the developed 
methodology embodied by four experiments. Weaknesses and the strength of this design will 
also be discussed in terms on focusing on validity and hence making the research more solid 
and trustworthy.  
3.1 Research design 
The area of research has previously been addressed from several different angles, but due to 
its complexity both in definition and content, different approaches will be applied in cross-
combination to establish empirical magnitude for our thesis. The research will be of 
deductive nature, following a descriptive approach by studying the impact and development 
of intangible assets for Norwegian companies, both listed and non-listed on the Oslo Stock 
Exchange. Additionally, the data will be gathered and utilized quantitatively by analyzing 
numerical information through statistical and computational techniques. The explanatory 
properties, subsequently deriving from the assessment of the Norwegian market, initiate that 
the purpose of this research is descripto-explanatory.  
Quantitative methods enable the research to address a larger sample of subjects with fixed 
variables, signifying its ability to generalize findings with a high degree of accuracy. 
Methods are usually efficient and offer a more precise potential for replicability. Contrary to 
qualitative approaches, quantitative methods are well suited for detecting trends, conducting 
forecasts, and claiming significance in numerical relationships (DeVault, 2020). The 
downside of quantitative methods is the limitations correlated with the pursuit of concrete 
evidence, leading to an overemphasized, misleading focus on numbers. Subjectiveness can 
increase bias in the results and further deflect the researcher from looking at the bigger 




3.2 Research strategy and objective  
A European Commission has released a study that perceives Norway as one of the countries 
that receive the highest score on The Digital Economy and Society Index (DESI, 2020), 
which summarizes relevant indicators regarding the degree of digitalization each country has 
achieved. The DESI index intends to evaluate and compare each country's digital 
competitiveness. Multiple literatures have thoroughly covered the relationship between an 
ever-increasing degree of digitalization, technological progression, and intangible assets. 
This research aims to develop the methodology from previous researchers to examine this 
relationship in context with a selection of Norwegian firms and the local condition that might 
deviate from the previous research.  
Through the last two centuries, the Norwegian economy has been denoted as a period of 
stability and growth. Although the financial crisis in the period between 2008-2010 had a 
negative impact on this trend together with the weaker interest level through the oil crisis, 
the Norwegian economy has managed itself well. An important measurement to determine 
the condition of the economy is to review its total production. The core of this operation has 
been the accounting information for all Norwegian-registered firms, which are initially 
obtained by the Norwegian tax authorities. Simultaneously it exists a requirement that each 
company must report their financial figures in accordance with the applicable accounting 
laws and regulations. Admittedly if the firm is accountable. This relationship forms the basis 
for two critical factors: Firstly, Norwegian authorities are dependent on the reported 
accounting figures to further measure and calculate the GDP and the general condition of the 
economy; secondly, the firms are responsible for evaluating and reporting these figures. Lev 
and Gu (2016) denote multiple times that a model where the firms themselves stand free to 
estimate their asset always will contain probability for deviation. It is essential to state that 
this deviation could occur as a result of inaccuracy or intentionally. This is partly due to the 
nature of intangibles as something complicated to valuate and that the company itself is in 
the best position to assess by the cost of its acquisition. The consequence this conveys is a 
more rigorous accounting regulation that limits what intangibles to include, in addition to 
whether it should be capitalized or expensed. This thesis bases its assumption that these 
consequences prevent the company from capturing its intangible assets' actual value, thus 
resulting in inaccurate reporting to the authorities. The consequences can be divided into 




investors receive inaccurate estimates of their valuation; [3] the firm itself risks a 
misconception of their competitive advantage. The last level is marginalized by the literature 
when the focus tends to be directed towards investors' and authorities’ interests. The 
objective of the methodological procedure, which will be reviewed further through this 
chapter, is to answer whether intangible assets are inaccurate assessed and what 
consequences this arise regarding the three previously mentioned levels.   
Multiple experiments will be utilized to successfully achieve triangulation, which is, the 
practice of using various approaches to accomplish indications towards the same answer and 
broaden the perspective and scope of the research ("Encyclopedia of Research Design," 
2010). All methods have deductive characteristics, trying to enlighten different aspects of 
intangibles with the theoretical background from previous researchers’ findings. The 
literature review mainly examines international markets such as the US or Australia to prove 
specific trends. Our research will be applying methods inspired from those studies, but for 
the Norwegian stock market, the OSE. The core experiments will have slight alterations in 
order to enlighten certain aspects of importance that are not easily caught up in previous 
research. Additional new experiments will also be conducted to supplement our findings, 
aiming to unveil valuable information presented as indications of significance.  
The essence of this study consists of examining two conditions that can be derived by 
dividing intangible assets into two segments, identifiable and unidentifiable. Two 
experiments will be applied to assess unidentifiable intangible assets. This is done by 
examining two experiments originally proposed by Lev and Gu (2016). The first test consists 
of adapting a regression analysis where selected key financial measurements explain the 
company's market value. Eventual differences would indicate that the information retrieved 
through the accounting figures alone is not enough to determine the market value. Thus, the 
results will explain to which degree any information is either not captured or inaccurately 
reproduced in the accounts. A resembling experiment proposed by Lev and Gu utilizes the 
firm’s growth rate as the premise to estimate future earnings. This test intends to determine 
the suitability of the accountings figures to estimate performance without considering the 
assessment of the market value, which might be inaccurate for different reasons. These tests 
will, by themselves, not be enough to determine a relationship regarding intangible assets. 
The following two experiments intend to assess the identifiable intangible assets, that is, the 
intangibles that can be legally displayed in financial statements mentioned cf. “NRS19- 




Balance Sheet Hypothesis, the third experiment is adapted by two tests. The first one intends 
to compare three test portfolios against selected key calculated measurements for both 
earnings, equity, and market value. The second test adapts a regression analysis with basis in 
the same measurements to determine its explanatory power regarding the market value. The 
purpose of these tests is to assess to which degree the identifiable intangibles affect the 
firm’s performance and its market value. In the fourth and last experiment, we investigate 
the amount and development of unidentifiable intangibles, subsequently often labelled as 
inherent goodwill. The cross-sectional examination of both types of intangibles should 
enable us to find patterns with similar traits to those of previous research, potentially 
discovering new aspects to the trend, supporting our research question and hence adding 
empirical evidence towards the need for change. 
3.3 Data Collection  
Collecting reliable and relevant data is essential when conducting quantitative research. 
Concerning this, it has been of the highest importance to retrieve data from trustworthy 
sources and minimize the risk of merging multiple data sources. In this thesis, we distinguish 
between primary and secondary data. 
3.3.1 Primary data  
Following our research's quantitative and descriptive design, accessibility to more extensive 
databases would be beneficial to ensure a credible foundation of raw data. Taken this into 
consideration, this thesis will primarily rely on data from SNF and Oslo Stock Exchange. 
SNF is a company cooperating with the Norwegian School of Economics which aims to 
organize and execute externally financed research. Students can gain access to their database 
by applying through email. The database contains accounting information on all registered 
Norwegian firms from 1992 to 2018. For our research, we have been retrieving accounting 
data from this site. A more descriptive overview of this data can be examined in the 
appendix [1]. Oslo Stock Exchange is Norway’s official platform for trading stocks and 
securities. Their official page offers structured information on stock prices, indexes, options 
and basically all key figures regarding financial development in this area for listed 
companies. This data is considered public and can be retrieved in excel format from their 




2019. From this site, the only variable retrieved is the market capitalization for all listed 
companies in this range of time.   
Accounting data, with the slight exception of the usage of estimates, usually displays more 
or less precise information, which an auditor for larger companies controls, suggesting that 
the information should be relatively stable with a high degree of credibility.  On the other 
hand, stock information is more prone to changes caused by predictions and, hence, 
fluctuates more. For the experiments emphasizing identifiable intangibles, accounting data is 
the most valuable resource giving direct information on some of the variables under 
investigation. Including a calculated market value might also be useful in creating a broader 
perspective on the effect of financially stated intangibles. For the experiments focusing on 
inherent goodwill, we aim to unveil the development of certain values that are not captured 
on financial statements, making it challenging to find significant results solely by examining 
financial accounts. Here, stock info, mainly for finding the market capitalization, is 
extremely valuable in combination with accounting variables in order to detect the amounts 
of inherent goodwill. Summarized, the primary data consists of accounting data and stock 
data. The cross-combination of these data sources enables us to discover patterns between 
accounting information and market valuation, which may be significant in our area of 
research. This combination also lays the vital fundament in the conduction of experiments 
used in this study. 
3.3.2 Merging market data and accounting data  
A central element of this study is to examine how accounting information affects the firm's 
market valuation. In that regard, will the compilation of the market value and respectively 
accounting information be a critical factor before tests can be performed. The market 
valuation for each company is, as denoted earlier, retrieved from the Oslo Stock Exchanges 
(OSE) databases, while the accounting data is retrieved from SNF. To accomplish the 
compiling of data sampling from two different sources, some common identification 
variables are required to identify the same firm in both data sets.  
Data from OSE contains a unique company ID for each company listed on the stock 
exchange and can further be compounded with coherent organization numbers. Accounting 
data from SNF contains both organization number and name for each enterprise as possible 




of compiling the data. However, this has led to two precarious problems. The first one is that 
the organization number is absent for some companies and thus prevent compiling with this 
identification variable. This has been solved by manually going through each company with 
missing IDs and attempt to compile using the enterprise name instead. The challenges that 
arise with this method is that some companies might change name between years. 
Additionally, the applied software used for the data analysis does not handle the Nordic 
letters that some companies’ names possess, which further complicates the compiling 
process. At last, the challenge around subsidiaries also impacts this process, where the name 
of the listed firm group is similar to its subsidiaries which are also included in the accounting 
data. The second problem faced through this process is that some listed companies on OSE 
are not registered in Norway and, consequently, do not possess their own organization 
number and thus are not included in the accounting data. These are excluded from the 
sample data.   
3.3.3 Industrial Classification  
Each firm from the SNF accounting data is categorized by a standardized industrial 
classification. Norwegian firms follow the SIC standardization issued by Statistics Norway 
(SSB) (2009). The time perspective for this study covers the year 1999-2018, and for this 
period, three different SIC standards have been active: SIC1994, active from January 1994 to 
January 2002; SIC2002, active from January 2002 to January 2009; SIC2007, active and still 
valid from January 2009. Data from SNF only includes SIC2002 and SIC2007, which are 
compiled with companies prior to January 2002. However, the earlier years have lower 
coverage of the SIC codes which means that there are more firms where the industry code is 
not present. For the years 1999-2008, this study uses the SIC2002 classification and then 
SIC2007 for the years 2009-2018. 
3.3.4 Excluding non-profit maximizing firms  
Companies that exhibit non-profit maximising or non-competitive behaviour affect the test 
in this study negatively. According to an earlier master thesis authored byRatvig and Svergja 
(2016), these firms operate in industries that tend to be heavily subsidized, high tariff 
barriers, or operate in markets where normal competitive behaviours are absent. A selection 
of firms affiliated with coherent industries is excluded from the test data by the following 




3.3.5 Secondary data   
Secondary data uses external sources to supplement our research, such as theoretical 
backgrounds and findings from the literature review section. By doing this, we can 
effectively expand the extent of triangulation in the research to strengthen credibility. 
Secondary data usage is of utmost importance for our study due to two factors: the nature of 
quantitative research and the uncertainty regarding this field of research. The previously 
mentioned flaw of quantitative research concerning an excessively focus on numbers is 
highly relevant here. When finding a correlation, backing it up with legitimate findings from 
the previous study that supports that correlation may enhance trustworthiness. The field of 
research is broad and vague, implicating results can leave room for interpretation. Regarding 
the topic of intangible assets, this is a vital concept. This especially applies to the category of 
intangibles that cannot be legally displayed, the unidentifiable ones. Any result involving 
these variables might require further interpretation due to its broad definition, which 
ultimately can result in a misleading conclusion. The usage of secondary data sources can 
assist in closing this gap of potential subjective errors and play a crucial role in forming a 
conclusion in our research. 
3.4 Analysis approach  
Results deriving from quantitative methods alone can be quasi-optimal without a 
corresponding analysis and discussion when investigating the area of intangible assets, 
again, especially the unidentifiable ones. To gain a complete understanding of the results, we 
need to analyze thoroughly to unveil potential areas that can be misleading for our statistics. 
Coefficients, R2, p-value, and regression outputs, will be discussed and compared to 
secondary data sources.  Results displaying low levels of significance will also be analyzed 
from different angles to discover potentially hidden patterns that external factors can bias in 
our data. The essence of this study is not based on raw quantitative results but on the 
complete interpretation and discussion around them. 
3.4.1 Data Weakness  
The two databases contain different amounts of observations, roughly 300 000 per year for 
SNF and approximately 200 for OSE per year. Some of these observations are blank, 




intended experiments. Within the total time frame of 1999-2018, numerous companies 
merged, disbanded, or changed their names, making it difficult to track the entire 
development of particular enterprises. Hence, the most representable and stable timeframe 
for our OSE data was between 2010-2018, which is not a considerable size, but big enough 
to prove significance in our area of research. Despite this being a relatively small range to 
investigate, it is arguably one of the most interesting periods to examine due to the effect of 
digitalization within those years. Furthermore, it is evident to address this research's 
credibility, validity, and reliability when assessing potential weaknesses. 
3.4.2 Credibility  
Credibility is an essential concept within research and revolves around whether the research 
is trustworthy based on literature, methods, and discussion. The research conducted in this 
thesis mainly aims to highlight clear indications of a trend. Presented findings point in the 
same direction as those depicted in previous research in this specific field, arguing for a 
solidified claim towards supporting our initial thought concerning the necessity of changes 
to the current reporting standards. We have been utilizing data from two reliable sources 
with a high level of credibility to create comprehensive methods yet do not require the 
highest level of sophistication. In terms of credibility, a systematic and transparent literature 
review, consistent and appropriate methodology should make this research trustworthy. 
3.4.3 Validity  
When reviewing the concept of validity, different perspectives are affecting the credibility of 
the conducted research. Saunders, Lewis, and Thornhill (2019) define validity as “the 
appropriateness of the measures used, accuracy of the analysis of the results, and 
generalizability of the findings…” (p. 214). The validity of the developed methodology is 
induced by its capability to produce reliable and accurate results. Saunders et al. (2019) 
further refer to three central properties deriving from their initial definition: measurement 
validity, internal validity, and criterion validity. The last properties, criterion validity, are 
usually applicable for questionnaire-based studies and is therefore not relevant for this paper.  
Measurement Validity 
This aspect is associated with if the included measurements of this research are capable of 
achieving its cause, explicitly answering the proposed research question. The complex 




to find specific methods that can efficiently measure the entire problem at once. Therefore, 
the approach presented in this study has been constructed with the intention of measuring 
smaller entities of the imminent subject. The included measurements are retrieved from the 
reviewed literature and cautiously implemented in this study. This returns acceptable 
confidence in the measurements in order to address the research question.  
Another aspect relevant for the measurement validity is the properties of the proposed 
experiments conducted in this research. The proposed research question introduces 
uncertainty about whether the current accounting practices are relevant in explaining the 
proficient performance of individual enterprises. The established methodology intends to 
identify attainable evidence that the validity of the included measurements regarding the 
performance is diminished. Consequently, the methodology must assert the validity of the 
conducted experiments in addition to the properties of the measurement validity.  
Internal validity 
To which degree the findings from this study truly address this research's intervention are 
determined by the internal validity. The explanatory properties of this thesis indulge the 
application of experiments with the intention of measuring the relationship between one or 
more variables. This consequently involves an examination of the concept of causation. As 
stated by Nate Silver in his book The Signal and the Noise (2012, p. 186): 
“With so many economic variables to pick from, you’re sure to find something that 
fits the noise in the past data well. It’s much harder to find something that identifies 
the signal…”  
The likelihood of encountering correlation between variables consisting of economic figures 
is prominent. Assessing this relationship without considering the causation of this correlation 
would directly affect the ambiguity of the causal direction for this study. Proper preparation 
in advance, including correct assessment of the retrieved data and adjusting for inflation, 
minimize the endangerment of inaccurate measurements. Each experiment is performed to 
assert the significant correspondence between the incorporated variables, consequently 
minimizing the inflicted bias by appropriate countermeasures. In the chapter of discussion, 




3.4.4 Reliability  
Reliability revolves around the idea of the accuracy of the research, usually revolving around 
the question of repeating the experiments several times would give the same results. The 
study is based on accounting numbers and public stock information quantitatively, which 
naturally makes it strong in terms of reliability. The types of data should be accessible for 
most stock exchanges implicating that the replicability of this study should be easy for future 
researchers. One factor that potentially challenged the reliability of this research is the 
timeframe of investigation. When operating with a small range of years, 2010-2018, the 
research is vulnerable to major external factors biasing the results. For this study, the oil 
crisis of 2014 had a significant impact on our numbers. However, a countermeasure was 
applied by focusing on unaffected data, giving us the same indications. Repeating these sorts 
of experiments for any stock exchange within a timeframe of a suitable size that does not 
include any major crisis is likely to give the same results as those found in this study - results 
can be generalized. 
3.4.5 Regression Analysis  
A repeating procedure in this study is the utilization of multiple regression analyses. The 
purpose of performing a regression analysis is to discover the true relationship between one 
or more independent variables against a dependent variable. The dependent variable is often 
denoted as Y and is further called the response variable. The independent variables are thus 
denoted as X and are referred to as either predictors or explanatory variables. Best fits are 
calculated by finding a function which is a mathematical explanation of the relationship 
between the predictors and the response variable. This equation can display multiple 
structures, depending on whether one is required to identify a simple linear regression or a 
multiple linear regression. The predictors' variables can also take the form of quantitative 
and qualitative values, which further alters how the equation functions and appears. The 
most commonly applied regression analysis is denoted as Ordinary Least Square (OLS) and 
in the multiple regression condition,  and James, Witten, Hastie, and Tibshirani (2013) 






This model shows how a change in the Xp variable causes a change in the Y variable using 
the beta value βp. The point of intersection to the Y-axis when X is equal to zero is denoted 
by the β0 value, which is constant. Further, the beta coefficient βp determines the Xp 
variable's size and thus decides the importance of this predictor variable. If the β1 are 
approximately equal to zero, in relation to the value of Y, a change in the tested predictor 
causes little or no change in the response variable. Also present in both models is the ε-
value, which acts as an axiom for the mean-zero random error term for the model. This is 
based on the assumption that the model contains no errors but simultaneously considers that 
the model is not a perfect fit. Like the recognized professor Goerge E. P. Box (1987) states, 
“Essentially, all models are wrong, but some are useful.”[p.424]. Consistent with James et 
al. (2013), the OLS regression involves minimizing the least-squares criteriums. This means 
choosing estimated βp values, which in turn minimize the residual sum of squares (RSS). In 
practice, one implements a hypothesis test when performing an OLS regression, where the 
null and alternative hypothesis are as follows: 
: There is no relation between Y and X. 
: There is a relation between Y and X. 
H0 test whether βp are equal to zero, while Ha tests whether βp are not equal to zero. Further 
are a t-statistic calculated, which measures the number of the standard deviation that the 
estimated βp is from zero. With the foundation from the t-statistic, the p-value can be read 
and thus determine whether βp is equal to zero or not. The accuracy of the regression model 
can be measured, among others, by the assistance of the residual standard error (RSE) or 
R2. Implications with utilizing RSE to measure accuracy is that the calculated value takes the 
basis of the value of the response variable, and thus the result would vary between the 
experiments depending on which response variable one fits the model after. Alternative one 
could calculate the R2 value, which measures the linear relationship between the Y and X 
variables. The R2 value will always be a number between 0 and 1, and the value gives an 
indication of how much the change in Y can be explained by a change in X. For this study, it 
is appropriate to fit an OLS multiple linear regression analysis on the examined values. 
Likewise, would R2 be an essential parameter to address the pending research question for 




3.4.6 Criteria for an Unbiased OLS Regression  
The OLS regression analysis performed in this study attempts to explain a real-world 
occurrence by different sets of variables. A fundamental component of any statistical 
approach is the never-ending balancing between the bias-variance trade-off, which is, as 
stated by James et al. (2013), decomposed into the sum of three properties: variance, squared 
bias, and an error term. The variance is referred to as the amount an estimated value would 
change between different training data set. Attempting to approximate a real-life problem by 
fitting a linear regression analysis would undoubtedly introduce bias. This derives as a 
natural consequence that real-world problems include numerous different factors that affect 
the results. To measure all of these into different variables for the regression analysis is 
realistically not feasible. The predicaments introduced by the bias affect the analysis by 
returning the best fit that does not accurately estimate the response variable. To ensure an 
unbiased OLS regression, five assumptions, commonly referred to as the Gauss-Markov 
assumption, are controlled. These are listed as follows:  
Assumption 1: The regression model is linear in the coefficients, and the error term 
This assumption refers to the characteristics of the regression model and that the coefficients 
are either constant or a size-wise explanatory power for the independent variable. Regarding 
the OLS regressions in this study, one can assume that the coefficients satisfy these 
requirements and consequently does not affect the results. 
Assumption 2: The tested dataset is based on a random sampling of the population 
The datasets involved in this study are thoroughly reviewed, and test objects are extracted in 
accordance with the current literature. This selection process is not supported on the basis of 
random sampling, however, strict requirements ensure test objects that consist of a 
representative selection of Norwegian firms. Some biases are likely to be present as a result 
of this sampling method.    
Assumption 3: The collinearity between the independent variables is non-existent. 
Multicollinearity refers to a situation where two or more independent variables are related to 
each other. This might arise an issue regarding this thesis, where preliminary tests have 
suggested that this is applicable. When performing regression analysis on economic values, 
multicollinearity appears when two values are related to each other, such as earnings and 
equity. Firms with substantial revenues will most likely be consistent with the company's 




with equity. A collinearity matrix will be used to identify possible collinearity problems, and 
an interaction term would be implemented as a countermeasure.  
Assumption 4: The error term has an expected value of zero 
This study would most likely experience bias derived from the expectation that the error 
term would not be equal to zero. Within the definition of the pending research question for 
this thesis is the assumption that the independent variables cannot explain the response 
variable. Consequently, that the error term is not equal to zero. Regarding this prerequisite, 
the error term should be minimized to the best extent by implementing the same variables 
that are covered in the literature review.   
Assumption 5: The error terms are homoscedastic 
The last point determines whether the error term has a constant variance (homoscedastic) or 
not (heteroscedastic). The preliminary test indicates that issues regarding heteroscedasticity 
are unlikely to affect the regression analysis. Each test result is visually examined through 
scatterplots of the residual, and the Breusch-Pagan Test is performed to test from statistically 
significant heteroskedasticity. Halbert White introduced a potential countermeasure to 
heteroscedasticity, utilizing heteroskedasticity-consistent standard error, commonly referred 
to as robust standard error.   
Assessing the assumption above, the regression analysis performed in this study would most 
likely experience some bias. However, this is minimized by addressing the sources for where 
bias might occur and implement adequate countermeasure.    
3.4.7 Wilcoxon Signed T-test 
Further in this research, the Wilcoxon signed t-test is implemented to compare matched data 
samples. This method was proposed by Frank Wilcoxon (1945) and is widely used as an 
alternative to the generally known paired Student’s t-test. As denoted by Xia (2020), the 
Wilcoxon signed-rank test is preferred when the sample data does not follow the normal 
distribution. The normal approximation to the signed-rank test is to test the hypothesis that 
the difference between two equal samples has a median of zero. The null and the alternative 
hypothesis are denoted as: 





Ha: The median difference between the matched pairs does not follow a symmetric 
distribution around zero.  
The procedure of the Wilcoxon signed-rank test is to rank the absolute value of the 
calculated difference between the matched sample pairs, from the smallest to the largest. The 
test statistic is then calculated by the following mathematical equation:  
Equation 2 
 
The x2 value is the “new” value, where x1 naturally is the “old” value of the matched pair. 
This difference is then multiplied with its rank, denoted by Ri. Lesser differences will 
consequently be lower weighted than more considerable differences, resulting in a more 
prominent test statistic. Reviewing the relevant significant p-value determines whether the 
alternative hypothesis is either accepted or rejected.  
To assure satisfactory result, three main assumptions should be met for the signed-rank test. 
First and foremost, the data are paired and from the same data sample. Second, each of these 
pairs are selected by the basis of random sampling. Third, the data are measured following 
either an interval scale or an ordinal scale. According to this study, the data is paired year-
wise and by industry and selected from the same data sample. Because of insufficient 
observations, matching each firm size-wise was not feasible. This might presuppose the 
inaccuracy of the signed-rank test; however, these differences provide a foundation for 
further discussion resolving the explanatory characterization of the market dynamic. The 
signed-rank test is performed on all available matched pairs and is divided by an ordinal 
scale where a sample condition is represented according to the test portfolio presented by 
Choi et al. (2000).  
This test can be conducted following two different methods; the Wilcoxon signed t-test and 
the Student’s t-test. A prerequisite for the Student’s t-test is that the sample data follows a 
normal distribution. The matched sample pairs in this study are tested for normality by 
implementing the Shapiro-Wilk test. A null hypothesis is based on the assumption that the 






A lower p-value indicates that the sample data does not follow a normal distribution. 
Preliminary tests indicate that the sample data in this study does not follow the normal 
distribution, and therefore the Wilcoxon signed t-test is implemented.   
3.5 Methods 
Four different experiments are performed to assess the initial research question and are 
further divided into addressing two various aspects. The first two tests are developed based 
on the work of Lev and Gu (2016), and its intention is to address the usefulness of the 
accounting figures. This is based on the observed phenomenon that the financial reports tend 
to be less informative because most accounting figures fail to capture intangible assets' 
actual value. The purpose of the first test is to evaluate how the market interprets the 
information retrieved from the financial reports by predicting the market value of each 
public listed firm. The second test is developed to address the same issue, but by assessing 
the explanatory power of the financial reports to estimate future earnings. The second aspect 
consists of attempting to determine the valuation of intangibles assets by performing two 
different tests. The first test is based on the work of Choi et al. (2000) and consists of a 
cross-sectional analysis between firms with and without intangible assets that are already 
captured in the accounting dataset. The last test aims to address intangible assets that are not 
included in any financial reports. 
3.5.1 Previewing Experiment 1: Market Value Hypothesis  
The purpose of the first experiment is to examine the relevance of financial reports regarding 
assessing firms market value. In line with previous research, which concludes that the 
relevance is declining, a similar approach is applied to a selection of Norwegian firms. This 
test intends to return an indication to which degree the financial reports explain the market 
valuation of a company. The results from this test are attempting to describe the importance 
of the information, which is known by the market but is not captured through the financial 
report. If the thesis about increased misreporting of intangible assets is correct, this will 




valuation of intangibles as an explanatory variable. Within a market where the investors 
apply more value to the financial figures, this test will return a higher explanatory power to 
the selected measurement from the financial report. This may be due to good and precise 
accounting principles within the selected country or the absence of relevant information. The 
Norwegian market should be considered with high confidence to the legislators and 
associated accounting laws, including a high degree of transparency regarding access to 
pertinent information. 
Test Portfolio  
The test portfolio consists of all public listed companies on the Oslo Stock Exchange (OSE) 
where the market value is available. Accounting data from SNF is applied to these 
companies. The historical market value is limited to the years 2010-2018. Some listed 
companies on OSE are, for different reasons, not possible to attach to comparable accounting 
data and are therefore excluded from the portfolio.     
Variables 
The market variable acts as the dependent variable in this model, where the financial 
measurements are the independent variables. This model aims to study the probability of a 
change in the financial figures causing a change in the market value, consistent with 
Saunders et al. (2019). Lev and Gu (2016) apply two different financial key measurements to 
their research, reported net income (NI) and the book value of equity (BE). Choi et al. (2000) 
apply earnings before extraordinary item (EBX) as an alternative to net income. This model 
implements NI and BE as independent variables, including the number of shares outstanding 
(NHS). 
Net Income variable (NI) 
The net income is generally calculated as all sales minus the coherent cost of goods sold, 
general and administrative expenses, amortization costs, interest and taxes, and other 
expenses not directly related to the operation of the firm. Net income is a valuable indicator 
of how well the firms' profitability is and to which degree they manage to cover the 
organization's expenses as a whole. However, net income should not be assessed by itself. A 
$100,000 incomes statement might be two different stories for a multinational organization 
and the local barbershop. How well it is an explanatory factor depends on which context the 
figures are calculated with. Compiling net income together with other measurements like the 
number of outstanding shares or equity improves the understanding of the condition for the 




because it explains to which degree the market valuates the profitability of the firm. 
However, and as Lev and Gu (2016) denote, reported earnings are a subject of manipulation 
and estimates. Ruling accounting law allows to some degree the inclusion of estimates in the 
income statement (Regnskapsloven, §4-2): 
“In case of uncertainty shall best estimate be used, by means of the information that 
are available at the moment the accounts are reported.”  
This is especially applicable to firms with a high degree of intangible assets where its cash 
flow are complicated to pinpoint exactly. The uncertainty regarding the accuracy of the 
reported income statement will to some extent, affect the impact of the reliability of the 
regression analysis. This will further reinforce the exploring issue of the relevance of the 
accounting figures regarding the market value.      
Book value of common equity variable (BE)  
Equity represents the value of the firms’ total assets minus liabilities and is often denoted as 
a company's book value. Therefore, equity is a good indicator of the values that the company 
owns and controls by itself. Companies with a high degree of equity control either a 
substantial amount of assets or have few liabilities and are perceived from an investor’s 
perspective positively. Firms with a low or negative degree of equity are considered as 
investment objects with less appealing risk. The formula to calculate the book value of 
equity is considered as follows:  
Equation 4 
. 
Number of shares outstanding variable (NHS) 
Share’s outstanding is the number of stocks that the firms’ shareholders currently hold. This 
number fluctuates as the company issues additional shares, typically when raising capital 
through equity financing. These figures are retrieved from the firms’ balance sheet and are 
included in this model as a control variable to understand better how the earnings and equity 
are distributed. 
This experiment’s intensions are to determine whether the proposed alternative hypothesis is 
applicable for the selected test portfolio: 
H1:  There is a relation between net income, equity, and the number of outstanding 










Annual cross-sectional regression analysis is performed on the portfolio, and the adjusted R2 
is obtained for each year. The adjusted R2 is, in this context, understood as the explanatory 
power of the financial figures regarding the market value. The significance of the predictor 
coefficients is examined to determine whether the null hypothesis is rejected, consequently 
accepting the proposed alternative hypothesis.   
3.5.2 Previewing Experiment 2: Earning Estimate Hypothesis  
The purpose of this experiment is to determine whether the booked accounting figures form 
a basis to predict future earnings for a given firm. The intangible amortization costs should 
be included in the total amortization cost of all assets (both tangible and intangible) within 
the firm by the Norwegian accounting principles. The booking of intangible assets would 
therefore affect the amortization cost and further affect the firms’ earnings. If there is a 
significant deviation between estimated earnings and the reported earnings, this may indicate 
that the explanatory power of the financial reports is impaired and the differences attributed 
to other factors that are not captured in the accounting. This test does not uncover whether 
missing interpretation and reporting of the actual value of intangible assets is the cause but 
rather measures the general robustness of the financial figures. This is an alternative to the 
first test by excluding the investors' interpretation, which might affect the firm's market 
value, and thus, this test acts as either a countermeasure or support to the initial results of the 
usefulness of accounting. 
Test Portfolio 
A test portfolio consisting of all Norwegian firms that are required to file their accounts are 
created. The data is retrieved from the SNF accounting data. Two limitations are ruling. The 
first is that the accounting component earnings before extraordinary items (EBX) were not 
introduced to the Norwegian accounting principles before 1999, and by the available 




figures before 1999. The second limitation occurs due to the average growth calculated over 
a five-year period prior to the test year. This results in a testing period that extends over the 
year 2004-2018. Firms that cannot present EBX figures within those five years before the 
test years are excluded. In accordance with Lev and Gu (2016), the firms that exceed ±15% 
growth within the five years are also excluded. This is to avoid volatile firms which might 
return unrealistic results.     
Model 
This test calculates the average growth rate of the firms’ ordinary earnings before 
extraordinary items over a five-year period. The estimated results for each test year are 
calculated based on this growth rate applied to last year's earnings.  
The following mathematical model is applied: 
Equation 6 
 
The EBX variable represents earnings before extraordinary items, while ω represents the 
percentage growth of EBX between two years. Each year is denoted as i. The deviation is 
thereafter calculated from the percentage difference between estimated and actual reported 
earnings for the test year. The following mathematical model is applied: 
Equation 7 
 
The average deviation for each year is further calculated and compared over the stated test 
period from 2004-2018. 
Earnings before extraordinary items (EBX) 
This variable is applied instead of net income as the earning estimator because it excludes 
expenses that are not directly affiliated with the firm's operation. This test is sensitive to 
infrequent occurrences and might apply incomparable costs to one of the test years. 




3.5.3 Previewing Experiment 3: Balance Sheet Hypothesis 
In consistent with Choi et al. (2000), the third test intends to address the second aspect of 
answering the thesis by assessing the intangible assets that are already captured in the 
financial reports. According to Norwegian accounting law, intangible assets might be 
included in the accounting figures, either by capitalization or expenses. To be able to file 
intangible assets in the financial reports, some prerequisites must be met in accordance with 
the current regulations as mentioned in NRS 19. Experiments 1 and 2 focus on the relevance 
of the accounting figures, while this experiment focuses on the relevance of the intangible 
assets in those figures.  
Test Portfolio 
Three different test portfolios are created in accordance with Choi et al. (2000). The first one 
is called the Experimental Portfolio and consists of firms with considerable intangible assets. 
The second portfolio is the Control Portfolio and consists of firms with no intangible assets. 
The third portfolio is called Adjusted Portfolio and is the same firms as in the experimental 
portfolio, but the intangible assets are subtracted. The adjusted portfolio aims to enable 
comparable figures between the firms with intangible and the control portfolio. The selection 
of the experimental observation must satisfy two critical criteria. The ratio of intangible 
assets to the total asset is greater than 10% and are calculated by the proportion of reported 
intangible assets to total assets (PIA). Second, this ratio should be consistent over a three-
year period in advance and should not fluctuate by more than 50%. The cross-sectional 
analysis is performed by a Paired T-test, which pre requires a matching protocol. Matching 
the experimental and control firms are performed by two criteria. The observation is from 
the same year, and they belong to the same one-digit NACE code. A visualised model 
explaining the matching procedure can be found in the appendix [3].  
Method 
Two different tests are performed, one for all public listed firms on OSE where the market 
value is available, and a second where all enterprises with available accounting figures are 
included. The hypothesis test for the first dataset is called MV Balance Sheet Hypothesis 
(MVBSH), and the second is called All Balance Sheet Hypothesis (ABSH). The MVBSH 
test consists of five measurements: [1] PIA, the proportion of reported intangible assets to 
total assets; [2] TA, total assets; [3] BE, the book value of common equity; [4] EBX, 




consequently consists of four measurements, where BM naturally cannot be calculated 
because of the absence of comparable market valuation. 
PIA variable  
The proportion of reported intangible assets to total assets determines how many intangible 
assets a firm possesses. A number above 50 percent indicates that the firm has more 
intangible assets than tangible. Choi et al. (2000) describe intangible intensive firms as those 
with a PIA ratio above 15 percent and are utilized to subset the experimental portfolio. This 
study calculates this variable to measure how much of the reported intangible are present in 
Norwegian firms additionally to create the experimental portfolio. A 10 percent limit is set 
instead of the 15 percent used in Choi et al. to include more firms. This is a consequence of 
an originated data sample with fewer observations. The following formula calculates PIA: 
Equation 8 
. 
Total Assets (TA) variable 
As the name implies, this variable measure all the assets, both intangible and tangible, that 
the firm possess. Assets are in general, items that represent an economical value for the 
firms, which can be expended to be operational beneficial for the firm. In this study, the total 
asset is included in determining the overall size of the tested company, which helps in 
comparing the different result from this experiment.  
Book-to-market value ratio (BM) variable  
The BM variable refers to the ratio between the booked value (equity) and the firm's market 
valuation. A smaller value indicates that the market value weighs the equity less importance 
and, consequently, suggests other factors than the reported equity that affect the market 
valuation. The following formula calculates the BM variable:  
Equation 9 
. 








The book-to-market value ratio of the adjusted portfolio is less than the book-to-
market value ratio of the control portfolio. 
H3(MVBSH):  
The book-to-market value ratio of the experimental portfolio is less than the book-to-
market value ratio of the control portfolio. 
H4(ABSH): 
The book value of common equity is lower of the adjusted portfolio than the book 
value of common equity in the control portfolio. 
H5(ABSH): 
The book value of common equity is lower of the experimental portfolio than the 
book value of common equity in the control portfolio. 
H6(ABSH): 
Earnings before extraordinary items of the experimental portfolio are lower than 
earnings before extraordinary items in the control portfolio. 
The alternative hypothesis of 2 and 3 follow the same logic as Choi et al. (2000), the BM 
ratios of the adjusted and control portfolio will be equal if the market asses zero value to 
intangible assets. If the BM ratio of the experimental portfolio is equal to the control 
portfolio, the market asses the same value to intangible and tangible assets. If the market 
valuates intangible positively, the BM ratio of both experimental and adjusted would be 
lower than the control portfolio. The alternative hypothesis (4-6) asses the same signed 
ranked test on the two key measurements used in experiment 1. If the BE measurement is 
lower for the adjusted portfolio than for the control portfolio, it would mean that intangible 
intensive firms are in a higher degree securing their investments through intangible assets. 
Consequently, would it mean that intangible assets are less important if the experimental 
portfolio returns lower values for the BE measurement than of the control portfolio. The last 




EBX measurement in the experimental portfolio than the control portfolio would indicate 
worse performance.    
In addition to the signed ranked test, a regression analysis is performed similarly as in 
experiment 1 by predicting the market value. However, this test is performed in accordance 
with Choi et al. (2000), where the independent variables are: book value of total assets minus 
property, plant, and equipment and intangible assets (ABPI), the book value of property, 
plant, and equipment (PPE), book value of intangible assets (IA), book value of the sum of 
liabilities plus book value of the preferred stock (LIAB). Since figures for the preferred stock 
were not available, the LIAB variable is in this model based on the firm total liabilities. In 
contrast to the initial OLS regression analysis performed in experiment 1, this test is centred 
around balance sheet items to determine whether intangible assets are positively associated 
with the market valuation. This regression model intends to determine whether a change in 
the proposed predictor variables causes a change in the firm's market valuation. This is 
decided by assessing the following alternative hypothesis: 
H7:  There is a relation between the intangible asset variable regarding the market 
valuation.     
Model  
Specification of the signed ranked test: 
Equation 10 
 
Specification of the regression model:  
Equation 11 
 
3.5.4 Previewing Experiment 4: Inherent Goodwill Hypothesis 
The former experiments are conducted based on the reported accounting figures. As 
previously stated, intangible assets consist of both identifiable and unidentifiable assets. 




unidentifiable are withheld from the general reporting criteria. The intention of this 
experiment is the attempt of disclosing the internally generated goodwill and displaying 
them accordingly. This is done in preference to incorporating them in the explanatory 
framework of the three previous experiments. The rationality for this commitment is based 
on the mathematical process of calculating the corresponding values, and because of 
causation may not be combined with the dependent variables already included. 
Test Portfolio 
The test portfolio of this experiment consists of all listed companies on the OSE in the 
period between 2010-2018. Contrary to the former experiment, the exclusion of non-profit 
maximizing firms is not performed as performance variables are not included in this 
experiment. Additionally, the test result solely displays the calculated values for each firm, 
which further eliminates any issues regarding firms in a non-competitive environment. Firms 
with no adjacent market valuation are excluded from the sample data, and all values included 
in the calculation are adjusted by inflation.  
Model 
There are four variables in this experiment: market value (MV), tangible assets (TA), 
identifiable intangible assets (IIA) and acquired goodwill (AG). The notations “i” and “t” 
represents firm and year, respectively. Combined, they are measuring inherent goodwill (IG) 





There are two primary outcomes in this analysis, hence establishing the following alternative 
hypothesis: 
H8:  Inherent goodwill is increasing for the listed companies. 
The intention of assessing this hypothesis is to acquire information regarding intangible 
assets' development and characteristics. Provided that the previous experiments are in line 
with acknowledged articles they are based on, it is expected that the development of inherent 




deterioration of the relevance of accounting figures is explained by an ever more indulgent 
application of intangible assets. As the current reporting practices are limited in only 
displaying identifiable intangible assets, an increasing trend of inherent goodwill will 
support their claim. 
The proposed calculation model [eq. 12] is applied to the test portfolio, returning a summary 
of the inherent goodwill for each individual company. Further assessment of the test result 
comprises a categorically ranking of the individual firm into three subcategories based on the 
quantile of the median values. These three categories represent the top 25 percent, median, 
and the bottom 25 percent based on the amount of inherent goodwill in 2018. This measure 
can help us display any clear trend in the industry, governmental interference, or company 
size. For instance, more prominent firms would consequently retain a more apparent 
influence on the results than other firms. This occurrence is more frequent when operating 
with a data sample that consists of a dominant proportion of firms in a specific industry and 
its accommodated industry effects. The exact measurements were included by M. Bloom 
(2009), where specific industries deemed irrelevant were removed from the data sample. 
Potential bias deriving from larger firms having significantly more impression on the total 
trend than smaller operators are treated by presenting each individual firms’ development of 
inherent goodwill. Consequently, each firm will be categorized as either overvalued or 
undervalued. An overvalued firm is defined by demonstrating positive inherent goodwill. 
Likewise, undervalued firms demonstrate inherent negative goodwill. As opposed to the 
more traditional procedure by comparing the booked valuation of the firms against the 
market value, these experiments attempt to disclose the difference by denoting it as 
unidentifiable intangible assets. Both procedures follow the same concept, whereas this 
approach subtracts the identifiable intangible assets from the equation.   
This far, all four experiments have been introduced, which leads to the end of this chapter. 







In this chapter, results from all four experiments will be displayed and interpreted.   
The structure will follow the same logic as the one in the methodology section, where each 
experiment, 1-4, will be reviewed separately in chronological order. Additionally, an 
accumulation of all experiments where their combined results are being discussed will be 
established at the end of this chapter. 
4.1.1 Experiment 1: Market Value Hypothesis 
The intention of performing the first experiment is to examine whether the accounting 
information is relevant for describing each firm's market valuation of each respective firm. 
This is in accordance with the multiple regression analysis performed by Lev and Gu (2016). 
As they denote, the analysis returned an adjusted R squared value which declined from 80-
90% in the 1950s to around 50% in 2013. The accustomed regression analysis performed in 
this experiment covers the time perspective from 2010-2018. Therefore, the results from the 
analysis are expected to return an adjusted R squared value similar to the 2013 result of Lev 
and Gu. The following OLS regression model [eq. 5] is fitted for the available data over the 
2010-2018 time period: 
 
To simplify the illustration of the test results, this chapter will focus on the test year of 2013. 
This is conducted to compare Lev and Gu's results better and illustrate some of the results. A 




OLS Regression Analysis – 2013 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 6519000 2496000 2.6120 0.0110
NI 22.8000 2.9160 7.8160 0.0000
BE -1.5790 0.3990 -3.9550 0.0000







Studentized Breusch-Pagan Test 
 
Table 1 Result of regression analysis for experiment 1 
The Breusch-Pagan test is performed to check whether the regression is heteroscedastic or 
homoscedastic. The p-value is < 0.05, and the evidence is sufficient to determine that 
heteroscedasticity is present, and further adjustment to the model is required. As previously 
mentioned, a countermeasure to heteroscedasticity is either to adjust the response variable by 
a logarithmic scale or by applying a weighted OLS regression model. Both approaches were 
applied to the model, however, none of them returned a satisfactory result. Adjusting the 
response variables with a logarithmic scale admittedly improved the model regarding the 
heteroscedastic issue and consequently aggravated the predictor variables' significance. 
Alternatively, the weighted regression model was fitted with a weighted variable based on 
the standard deviation of each observation. This method did not affect the heteroscedasticity, 
however, the significance level of each predictor variable worsens. The bias that occurs as a 
consequence of the heteroskedasticity is denoted as an indication that the fitted model might 
not retain the explanatory power it claims by the R2 values. Heteroscedasticity is observed 
only in the regression model of 2013 and 2018. Although the results return p-values for the 
coefficients variable that shows significance, this is not representative of the results from the 
other test years. Further, a correlation matrix is calculated to determine whether the included 




MV NI BE NHS
MV 1.00 0.93 0.90 0.62
NI 1.00 0.98 0.65
BE 1.00 0.74
NHS 1.00  
Table 2 Correlation matrix 
Multicollinearity is an expected consequence, as the independent variables represent 
economic figures that in their nature do correlate with each other. An alternative OLS 
regression model is adapted to adjust for multicollinearity by including an interaction term 
between equity (BE) and net income (NI), which from the correlation matrix possess the 
highest correlation. The following regression model is then fitted: 
Equation 13 
 
This model yields the following regression results: 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 4126000 2367000 1.7430 0.0860
NI 27.3200 2.9140 9.3760 0.0000
BE -1.3700 0.3690 -3.7070 0.0000
NHS 0.0250 0.0070 3.3650 0.0010







Studentized Breusch-Pagan Test 
 
Table 3: Results from OLS Regression analysis for the year 2013 
As mentioned, both regression test yields coefficients that are significant. The adjusted R 
squared values are from the original regression equal to 0.89 and rise to 0.91 in the 
alternative model. As James et al. (2013) denote, the R2 always raises when additional 
variables are included in the model. Therefore, the additional interaction term does not 
extensively increase the explanatory power of the model. Compared to the test results of Lev 




adjusted R2 value of 50 percent, this study's test results are similar to those they noticed in 
the 1950s. Gather over multiple years, the development of the R2 value behaves as follows: 
2010 2011 2012 2013 2014 2015 2016 2017 2018
Adjusted R
2
0.89 0.88 0.87 0.89 0.81 0.79 0.83 0.78 0.86
F-value 152.40 147.52 147.94 206.31 113.60 216.63 182.03 148.21 270.25
N 57 62 70 77 80 117 112 123 133  
Table 4: Development of adjusted R2 
 
Figure 1: Graphical visualisation of the development of adjusted R2 
The results from experiment 1 can with certainty assert that the financial figures included in 
the test are, compared to the results of Lev and Gu, more significant in describing the market 
value. However, the significance of the predictor variable is fluctuating between the test 
years, and consequently, only 2013, 2015, and 2018 return satisfactory test results regarding 
the acceptance of the alternative hypothesis (H1). Therefore, the initial alternative hypothesis 
(H1) is partly rejected. However, the regression model returns a substantially higher 
explanatory power of the predictor variables compared to Lev and Gu. While the null 
hypothesis is accepted, the proximity of the significance for some variables indicates that 
minor adjustment to either the model or test portfolio might contradict these test results. The 
sign of heteroskedasticity in some regression models indicates the contrary, but this 





While examining the correlation matrix for each individual test year, a phenomenon where 
the correlation between income and equity fluctuates unexpectedly attracts attention. 
Referring to the correlation matrix in the appendix [6], one can observe that the correlation 
deteriorates for the period of 2014-2016 and indicates a negative value for the years 2015 
and 2016. For the remaining test years, the correlation returns values of between 95-98%. 
For the 2014-2016 period these numbers are 54%, -63%, -32% respectively. As the 
Norwegian economy is heavily centred around the petroleum industry, and the authors of 
this paper are aware of the oil-price recession between 2014-2016, the causation of the 
observed deterioration seems apparent. Another test is performed on the same regression 
model with an adjusted test portfolio. All firms associated with the mining and quarrying 
industry, referring to the SIC 2007 classification, including petroleum activities, are 
excluded from the tested data sample. A comprehensive review of the adjusted regression 
result is found in the appendix [5]. The following figure represents a graphical compilation 
of the returned adjusted R2 values: 
 
Figure 2: Graphical visualisation of both the initial development of adjusted 
R2 in black and for the revised development in blue 
By removing the petroleum sector, the regression model becomes less fit, and consequently 
that the predictor variable explains a smaller amount of the market value. The results from 
the adjusted experiment 1 are also more in line with the findings of Lev and Gu. The 




is a further indication that the current model consists of an increasing bias. Adjusting the 
data sample by removing the petroleum industry eliminates the precipitation of the 
correlation and overall returns a more stable value. In contrast to the initial test result, the 
returned adjusted R2 values indicate that the accounting indicators included in the regression 
model have a decreased explanatory power regarding the market valuation.    
4.1.2 Experiment 2: Earnings Estimate Hypothesis 
The purpose of experiment 2 is to adopt similar estimations as Lev and Gu (2016) to predict 
future earnings. The model is based on sampling the average growth of income the last five 
year prior to the test year and adding it to this year to predict next year’s earnings. The 
previous experiment found that the accounting information explained 85-90% of the market 
valuation. However, those figures are heavily dependent on the interpretation of the investors 
and how they emphasize this information. This test intends to be dependent on the 
accounting data itself solely, and to which degree the information retrieved there are reliable 
to predict future earnings. In other words, how relevant are the accounting figures in terms of 
the newness of the information it reveals. The following equation [eq. 6] is calculated for 
each test year from 1999-2018: 
 
The prediction error is found by calculating the following equation [eq. 7]: 
 
EBX is represented by earnings before extraordinary items and is retrieved from the SNF 
data set. The growth of earnings between two years is denoted as ω. The prediction error 
formula is then performed for each test year, which displays the following result: 
2005 2006 2007 2008 2009 2010 2011
0.3767 0.3808 0.3648 0.4751 0.4842 0.3781 0.3622
2012 2013 2014 2015 2016 2017 2018
0.4014 0.4139 0.3885 0.4673 0.3859 0.3700 0.3948
Prediction error
 






Figure 3: Graphical visualisation of the development of the prediction error 
The results indicate that utilizing previous earnings in predicting future earnings returns 
relatively poor predictions. Lev and Gu’s test indicated an increasing growth of the 
prediction error equal to 20 percent in the late 2000s. The prediction in this study 
demonstrates a relatively steady prediction error of around 40 percent. One of the differences 
between these two studies is that Lev and Gu are testing for a smaller sample of firms similar 
to the one in experiment 1. Additionally, they calculate a 10-year average of the prediction 
error to eliminate fluctuation further. However, this analysis indicates that the prediction 
power of the accounting information is relatively poor observed over a longer time 
perspective. As stated, this experiment intends to determine whether the information found 
in the accounting figures is sufficient to explain its earnings and thus disclose its 
performance. These results indicate that firms’ earnings fluctuate in a deviating manner 
which is not captured by the available accounting figures. Contrary to the results in 
experiment 1, which demonstrated a higher prediction power of the accounting figures, the 
results from experiment 2 are not affected by the investors' subjective interpretation and 
perception of these figures. These results indicate that either is the market valuation of a firm 




4.1.3 Experiment 3: Balance Sheet Hypothesis 
While the two previous experiments attempt to determine the explanatory power of 
accounting information, this experiment focuses on intangible assets in that regard. Three 
tests are accustomed to determining whether the reported intangible assets in the accounts 
compromise sufficient information. In accordance with Choi et al. (2000), a Balance Sheet 
Hypothesis is applied, where a Paired t-test is utilized on two different test groups consisting 
of two test portfolios. This establishes the basis for the two first tests, where the first one is 
compromising firms with included market value and the second of all enterprises with 
available accounting information. 
MV balance sheet hypothesis 
Three test portfolios are created based on public listed firms on the OSE and associated 
market values. 
Experimental Portfolio 
The portfolio is selected according to the established requirements, where each included 
firms accommodate at least 10 percent or more intangible assets regarding total assets. Each 
firm are also required to maintain this ratio for at least three years prior to the test year and 
the ratio should not fluctuate by more than 50 percent. The number of observations in the 
experimental portfolio change over time, and the following numbers are retrieved: 
2012 2013 2014 2015 2016 2017 2018
6 7 7 7 8 11 12
Observation in the Experimental Portfolio 
 





Figure 4: Graphical visualisation of the development of observation in the 
experimental portfolio 
Adjusted Portfolio 
The adjusted portfolio consists of the same firms as in the experimental portfolio, but the 
intangible assets are removed from the embedded figures. 
Control Portfolio 
A comparable objective is established by developing the control portfolio, which contains all 
the firms with zero reported intangible assets. The fluctuation in the numbers of observations 
in the control portfolio is as follows: 
2012 2013 2014 2015 2016 2017 2018
20 21 24 30 37 45 53
Observation in the Control Portfolio 
 





Figure 5: Development of observations in the control portfolio 
The initial results show that the number of firms with more than 10 percent intangibles is 
relatively low but increasing. From 2012 to 2018, the number rose from 6 to 12 
observations. For the control portfolio, the same can be said for firms with no intangible 
assets, which from 2012-2018 had an increasing number of 20 to 53. In 2012 there were in 
total 159 firms listed on OSE with coherent accounting information. The remaining 133 
firms not included in the portfolios possess more than zero intangible assets but have less 
than 10 percent. This is respectively a considerable part of the firms included in this test. 
However, no adequate procedure to incorporate them in this experiment is implemented. The 
ratio between experimental and control observation is displayed as follows: 
 





This trend line demonstrates that the number of firms with no intangible assets increases 
faster than those with intangibles. 
A pair-wise matching process is performed, where each firm is matched by their respective 
industry code and year. The results consist of multiple groups where each group consists of 
firms from the experimental/adjusted and the control portfolio where the industry code and 
year are the same. For each group, a mean value for each test variable is calculated for each 
portfolio. This returns two mean values for each group and then compiled to one data matrix 
called test objective. The Shapiro-Wilk test is performed for each test objective to determine 
whether it follows a normal distribution of its data, consequently determining the type of 
paired t-test to perform. This experiment is adapted to either perform the so-called Student’s 
t-test (when normal distributed), or the Wilcoxon Signed Ranked t-test (non-normality). The 
Shapiro-Wilk test returned no p-values lower than 5 percent, and all test objectives were 
tested by the Wilcoxon t-test. This returned the following result: 






TA 7895531 5392463 10387941 0.8117 0.7593
BE 2148870 -354199 2646501 0.5854 0.0000
EBX 467090 467090 102869 0.0460 0.0460
BM 0.2743 0.1300 0.6103 0.1678 0.0290
Mean Value p-value from Paired t-Test
 
Table 8: Results of the Wilcoxon Signed Ranked t-test of MVBSH 
Interpreting these results should be performed with caution. The mean value represented to 
the left is the mean value of all values. The paired t-test determines the differences between 
the mean value of each test objective. Therefore, the p-value from the t-test might show no 
significant difference, while the interpretation of the mean values might indicate the 
contrary. In accordance with the alternative hypothesis H2 (MVBSH): 
The book-to-market value ratio of the adjusted portfolio is less than the book-to-
market value ratio of the control portfolio. 
The results indicate that the book-to-market ratio is significantly lower for the adjusted 
portfolio than the control portfolio, where the paired t-test returns a p-value of 0.0290. The 
p-value is less than 5 percent, and therefore the null hypothesis is rejected. Consistent with 
Choi et al. (2000), this result further indicates that the market positively values intangible 




The book-to-market value ratio of the experimental portfolio is less than the book-to-
market value ratio of the control portfolio. 
The interpretation of the mean value indicates that the BM-ratio is lower for the 
experimental portfolio, however, the paired t-test returns a p-value of 0.1678, which is more 
than 5 percent, and the null hypothesis is accepted. One cannot determine whether the 
market values intangible assets more than tangibles. 
All Balance Sheet Hypotheses 
The second test performed utilizes all the available data from SNF on the same analysis 
performed for the first test. While adapting the model on the public listed firms on OSE is 
adequate when assessing the market value, the observation numbers are relatively low. 
Introducing more firms from the accounting data is beneficial in that matter and, 
consequently, prevents the model from considering the market evaluation that the BM 
figures reveal. The same matching procedure is implemented, and the following results are 
retrieved: 






TA 154255 96718 115578 0.0000 0.0019
BE 46919 -10618 23280 0.0003 0.0000
EBX 4686 4686 1580 0.0012 0.0012
Mean Value p-value from Paired t-Test
 
Table 9: Results from the Wilcoxon Signed Paired t-test of ABSH 
Three additional alternative hypotheses are included when assessing the second balance 
sheet test H4 (ABSH): 
The book value of common equity is lower of the adjusted portfolio than the book 
value of common equity in the control portfolio. 
and H5 (ABSH): 
The book value of common equity is lower of the experimental portfolio than the book 
value of common equity in the control portfolio. 
The mean value of booked equity indicates that the adjusted portfolio features less equity 
than the control portfolio, and the differences are significant according to the t-test. The p-




context of alternative hypothesis H5, results show a significant difference between the 
experimental and the adjusted portfolio. However, the booked equity of the experimental 
portfolio is considerably higher than that of the control portfolio. While remembering that 
booked equity is total assets minus liabilities, the results indicate that total assets are higher 
for the experimental portfolio. Examining the ratio between equity and total assets, 
, 
which shows that the BE ratio for the experimental group is 0.3042 and for the control 
portfolio is 0.2142. This demonstrates that the initial results from the analysis indicate that 
firms with a considerable amount of intangible assets tend to control more of their assets. 
The last hypothesis from this experiment is examining the earnings, which is supported by 
the following alternative hypothesis H6 (ABSH): 
Earnings before extraordinary items of the experimental portfolio are lower than 
earnings before extraordinary items in the control portfolio. 
The results show that the experimental portfolio tends to possess higher reported earnings 
than the control portfolios. The difference is significant, as proved by the paired t-test. The 
alternative hypothesis is therefore rejected. 
OLS Regression Analysis of Balance Sheet Items 
The regression analysis performed in experiment 1 focuses on reviling the relevance of the 
accounting information regarding the market value. The regression analysis performed in 
this experiment attempts to determine the explanatory power of balance sheet items 
regarding the market value. Recalling the regression model: 
 
The predictor variables in this model are retrieved from the balance sheet of each firm. Book 
value of total assets minus property, plant and equipment, and intangible (ABPI) consist of 
assets that are more associated with the operational component of the firm. The following 
variable, Book value of property, plant, and equipment (PPE) consists of assets supporting or 
facilitating the value creation activities of the firm. The All Balance Sheet hypothesis results 
indicate that both total assets and equity tend to be higher for firms with a considerable 




positively affect the market value and, consequently, how the market asses these figures. The 
book value of intangible assets (IA) variable consists of the reported intangible assets in the 
firm. Determining the relevance of the intangible predictor variable is a central element of 
this analysis because previously found MV balance sheet analysis results indicate that the 
market values intangible assets. Therefore, the results from the regression analysis would 
either further support or dispute these findings. The last variable, the book value of the sum 
of liabilities plus the book value of the preferred stock (LIAB), explains the relevance of the 
firm’s liability regarding its market value. It is expected that liabilities would negatively 
affect the market value as more debt consequently introduces more risk towards the 
investment object. This regression model is then performed on all publicly available firms 
for each year in the period 2010-2018. For the sake of demonstration, every other year is 
displayed in the table below, however, a more comprehensive table for each year can be 
found in the appendix [11]. 
Estimate Pr(>|t|) Estimate Pr(>|t|) Estimate Pr(>|t|) Estimate Pr(>|t|) Estimate Pr(>|t|)
(Intercept) 636400 0.6720 1178000 0.3810 1626000 0.0280 2364000 0.0200 1935000 0.0720
ABPI 1.8920 0.0000 1.4950 0.0000 1.0540 0.0000 1.7290 0.0000 2.0410 0.0000
PPE 16.6400 0.0000 15.3900 0.0000 18.0900 0.0000 13.1400 0.0000 13.9200 0.0000
IA 7.2610 0.0670 5.6380 0.1490 0.3280 0.7820 -11.2500 0.0000 -12.2600 0.0000
LAIB -2.0000 0.0000 -1.5900 0.0000 -1.0970 0.0000 -1.7810 0.0000 -2.1290 0.0000
Adjusted R
2
0.962 0.960 0.984 0.949 0.945
F-value 455.399 491.957 1469.738 556.346 634.388
N 72 83 99 120 148
2010 2012 2014 2016 2018
 
Table 10: Results from OLS regression analysis for experiment 3 
There are three interesting findings from this regression analysis. The first one is that both 
ABPI and PPE indicate a significant explanatory power to the market value for the whole 
period. The facilitating assets retain a more substantial explanatory power over the 
operational assets, which can be observed by the estimation values between ABPI and PPE. 
The second finding is, as expected, that liabilities negatively impact the market value, which 
can be observed by the estimation values for LIAB. The last and arguably the most important 
and more peculiar results are that for the 2010-2015 period, intangible assets seemingly have 
a declining explanatory power over the market value, and the results are not significant. The 
explanatory power is strongly negative for the 2016-2018 period and consequently returns a 
more substantial result. The declining and subsequently negative estimator values are 




associated alternative hypothesis (H7) is rejected for the years 2010-2015 and partly 
accepted for 2016-2018. 
Revised Regression Analysis 
Consistent with the revised analysis of experiment 1, these test results indicate that the 
observed recession in the petroleum sector retains an associated explanatory factor for 
experiment 3. This is based on the fluctuating values of the estimator values for the 
intangible coefficient variable, which implies an intensification from 2014 onwards. By 
implementing the same exclusion on the sample data as in experiment 1, the regression 
model returns a much more stable estimation value, as shown in the following figure: 
 
Figure 7: Visualisation of the development of the estimation value for the 
coefficient of the intangible asset predictor variable. The black line is from 
the initial test, while the blue is from the revised test. 
The more stable and now positive estimation values for the intangible coefficient return a 
more consistent result with Choi et al. (2000), which indicated the same. Other estimator 
values are also more in line with the reviewed literature as the ratio between ABPI and PPE 
is closer. While the results do not indicate a better fit of the regression model, it does better 
support the findings in the MV balance sheet hypothesis, which stated that the market 
positively values intangible assets. A more comprehensive review of the revised regression 




4.1.4 Experiment 4: Inherent Goodwill Hypothesis 
This experiment intended to measure the amount and development of inherent goodwill. The 
firms were sorted into three different segments: top 25%, median companies, and bottom 
25% based on their respective amounts of this value. They will all be separately reviewed 




The top 25% contains 39 companies that hold the highest inherent goodwill per 2018. The 
development is steady, and the inherent goodwill has doubled throughout 2010-2018, going 
from approximately 8 000 000 000 to 16 000 000 000. 
 
 
Figure 8: Top 25% (Experiment 4), figures of IG are shown in per million 
 
 
Among the 39 different companies, the most dominant industry is the seafood industry, 
having six listed companies in the top 25% category. Furthermore, biotech, shipping, 
renewable energy hold the second, third and fourth highest presence in this group. Table 11 




Top five companies Inherent goodwill per 
2018
Industry
Telenor 196 685 627 Telecommunications
Yara International 75 392 867 Agricultural Bio
Mowi 52 109 654 Seafood
SalMar 36 132 904 Seafood
Lerøy seafood group 33 760 356 Seafood
 
Table 11 Top 25% (Experiment 4): 
 
Median companies 
The median companies represented a sample of the 56 businesses that illustrate the median 
of this analysis. It also displays an increasing trend of inherent goodwill, but with 
diminishing returns from 2013-2018, stabilizing the graph. The 56 companies are a mix of 
different industries equally distributed on the stock exchange. The industry with the highest 
presence is offshore service-related companies providing drilling and other maritime 
operations. Renewable energy, medicine, property, and biotech are also well represented in 
this group of companies. 
 





The bottom 25% represents the 44 companies having the lowest recorded amount of inherent 
goodwill per 2018. These companies are heavily undervalued and do not seem to follow the 
same trend as the other groups. The graph is declining, reaching a bottom around 2014-2015 
before it recovers back to its original value just below -60 000 000 000. 
 
 
Figure 10: Bottom 25% (Experiment 4), figures of IG is shown in per million 
There is a very distinct type of firm in this group; banks and large Oil & Gas operators. In 
fact, 16 of 20 bottom firms as well as 61,3% of the firms in this category, are banks. 
Equinor, AkerBP, DOF, and Norwegian Air Shuttle are also large companies located 
alongside the banks down in this group. Table 12 displays which companies hold the lowest 





Bottom five companies Inherent goodwill per 
2018
Industry
DNB -1 576 604 902 Banking
Equinor -162 160 858 Oil & Gas
SpareBank 1 SR-Bank -145 828 416 Banking
SpareBank 1 SMN -135 413 073 Banking
SpareBank 1 Østlandet -104 076 089 Banking  
Table 12: bottom five companies (Experiment 4) 
 
All firms – Total trend 
There are 173 firms on Oslo Stock Exchange per 2018. If we disregard the numbers on the 
vertical axis, the graph holds similar characteristics to figure 10, which displays the bottom 
25%. However, some key differences: Apart from 2011 and 2014, which respectively, are 
the minor and major downfalls of the recorded period, the market seems to be gradually 
increasing. The development is adequate in the interval 2011-2013 but more significant in 
the interval of 2014-2018. 
 
 






The examination of independent development of valuation yields results that indicate a 
growing proportion of the listed companies being overvalued. According to table 13, the 
percentage of overvalued businesses has grown from 27,03% in 2010 to 52,02% in 2018, 
which is almost a doubling in percentage points. “t-1 relative development” is added to 
reflect yearly development and displays how many companies that went from being 
undervalued in the previous year to being overvalued the recorded year, meaning that 
companies that were newly listed a year are not caught up in this statistic. 
 
Valuation 2010 2011 2012 2013 2014 2015 2016 2017 2018
Overvalued 40 34 40 50 54 65 76 88 90
Undervalued 108 121 119 111 107 99 95 85 83
Total firms 148 155 159 161 161 164 171 173 173
T-1 relative development - -13 2 8 4 8 4 10 2
% Overvalued 27,03 21,93 25,15 31,05 33,54 39,63 44,44 50,86 52,02
% Undervalued 72,97 78,07 74,85 68,95 66,46 60,37 55,66 49,14 47,98  
Table 13: Overvaluation analysis 
The results show that the Oslo Stock Exchange is heavily undervalued in terms of inherent 
goodwill. This is opposed to the Australian market in M. Bloom (2009) study, where it was 
concluded that roughly 50% of all values were positive inherent goodwill, signifying an 
overall overvaluation according to our terms. The question is why the OSE is undervalued, 
which might be answered through the market’s industry dependency. Relatively speaking, 
the OSE is a small stock market, meaning that large operators will significantly impact 
accumulative key figures for the market. In our data set, 27 out of 174 variables are banks, 
which will affect the total trend, but especially the lower 25% bracket where 27 out of 44 
variables are banks. In fact, the removal of the bank industry in this experiment returns 
positive inherent goodwill – overvaluation of the OSE. 
So why do banks display such low rates of inherent goodwill, both in total numbers and in 
development? First, addressing the initial part of the question, banks in Norway are usually 
stable, influenced by the government, and hence will not make any unpredicted jumps in the 
stock market, making it sensible to hold lower values, in our case negative, of inherent 
goodwill. The latter part of the question can be explained by the fact that an increase in 
inherent goodwill is often associated with an enhanced operating income for the company, 




country such as Norway, the banks are more dependent on macroeconomic factors rather 
than private ones, and hence low values of inherent goodwill and no trend in terms of 
development are inevitable. 
Cracks in the trend  
In our analysis, we have one minor and one major downfall: 2011 and 2014, respectively. It 
is essential to address these periods to understand better how figure 8-11 is being influenced 
by external factors that, if left unexplored, can conceal or weaken our argument. 
For 2011, there is nothing significant going on in the Norwegian economy, but one could 
argue the potential of a ripple effect from the global financial crisis of 2008. Expanding the 
database would be an action of interest to see how the values fluctuate from 2007-2010. 
Alas, the accessibility of this data would deem to be a problem. It is also necessary to 
consider that when operating with a relatively small data set of nine years, the possibility of 
a year being slightly worse than the others is expected due to natural variations in the 
economy. 
In 2014 Norway had one of its biggest oil crises of our time. The utilization of fracking in 
the US and OPEC response with increasing its production were arguably the two main 
factors leading to a fall in the oil price (Fredriksen & Johansen, 2015). A straightforward 
implication this has for our research is a significant crack in the year 2014, which is then 
slowly recovering through the next couple of years. This affects our data and parts of the 
interpretation when the question of whether the low values of 2014 lead to an enhanced trend 
the following years, arises. Rephrased, if we look at 2014 t0 as and 2018 as t1, the oil crisis 
and hence the low values of 2014, could potentially make the trend measured from 2014-
2018 more significant since it is not only capturing the development of inherent goodwill, 
but also the recovery of the national economy. 
Additionally, a secondary product of our research is a clear representation of how dependent 
the Norwegian stock market is on the global oil & gas market and, thereby, how sensitive it 
is for changes in the oil price. Whenever the oil price drops, negative synergy effects trigger, 
not only hitting the actual oil & gas companies but their suppliers, their service companies, 
the exploration- and drilling experts, and other maritime operators. This explains figure 9, 
the median companies, where most of these suppliers and oil service companies are. They all 





Furthermore, when an economy has so many businesses that directly or indirectly deal with 
oil & gas as their field of operation, the banks are also affected due to macroeconomic 
oscillations. This is displayed in the bottom 25%, figure 10, where we have no significant 
development but a significant downfall in 2014. The only segment that looks unaffected is 
the top 25% which returns a linear development with no cracks. 
Conclusion of analysis 
Despite the two challenges of having industry-biased characteristics and investigating a 
stock market that heavily depends on a specific industry within a period where that exact 
industry faces a significant crisis, the analysis returns some interesting results in terms of 
development. If we disregard the banking industry from the analysis, which arguably is the 
least relevant industry for our research and focuses on the companies that are not believed to 
show heavy dependency on the oil & gas market, there is a clear trend in terms of 
development, suggesting a 100% increase in some sectors. The growing proportion of 
overvalued firms, from 27,03% to 52,02% over the period examined, should also be 
considered a significant development. The fact that the median companies displayed a rapid 
increase in inherent goodwill and stagnated in 2014 rather than dropping is an interesting 
element to consider, implying a generally growing amount of inherent goodwill in this 
sector.  
 
We claim these results to be sufficient to reject the null hypothesis and henceforth assume an 
ongoing trend regarding the development of inherent goodwill on the Oslo Stock Exchange. 
The complete interpretation of the results will be discussed further in another subchapter. 
4.1.5 Accumulation of experiments 
In summary, experiment 1 yields an explanatory rate of 80-90%, experiment 2 returns a 
prediction error of 40%, experiment 3 shows that the market positively values stated 
intangible assets, and experiment 4 argues for a gradually increasing amount of inherent 
goodwill. The results slightly differ from them of previous research (Lev & Gu, 2016; Choi 
et al., 2000), but when revising some of the research, more explicitly removing the operators 
related to the mining & quarry industry, which was also done in the study of Bloom (2009), 




more stable and accurate estimation model for the valuation of intangible assets. These 




5. Discussion  
The trend described in Lev and Gu (2016) is proven to apply to the Norwegian market, 
however, as a subject to adjustments. The essence of the test results indicates that the ruling 
accounting practices do not capture a growing proportion of a companies’ values. 
Simultaneously, is there evidence that the market positively values the reported intangible 
assets while the unreported intangibles are apparent to increase. This chapter will consist of a 
comprehensive discussion of the obtained experimental results as reviewed in the previous 
chapter.  
5.1 Comparison of reviewed literature results 
The first section of the discussion will compare the retrieved results from this study to the 
ones that the methodology is based on. This purposefully considers the results in the 
conceptual context and emphasises that the included experiments are conducted accordingly 
with current literature and theory.  
5.1.1 Comparing the application of accounting  
Lev and Gu (2016) performed a similar regression analysis as performed in experiment 1. 
Their results indicated that the explanatory power of the tested predictor variables consists of 
a declining trend which was clarified by their 2013 results that displayed an adjusted squared 
R2 value of around 50%. Additionally, this was supported by their experiments of the 
prediction power of earnings which stated an increasing trend in the prediction error. For the 
equivalent 2013 period, the prediction error raised to around 20%. These two experiments 
that Lev and Gu performed, among others, indicate that the information in the accounting 
data is insufficient to capture the truth of the firm's performance. They conclude that this is a 
severe issue that can negatively affect different levels of the market. The results from this 
study are not directly consistent with Lev and Gu. From experiment 1, we found that the 
explanatory power of the tested predictor variables is around 85-90%. Simultaneously, the 
results from experiment 2 indicate that the prediction power of the accounting information is 
more insufficient than the result from Lev and Gu, with a prediction error of around 40%. To 
understand this difference, it is necessary to assess to which degree these experiments are 




the data samples are different. Lev and Gu examine all public listed firms in the United 
States, which is somewhat different compared to the same selection of the Norwegian 
market. A more significant proportion of the public listed firms on the Oslo Stock Exchange 
OSE are categorized in the manufacturing (C) or the transport industry (H). 
  
Figure 12: Proportion of number of firms in each industry 
In addition, the petroleum industry (B) is an essential factor in assessing the Norwegian 
stock market and the economy as a whole. Lev and Gu do not provide a revision of the firms 
included in their tests. However, a summary of the S&P500 indicates some differences 
opposed to the OSE (Fidelity, 2021). Sectors affiliated with manufacturing and 
transportation on the S&P500 index retrieve a considerable share of the market 
capitalization, but the overall market capitalization for all industries is more equally 
distributed. A significant difference is that the information technology sector retains a 
significantly higher market capitalization in the US compared to the other sectors. This 
phenomenon is not observed in the sample data from OSE, which this study depends on. As 
described in the theoretical background on intangible assets, IT firms tend to retain more 
intangible assets, which might explain the differences between the results from the 
regression of Lev and Gu and this study. 
Another explanation might be constituted in the differences between accounting standards, 
where the GAAP standard for US-based companies is applicable. Firms listed on OSE are 




general differences between GAAP and IFRS is outside the scope of this thesis. However, 
and as denoted by the Securities and Exchange Commission (2011, p. 9), the significant 
differences between the two standards are that GAAP is ruled-based while IFRS is principle-
based. This means that the IFRS guideline is less detailed in practice, which consequently 
leaves more room for interpretation than GAAP. There might be a logical conclusion in that 
a more rigid accounting standard prevents crucial information regarding the performance of 
the firms to be captured. Especially concerning intangibles where the firm’s interpretation is 
essential in assessing the valuation.  
The discussed differences might explain some of the differences between the results from the 
regression analysis. However, the tests do not reveal any information regarding the cause. 
Lev and Gu’s experiment of the prediction power of earnings is mostly in line with their 
findings in the regression analysis. While the regression analysis revealed a declining trend 
of the explanatory power, the prediction error test returned an increasing trend. This study’s 
regression analysis results show a stable trend line of the adjusted squared R2 value and the 
prediction error. However, the adjusted R2 value indicates a strong explanatory power of the 
prediction variables regarding the market value, while the prediction error returned a poor 
result. These two results contradict, where the regression analysis indicates that minimal 
amounts of information are not captured by the accounting, whereas experiment 2 suggests 
that a considerable share of the information is missing. The differences between Lev and 
Gu’s experiments of the prediction error are based on the same data sample as in their 
regression analysis. Experiment 2 is based on a considerably larger data sample, including 
all firms in Norway with available accounting data. This was done to further eliminate issues 
with fluctuation that were impossible to eliminate by the same procedure as Lev and Gu. 
They complied their prediction error over a 10-year average interval, where they had 
disposable data back to the 1950s. This study was limited to testing the years between 2005 
and 2018. The data sample from OSE consisted, after excluding irrelevant industries, 
between 2010-2018 of 57-133 observations. The differences between the figures were too 
perceptible to return a reliable answer on so few observations. There is no clear indication 
that the selection of a more extensive sample data including more firms is the primary 





5.1.2 Comparison of intangible assets 
Alternating the focus towards the third experiment of this study and comparing the test result 
of Choi et al. (2000). Their test concludes that the differences between the booked-to-market 
value ratio (BE) are significantly lower between the adjusted and control portfolios and, 
consequently, indicates that the market positively values intangible assets. The results from 
experiment 3 in this study are in consistent with the stated results from Choi. The fitted OLS 
regression analysis implemented to support the initial tests further returns unexpected 
differences between this study and Choi et al.. In contrast, their regression analysis supports 
the results of their initial balance sheet hypothesis, while the results from this study are not 
consistent. The regression results of Choi et al. show that both ABPI and PPE return 
estimates that equal to each other with a slightly stronger emphasis on PPE. Both results are 
significant. The same result from this study indicates a stronger emphasis on PPE, which 
returns considerably higher estimates over all test years. This might be explained by that 
Choi et al. primarily focuses on US-based firms in the manufacturing industry, whereas this 
study includes all firms. However, as denoted earlier, the dynamic in the Norwegian stock 
market is heavily biased towards the manufacturing industry as well. The significant 
differences are regardless observed for the intangible assets predictor variable (IA). Choi et 
al.'s test results indicate that intangibles are of slightly less importance than ABPI regarding 
the explanatory power, and the test results are significant. The results for IA from this study 
involve more complexity than those of Choi’s et al.. For the test years between 2010 and 
2015, the regression results' estimation values are consistent with Choi et al., however, not 
significant. Test results from 2016-2018 indicate a considerable change, where the test 
estimates are substantial negative and unexpectedly indicates significance. Further review of 
this phenomenon is conducted later in this chapter.  
Summarizing the comparison between the experiments in this study that are developed based 
on the reviewed literature and the test results from said literature indicates that the 
experiments conducted in this study are, to some degree in consistent. The differences might 




5.2 Legitimacy of accounting 
The proposed research question for this study considers the legitimacy of accounting 
regarding the characteristic of the development of intangible assets. This section will cover 
the discussion of whether the current accounting practices are sufficient to capture the 
performance of the firm and its actual value. The results from experiments 1 and 2 are 
applied to assess the relevance of the accounting information further. 
5.2.1 The relation between the market the accountings  
As denoted by the results from experiment 1, the Norwegian stock market tends to assess a 
relatively high value in the information retrieved from the accounting. The adjusted R2 value 
retains a relatively stable quantity over the 2010-2018 test period of around 80-90 percent. 
The considerably higher relevance compared to the results of Lev and Gu are somewhat 
unexpected. This leads to the argument that financial reports from the listed companies on 
OSE accommodate most of the information that investors utilize to determine the market 
value. As denoted by Lev and Gu, the market valuation might be an insufficient measure to 
assess the relevance of the accounting information due to the individual bias that the 
investors are affected by. The results from experiment 2 contradict the initial findings by 
allocating a lower prediction power for the selected accounting figure. The prediction error 
retains a stable quantity of 40 percent for the test period. These results should be reviewed in 
consistent with each other. As experiment 2 utilizes the earnings before extraordinary items 
(EBX) figures, a prediction error of 40% would mean that the past average growth generally 
produces an inaccurate estimate by plus minus 40 percent, the previous year’s EBX figure. 
This consequently reveals that the firm’s performance is not able to be determined on the 
basis of the accounting information. Thus, some of the information regarding the 
performance are not captured by the accounts. The market valuation contradicts this and 
states that the accounting information is sufficient in determining the firm's performance. An 
investor is interested in predicting the firm's future performance to determine the object's 
investment potential. However, as numerous investors and analysts estimate future 
performance, the stock price tends to align with the actual performance prior to the release of 
the financial reports. This phenomenon might explain why the past performance's prediction 
power is lower than the market valuation and consequently allocate a higher relevance of the 




5.2.2 Confidence in the experiments  
While the test results might imply that the legitimization of the accounting is not as 
aggravated as the literature states, the uncertainty of the results should be evaluated. The 
OLS regression analysis in experiment 1 returns overall confidence in the retrieved results. 
For the years 2013 and 2018, the Breusch-Pagan test indicates that heteroscedasticity is 
observable in the regression analysis. Adequate countermeasure fails to remove this 
impediment, and we choose to denote this increase in bias as further evidence that the initial 
result might not be as confident as first implied. The explanatory power of the included 
predictor variables for net income (NI) is generally significant over the test period, with a 
few exceptions. Both in 2015 and 2016, the net income returned estimation value for the 
coefficient relatively close to zero, supplemented with a more substantial estimate for equity. 
All other years, the estimation value tends to be considerably higher than the one for equity. 
Additionally, the fluctuation in the estimation value for the income coefficient is severe 
through the test period. This indicates that other factors influence the firm's market value, 
although this is not observed through the adjusted R2 value.  
Furthermore, the equity (BE) predictor variable fluctuates consistently with the income 
variable, which aligns with the relatively high correlation between the two as observed from 
the correlation matrix (Appendix [6]). An interesting observation is that for the years 2014-
2016, the correlation between the two deteriorated and indicated negative values for 2015 
and 2016. As denoted in the previous discussion, the Norwegian economy is heavily centred 
around its petroleum sector. We know that for the period between 2014-2016, a recession in 
the oil price had a considerable effect on the industry. Adjusting the data sample by 
removing the petroleum industry eliminates the precipitation of the correlation and overall 
returns a more stable value. The estimation values for both income and equity still fluctuate; 
however, the low values and consequently insignificant result for income in 2015 and 2016 
are eliminated. The more remarkable observation is that the adjusted R2 value has 
deteriorated from 80-90 percent to fluctuate between 40 and 75 percent. By removing the 
petroleum sector, the regression model becomes less fit. Consequently, the predictor variable 
explains less of the market value. An explanation of this might derive from the indication 
that the market value of firms associated with the petroleum sector is heavily dependent on 
the included variables for income and equity. These results further reinforce the sign that 




experiment 1 are also more in line with the findings of Lev and Gu, in addition, to be more 
consistent with the findings found in the prediction error from experiment 2. The data 
sample for experiment 2 consists of a broader selection of firms, which might explain why 
the initial results indicated inferior relevance of the accounting information. Nevertheless, 
the petroleum sector should not be depreciated from the experiments conducted in this study 
as it still is a central part of the economy. However, it does indicate that future issues 
regarding the legitimacy of accounting might arise as the market capitalization of the 
petroleum cascades.  
Another concern challenging this legitimacy of accounting is the growing proportion of 
values not caught up in the accounts, namely the inherent goodwill. Experiments 4 yields a 
development in this area vary depending on the industry and size of the company, but the 
key takeaway is that it affects all businesses to some extent. The same conclusion can be 
drawn from the OLS regression analysis from experiment 3, where the coefficients of the 
four variables ABPI, PPE, IA, and LAIB stay relatively stable in terms of variation whilst 
the intercept value is increasing over the years. This implies that the variables’ impact ratios 
on the market value remain the same, but the impact of values we cannot identify increases – 
accounts are less capable of reflecting relevance. In simple, graphical terms: Each year, the 
graph will have the same shape, but its starting value will be higher. This can threaten the 
legitimacy of accounting since the accounts are no longer able to provide complete and 
necessary information to its reader in order for them to make good predictions on stock 
prices. The gradually increasing values that are not caught up in financial reports is also 
challenging this legitimacy. Lev and Gu also argue for this based on their findings and hence 
named their book the end of accounting. Although our experiments do not return identical 
results like theirs, due to investigation of different markets, the consensus of the research 
points in the same direction, claiming deficiency in the current reporting system and thereby 
attacking the legitimacy of accounting. 
5.3 Relevance of intangible assets 
This section assesses the characteristics of intangible assets and their implications regarding 
the initial results discussed in the prior section. Recalling the research question for this 




Experiment 3 and 4 were applied to assess this proposition and are the foundation for further 
discussion.  
5.3.1 Valuation of intangible assets 
The first test of experiment 3, MV Balance Sheet Hypothesis, attempts to determine whether 
the market assesses value to the reported intangible assets and whether its effect is positive 
or negative. As the results indicate, the market positively considers the reported intangible 
assets proved with a higher market value. This is consistent with previous findings of Choi et 
al. (2000) and Jennings et al. (1996). However, as denoted previously in the section for 
comparison between the two results, the regression analysis in the third test indicates the 
contrary. The results from the regression analysis imply that for the year 2010-2015, the 
reported intangible assets positively affect the market value, with fluctuating levels of 
significance levels. In 2016-2018 the effect changed dramatically to a negative estimation 
value for the coefficient, referring to table 10. A possible explanation might be observed 
through the substantial relative fluctuation in the estimation value for intangible assets. As 
shown in the analysis and discussed in the prior section of this chapter, the recession in the 
petroleum sector between 2014-2016 indicates apparent causation in the returned test results. 
Adjusting the data sample for the regression analysis by removing the petroleum sector 
returns a more stable estimation value for the intangible coefficient. Furthermore, it also 
retains a positive value for all years and is also significant for 2013-2018. The estimation 
values for both ABPI and PPE maintain a closer ratio similar to Choi's results. These results 
reinforce the confidence that the severe fluctuation in the estimation value for the intangible 
assets was dominated by the petroleum industry, and by removing them consequently 
reinforced the regression analysis. This also means that the regression analysis does support 
the initial test results from the MV Balance Sheet Hypothesis, which stated that the market 
does positively value intangible assets. However, the actual causation of the adjusted test 
result concerning the petroleum sector has not been further investigated. 
5.3.2 Assessment of the confidence in the test results 
The All Balance Sheet Hypothesis was developed to determine firms' performance with a 
substantial ratio of intangible versus those without. As indicated by the test result of the 
portfolio comparison, the intangible intensive firms tend to have higher earnings compared 




amortization cost of intangibles is not assessed as it owns post in the accounts but is 
incorporated into all assets' total amortisation costs, the comparison between the two 
portfolios (adjusted-control) is affected by some inaccuracy. The adjusted portfolio should 
have removed the intangibles' amortization cost to compare the two portfolios. 
Consequently, the EBX variable should be higher. The explanation for why the earnings tend 
to be higher for the intangible intensive firms are two-sided. One reason might be that 
intangible intensive firms retain a supreme performance compared to those without 
intangible assets. Another explanation might be that the intangible intensive firms are more 
sizeable. The results from the hypothesis ABSH 5 and 6 support this. From table [9], both 
total assets and equity are significantly more extensive for the intangible intensive firms. We 
believe the source of the explanation for this phenomenon partially is constituted in the 
Norwegian accounting standard (NRS19). The total intangible assets consist of four items: 
deferred tax asset, research and design, patents, and goodwill. The assessment of these items 
is treated in the accounts with emphasis on the firm’s own ability to assess its value. A more 
prominent firm most likely possesses more resources to evaluate these items accurately.  
Additionally, more prominent firms might be more favourable to inherent higher values for 
both R&D and patents. This is a consequence of said resources that fund the R&D 
department and make it possible to acquire highly valuable patents. Bigger firms might also 
be more likely to acquire other companies, which generates more goodwill. Experiment 4 
indicates that more prominent firms also have the potential to possess more inherent 
goodwill, which further intensifies the reported goodwill. However, this only applies when 
that firm is already considered overvalued. If undervalued, big firms tend to drop 
considerably, and therefore, we can find large companies at the bottom of the inherent 
goodwill rankings, such as DNB and Equinor. Nevertheless, we believe that the current 
accounting standard, principles, and laws are favourable to more prominent firms. The small 
and medium-sized firms most likely possess a higher intangible to total assets ratio than 
what is observed in the experiments performed in this study. These experiments, 
unfortunately, do not reveal any evidence nor information for this claim. This entails 
unreliable prediction when reported intangible assets are included, like for the regression 
analysis performed in experiment 3. As stated, the test results support the claim that the 
market positively values intangible assets. However, these results are solely based on the 




perspective discussed that more prominent firms are more able to report intangible assets, the 
regression analysis might return a higher estimation value for the intangible coefficient. 
Consequently, allocate higher confidence in the estimation value because more valuable 
firms tend to possess more intangibles and vice versa for the small-medium sized firms. This 
reasoning creates the basis for our statement that, although the experiments performed in this 
thesis indicate that intangible assets are positively connected with the capitalization of the 
market value and performance, it cannot be a definite answer regarding the overall research 
question. The applicable accounting practice inadequately covers the characteristics of the 
intangible assets, hence produce an inaccurate measurement of the value possessed by each 
firm. 
5.3.3 Characteristics of development 
Recalling the initial research question of whether the characteristics of the development 
regarding intangible assets challenge the legitimacy of accounting, the included experiments 
indicate that the current accounting practices contain an abbreviated legitimacy in explaining 
individual firms’ performance. Supplementing experiments prove to some extent that the 
characteristic development of intangible assets might express the causation. While the three 
initial experiments yield helpful information, experiment 4 directly addresses the increasing 
problem in terms of the characteristics of the development of intangibles. The results 
indicate that firms are achieving a higher value creation than reported in the accounts. The 
results fluctuate between just a few percent increase to nearly a doubling in the calculated 
value. In the introduction to this thesis, the historical time perspective was considered in 
assessing this development. As stated in the reviewed literature, intangible assets are present 
in most aspects of the firm. We express that a substantial part of this development should be 
denoted to the changing dynamic regarding extensively digital development within the firm. 
As data utilization is becoming increasingly essential in the competitive framework, the 
necessity of an accurate approach to display the associated values increases. Take the 
implementation of artificial intelligence as an example. NRS19 states explicitly that 
expenses associated with the “development regarding introduction or essential upgrading of 
software or standard systems or processes…” (Regnskapsstiftelsen, 2012) are prohibited. 
Cost of acquisition should be expensed with associated operating assets (e.g. tangible assets 
like computers or servers). Therefore, the enterprise is restricted to only display the actual 




derives from such innovative activities. This is a statement to the limiting ability of current 
accounting practices only to display the result of the firm's strategic adjustment, which gives 
little to no accurate assessment of the value creation. As stated by Lev and Gu and further 
discussed earlier in this chapter, the market valuation of a firm tends to align itself to the true 
value before the disclosure of the accounting figures. Referring to Christensen’s (2018) three 
levels of ambition regarding digital development: digitizing, digitalization, and digital 
transformation. As Christensen states, most firms' ambition still relates to the first level. This 
means that more firms will increase their digital development in the future and thus increase 
associated intangible assets. 
5.4 Proposed changes 
Deriving from the results, it is evident that the current reporting practices regarding 
intangible assets are insufficient. Today’s accounting standards, including GAAP, IFRS, and 
NRS, contemplate intangible assets the same way as tangible assets. The same principles are 
applied through stricter limitations for which intangible to include. The purpose with audited 
accounting principles regarding intangible assets is not necessarily to include more of them 
in the accounts. The objective should be to capture more value-creating assets that disclose 
the firm’s ability to achieve superior performance in a competitive framework. Further in 
this section, a review of the possible direction for assessing intangible assets is discussed.   
5.4.1 Stick to status quo 
Before exploring the different alternative alterations, it is essential to highlight the most 
likely scenario in the short term: Sticking to the status quo. Due to humans’ inertia in 
catalyzing changes, this scenario can be reasonable, and it is essential to discuss its 
challenges. To summarize from the earlier discussion, the main threats to this scenario are 
inaccurate information to the authorities to assess the state of the economy, less reliable 
information to the investors, and deficient overview for the firm itself when developing and 
deploying its strategy. These threats are not as severe for the Oslo Stock Exchange due to its 
relatively small size and industrial dependency, but as denoted in a newspaper article 
(Bjeregaard, 2020), the number and capitalization of tech firms are rising. Keeping the 




discussed earlier. However, the indication from the experiments’ results states that it is an 
increasing issue.      
5.4.2 Allowing to display unidentifiable intangible assets 
Applying less restrictive accounting practices to enable each company to display 
unidentifiable assets on their balance sheets would result in a more open and stable 
environment for investors. Theoretically, incentives, hence exchanging inside information, 
could decrease due to this action, making the stock exchanges fairer for investors and 
traders. However, and as stated in this study, assessing the valuation of intangible assets is a 
subject of complexity. The associated risk with a diminished threshold for which intangibles 
to include is a sudden increase of reported intangibles based on an inaccurate assessment. 
This also includes exaggerated amortization cost and underreporting of figures in a tax-
beneficial manner. Another immediate question is what to display. An unidentifiable 
intangible asset is a collective term including everything from data to leadership styles. 
Generalizing what to include in the balance sheets can be challenging due to industrial 
differences in the valuation of the different types of intangibles, suggesting that some assets 
are close to irrelevant in specific industries. The latter subject leads to another 
proposal for change. 
5.4.3 Strategic Resource Planning 
With the gradually increasing complexity and different types of intangible assets and trying 
to generalize a framework for all businesses in various industries, establishing a secondary 
report acts as an adjustment to these changes. As discussed in the CISOMAG (2019) article, 
firms could potentially rogue and report suspiciously high amounts of intangible assets to 
make up for deprivation in other areas. As a countermeasure, the suggestion is to implement 
a second balance sheet solely for intangibles. However, such an approach is nevertheless 
affected by the complexity of assessing the value of intangibles. Additionally, two separate 
balance sheets would require thorough inspection by internal accountants and external 
auditors, implying increased expenses correlated to this action. Lev and Gu (2016) points in 
the direction of the competitive framework and denotes that “accounting-based financial 
reports provide information only on the final outcomes of asset deployment: revenue and 
earnings” [p.125]. They further propose A Strategic Resource & Consequences Report that 




how they were acquired, the risk involved, the deployment of the assets, quantifying and 
report the consequences.” The purpose of this reporting tool is to contemplate both tangible 
and intangible assets in a strategic perspective and thus consider them as either strategic or 
non-strategic resources. Porter (1985) states that strategic resources consist of attributes that 
state that they are valuable, rare, and difficult to imitate. This is in line with the suggestion of 
Haskel and Westlake (2018), which contemplates the 4 S’s, which denotes that the critical 
properties of intangible assets consist of scalability, sunk cost, spillovers, and synergies. The 
general idea of strategic resource reporting is to deviate from the complexity of valuing 
intangibles by focusing on the value creation property of each asset. The purpose is to the 
best extent assigning all relevant information regarding the strategic resource in the report.  
One trend that has become more relevant in recent years is the commerce of so-called non-
fungible tokens (NFT), a unique digital certificate that states who is the owner of digital 
objects. These objects are primarily located in some sort of online media and contemplate a 
peripheral application. Its value is often determined through a bidding process, and its 
integrity is based on blockchain technology. Likewise, the EU Directive on Copyright in the 
Digital Single Market (Directive (EU) 2019/790, 2019), or popularized by its Draft Article 
13, where prepared by the legislators to improve the “value gap” between content creators 
and the different internet platforms. The directive has faced extensive opposition from both 
users and internet platforms, and critics have pointed out this concerns the fundamental 
essence of the internet as an open platform available for everyone. Similar regulations have 
been implemented in the US. Most recognized the repeal of the FCC's net neutrality act 
(Collins, 2018), which imposes the internet providers more authority regarding the end-users 
access to the internet. These examples align with what Haskel and Westlake (2018) denote 
as an increasing issue with intangible assets, their spillovers. Should intangible assets be 
classified among the strategic resource report, preventing spillovers is essential in securing 
valuable, rare, and uncopiable attributes. This proposal's criticism is a definite reminder that 
the issues regarding intangible assets are complex and, therefore, an equilibrium might not 
be achievable. We believe the non-fungible tokens are advantageous as it is, as of now, not 
restricting the opensource principle contemplated in the fundamentals of the internet. 
However, we acknowledge the necessity of regulatory frameworks represented in this case 
by the EU directive.  
A Strategic Resource & Consequences Report would induce a preferable condition for 




current accounting practices should not be neglected in the auditing process of the preceding 
performance of the firm. A sensible approach would be to consider both reports when 
reviewing the competitive ability of the firm. Recalling the level of consequences we 
introduce earlier in this study, which states that insufficient reporting of the actual value 
creation of the firm affects three different levels. The first one is the authority’s ability to 
assess the state of the economy accurately. The second level is the investor level and the 
consequences for the market dynamic. The third and last level, the enterprise itself and its 
ability to assess its competitive performance. The strategic resource report is more suitable 
for evaluating the firm-level of the proposed consequences as well as for the investors' 





6. Conclusion  
The reviewed literature regarding intangible assets and their effect on the current accounting 
practice has been a core inspirational source and hence assisted us in developing this study. 
Multiple approaches have been studied prior to the established methodology we have chosen 
to follow. Simultaneously, the literature has assisted us in achieving a greater perspective of 
the issues we have discussed. Our initial thought on the predicaments regarding intangible 
assets might have had minor implications regarding assessing the firm's competitive 
performance. Preliminary preparation of this thesis introduced ever more evidence that the 
related issues were considerably more complex and irruptive. Our proposed research 
question's primary motivation was to convince ourselves that current accounting practices 
might not be as relevant as we initially thought. Both authors of this study expect a career 
within the audit and consulting and, consequently, will most likely face some of the 
challenges discussed in this paper.  
We conclude that the reviewed literature regarding the depreciated relevance of accounting 
also applies to the tested Norwegian market. Experiments performed both on the stock 
market, and the general sample of enterprises support this statement. Further experiments 
indicate that the stock market is positively valuing the reported intangibles. Additionally, the 
other experiments suggest that evermore of the firms’ intangible assets are produced 
internally, and as of current accounting practices are not included in the reports. As a final 
statement, we recommend that the proposed solution introduced by Lev and Gu, the 
Strategic Resource & Consequences Report, should be considered a part of the official 
reporting criteria in addition to the current accounting practices. This proposal intends to 
increase the accuracy and interpretability of the value-creating activities for each firm—both 
for the enterprise’s strategic perspective in a micro-environment and for the authorities in the 
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[1] Data from SNF 
Accounting variables included in the data set are primarily categorized in three segments: 
Income Statement, Balance, and Generated Variables. A comprehensive review of the included 
variables and the data set collectively can be found in the Working Paper 15/15 “Documentation 
and quality assurance of SNF's and NHH's database on accounting and company information for 
Norwegian companies”. 
 





[2] NACE codes 
Tabular summary of the excluded industry codes  
 
NACE SN02 NACE SN07 Industry name  
1 1 Crop and animal production, hunting and related service activities 
2 2 Forestry and logging  
50 45 Wholesale and retail trade and repair of motor vehicles and 
motorcycles 
52 47 Retail trade, except of motor vehicles and motorcycles 
65 65 Insurance, reinsurance and pension funding, except compulsory 
social security  
66 66 Activities auxiliary to financial services and insurance activities 
70 68 Retail estate activities  
741 69 Legal and accounting activities  
744 73 Advertising and market research 
- 75 Veterinary activities  
71 77 Rental and leasing activities  
745 78 Employment activities  
- 79 Travel agency, tour operator and other reservation service and 
related activities  
746 80 Security and investigation activities  
747 81 Services to buildings and landscape activities  
80 85 Education 
92 90 Creative, arts and entertainment activities  
92 91 Liberian, archives, museums, and other cultural activities  
92 92 Gambling and betting activities  














[4] Experiment 1: OLS Regression Results 
2010 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 6159000 3273000 1.8810 0.0650
NI 8.2740 3.3660 2.4580 0.0170
BE 0.8830 0.9220 0.9580 0.3430




F-value 152.398 p-value 0.1000
N 57
Studentized Breusch-Pagan test 
 
2011 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 6704000 3133000 2.1400 0.0370
NI 4.5190 0.9650 4.6810 0.0000
BE 0.4960 0.3050 1.6240 0.1100




F-value 147.515 p-value 0.8000
N 62
Studentized Breusch-Pagan test 
 
2012 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 6485000 2941000 2.2050 0.0310
NI 4.4680 1.1810 3.7820 0.0000
BE 0.3940 0.3400 1.1560 0.2520




F-value 147.943 p-value 0.6000
N 70






Estimate Std. Error t-value Pr(>|t|)
(Intercept) 6519000 2496000 2.6120 0.0110
NI 22.8000 2.9160 7.8160 0.0000
BE -1.5790 0.3990 -3.9550 0.0000




F-value 206.307 p-value 0.0090
N 77
Studentized Breusch-Pagan test 
 
2014 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 5777000 3171000 1.8220 0.0720
NI 4.0390 1.4090 2.8660 0.0050
BE 1.1090 0.1130 9.8080 0.0000




F-value 113.604 p-value 0.0800
N 80
Studentized Breusch-Pagan test 
 
2015 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 3937000 2174000 1.8110 0.0730
NI 0.1680 0.5610 0.2990 0.7650
BE 1.3040 0.0800 16.3700 0.0000




F-value 216.626 p-value 0.3000
N 117






Estimate Std. Error t-value Pr(>|t|)
(Intercept) 5184000 2012000 2.5760 0.0110
NI -0.0650 0.7660 -0.0840 0.9330
BE 1.4590 0.0680 21.4500 0.0000




F-value 182.025 p-value 0.2000
N 112
Studentized Breusch-Pagan test 
 
2017 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 6156000 2276000 2.7050 0.0080
NI 6.9210 2.0840 3.3210 0.0010
BE 0.4910 0.2940 1.6710 0.0970




F-value 148.211 p-value 0.0500
N 123
Studentized Breusch-Pagan test 
 
2018 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 4801000 2001000 2.3990 0.0180
NI 5.9860 1.3240 4.5220 0.0000
BE 0.7610 0.2130 3.5710 0.0000




F-value 270.251 p-value 0.0200
N 133










[5] Experiment 1: Revised OLS Regression Results  
2010 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 5912000 3517000 1.6810 0.0990
NI 8.3070 3.4960 2.3760 0.0210
BE 1.1110 1.1870 0.9360 0.3540




F-value 10.8570 p-value 0.0005
N 53
Studentized Breusch-Pagan test 
 
2011 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 5079000 3210000 1.5820 0.1190
NI 13.8700 3.7450 3.7030 0.0010
BE -0.4670 0.4760 -0.9810 0.3310




F-value 15.1800 p-value 0.2000
N 58
Studentized Breusch-Pagan test 
 
2012 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 143700 2754000 0.0520 0.9590
NI 25.2900 3.7160 6.8070 0.0000
BE -2.2320 0.5330 -4.1860 0.0000




F-value 34.3840 p-value 0.0030
N 65






Estimate Std. Error t-value Pr(>|t|)
(Intercept) 3770000 2528000 1.4910 0.1410
NI 26.0000 2.8730 9.0480 0.0000
BE -1.5590 0.3710 -4.2040 0.0000




F-value 61.2290 p-value 0.0020
N 68
Studentized Breusch-Pagan test 
 
2014 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 6195000 3492000 1.7740 0.0810
NI 8.0670 2.3480 3.4360 0.0010
BE 0.3760 0.3720 1.0110 0.3160




F-value 22.7080 p-value 0.0400
N 70
Studentized Breusch-Pagan test 
 
2015 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 5115000 2135000 2.3960 0.0180
NI 13.8100 2.4770 5.5760 0.0000
BE -0.5530 0.3380 -1.6370 0.1050




F-value 58.7250 p-value 0.0000
N 104






Estimate Std. Error t-value Pr(>|t|)
(Intercept) 4490000 1600000 2.8060 0.0060
NI 21.4100 2.2820 9.3860 0.0000
BE -0.7410 0.2310 -3.2030 0.0020




F-value 102.878 p-value 0.0000
N 98
Studentized Breusch-Pagan test 
 
2017 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 3941000 2475000 1.5930 0.1140
NI 11.0700 2.4130 4.5880 0.0000
BE 0.3430 0.2990 1.1480 0.2540




F-value 51.38 p-value 0.0030
N 109
Studentized Breusch-Pagan test 
 
2018 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 5161000 2251000 2.2930 0.0240
NI 5.4210 1.7950 3.0200 0.0030
BE 0.7380 0.2320 3.1840 0.0020




F-value 39.2200 p-value 0.0007
N 119





[6] Experiment 1: Correlation Matrix  
 
 
Correlation Matrix – normal sampling 
2010 2011 2012
MV NI BE NHS MV NI BE NHS MV NI BE NHS
MV 1.00 0.95 0.93 0.85 MV 1.00 0.93 0.92 0.79 MV 1.00 0.93 0.92 0.77
NI 1.00 0.98 0.89 NI 1.00 0.95 0.79 NI 1.00 0.96 0.78
BE 1.00 0.95 BE 1.00 0.87 BE 1.00 0.86
NHS 1.00 NHS 1.00 NHS 1.00
2013 2014 2015
MV NI BE NHS MV NI BE NHS MV NI BE NHS
MV 1.00 0.93 0.90 0.62 MV 1.00 0.60 0.89 0.63 MV 1.00 -0.55 0.89 NA
NI 1.00 0.98 0.65 NI 1.00 0.54 0.28 NI 1.00 -0.63 NA
BE 1.00 0.74 BE 1.00 0.72 BE 1.00 NA
NHS 1.00 NHS 1.00 NHS NA
2016 2017 2018
MV NI BE NHS MV NI BE NHS MV NI BE NHS
MV 1.00 -0.30 0.91 0.26 MV 1.00 0.88 0.88 0.47 MV 1.00 0.92 0.92 0.59
NI 1.00 -0.32 -0.18 NI 1.00 0.97 0.47 NI 1.00 0.96 0.58
BE 1.00 0.30 BE 1.00 0.55 BE 1.00 0.63




Correlation Matrix – without petroleum industry 
2010 2011 2012
MV NI BE NHS MV NI BE NHS MV NI BE NHS
MV 1.00 0.62 0.52 0.35 MV 1.00 0.64 0.56 0.26 MV 1.00 0.68 0.58 0.24
NI 1.00 0.76 0.53 NI 1.00 0.78 0.09 NI 1.00 0.80 -0.01
BE 1.00 0.88 BE 1.00 0.57 BE 1.00 0.53
NHS 1.00 NHS 1.00 NHS 1.00
2013 2014 2015
MV NI BE NHS MV NI BE NHS MV NI BE NHS
MV 1.00 0.82 0.63 0.13 MV 1.00 0.70 0.65 0.18 MV 1.00 0.72 0.63 NA
NI 1.00 0.87 0.07 NI 1.00 0.84 0.16 NI 1.00 0.93 NA
BE 1.00 0.36 BE 1.00 0.35 BE 1.00 NA
NHS 1.00 NHS 1.00 NHS NA
2016 2017 2018
MV NI BE NHS MV NI BE NHS MV NI BE NHS
MV 1.00 0.86 0.74 0.03 MV 1.00 0.75 0.72 0.13 MV 1.00 0.67 0.68 0.13
NI 1.00 0.93 0.08 NI 1.00 0.86 -0.04 NI 1.00 0.81 0.01
BE 1.00 0.09 BE 1.00 0.19 BE 1.00 0.23




[7] Experiment 3: Mean Values MVBSH 
2012 
Variables Experimental Adjusted Control
PIA 0.2686
TA  2,258,056  1,551,719  13,791,130
BE  652,818  -53,519  2,078,155
EBX  221,038  221,038  45,231
BM 0.2837 0.1482 1.2076  
2013 
Variables Experimental Adjusted Control
PIA 0.2342
TA 2,277,774     1,529,895                  13,432,047                
BE 753,658        5,779                        1,953,950                  
EBX 300,831        300,831                    78,338                      
BM 0.4157 0.2598 1.2892  
2014 
Variables Experimental Adjusted Control
PIA 0.2349
TA 2,157,163     1,324,078                  13,985,336                
BE 717,068        116,018                     2,435,878                  
EBX 185,787        185,787                    213,751                     
BM 0.3837 0.2407 0.0795  
2015 
Variables Experimental Adjusted Control
PIA 0.2512
TA 2,701,502     1,602,952                  5,350,013                  
BE 946,910        151,640                     1,835,055                  
EBX 5,976             5,976                         319,040                    





Variables Experimental Adjusted Control
PIA 0.2708
TA 13,961,758    9,342,227                  11,845,207                
BE 3,383,370     1,236,161                   3,776,921                  
EBX 270,509        270,509                    366,056                    
BM 0.2164 0.0366 0.6900  
2017 
Variables Experimental Adjusted Control
PIA 0.2555
TA 13,172,373    9,412,198                  9,906,301                  
BE 3,458,583     301,592                     3,107,461                  
EBX 809,207        809,207                    63,331                      
BM 0.1716 0.0544 0.2888  
2018 
Variables Experimental Adjusted Control
PIA 0.2402
TA  11,487,269  7,831,837  8,511,816
BE  3,223,561  -431,871  2,509,520
EBX  944,596  944,596  5,190
BM 0.2119 0.0834 0.2156  
 
[8] Wilcoxon Signed Ranked t-test MVBSH 






TA 7895531 5392463 10387941 0.8117 0.7593
BE 2148870 -354199 2646501 0.5854 0.0000
EBX 467090 467090 102869 0.0460 0.0460
BM 0.2743 0.1300 0.6103 0.1678 0.0290





[9] Experiment 3: Mean Values ABSH 
2001 
Variables Experimental Adjusted Control
PIA 0.3127
TA 74,488          42,977                      28,367                      
BE 25,879          5,632                         10,140                      
EBX 214 214 1084  
2002 
Variables Experimental Adjusted Control
PIA 0.3269
TA 90,790          55,495                      24,972                      
BE 33,247          2,048                         9,072                        
EBX 1001 1001 397  
2003 
Variables Experimental Adjusted Control
PIA 0.3303
TA 87,496          53,434                      26,552                      
BE 31,897          2,165                         10,606                      
EBX 62 62 493  
2004 
Variables Experimental Adjusted Control
PIA 0.3466
TA 84,707          54,203                      34,647                      
BE 29,155          1,349                         14,747                      
EBX 607              607                          1,691                         
2005 
Variables Experimental Adjusted Control
PIA 0.3397
TA 81,309          51,015                      40,395                      
BE 28,573          1,721                         16,991                      





Variables Experimental Adjusted Control
PIA 0.3347
TA 114,532        75,714                      34,844                      
BE 39,972          1,154                        15,327                      
EBX 6,315           6,315                        2,819                         
2007 
Variables Experimental Adjusted Control
PIA 0.3369
TA 106,363        68,769                      36,231                      
BE 37,942          347                          15,283                      
EBX 3,955           3,955                        2,484                         
2008 
Variables Experimental Adjusted Control
PIA 0.3307
TA 103,268        65,428                      40,095                      
BE 36,117          1,723                         16,215                      
EBX 4,408           4,408                        1,782                         
2009 
Variables Experimental Adjusted Control
PIA 0.3544
TA 126,091        80,570                      45,219                      
BE 39,491          6,030                         21,186                      
EBX 4,092            4,092                        2,357                         
2010 
Variables Experimental Adjusted Control
PIA 0.3751
TA 126,433        82,543                      52,197                      
BE 40,704          3,187                         21,833                      





Variables Experimental Adjusted Control
PIA 0.3780
TA 148,008        97,462                      49,865                      
BE 49,097          1,449                         22,240                      
EBX 6,999           6,999                        432                           
2012 
Variables Experimental Adjusted Control
PIA 0.4025
TA 144,982        89,776                      60,453                      
BE 45,692          9,514                         24,137                      
EBX 3,031           3,031                        1,794                         
2013 
Variables Experimental Adjusted Control
PIA 0.4100
TA 156,957        96,487                      67,725                      
BE 47,829          12,642                       24,865                      
EBX 4,597           4,597                        2,323                         
2014 
Variables Experimental Adjusted Control
PIA 0.4159
TA 190,656        117,230                    50,337                      
BE 48,757          24,670                       15,698                      
EBX 1,302           1,302                        1,050                         
2015 
Variables Experimental Adjusted Control
PIA 0.4270
TA 247,892        164,601                    919,875                    
BE 63,880          19,411                       55,853                      





Variables Experimental Adjusted Control
PIA 0.4274
TA 192,125        116,418                    50,071                      
BE 54,482          21,225                       21,494                      
EBX 6,215           6,215                        1,371                         
2017 
Variables Experimental Adjusted Control
PIA 0.4330
TA 222,718        138,313                    42,081                      
BE 62,988          21,417                       21,999                      
EBX 10,335          10,335                      2,132                         
2018 
Variables Experimental Adjusted Control
PIA 0.4433
TA 201,962        120,819                    48,546                      
BE 64,858          16,285                       30,898                      
EBX 11,598          11,598                      369                           
 
[10] Wilcoxon Signed Ranked t-test ABSH 






TA 154255 96718 115578 0.0000 0.0019
BE 46919 -10618 23280 0.0003 0.0000
EBX 4686 4686 1580 0.0012 0.0012







[11] Experiment 3: OLS Regression Analysis  
2010 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 636400 1496000 0.4250 0.6720
ABPI 1.8920 0.1210 15.6000 0.0000
PPE 16.6400 1.4700 11.3100 0.0000
IA 7.2610 3.8950 1.8640 0.0670









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 455000 1470000 0.3090 0.7580
ABPI 1.4930 0.1020 14.5900 0.0000
PPE 14.0300 1.3830 10.1400 0.0000
IA 11.8400 3.6170 3.2730 0.0020









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 1178000 1337000 0.8810 0.3810
ABPI 1.4950 0.0420 35.6800 0.0000
PPE 15.3900 1.1720 13.1400 0.0000
IA 5.6380 3.8710 1.4570 0.1490












Estimate Std. Error t-value Pr(>|t|)
(Intercept) 318988 820102 0.3890 0.6980
ABPI 1.1710 0.0400 29.3090 0.0000
PPE 16.9180 0.6520 25.9430 0.0000
IA 7.1010 1.8090 3.9260 0.0000









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 1626000 726400 2.2380 0.0280
ABPI 1.0540 0.0580 18.3300 0.0000
PPE 18.0900 0.5620 32.2000 0.0000
IA 0.3280 1.1820 0.2780 0.7820









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 1574000 730600 2.1550 0.0330
ABPI 1.1090 0.0520 21.5100 0.0000
PPE 17.4000 0.5840 29.7800 0.0000
IA 2.2200 1.1610 1.9120 0.0590












Estimate Std. Error t-value Pr(>|t|)
(Intercept) 2364000 1004000 2.3550 0.0200
ABPI 1.7290 0.0480 36.3400 0.0000
PPE 13.1400 0.7430 17.6800 0.0000
IA -11.2500 0.9750 -11.5400 0.0000









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 3016000 1151000 2.6200 0.0100
ABPI 1.4710 0.0500 29.2900 0.0000
PPE 16.5200 0.9140 18.0700 0.0000
IA -18.7100 1.4010 -13.3500 0.0000









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 1935000 1067000 1.8140 0.0720
ABPI 2.0410 0.0490 41.4000 0.0000
PPE 13.9200 0.7980 17.4500 0.0000
IA -12.2600 1.1150 -10.9900 0.0000












[12] Experiment 3: Revised OLS Regression Results 
2010 
Estimate Std. Error t-value Pr(>|t|)
(Intercept) 2390000 1595000 1.4980 0.1390
ABPI 1.4570 0.1950 7.4710 0.0000
PPE 16.6600 1.4730 11.3100 0.0000
IA 4.6720 4.2430 1.1010 0.2750









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 2343000 1450000 1.6160 0.1110
ABPI 0.9610 0.1660 5.7860 0.0000
PPE 15.2500 1.3380 11.4000 0.0000
IA 4.0580 4.0700 0.9970 0.3220












Estimate Std. Error t-value Pr(>|t|)
(Intercept) 2324000 1334000 1.7430 0.0850
ABPI 0.9970 0.1660 6.0100 0.0000
PPE 15.1200 1.1220 13.4800 0.0000
IA 5.3580 3.6970 1.4490 0.1510









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 768829 865906 0.8880 0.3770
ABPI 1.0090 0.1120 8.9870 0.0000
PPE 16.9260 0.6500 26.0340 0.0000
IA 5.9880 1.9390 3.0880 0.0030









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 358450 700598 0.5120 0.6100
ABPI 1.4520 0.0980 14.8860 0.0000
PPE 18.0210 0.5020 35.8970 0.0000
IA 3.7570 1.2730 2.9510 0.0040












Estimate Std. Error t-value Pr(>|t|)
(Intercept) 1302000 776400 1.6780 0.0970
ABPI 1.2680 0.1130 11.2200 0.0000
PPE 17.4400 0.5820 29.9700 0.0000
IA 3.1830 1.3180 2.4150 0.0180









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 1448000 678500 2.1340 0.0350
ABPI 1.4010 0.0970 14.5100 0.0000
PPE 12.3000 0.4760 25.8500 0.0000
IA 4.7910 1.4530 3.2970 0.0010









Estimate Std. Error t-value Pr(>|t|)
(Intercept) 588531 550668 1.0690 0.2870
ABPI 2.0380 0.0860 23.7090 0.0000
PPE 15.8480 0.4110 38.5160 0.0000
IA 6.3100 1.2570 5.0190 0.0000












Estimate Std. Error t-value Pr(>|t|)
(Intercept) 1166000 762400 1.5290 0.1290
ABPI 1.5240 0.1200 12.6500 0.0000
PPE 12.9800 0.5270 24.6000 0.0000
IA 6.0270 1.6110 3.7420 0.0000




F-value 388.2440 p-value 0.0300
N 139
Studentized Breusch-Pagan test
 
 
