This note proves the existence of a solution to a certain martingale problem and relates the martingale property of a given nonnegative local martingale under one measure to an integral test of a related functional under another measure.
Introduction
In this note, we study Girsanov's question 1 in the context of (not necessarily one-dimensional) solutions to stochastic differential equations: Under which conditions is a stochastic exponential a true martingale? The condition we provide here is of probabilistic nature and both sufficient and necessary. It relates the martingale property of a local martingale to the almost sure finiteness of a certain integral functional under a related measure.
To illustrate the condition informally, assume that the stochastic differential equation dX(t) = b(t, X)dt + σ(t, X)dW (t), X(0) = x 0 has a (possibly explosive) weak solution X, defined on some probability space, for some non-anticipative functionals b and σ. Consider a non-anticipative functional µ and the corresponding nonnegative local martingale Z, given by Z(t) := exp We first show, in Proposition 1, that the stochastic differential equation
dY (t) = (b(t, Y ) + σ(t, Y )µ(t, Y )) dt + σ(t, Y )dW (t),
also has a (possibly explosive) weak solution Y , at least up to a stopping time. For the sake of this informal discussion only, assume that this solution is unique in the sense of the distribution. Then the local martingale Z is a martingale if and only if · 0 µ(s, Y ) 2 ds < ∞ holds almost surely. We refer the reader to Theorem 1 below for the precise statement. The conditions in this note are sharp and hold under minimal assumptions but are purely probabilistic and, in particular, often require additional existence and uniqueness results to be applicable.
Related literature
The idea for such a probabilistic condition goes back at least to Wong and Heyde (2004) who connected the martingale property of the process Z with µ(·, X) ≡ X(·) to the question whether a related diffusion explodes. Unfortunately, as pointed out by Mijatović and Urusov (2011) , this paper contained some mistakes in the precise statements and arguments; see also Wong (2011) . The conditions in Engelbert and Senf (1991) and Blei and Engelbert (2009) are closely related to those discussed here, as they also involve the explosiveness of the quadratic variation of the local martingale's stochastic logarithm. In the one-dimensional case, Karatzas and Ruf (2013) work out a precise relationship between explosions of solutions to stochastic differential equations and the martingale property of related processes. Engelbert and Schmidt (1984) provide analytic conditions on the functionals b, σ, and µ for the martingale property of the local martingale Z, in the context of time-homogeneous conditions. Stummer (1993) provides further analytic conditions if the dispersion function is the identity. In the one-dimensional case, a full analytic characterization of the martingale property of Z is provided by Mijatović and Urusov (2012b) . In the specific setup of "removing the drift," Rydberg (1997) and, in the context of stochastic volatility models, Sin (1998) give easily verifiable conditions. Blanchet and Ruf (2013) describe a methodology to decide on the martingale property of a nonnegative local martingale, based on weak convergence considerations. For further pointers to a huge amount of literature in this area, we refer the reader to Ruf (2013) .
Setup
We now formally introduce the setup of this work. We start by discussing a specific martingale problem whose solution is the starting point for our analysis. We then introduce a nonnegative local martingale Z and the class of corresponding candidate measures, which we shall use to formulate a necessary and sufficient condition that the local martingale Z is a martingale. We end this section by introducing a canonical probability space that shall be utilized in the proofs. Thus, M is the set of all (E {∆})-valued continuous functions m that start in x 0 , are allowed to jump to a cemetery state ∆ at some time ζ(m), and get absorbed in that state.
Generalized local martingale problem
We call a function g with domain [0, ∞) × M non-anticipating if g is measurable and, for all t ≥ 0, we have g(t, m) = g(t, m) for all m, m ∈ M with m(· ∧ t) ≡ m(· ∧ t). For example, the function g is non-anticipating if g(·, m) = g(m(·)) for all m ∈ M, where g : E {∆} → R is measurable.
For all m ∈ M and all open sets E ′ ⊂ E, write
For all vector-and matrix-valued functions b and a, write b i and a i,j to denote their components. The next definition is in the spirit of Section 1.13 in Pinsky (1995) :
such that the function a is symmetric and non-negative definite.
• We call a filtered probability space (Ω, F, F, P ) along with a progressively measurable process X taking values in E {∆}, so that X(·, ω) ∈ M for all ω ∈ Ω, a solution to the generalized local martingale problem corresponding to the quadruplet (E, x 0 , a, b) if there exists a nondecreasing sequence (E j ) j∈N of open subsets of E with E = j∈N E j such that the process
is a P -local martingale for each j ∈ N and twice continuously differentiable function f : E → R with partial derivatives f x i and f x i ,x j .
• Given a function τ :
≤t is a non-anticipative function, where (t, m) ∈ [0, ∞) × M, we say that a filtered probability space (Ω, F, F, P ) along with a progressively measurable process X is a solution to the generalized local martingale problem corresponding to the quadruplet (E, (1) is a P -martingale for each j, n ∈ N and twice continuously differentiable function f : E → R.
• We shall say that a solution (Ω, F, F, Q), X to a generalized local martingale problem is unique in the sense of the distribution if any solution
Observe that the initial point x 0 is fixed in Definition 1; in particular, the solution to a generalized local martingale problem here is not a family of probability measures indexed over the initial point, but one probability measure only. See, for example, Engelbert (2000) for this subtle point. This weaker requirement allows us to apply the characterization of this note to a larger class of processes.
Assume that (Ω, F, F, P ), X is a solution to the generalized local martingale problem corresponding to the quadruplet (E, x 0 , a, b). If the function a can be written as a = σσ T for some non-anticipating function σ : [0, ∞) × M → R d×n , where n ∈ N, then it can be argued similarly to Proposition 5.4.6 in Karatzas and Shreve (1991) that there exists an n-dimensional Brownian motion W = (W (t)) t≥0 on an extension of the probability space (Ω, F, F, P ) such that
for all j ∈ N, where we use the notation ρ j := ρ E j (X) from now on. Throughout this note, we shall work under the following assumption:
For this set of parameters, there exists a solution
(Ω, F, F, P ), X to the generalized local martingale problem corresponding to (E, x 0 , a, b) and a Brownian motion W satisfying (2). Moreover, a non-anticipating function µ : [0, ∞) × M → R n is given.
Various sufficient conditions for this standing assumption to hold are provided in Chapter 1 of Cherny and Engelbert (2005) .
A nonnegative local martingale
Next, consider the process Z = (Z(t)) t≥0 , defined by
for all t ≥ 0, where · denotes the Euclidean L 2 -norm and
for all m ∈ M. Therefore, τ (X) is a stopping time. Note that the process Z is well-defined, satisfies Z(t) = 0 on the event {τ (X) ≤ t} and is a continuous local martingale; see also Lemma 1 in Ruf (2013) . For later use, we define
for all m ∈ M and n ∈ N, so that (τ n (X)) n∈N is a nondecreasing sequence of stopping times with lim n↑∞ τ n (X) = τ (X). We shall use the notation Z τ (·) = Z(· ∧ τ ) for the stopped version of Z, where τ is a stopping time. Note that Novikov's condition yields that the local martingale Z τn(X) is a uniformly integrable martingale for each n ∈ N.
Candidate measures
We are interested in finding a necessary and sufficient condition such that the nonnegative local martingale Z is a true martingale. The condition that we discuss in this work is of probabilistic nature and is formulated under a certain probability measure that is related to the probability measure P in the following way:
Definition 2 (Candidate measure). A probability measure Q on (Ω, F) is called a candidate measure if (Ω, F, F, Q), X is a solution to the generalized local martingale problem corresponding to (E, x 0 , a, b) on [0, τ (X)), where we used
for all (t, m) ∈ [0, ∞) × M.
Canonical space
For later use, note that a solution to the generalized local martingale problem also exists on a certain canonical space, defined as follows:
Definition 3 (Canonical space corresponding to the generalized local martingale problem of Definition 1).
Set Ω c = M × M, where M is defined as M but the paths start in zero and take values in (R n { ∆}) for some cemetery state ∆ / ∈ R n . Thus, Ω c is the set of all paths, taking values in (E {∆}) × (R n { ∆}) and being continuous (apart from two possible jumps), such that the first d components, given by M, get absorbed in ∆ after hitting it and the last n components, given by M get absorbed in ∆ after hitting it.
Let Y = (Y (t)) t≥0 denote the canonical process; to wit, Y (t) ≡ Y (t, ω) = ω(t) for all ω ∈ Ω c . Moreover, let F c = (F c (t)) t≥0 denote the right-continuous modification of the filtration generated by the process Y , and define the sigma algebra F c = t≥0 F c (t). Then we call (Ω c , F c , F c ) the canonical space (supporting an n-dimensional Brownian motion) corresponding to the generalized local martingale problem of Definition 1.
Observe that the existence of a solution (Ω, F, F, P ), X to the generalized local martingale also implies the existence of a solution (Ω c , F c , F c , P c ), X on the canonical space such that (2) holds where W now is a P c -Brownian motion and W (·, ω) = (ω d+1 (·), · · · , ω d+n (·)) for all all ω ∈ Ω c . For example, such a solution can be constructed from a general solution (Ω, F, F, P ), X by applying the mapping ω(·) ∈ Ω → (X(·, ω), W (·, ω)) ∈ Ω c and defining
Moreover, we then may assume the process Z to be defined on the canonical space (without changing its distributional properties). Thus, without loss of generality, we make the following standing assumption from now on:
Standing assumption 2. The underlying probability space is the canonical one of Definition 3, that is,
(Ω, F, F, P ) = (Ω c , F c , F c , P c ).
Main result
Before stating a characterization of the martingale property of the local martingale Z we first show that a solution to the generalized local martingale problem corresponding to (E, x 0 , a, b) exists up to a stopping time, where the function b is defined in (4):
Proposition 1 (Existence of a candidate measure). There exists a candidate measure Q such that the process X(·∧τ n (X)) has the same distribution under Q as under the measure Q n , defined by dQ n = Z τn(X) (∞)dP for all n ∈ N.
Proof. Define the sequence (Q n ) n∈N of probability measures as in the statement. Observe now that Q n (A) = Q m (A) for all A ∈ F (τn(X)∧τm(X))− and n, m ∈ N. Thus, the set function Q : n∈N F τn(X)− → [0, 1] with A → Q n (A) for all A ∈ F τn(X)− is well-defined. A standard extension theorem, such as Theorem V.4.1 in Parthasarathy (1967) , then yields that Q can be extended to a probability measure on n∈N F τn(X)− . The canonical probability space of Subsection 2.4 satisfies the conditions of that extension theorem, by the same arguments as in Remark 6.1.1 of Föllmer (1972) ; see also Appendix B in Carr et al. (2013) . We now may arbitrarily extend this measure, defined on (Ω, n∈N F τn(X)− ), to a probability measure on (Ω, F); for example, by only charging those paths ω ∈ Ω that satisfy ω(τ (X)) = (∆, ∆). With a slight misuse of notation, we again write Q for this probability measure, constructed via an extension argument.
We need to show that Q is a candidate measure. Since lim n↑N τ n (m) = τ (m) holds for all m ∈ M, the statement follows from applying Girsanov's theorem to the Radon-Nikodym derivative Z τn(X) (∞).
Note that it is a common approach to use a change of measure to prove the existence of a solution to a given martingale problem, as in the proof of Proposition 1; see, for example, Stroock and Varadhan (2006) .
Remark 1 (Lack of uniqueness of the candidate measure Q in Proposition 1). Observe that Proposition 1 does not make any assertion concerning the uniqueness of the candidate measure Q. In general, such uniqueness does not hold. However, after fixing a probability measure P from a solution to the underlying generalized local martingale problem corresponding to (E, x 0 , a, b) , the probability measure Q of Proposition 1 is uniquely determined on n∈N F τn(X) by the characterization that the process X(· ∧ τ n (X)) has the same distribution under Q as under the measure Q n . This follows from a standard pi-lambda argument. Nevertheless, many more candidate measures might exist.
We now are ready to state a characterization of the martingale property of the local martingale Z:
Theorem 1 (Characterization of martingale property). The following equivalence holds: The local martingale Z, given in (3), is a P -martingale if and only if
for all t ≥ 0. Here, Q denotes the candidate measure of Proposition 1.
Proof. We start by assuming that Z is a martingale. Then we need to show that Q(A n ) = 0 for the sequence of non-decreasing events (A n ) n∈N , defined by
for all n ∈ N. Fix n ∈ N and observe that the martingale property of Z yields a measure Q Z , defined by dQ Z = Z(n)dP = Z(n ∧ τ (X))dP . Since F (n∧τ (X))− = m∈N F (n∧τm(X))− , it is easy to see that
For the reverse direction, the martingale property of Z follows from applying Lemma III.3.3 in Jacod and Shiryaev (2003) to the sequence of stopping times (τ n (X)) n∈N that now converge Q-almost surely to infinity.
It is worth to ponder the implications of the previous result. Loosely speaking, it says that if one has two stochastic differential equations, each of which has a unique weak solution, which share the same functional form of the diffusion coefficient, and the solutions have the same support in path space, then one can always define the change of measure (at least, up to finite deterministic times). This change of measure is given by the corresponding exponential local martingale, which consequently is a true martingale. Thus, to show the martingale property of the putative exponential local martingale, one can take advantage of the well developed theory for existence and uniqueness of stochastic differential equations.
We refer the reader to Musiela (1986) , Engelbert and Senf (1991) , Khoshnevisan et al. (2006) , and Mijatović and Urusov (2012a) for analytic conditions that yield (5) in the case d = 1. Note that, if the candidate measure is unique, we may utilize Theorem 1 in the reverse way as an integral test. If we can show, via a different method, that the stochastic exponential of a given process µ(·, X) is a P -martingale under the corresponding measure P then (5) holds. We remark that for the one-dimensional, time-homogeneous case, under some additional regularity conditions, analytic results have been obtained; most notably, by Mijatović and Urusov (2012b) in terms of the behavior of X under P and Q at the boundary points of the one-dimensional interval E.
Thereom 1 implies the following useful corollaries:
Corollary 1 (Non-explosiveness). Suppose that Q(τ (X) = ∞) = 1 holds for each candidate measure Q. Then the local martingale Z is a martingale.
Proof. The statement follows from Corollary 1, after replacing the function µ(t, ·) by µ(t, ·)1 τ (·)>t for all t ≥ 0.
Remark 2 (Some caveats concerning Theorem 1 and Corollary 1). We emphasize certain points concerning Theorem 1 and Corollary 1:
• The choice of a solution to the generalized local martingale problem corresponding to (E, x 0 , a, b) matters for the question whether the local martingale Z is a martingale. Indeed, as Example 1 illustrates, the local martingale Z might be a true martingale under one measure and a strict local martingale under another measure.
• However, the choice of candidate measure Q among the ones that satisfy the conditions in Proposition 1, namely the prescribed distribution up to time τ n (X) for all n ∈ N, is not relevant. This is due to the fact that (5) holds either for all such probability measures with the prescribed "local" distribution or for none since t 0 µ(s, X) 2 ds is F τ (X)− -measurable for all t ≥ 0; see also Remark 1.
• The reverse direction in Corollary 1 does usually not hold. Again, Example 1 illustrates this point.
• The generalized local martingale problem corresponding to (E, x 0 , a, b + σµ) might have a solution that is unique in the sense of the distribution among the subset of non-explosive solutions, but that is not unique among all solutions. Nevertheless, Theorem 1 may be applied, but the probability measure Q needs to be chosen carefully. See Example 2 for an illustration.
• We have not assumed that the local martingale Z is strictly positive. For example, consider the parameter constellation E = R + , x 0 = 1, σ(·, ·) ≡ 1, b(·, ·) = 0, and µ(t, m) = 1/m(t)1 ρ E (m)>t for all t ≥ 0 and m ∈ M. The solution to the generalized local martingale problem corresponding to (E, x 0 , a, b) = (R + , 1, 1, 0) then is Brownian motion killed when hitting zero and is unique in the sense of the distribution. Note that the local martingale Z is a Brownian motion stopped in zero. It is easy to check (5), or, alternatively, the condition in Corollary 1. Thus we obtain the obvious statement that the local martingale Z is a true martingale.
Examples
The examples of this section illustrate the subtle points in the application of Theorem 1 and Corollary 1.
Example 1 (Non-uniqueness). Let E = R + and x 0 = 1.
, and µ(t, m) = −b(t, m) for all t ≥ 0 and m ∈ M. The generalized local martingale problem corresponding to the quadruplet (E, x 0 , a, b) has a solution (Ω, F, F, P 1 ), X; indeed X(·) ≡ 1 satisfies all conditions. Thus, the standing assumptions are satisfied. However, the solution is not unique. Another solution (Ω, F, F, P 2 ), X would be the three-dimensional Bessel process, started in one.
Observe that the process Z is a local martingale in each case. In the first case, it is almost surely constant one, that is, P 1 (Z(·) ≡ 1) = 1, and thus the process Z is a P 1 -martingale. In the second case, Itô's formula yields that Z is distributed as the reciprocal of a three-dimensional Bessel process and thus, a strict P 2 -local martingale.
Consider now the generalized local martingale problem corresponding to the quadruplet (E, x 0 , a, b + σµ) = (R + , 1, a, 0), which also has a solution according to Proposition 1. Indeed, it has several solutions, in particular the constant process (Ω, F, F, Q 1 ), X with Q 1 ≡ P and the Brownian motion measure (Ω, F, F, Q 2 ), X, where X is a Q 2 -Brownian motion. Note that (5) with Q = Q 1 holds but with Q = Q 2 fails. This observation is consistent with the fact that Z is a P 1 -martingale but a strict P 2 -local martingale.
The next example illustrates that the choice of the probability measure Q in Theorem 1 is highly relevant. However, if the generalized local martingale problem corresponding to the quadruplet (E, x 0 , a, b + σµ) has a unique solution, then there exists only one such candidate probability measure Q.
Example 2 (Uniqueness of non-explosive solution). Let E = R and x 0 = 0. Set d = n = 1, a(t, m) = σ(t, m) = 1 − 1 min s≤t {m(s)}=0=max s≤t {m(s)} , b(t, m) = 0, and µ(t, m) = (m(t)) 2 1 ρ E (m)>s for all t ≥ 0 and m ∈ M. Again, the generalized local martingale problem corresponding to the quadruplet (E, x 0 , a, b) has several solutions; for example (Ω, F, F, P 1 ), X such that P 1 (X(·) ≡ 0) = 0 and (Ω, F, F, P 2 ), X such that the process X is a P 2 -Brownian motion.
Consider now the generalized local martingale problem corresponding to the quadruplet (E, x 0 , a, b + σµ) = (R, 0, a, aµ). Clearly, it has several solutions, in particular the constant process (Ω, F, F, Q 1 ), X with Q 1 ≡ P and, moreover, (Ω, F, F, Q 2 ), X, where X satisfies the stochastic differential equation
2 ds + W (t)
for some Q 2 -Brownian motion W up to an explosion time, which is finite Q 2 -almost surely by Feller's test of explosions. Indeed, it is easy to see that the choice of parameters in this example implies that any solution to the generalized local martingale problem corresponding to the quadruplet (R, 0, a, aµ) is a process that is either constant zero or explodes almost surely. Thus, this martingale problem has a unique non-explosive solution.
However, note that Theorem 1 does rely on a certain choice of solution Q, which not always corresponds to Q 1 . In particular, Z here is a P 1 -martingale but a strict P 2 -local martingale.
