Abstract. In this article, we prove Herglotz's theorem for Hilbert-valued time series. This requires the notion of an operator-valued measure, which we shall make precise for our setting. Herglotz's theorem for functional time series allows to generalize existing results that are central to frequency domain analysis on the function space. In particular, we use this result to prove the existence of a functional Cramér representation of a large class of processes, including those with jumps in the spectral distribution and long-memory processes. We furthermore obtain an optimal finite dimensional reduction of the time series under weaker assumptions than available in the literature. The results of this paper therefore enable Fourier analysis for processes of which the spectral density operator does not necessarily exist. Keywords: Functional data analysis, spectral analysis, time series 2010 Mathematics Subject Classification. Primary: 60G10; Secondary: 62M15.
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As a result of a surge in data storage techniques, many data sets can be viewed as being sampled continuously on their domain of definition. It is therefore natural to think of the data points as being objects and embed them into an appropriate mathematical space that accounts for the particular properties and structure of the space. The development of meaningful statistical treatment of these objects is known as functional data analysis and views each random element as a point in a function space. Not surprisingly, this has become an active field of research in recent years. If the random functions can be considered an ordered collection tX t u tP we call this collection dependent functional data or a functional time series. The function space where each X t takes its values is usually assumed to be the Hilbert space L 2 pr0, 1sq, in which case we can parametrize our functions τ Þ Ñ X t pτ q, τ P r0, 1s.
While the literature on classical time series finds its origin in harmonic analysis, the literature on its functional counterpart started in the time domain. The frequency domain arises however quite naturally in the analysis of dependent functional data. The second order dependence structure encodes the relevant information on the shape and smoothness properties of the random curves. It provides a way to optimally extract the intrinisically infinite variation carried by the random functions to lower dimension. In case the functional time series is weakly stationary, the second order dependence structure can be specified in the time domain through an infinite sequence of lag h covariance operators C h " " pX 0´m q b pX h´m q ‰ , h P , where m is the mean function of X, which is the unique element of H such that xm, gy " xX, gy, g P H. Unlike independent functional data, where one only needs to consider the within curves dynamics as captured by the operator C 0 , functional time series require to take into account also all the between curve dynamics as given by the infinite sequence of lag covariance operators C h for h ‰ 0. The full second order dynamics are then more straightforwardly captured in the frequency domain, and an initial framework for Fourier analysis of random functions was therefore developed in Panaretos and Tavakoli (2013b) . Their framework of frequency domain-based inference is however restricted to processes for which the notion of a spectral density operator, defined as the Fourier transform of the sequence of h-lag covariance operators,
exists. In this case, the autocovariance operator at lag h can itself be represented as
where the convergence holds in the appropriate operator norm. For processes of which F ω has absolutely summable eigenvalues, Panaretos and Tavakoli (2013a) derived a functional Cramér representation and showed that the eigenfunctions of F ω allow a harmonic principal component analysis, providing an optimal representation of the time series in finite dimension. An optimal finite dimensional representation of a functional time series was also derived by Hörmann et al. (2015) for L 2 m -approximable sequences under slightly weaker assumptions. In both works, the spectral density operator can be seen to take the same role as the covariance operator for independent functional data in the classical Karhunen-Loève expansion (Karhunen, 1947; Loève, 1948) . Van Delft and Eichler (2018) extended frequency domain-based inference for functional data to locally stationary processes allowing thus to relax the notion of weak stationarity and to consider time-dependent second order dynamics through a time-varying spectral density operator. Since frequency domain based inference does not require structural modeling assumptions other than weak dependence conditions, it has proved helpful in the construction of stationarity tests (see e.g., Aue and van Delft, 2017; van Delft et al., 2018) .
The aforementioned literature is restricted to processes that assume the spectral density operators exists at all frequencies as elements of the space of trace-class operators, S 1 pHq. This excludes many interesting processes of which the dependence structure decays more slowly to the extent that the spectral density operator does not necessarily exist for all frequencies or of which the spectral measure has discontinuities. Processes that are characterized by long memory, caused by for example highly persistent cyclical or seasonal components, arise quite naturally in a variety of fields such as hydrology or economics. For instance, the supply and demand curves for electricity prices show a strong daily as well as weakly seasonal pattern. The latter data is moreover known that have discontinuities in the spectral distribution which is also the case for high-resolution financial data. Since statistical inference techniques for these type of data must also take into account their within-and between curves dynamics, it is of importance to be able to develop frequency domain analysis under weaker conditions and to investigate under what conditions such an analysis is possible. In this note, we aim to provide the main building blocks for this relaxation and establish functional versions of the two fundamental results that lie at the core of frequency domain analysis for classical stationary time series: Herglotz's Theorem and the Cramér Representation Theorem. It is worth remarking that we establish these two results under necessary condtions. These results allow in particular to develop optimal finite dimension reduction techniques for such highly relevant applications, which are currently not available.
The structure of this note is as follows. In section 2, we start by introducing the necessary notation and terminology. In section 3, we establish the existence of a functional Herglotz's theorem. For this, we make precise the concept of an operatorvalued measure and the notion of operator-valued kernel functions. In section 4, Herglotz's theorem is used to prove a generalized functional Cramér representation for a large class of weakly stationary Hilbert-valued time series, including those with discontinuities in the spectral measure and long-memory processes. Finally, a Karhunen-Loève expansion on the frequency components in the Cramér representation is applied in order to obtain a harmonic principal component analysis of the series.
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The function space
We first introduce some necessary notation. Let pT, Bq be a measurable space with σ-finite measure µ. Furthermore, let E be a Banach space with norm }¨} E and equipped with the Borel σ-algebra. We then define L p E pT, µq as the Banach space of all strongly measurable functions f : T Ñ E with finite norm }f } L p E pT,µq "´ż }f pτ q} p E dµpτ q¯1 p for 1 ď p ă 8 and with finite norm
}f pτ q} E for p " 8. We note that two functions f and g are equal in
If E is a Hilbert space with inner product x¨,¨y E then L 2 E pT, µq is also a Hilbert space with inner product xf, gy L 2 E pT,µq " ż xf pτ q, gpτ qy E dµpτ q.
For notational convenience, we simply write xf, gy if no ambiguity about the space L 2 E pT, µq is possible. In particular, for µ is the Lebesque measure and E " , we simply write L p pT q and denote its norm by }¨} p . We shall extensively make use of linear operators on a Hilbert space H. A linear operator on a Hilbert space H is a function A : H Ñ H that preserves the operations of scalar multiplication and addition. We shall denote the class of bounded linear operators by LpHq and its norm by~¨~L. Furthermore, the class of trace-class operators and Hilbert-Schmidt operators will be denoted by S 1 pHq and S 2 pHq, respectively and their norms by~¨~1 and~¨~2. Equipped with these norms pLpHq,~¨~Lq and pS 1 pHq,~¨~1q form Banach spaces while pS 2 pHq,~¨~2q forms a Hilbert space with inner product x¨,¨y S 2 . An operator A P LpHq is called selfadjoint if xAf, gy " xf, Agy for all f, g P H, while we say it is non-negative definite if xAg, gy ě 0 for all g P H. It will be convenient to denote the respective operator subspaces of self-adjoint and non-negative operators with p¨q : and p¨q`, respectively. It is straightforward to verify that LpHq`Ď LpHq : and S p pHq`Ď S p pHq : .
Functional time series
We define a functional time series tX t : t P u as a sequence of random elements on a probability space pΩ, A, Èq taking values in H :" L 2 pr0, 1sq, the separable Hilbert space of square integrable functions. Additionally, we denote H " L 2 H pΩ, Èq the Hilbert space of all H-valued random variables X with finite second moment }X} 2 2 ă 8. We shall assume throughout that X t P H. A functional time series X " pX t : t P q is called strictly stationary if, for all finite sets of indices J Ă Z, the joint distribution of pX t`j : j P Jq does not depend on t P . Similarly, X is weakly stationary if its first-and second order moments exist and are invariant under translation in time. Without loss of generality, we shall assume the mean function is zero, i.e., m " 0 P H. In this case, the h-th lag covariance operators C h can be defined by
and belongs to S 2 pHq for all h P . Parseval's identity moreover implies that C 0 belongs to S 1 pHq. In the setting of time series analysis, it is however natural to assume that the strength of serial correlation decreases as the time distance between the random functions increases and hence that at least tC h u hP P S 1 pHq. This will be assumed in section 4. In the literature, frequency domain analysis for weakly stationary functional time series so far has been restricted to processes of which the dependence structure decays at a much faster rate, namely ÿ
Under this condition, it is straightforward to show that the autocovariance operator C h forms a Fourier pair with the spectral density operator given by
where the convergence holds in~¨~1 and the spectral density operator acts on H. Given assumption (2.1), a classical Cesàro-sum argument (see e.g. Brillinger, 1981) , was used by Panaretos and Tavakoli (2013b) to derive that F ω is non-negative definite and hence belongs to S 1 pHq`. As already mentioned in the introduction, the autocovariance operator at lag h itself can then be represented as
where the convergence holds in~¨~1. Panaretos and Tavakoli (2013a) showed that a zero mean stationary functional time series X satisfying condition (2.1) admits a functional spectral representation of the form
where Z ω is a functional orthogonal increment process such that, for fixed ω, Z ω is a random element in L 2 pr0, 1sq with }Z ω } 2 2 " ş ώ π~F λ~1 dλ. If the summability conditions as in (2.1) do not hold, the spectral density operator does not necessarily exist and as a consequence (2.2) and (2.3) are no longer valid. In the next section, we shall derive a frequency domain representation of tC h u without imposing any assumptions on its rate of decay. In section 4, we use this representation to derive a functional Cramér representation that can be seen as a true generalization of the classisal Cramér representation theorem to the function space.
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In this section we derive a functional generalization of the classical Herglotz's theorem. Note that it is intuitive from (2.2) that if we do not have a density operator, then the measure itself must be operator-valued for the equation to be balanced. A first naive question therefore would be if an operator with representation
where F is an operator-valued measure on r´π, πs, exists. Secondly, what properties must an operator possess to be represented by such an integral. From the classical Herglotz's theorem, we know that the non-negative definite complex-valued function on the integers are precisely those that can be identified to have a frequency domain representation with respect to a finite Radon measure.
Theorem 3.1 (Herglotz's theorem). A function γp¨q : Ñ is non-negative definite if and only if
where F p¨q is a right-continuous, non-decreasing bounded function on r´π, πs with F p´πq " 0.
Here, the so-called spectral distribution function F p¨q with F p´πq " 0 is uniquely determined by the covariance function γphq, h P . To extend this result to our functional setting, we require the notion of non-negative definiteness of operatorvalued functions on as well as definitions of operator-valued measures and of integrals with respect to such measures. For the former, we proceed as in the scalarvalued case with the help of non-negative operator-valued kernels.
. . , g n P H, and n P AE.
(ii) A function C : Ñ LpHq is called non-negative definite if the kernel c : ˆ Ñ LpHq defined by cpi, jq " Cpi´jq is a non-negative definite kernel.
Non-negative definite operator-valued kernels are an extremely powerful tool in functional analysis, especially in operator theory and representation theory. A generalization of this concept to general involutive semigroups other than can be found in Neeb (2000) . For Hilbert-valued time series, Definition 3.2 provides a link between the properties of the covariance kernel and the corresponding covariance operator viewed as a function on the integers. More specifically, we have the following result.
Proposition 3.3. Let tX t : t P u be a weakly stationary process in À with second order dependence structure given by the sequence of h-lag covariance operators tC h u hP . Then C p¨q : Ñ LpHq is a non-negative definite function.
Proof. The operator-valued kernel cpi, jq " C i´j , i, j P satisfies
and is therefore non-negative definite by Definition 3.2.
LpHq-valued measures
In this subsection, we explain how LpHq-valued measures can be defined. Let us first provide some intuition by making an analogy with positive scalar-valued measures. Recall that a positive measure µ on a measurable space pV, Bq is defined as a countably additive map on B taking values in the compactification r0, 8s of the set Ê`:" r0, 8q. The compactification is necessary for σ-additivity to hold (although for finite measures the compact subset r0, µpV qs is sufficient). We note that Ê`is an example of a pointed convex cone, that is, it is a convex and nonempty subset of Ê that is closed under nonnegative scalar multiplication and contains the zero element. It is moreover dense in Ê8 :" r0, 8s. Taking this view, a positive measure more generally can be defined as a countably additive map taking values in the compactification of a pointed convex cone. For the purpose of this paper, we are solely interested in measures taking values in the compactification of LpHq`, the pointed convex cone of LpHq consisting of all non-negative elements LpHq. For the general theory on cone-valued measures we refer to Neeb (2000) and Glockner (2003) . To make such measures meaningful from a practical point of view, it is important that we can describe them by a set of structure preserving maps that map its dual (cone) into r0, 8s, i.e., via continuous linear functionals that are Ê8-valued. This allows to relate an operator-valued measure to a family of positive scalar-valued measures, where the latter provides us with important information on the operatorvalued measure itself. This is however a non-trivial task. Before we introduce the definition, we shall heuristically explain the compactification of LpHq`, which we shall denote by L8. We then explain why this yields a meaningful definition of an LpHq`-valued measure.
Compactification of LpHqÀ
natural strategy to obtain a compactification of a cone is to construct a mapping LpHq`Ñ L8. This mapping must be such that each element B P LpHq`can be uniquely identified with an element C P L8. From functional analysis, we know that we can identify a locally convex space, such as a cone, with its image into its bidual by means of the canonical injection x Þ Ñ pλ Þ Ñ λpxqq, where x is an element of the cone and λ of its dual cone. The proof is given in section A1. One important technicality is that the topological embedding (3.3) is in itself not enough to consistently and uniquely identify a LpHq`-valued measure with a family of Ê8-valued measures. For this, we require that φpLpHq`q is in fact the set of all addition-preserving maps from the dual cone into Ê`, i.e., all monoid homomorphisms S 1 pHq`Ñ Ê`where the associative binary operation is addition. That is, we need that
Unlike in finite dimensions, where the topological and algebraic dual coincide and all semigroup homomorphisms S 1 pHq`Ñ Ê`are automatically continuous, this is not necessarily the case in infinite dimension. Yet, it is crucial that (3.4) holds. To see this, suppose we have a family of measures tµ A u APS 1 pHq`s uch that A Þ Ñ µ A P pÊ`q B is a monoid homomorphism. If (3.4) does not hold, then we have no guarantee that this family identifies a LpHq`-valued measure. In order for (3.4) to hold, it is however sufficient that the monoid homomorphisms S 1 pHq`Ñ Ê`are continuous.
It can be shown that positive functionals on a Banach space are in fact continuous (Neeb, 1998, Prop I.7) . Since for every B P LpHq`, the functional φpBq is a positive functional on S 1 pHq : it therefore must be continuous. Suppose we now have an element of α P HompS 1 pHq`, Ê`q. Continuity of α together with the fact that S 1 pHq`is generating the space S 1 pHq : , implies by the Hahn-Banach theorem that it extends uniquely to a linear functional S 1 pHq : Ñ Ê. But this means it can be represented by an element B P LpHq`, i.e., φpBq " α. Therefore we have that (3.4) 1 Meaning that φ yields a homeomorphism, i.e., a bijective function with φ and φ´1 continuous, where φpLpHq : q inherits the subspace topoplogy from pLpHq : q ‹‹ .
is satisfied. Furthermore, φpLpHq`q can be shown to have a dense image (Glockner, 2003) in the set Hom mon pS 1 pHq`, Ê8q, which is a compact topological monoid 2 of monoid homomorphisms from S 1 pHqì nto the compact additive monoid Ê8. That this set is a compact topological monoid follows by noting that Hom mon pS 1 pHq`, Ê8q can be seen as a closed vector subspace of the compact set pÊ8q S 1 pHq`a nd therefore inherits the topology of pointwise convergence 3 on S 1 pHq`. Addition is therefore continuous w.r.t. to this topology. Moreover being a closed subset of a compact set means it is compact. It is therefore natural to define the compactification of LpHq`by this this set, i.e., L8 :" Hom mon pS 1 pHq`, Ê8q. 
Construction of LpHq`-valued measures
With the compactification given by (3.5), we formally define a LpHq`-valued measure as follows.
Definition 3.5. Let pV, Bq be a measurable space. A LpHq`-valued measure is a countably additive function µ : B Ñ L8 with µpHq " O H . The measure µ is called a finite LpHq`-valued measure if µpV q P Hom mon pS 1 pHq`, Ê`q -LpHq`. It is σ-finite if E is the countable union of measurable sets with finite measure, i.e., if E " Ť 8 i"1 E i and where µpE i q P LpHqf or all i P AE.
Using (3.3), we construct the measures uniquely based on a family of positive measures that depend additively on elements A P S 1 pHq`. Fix an element E P B, and let µpEq P L8. By construction, we can identify with µpEq all maps A Þ Ñ µpEqpAq :" µ A pEq " trpµpEqAq, A P S 1 pHq`.
It is clear that µ A : B Ñ R8 is a countable additive positive measure for all A P S1 pHq. That is, A Þ Ñ µpEqpAq is a homomorphism between monoids with respect to addition, i.e., depends additively on A; For every A 1 , A 2 P S 1 pHqμ pEqpA 1`A2 q " trpµpEqpA 1`A2" trpµpEqA 1 q`trpµpEqA 2 q " µpEqpA 1 q`µpEqpA 2 q;
On the other hand, if we have a family of positive measures pν A q APS
B is a monoid homomorphism. It is clear from the definition of B8 that there exists a unique µpEq P L8 such that µpEqpAq " ν A pEq for all A P S 1 pHq`. Countable additivity is direct from noting that elements of the monoid (3.5) can be seen as continuous functionals on S 1 pHqẁ .r.t. the topology inherited from S 1 pHq`, we therefore have
It is a monoid as a set and the monoid operations are continuous.
3 Note that this corresponds to the weak operator topology on LpHq : .
for all A P S 1 pHq`. The following theorem summarizes this and is a simplification of Theorem I.10 of Neeb (1998) . In particular, it follows that a L8-valued Radon measure µ on a locally compact space V is a measure with the property that, for each non-negative trace class operator A P S 1 pHq`, the measure µ A : B Ñ Ê8 is a finite non-negative Radon measure on V . Moreover, integrability of a function with respect to the scalar measure furthermore implies integrability of the function with respect to the LpHq`-valued measure.
Functional Herglotz's theorem
We are now ready to prove the following generalization of Theorem 3.1.
Theorem 3.7 (Functional Herglotz's Theorem). A function Γ : Ñ LpHq is non-negative definite if and only if
Γphq "
where F is a right-continuous, non-decreasing, finite L8-valued measure on r´π, πs with F p´πq " O H . The finite measure F is uniquely determined by Γphq, h P .
Proof. Suppose first that Γphq admits the representation (3.6) with respect to a right-continuous, non-decreasing, finite L8-valued measure F on r´π, πs. Note first that since F is a finite measure, the integral is well-defined. Let us denote the representation of this integral by ν : Z Ñ LpHq. Since Γphq : " Γp´hq, it is clear that Γp¨q is hermitian. By (ii) of Definition 3.2, it is sufficient to show that the operator-valued kernel cph 1 , h 2 q :" νph 1 h ‹ 2 q " νph 1´h2 q is non-negative definite. Using (i) of Definition 3.2,
dµpωq ě 0 for all h 1 , . . . , h n P and g 1 , . . . , g n P H. Conversely, suppose that Γp¨q is a LpHq`-valued function on and let A be a an element of S 1 pHq`. Define the function Γ A : Ñ by Γ A phq :" trpΓphqAq. Since the square root of both Γphq and A are well-defined and the trace satisfies trpΓphqAq " trpAΓphqq, it is direct that Γ A is a non negative definite function on the integers. By Theorem 3.1, we therefore have the representation
where F A p¨q with F A p´πq " 0 is a uniquely determined Radon measure on r´π, πs. The measure is finite since C A p q " C A p0q " F A pr´π, πsq ă 8. A similar derivation as in the previous subsection demonstrates that A Þ Ñ F A pEq is a monoid homomorphism S 1 pHq`Ñ Ê`with respect to addition for each E P B. By Theorem 3.6, the family of measures tF A u APS 1 pHq`t herefore uniquely identifies a finite measure F pEq P L8 on the measurable space pr´π, πs, Bq with F pEqpAq " trpF pEqAq " F A pEq for all A P S 1 pHq`. This completes the proof.
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The Spectral Representation Theorem (Cramér, 1942) , often called the Cramér representation, is as fundamental to frequency domain analysis as Wold's representation is to the time domain. It asserts that every (finite dimensional) zero-mean weakly stationary process can be represented as a superposition of sinusoids with random amplitudes and phases that are uncorrelated. An important ingredient in establishing this classical theorem is the existence of an isometric isomorphism that allows to identify a weakly stationary time series on the integers with an orthogonal increment process on r´π, πs. As already mentioned, an initial generalization of the Cramér representation to functional-valued weakly stationary time series was first considered by Panaretos and Tavakoli (2013a) , but is restricted to processes for which the assumption ř hP ~C h~1 ă 8 holds. In this section, we shall use the established functional Herglotz's theorem (Theorem 3) to derive a functional Cramér representation that can be seen as a true generalization of the classical theorem to the function space. In addition, we establish a Cramér-Karhunen-Loéve representation and a harmonic prinicipal component analysis for a very general class of processes of which the spectral measure can have finitely many discontinuities. In order to establish the Cramér representation, we shall make the following necessary assumption on the second order dependence structure.
Assumption 4.1. tX t : t P u is a weakly stationary H-valued time series with lag covariance operators tC h u hP P S 1 pHq.
As explained in the introduction, we believe this is not just a necessary condition for a frequency domain representation of the process to exist but also a natural assumption for L 2 -valued processes. Under this assumption, we will show that the mapping X t Þ Ñ e itf orms an Hilbert space isometric isomorphism between L 2 H pΩ, Èq and L 2 pr´π, πs, µ F q where we define µ F pEq :"~F pEq~1 (4.1) for all Borel sets E Ď r´π, πs. Here, F is the operator-valued measure on r´π, πs induced by the sequence of covariance operators tC h u hP of tX t : t P u. Before we derive the properties of the mapping, we have to verify that this indeed defines a measure. This is the contents of the following lemma. Proof of Lemma 4.2. By Proposition 3.3, the covariance function C p¨q : Ñ S 1 pHq of a weakly stationary H-valued time series is non-negative definite. Under assumption 4.1, Theorem 3 implies this function uniquely determines a S 1 pHq`-valued measure F on r´π, πs . Using the properties of F , it is now straightforward to verify that the function µ F : B Ñ r0, 8s is a non-negative scalar-valued measure on the measurable space pr´π, πs, Bq. Firstly, for each Borel set E Ď r´π, πs and every e P H, we have xF pEqe, ey ě 0 and thus µ F " trpF q ě 0. Secondly, xF pHqe, ey " xO H e, ey " µ F pHq " 0 which follows by definition of F . Thirdly, for all countable selections of pairwise disjoint set tE i u iPAE in B, countable additivity of F yields
where te j u jPAE is an orthonormal basis of H. By continuity of the inner product and the fact that F pr´π, πsq ă 8, Fubini's theorem implies
xF pE i qe j , e j y "
and thus µ F is countably additive. Finally, since F is S 1 pHq`-valued measure on r´π, πs it is direct that µ F pr´π, πsq ă 8.
Additionally, to be able to properly define the spectral representation we require the notion of a H-valued orthogonal increment process. Definition 4.3. A H-valued random process tZ ω :´π ď ω ď πu defined on a probability space pΩ, A, Èq is a functional orthogonal increment process, if for all
To establish the isomorphism, let H Ă À denote the space spanned by all finite linear combinations of the random functions X t , i.e., H " sptX t : t P u. We remark that the inner product on À satisfies
Furthermore let the space H denote the space of all square-integrable functions on r´π, πs with respect to the measure µ F , i.e., H " L 2 pr´π, πs, µ F q. This space becomes a Hilbert space once we endow it with the inner product xf, gy H "
where the last equality follows by non-negative definiteness of F and linearity of the trace operator.
Theorem 4.4. Let F be the S 1 pHq`-valued measure corresponding to the process tX t u. Then there exists an isometric isomorphism T between sptX t u and L 2 pr´π, πs, µ F q such that T X t " e it¨, t P . The process defined by Z ω " T´1`1 p´π,ωs p¨qȋ s then a functional orthogonal increment process of which the covariance structure is uniquely determined by F and satisfies
Proof of Theorem 4.4. Consider first the mapping T : H Ñ H given by
It is straightforward to see the mapping is linear and preserves inner products. Let Y " ř n j"1 a j X t j and W "
For the extension of the isomorphism over the closure of H onto the closure of H , note that if Y is an element ofH then there must exist a sequence tY n u ně1 P H converging to Y . Denote T pY q to be the limit of T pY n q, i.e.,
Since tY n u is a Cauchy sequence and T norm-preserving, tT Y n u is a Cauchy sequence in L 2 pr´π, πs, µ F q and thus T pY q PH . If there is another sequence tY 1 n u P H converging to Y , then the limit must be unique since lim nÑ8 }T pY n q´T pY
and therefore the extension is well-defined. Preservation of linearity and the isometry property are straightforward from linearity of T on H and continuity of the inner product, respectively. To show that the closure of H is in fact L 2 pr´π, πs, µ F q, we recall that the Stone-Weierstrass theorem (Fejér's theorem) implies that H is dense in the space of 2π-periodic continuous functions on r´π, πs. Moreover, by Proposition 4.2, µ F is a finite Radon measure (i.e., finite and regular) on r´π, πs. The set of continuous functions with compact support are therefore in turn uniformly dense in L 2 pr´π, πs, µ F q (see e.g., Bogachev, 2006; Rudin, 1987) . Consequently we find H " L 2 pr´π, πs, µ F q. The inverse mapping T´1 : L 2 pr´π, πs, µ F q ÑH is therefore properly defined. This finishes the proof of the first part of the theorem.
Les us then define, for any ω P p´π, πs, the process Z ω " T´1`1 p´π,ωs p¨qw ith Z´π " 0 P H. By the established isometry, this process is well-defined inH. Therefore there must exist a sequence tY n u in H such that lim nÑ8 }Y n´Zω } H " 0. Since all elements in the sequence have zero-mean, continuity of the inner product implies
showing the process tZ ω :´π ď ω ď πu has zero mean. Additionally,
For all pω 1 , ω 2 s X pω 3 , ω 4 s " H, this inner product is zero while for ω 3 " ω 1 , ω 4 " ω 2 we have
showing that the tZ ω u is right-continuous. We can also write (4.3) as
For ω 3 " ω 1 , ω 4 " ω 2 this implies
where the equality holds in~¨~1. The second order structure of Z ω is therefore uniquely defined by the operator-valued measure F of the process X.
The generalization of the Cramér representation to processes of which the spectral density operator is not necessarily well-defined is given in the following theorem.
Theorem 4.5 (Functional Cramér representation). Suppose tX t u satisfies Assumption 4.1. Then there exists a right-continuous functional orthogonal increment process tZ ω ,´π ď ω ď πu with Z´π " 0 P H such that
Proof of Theorem 4.5. Consider the subspace H s ofH containing the simple functions, i.e., the space H s contains elements of the form gpωq "
for a partition P n " t´π " ω 0 ă ω 1 ă¨¨¨ă ω n`1 " πu of r´π, πs and a i P . Then define the mapping I : H s ÑH given by
By Theorem 4.4, this is an isomorphism fromH ontoH and coincides with T´1. More specifically, Ipe i¨t q " T´1pe i¨t q " T´1T pX t q " X t and the statement of the Theorem follows by taking the Riemann-Stieltjes integral limit
where meshpP n q Ñ 0 as n Ñ 8. More generally, for any g P L 2 pr´π, πs, µ F q, the mapping Ipgq corresponds to the Riemann-Stieltjes integral with respect to the orthogonal increment process Z ω .
In case of discontinuities in the spectral measure F we can decompose the process into a purely indeterministic component and a purely deterministic component.
Proposition 4.6. Assume the spectral measure F of a stationary process tX t u has k points of discontinuity at ω 1 , . . . , ω k . Then with probability one
where
Furthermore, all terms on the right hand side of (4.4) are uncorrelated and
The proof is relegated to the Appendix. The spectral representation in Proposition 4.6 can be used to define a Cramér-Karhunen-Loève representation for processes of which the spectral measure has finitely many discontinuities.
Definition 4.7 (Cramér-Karhunen-Loève representation) . Suppose that tX t u is given by
For ω P p´π, πsztω 1 , . . . , ω k u assume the density operator F ω of the spectral measure F exists with eigendecomposition
Furthermore, let
be the eigendecomposition of F pω ℓ q´F pωĺ q for ℓ " 1, . . . , k. Then, we can write
which is the Cramér-Karhunen-Loève representation of the process tX t u.
Note that the spectral measure for all measurable sets r´π, πs has positive definite increments and therefore F pω ℓ q´F pωĺ q has an eigendecomposition with positive eigenvalues. If there are no discontinuities then the Cramér-Karhunen-Loève representation simply coincides with the indeterministic component of Definition 4.7, i.e.,
In order to derive an optimal finite dimensional representation of the indeterministic component of the process, we require in Definition 4.7 that there is a well-defined spectral density operator except on sets of measure zero. We remark that this assumption also covers a harmonic principal component analysis of long-memory processes (see Remark 4.9) and holds under much weaker conditions (see e.g., Hörmann et al., 2015) than those stated in Panaretos and Tavakoli (2013a) , who originally derived a Cramér-Karhunen-Loève representation of the form (4.5) for processes with short-memory. The Cramér-Karhunen-Loève representation in Definition 4.7 can be seen to encapsulate the full second order dynamics of the process and gives insight into an optimal finite dimensional representation. It is a 'double' spectral representation in the sense that it first decomposes the process into uncorrelated functional frequency components and in turn provides a spectral decomposition in terms of dimension. This is more easily seen by noting that formally we can write it as
Just like the Karhunen-Loève representation for independent functional data, it separates the stochastic part from the functional part and provides information on the smoothness of the random curves. Furthermore, it enables to represent each frequency component into an optimal basis where its dimensionality can be derived from the relative contribution of the component to the total variation of the process. A truncation of the infinite sums at a finite level therefore allows an optimal way to construct a finite dimensional representation of the process. Such a truncation for processes that satisfy Definition 4.7 requires that stochastic integrals of the form ş π π U ω dZ ω are well-defined where U ω is an element of the Bochner space B 8 " L 2 S8pHq pr´π, πs, µ F q of all strongly measurable functions U : r´π, πs Ñ S 8 pHq such that
for all Borel sets E Ď r´π, πs and where µ F is the measure in (4.1). This is proved in the Appendix (Proposition A2.1) and generalizes the result in Appendix B 2.3 of van Delft and Eichler (2018) . With this in place, we obtain a harmonic principal component analysis for processes of which the spectral measure has finitely many jumps. and hence a density of the spectral measure F X at ω " 0 for d ą 0 is not defined. Yet, since this has measure 0, we can, under the conditions of Theorem 4.5, define a harmonic principal component analysis as in Corollary 4.8 where the number of discontinuities is k " 0. That is, the optimal approximating process is given by ÔÔ Ò Ü A1. Ù Ð Ô Ö Ó ÓÒ × Proof of Proposition 3.4. We start by remarking that positive elements on a C ‹ algebra form a closed convex cone ta ‹ a : a P C ‹ u(see e.g. Conway, 1990) . Since elements of LpHq`have a positive square root, LpHq`forms a pointed convex cone in the Banach algebra of bounded linear operators. The topological dual cone to a cone C of a real vector space V can be defined as the set tv P V 1 : xv, cy ě 0 @c P Cu where x¨,¨y denotes the duality pairing between V and its topological dual V 1 . With a similar argument as abve, it is straightforward to verify that C V :" S 1 pHq`is a pointed convex cone in the Banach space V :" pS 1 pHq : ,~¨~1q. From section 3.1.1 and the above, its topological dual is the Banach space V 1 :" pLpHq : ,~¨~Lq with cone C V 1 :" pLpHq`,~¨~Lq in V 1 . We also know that we can identify an element of a Banach space with an element from its bidual. More specifically, we have that V canonically embeds into pV 1 q 1 i.e., V Ď pV
is closed, the Hahn-Banach separation theorem implies that C V " pC V 1 q 1 , which identifies the cone of non-negative trace class operators as the dual cone of the non-negative bounded linear operators.
ÔÔ Ò Ü A2. ÈÖÓÓ × Ó × Ø ÓÒ Proof. The Proposition follows directly from section B 2.3 of van Delft and Eichler (2018) by replacing Lemma B 2.5 of the corresponding paper with the following auxiliary lemma. Secondly, we note that by Cauchy-Schwarz inequality and (4.2) xU 1 Z α , U 2 Z β y H ď ď~U 1~8~U2~8 }Z α } 2 }Z β } 2 ď~U 1~8~U2~8 trpZ α^β b Z α^β q ď~U 1~8~U2~8 ż α^β π dµ F pωq ă 8.
Proof of Proposition 4.6. We prove the case for one discontinuity at ω o as the argument for finitely many discontinuities is similar. First we remark that the left limit Z ωó is well-defined in H for any non-decreasing sequence tω n u Ò ω o . The limit exists because }Z ωm´Zωn } 2 H " |µ F pω m q´µ F pω n q| Ñ 0 as m, n Ñ 8 and the limit is unique for all tν n u Ò ω o since }Z νn´Zωn } 2 H " |µ F pν n q´µ F pω n q| Ñ 0 as n Ñ 8. Under the conditions of Theorem 4.5, tX t u has a well-defined spectral representation, which can alternatively be written as for 0 ă δ ă π´|ω o |. It can be directly observed that, by orthogonality of these two integrals and continuity of the inner product that the mean square limit of these two terms must be orthogonal. We can therefore treat their respective limits separately. By right-continuity of the functional-valued increment process tZ ω u, the second term in (2.4) converges to 0 as δ Ñ 0. Hence, with probability one, 
