By using the projection methods, we suggest and analyze the iterative schemes for finding the approximation solvability of a system of general variational inequalities involving different nonlinear operators in the framework of Hilbert spaces. Moreover, such solutions are also fixed points of a Lipschitz mapping. Some interesting cases and examples of applying the main results are discussed and showed. The results presented in this paper are more general and include many previously known results as special cases.
Introduction
The originally variational inequality problem, introduced by Stampacchia 1 , in the early sixties, has had a great impact and influence in the development of almost all branches of pure and applied sciences and has witnessed an explosive growth in theoretical advances, algorithmic development. As a result of interaction between different branches of mathematical and engineering sciences, we now have a variety of techniques to suggest and analyze various algorithms for solving generalized variational inequalities and related optimization. It is well known that the variational inequality problems are equivalent to the fixed point problems. This alternative equivalent formulation is very important from the numerical analysis point of view and has played a significant part in several numerical methods for solving variational inequalities and complementarity; see 2, 3 . In particular, the solution of the variational inequalities can be computed using the iterative projection 2 Fixed Point Theory and Applications methods. It is also worth noting that the projection methods have been applied widely to problems arising especially from complementarity, convex quadratic programming, and variational problems.
On the other hand, in 1985, Pang 4 studied the variational inequality problem on the product sets, by decomposing the original variational inequality into a system of variational inequalities, and discussed the convergence of method of decomposition for system of variational inequalities. Moreover, he showed that a variety of equilibrium models, for example, the traffic equilibrium problem, the spatial equilibrium problem, the Nash equilibrium problem, and the general equilibrium programming problem, can be uniformly modelled as a variational inequality defined on the product sets. Later, it was noticed that variational inequality over product sets and the system of variational inequalities both are equivalent; see 4-7 for applications. Since then many authors, see, for example, 8-11 , studied the existence theory of various classes of system of variational inequalities by exploiting fixed point theorems and minimax theorems. Recently, Verma 12 introduced a new system of nonlinear strongly monotone variational inequalities and studied the approximate solvability of this system based on a system of projection methods. Additional research on the approximate solvability of a system of nonlinear variational inequalities is according to Chang et Motivated by the research works going on this field, in this paper, the methods for finding the common solutions of a system of general variational inequalities involving different nonlinear operators and fixed point problem are considered, via the projection method, in the framework of Hilbert spaces. Since the problems of a system of general variational inequalities and fixed point are both important, the results presented in this paper are useful and can be viewed as an improvement and extension of the previously known results appearing in the literature, which mainly improves the results of Chang et al. 13 and also extends the results of Huang and Noor 21 , Verma 20 to some extent.
Preliminaries
Let C be a closed convex subset of real Hilbert H, whose inner product and norm are denoted by ·, · and · , respectively.
We begin with some basic definitions and well-known results. 
In the case κ 1, the mapping S is known as a nonexpansive mapping. If S is a mapping, we will denote by F S the set of fixed points of S, that is, F S {x ∈ H : Sx x}. Let C be a nonempty closed convex subset of H. It is well known that, for each z ∈ H, there exists a unique nearest point in C, denoted by P C z, such that
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Such a mapping P C is called the metric projection of H onto C. We know that P C is nonexpansive. Furthermore, for all z ∈ H and u ∈ C,
For the nonlinear operators T, g : H → H, the general variational inequality problem write GVI T, g, C is to find u ∈ H such that g u ∈ C and
2.4
The inequality of the type 2.4 was introduced by Noor 22 . It has been shown that a large class of unrelated odd-order and nonsymmetric obstacle, unilateral, contact, free, moving, and equilibrium problems arising in regional, ecology, physical, mathematical, engineering, and physical sciences can be studied in the unified framework of the problem 2.4 ; see 22-24 and the references therein. We remark that, if the operator g is the identity operator, the problem 2.4 is nothing but the originally variational inequality problem, which was originally introduced and studied by Stampacchia 1 .
Applying 2.3 , one can obtain the following result.
Lemma 2.2. Let C be a closed convex set in H such that C ⊂ g H . Then u ∈ H is a solution of the problem 2.4 if and only if g u P C g u − ρT u , where ρ > 0 is a constant.
It is clear, in view of Lemma 2.2, that the variational inequalities and the fixed point problems are equivalent. This alternative equivalent formulation is suggest in the study of the variational inequalities and related optimization problems.
Let T i , g i : H → H be nonlinear operator, and let r i be a fixed positive real number,
The system of general variational inequalities involving three different nonlinear operators generated by r 1 , r 2 , and r 3 is defined as follows.
Find
We now discuss several special cases of the problem 2.5 .
g, then the system 2.5 reduces to the problem of finding
2.7
We denote by SGVID Ξ, g, C the set of all solutions x * , y * , z * of the problem 2.7 .
ii If T 1 T 2 T 3 T , then the system 2.7 reduces to the following system of general variational inequalities , write SGVI T, g, C , for shot : find x * , y * , z * ∈ H such that
2.8
iii If g I : the identity operator , then, from the problem 2.7 , we have the following system of variational inequalities involving three different nonlinear operators write SVID Ξ, C , for shot : find x * , y
2.9
iv If T 1 T 2 T 3 T , then, from the problem 2.9 , we have the following system of variational inequalities write SVI T, C , for shot : find x * , y
2.10
v If r 3 0, then the problem 2.10 reduces to the following problem: find x * , y * ∈ H × H such that
The problem 2.10 has been introduced and studied by Verma 20 . 
which is, in fact, the originally variational inequality problem, introduced by Stampacchia 1 .
This shows that, roughly speaking, for suitable and appropriate choice of the operators and spaces, one can obtain several classes of variational inequalities and related optimization problems. Consequently, the class of system of general variational inequalities involving three different nonlinear operators problems is more general and has had a great impact and influence in the development of several branches of pure, applied, and engineering sciences. For the recent applications, numerical methods, and formulations of variational inequalities, see 1-27 and the references therein.
Now we recall the definition of a class of mappings.
Definition 2.3. The mapping T : H → H is said to be ν-strongly monotone if there exists a constant ν > 0 such that
In order to prove our main result, the next lemma is very useful.
Lemma 2.4 see 28 .
Assume that {a n } is a sequence of nonnegative real numbers such that a n 1 ≤ 1 − λ n a n b n c n , ∀n ≥ n 0 , 2.14 where n 0 is a nonnegative integer, {λ n } is a sequence in 0, 1 with Σ ∞ n 1 λ n ∞, b n • λ n , and Σ ∞ n 1 c n < ∞, then lim n → ∞ a n 0.
In what follows, we will put the symbol Ω 1 : {x ∈ H : x, y, z ∈ Ω}.
Main Results
We begin with some observations which are related to the problem 2.5 .
Remark 3.1. If x
* , y * , z * ∈ SGVID Ξ, Λ, C , by 2.6 , we see that
Consequently, if S is a Lipschitz mapping such that x * ∈ F S , then it follows that
The formulation 3.2 is used to suggest the following iterative method for finding common elements of two different sets, which are the solutions set of the problem 2.5 and the set of fixed points of a Lipschitz mapping. Of course, since we hope to use the formulation 3.2 as an initial idea for constructing the iterative algorithm, hence, from now on, we will assume that g i : H → H satisfies a condition C ⊂ g i H for each i 1, 2, 3. Now, in view of the formulations 2.6 and 3.2 , we suggest the following algorithm. Algorithm 1. Let r 1 , r 2 , and r 3 be fixed positive real numbers. For arbitrary chosen initial x 0 ∈ H, compute the sequences {x n }, {y n }, and {z n } such that
where {α n } is a sequence in 0, 1 and S : H → H is a mapping.
In what follows, if T : H → H is a ν-strongly monotone and μ-Lipschitz continuous mapping, then we define a function Φ T : 0, ∞ → −∞, ∞ , associated with such a mapping T , by
We now state and prove the main results of this paper.
Theorem 3.2. Let C be a closed convex subset of a real Hilbert space H. Let T i : H → H be ν i -strongly monotone and μ i -Lipschitz mapping, and let g i : H → H be λ i -strongly monotone and δ i -Lipschitz mapping for i 1, 2, 3. Let S : H → H be a τ-Lipschitz mapping such that
for each i 1, 2, 3. If
then the sequences {x n }, {y n }, and {z n } generated by Algorithm 1 converge strongly to x * , y * , and z * , respectively, such that x * , y * , z * ∈ SGVID Ξ, Λ, C and x * ∈ F S .
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Proof. Let x * , y * , z * ∈ SGVID Ξ, Λ, C be such that x * ∈ F S . By 2.6 and 3.2 , we have
3.6
Consequently, by 3.3 , we obtain
3.7
By the assumption that T 1 is ν 1 -strongly monotone and μ 1 -Lipschitz mapping, we obtain
3.8
Notice that
3.9
Now we consider,
Fixed Point Theory and Applications since g 2 is λ 2 -strongly monotone and δ 2 -Lipschitz mapping. And
3.11
By the assumptions of T 2 and g 2 , using the same lines as obtained in 3.8 and 3.10 , we know that
respectively. Substituting 3.12 and 3.13 into 3.11 , we have
Combining 3.9 , 3.10 , and 3.14 yields that
Observe that,
Using the assumptions of T 3 and g 3 , we know that
respectively. Substituting 3.18 and 3.19 into 3.17 , we have
Combining 3.16 , 3.20 , and 3.21 yields that
9
This implies that
Substituting 3.23 into 3.15 , we have
that is,
By 3.8 and 3.25 , we obtain
On the other hand, since g 1 is λ 1 -strongly monotone and δ 1 -Lipschitz mapping, we can show that
Substituting 3.25 into 3.28 yields that
and substituting 3.26 , 3.27 , and 3.29 into 3.7 , we will get
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Notice that, by conditions i and ii , we have
Put a n x n − x * , λ n α n 1 − τΔ .
3.35
By condition iii , in view of 3.32 and 3.34 , we see that τΔ ∈ 0, 1 ; this implies λ n ∈ 0, 1 . Meanwhile, from condition iv , we also have ∞ n 0 λ n ∞. Hence, all conditions of Lemma 2.4 are satisfied, and we can conclude that x n → x * as n → ∞. Consequently, from 3.23 and 3.25 , we know that z n → z * and y n → y * as n → ∞, respectively. This completes the proof. ∈ H, compute the sequences {x n }, {y n }, and {z n } such that g z n P C g x n − r 3 T 3 x n , g y n P C g z n − r 2 T 2 z n ,
x n 1 1 − α n x n α n S x n − g x n P C g y n − r 1 T 1 y n .
3.37
Put p √ 1 δ 2 − 2λ. If the following control conditions are satisfied:
i p ∈ 0, μ i − μ then the sequences {x n }, {y n }, and {z n } generated by 3.37 converge strongly to x * , y * , and z * , respectively, such that x * , y * , z * ∈ SGVID Ξ, g, C and x * ∈ F S . x n 1 1 − α n x n α n S x n − g x n P C g y n − r 1 Ty n .
3.38
If the following control conditions are satisfied:
