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Abstract
In this paper, under an abstract setting we establish the existence of spatially inhomoge-
neous steady states and the asymptotic propagation properties for a large class of monotone
evolution systems without spatial translation invariance. Then we apply the developed the-
ory to study traveling waves and spatio-temporal propagation patterns for time-delayed
nonlocal equations, reaction-diffusion equations in a cylinder, and asymptotically homo-
geneous KPP-type equations. We also obtain the existence of steady state solutions and
asymptotic spreading properties of solutions for a time-delayed reaction-diffusion equation
subject to the Dirichlet boundary condition.
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1 Introduction
This paper is devoted to the study of the propagation dynamics for nonlinear evolution equations
admitting the comparison principle. Since the seminal works of Fisher [16] and KPP [23], there
have been extensive investigations on travelling wave solutions and propagation phenomena for
various evolution equations (see, e.g., [15, 33, 35] and references therein). A fundamental feature
of propagation problem is the asymptotic spreading speed introduced by Aronson and Wein-
berger [1]. Under an abstract setting, Weinberger [38] established the theory of traveling waves
and spreading speeds for monotone discrete-time systems with spatial translation invariance.
This theory has been greatly developed in [13, 14, 17, 27, 28, 29, 30, 39, 42, 44] for more general
monotone and some non-monotone semiflows so that it can be applied to a variety of discrete
and continuous-time evolution systems in homogeneous or periodic media. By using the Harnack
inequality up to boundary and the strict positivity of solutions, Berestycki et al. [5, 6] studied
the asymptotic spreading speed for KPP equations in periodic or non-periodic spatial domains.
Differently from these two approaches, the spreading speed and asymptotic propagation were
obtained in [41] for the Dirichlet problem of monostable reaction-diffusion equations on the half
line by employing the iterative properties of travelling wave maps. Note that the solution maps
of such a Dirichlet problem have no spatial translation invariance and the Harnack inequality
cannot be extended to the boundary.
With an increasing interest in impacts of climate changes (see, e.g., [2, 22, 36]), there have
been quite a few works on traveling waves and asymptotic behavior for evolution equation models
with a shifting environment, see [3, 4, 7, 8, 9, 10, 11, 12, 18, 20, 25, 26, 31, 37, 40, 45] and references
therein. Another class of evolution equations consists of those in locally spatially inhomogeneous
media (see [24]). We should point out that these evolution equations admit the comparison
principle, but their solution maps no longer possess the spatial translation invariance. This
motivated us to develop the theory of spreading speeds and traveling waves for the monotone
semiflows without spatial translation invariance. As a starting point, we assume that the given
monotone system has two limiting systems in certain translation sense, and then establish the
existence of steady state solutions and asymptotic propagation properties for monotone semiflows
without translation invariance.
In order to overcome the difficulty induced by the lack of translation invariance, we first
introduce two limiting systems admitting the translation invariance under an abstract setting.
Then for a special class of initial functions having compact supports, we obtain certain estimates
of their orbits under translations for the limiting system with the upward convergence property,
and further carry them to the given system without the translation invariance by comparison
arguments (see Section 2). Combining these estimates with the asymptotic annihilation property
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of the other limiting system, we are able to characterize the propagation dynamics for the given
system.
The rest of the paper is organized as follows. In Section 2, we present notations and pre-
liminary results. In order to avoid using traveling wave mappings, we directly establish the links
between the system without translation invariance and its limiting systems. In Section 3, we
prove the existence of fixed points and asymptotic propagation properties for discrete-time semi-
flows. In Sections 4 and 5, we extend these results to continuous-time semiflows and a class of
nonautonomous evolution systems without translation invariance, respectively. In Section 6, we
apply the developed theory to two types of time-delayed nonlocal equations with a shifting habi-
tat, a reaction-diffusion equation in a cylinder, the Dirichlet problem for a time-delayed equation
on the half line, and a KPP-type equation in spatially inhomogeneous media. We expect that
our developed theory and methods in this paper may be applied to other monotone evolution
systems including cooperative and competitive models with spatio-temporal heterogeneity.
2 Preliminaries
Let Z, N, R, R+, R
N , and RN+ be the sets of all integers, nonnegative integers, reals, nonnegative
reals, N-dimensional real vectors, and N-dimensional nonnegative real vectors, respectively. We
equip RN with the norm ||ξ||RN ,
√
N∑
n=1
ξ2n. LetX = BC(R,R
N) be the normed vector space of all
bounded and continuous functions from R to RN with the norm ||φ||X ,
∞∑
n=1
2−n sup
|x|≤n
{||φ(x)||RN}.
Let X+ = {φ ∈ X : φ(x) ∈ RN+ , ∀x ∈ R} and X◦+ = {φ ∈ X : φ(x) ∈ Int(RN+ ), ∀x ∈ R}.
For a given compact topological space M , let C = C(M,X) be the normed vector space of
all continuous functions from M into X with the norm ||ϕ||C , sup
θ∈M
{||ϕ(θ)||X}, C+ = C(M,X+)
and Co+ = C(M,X
◦
+). It follows that C+ is a closed cone in the normed vector space C. Note that
C◦+ 6= Int(C+) due to the non-compactness of the spatial domain R. Also, let Y = C(M,RN)
be the normed vector space of all continuous functions from M into RN with the norm ||β||Y ,
sup
θ∈M
{||β(θ)||RN} and Y+ = C(M,RN+ ).
For the sake of convenience, we identify an element ϕ ∈ C with a bounded and continuous
function from M ×R into RN . For a ∈ RN , aˆ ∈ X is defined as aˆ(x) = a for all x ∈ R. Similarly,
ˆˆa ∈ C is defined as ˆˆa(θ) = aˆ for all θ ∈ M . Moreover, for any φ ∈ X and β ∈ Y , we define
φ˜ ∈ C and β˜ ∈ C, respectively, by φ˜(θ, x) = φ(x) and β˜(θ, x) = β(θ) for all (θ, x) ∈ M × R. In
the following, we identify aˆ or ˆˆa with a for a ∈ R. Furthermore, we identify φ ∈ X and β ∈ Y
with φ˜ ∈ C and β˜ ∈ C, respectively. Accordingly, we can regard X and Y as subspaces of C.
For any ξ, η ∈ X , we write ξ ≥X η if ξ − η ∈ X+, ξ >X η if ξ ≥X η and ξ 6= η, ξ ≫X η
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if ξ − η ∈ X◦+. Similarly, for any ξ, η ∈ RN , we write ξ ≥RN η if ξ − η ∈ RN+ , ξ >RN η if
ξ ≥RN η and ξ 6= η, ξ ≫RN η if ξ − η ∈ Int(RN+ ); for any ϕ, ψ ∈ C, we write ϕ ≥C ψ if
ϕ − ψ ∈ C+, ϕ >C ψ if ϕ ≥C ψ and ϕ 6= ψ, ϕ ≫C ψ if ϕ − ψ ∈ C◦+; for any ̺, ρ ∈ Y , we
write ̺ ≥Y ρ if ̺ − ρ ∈ Y+, ̺ >Y ρ if ̺ ≥Y ρ and ̺ 6= ρ, ̺ ≫Y ρ if ̺ − ρ ∈ Int(Y+), where
Int(Y+) = {β ∈ Y : β(θ) ∈ Int(RN+ ) for all θ ∈M}. For simplicity, we write ≥, >, ≫, and || · ||,
respectively, for ≥∗, >∗, ≫∗, and || · ||∗, where ∗ stands for one of RN , X , C, and Y .
For any two vectors s, r ∈ Int(RN+ ) with s ≥ r, define Cr = {ϕ ∈ C : 0 ≤ ϕ ≤ r} and
Cr,s = {ϕ ∈ C : r ≤ ϕ ≤ s}. For ϕ ∈ C+, define Cϕ = {ψ ∈ C : 0 ≤ ψ ≤ ϕ}. We also define
[ϕ, ψ]∗ = {ξ ∈ ∗ : ϕ ≤∗ ξ ≤∗ ψ} and [[ϕ, ψ]]∗ = {ξ ∈ ∗ : ϕ≪∗ ξ ≪∗ ψ} for ϕ, ψ ∈ ∗ with ϕ ≤∗ ψ,
where ∗ stands for one of RN , X , C, and Y .
For any given y ∈ R, define the translation operator Ty by Ty[ϕ](θ, x) = ϕ(θ, x − y) for all
ϕ ∈ C, θ ∈ M,x ∈ R. Let Q : C+ → C+ be a given map. Throughout this paper, we assume
that
(A1) T−y ◦Q[ϕ] ≥ Q ◦ T−y[ϕ] for all ϕ ∈ C+ and y ∈ R+.
(A2) For any vector r ∈ Int(RN+ ), Q|Cr : Cr → C+ is continuous, and monotone in the sense
that Q[φ] ≤ Q[ψ] whenever φ, ψ ∈ Cr with φ ≤ ψ.
By virtue of (A1), it is easy to see that for any (θ, x, ϕ) ∈M ×R×C+, T−y ◦Q ◦ Ty[ϕ](θ, x)
is nondecreasing in y ∈ R. We introduce two maps Q± : C+ → L∞(M × R,RN) by
Q−[ϕ](θ, x) := lim
y→−∞
T−y ◦Q ◦ Ty[ϕ](θ, x), ∀ϕ ∈ C+, (θ, x) ∈M × R (2.1)
and
Q+[ϕ](θ, x) := lim
y→∞
T−y ◦Q ◦ Ty[ϕ](θ, x), ∀ϕ ∈ C+, (θ, x) ∈M × R. (2.2)
In view of the definitions of Q± and the assumptions (A1) and (A2), we have the following
observation.
Lemma 2.1. The maps Q± : C+ → L∞(M × R,RN) admit the following properties:
(i) Ty[Q±[φ]] = Q±[Ty[φ]] for all (y, φ) ∈ R× C+;
(ii) Q± is monotone in the sense that Q±[φ](θ, x) ≤ Q±[ψ](θ, x) for all (θ, x) ∈ M × R and
φ, ψ ∈ C+ with φ ≤ ψ.
In the following, we further assume that
(A3) T−y ◦Qn ◦ Ty[ϕ]→ Qn−[ϕ] in C as y → −∞ and T−y ◦Qn ◦ Ty[ϕ]→ Qn+[ϕ] in C as y →∞
for all ϕ ∈ C+ and n ∈ N.
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(A4) For any vector r ∈ Int(RN+ ), Q±|Cr : Cr → C+ is continuous with Q+[0] = 0 and Q+[r∗] =
r∗ for some r∗ ∈ Int(Y+).
It easily follows from (A3) and (A4) that Q±[C+] ⊆ C+, Q− ≤ Q ≤ Q+, and Q± satisfies
(A2).
Next we present several hypotheses about strong positivity, upward convergence, asymptotic
annihilation, and uniform asymptotic annihilation of maps Q and Q±.
(SP) There exists N∗ > 0 such that Qn[ϕ](θ, x) ∈ Int(RN+ ) for all n ≥ N∗, (θ, x) ∈ M × (0,∞)
and ϕ ∈ C+ \ {0}.
(UC) There exist c∗−, c
∗
+ ∈ R such that c∗+ + c∗− > 0 and lim
n→∞
max
x∈A+ε,n
||Qn+[ϕ](·, x)− r∗(·)|| = 0 for
all ε ∈ (0, c∗++c∗−
2
) and ϕ ∈ C+ \ {0}, where A+ε,n = n[−c∗− + ε, c∗+ − ε].
(AA) There exist c¯−, c¯+ ∈ R such that c¯++ c¯− > 0 and lim
n→∞
sup
x/∈A−ε,n
||Qn+[ϕ](·, x)|| = 0 for all ε > 0
and all ϕ ∈ Cr∗ having compact supports, where A−ε,n = n[−c¯− − ε, c¯+ + ε].
(UAA) lim
n→∞
sup
(θ,x)∈M×R
Qn−[ϕ](θ, x) = 0 for all ϕ ∈ C+.
If Q+ satisfies (UC) and (AA) with c
∗
− = c¯− and c
∗
+ = c¯+, then c
∗
− and c
∗
+ are called the
leftward and rightward spreading speeds, respectively, for the discrete-time monotone system
{Qn+}n≥0. For the general results on the existence of spreading speeds for monotone semiflows,
we refer to [38, 28, 27, 29, 14].
Let us define a function h : M × R→ R by
h(θ, x) =

1, (θ, x) ∈M × [−1, 1],
x+ 2, (θ, x) ∈M × [−2,−1),
2− x, (θ, x) ∈M × (1, 2],
0, (θ, x) ∈M × (R+ \ [−2, 2]).
Proposition 2.1. Assume that Q+ satisfies (UC). Then the following statements are valid:
(i) lim
n→∞
min
x∈A+ε
3 ,n
Qn+[
r∗
16
h](θ, x) ≥ 2r∗(θ)
3
for all ε ∈ (0, 3c∗++3c∗−
2
) and θ ∈M .
(ii) For any ε ∈ (0, 3c∗++3c∗−
2
), there exists n0 := n0(ε) ≥ max{1, 6ε} such that T−nc◦Qn+[ r
∗
16
h](·, 0) ≥
r∗(·)
2
for all c ∈ [−c∗− + ε3 , c∗+ − ε3 ] and n ≥ n0.
(iii) For any ε ∈ (0, 3c∗++3c∗−
4
), there exists y0 = y0(ε) > 2 such that T−nc◦T−y0◦Qn◦Ty0 [ r∗16h] ≥ r
∗
4
h
for all c ∈ [−c∗− + 2ε3 , c∗+ − 2ε3 ] and n ∈ [n0, 2n0] ∩ N, where n0 = n0(ε) is defined as in
statement (ii).
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Proof. (i) follows from (UC) and the fact that r
∗
16
h ∈ C+ \ {0}.
(ii) By (i), there exists N0 := N(ε) ≥ 1 such that Qn+[ r
∗
16
h](·, x) ≥ r∗
2
for all n ≥ N0 and
−nc∗− + nε3 ≤ x ≤ nc∗+ − nε3 . Then n0 := max{N0, 6ε}, as required.
(iii) In view of (A3), r∗ ∈ Int(Y+), and the definition of Q+, we know that y0 := y0(ε) > 2
such that
T−y0 ◦Qn ◦ Ty0[
r∗
16
h](·, x) ≥ Qn+[
r∗
16
h](·, x)− r
∗
4
for all n ∈ [1, 2n0] and −nc∗− + nε3 ≤ x ≤ nc∗+ − nε3 . This, together with (ii) and the choices of
h, n0, implies that
T−nc ◦ T−y0 ◦Qn ◦ Ty0 [
r∗
16
h] ≥ r
∗
4
h
for all c ∈ [−c∗− + 2ε3 , c∗+ − 2ε3 ] and n ∈ [n0, 2n0] ∩ N.
Following [46], we say Q is a subhomogeneous map on [0, r∗]C if Q[κφ] ≥ κQ[φ] for all
(κ, φ) ∈ [0, 1]× [0, r∗]C .
Proposition 2.2. Assume that Q+ satisfies (UC), c
∗
+ > 0, and ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}), and let
n0 := n0(ε) and y0 := y0(ε) be defined as in Proposition 2.1. Then the following statements are
valid:
(i) T−nc ◦ T−y0 ◦Qn ◦ Ty0 [ r
∗
16
h] ≥ r∗
4
h for all c ∈ [max{0,−c∗− + 2ε3 }, c∗+ − 2ε3 ] and n ≥ n0. If, in
addition, Q is subhomogeneous on [0, r∗]C, then for any δ ∈ [0, 1], there holds T−nc ◦ T−y0 ◦
Qn ◦ Ty0 [ δr
∗
16
h] ≥ δr∗
4
h for all c ∈ [max{0,−c∗− + 2ε3 }, c∗+ − 2ε3 ] and all n ≥ n0.
(ii) If Q satisfies (SP) and is subhomogeneous on [0, r∗]C, then there exists κ0 = κ0(ε) ∈ (0, 1]
such that for any δ ∈ (0, 1), there holds T−nc ◦Qn[ δr∗16 h] ≥ δκ0r
∗
4
h for all c ∈ [max{ε,−c∗− +
ε}, c∗+ − ε] and n ≥ N0(ε) := N∗ +max{n0, 6y0ε ,
6N∗c∗+
ε
}.
Proof. (i) Define
n∗ := sup
{
k ≥ n0 : T−nc−y0 ◦Qn ◦ Ty0 [
r∗
16
h] ≥ r
∗
4
h,
for all c ∈ [max{0,−c∗− +
2ε
3
}, c∗+ −
2ε
3
], n ∈ [n0, k] ∩ N
}
.
Clearly, n∗ ≥ 2n0 due to Proposition 2.1-(iii) . It suffices to prove n∗ = ∞. Otherwise, we have
n∗ < ∞. It follows from (A1), (A2), Proposition 2.1-(iii) and the choices of y0, n0, n∗ that for
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any c ∈ [max{0,−c∗− + 2ε3 }, c∗+ − 2ε3 ], we have
T−(n∗+1)c−y0 ◦Qn
∗+1 ◦ Ty0 [
r∗
16
h]
= T−n0c−y0 ◦ [T−(n∗+1−n0)c ◦Qn0 ◦ T(n∗+1−n0)c] ◦ T−(n∗+1−n0)c ◦Qn
∗+1−n0 ◦ Ty0 [
r∗
16
h]
≥ T−n0c−y0 ◦Qn0 ◦ Ty0 [T−(n∗+1−n0)c−y0 ◦Qn
∗+1−n0 ◦ Ty0 [
r∗
16
h]]
≥ T−n0c−y0 ◦Qn0 ◦ Ty0 [
r∗
4
h] ≥ r
∗
4
h,
which contradicts the choice of n∗. For any δ ∈ [0, 1], we see from the subhomogeneity of Q that
T−nc ◦ T−y0 ◦Qn ◦ Ty0 [
δr∗
16
h] ≥ δT−nc ◦ T−y0 ◦Qn ◦ Ty0 [
r∗
16
h] ≥ δ r
∗
4
h,
where c ∈ [max{0,−c∗− + 2ε3 }, c∗+ − 2ε3 ] and all n ≥ n0.
(ii) It suffices to consider the case of δ = 1 due to the subhomogeneity of Q. By (SP), there
exists κ0 := κ0(ε) ∈ (0, 1] such that T−y0 ◦ QN∗ [ r∗16h] ≥ κ0r
∗
16
h. It follows from (i) that for any
c ∈ [max{ε,−c∗− + ε}, c∗+ − ε] and n ≥ N∗ +max{n0, 6y0ε ,
6N∗c∗+
ε
}, we have
T−nc ◦Qn[ r
∗
16
h] = T−(n−N∗)×nc−y0
n−N∗
◦ T−y0 ◦Qn−N
∗ ◦ Ty0[T−y0 ◦QN
∗
[
r∗
16
h]]
≥ T−(n−N∗)×nc−y0
n−N∗
◦ T−y0 ◦Qn−N
∗ ◦ Ty0[
κ0r
∗
16
h]
≥ κ0r
∗
4
h,
where nc−y0
n−N∗ ∈ [max{0,−c∗− + 2ε3 }, c∗+ − 2ε3 ] is used.
In the following, we introduce the asymptotic subhomogeneity, (SP), and (UC) hypothesis
to replace the subhomogeneity, (SP), and (UC) of Q in Proposition 2.2.
(ASH-UC-SP) There exist sequences {c∗±l}∞l=1 in R, {r∗l }∞l=1 in Int(Y+), and {Ql : C+ → C+}∞l=1 such that
for all positive integers k, l, there hold
(i) Ql satisfies (A1) and (A2), Ql[0] = 0, and Q ≥ Ql in Cr∗ for all l ∈ N.
(ii) T−y ◦Ql ◦ Ty[ϕ]→ Q+l [ϕ] in C as y →∞ for all ϕ ∈ C+, where Q+l [r∗l ] = r∗l ≤ r∗.
(iii) Ql is subhomogeneous on [0, r
∗
l ]C .
(iv) Ql satisfies (SP) and Q
+
l satisfies (UC) with c
∗
−l, c
∗
+l and r
∗
l .
Proposition 2.3. Assume that Q satisfies (ASH-UC-SP). Let c∗+ = lim
l→∞
c∗+l and c
∗
− = lim
l→∞
c∗−l.
If c∗+ > 0 and ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}), then there exist y1 = y1(ε) > 2, N1 = N1(ε) > 1, and
κ1 = κ1(ε), κ2 = κ2(ε) ∈ (0, 1] such that the following statements are valid:
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(i) For any δ ∈ (0, 1), there holds T−nc◦T−y1 ◦Qn◦Ty1[ δr
∗
16
h] ≥ δκ2r∗
4
h for all c ∈ [max{0,−c∗−+
2ε
3
}, c∗+ − 2ε3 ], n ≥ N1.
(ii) For any δ ∈ (0, 1), there holds T−nc ◦Qn[ δr∗16 h] ≥ δκ1κ2r
∗
4
h for all c ∈ [max{ε,−c∗−+ ε}, c∗+−
ε], n ≥ N1.
Proof. By the choices of c∗±, there exists a positive integer l0 := l0(ε) such that c
∗
+l0
> 0,
ε
2
∈ (0,min{c∗+l0,
c∗+l0
+c∗
−l0
2
}), |c∗+l0 − c∗+| < ε3 , and |c∗−l0 − c∗−| < ε3 . Applying Proposition 2.2 to
Ql0 , we know that there exist y1 := y0(
ε
2
) > 2, N1 := N0(
ε
2
) > 1, and κ1 := κ0(
ε
2
) ∈ (0, 1) such
that for any δ ∈ (0, 1) and n ∈ [N1,∞) ∩ N, there hold
T−nc ◦ T−y0 ◦ (Ql0)n ◦ Ty0 [
δr∗l0
16
h] ≥ δr
∗
l0
4
h, ∀c ∈ [max{0,−c∗−l0 +
ε
3
}, c∗+l0 −
ε
3
]
and
T−nc ◦ (Ql0)n[
δr∗l0
16
h] ≥ δκ1r
∗
l0
4
h, ∀c ∈ [max{ε
2
,−c∗−l0 +
ε
2
}, c∗+l0 −
ε
2
].
Choose κ2 ∈ (0, 1] such that κ2r∗(·) ≤ r∗l0(·) ≤ r∗(·). Then the desired results follow from the
fact that Q ≥ Ql0 and the choices of l0, y1, N1, κ1, and κ2.
Remark 2.1. The subhomogeneity assumption is used only in the proof of Propositions 2.2
and 2.3. Consequently, if we find some other sufficient conditions for the conclusions of Propo-
sitions 2.2 and 2.3, then all the results in the rest of this paper are still valid.
It is easy to verify the following properties for Q−.
Proposition 2.4. Assume that Q− satisfies (UAA). Then the following statements are valid:
(i) Qn−[r
∗](θ, x) = Qn−[r
∗](θ, 0) for all (n, θ, x) ∈ N×M × R.
(ii) Qn−[r
∗](θ, x) is nonincreasing in n ∈ N.
(iii) Qn−[r
∗]→ 0 in L∞(M × R,RN) as n→∞.
Proposition 2.5. Assume that Q− satisfies (UAA). Then the following statements are valid:
(i) Qn[r∗](·, x) is nonincreasing in n ∈ N and nondecreasing in x ∈ R.
(ii) If Q[r∗∗] ≤ r∗∗ for some r∗∗ ∈ Int(Y+), then lim
(n,x)→(∞,−∞)
Qn[r∗∗](·, x) = 0 in Y . In
particular, lim
(n,x)→(∞,−∞)
Qn[r∗](·, x) = 0 in Y .
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Proof. (i) is obvious.
(ii) It suffices to prove the statement for r∗ since the proof for r∗∗ is similar. Let ε > 0 be
given. By Proposition 2.4-(iii), there exists an integer n∗ > 0 such that ||Qn−[r∗]||L∞(M×R,RN ) ≤ ε3
for all n ≥ n∗. In particular, ||Qn∗− [r∗](·, 0)|| ≤ ε3 . It follows from the definition of Q− that there
is z∗ > 0 such that
||T−z ◦Qn∗ ◦ Tz[r∗](·, 0)−Qn∗− [r∗](·, 0)|| ≤
ε
3
for all z ∈ (−∞,−z∗].
Thus, ||T−z ◦Qn∗ ◦ Tz[r∗](·, 0)|| < ε for all z ∈ (−∞,−z∗], that is, ||Qn∗[r∗](·, z)|| < ε for all z ∈
(−∞,−z∗]. This, together with statement (i), implies that ||Qn[r∗](·, z)|| < ε for all (n, z) ∈
[n∗,∞)× (−∞,−z∗] with n ∈ N. Now statement (ii) follows from the arbitrariness of ε.
As a consequence of Proposition 2.5-(ii), we have the following observation.
Proposition 2.6. Assume that Q− satisfies (UAA) and there exists φ ∈ Cr∗ such that Q[φ] = φ.
Then φ(·, x)→ 0 in Y as x→ −∞.
It is easy to verify the following properties for Q+.
Proposition 2.7. Assume that Q+ satisfies (UC). Then the following statements are valid:
(i) Qn+[αr
∗](θ, x) = Qn+[αr
∗](θ, 0) for all (n, α, θ, x) ∈ N× [0, 1]×M × R.
(ii) For any given α ∈ (0, 1], Qn+[αr∗]→ r∗ in L∞(M × R,RN) as n→∞.
Proposition 2.8. Assume that Q+ satisfies (UC). Ifmin{c∗−, c∗+} > 0, then lim
x→∞
lim
n→∞
||Qn[r∗](·, x)−
r∗|| = 0, and hence, for any ε ∈ (0, 1), there exists x0 := x0(ε) > 0 such that Qn[r∗](·, x) ≫
(1− ε)r∗ for all (x, n) ∈ [x0,∞)× N.
Proof. Define
q(x) = lim
n→∞
[
max{α ∈ [0, 1] : Qn[r∗](·, x) ≥ αr∗}
]
for all x ∈ R.
According to the definition of q(·), we easily see that 0 ≤ q(x) ≤ 1 and q(x) is nondecreasing in
x ∈ R. By Proposition 2.2-(i), we have 0 < q(x) ≤ 1 for all large x.
To finish the proof, it suffices to prove lim
x→∞
q(x) = 1 due to Proposition 2.5-(i). Otherwise,
there is α∗ ∈ (0, 1) such that q(x) ≤ α∗ := lim
x→∞
q(x) < 1 for all x ∈ R. By Proposition 2.7-(ii),
there exist γ0 ∈ (0,min{α∗, 1−α∗3 }) and N0 > 0 such that
QN0+ [(α
∗ − γ0)r∗](·, 0) ≥ (α∗ + 3γ0)r∗.
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In view of (A3), there exists z0 > 0 such that
T−z0 ◦QN0 ◦ Tz0[(α∗ − γ0)r∗](·, 0) ≥ QN0+ [(α∗ − γ0)r∗](·, 0)− γ0r∗ ≥ (α∗ + 2γ0)r∗.
It follows from Proposition 2.5-(i) and the choice of α∗ that there is x∗ > 0 such that q(x) ≥
α∗ − γ0, and hence, Qn[r∗](·, x) ≥ (α∗ − γ0)r∗ for all x ≥ x∗ and n ∈ N.
Let us define a function ξd : M × R→ R by
ξd(θ, x) =

1, (θ, x) ∈M × [−d, d],
x+ 1 + d, (θ, x) ∈M × [−d− 1,−d),
d+ 1− x, (θ, x) ∈M × (d, d+ 1],
0, (θ, x) ∈M × (R+ \ [−d− 1, d+ 1]).
It then follows that
lim
d→∞
T−z0 ◦QN0 ◦ Tz0 [(α∗ − γ0)r∗ξd](·, 0) ≥ (α∗ + 2γ0)r∗ ≫ (α∗ + γ0)r∗
and
T−(x∗+d+1) ◦Qn[r∗] ≥ (α∗ − γ0)r∗ξd for all n ∈ N.
Thus, there is d0 > 0 such that
T−z ◦QN0 ◦ Tz[T−(x∗+d+1) ◦Qn[r∗]](·, 0) ≥ (α∗ + γ0)r∗
for all z ≥ z0, d ≥ d0, and n ∈ N. In particular, by taking z1 = max{z0, x∗ + d0 + 1}, we have
T−z1 ◦QN0 ◦ Tz1−(x∗+d0+1) ◦Qn[r∗](·, 0) ≥ (α∗ + γ0)r∗.
This, together with (A1), implies that
T−z1 ◦QN0+n[r∗](·, 0) = T−z1 ◦QN0 ◦ Tz1−(x∗+d0+1) ◦ T−z1+(x∗+d0+1) ◦Qn ◦ Tz1−(x∗+d0+1)[r∗](·, 0)
≥ T−z1 ◦QN0 ◦ Tz1−(x∗+d0+1) ◦Qn[r∗](·, 0)
≥ (α∗ + γ0)r∗ for all n ∈ N.
It follows that QN0+n[r∗](·, x) ≥ (α∗ + γ0)r∗, and hence, q(x) ≥ α∗ + γ0 > α∗ for all n ∈ N and
x ≥ z1, which contradicts the choice of α∗.
3 Discrete-time semiflows
In this section, we study the upward convergence, asymptotic annihilation, and the existence of
fixed points for discrete-time maps.
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Theorem 3.1. Assume that Q+ satisfies (UC) and either Q is a subhomogeneous map with (SP),
or Q satisfies (ASH-UC-SP). If c∗+ > 0, then for any ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}) and ϕ ∈ C+ \ {0},
there holds lim
n→∞
max{||Qn[ϕ](·, x)− r∗|| : nmax{ε,−c∗− + ε} ≤ x ≤ n(c∗+ − ε)} = 0.
Proof. For any ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}), we define
Iε = [max{ε,−c∗− + ε}, c∗+ − ε],
U−(ε) = lim inf
n→∞
[
sup{α ∈ R+ : Qn[ϕ](·, x) ≥ αr∗ for all x ∈ nIε}
]
,
and
U+(ε) = lim sup
n→∞
[
inf{α ∈ R+ : Qn[ϕ](·, x) ≤ αr∗ for all x ∈ nIε}
]
.
According to the definitions of U−(ε), U+(ε), we easily see that 0 ≤ U−(ε) ≤ U+(ε), U−(ε) is non-
decreasing in ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}), and U+(ε) is non-increasing in ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}). In
view of (UC), Q ≤ Q+ and the definitions of U+(ε), we have U+(ε) ≤ 1 for all (0,min{c∗+, c
∗
++c
∗
−
2
}).
By ϕ ∈ C+ \ {0} and (SP), there exists δ0 := δ0(ϕ) ∈ (0, 1) such that T−3 ◦ QN∗ [ϕ] ≥ δ0r∗16 h. It
follows from (A1) that
Qn[ϕ] ≥ T3 ◦Qn−N∗ ◦ T−3 ◦QN∗ [ϕ] ≥ T3 ◦Qn−N∗ [δ0r
∗
16
h] for all n ≥ N∗.
This, together with Proposition 2.2-(ii) or Proposition 2.3-(ii), implies that 0 < U−(ε) ≤ U+(ε) ≤
1 for all ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}).
To finish the proof, we only need to prove U−(ε) = 1 for all ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}).
Otherwise, U−(ε0) < 1 for some ε0 ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}). Thus, U−(ε) < 1 for all ε ∈
(0,min{c∗+, c
∗
++c
∗
−
2
}). Due to the monotonicity of U±, we easily see that U±(ε) are continuous
in ε ∈ [0, ε0], except possibly for ε from a countable set of [0, ε0]. We may assume, without loss
of generality, that for some ε1 ∈ (0, ε0), U− is continuous at ε1.
By Proposition 2.7-(ii), there exist γ0 ∈ (0,min{U−(ε1), 1−U−(ε1)3 }) and N0 > 0 such that
QN0+ [U−(ε1)r
∗](·, 0) ≥ (U−(ε1) + 3γ0)r∗.
In view of (A3), there exists z0 > 0 such that
T−z0 ◦QN0 ◦ Tz0 [U−(ε1)r∗](·, 0) ≥ QN0+ [U−(ε1)r∗](·, 0)− γ0r∗ ≥ (U−(ε1) + 2γ0)r∗.
According to the definition of U−(τ), for any τ ∈ (ε1, ε0), there exist θ0 ∈ M and sequences
nk →∞ and (θk, xk) ∈M × nkIτ such that lim
k→∞
θk = θ0 and lim
k→∞
Qnk [ϕ](θk, xk)−U−(τ)r∗(θ0) ∈
∂(RN+ ). Since for any bounded subset B of R, xk + B ⊆ (nk −N0)Iε1 for all large k, we obtain
lim inf
k→∞
[
sup{α ∈ R+ : T−xk ◦Qnk−N0[ϕ](·, x) ≥ αr∗ for all x ∈ B}
]
∈ [U−(ε1), U+(ε1)]
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and
lim sup
k→∞
[
inf{α ∈ R+ : T−xk ◦Qnk−N0 [ϕ](·, x) ≤ αr∗ for all x ∈ B}
]
∈ [U−(ε1), U+(ε1)].
In other words,
lim sup
k→∞
[
dist(T−xk ◦Qnk−N0[ϕ], [U−(ε1)r∗, U+(ε1)r∗]C)
]
= 0.
It then follows from (A1) and (A2) that
lim inf
k→∞
min
θ∈M
[T−xk ◦QN0 ◦ Txk [T−xk ◦Qnk−N0 [ϕ]](θ, 0)− (γ0 + U−(ε1))r∗(θ)]
≥ lim inf
k→∞
min
θ∈M
[T−z0 ◦QN0 ◦ Tz0 [T−xk ◦Qnk−N0 [ϕ]](θ, 0)− (γ0 + U−(ε1))r∗(θ)]
≥ min
θ∈M
[T−z0 ◦QN0 ◦ Tz0[U−(ε1)r∗](θ, 0)− (γ0 + U−(ε1))r∗(θ)]
≥ min
θ∈M
[γ0r
∗(θ)] > 0.
This implies that
lim
k→∞
Qnk [ϕ](θk, xk)− (γ0 + U−(ε1))r∗(θ0) = lim
k→∞
[
Qnk [ϕ](θk, xk)− (γ0 + U−(ε1))r∗(θk)
]
∈ RN+ .
Thus, by the choices of θ0, nk, and r
∗(·), there holds
U−(τ) ≥ U−(ε1) + γ0 > U−(ε1).
By the continuity of U− at ε1, letting τ → ε1, we then have U−(ε1) ≥ U−(ε1) + γ0 > U−(ε1), a
contradiction. This shows that U−(ε) = U+(ε) = r∗ for all ε ∈ (0, c∗+), and hence, the conclusion
holds true.
By applying the arguments in the proof of Theorem 3.1, combined with Proposition 2.2-(i)
or Proposition 2.3-(i), we have the following result.
Corollary 3.1. Assume that Q+ satisfies (UC) and either Q is a subhomogeneous map with (SP),
or Q satisfies (ASH-UC-SP). If min{c∗−, c∗+} > 0, then for any ε ∈ (0, c∗+) and ϕ ∈ C+ \ {0},
there holds lim
α→∞
[
sup{||Qn[ϕ](·, x)− r∗|| : n ≥ α and α ≤ x ≤ n(c∗+ − ε)}
]
= 0.
Theorem 3.2. Assume that Q+ satisfies (AA) and Q− satisfies (UAA). If ϕ ∈ Cr∗, then the
following statements are valid:
(i) If ϕ has a compact support, then lim
n→∞
[
sup{Qn[ϕ](θ, x) : (θ, x) ∈M × n(R \ [−c¯−− ε, c¯++
ε])}
]
= 0 for all ε > 0.
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(ii) If Q[r∗∗] ≤ r∗∗ for some r∗∗ ∈ Int(Y+), then lim
n→∞
[
sup{||Qn[ϕ](·, x)|| : x ∈ (−∞,−nε]}
]
=
0 for all ε > 0 and ϕ ∈ Cr∗∗. In particular, lim
n→∞
[
sup{||Qn[ϕ](·, x)|| : x ∈ (−∞,−nε]}
]
= 0
for all ε > 0 and ϕ ∈ Cr∗.
Proof. (i) follows from (AA) and Q ≤ Q+.
(ii) Fix ε > 0 and ϕ ∈ Cr∗∗ . By Proposition 2.5-(ii), it follows that for any γ > 0, there
exists ρ0 := ρ0(γ) > 0 such that Q
n[r∗∗](·, x) ≪ γr∗∗ for all n > ρ0, and x < −ρ0. Thus,
Qn[r∗∗](·, x) ≪ γr∗∗ for all n > max{ρ0, ρ0ε } and x < −nε. Since ϕ ≤ r∗∗ and γ is arbitrary, we
have lim
n→∞
[
sup{Qn[ϕ](·, x) : x ∈ (−∞,−nε]}
]
= 0.
By the arguments supporting Theorem 3.2-(ii), we also have the following result.
Corollary 3.2. Assume that Q− satisfies (UAA). If Q[r∗∗] ≤ r∗∗ for some r∗∗ ∈ Int(Y+), then
lim
α→∞
[
sup{||Qn[ϕ](·, x)|| : x ∈ (−∞,−α] and n ≥ α}
]
= 0 for all ϕ ∈ Cr∗∗. In particular,
lim
α→∞
[
sup{||Qn[ϕ](·, x)|| : x ∈ (−∞,−α] and n ≥ α}
]
= 0 for all ϕ ∈ Cr∗.
Recall that φ is a nontrivial fixed point of the map Q if φ ∈ C+ \ {0} and Q[φ] = φ. We say
that φ(θ, x) connects 0 to r∗ if φ(·,−∞) := lim
s→−∞
φ(·, s) = 0 and φ(·,∞) := lim
s→∞
φ(·, s) = r∗. It
easily follows that for any (θ, x) ∈ M × R, W (θ, x) := lim
n→∞
Qn[r∗](θ, x) is well defined. Further,
we have the following observation.
Lemma 3.1. If W is a nontrivial fixed point of the map Q in Cr∗ \ {0} and W (·, s) is nonde-
creasing in s ∈ R, then the following statements are valid:
(i) If (UAA) holds, then W (·,−∞) = 0.
(ii) If (−c∗−, c∗+) ∩ (0,∞) 6= ∅ and either Q+ satisfies (UC) and Q is a subhomogeneous map
with (SP), or Q satisfies (ASH-UC-SP), then W (·,∞) = r∗.
(iii) If {(T−z ◦ Q)n[r∗] : n ∈ N} is precompact in C for some z ∈ (0,∞), then T−z ◦ Q has a
nontrivial fixed pointWz in C+ such that Wz(·, s) is nondecreasing in s ∈ R. If, in addition,
W (·,∞) = r∗, then Wz(·,∞) = r∗.
Proof. (i) and (ii) follow from Proposition 2.6 and Theorem 3.1, respectively.
(iii) Since Q[W ] = W , we have r∗ > T−z ◦ Q[W ] = T−z[W ] ≥ W > 0. We can define
Wz := lim
n→∞
(T−z ◦ Q)n[r∗] due to the compactness and monotonicity. Then T−z ◦ Q[Wz ] = Wz,
W ≤ Wz < r∗, and Wz(·, x) is nondecreasing in x. Moreover, if W (·,∞) = r∗, then by W ≤
Wz ≤ r∗, we obtain Wz(·,∞) = r∗.
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Theorem 3.3. Assume that (UAA) and (UC) hold, and either Q is a subhomogeneous map with
(SP) or Q satisfies (ASH-UC-SP). If c∗− > 0 and {Qn[r∗] : n ∈ N} is precompact in C, then the
following statements are valid:
(i) If c∗+ > 0, then Q has a nontrivial fixed point W in C+ such that W (·,−∞) = 0, W (·,∞) =
r∗, and W (·, s) is nondecreasing in s ∈ R.
(ii) If c∗+ ≤ 0 and {(Tx0 ◦Q)n[r∗] : n ∈ N} is precompact in C for some x0 ∈ (−c∗+, c∗−), then Q
has a nontrivial fixed point W in C+ such that W (·,−∞) = 0, W (·,∞) = r∗, and W (·, s)
is nondecreasing in s ∈ R.
Proof. (i) Define Wn(·, x) = Qn[r∗](·, x) for all (x, n) ∈ R × N. Then for n ∈ N, 0 < Wn+1 ≤
Wn < r
∗ and Wn(·, x) is nondecreasing in x. By taking ε = min{c
∗
−
,c∗+}
3
and applying Propo-
sition 2.2-(i) or Proposition 2.3-(i) with c = 0, we see that there exist n0, y0 > 0 such that
Wn(·, y0) = T−y0 ◦ Qn[r∗](·, 0) ≥ r
∗
4
> 0 for all n ≥ n0. Thus, W (θ, x) := lim
n→∞
Wn(θ, x) 6≡ 0.
By the compactness of {Qn[r∗] : n ∈ N} in C, it follows that Wn tends to W in C and hence,
Q[W ] = W and W is nondecreasing. In view of Lemma 3.1-(i,ii), we have W (·,∞) = r∗ and
W (·,−∞) = 0.
(ii) By the choice of x0, it follows that x0 > 0 and min{c∗+ + x0, c∗− − x0} > 0. Using (A1)
repeatedly, we easily verify that (Tx0 ◦ Q)n[r∗] ≥ Tnx0[Qn[r∗]] for all n ∈ N. This, together
with the argument similar to that in (i) (after slight modifications), implies that Tx0 ◦ Q has a
nontrivial fixed point W−x0 in C+ such that W−x0(·,−∞) = 0, W−x0(·,∞) = r∗, and W−x0(·, s)
is nondecreasing in s ∈ R. Thus, the desired conclusion follows from Lemma 3.1-(iii).
4 Continuous-time semiflows
In this section, we extend our results on spreading speeds and asymptotic behavior to a continuous-
time semiflow on C+. A map Q : R+ × C+ → C+ is said to be a continuous-time semiflow on
C+ if for any vector r ∈ Int(RN+ ), Q|R+×Cr : R+ × Cr → C+ is continuous, Q0 = Id|C+ , and
Qt ◦Qs = Qt+s for all t, s ∈ R+, where Qt , Q(t, ·) for all t ∈ R+.
In the section, we need the following assumption for some results.
(SC) For any φk ∈ C+ with lim
k→∞
φk = 0 and sup
k∈N
||φk||L∞(M×R,R) <∞, there holds lim
k→∞
T−y ◦Qt ◦
Ty[φk] = 0 in C uniformly for (t, y) ∈ [0, 1]× R+.
Remark 4.1. It is easy to see that if lim
y→∞
T−y ◦Qt ◦Ty[φ] = Q+t [φ] in C for any (t, φ) ∈ R+×C+
and {Q+t }t∈R+ is a continuous-time semiflow on C+, then the property (SC) holds for Qt.
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Theorem 4.1. Let {Qt}t≥0 be a continuous-time semiflow on C+ such that each Qt satisfies
(A1) and (A2). Assume that there exists t0 > 0 such that Q+ satisfies (AA) and (UC), Q−
satisfies (UAA), and either Qt0 is a subhomogeneous map with (SP), or Qt0 satisfies (ASH-UC-
SP), where Q± are defined as in (2.1) and (2.2) with Q replaced by Qt0 . Then the following
statements are valid:
(i) If c∗+ > 0, then for any ε ∈ (0, 1t0 min{c∗+,
c∗++c
∗
−
2
}) and ϕ ∈ C+ \ {0}, we have
lim
t→∞
max{||Qt[ϕ](·, x)− r∗|| : tmax{ε,−c
∗
−
t0
+ ε} ≤ x ≤ t(c
∗
+
t0
− ε)} = 0.
(ii) If ϕ has a compact support and (SC) holds, then lim
t→∞
[
sup{||Qt[ϕ](·, x)|| : x ∈ t(R\ [− c¯−t0 −
ε, c¯+
t0
+ ε])}
]
= 0 for all ε > 0.
(iii) lim
t→∞
[
sup{||Qt[ϕ](·, x)|| : x ∈ (−∞,−tε]}
]
= 0 for all ε > 0 and ϕ ∈ Cr∗.
(iv) If there exists a sequence of points {φk}k∈N in Int(Y+) such that C+ ⊆
⋃
k∈N
(φk − C+) and
Qt0 [φk] ≤ φk for all k ∈ N, then lim
t→∞
[
sup{||Qt[ϕ](·, x)|| : x ∈ (−∞,−tε]}
]
= 0 for all
ε > 0 and ϕ ∈ C+.
(v) If min{c∗−, c∗+} > 0, then for any ε ∈ (0, 1t0 c∗+) and ϕ ∈ C+ \ {0}, we have
lim
α→∞
[
sup{||Qt[ϕ](·, x)− r∗|| : t ≥ t0α and α ≤ x ≤ t(c
∗
+
t0
− ε)}
]
= 0.
Proof. Since {Qt}t≥0 is an autonomous semiflow, we assume that t0 = 1 in our proof.
Otherwise, we consider the autonomous semiflow {Qˆt}t≥0 := {Qt0t}t≥0 instead of {Qt}t≥0.
(i) Without loss of generality, we may assume that ϕ ≤ r∗.
Given any ε ∈ (0,min{c∗+, c
∗
++c
∗
−
2
}) and γ > 0. We prove statement (i) by distinguishing two
cases.
Case 1. min{c∗+, c∗−} > 0.
By applying Theorem 3.1 to Q1, we have
lim
n→∞
max
{
||Qn[ϕ](·, x)− r∗|| : x ∈
[
nmax{ε
3
,−c∗− +
ε
3
}, n(c∗+ −
ε
3
)
]}
= 0. (4.1)
Since Qt[r
∗](·, x) is nonincreasing in t ∈ R+ and nondecreasing x ∈ R, it follows from Proposi-
tion 2.8 that there exists y0 := y0(γ) > 0 such that ||Qt[r∗](·, y) − r∗|| < γ3 for all t ∈ R+ and
y ≥ y0.
By the uniform continuity of Q at r∗ for t ∈ [0, 1], there exist δ = δ(γ) > 0 and d = d(γ) > 0
such that if ψ ∈ Cr∗ with ||ψ(·, x) − r∗|| < δ for all x ∈ [−d, d], then ||Qt ◦ Ty0 [ψ](·, y0) −
Qt[r
∗](·, y0)|| < γ3 for all t ∈ [0, 1].
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It follows from (4.1) that there is an integer n1 > 0 such that ||Qn[ϕ](·, x) − r∗|| < δ for
all x ∈ [nmax{ ε
3
,−c∗− + ε3}, n(c∗+ − ε3)
]
and n > n1. Let n2 = max{n1, 3dε }. Then for any
n > n2 and y ∈
[
nmax{2ε
3
,−c∗− + 2ε3 }, n(c∗+ − 2ε3 )
]
, we have ||T−y ◦ Qn[ϕ](·, x) − r∗|| < δ for all
x ∈ [−d, d]. Since Qt satisfies (A1) for any t ≥ 0, it follows that for any n > max{n2, 3y02ε },
y ∈ [nmax{2ε
3
,−c∗− + 2ε3 }, n(c∗+ − 2ε3 )
]
, and t ∈ [0, 1], there holds
||Qt+n[ϕ](·, y)− r∗||
≤ ||T−y0 ◦Qt ◦ Ty0 ◦ T−y ◦Qn[ϕ](·, 0)− r∗||
≤ ||Qt ◦ Ty0 [T−y ◦Qn[ϕ]](·, y0)−Qt[r∗](·, y0)||+ ||Qt[r∗](·, y0)− r∗||
<
γ
3
+
γ
3
< γ.
Thus, ||Qt[ϕ](·, y)−r∗|| < γ for all t > 1+max{n2, 3y02ε ,
3c∗+
ε
} and y ∈ [tmax{ε,−c∗− + ε}, t(c∗+ − ε)].
Hence, (i) follows from the arbitrariness of γ.
Case 2. c∗− ≤ 0 and min{c∗+ + c∗−, c∗+} > 0.
Take c ∈ (−c∗−,min{c∗+ − ε,−c∗− + ε6}). Then 0 ≤ −c∗− < c < c∗+. Note that
T−ct ◦Qt ◦ T−cs ◦Qs ≤ T−ct ◦ [T−cs ◦Qt ◦ Tcs] ◦ T−cs ◦Qs
= T−c(t+s) ◦Qt+s for all t, s ∈ R+.
It then follows that both T−c(t+n) ◦ Qt+n[r∗] ≥ T−ct ◦ Qt ◦ T−cn ◦ Qn[r∗] and T−cn ◦ Qn[r∗] ≥
(T−c ◦Q1)n[r∗] hold true for all t ∈ [0, 1] and n ∈ N.
In the following, we apply the arguments for Case 1 to T−ct ◦Qt with some necessary modi-
fications since T−ct ◦Qt does not admit the semigroup property.
By Proposition 2.8, as applied to T−c ◦ Q1, we know that there exists y0 := y0(γ) > 0 such
that ||(T−c ◦Q1)n[r∗](·, y)− r∗|| < γ3 for all n ∈ N and y ≥ y0. It then follows that
||T−c ◦Q1[r∗](·, y)− r∗|| < γ
3
for all y ≥ y0.
This, together with the fact that
T−c ◦Q1[r∗] = T−c(1−t) ◦ T−ct ◦Qt ◦Q1−t[r∗] ≤ T−c(1−t) ◦ T−ct ◦Qt[r∗] for all t ∈ [0, 1],
implies that ||T−ct◦Qt[r∗](·, y)−r∗|| < γ3 for all y ∈ [y0+(1−t)c,∞) and t ∈ [0, 1]. In particular,
||T−ct ◦Qt[r∗](·, y1)− r∗|| < γ3 for all t ∈ [0, 1], where y1 = y0 + c.
In view of the uniform continuity of Q at r∗ for t ∈ [0, 1], there exist δ = δ(γ) > 0 and
d = d(γ) > 0 for all such that if ψ ∈ Cr∗ with ||ψ(·, x)− r∗|| < δ for all x ∈ [−d, d], then
||T−ct ◦Qt ◦ Ty1 [ψ](·, y1)− T−ct ◦Qt[r∗](·, y1)|| <
γ
3
for all t ∈ [0, 1].
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By applying Theorem 3.1 to T−c ◦Q1, we have
lim
n→∞
max
{
||(T−c ◦Q1)n[ϕ](·, x)− r∗|| : x ∈
[
nmax{ε
3
,−c∗− − c +
ε
3
}, n(c∗+ − c−
ε
3
)
]}
= 0.
(4.2)
It follows from (4.2) that there is an integer n1 > 0 such that ||(T−c ◦ Q1)n[ϕ](·, x) − r∗|| < δ,
and hence,
||T−nc ◦Qn[ϕ](·, x)− r∗|| < δ
for all x ∈ [nmax{ ε
3
,−c∗− − c+ ε3}, n(c∗+ − c− ε3)
]
, n > n1.
Let n2 = max{n1, 3dε }. Then for any n > n2 and y ∈
[
nmax{2ε
3
,−c∗− − c+ 2ε3 }, n(c∗+ − c− 2ε3 )
]
,
we have ||T−y ◦ T−nc ◦ Qn[ϕ](·, x) − r∗|| < δ for all x ∈ [−d, d]. Since Qt satisfies (A1) for any
t ≥ 0, it follows that for any n > max{n2, 2y1ε }, y ∈
[
nmax{2ε
3
,−c∗− − c+ 2ε3 }, n(c∗+ − c− 2ε3 )
]
,
and t ∈ [0, 1],
||T−c(t+n)Qt+n[ϕ](·, y)− r∗||
≤ ||T−y ◦ T−ct ◦Qt ◦ Ty ◦ T−y ◦ T−cn ◦Qn[ϕ](·, 0)− r∗||
≤ ||T−y1 ◦ T−ct ◦Qt ◦ Ty1 ◦ T−y ◦ T−cn ◦Qn[ϕ](·, 0)− r∗||
≤ ||T−ct ◦Qt ◦ Ty1 [T−y ◦ T−cn ◦Qn[ϕ]](·, y1)− T−ct ◦Qt[r∗](·, y1)||+ ||T−ct ◦Qt[r∗](·, y1)− r∗||
<
γ
3
+
γ
3
< γ.
Thus, we have
||T−ct ◦Qt[ϕ](·, y)− r∗|| < γ
for all t > 1 + max{n2, 2y1ε ,
6(c∗+−c∗−)
ε
} and y ∈ [tmax{5ε
6
,−c∗− − c+ 5ε6 }, t(c∗+ − c− 5ε6 )
]
. In other
words,
||Qt[ϕ](·, y)− r∗|| < γ
for all t > 1+max{n2, 2y1ε ,
6(c∗+−c∗−)
ε
} and y ∈ [tmax{5ε
6
+ c,−c∗− + 5ε6 }, t(c∗+ − 5ε6 )
]
. This, together
with the choices of c, γ, implies that
lim
n→∞
max{||Qt[ϕ](·, x)− r∗|| : tmax{ε,−c∗− + ε} ≤ x ≤ t(c∗+ − ε)} = 0.
(ii) Given any ε > 0, γ > 0 and r∗∗ > 0. It follows from (A1) and (SC) that there exist
δ = δ(γ) > 0 and d = d(γ) > 0 such that if ψ ∈ Cr∗∗ with ||ψ(·, x)|| < δ for all x ∈ [−d, d], then
||T−y ◦Qt ◦ Ty[ψ](·, 0)|| < γ for all t ∈ [0, 1] and y ∈ R.
In view of Theorem 3.2-(i), we obtain
lim
n→∞
[
sup{Qn[ϕ](θ, x) : (θ, x) ∈M × n(R \ [−c¯− − ε
3
, c¯+ +
ε
3
])}
]
= 0. (4.3)
It follows from (4.3) that there is an integer n1 > 0 such that ||Qn[ϕ](·, x)|| < δ for all x ∈
n(R \ [−c¯− − ε3 , c¯+ + ε3 ]) and n > n1. Let n2 = max{n1, 3dε }. Then for any n > n2 and
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y ∈ n(R \ [−c¯− − 2ε3 , c¯+ + 2ε3 ]), we have ||T−y ◦ Qn[ϕ](·, x)|| < δ for all x ∈ [−d, d]. According
to the previous discussions, we know that for any n > n2, y ∈ n(R \ [−c¯− − 2ε3 , c¯+ + 2ε3 ]), and
t ∈ [0, 1],
||Qt+n[ϕ](·, y)|| = ||T−y ◦Qt ◦ Ty ◦ T−y ◦Qn[ϕ](·, 0)||
= ||T−y ◦Qt ◦ Ty[T−y ◦Qn[ϕ]](·, 0)|| < γ.
In particular, ||Qt[ϕ](·, y)|| < γ for all t > 1+max{n2, 3(|c¯+|+|c¯−|)ε } and y ∈ t(R\ [−c¯−−ε, c¯++ε]).
Thus, (ii) follows from the arbitrariness of γ.
(iii) Let nt be the integer part of t and rt be the nonnegative fraction part of t. Then
Qt[ϕ] = Qnt [Qrt [ϕ]] ≤ Qnt [Qrt [r∗]] ≤ Qnt [r∗]. This, together with Theorem 3.2-(ii), implies that
lim
t→∞
[
sup{||Qt[ϕ](·, x)|| : x ∈ (−∞,−ntε]}
]
= 0. It follows that lim
t→∞
[
sup{||Qt[ϕ](·, x)|| : x ∈
(−∞,−tε]}
]
= 0.
(iv) follows from the proof similar to that of (iii) with r∗ replaced by φk .
(v) By using Corollary 3.1 and the arguments similar to those in the proof of statement (i),
we can obtain (v).
In the rest of this section, we consider the nontrivial equilibrium points for the continuous-
time semiflow {Qt}∞t=0 on C+. We say thatW is an equilibrium point of {Qt}∞t=0 if W : M×R→
R+ is a bounded and continuous function and Qt[W ](θ, x) = W (θ, x) for all (θ, x) ∈M ×R and
t ∈ R+, and that W connects 0 to r∗ if W (·,−∞) = 0 and W (·,∞) = r∗.
Theorem 4.2. Suppose that Q := Qt0 and its associated Q± satisfy all conditions in Theorem 3.3
for some t0 > 0. If c
∗
− > 0 and Qt[r
∗] ≤ r∗ for all t ∈ R+, then {Qt}t∈R+ has an equilibrium
point W connecting 0 to r∗.
Proof. Since c∗− > 0 and c
∗
− + c
∗
+ > 0, it is easy to see that min{c∗−, c∗+} > 0 or c∗+ ≤ 0.
By Theorem 3.3, there exists a nondecreasing function W ∈ C◦+ such that W (·,−∞) = 0,
W (·,∞) = r∗, W = lim
n→∞
Qnt0 [r
∗], and Qnt0 [W ] = W . Since Qt[r
∗] is nonincreasing in t ∈ R+
due to the fact that Qt[r
∗] ≤ r∗ for all t ∈ R+, we have W = lim
t→∞
Qt[r
∗]. Thus, Qt[W ] = W for
all t ∈ R+.
Corollary 4.1. Suppose that Q := Qt0 and its associated Q± satisfy all conditions in Theorem 3.3
for some t0 > 0. Let Qt[r
∗] ≤ r∗ for all t ∈ R+ and min{c∗−, c∗+} > 0. If {Qt[ψ] : t ≥ t0} is
precompact in C and Qt has at least one equilibrium point in K for any closed, convex, and
positively invariant set K of Qt, then {Qt}t∈R+ has a unique equilibrium point W connecting 0
to r∗ if and only if for any ε ∈ (0, 1
t0
c∗+) and ϕ ∈ C+ \ {0}, there holds lim
t→∞
[
sup{||Qt[ϕ](·, x)−
W (·, x)|| : x ≤ t( c∗+
t0
− ε)}
]
= 0.
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Proof. It suffices to prove the necessity since the sufficiency is obvious. Let W = lim
t→∞
Qt[r
∗].
According to Theorem 4.1-(v) and Theorem 4.2, we have
lim
α→∞
[
sup{||Qt[ϕ](·, x)−W (·, x)|| : t ≥ t0α and α ≤ x ≤ t(c
∗
+
t0
− ε)}
]
= 0.
Thus, we only need to prove ω(ϕ) = {W}. Otherwise, there exist ξ, η ∈ Cr∗ \ {0} such that
0 < η ≤ ω(ξ) ≤ W and ω(ξ) 6= W . Then ω(η) ≤ ω(ξ) ≤ W , K := {φ ∈ Cr∗ \ {0} : ω(η) ≤ φ ≤
ω(ξ)} < W , and K is a closed, convex, and positively invariant set of Qt. Thus, {Qt}t∈R+ has
another equilibrium point W− in K. By W− < W , we have W−(·,−∞) = 0. Then Theorem 4.1-
(i) gives rise to W−(·,∞) = r∗, a contradiction.
Remark 4.2. Let t0 > 0 and X+ =
{
ϕ ∈ L∞(M × R,RN) : ϕ(θ, ·) ∈ X+, for all θ ∈
M and sup
(θ,x)∈M×R
||ϕ(θ, x)|| < ∞
}
with the norm ||ϕ||X , sup
θ∈M
||ϕ(θ, ·)||X. For a given map
Q : R+ × X+ → X+, let Qt := Q[t, ·] and define Q± as in (2.1) and (2.2) with Q replaced by
Qt0 |C+. Instead of (A1), (A2) and (SC), we assume that
(H1) Qs ◦ Qt = Qs+t, Qt[ξ] ≥ Qt[η], and T−y ◦ Qt[η] ≥ Q ◦ T−y[η] for all (t, s, y, η) ∈ R3+ × X+
and ξ ∈ η + X+.
(H2) Q[[t0,∞)× X+] ⊆ C+.
(H3) For any r ∈ Int(RN+ ), Q[t, ·] is continuous in Cr uniformly for t in any compact interval
on R+.
(H4) There is a continuous-time semiflow {Q+t }t∈R+ on C+ such that for any (t, φ) ∈ R+ × C+,
lim
y→∞
T−y ◦Qt ◦ Ty[φ] = Q+t [φ] ∈ C+ with respect to the compact open topology.
It then follows that under assumptions (H1)–(H4) and the other conditions in Theorem 4.1,
Theorem 4.2, and Corollary 4.1, respectively, all the results in this section still hold true.
5 Nonautonomous systems
In this section, we extend our results on spreading speeds and asymptotic behavior to a class of
nonautonomous evolution systems. Assume that P : R+ × C+ → C+ is a map such that for any
vector r ∈ Int(RN+ ), P |R+×Cr : R+ × Cr → C+ is continuous. For any given c ∈ R, we define a
family of mappings Qt := T−ct ◦ P [t, ·] with parameter t ∈ R+.
By Theorem 4.1 and the definition of Qt, we have the following result.
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Theorem 5.1. Assume that there exist t0 > 0 and c ∈ R such that Qt := T−ct ◦ P [t, ·] is a
continuous-time semiflow on C+, and Qt satisfies all the conditions in Theorem 4.1. Then the
following statements are valid:
(i) If c∗+ > 0, then for any ε ∈ (0, 1t0 min{c∗+,
c∗++c
∗
−
2
}) and ϕ ∈ C+ \ {0}, we have
lim
t→∞
max{|P [t, ϕ](θ, x)− r∗| : θ ∈M and tmax{c+ ε, c− c
∗
−
t0
+ ε} ≤ x ≤ t(c+ c
∗
+
t0
−ε)} = 0.
(ii) If ϕ has a compact support and (SC) holds, then lim
t→∞
[
sup{P [t, ϕ](θ, x) : (θ, x) ∈M× t(R\
[c− c∗−
t0
− ε, c+ c∗+
t0
+ ε])}
]
= 0 for all ε > 0.
(iii) lim
t→∞
[
sup{||P [t, ϕ](·, x)|| : x ∈ (−∞, t(c− ε)]}
]
= 0 for all ε > 0 and ϕ ∈ Cr∗.
(iv) If there exists a sequence of points {φk}k∈N in Int(Y+) such that C+ ⊆
⋃
k∈N
(φk − C+) and
Qt0 [φk] ≤ φk for all k ∈ N, then lim
t→∞
[
sup{||P [t, ϕ](·, x)|| : x ∈ (−∞, t(c− ε)]}
]
= 0 for all
ε > 0 and ϕ ∈ C+.
Proof. We only prove (i), since the other cases can be dealt with in a similar way. According
to Theorem 4.1-(i), we have
lim
t→∞
max
{‖Qt[ϕ](·, x)− r∗‖ : tmax{ε,−c∗+
t0
+ ε} ≤ x ≤ t(c
∗
+
t0
− ε)} = 0.
This, together with the definition of Qt, implies that
lim
t→∞
max
{‖T−ct[P (t, ϕ)](·, x)− r∗‖ : tmax{ε,−c∗+
t0
+ ε} ≤ x ≤ t(c
∗
+
t0
− ε)} = 0.
In other words,
lim
t→∞
max
{‖P (t, ϕ)(·, x)− r∗‖ : tmax{c+ ε, c− c∗+
t0
+ ε} ≤ x ≤ t(c+ c
∗
+
t0
− ε)} = 0.
This completes the proof.
We say that W is a travelling wave of P if W : M ×R→ R+ is a bounded and nonconstant
continuous function such that P [t,W ](θ, x) = W (θ, x − tc) for all (θ, x) ∈ M × R and t ∈ R+,
and that W connects 0 to r∗ if W (·,−∞) = 0 and W (·,∞) = r∗. We should point out that our
method for the existence of travelling waves is quite different from those in [4, 11, 20, 37].
As a consequence of Theorem 4.2 and the definition of Qt, we have the following result.
Theorem 5.2. Assume that Qt := T−ct ◦ P [t, ·] is a continuous-time semiflow on C+, and Qt
satisfies all the conditions in Theorem 4.2. If c∗− > 0, then {P [t, ·]}t∈R+ has a travelling wave
W (x− ct, ·) connecting 0 to r∗.
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Proof. By Theorem 4.2, it follows that Qt[W ] = W for some W ∈ C◦+ with W being nonde-
creasing, W (·,−∞) = 0 and W (·,+∞) = r∗. Thus, T−ct[P (t,W )] =W , that is, P (t,W )(θ, x) =
W (θ, x− ct) for all (θ, x, t) ∈M × R× R+.
According to [46, Section 3.1], we say a map Q : R+ × C+ → C+ is a continuous-time ω-
periodic semiflow on C+ if for any vector r ∈ Int(RN+ ), Q|R+×Cr : R+ × Cr → C+ is continuous,
Q0 = Id|C+, and Qt ◦Qω = Qt+ω for some number ω > 0 and all t ∈ R+, where Qt , Q(t, ·) for
all t ∈ R+.
Remark 5.1. In the case where Qt := T−ct ◦ P [t, ·] is a continuous-time ω-periodic semiflow on
C+, we can apply Theorems 3.1, 3.2 and 3.3 to the Poincare´ map Qω to establish the spread-
ing properties and the forced time-periodic traveling waves with speed c for the nonautonomous
evolution system P [t, ·]. We refer to[27] for the Poincare´ map approach to monotone periodic
semiflows. As an application, one can use the obtained abstract results to investigate the propa-
gation dynamics of nonlinear evolution equations in a time-periodic shifting habitat.
6 Applications
In this section, we apply the results obtained in Sections 4 and 5 to four classes of monotone
evolution equations. We start with the definition of KPP property (see, e.g., [5, 6]).
Definition 6.1. Let u∗ ∈ (0,∞) and F : R+ → R+ be a continuously differentiable function.
We say that F satisfies the KPP property with respect to u∗, or (F, u∗) has the KPP property if
(i) F (0) = 0, F (u∗) = 0, and F ′(0) > 0,
(ii) F (u)(u− u∗) < 0 for all u ∈ (0,∞)\{u∗},
(iii) F (u) < F ′(0)u for all u ∈ (0,∞).
For simplicity, we always assume in this section that f satisfies the following conditions:
(B1) f ∈ C(R× R+,R) and f(s, ·) ∈ C1(R+,R) for all s ∈ R;
(B2) f(s, ·)→ f∞± (·) in C1loc(R+,R) as s→ ±∞, where f∞± (u) , lim
s→±∞
f(s, u);
(B3) f∞− (u1) ≤ f(s1, u1) ≤ f(s2, u2) ≤ f∞+ (u2) for all (s1, u1), (s2, u2) ∈ R × R+ with s1 ≤
s2 and u1 ≤ u2;
(B4) There exists u∗ > 0 such that f∞+ (u)− u satisfies the KPP property with respect to u∗;
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(B5) f∞− (0) = 0 and f
∞
− (u) < u for all u ∈ (0,∞).
By elementary analysis, we have the following result.
Lemma 6.1. For any u∗∗ ≥ u∗ and γ ∈ (0, df∞+ (0)
du
− 1), there exist r = rγ,u∗∗(·) ∈ C(R,R) and
K = Kγ,u∗∗ > 0 such that
(i) r is a nondecreasing function with − 1
K
< r(−∞) ≤ 0 < r(∞) =
df∞+ (0)
du
−1−γ
K
;
(ii) f(s, u) ≥ fγ,u∗∗(s, u) for all (s, u) ∈ R× [0, u∗∗] and fγ,u∗∗ satisfies (B1)–(B5), where
fγ,u∗∗(s, u) =
{
(1+Kr(s))2
4K
, (s, u) ∈ R× [1+Kr(s)
2K
,∞),
u+Ku(r(s)− u), (s, u) ∈ R× [0, 1+Kr(s)
2K
).
6.1 A time-delayed nonlocal equation with a shifting habitat
Consider the following reaction-diffusion equation with time delay:{
∂u
∂t
(t, x) = duxx(t, x)− µu(t, x) + µ
∫
R
f(y − ct, u(t− τ, y))k(x− y)dy, (t, x) ∈ (0,∞)× R,
u(θ, x) = ϕ(θ, x), (θ, x) ∈ [−τ, 0]× R,
(6.1)
where c ∈ R, µ > 0, τ ≥ 0, f : R× R+ → R+ satisfies (B1)–(B5), and the initial data ϕ belongs
to C([−τ, 0] × R,R+) ∩ L∞([−τ, 0] × R,R). Regarding the kernel function, we always assume
that either k(x) = δ(x), or k : R → [0,∞) is continuous with ∫
R
k(y)dy = 1 and k(x) = k(−x)
for all x ∈ R.
A prototypical kernel function is k(x) = 1√
4piα
e−
x2
4α , which was used in [34] to describe the
growth of the matured population of a single species.
Let M = [−τ, 0], C = BC([−τ, 0]× R,R), and C+ = BC([−τ, 0]× R,R+). It is well-known
that for any given φ ∈ C+, equation (6.1) has a unique solution on a maximal interval [0, ηφ;f),
denoted by uφ(t, x; f) or (uφ;f)t, which is also the classical solution of (6.1) on (0, ηφ;f) with
[0, ηφ;f) ∋ t 7→ (uφ;f)t ∈ C+ being continuous and lim sup
t→η−
φ;f
||uφ(t, ·; f)|| =∞ whenever ηφ;f <∞.
By the Phragme´n-Lindelo¨f type maximum principle [32] and the standard comparison argu-
ments, one can easily get the following result on the global existence, monotonicity, and bound-
edness of solutions to (6.1).
Proposition 6.1. Assume that u∗+ > 0 and f1, f2 ∈ C(R × R+,R) satisfy f2(·, ·) ≥ f1(·, ·) and
f2(s, u) ≤ u for all (s, u) ∈ R × [u∗+,∞). Let ψ, φ ∈ C+ with φ ≤ ψ. Then 0 ≤ uφ(t, x; f1) ≤
uψ(t, x; f2) ≤ max{||ψ||, u∗+} for all (t, x) ∈ [0,min{ηφ;f2, ηψ;f1})× R, and hence, ηφ;f2 = ηψ;f1 =
∞.
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Now we introduce the following auxiliary equations:
∂u
∂t
= cux + duxx(t, x)− µu(t, x) + µ
∫
R
f(y, u(t− τ, y))k(x+ cτ − y)dy, t > 0, x ∈ R, (6.2)
∂u
∂t
= cux + duxx(t, x)− µu(t, x) + µ
∫
R
f∞± (u(t− τ, y))k(x+ cτ − y)dy, t > 0, x ∈ R, (6.3)
and
∂u
∂t
= duxx(t, x)− µu(t, x) + µ
∫
R
f∞± (u(t− τ, y))k(x− y)dy, t > 0, x ∈ R. (6.4)
Define P : R+×C+ → C+ by P [f ; t, φ](θ, x) = uφ(t+ θ, x; f) for all (t, θ, φ) ∈ R+× [−τ, 0]×C+.
Let Q[f ; t, φ], Q±[f∞± ; t, φ] and Φ±[f
∞
± ; t, φ] be the mild solutions of (6.2), (6.3) and (6.4) with the
initial value u0 = φ ∈ C+, respectively. For simplity, we denote P [f ; t, φ], Q[f ; t, φ], Q±[f∞± ; t, φ]
and Φ±[f∞± ; t, φ] by P [t, φ], Q[t, φ], Q±[t, φ] and Φ±[t, φ], respectively.
Proposition 6.2. Let t ∈ R and φ ∈ C+. Then the following statements are valid:
(i) Q[t, φ](θ, x) = P [t, φ](θ, x+ ct) for all (θ, x) ∈ [−τ, 0]× R.
(ii) Q±[t, φ] = lim
y→±∞
Q[t, Ty[φ]](·, ·+y), that is, Q[t, Ty[φ]](·, ·+y)→ Q±[t, φ] in C as y → ±∞.
(iii) Φ±[t, φ] = Q±[t, φ](·, · − ct).
Proof. By straightforward computations, we can directly verify (i) and (iii).
(ii) It is easy to see that for any z ∈ R, u(t+ θ, x) := Q[t, Tz[φ]](θ, x+ z) satisfies{
∂u
∂t
= cux + duxx(t, x)− µu(t, x) + µ
∫
R
f(y + z, u(t− τ, y))k(x+ cτ − y)dy, t > 0, x ∈ R,
u(θ, x) = φ(x), (θ, x) ∈ [−τ, 0]× R.
This, together with the fact that f(y + z, u) → f±(u) locally uniform for y and u as z → ∞,
yields (ii).
Proposition 6.3. Let c∗ > 0 be the spreading speed of system (6.4) with f∞+ (see [28]). For a
given number t0 > τ , let c
∗
+ = c¯+ = t0(c
∗ − c), c∗− = c¯− = t0(c + c∗), r∗ = u∗, Qt := Q[t, ·], and
Q± := Q±[t0, ·] for all t ∈ R+. Then the following statements hold true:
(i) {Qt}∞t=0 is a continuous-time semiflow on C+ and satisfies (A1-A4) and (SP).
(ii) {(T−z ◦Qt0)n[r∗] : n ∈ N} is precompact in C for all z ∈ R.
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(iii) Q+ satisfies (UC) and (AA).
(iv) Q− satisfies (UAA).
(v) Qt satisfies (ASH-UC-SP) for all t > 0.
Proof. Since (i), (ii), and (iv) are obvious, we only verify (iii) and (v).
(iii) Applying [28, Theorem 5.1] to system (6.4), we know that any ε > 0 and φ ∈ C+,
lim
t→∞
max{Φ[t, φ](θ, x) : θ ∈ [−τ, 0] and |x| ≥ t(c∗ + ε)} = 0 if φ has a compact support,
and
lim
t→∞
max{|Φ[t, φ](θ, x)− r∗| : θ ∈ [−τ, 0] and |x| ≤ t(c∗ − ε)} = 0 if φ 6= 0.
Thus, Proposition 6.2-(iii) implies (iii).
(v) Take γl ∈ (0, df
∞
+ (0)
du
− 1) with lim
l→∞
γl = 0 and γl > γk for all positive integers k > l.
Let r∗l =
df∞+ (0)
du
−1−γl
Kγl,u∗
, Ql[t, φ] = Q[fγl,u∗ ; t, φ], and let c
∗
±l be the spreading speed of (6.4) with
fγl,u∗, where Kγl,u∗ and fγl,u∗ are defined as in Lemma 6.1. Then (v) follows from Lemma 6.1
and Propositions 6.1, 6.2-(ii), and 6.3-(i,iii).
As a straightforward consequence of Proposition 6.3 and Theorems 5.1 and 5.2, we have the
following result for system (6.1).
Theorem 6.1. Assume that f satisfies (B1)–(B5). Let c∗ > 0 be the spreading speed of system
(6.4) with f∞+ . Then the following statements are valid:
(i) If c < c∗, then for any ε ∈ (0,min{c∗ − c, c∗}) and ϕ > 0, we have
lim
n→∞
max{|P [t, ϕ](θ, x)− r∗| : θ ∈ [−τ, 0] and tmax{c+ ε,−c∗ + ε} ≤ x ≤ t(c∗ − ε)} = 0.
(ii) If ϕ ∈ C+ has a compact support, then lim
t→∞
[
sup{P [t, ϕ](θ, x) : (θ, x) ∈ [−τ, 0] × t(R \
[−c∗ − ε, c∗ + ε])}
]
= 0 for all ε > 0.
(iii) For any ε > 0 and ϕ ∈ C+, we have lim
t→∞
[
sup{||P [t, ϕ](·, x)|| : x ∈ (−∞, t(c− ε)]}
]
= 0.
(iv) If c > −c∗, then {P [t, ·]}t∈R+ has a travelling wave W (x− ct) connecting 0 to r∗.
In the case where τ = 0 and k(·) = δ, we have the following result.
Corollary 6.1. Assume that f satisfies (B1)–(B5). Then c∗ := 2
√
µd( lim
s→∞
df(s,u)
du
|u=0 − 1) and
the following statements are valid:
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(i) If c < c∗, then for any ε ∈ (0,min{c∗ − c, c∗}) and ϕ > 0, we have
lim
n→∞
max{|P [t, ϕ](0, x)− r∗| : tmax{c+ ε,−c∗ + ε} ≤ x ≤ t(c∗ − ε)} = 0.
(ii) If ϕ ∈ C+ has a compact support, then lim
t→∞
[
sup{P [t, ϕ](θ, x) : x ∈ t(R\[−c∗−ε, c∗+ε])}
]
=
0 for all ε > 0.
(iii) For any ε > 0 and ϕ ∈ C+, we have lim
t→∞
[
sup{|P [t, ϕ](0, x)| : x ∈ (−∞, t(c− ε)]}
]
= 0.
(iv) If c > −c∗, then {P [t, ·]}t∈R+ has a travelling wave W (x− ct) connecting 0 to r∗.
It is worthy pointing out that if µf(s, u)−µu = u[r(s)−u] and r ∈ C(R,R) is a nondecreasing
function with lim
s→∞
r(s) > 0 and lim
s→∞
r(s) ≤ 0, then we can apply Corollary 6.1 with f = fµ for
all large µ to show that all results of Corollary 6.1 still hold true for the non-monotone f(s, ·),
where
fµ(u) =
{
u+ u[r(s)−u]
µ
, (s, u) ∈ R× [0, µ+r(s)
2
],
[µ+r(s)]2
4µ
, (s, u) ∈ R× (µ+r(s)
2
,∞).
We also remark that Corollary 6.1-(i-iii) was obtained in [25] in the case where lim
s→−∞
r(s) < 0
and c > 0; while Corollary 6.1-(i-iii) was established in [19] in the case where lim
s→−∞
r(s) = 0
and c > 0. Further, Corollary 6.1-(iv) was proved in [4, 11, 20] via the method of sup- and
subsolutions.
In the rest of this subsection, we consider the following time-delayed nonlocal dispersal
equation:
∂u
∂t
(t, x) = d[
∫
R
u(t, y)k(x− y)dy − u(t, x)]− µu(t, x) + µf(x− ct, u(t− τ, x))
(t, x) ∈ (0,∞)× R,
u(θ, x) = ϕ(θ, x), (θ, x) ∈ [−τ, 0]× R,
(6.5)
where d, µ > 0, τ ≥ 0, the initial data ϕ belongs to C+ := BC([−τ, 0] × R,R+), f : R+ → R+
satisfies (B1)–(B5), and the kernel k : R→ (0,∞) is continuous and symmetric with ∫
R
k(y)dy =
1 and
∫
R
eρyk(y)dy <∞ for ρ ∈ R.
It is well-known that for any given φ ∈ C+, equation (6.5) has a unique solution on a maximal
interval [0, ηφ;f), denoted by u
φ(t, x; f) or (uφ;f)t, which is also the classical solution of (6.5)
on (0, ηφ;f) with [0, ηφ;f) ∋ t 7→ (uφ;f)t ∈ C+ being continuous and lim sup
t→η−φ;f
||uφ(t, ·; f)|| = ∞
whenever ηφ;f <∞.
We introduce the following auxiliary equations:
∂u
∂t
= cux(t, x)+d[
∫
R
u(t, y)k(x−y)dy−u(t, x)]−µu(t, x)+µf(x, u(t−τ, x+cτ)), t > 0, x ∈ R,
(6.6)
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∂u
∂t
= cux(t, x)+d[
∫
R
u(t, y)k(x−y)dy−u(t, x)]−µu(t, x)+µf∞± (u(t−τ, x+cτ)), t > 0, x ∈ R,
(6.7)
and
∂u
∂t
= d[
∫
R
u(t, y)k(x− y)dy − u(t, x)]− µu(t, x) + µf∞± (u(t− τ, x)), t > 0, x ∈ R. (6.8)
Define P : R+ × C+ → C+ by P [t, φ](θ, x) = uφ(t + θ, x; f) for all (t, θ, φ) ∈ R+ × [−τ, 0]× C+.
Let Q[t, φ], Q±[t, φ], and Φ[t, φ] be the mild solutions of (6.6), (6.7) and (6.8) with the initial
value u0 = φ ∈ C+, respectively.
Since the map P [t, ·] : C+ → C+ is not compact for any t > 0, we first reduce the existence
of a traveling wave with speed c of system (6.5) to that of a fixed point of an appropriate map
with parameter c on C+ := BC(R,R+) equipped with the compact open topology. Let c∗ > 0 be
the spreading speed of system (6.8) with f∞+ (see [28]). Then c
∗ is also the minimum wave speed
of monotone traveling waves for system (6.8) with f∞+ (see [14]).
Define
kˆ(ρ) =
∫
R
eρyk(y) dy, l(c, ρ) =
1
cρ+ d+ µ
[dkˆ(ρ) + µ
df∞+
du
(0)e−ρcτ ], ∀ρ, c ∈ R,
l±(c, ρ) =
{
l(c,±ρ), (c, ρ) ∈ J± , {(a, b) ∈ R× (0,∞) : d+ µ± ab > 0},
∞, (c, ρ) /∈ J±.
and
c∗±(c) = inf
ρ>0
1
ρ
log l±(c, ρ), ∀c ∈ R.
In view of [44, Lemma 4.9], we then have the following observation.
Proposition 6.4. The following statements are valid:
(i) c∗ = inf{c ∈ R : c∗+(c) ≤ 0} = − sup{c ∈ R : c∗−(c) ≤ 0}.
(ii) c∗+(c) + c
∗
−(c) > 0 for all c ∈ R.
(iii) c∗−(c) > 0 for all c > −c∗, and c∗+(c) > 0 for all c < c∗.
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For any given c ∈ R, we define K[·; c], K±[·; c], L[·; c], Q[·; c], Q±[·; c] : C+ → C+ by
K[φ; c](x) =
1
d+ µ
[
d
∫
R
φ(y)k(x− y) dy + µf(x, φ(x+ cτ))
]
,
K±[φ; c](x) =
1
d+ µ
[
d
∫
R
φ(y)k(x− y) dy + µf∞± (φ(x+ cτ))
]
,
L[φ; c](x) =

d+µ
c
∫∞
x
e
d+µ
c
(x−y)φ(y) dy, c > 0,
φ(x), c = 0,
−d+µ
c
∫ x
−∞ e
d+µ
c
(x−y)φ(y) dy, c < 0,
Q[φ; c](x) = L[K[φ]](x),
Q±[φ; c](x) = L[K±[φ]](x),
for all φ ∈ C+ and x ∈ R. By using [44, Lemma 4.7], Lemma 6.1, and Proposition 6.4, we can
verify the following properties for the maps Q and Q± defined above.
Proposition 6.5. Assume that f satisfies (B1)–(B5). Let c ∈ R, c∗+ = c∗+(c), c∗− = c∗−(c), and
r∗ = u∗. Then the following statements hold true:
(i) Q[·; c] and Q±[·; c] are continuous maps on C+ and satisfy (A1-A4) and (SP).
(ii) Q+[·; c] satisfies (UC) and (AA).
(iii) Q−[·; c] satisfies (UAA).
(iv) Q[·; c] satisfies (ASH-UC-SP).
(v) Q[·; c] is a compact map on C+ for any c 6= 0.
(vi) {Qn[r∗; 0] : n ∈ N} is precompact in C+ provided df(x,u)du < d+µµ , ∀(x, u) ∈ R× (0, r∗).
(vii) If Q[·; c] has a fixed point W in C+, then W (x− ct) is a travelling wave of {P [t, ·]}t∈R+.
Now we are ready to present the result on the propagation dynamics of system (6.5).
Theorem 6.2. Assume that f satisfies (B1)–(B5). Then the following statements are valid:
(i) If c < c∗, then for any ε ∈ (0,min{c∗ − c, c∗}) and ϕ > 0, we have
lim
n→∞
max{|P [t, ϕ](θ, x)− r∗| : θ ∈ [−τ, 0] and tmax{c+ ε,−c∗ + ε} ≤ x ≤ t(c∗ − ε)} = 0.
(ii) If ϕ ∈ C+ has a compact support, then lim
t→∞
[
sup{P [t, ϕ](θ, x) : (θ, x) ∈ [−τ, 0] × t(R \
[−c∗ − ε, c∗ + ε])}
]
= 0 for all ε > 0.
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(iii) For any ε > 0 and ϕ ∈ C+, we have lim
t→∞
[
sup{||P [t, ϕ](·, x)|| : x ∈ (−∞, t(c− ε)]}
]
= 0.
(iv) If c > −c∗ and df(x,u)
du
< d+µ
µ
for all (x, u) ∈ R × (0, r∗) whence c = 0, then {P [t, ·]}t∈R+
has a travelling wave W (x− ct) connecting 0 to r∗.
Proof. Statements (i), (ii) and (iii) follow from the essentially same arguments as those for
system (6.1), and (iv) is a consequence of Theorem 3.3 and Propositions 6.4 and 6.5.
In the case where τ = 0, we have the following result.
Corollary 6.2. Assume that f satisfies (B1)–(B5), and let c∗ > 0 be the spreading speed of
system (6.8) with τ = 0 and f∞+ . Then the following statements are valid:
(i) If c < c∗, then for any ε ∈ (0,min{c∗ − c, c∗}) and ϕ > 0, we have
lim
n→∞
max{|P [t, ϕ](0, x)− r∗| : tmax{c+ ε,−c∗ + ε} ≤ x ≤ t(c∗ − ε)} = 0.
(ii) If ϕ ∈ C+ has a compact support, then lim
t→∞
[
sup{P [t, ϕ](0, x) : x ∈ t(R\[−c∗−ε, c∗+ε])}
]
=
0 for all ε > 0.
(iii) For any ε > 0 and ϕ ∈ C+, we have lim
t→∞
[
sup{||P [t, ϕ](0, x)|| : x ∈ (−∞, t(c− ε)]}
]
= 0.
(iv) If c > −c∗, then {P [t, ·]}t∈R+ has a travelling wave W (x− ct) connecting 0 to r∗.
We note that in the case where µf(s, u) − µu = u[r(s) − u], c > 0, and r ∈ C(R,R) is a
nondecreasing function with lim
s→∞
r(s) > 0 and lim
s→−∞
r(s) < 0, Corollary 6.2-(i-iii) was obtained
in [26], and Corollary 6.2-(iv) was proved in [37] by using the method of sup- and subsolutions.
6.2 A reaction-diffusion equation in a cylinder
Consider the following reaction-diffusion equation in a cylinder and with a shifted habitat:
∂u
∂t
= ∂
2u
∂x2
+∆yu+ ug(x− ct, y, u), x ∈ R, y ∈ Ω ⊆ Rm, t > 0
∂u
∂ν
= 0, on R× ∂Ω× (0,∞),
u(t0, x, y) = φ(x, y), (x, y) ∈ R× Ω,
(6.9)
where Ω is a bounded domain in Rm with smooth boundary ∂Ω, ∆y =
m∑
i=1
∂2
∂y2i
, and ν is the outer
unit normal vector to R× ∂Ω.
Let λ0 be the principal eigenvalue of the elliptic eigenvalue problem{
λϕ(y) = ∆yϕ(y) + g
∞
+ (y, 0)ϕ(y), y ∈ Ω,
∂ϕ
∂ν
= 0, on ∂Ω.
We assume that
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(C1) g ∈ C(R× Ω× R+,R) and g(s, ·, ·) ∈ C1(Ω× R+,R) for all s ∈ R;
(C2) g(s, ·, ·)→ g∞± (·, ·) in C1loc(Ω×R+,R) as s→ ±∞, where g∞± (y, u) := lim
s→±∞
g(s, y, u) for all
(y, u) ∈ Ω× R+;
(C3) g∞− (y, u) ≤ g(s1, y, u) ≤ g(s2, y, u) ≤ g∞+ (y, u) for all s1, s2 ∈ R and (y, u) ∈ Ω×R+ with s1 ≤
s2;
(C4) g∞− (y, u) ≤ 0 and g∞− (y, 0) = 0 for all (y, u) ∈ Ω× R+;
(C5)
∂g∞+
∂u
(y, u) < 0 for all (y, u) ∈ Ω×R+, and there is K > 0 such that g∞+ (y, u) ≤ 0 for all (y, u) ∈
Ω× [K,∞);
(C6) λ0 > 0.
Let M = Ω, C = C(R × Ω,R) ∩ L∞(R × Ω,R), and C+ = C(R × Ω,R+) ∩ L∞(R × Ω,R).
It is well-known that for any given φ ∈ C+, equation (6.9) has a unique solution on a maximal
interval [0, ηφ;g), denoted by u
φ(t, x, y; g) or (uφ;g)t, which is also the classical solution of (6.9)
on (0, ηφ;g) with [0, ηφ;g) ∋ t 7→ (uφ;g)t ∈ C+ being continuous and lim sup
t→η−
φ;g
||uφ(t, ·, ·; g)|| = ∞
whenever ηφ;g <∞.
By the Phragme´n-Lindelo¨f type maximum principle [32] and the standard comparison argu-
ments, one can easily get the following result on the global existence, monotonicity, and bound-
edness of solutions to (6.9).
Proposition 6.6. Assume that M∗ > 0 and g1, g2 ∈ C(R×Ω×R+,R) satisfy g2(·, ·, ·) ≥ g1(·, ·, ·)
and g2(s, y, u) ≤ 0 for all (s, y, u) ∈ R × Ω × [M∗,∞). Let ψ, φ ∈ C+ with φ ≤ ψ. Then
0 ≤ uφ(t, x, y; g1) ≤ uψ(t, x, y; g2) ≤ max{||ψ||,M∗} for all (t, x, y) ∈ [0,min{ηφ;f2, ηψ;g1})×R×Ω,
and hence, ηφ;g2 = ηψ;g1 =∞.
Now we introduce the following auxiliary equations:{
∂u
∂t
= ∂
2u
∂x2
+∆yu+ c
∂u
∂x
+ ug(x, y, u), (x, y, t) ∈ R× Ω× (0,∞),
∂u
∂−→n = 0, on R× ∂Ω× (0,∞),
(6.10)
{
∂u
∂t
= ∂
2u
∂x2
+∆yu+ c
∂u
∂x
+ ug∞± (y, u), (x, y, t) ∈ R× Ω× (0,∞),
∂u
∂−→n = 0, on R× ∂Ω× (0,∞),
(6.11)
and {
∂u
∂t
= ∂
2u
∂x2
+∆yu+ ug
∞
± (y, u), (x, y, t) ∈ R× Ω× (0,∞),
∂u
∂ν
= 0, on R× ∂Ω× (0,∞). (6.12)
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Define P : R+×C+ → C+ by P [g; t, φ](x, y) = uφ(t, x, y; g) for all (t, x, y, φ) ∈ R+×R×Ω×C+.
Let Q[g; t, φ], Q±[g∞± ; t, φ] and Φ±[g
∞
± ; t, φ] be the mild solutions of (6.10), (6.11) and (6.12) with
the initial value u(0, ·) = φ ∈ C+, respectively. For simplicity, we denote P [g; t, φ], Q[g; t, φ],
Q±[g∞± ; t, φ], and Φ±[g
∞
± ; t, φ] by P [t, φ], Q[t, φ], Q±[t, φ], and Φ±[t, φ]
Proposition 6.7. Let t ∈ R and φ ∈ C+. Then the following statements are valid:
(i) Q[t, φ](x, y) = P [t, φ](x+ ct, y) for all (x, y) ∈ R× Ω.
(ii) Q±[t, φ] = lim
y→±∞
Q[t, Ty[φ]](·+y, ·), that is, Q[t, Ty[φ]](·+y, ·)→ Q±[t, φ] in C as y → ±∞.
(iii) Φ±[t, φ] = Q±[t, φ](· − ct, ·).
Proof. By straightforward computations, we can directly verify (i) and (iii).
(ii) It is easy to see that for any z ∈ R, u(t, x, y) := Q[t, Tz[φ]](x+ z, y) satisfies
∂u
∂t
= ∂
2u
∂x2
+∆yu+ c
∂u
∂x
+ ug(x+ z, y, u), (t, x, y) ∈ (0,∞)× R× Ω,
u(x, y) = φ(x, y), (x, y) ∈ R× Ω.
This, together with the fact that g(x+ z, y, u)→ g∞± (y, u) locally uniform for (x, y, u) as z →∞,
yields (ii).
According to [28], system (6.12) with g∞+ (y, u) admits a unique positive x-independent steady
state β(y) and c∗ := 2
√
λ0 is the spreading speed for its solutions with initial data having compact
supports.
Proposition 6.8. Let c∗ = 2
√
λ0 and set c
∗
+ = c¯+ = c
∗ − c, c∗− = c¯− = c + c∗, r∗(y) = β(y),
Qt := Q[t, ·], and Q± := Q±[1, ·]. Then the following statements are valid:
(i) {Qt}∞t=0 is a subhomogeneous, continuous-time semiflow on C+ and satisfies (A1-A4), (SP),
and (SC).
(ii) {(T−z ◦Q1)n[r∗] : n ∈ N} is precompact in C for all z ∈ R.
(iii) Q+ satisfies (UC) and (AA).
(iv) Q− satisfies (UAA).
Proof. Since (i), (ii), and (iv) are obvious, we only verify (iii).
(iii) Applying [28, Theorem 5.5] to (6.12), we know that any ε > 0 and φ ∈ C+,
lim
t→∞
[
sup{Φ[t, φ](x, y) : |x| ≥ t(c∗ + ε) and y ∈ Ω}
]
= 0 whenever φ has a compact support,
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and
lim
t→∞
max{|Φ[t, φ](x, y)− r∗| : |x| ≤ t(c∗ − ε) and y ∈ Ω} = 0 whenever φ 6= 0.
These, together with Proposition 6.7-(iii), imply (iii).
As a straightforward consequence of Proposition 6.8 and Theorems 5.1 and 5.2, we have the
following result for system (6.9).
Theorem 6.3. Assume that g satisfies (C1)–(C6). Let c∗ = 2
√
λ0 and r
∗(y) = β(y). Then the
following statements are valid:
(i) If c < c∗, then for any ε ∈ (0,min{c∗ − c, c∗}) and ϕ > 0, we have
lim
n→∞
max{||P [t, ϕ](x, ·)− r∗||L∞(Ω) : tmax{c+ ε,−c∗ + ε} ≤ x ≤ t(c∗ − ε)} = 0.
(ii) If ϕ ∈ C+ has a compact support, then lim
t→∞
[
sup{||P [t, ϕ](x, ·)||L∞(Ω) : x ∈ t(R \ [−c∗ −
ε, c∗ + ε])}
]
= 0 for all ε > 0.
(iii) For any ε > 0 and ϕ ∈ C+, we have lim
t→∞
[
sup{||P [t, ϕ](x, ·)||L∞(Ω) : x ∈ (−∞, t(c−ε)]}
]
=
0.
(iv) For any c > −c∗, {P [t, ·]}t∈R+ has a travelling wave W (x− ct, ·) connecting 0 to r∗ := β(·).
We remark that the forced traveling waves and spreading properties of reaction-diffusion
equations in a cylinder and with a shifting habitat were studied in [8] and [9], respectively,
under different assumptions on the reaction term f(x, y, u). In particular, it was assumed that
lim
r→∞
sup
|x|>r,y∈Ω
∂uf(x, y, 0) < 0 in [8] and that limx→±∞ f(x, y, u) = f∞± (u) uniformly for y ∈ Ω in
[9].
6.3 The Dirichlet problem for a time-delayed equation
In this subsection, we focus on the following time-delayed reaction-diffusion equation subject to
the Dirichlet boundary condition:
∂u
∂t
(t, x) = d∂
2u
∂x2
(t, x)− µu(t, x) + µf(u(t− τ, x)), t, x > 0,
u(t, x) = ϕ(t, x), (t, x) ∈ [−τ, 0]× R+,
u(t, 0) = 0, t ∈ [−τ,∞),
(6.13)
where d > 0, τ > 0 and ϕ ∈ C+ := {ψ ∈ C([−τ, 0]×R+,R+)∩L∞([−τ, 0]×R+,R) : ψ(θ, 0) = 0}.
Without loss of generality, we may assume τ ∈ (0, 1). The reaction term f ∈ C1(R+,R+) satisfies
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that f ′(0) > 1, f ′(u) ≥ 0 and f(u) < f ′(0)u for all u > 0, and f has one unique fixed point
u∗ > 0.
It is well-known that equation (6.13) has a unique mild solution on [0,∞), denoted by
uϕ(f, µ; t, x) or (uϕ)t, which is also the classical solution of (6.13) on (τ,∞). To obtain the
propagation dynamics of (6.13), we consider the following integral equation with the given initial
function:{
v(t, ·) = Sµ(t)[ϕ(0, ·)] +
∫ t
0
Sµ(t− s)[µf(v(s− τ, ·))]ds, t ∈ R+,
v0 = ϕ ∈ X+.
(6.14)
Here X+ = {ϕ ∈ L∞(M × R,R) : ϕ(θ, ·) ∈ X+, ∀θ ∈ M and sup |ϕ|(M × R) < ∞} with the
norm ||ϕ||X , sup
θ∈M
{||ϕ(θ, ·)||X} and Sµ(t) : X → X is defined by
Sµ(0)[φ](x) = φ(x), x ∈ R,
Sµ(t)[φ](x) =
exp(−µt)√
4dpit
∫∞
0
φ(y)
[
exp
(
− (x−y)2
4dt
)
− exp
(
− (x+y)2
4dt
)]
dy, (t, x) ∈ (0,∞)× R+,
Sµ(t)[φ](x) = 0, (t, x) ∈ (0,∞)× (−∞, 0),
(6.15)
for any φ ∈ X . Note that for any φ ∈ X with φ((−∞, 0]) = 0, Sµ(t)[φ](x) solves the following
linear system: 
∂u
∂t
= d∂
2u
∂x2
− µu, t > 0 and x > 0,
u(t, 0) = 0, t ∈ R+,
u(0, x) = φ(x), x ∈ R+.
By the method of steps, it follows that for any given ϕ ∈ X+, equation (6.14) has a unique
solution on a maximal interval [0,∞), denoted by vϕ(t, x) or (vϕ)t.
According to the definitions of (uϕ)t and (v
ϕ)t, we easily obtain the following relation between
(6.13) and (6.14).
Proposition 6.9. If ϕ ∈ C+ and ϕ|[−τ,0]×(−∞,0] = 0, then vϕ(t, x) = uϕ|[−τ,0]×R+(t, x) for all
(t, x) ∈ R+ × R+.
With the definitions of Sµ(t) and (v
φ)t, we can verity the following result about the bound-
edness, positive invariance, semigroup property, continuity, and monotonicity.
Proposition 6.10. Let Q : R+ × X+ ∋ (t, ϕ) 7→ (vφ)t ∈ X+ and C+,0 := {ϕ ∈ C+ : ϕ([−τ, 0] ×
(−∞, 0]) ⊆ {0}}. Then the following statements are valid:
(i) Let ϕ ∈ X+ and t ∈ R+. Then lim sup
t→∞
||Qt[ϕ]||L∞([−τ,0]×R,R) ≤ u∗, and Qt[φ] := Q[t, φ] ∈
X+. Moreover, Qt[ϕ] ∈ C+ and Qt[ϕ](θ, x) ∈ Int(RN+ ) for all (ϕ, t, θ, x) ∈ X+ × (τ,∞) ×
M × (0,∞).
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(ii) Qt ◦Qs = Qt+s for all s, t ∈ R+.
(iii) Let ψ, ϕ ∈ X+ with ψ − ϕ ∈ X+. Then 0 ≤ vϕ(t, x) ≤ vψ(t, x) for all (t, x) ∈ R+ × R.
(iv) For any t∗, r > 0, Q[t, ·] is continuous in Cr uniformly for t ∈ [0, t∗]. In particular,
Qt|Cr : Cr → C+ is continuous for any r > 0 and t > τ .
(v) Q[t, Cr] is precompact in C for all (r, t) ∈ (0,∞)× (τ,∞).
We should point out that Q is not continuous at (0, ϕ) ∈ R+×C+ whence ϕ(0, 0) > 0. This
is because Q[t, ψ](0, 0) = 0 for all t > 0 and ψ ∈ C+.
To continue our study, we introduce two auxiliary semigroups (for any given z ∈ R, the
former Sµ,z(t) is not continuous at (0, φ) ∈ R+×X with φ(−z) 6= 0). For any given z ∈ R, define
Sµ,z(t), Sµ,∞(t) : X → X by
Sµ,z(0)[φ](x) = φ(x), x ∈ R,
Sµ,z(t)[φ](x) =
exp(−µt)√
4dpit
∫∞
−z φ(y)
[
exp
(
− (x−y)2
4dt
)
− exp
(
− (x+y+2z)2
4dt
)]
dy, (t, x) ∈ (0,∞)× [−z,∞),
Sµ,z(t)[φ](x) = 0, (t, x) ∈ (0,∞)× (−∞,−z),
(6.16)
and  Sµ,∞(0)[φ](x) = φ(x), x ∈ R,Sµ,∞(t)[φ](x) = exp(−µt)√4dpit ∫R φ(y) exp(− (x−y)24dt ) dy, (t, x) ∈ (0,∞)× R, (6.17)
for any φ ∈ X .
Now we consider the following two integral equations with the given initial function:{
v(t, ·) = Sµ,z(t)[ϕ(0, ·)] +
∫ t
0
Sµ,z(t− s)[µf(v(s− τ, ·))]ds, t ∈ R+,
v0 = ϕ ∈ X+,
(6.18)
and {
v(t, ·) = Sµ,∞(t)[ϕ(0, ·)] +
∫ t
0
Sµ,∞(t− s)[µf(v(s− τ, ·))]ds, t ∈ R+,
v0 = ϕ ∈ X+
(6.19)
It is easy to see that for all t > τ , the solution of (6.19) is also a classical solution of the following
equation{
∂u
∂t
(t, x) = d∂
2u
∂x2
(t, x)− µu(t, x) + µf(u(t− τ, x)), (t, x) ∈ (0,∞)× R,
u(t, x) = ϕ(t, x), (t, x) ∈ [−τ, 0]× R. (6.20)
Let Q[t, φ; z] and Φ[t, φ] be the solutions of (6.18) and (6.19) with the initial value v0 = φ ∈ X+,
respectively. By straightforward computations, we then have the following result.
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Proposition 6.11. Let t ∈ R+ and φ ∈ X+. Then the following statements are valid:
(i) Q[t, φ; z](θ, x) = Q[t, Tz[φ]](θ, x+z) and Q[t, φ; z](θ, x) ≤ Q[t, φ; z˜](θ, x) for all (θ, x, z, z˜) ∈
[−τ, 0]× R3 with z ≤ z˜.
(ii) Φ[t, φ] = lim
z→∞
Q[t, φ; z], that is, Q[t, φ; z]→ Φ[t, φ] with respect to the compact open topology
as z →∞.
(iii) lim
z→−∞
Q[t, φ; z] = 0, that is, Q[t, φ; z] → 0 with respect to the compact open topology as
z → −∞.
Proposition 6.12. Let c∗ > 0 be the spreading speed of system (6.20) (see [28]). For a given
number t0 > τ , let c
∗
+ = c¯+ = c
∗
− = c¯− = t0c
∗, r∗ = u∗, Qt := Q[t, ·], Q− := 0, and Q+ := Φ[t0, ·]
for all t ∈ R+. Then the following statements are valid:
(i) Q± satisfies (A4).
(ii) Q+ satisfies (UC) and (AA).
(iii) Q− satisfies (UAA).
(iv) Qt0 |C+ satisfies (ASH-UC-SP).
Proof. Since (i) and (iii) are obvious, we only prove (ii) and (iv).
(ii) follows from the proof of Proposition 6.3-(iii) with k(·) = δ(·).
(iv) Take γl ∈ (0, f ′(0)− 1) with lim
l→∞
γl = 0 and γl > γk for all positive integers k > l. Then
there exists δl > 0 such that f(u) ≥ (f ′(0)− γl)u for all u ∈ [0, δl]. Let us define
fl(u) =
{
(f ′(0)− γl)(u− u22δl ), (s, u) ∈ R× [0, δl],
f ′(0)−γl
2
δl, (s, u) ∈ R× (δl,∞).
and
r∗l =
{
f ′(0)−γl
2
δl, f
′(0) > 2 + γl,
2 f
′(0)−γl−1
f ′(0)−γl δl, f
′(0) ≤ 2 + γl.
Then f(u) ≥ fl(u) for all u ∈ R+ and f(r∗l ) = r∗l . Let Ql[t, φ] = Q[fl; t, φ], and let c∗±l be
the spreading speed of (6.4) with fl. Then (iv) follows from Propositions 6.10, 6.11-(ii), and
6.12-(i,ii).
As a consequence of Remark 4.2, Theorem 4.1, Theorem 4.2, and Corollary 4.1, we have the
following result for system (6.14).
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Theorem 6.4. Let r∗ = u∗ and c∗ > 0 be the spreading speed of system (6.20). Then the
following statements are valid:
(i) For any ε ∈ (0, c∗) and ϕ > 0, we have
lim
n→∞
max{|Q[t, ϕ](θ, x)− r∗| : θ ∈ [−τ, 0] and tε ≤ x ≤ t(c∗ − ε)} = 0.
(ii) If ϕ has a compact support, then lim
t→∞
[
sup{Q[t, ϕ](θ, x) : (θ, x) ∈ [−τ, 0]× t(R \ [−ε, c∗ +
ε])}
]
= 0 for all ε > 0.
(iii) {Q[t, ·]}t∈R+ has a nontravial fixed point W (x) connecting 0 to r∗.
(iv) For any ε ∈ (0, c∗) and ϕ > 0, we have
lim
t→∞
max{|Q[t, ϕ](θ, x)−W (x)| : θ ∈ [−τ, 0] and x ≤ t(c∗ − ε)} = 0.
In view of Theorem 6.4 and Proposition 6.9, we have the following result.
Theorem 6.5. Let c∗ > 0 be the spreading speed of system (6.20). Then system (6.13) has
a unique nontrivial steady state W (x) connecting 0 to u∗ such that for any ε ∈ (0, c∗) and
ϕ ∈ C+ \ {0}, there holds lim
n→∞
max{|uϕ(t, x)−W (x)| : θ ∈ [−τ, 0] and x ≤ t(c∗ − ε)} = 0.
In the case where τ = 0, we can remove the assumptions that f ′(u) ≥ 0 for all u > 0 to
obtain the following result.
Corollary 6.3. System (6.13) has a unique nontrivial steady state W (x) connecting 0 to u∗
such that for any ε ∈ (0, 2√µ[f ′(0)− 1]) and ϕ ∈ BC(R+,R+) \ {0} with ϕ(0) = 0, there holds
lim
n→∞
max{|uϕ(t, x)−W (x)| : θ ∈ [−τ, 0] and x ≤ t(2√µ[f ′(0)− 1]− ε)} = 0.
Proof. Fix ε ∈ (0, 2√µ[f ′(0)− 1]) and ϕ ∈ BC(R+,R+) \ {0} with ϕ(0) = 0. Let M =
max{u∗, ||ϕ||L∞(R+,R)}, k := kM = sup{|f ′(u)| : u ∈ [0,M ]} > 0, M˜ = inf{u ≥ M : f ′(u) + k =
0}, µk = µ(1 + k) ≥M , and
fk(u) =
{
f(u)+ku)
1+k
, u ∈ [0, M˜),
f(M˜)+kM˜)
1+k
, u ∈ [M˜,∞).
By applying Theorem 6.5 to f = fk, µ = µk and τ = 0, we know that (6.5) has a unique nontrivial
steady state Wk(x) connecting 0 to u
∗ such that
lim
n→∞
max{|uϕ(fk, µk; t, x)−Wk(x)| : θ ∈ [−τ, 0] and x ≤ t(2
√
µk[f ′k(0)− 1]− ε)} = 0.
This, together with the fact that uψ(f, µ; t, x) = uψ(fk, µk; t, x) for all (t, x, ψ) ∈ R+ × R+ ×
C(R+, [0,M ]) with ψ(0) = 0, yields the desired result.
We note that Corollary 6.3 was obtained in [41] by using the iteration method of travelling
wave maps.
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6.4 A KPP-type equation in spatially inhomogeneous media
Consider the following asymptotically homogeneous KPP-type equation:{
∂u
∂t
= d∂
2u
∂x2
+ h(x, u), (x, t) ∈ R× R+,
u(0, ·) = φ ∈ C(R,R+) ∩ L∞(R,R),
(6.21)
where d > 0 and h ∈ C(R× R+,R). Assume that
(D1) h(s, 0) = 0 for all s ∈ R;
(D2) There exists M∗ > 0 such that h(s, u) ≤ 0 for all (s, u) ∈ R× [M∗,∞);
(D3) h(s, ·) → h∞± (·) in C1loc(R+,R) as s → ±∞, where h∞− (·) and h∞+ (·) are two KPP-type
functions with u∗− and u
∗
+ ∈ (0,∞), respectively.
We introduce the following auxiliary KPP-type equations:
∂u
∂t
= d∂
2u
∂x2
+ h∞± (u). (6.22)
It is well-known that for any given φ ∈ C+ := C(R,R+) ∩ L∞(R,R), equation (6.21) has a
unique solution on its maximal interval [0, ηφ), denoted by u
φ(t, x), with lim sup
t→η−
φ
||uφ(t, x)|| =∞
whenever ηφ < ∞. In order to emphasize the dependence on nonlinear reaction terms, we also
use uφ(t, x; h) and uφ(t, x; h∞± ) to represent the solutions of the initial value problem of (6.21)
and (6.22), respectively. By the standard arguments, we have the following result.
Proposition 6.13. Let Q : [0, ηφ) × C+ ∋ (t, ϕ) 7→ uφ(t, ·) ∈ C := C(R,R) ∩ L∞(R,R). Then
the following statements are valid:
(i) Let φ ∈ C+ and t ∈ R. Then ηφ = ∞, lim sup
t→∞
||uφ(t, ·)||L∞(R,R) ≤ M∗, and Qt[φ] :=
Q[t, φ] ∈ C+. Moreover, Qt[φ] ∈ C◦+ := {φ ∈ C+ : φ(R) ⊆ (0,∞)} for all (t, φ) ∈
(0,∞)× (C+\{0}).
(ii) Let ψ, φ ∈ C+ with φ ≤ ψ. Then 0 ≤ uφ(t, x) ≤ uψ(t, x) for all (t, x) ∈ R+ ×R. Moreover,
if φ < ψ, then uφ(t, x) < uψ(t, x) for all (t, x) ∈ (0,∞)× R.
(iii) Qt[Cr] ⊆ Cr and Qt
∣∣
Cr
: Cr → Cr is a compact semiflow, where t > 0, r ≥ M∗ and
Cr := {φ ∈ C+ : φ ≤ r} equipped with the compact open topology.
By the arguments similar to those in [43], we can prove the following two technical results
on h(x, u) and its limiting functions h∞± (u).
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Lemma 6.2. For any M ≥ M∗ and γ > 0, there exist l± = l±(M, γ), L± = L±(M, γ), S =
S(M, γ) > 0 such that for any (s, u) ∈ R× [0,M ], there holds
(
∂h∞±
∂u
(0)− γ)u− l±u2 ≤ h(s, u) ≤ (∂h
∞
±
∂u
(0) + γ)u− L±u2,
for all ±s ≥ S.
Lemma 6.3. For any M ≥ M∗ and γ > 0, there exist k∗ ≤ 0, r± = r±γ,M(·) ∈ C(R,R), and
K± = K±(γ,M) > 0 such that
(i) r± is nondecreasing with r±(s) = k
∗
K±
≤ 0 for all s ≤ 0 and r±(+∞) =
dh∞
±
(0)
du
−γ
K±
;
(ii) h(s, u) ≥ max{K+u(r+(s)− u), K−u(r−(−s)− u)} for all (s, u) ∈ R× [0,M ].
We define R± = R
γ,M
± : R× R+ → R by
R±(s, u) = K±(r±(s)u− u2) for all (s, u) ∈ R× [0,M ]. (6.23)
It then follows that
h(s, u) ≥ R+(s, u) and h(s, u) ≥ R−(−s, u) for all (s, u) ∈ R× [0,M ].
Based on Lemma 6.2, we are able to prove the following result on the extinction behavior of
solutions.
Proposition 6.14. Assume that h(x, u) satisfies (D1)–(D3) and let c∗− = 2
√
d
dh∞
−
(0)
du
and c∗+ =
2
√
d
dh∞+ (0)
du
. Then the following statements are valid:
(i) If φ ∈ C+ with φ ≡ 0 for all sufficiently large negative x, then for any ε > 0,
lim
t→∞
[
sup
x≤−t(c∗
−
+ε)
uφ(t, x)
]
= 0.
(ii) If φ ∈ C+ with φ ≡ 0 for all sufficiently large positive x, then for any ε > 0,
lim
t→∞
[
sup
x≥t(c∗++ε)
uφ(t, x)
]
= 0.
Proof. We only prove (i) since the proof of (ii) is similar. Fix ε > 0 and φ ∈ C+ with φ ≡ 0
for all sufficiently large negative x. According (D1)–(D3) and Proposition 6.13-(i), we easily see
that there exist M0 ≥M∗, ξ0 > 0 and δ0 > 0 such that 0 ≤ uφ(t, x) ≤M0 for all (t, x) ∈ R+×R
and
h(s, u) ≤ (dh
∞
− (0)
du
+ δ0)u :=
(c∗− +
ε
3
)2
4d
u
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for all (s, u) ∈ (−∞,−ξ0]× [0,M0].
By using (6.21) and taking r∗ =
dh∞
−
(0)
du
+ δ0, we have
uφ(t, x) = er
∗tT (t)[φ](x) +
∫ t
0
er
∗(t−s)T (t− s)[h(·, uφ(s, ·))− r∗uφ(s, ·)](x)ds
for all (t, x) ∈ R+ × R, where
T (t)[φ](x) =
{
φ(x), t = 0,
1√
4pidt
∫
R
φ(y) exp(− (x−y)2
4dt
)dy, t > 0.
LetM∗∗ = sup{h(s, u) : (s, u) ∈ R×[0,M0]} ∈ (0,∞). It then follows that for any (t, x) ∈ R+×R
with x ≤ −t(c∗− + ε) ≤ − εt10 ≤ −4ξ0,
uφ(t, x) ≤ er∗tT (t)[φ](x) +
∫ t
0
er
∗(t−s)
∫ ∞
−ξ0
1√
4πd(t− s)
[
h(y, uφ(s, y))− r∗uφ(s, y)] exp(− (x− y)2
4d(t− s))dyds
≤ er∗tT (t)[φ](x) +
∫ t
0
M∗∗er
∗s− x2
4ds√
4πds
∫ ∞
−ξ0
e−
y2−2xy
4ds dyds
≤ er∗tT (t)[φ](x) +M∗∗
∫ t
0
er
∗s− x2
4dsds+
M∗∗
|x|
√
dt
π
∫ t
0
er
∗s− (x+ξ0)
2
4ds ds
≤ er∗tT (t)[φ](x) +M∗∗
∫ t
0
er
∗s− (c
∗
−
+23 ε)
2t2
4ds ds+
M∗∗
c∗− + ε
√
d
πt
∫ t
0
er
∗s− (c
∗
−
+23 ε)
2t2
4ds ds
≤ er∗tT (t)[φ](x) +M∗∗
[
1 +
1
c∗− + ε
√
d
πt
]∫ t
0
er
∗s− r
∗t2+ ε
2t2
36d
s ds
≤ er∗tT (t)[φ](x) +M∗∗
[
1 +
1
c∗− + ε
√
d
πt
]
te−
ε2
36d
t.
This, together with the fact that lim
t→∞
[
sup
x≤−t(2√dr∗+ 2ε
3
)
er
∗tT (t)[φ](x)
]
= 0 (see [43, Proposition
2.3-(ii)]), yields the desired statement (i).
Applying Lemma 6.3, the definitions of R±, and the standard comparison technique, we
easily obtain the following result.
Proposition 6.15. If γ > 0, M ≥M∗ and φ ∈ C+, then the following statements are valid:
(i) uφ(h; t, x) ≥ uφ(R+; t, x) for all (t, x) ∈ R+ × R;
(ii) uφ(h; t, x) ≥ uφ(R−(−·, ·); t, x) = uφ(−·)(R−; t,−x) for all (t, x) ∈ R+ × R,
where R± := R
γ,M
± are defined as in (6.23).
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Proposition 6.16. If 0 < γ < min{dh∞+ (0)
du
,
dh∞
−
(0)
du
} and M ≥ M∗, then there exist W± :=
W γ,M± ∈ C◦+ such that
(i) W±(∞) =
dh∞
±
(0)
du
−γ
K±
and W±(−∞) = 0;
(ii) W+ and W− are nondecreasing;
(iii) for any φ ∈ C+\{0} and ε > 0,
lim
t→∞
[
sup
{|uφ(R±; t, x)−W±(x)| : x ≤ (2
√
d
(
dh∞± (0)
du
− γ
)
− ε)t}] = 0.
In particular, uφ(R±; t, ·) → W±(·) with respect to the compact open topology as t → ∞,
where R± := R
γ,M
± are defined as in (6.23).
Proof. We only consider the case of ” + ” since the case of ”− ” is similar. Applying Corollary
6.1-(iv) with f ≡ R+ and c = 0, we can obtain the existence ofW+ with (i) and (ii). Furthermore,
we have W+ = lim
t→∞
uφ(R+; t, ·) with φ ≡
dh∞+ (0)
du
−γ
K+
. By Theorem 4.1-(v) and Proposition 6.3 with
f ≡ R+ and c = 0, we have
lim
α→∞
[
sup
{|uφ(R+; t, x)− dh∞+ (0)du − γ
K+
| : t ≥ α and α ≤ x ≤ t(2
√
d(
dh∞+ (0)
du
− γ)− ε)}] = 0
for any ε > 0 and φ ∈ C+\{0}.
Again, by Corollary 6.1-(iii) with f ≡ R+ and c = 0, we have
lim
t→∞
sup
{|uφ(R+; t, x)| : x ∈ (−∞,−tε)} = 0
for any φ ∈ C+ and ε > 0. It then follows that W (+∞) =
dh∞+ (0)
du
−γ
K+
and W (−∞) = 0 provided
that W is nontrivial steady state of uφ(R+; t, x).
Now we claim that uφ(R+; t, x) has the unique steady state solution in C+\{0}. Otherwise,
there exists W ∈ C◦+ := C+ ∩ C(R, (0,∞)) such that
W (−∞) = 0, W (+∞) =
dh∞+ (0)
du
− γ
K+
, W ≤W+, W 6=W+.
Let I(α) =
{
β ≥ 1 : W+(x) ≤ βW (x) for all x ∈ (α,∞)
}
and β(α) = inf I(α) for all α ∈ R ∪
{−∞}. Then I(α1) ⊆ I(α2), β(α1) ≥ β(α2), and I(α1) = [β(α1),∞) for all∞ > α2 ≥ α1 ≥ −∞.
We proceed with two cases.
Case 1. There exists α˜ ∈ (−∞, 0) such that β(0) /∈ Iα˜. Let
α∗ = inf{α ∈ R : β(0) ∈ I(α)}.
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Then 0 ≥ α∗ > α˜ > −∞. According to the definitions I(·) and β(·), we know that
W+(x) ≤ β(0)W (x) for all x ∈ [α∗,∞)
and
W+(α
∗) = β(0)W (α∗), W ′+(α
+) ≤ β(0)W ′(α∗).
It follows from the definition of R+ that{
dW ′′+(x) + k
∗W+(x)−K+W 2+(x) = 0, x ≤ 0,
dW ′′(x) + k∗W (x)−K+W 2(x) = 0, x ≤ 0,
and hence, ∫ α∗
−∞
[dW ′′+ + k
∗W+(x)−K+W 2+(x)]W (x)dx
=
∫ α∗
−∞
[dW ′′(x) + k∗W (x)−K+W 2(x)]W+(x)dx = 0.
Thus, we have ∫ α∗
−∞
K+W+(x)W (x)[W+(x)−W (x)]dx
= d
∫ α∗
−∞
[W ′′+(x)W (x)−W ′′(x)W+(x)]dx
= d[W ′+(α
∗)W (α∗)−W ′(α∗)W+(α∗)] ≤ 0,
which, together with W+(·) ≥W (·) and W,W+ ∈ C◦+, implies W+(·) ≡W (x), a contradiction.
Case 2. β(0) ∈ I(α) for all α ∈ [−∞, 0]. In this case, I(α) = [β(0),∞) for all α ∈ [−∞, 0],
and hence, β(0)W (x) ≥ W+(x) for all x ∈ R. Since W+  W , we have β(0) > 1. We further
claim that W+
∣∣
(−∞,0] 6= β(0)W
∣∣
(−∞,0]. Otherwise, W+(x) = β(0)W (x) for all x ∈ (−∞, 0]. This,
together with the definition of R+, gives rise to{
dW ′′(x) + k∗W (x)−K+W 2(x) = 0, x ∈ (−∞, 0],
dβ(0)W ′′(x) + k∗β(0)W (x)−K+β2(0)W 2(x) = 0, x ∈ (−∞, 0].
Then we obtain K+W
2
∣∣
(−∞,0] = 0, a contradiction. It follows that there exists x
∗ ∈ (−∞, 0] such
that W+(x
∗) < β(0)W (x∗), which, together with the definition of R+, W+(∞) < β(0)W (∞)
and strong maximum principle, implies that W+(x) < β(0)W (x) for all x ≥ x∗. Since W+(∞) =
W (∞) > 0, we have W+
∣∣
R+
≤ (β(0)− δ)W ∣∣
R+
for some δ ∈ (0, β(0)− 1), which contradicts the
definition of β(0).
By the uniqueness of steady state solution and Corollary 4.1, it then follows that statement
(iii) holds true.
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Proposition 6.17. If h(x, u) 6≡ h(0, u), then there exists W ∈ C◦+ such that uW (t, x) = W (x)
for all (t, x) ∈ R+ × R.
Proof. LetM ≥ M∗, γ = 1
3
min
{dh∞+ (0)
du
,
dh∞
−
(0)
du
}
, and let W˜ =W γ,M+ be defined as in Proposition
6.16. It follows from Proposition 6.15-(i) that
M∗ ≥ uM∗(h; , t, x) ≥ uW˜ (R+; t, x) ≡ W˜ (x) for all (t, x) ∈ R+ × R.
Thus, uM
∗
(h; , t, ·)→ W in Cloc(R,R), and hence in C2loc(R,R), which implies thatM∗ ≥W (x) ≥
W˜ (x) > 0 for all x ∈ R and uW (t, x) = W (x) for all (t, x) ∈ R+ × R.
Proposition 6.18. Assume that h(x, u) 6≡ h(0, u), and let E be the set of all steady states in
C+\{0}. Then the following statements are valid:
(i) ∅ 6= E ⊆ C◦+ ∩ C(R, [0,M∗]);
(ii) φ ≥W γ,M∗± (±·) for all φ ∈ E and γ ∈ (0,min{dh
∞
+ (0)
du
,
dh∞
−
(0)
du
});
(iii) φ(±∞) = u∗± for all φ ∈ E ;
(iv) inf E , sup E ∈ E , where inf E(x) := inf{φ(x) : φ ∈ E} and sup E(x) := sup{φ(x) : φ ∈ E}
for all x ∈ R;
(v) for any φ ∈ C+\{0} and ε > 0, there holds
lim
t→∞
[
max
{
inf{|uφ(h; t, x)−u˜| : u˜ ∈ [inf E(x), sup E(x)]} : (−c∗−+ε)t ≤ x ≤ (c∗+−ε)t
}]
= 0,
where c∗− and c
∗
+ are defined as in Proposition 6.14.
Proof. (i) follows from Propositions 6.13-(i) and 6.17.
(ii) By Proposition 6.16-(iv), uφ(±·)(Rγ,M
∗
± (±·); t, ·) → W γ,M
∗
± (±·) in L∞loc(R,R) as t → ∞.
Proposition 6.15 shows that uφ(t, ·) ≥ uφ(±·)(Rγ±(±·); t, ·) for all t ≥ 0. Thus φ ≥W γ±(±·).
(iii) Fix φ ∈ E . By (ii) and the fact that
W γ,M
∗
± (+∞) =
dh∞
±
(0)
du
− γ
K+
for all γ ∈ (0,min{dh
∞
+ (0)
du
,
dh∞− (0)
du
}),
it follows that limx→±∞ φ(x) ≥
dh∞
±
(0)
du
−γ
K±
for all φ ∈ E . Letting γ → 0+, we have lim
x→±∞
φ(x) ≥
dh∞
±
(0)
du
K±
.
We now claim that lim
x→±∞
φ(x) = u∗±. Otherwise, without loss of generality, we may assume
that, there exists a sequence xn → +∞ such that 0 < lim
n→∞
φ(xn) 6= u∗+. In view of (6.21), we
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have dφ′′(x) + h(x, φ(x)) = 0, and hence, dφ′′(x + xn) + h(x + xn, φ(x + xn)) = 0. According
the standard elliptic estimates, we have ‖φ(· + xn)‖C2,α(I) ≤ CI , where I is any given bounded
open interval with 0 ∈ I and CI depend on I and h. By the standard diagonal argument,
we may assume φ(· + xn) → ψ(·) in C2loc(R,R) as n → ∞. Letting n → ∞, we get ψ(0) =
lim
n→∞
φ(xn) ∈ (0,∞)\{u∗+}, while dψ′′(x)+h∞+ (ψ(x)) = 0 for all x ∈ R, which implies ψ(x) ≡ u∗+,
a contradiction.
(iv) By the proof of Proposition 6.17 and (i), it follows that
uM
∗
(t, ·)→ sup E ∈ E , as t→∞.
Let
D = {φ ∈ C+ :W γ∗,M∗+ (·) ≤ φ ≤ E}
with γ∗ = 1
2
min{dh∞+ (0)
du
,
dh∞
−
(0)
du
}. By virtue of (ii), we see that D 6= φ.
By the choices of W γ
∗,M∗
+ and E , and Propositions 6.15, 6.16, it follows that uφ(h; t, ·) ∈ D
for all (t, φ) ∈ R+×D. This, together with the compactness of uφ(h; t, ·) and the Schauder fixed
point theorem, implies that there exists φ∗ ∈ D such that uφ∗(h; t, ·) ≡ φ∗ for all t ∈ R+. Thus,
by the definition of D, we have φ∗ = inf E ∈ E .
(v) Fix φ ∈ C+\{0} and ε > 0. TakeM = max{‖φ‖L∞(R,R),M∗} and γ ∈
(
0, 1
3
min{dh∞+ (0)
du
,
dh∞
−
(0)
du
})
with
2
√
d(
dh∞± (0)
du
− γ)− ε
3
≥ 2
√
d
dh∞± (0)
du
− 2ε
3
.
By Propositions 6.13, 6.15 and 6.16, it follows that
lim
t→∞
max
{
inf
{|uφ(t, x)− v| : v ∈ [max{W+(x),W−(−x)},M∗]} :[
− 2
√
d(
dh∞− (0)
du
− γ) + ε
3
]
t ≤ x ≤
[
2
√
d(
dh∞+ (0)
du
− γ)− ε
3
]
t
}
= 0, (6.24)
where W±(·) :=W γ,M± are defined as in Propositions 6.16. In particular, M∗ ≥ ω(φ) ≥W ±(−·),
where ω(φ) is the omega limit set of the orbit uφ(t, ·) with respect to the compact open topology.
Let
D = {ψ ∈ C+ : ω(φ) ≥ ψ ≥W±(−·)}.
Since ω(φ) ≤ sup E , it follows that D is a positively invariant subset of uφ(t, ·), which implies
D ∩ E 6= ∅ and hence sup E ≥ ω(φ) ≥ inf E . Thus, by the definition of ω(φ) and the statement
(iii), we only need to prove that
V±(δ) := lim
α→∞
[
sup
{|uφ(t, x)− u∗±| : t ≥ α and α ≤ ±x ≤ [2
√
d
dh∞± (0)
du
− δ]t}] = 0
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for all δ ∈
(
0,min
{√
d
dh∞+ (0)
du
,
√
d
dh∞
−
(0)
du
})
. It suffices to prove V+(δ) = 0 since the same method
leads to V−(δ) = 0. Let
P (δ) = lim sup
α→∞
[
sup{uφ(t, x) : t ≥ α and α ≤ x ≤ [2
√
d
dh∞+ (0)
du
− δ]t}]
and
P (δ) = lim inf
α→∞
[
inf{uφ(t, x) : t ≥ α and α ≤ x ≤ [2
√
d
dh∞+ (0)
du
− δ]t}]
for all δ ∈
(
0,min
{√
d
dh∞+ (0)
du
,
√
d
dh∞
−
(0)
du
})
. From Proposition 6.13-(i), we easily see that
P (δ) ≤M∗ for all δ ∈
(
0,min
{√
d
dh∞+ (0)
du
,
√
d
dh∞− (0)
du
})
.
In view of (6.24), we obtain
P (δ) ≥
dh∞+ (0)
du
− γ
K+
> 0 for all δ ∈
(
0,min
{√
d
dh∞+ (0)
du
,
√
d
dh∞− (0)
du
})
,
where K+ = K
γ,M
+ is defined as in Lemma 6.3. In view of the definitions of P (·) and P (·), it
then follows that
(i) P (·) and −P (·) are nonincreasing in
(
0,min
{√
d
dh∞+ (0)
du
,
√
d
dh∞
−
(0)
du
})
;
(ii) M∗ ≥ P (·) ≥ P (·) ≥
dh∞+ (0)
du
−γ
K+
> 0 for all δ ∈
(
0,min
{√
d
dh∞+ (0)
du
,
√
d
dh∞
−
(0)
du
})
.
Now it suffices to prove P (δ) = P (δ) = u∗+ for all δ ∈
(
0,min
{√
d
dh∞+ (0)
du
,
√
d
dh∞
−
(0)
du
})
. Other-
wise, there exists δ1 ∈
(
0,min
{√
d
dh∞+ (0)
du
,
√
d
dh∞
−
(0)
du
})
such that either P (δ) > P (δ) for all δ ∈
(0, δ1), or P ≡ P (δ) , P ∗ 6= u∗+ for all δ ∈ (0, δ1). By the monotonicity of P (·) and P (·), there
exists δ2 ∈ (0, δ1) such that P (·) and P (·) are continue at δ2. Note that
{u∗+} 6= {P (δ2), P (δ2)} ⊆ [
dh∞+ (0)
du
− γ
K+
,M∗].
Take M∗∗ = 1 +M and µ = 1 + max
{∣∣∣dh∞+ (u)du ∣∣∣ : u ∈ [0,M∗∗]}. Then µ > 1, dh∞+ (u)du + µ ≥ 1 for
all u ∈ [0,M∗∗], and 0 < u(t, x) < M∗∗ for all (t, x) ∈ (0,∞)× R.
It follows from the choices of δ2, µ and the KPP-type property of h
∞
+ (·) that either
inf h∞+,µ
(
[P (δ2), P (δ2)]
)
> P (δ2)
or
sup h∞+,µ
(
[P (δ2), P (δ2)]
)
< P (δ2),
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where h∞+,µ(u) =
1
µ
h∞+ (u)+u for all u ∈ R+. Now we finish the proof by distinguishing two cases.
Case 1. inf h∞+,µ
(
[P (δ2), P (δ2)]
)
> P (δ2).
In this case, by the choice of h∞+,µ and the fact that h(s, ·) → h∞+ in L∞([0,M∗∗],R) as
s→∞, there exist S1 > 0 and γ1 ∈ (0, P (δ2)2 ) such that
h∗ , inf
{
h(s, ξ)
µ
+ ξ : (s, ξ) ∈ IS1,γ1
}
> P (δ2),
where IS1,γ1 = (S1,∞] × [P (δ2) − γ1, P (δ2) + γ1]. Fix τ ∈ (0, δ1 − δ2). Take α0 > S1 + 1
and t0 > max{α0, α0
2
√
d
dh∞+ (0)
du
−δ2
} such that uφ(t, x) ∈ (P (δ2) − γ1, P (δ2) + γ1) when t ≥ t0 and
α0 ≤ x ≤ (2
√
d
dh∞+ (0)
du
− δ2)t. It follows from (6.21) that for any t ≥ t0,
u(t, ·) ≥
∫ t
t0
e−µ(t−s)
∫
R
1√
4πd(t− s)e
− (x−y)2
4pid(t−s) [µuφ(s, y) + h(y, uφ(s, y))]dyds
≥ µ ∫ t
t0
e−µ(t−s)
∫ (2√ddh∞+ (0)
du
−δ2)s
α0
1√
4pid(t−s)e
− (x−y)2
4pid(t−s)h∗dyds
= µh∗
∫ t−t0
0
e−µs
∫ (2√ddh∞+ (0)
du
−δ2)(t−s)−x
α0−x
1√
4πds
e−
y2
4pidsdyds.
Moreover, when α0 < α ≤ x ≤ (2
√
d
dh∞+ (0)
du
− δ2 − τ)t and t ≥ t0 :=
2
√
d
dh∞+ (0)
du
−δ2−τ
2
√
d
dh∞
+
(0)
du
−δ2− τ2
t >
max{α0, α0
2
√
d
dh∞+ (0)
du
−δ2
}, there holds
u(t, x) ≥ µh∗
∫ t−t0
0
e−µs
∫ τ(2√ddh∞+ (0)du −δ2−τ)
2(2
√
d
dh∞+ (0)
du
−δ2−
τ
2 )
t
α0−α
1√
4πds
e−
y2
4pidsdyds,
≥ µh∗
∫ τ
2(2
√
d
dh∞+ (0)
du
−δ2−
τ
2 )
t
0
e−µs
∫ τ(2√ddh∞+ (0)du −δ2−τ)
2(2
√
d
dh∞+ (0)
du
−δ2−
τ
2 )
t
α0−α
1√
4πds
e−
y2
4pidsdyds.
Note that
∫ τ2(2√ddh∞+ (0)
du
−δ2−
τ
2 )
t
0 e
−µs ∫ τ(2
√
d
dh∞
+
(0)
du
−δ2−τ)
2(2
√
d
dh∞
+
(0)
du
−δ2−
τ
2 )
t
α0−α
1√
4pids
e−
y2
4pidsdyds→ 1
µ
as t ≥ α→∞, accord-
ing to the choices of δ2 and τ . By the definition of P (δ2 + τ), we have
P (δ2 + τ) ≥ h∗ > P (τ).
Letting τ → 0+, we obtain P (δ2) > P (δ2), a contradiction.
Case 2. sup h∞+,µ
(
P (δ2), P (δ2)]
)
< P (δ2).
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In this case, by the definition of h∞+,µ and the fact that h(s, ·) → h∞+ in L∞([0, u∗∗],R) as
s→∞, there exists S2 > 0 and γ2 ∈ (0, P (δ2)3 ) such that
h∗∗ , sup
{
h(s, ξ)
µ
+ ξ : (s, ξ) ∈ IS2,γ2
}
< P (δ2),
where IS2,γ2 = [S2,∞) × [P (δ2) − γ2, P (δ2) + γ2]. By the definition of P (·) and P (·) and their
continuity at δ2, it follows that there exist τ0 ∈ (0, δ2), α0 > S2 + 1 and t0 > max{α0, α0c−τ0} such
that
[P (τ0), P (τ0)] ⊆ (P (δ2)− γ2
3
, P (δ2) +
γ2
3
]
and
uφ(t, x) ∈ (P (δ2)− γ2, P (δ2) + γ2)
whenever t ≥ t0 and α0 ≤ x ≤ (2
√
d
dh∞+ (0)
du
− τ0)t. Note that (D3) implies that there exists
H∗ > 0 such that H∗ = sup{h(s,u)
µ
+ u : (s, u) ∈ R× [0,M∗∗]}.
In view of (6.21), we easily see that for any (t, x) ∈ R+ × R with t ≥ t0,
uφ(t, x) = e−µ(t−t0)S(t− t0)[uφ(t0, ·)](x)+
∫ t
t0
e−µ(t−s)√
4pid(t−s)
∫∞
(2
√
d
dh∞
+
(0)
du
−τ0)s
[h(y, uφ(s, y)) + µuφ(s, y)]
×e− (x−y)
2
4d(t−s)dyds+
∫ t
t0
e−µ(t−s)√
4pid(t−s)
∫ (2√ddh∞+ (0)
du
−τ0)s
α0
[h(y, uφ(s, y)) + µuφ(s, y)]e−
(x−y)2
4d(t−s)dyds
+
∫ t
t0
e−µ(t−s)√
4pid(t−s)
∫ α0
−∞[h(y, u
φ(s, y)) + µuφ(s, y)]e−
(x−y)2
4d(t−s)dyds
≤ M∗∗e−µ(t−t0) + µH∗∗
∫ t
t0
e−µ(t−s)√
4πd(t− s) [
∫ ∞
(2
√
d
dh∞
+
(0)
du
−τ0)s
e
− (x−y)2
4d(t−s)dy +
∫ α0
−∞
e
− (x−y)2
4d(t−s)dy]ds
+
∫ t
t0
e−µ(t−s)√
4pid(t−s)
∫ (2√ddh∞+ (0)
du
−τ0)s
α0
[h(y, uφ(s, y)) + µuφ(s, y)]e−
(x−y)2
4d(t−s)dyds.
For any (t, x) ∈ R+ × R with t > t0 :=
2
√
d
dh∞+ (0)
du
− τ0+δ2
2
2
√
d
dh∞+ (0)
du
−τ0
t > max{α0, α0δ2−τ0} and S2 + 1 < α0 <
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α ≤ x ≤ t(2
√
d
dh∞+ (0)
du
− δ2), we have
uφ(t, x) ≤ M∗∗e−µ(t−t0) + µH∗∗
∫ t−t0
0
e−µs√
4πds
[
∫ ∞
(2
√
d
dh∞
+
(0)
du
−τ0)(t−s)
e−
(x−y)2
4ds dy +
∫ α0
−∞
e−
(x−y)2
4ds dy]ds
+
∫ t−t0
0
e−µs√
4pids
∫ (2√ddh∞+ (0)
du
−τ0)(t−s)
α0
[h(y, uφ(t− s, y)) + µuφ(t− s, y)]e− (x−y)
2
4ds dyds
≤ M∗∗e−µ(t−t0) + µH∗∗
∫ t−t0
0
e−µs√
4πds
∫ ∞
(2
√
d
dh∞
+
(0)
du
−τ0)(t−s)
e−
[
(δ2−τ0)t
2 ]
2
8dt e−
(x−y)2
8ds dyds
+µH∗∗
∫ t−t0
0
e−µs√
4πds
∫ α0−α
−∞
e−
y2
4dsdyds+µh∗∗
∫ t−t0
0
e−µs√
4pids
∫ (2√ddh∞+ (0)
du
−τ0)(t−s)
α0
e−
(x−y)2
4ds dyds
≤ M∗∗e
− δ2−τ0
2(2
√
d
dh∞+ (0)
du
−τ0)
t
+ 2H∗∗e−
(δ2−τ0)
2t
32d +
H∗∗e
√
µ
d
(α0−α)
2
+ h∗∗
Letting t ≥ α→∞, we get P (δ2) ≤ h ∗∗ < P (δ2), a contradiction.
Theorem 6.6. Assume that h(·, ·) 6= h(0, ·) and h(s, αu) ≥ αh(s, u) for all (s, u, α) ∈ R ×
(0,M∗)× (0, 1). Then the following statements are valid:
(i) (6.21) has a unique steady state W ∈ C◦+ with W (±∞) = u∗±;
(ii) If φ ∈ C+\{0} and ε > 0, then
lim
t→∞
[
max
{|uφ(h; t, x)−W (x)| : (−c∗− + ε)t ≤ x ≤ (c∗+ + ε)t}] = 0;
(iii) If φ has a compact support, then
lim
t→∞
[
sup
{
uφ(h; t, x) : ± x ≥ (c∗± + ε)t
}]
= 0.
Proof. (i) In view of Proposition 6.18, we only need to prove the uniqueness. Otherwise,
W˜ := inf E W := sup E .
Let
α∗ = inf{α ≥ 1 : W ≤ αW˜}.
Then α∗ > 1 and W ≤ α∗W˜ . By Proposition 6.18-(iii), there exist s0 > 0 and δ0 ∈ (0, α∗) such
that
W < α∗W˜ and W (x) ≤ (α∗ − δ0)W˜ (x)
for all |x| ≥ s0. By virtue of Proposition 6.13-(ii), we have
W˜ (x) = uW˜ (h; t, x) > u
W
α∗ (h; t, x) ≥ 1
α∗
uW (h; t, x) =
W (x)
α∗
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for all x ∈ R and t ∈ (0,∞). Thus, there exists δ1 > 0 such that (α∗ − δ1)W˜ (x) ≥ W (x) for all
|x| ≤ s0. Let δ = min{δ0, δ1}. It then follows that (α∗ − δ)W˜ (x) ≥ W (x) for all x ∈ R, which
contradicts the choice of α∗.
(ii) follows from (i) and Proposition 6.18-(v), and (iii) directly follows from Proposition
6.14.
We should point out that the positive stationary solutions and spatial spreading speeds
were studied in [24] for the KPP-type evolution equations in a locally spatially inhomogeneous
media. Our Theorem 6.6 extends such results to the one-dimensional case of asymptotically
inhomogeneous media. We also note that the method in this subsection may be used to remove
the monotonicity condition on functions f(s, u) and g(s, y, u) with respect to s, as assumed in
(B3) and (C3).
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