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ESTIMATES OF THE BEST SOBOLEV CONSTANT OF THE
EMBEDDING OF BV (Ω) INTO L1(∂Ω) AND RELATED SHAPE
OPTIMIZATION PROBLEMS
NICOLAS SAINTIER
Abstrat. In this paper we nd estimates for the optimal onstant in the rit-
ial Sobolev trae inequality λ1(Ω)‖u‖L1(∂Ω) ≤ ‖u‖W1,1(Ω) that are indepen-
dent of Ω. This estimates generalize those of [11℄ onerning the p-Laplaian
to the ase p = 1.
We apply our results to prove existene of an extremal for this embedding.
We then study an optimal design problem related to λ1, and eventually om-
pute the shape derivative of the funtional Ω→ λ1(Ω). As a onsequene, we
obtain that a ball of R
n
of radius n is ritial for volume-preserving deforma-
tions.
Let Ω be a bounded smooth domain of RN . It is well-known that the trae
embedding from W 1,1(Ω) into L1(∂Ω) is ontinuous, where W 1,1(Ω) is the usual
Sobolev spaes of funtions u ∈ L1(Ω suh that ∇u ∈ L1(Ω). The best onstant
for this embedding is then dened by
(1) λ1(Ω) = inf
u∈W 1,1(Ω)\W 1,1
0
(Ω)
∫
Ω
|∇u| dx+
∫
Ω
|u| dx∫
∂Ω
|u| dHN−1
,
where W 1,10 (Ω) denotes the losure for the W
1,1
-norm of the spae of smooth fun-
tions with ompat support in Ω, and HN−1 is the (N − 1)-dimensional Hausdor
measure. The purpose of this paper is to obtain estimates of λ1(Ω) under geomet-
ri assumptions on ∂Ω, and to apply them to some shape optimization problems
related to λ1(Ω).
It turns out to be more onvenient when dealing with λ1(Ω) to rewrite (1) as a
minimization problem in the spae BV (Ω) of funtions of bounded variation (see
[1, 10, 24℄) in the following way:
(2) λ1(Ω) = inf
u∈BV (Ω), u6≡0 on ∂Ω
∫
Ω
|∇u|+
∫
Ω
|u| dx∫
∂Ω
|u| dHN−1
.
The equivalene between (1) and (2) follows from the fat that given u ∈ BV (Ω),
there exist un ∈ C∞(Ω) suh that un = u on ∂Ω and the un's approximate u in
the sense that un → u in L
1(Ω) and
∫
Ω |∇un|dx→
∫
Ω |∇u| (see [6℄, [14℄).
Key words and phrases. Sobolev trae embedding, Optimal design problems, Critial expo-
nents, Shape analysis, funtions of bounded variations, 1-laplaian.
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We an also express λ1(Ω) in a more geometri way as an isoperimetri type
problem. We reall that a set A ⊂ Ω¯ is said of nite perimeter if its harateristi
funtion χA belongs to BV (R
n). It then follows from the oarea formula that
λ1(Ω) = inf
A⊂Ω¯,χA∈BV (Rn)
|∂A ∩ Ω|+ |A|
|A ∩ ∂Ω|
,
(3)
where |∂A∩Ω| and |A∩∂Ω| stands forHn−1(∂A∩Ω) andHn−1(A∩∂Ω) respetively.
This inmum is always attained by some set of nite perimeter A ⊂ Ω¯ that we all
an eigenset. We refer the reader to [17℄ for a detailed proof of this result.
We end this presentation of λ1(Ω) by realling its value in the ase where Ω =
B0(R) is a ball or an annulus Ω = B0(R)\B¯0(r). As remarked in [2, Remark 1℄, it
follows from [21℄ that
(4) λ1(Ω) =


|Ω|
|∂Ω|
if
|Ω|
|∂Ω|
≤ 1
1 otherwise.
Moreover, if |Ω|/|∂Ω| ≤ 1, then u = |∂Ω|−1χΩ is a minimizer, and the only nor-
malized one if |Ω|/|∂Ω| = 1, whereas if |Ω|/|∂Ω| ≥ 1, there is no extremal for
λ1(Ω).
We rst onsider the problem of the existene of an extremal for λ1(Ω). Sine
the immersion W 1,1(Ω) →֒ L1(∂Ω) is not ompat, the existene of minimizers for
λ1(Ω) does not follows by standard methods. Indeed this problem has already been
onsidered in [2℄ and [6℄ where it is proved that λ1(Ω) is attained as soon as
(5) λ1(Ω) < 1.
We will provide an alternative proof of this result. Notie that aording to [2, 6℄,
the large inequality in (5) always holds. We refer to [2℄ for the derivation of the
Euler equation satisfed by a minimizer. Aording to [21℄, λ = 1 is the best rst
onstant in the embeddingW 1,1(Ω) →֒ L1(∂Ω) in the sense that for any ǫ > 0 there
exists Bǫ > 0 suh that for any u ∈ BV (Ω),
(6)
∫
∂Ω
|u| dHN−1 ≤ (1 + ǫ)
∫
Ω
|∇u|+ Bǫ
∫
Ω
|u| dx,
and 1 is the lowest onstant suh that suh an inequality holds for any ǫ > 0 and
any u ∈ BV (Ω). The inequality (5) is then the usual ondition ensuring that λ1(Ω)
is attained when dealing with ritial problem (see e.g. [3℄, [8℄).
Our rst result provides a loal geometri ondition on Ω for (5) to hold. Before
stating it, we need a denition. We say that a point x ∈ ∂Ω is a "good point" if
the urvature of ∂Ω at x is big enough, more preisely if the prinipal urvatures
λ1, . . . , λN−1 of ∂Ω at x are all positive and satisfy
∑N−1
i=1 λi > 1, and if the graph
of ∂Ω around x is lose to the parabola y → (1/2)
∑
λiy
2
i when onsidered in a
loal oordinate system suh that x = 0 and the unit outward normal derivative at
0 of ∂Ω is (0, . . . , 0, 1) (see (12) for a preise statement).
The result is the following:
Theorem 1. If there exists a "good point" x ∈ ∂Ω, then (5) holds.
Similarly, we an also prove that (5) holds when a part of ∂Ω is lose to a onvex
one of vertex x ∈ ∂Ω and angle in (0, π/2), that is a non-at one, sine in that
ase the "urvature" of ∂Ω at x is innite.
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It is well-known that for p > 1, the trae embedding W 1,p(Ω) →֒ Lp(∂Ω) is
ontinuous and ompat. In partiular the best onstant λp(Ω) for this embedding,
namely
λp(Ω) = inf
u∈W 1,p(Ω)\W 1,p
0
(Ω)
∫
Ω
|∇u|p + |u|p dx∫
∂Ω
|u|p dHN−1
,
is attained by some positive up normalized by
∫
∂Ω u
p
p dH
N−1 = 1. To show the
existene of an extremal for λ1(Ω), the authors of [2℄ approahed λ1(Ω) by λp(Ω).
They proved that
(7) λp(Ω)→ λ1(Ω) as p→ 1,
and also that
Theorem 2. if λ1(Ω) < 1, there exists a nonnegative funtion u ∈ BV (Ω) normal-
ized by
∫
∂Ω
|u| dHN−1 = 1, whih attains the inmum in the denition of λ1(Ω),
and suh that
up → u in L
1(∂Ω) and
∫
Ω
|∇up|
p dx→
∫
Ω
|∇u|
as p→ 1.
We will give a short proof of this result, dierent from the one provided in [2, 6℄.
As an immediate orollary, we have that
Corollary 1. If ∂Ω has a "good point", then λ1(Ω) is attained.
As an appliation of Theorem 1, we study a shape optimization problem related
to λ1(Ω). Given α ∈ (0, |Ω|), where |Ω| denotes the volume of Ω, and a measurable
subset A ⊂ Ω of volume α, we rst onsider the minimization problems
λ1,A = inf8><
>:
u ∈ BV (Ω), u 6≡ 0 on ∂Ω
u = 0 in A
∫
Ω
|∇u|+ |u| dx∫
∂Ω
|u| dHN−1
,
and
λp,A = inf8><
>:
u ∈W 1,p(Ω) \W 1,p0 (Ω)
u = 0 in A
∫
Ω
|∇u|p + |u|p dx∫
∂Ω
|u|p dHN−1
.
It is easily seen that λp,A, p > 1, is attained. Conerning λ1,A, we have, in the
same spirit as what we had for λ1(Ω), that
Theorem 3. If
λ1,A < 1,
there exists an extremal for λ1,A. Moreover this inequality holds as soon as there
exists a good point x ∈ ∂Ω suh that A ∩Bx(r) = ∅ for some r > 0.
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Remark that λp,A, p ≥ 1, does not hange if we modify A on a set of Lebesgue
measure zero. To give a meaning to λp,A, p > 1, when |A| = 0, the authors of
[12℄ modied λp,A by minimizing over C∞c (Ω¯\A). In the ase p = 1, we intro-
due in a similar way the set BVA(Ω) of the funtions u ∈ BV (Ω) that an be
approximated by a sequene uǫ ∈ C∞c (Ω¯\A) in the sense that uǫ → u in L
1(Ω) and∫
Ω
|∇uǫ| →
∫
Ω
|∇u|. We an then prove as in [10℄ that BVA(Ω) = BV (Ω) if and
only if ap1(A) = 0, where ap1(A) denotes the 1-apaity of A dened by
ap1(A) = inf
{∫
Rn
|∇u|, u ∈ BV (Rn), A ⊂ int{u ≥ 1}
}
.
In the ase where A is ompat, the oarea formula implies that ap1(A) = inf |∂ω|
where the inmum is taken over all the smooth open subsets ω ⊂ Rn ontaining A
(see [20℄). We onsider the minimization problem
λ′1,A = inf
u∈BVA(Ω)
∫
Ω
|∇u|+ |u| dx∫
∂Ω
|u| dHN−1
.
Then λ1,A ≤ λ′1,A with equality when ap1(A) = 0. If ap1(A) > 0, both ases
λ1,A = λ
′
1,A and λ1,A < λ
′
1,A an our. For example if a part of the boundary of
Ω ⊂ R2 has urvature big enough (e.g. like a smooth version of the set Qδ,η dened
below next to theorem 6), then λ1(Ω) will be attained by some χC where C ( Ω.
Then if we put a small urve A in the interior of Ω\C, χC ∈ BVA(Ω) and thus
λ∅ = λ1,A = λ
′
1,A. On the ontrary, if Ω ⊂ R
2
is a ball suh that |∂Ω| = |Ω|, then
we know that λ1(Ω) is attained only by the µχΩ, µ ∈ R. Then if A small segment
inside Ω, λ1,A < λ
′
1,A.
We now want to minimize λp,A, p ≥ 1, when A runs over all the measurable
subsets of Ω of volume α i.e. we look at the following shape optimization problem:
λp(α) = inf
A⊂Ω, |A|=α
λp,A
for p ≥ 1 and α ∈ (0, |Ω).
The optimization problem λp(α), p > 1, has been onsidered reently. Existene
of an optimal set has been established in [12℄, and its regularity investigated in
[13℄ for p = 2. The optimization problem λp(α) with a ritial exponent has been
onsidered in [11℄. Suh problems of optimal design appear in several branhes
of applied mathematis, speially in the ase p = 2. For example in problems of
minimization of the energy stored in the design under a presribed loading. We
refer to [5℄ for more details.
We prove the following relation between λp(α) and λ1(α):
Theorem 4. We have
(8) lim sup
p→1
λp(α) ≤ λ1(α).
Moreover, if there exists a good point x ∈ ∂Ω, then
(9) lim
p→1
λp(α) = λ1(α).
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The proof of this theorem gives the existene of an extremal u ∈ BV (Ω) for λ1(α)
but, sine we an only prove that |{u = 0}| ≥ α and not |{u = 0}| = α, we annot
assert the existene of an optimal hole A suh that λ1(α) = λ1,A. However if we
onsider the following modied optimal design problem
(10) λ˜1(α) = inf8><
>:
u ∈ BV (Ω), u 6≡ 0 on ∂Ω
|{u = 0}| = α
∫
Ω
|∇u|+ |u| dx∫
∂Ω
|u| dHN−1
,
we an prove that
Theorem 5. if there exists a good point x ∈ ∂Ω, then λ˜1(α) is attained by some
u. In partiular {u = 0} is an optimal hole for λ˜1(α).
It follows from [12℄ that λp(α) = λ˜p(α), p > 1, where λ˜p(α) is dened by
λ˜p(α) = inf8><
>:
u ∈ W 1,p(Ω) \W 1,p0 (Ω)
|{u = 0}| = α
∫
Ω
|∇u|p + |u|p dx∫
∂Ω
|u|p dHN−1
,
but for the same reason as before, we annot establish the onvergene of λ˜p(α) to
λ˜1(α) as p→ 1 .
Our last result onerning λ1 is the omputation of the rst variation, the so-
alled shape derivative, of the funtional Ω → λ1(Ω). Let R : Rn → Rn be a C1
vetor-eld, and Ωδ = Tδ(Ω), where Tδ is the C
1
-dieomorphism dened for δ small
by
Tδ(x) = x+ δR(x).
We will prove that the map δ → λ1(Ωδ) is ontinuous at δ = 0, and also dieren-
tiable at δ = 0 under an aditional uniqueness assumption holding for example when
Ω is a ball.
Remark that if we allow perturbations of the domains that are less regular, we
may not have ontinuity of λ1(Ωδ) as the following example shows. Let Q = [0, 1]
N
be the unit ube of RN , and let Qδ,η = Q ∪ Aδ,η with
Aδ,η = [1, 1 + η]× [0, δ]× [0, 1]
N−2, δ, η > 0.
Then taking χA as a test-funtion to estimate λ1(Qδ), we get
λ1(Qδ) ≤
δ + ηδ
Cη
→ 0
as δ → 0 if η >> δ. This shows that, even if |Qδ∆Q| → 0 or Qδ → Q in Hausdor
distane, we don't have ontinuity of λ1(Qδ). Indeed λ1(Qδ)→ 0 6= λ1(Q).
Shape analysis is the subjet of an intense researh ativity. We refer for example
to [16℄ for an introdution to this eld. To the best of the author's knowledge, the
shape analysis of a problem involving the L1-norm of the gradient has only been
onsidered up to know in [15, 23℄ where the authors deal with the best onstant for
the embedding of W 1,1(Ω) into L1(Ω).
Our result is the following:
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Theorem 6. We have
λ1(Ωδ)→ λ1(Ω)
as δ → 0. Moreover, if we assume that λ1(Ω) < 1 and that there exists a unique
nonnegative extremal u ∈ BV (Ω) for λ1(Ω) normalized by
∫
∂Ω
u dHN−1 = 1, then
u = |A∩∂Ω|−1χA for some set of nite perimeter A ⊂ Ω¯, and the map δ → λ1(Ωδ)
is dierentiable at δ = 0 with
d
dδ
λ1(Ωδ)|δ=0 =∫
Ω¯
{f(ν)χ∂∗A∩Ω − λ1(Ω)f(~n)χA∩∂Ω − (R, ν)χ∂∗A}
dHN−1
|A ∩ ∂Ω|
,
(11)
where f(X) = div R − (X ;DR.X), X ∈ Rn, ν is the Radon-Nikodym derivative
of |∇u| with respet to ∇u, ~n is the unit outward normal to ∂Ω, and ∂∗A is the
redued boundary of A (see [1, 10, 24℄).
As said previously (see the omments next to (4)), the uniqueness property used in
this theorem holds in partiular when Ω is a ball suh that |∂Ω| = |Ω|. Its unique
eigenset is then Ω¯ and λ1(Ω) = 1, so that we an rewrite (11) as
d
dδ
λ1(Ωδ)|δ=0 =
∫
∂Ω
{(R,~n)− (div R − (~n;DR.~n))}
dHN−1
|∂Ω|
.
Denoting by divg the divergene operator of the manifold (∂Ω, g), where g is the
metri indued by the Eulidean metri on ∂Ω, by H the mean urvature of ∂Ω,
and by R∂Ω the tangential part of R, we have (see [16℄):
div R− (~n;DR.~n) = divg R∂Ω +H(R,~n).
Sine Ω is of radius n, H = 1/n, and the previous formula beomes
d
dδ
λ1(Ωδ)|δ=0 =
∫
∂Ω
(1−H)(R,~n)
dHN−1
|∂Ω|
= −
n− 1
n
∫
∂Ω
(R,~n)
dHN−1
|∂Ω|
.
In partiular, if we onsider measure-preserving deformation, i.e. vetor-elds R
suh that div R = 0, we get
d
dδ
λ1(Ωδ)|δ=0 = 0,
so that a ball of Rn of radius n is ritial for suh deformations.
The paper is organized as follow. We prove theorem 1 - 5 in the following setion
and theorems 6 in the last one.
1. Proof of theorems 1 - 4
1.1. Proof of theorem 1. Let x0 ∈ ∂Ω be a good point. By taking an appro-
priate oordinate system, we an assume that x0 = 0 and that there exist r > 0
suh that
Br ∩ Ω ={(y, t) ∈ Br, t > ρ(y)}
Br ∩ ∂Ω ={(y, t) ∈ Br, t = ρ(y)}
where y = (y1, . . . , yN−1) ∈ RN−1, Br is the Eulidean ball entered at the origin
and of radius r, and
ρ(y) =
1
2
|y|2λ(1 +O(|y|
α))
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for some α > 0, with
|y|2λ =
N−1∑
i=1
λiy
2
i ,
where the λi's are the prinipal urvatures of ∂Ω at 0. We assume that α is suh
that as ǫ→ 0,
(12) |{y ∈ RN−1, ρ(y) ≤ ǫ2/2}∆{y ∈ RN−1, |y|λ ≤ ǫ}| = o(ǫ
N+1),
where A∆B = (A \B)∪ (B \A) denotes the symetri dierene of the sets A,B ⊂
RN−1 and |A| the volume of A. A suient ondition for (12) to hold is α > 2.
We onsider the test-funtions
uǫ(y, t) = χΩ∩{0≤t≤ǫ2/2}(y, t).
Assume for the moment that the following asymptoti developments hold:
(13)
∫
Ω
|∇uǫ| = b
λ
N−1ǫ
N−1 + o(ǫN+1),
(14)
∫
Ω
|uǫ| dydt =
ωξN−2
2(N + 1)(N − 1)
√∏
λi
ǫN+1 + o(ǫN+1),
and
(15)
∫
∂Ω
|uǫ| dH
N−1 = ǫN−1bλN−1 +
ωξN−2
∑
λi
2(N − 1)(N + 1)
√∏
λi
ǫN+1 + o(ǫN+1),
where bλN−1 = |{y ∈ R
N−1, |y|λ ≤ 1}| and ω
ξ
N−2 = |{y ∈ R
N−1,
∑
y2i = 1}|. It
then follows that
λ1 ≤
∫
Ω
|∇uǫ|+
∫
Ω
|uǫ| dx∫
∂Ω
|uǫ| dH
N−1
= 1 +
ωξN−2
2(N − 1)(N + 1)bλN−1
√∏
λi
{
1−
∑
λi
}
ǫ2 + o(ǫ2),
from whih we dedue Theorem 1.
We now prove (13), (14) and (15). In view of (12),∫
Ω
|∇uǫ| = |{ρ(y) ≤ ǫ
2/2}| = |{|y|λ ≤ ǫ}|+ o(ǫ
N+1)
= ǫN−1bλN−1 + o(ǫ
N+1)
whih proves (13). We now prove (14). We rst note that∫
Ω
|uǫ| dydt =
∫
{ρ(y)≤ǫ2/2}
(∫ ǫ2/2
ρ(y)
dt
)
dy
=
ǫ2
2
|{|y|λ ≤ ǫ}| −
∫
{|y|λ≤ǫ}
1
2
|y|2λ(1 +O(|y|
α)) dy + o(ǫN+1)
=
bλN−1
2
ǫN+1 −
ǫN+1
2
∫
{|y|λ≤1}
|y|2λ dy + o(ǫ
N+1).
8 N. SAINTIER
Denoting by bξN−1 (resp. ω
ξ
N−2) the volume of the unit ball (resp. the unit sphere)
of RN−1 for the usual Eulidean metri ξ, we have
bλN−1 =
bξN−1√∏
λi
=
ωξN−2
(N − 1)
√∏
λi
,
and, by the oarea formula,∫
{|y|λ≤1}
|y|2λ dy =
1√∏
λi
∫ 1
0
(∫
{|y|ξ=t}
|y|2ξ dH
N−2
)
dt
=
ωξN−2
(N + 1)
√∏
λi
.
Hene ∫
Ω
|uǫ| dydt =
ωξN−2
2(N + 1)(N − 1)
√∏
λi
ǫN+1 + o(ǫN+1)
whih is (14). Eventually, to prove (15), we write that∫
∂Ω
|uǫ| dH
N−1 =
∫
{ρ(y)≤ǫ2/2}
√
1 + |∇ρ|2 dy
=
∫
{|y|λ≤ǫ}
√
1 + |∇ρ|2 dy + o(ǫN+1)
=
∫
{|y|λ≤ǫ}
(1 +
1
2
∑
λ2i y
2
i + o(|y|
2
λ)) dy + o(ǫ
N+1)
= ǫN−1bλN−1 +
ǫN+1
2
∫
{|y|λ≤1}
∑
λ2i y
2
i dy + o(ǫ
N+1)
with, using the symetry of the sphere and then the oarea formula,∫
{|y|λ≤1}
∑
λ2i y
2
i dy =
∑
λi√∏
λi
∫
{|y|ξ≤1}
y2i dy
=
∑
λi
(N − 1)
√∏
λi
∫
{|y|ξ≤1}
|y|2ξ dy
=
ωξN−2
∑
λi
(N − 1)(N + 1)
√∏
λi
.
Hene∫
∂Ω
|uǫ| dH
N−1 = ǫN−1bλN−1 +
ωξN−2
∑
λi
2(N − 1)(N + 1)
√∏
λi
ǫN+1 + o(ǫN+1)
whih is (15).
We now assume that, at a point x ∈ ∂Ω, Ω is lose to the one Cω = {λω, λ ≥ 0},
where ω is a subset of the unit sphere of RN , in the sense that
|ǫ−1(Ω− x) ∩B0(1)| ∼ |Cω ∩B0(1)|,
|ǫ−1∂(Ω− x) ∩B0(1)| ∼ |∂Cω ∩B0(1)|,
|ǫ−1(Ω− x) ∩ ∂B0(1)| ∼ |Cω ∩ ∂B0(1)|
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as ǫ→ 0. Using uǫ = χΩ∩Bx(ǫ) as a test-funtion, we have∫
Ω
uǫ dx = |Ω ∩Bx(ǫ)| ∼ ǫ
N |Cω ∩B0(1)|,∫
∂Ω
uǫ dσ = |∂Ω ∩Bx(ǫ)| ∼ ǫ
N−1|∂Cω ∩B0(1)|,∫
∂Ω
|∇uǫ| = |Ω ∩ ∂Bx(ǫ)| ∼ ǫ
N−1|Cω ∩ ∂B0(1)| = ǫ
n−1|ω|,
with
|∂Cω ∩B0(1)| =
∫ 1
0
|∂(rω)| dr =
|∂ω|
N − 1
,
and thus
λ1 ≤
|ω|
|∂Cω ∩B0(1)|
+O(ǫ) =
(N − 1)|ω|
|∂ω|
+O(ǫ).
Hene if (N − 1)|ω| < |∂ω|, we get (5). In the partiular ase where ω is a spherial
ap, i.e. the intersetion of ∂B0(1) with an half-spae H
+
dened by an ane
hyperplane H , in suh a way that Cω is onvex of angle α ∈ (0, π/2], we an get in
a similar way that
λ1 .
(N − 1)|H ∩B0(1)|
|H ∩ ∂B0(1)|
=
(N − 1) sinN−1(α)bξN−1
sinN−2(α)ωξN−2
= sin(α).
Hene if ǫ−1(Ω− x) is asymptotially lose to the one Cω with angle α ∈ (0, π/2),
(5) holds.
1.2. Proof of theorem 2. We adapt to our ase the argument of [7℄. In view
of (7), the sequene (λp)p>1 is bounded, from whih it follows that the sequene
(‖up‖W 1,p) is bounded, and eventually that the sequene (up) is bounded in BV (Ω).
In partiular, there exists u ∈ BV (Ω) suh that, up to a subsequene, up → u
strongly in Lq(Ω) for all q < N/(N − 1) and a.e.. In partiular, u ≥ 0 a.e..
Aording to [18℄ (see also [6℄) and in view of (6), there exist a nonempty set
I ⊂ N, a sequene of points (xi)i∈I ⊂ ∂Ω and sequenes of positive reals (µi)i∈I ,
(νi)i∈I , and two measures µ and ν, with supp ν ⊂ ∂Ω, suh that
(16)


|∇up|
p dx ⇀ µ ≥ |∇u|+
∑
i∈I
νiδxi ,
|up|
p dHN−1 ⇀ ν = |u| dHN−1 +
∑
i∈I
νiδxi .
Let σp = |∇up|p−2∇up. Given q ∈ [1,+∞), it is easily seen, using Hölder' in-
equality, that (σp) is bounded in L
q(Ω) for p small enough. Hene there exists
σ ∈ ∩q≥1L
q(Ω) suh that σp → σ weakly in L
q(Ω) for every q > 1. Notie that
σ ∈ L∞(Ω) with ‖σ‖∞ ≤ 1. Indeed for any ψ ∈ C∞c (Ω,R
n), we have∣∣∣∣
∫
Ω
σψ dx
∣∣∣∣ = limp→1
∣∣∣∣
∫
Ω
σpψ dx
∣∣∣∣ ≤ limp→1 ‖∇up‖p−1p ‖ψ‖p =
∫
Ω
|ψ| dx.
Passing to the limit in the Euler equation for up, namely
(17)
∫
Ω
σp∇ψ dx+
∫
Ω
up−1p ψ dx = λp(Ω)
∫
∂Ω
up−1p ψ dH
N−1, ∀ ψ ∈ W 1,p(Ω¯),
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we get that, in view of (7), that
(18)
{
−div σ + 1 = 0 in Ω
σ.~n = λ1(Ω) on ∂Ω,
where ~n is the unit outward normal to ∂Ω. Let φ ∈ C∞(Ω¯). Passing to the limit
in (17) with ψ = upφ, using (7), we obtain
(19)
∫
Ω
φdµ+
∫
Ω
uσ∇φdx +
∫
Ω
uφdx = λ1(Ω)
∫
∂Ω
φdν.
Aording to the denition of the measure σ∇u, dened weakly by integration by
part (see [7℄), and in view of (18), we have∫
Ω
uσ∇φdx =
∫
Ω
div (φuσ) dx −
∫
Ω
φu(div σ) dx−
∫
Ω
φ(σ∇u)
= λ1(Ω)
∫
∂Ω
φu dHN−1 −
∫
Ω
φu dx−
∫
Ω
φ(σ∇u).
(20)
Plugging this in (19) and using the denition of µ and ν, we eventually get∫
Ω
φ(|∇u| − σ∇u) ≤ (λ1 − 1)
∫
Ω
φ(
∑
i∈I
νiδxi).
Sine |σ∇u| ≤ ‖σ‖∞|∇u| ≤ |∇u| and λ1 < 1 by assumption, we dedue that νi = 0
for all i ∈ I. In partiular
∫
∂Ω
u dHN−1 = 1. Moreover, inserting (20) into (19), we
see that µ = σ∇u ≤ |∇u|. Hene µ = |∇u|.
1.3. Proof of theorem 3. The proof of the rst part is analogous to the proof
of theorem 2. Conerning the seond part, just remark that sine the prinipal
urvatures at a the good point x ∈ ∂Ω are positive, we have supp uǫ ⊂ Bx(r) for ǫ
small, where uǫ is the sequene of test-funtions onsidered in the proof of theorem
1. Hene the uǫ's are also admissible test-funtions for λ1,A.
1.4. Proof of theorem 4. We rst prove (8). Given ǫ > 0, let D ⊂ Ω measurable,
|D| = α, be suh that
λ1(D) ≤ λ1(α) + ǫ.
The same arguments used to prove (7) shows that λp(D) → λ1(D) as p → 1 (see
[2℄). Hene
lim sup
p→1
λp(α) ≤ lim
p→1
λp(D) = λ1(D) ≤ λ1(α) + ǫ.
Sine ǫ is arbitrary, we dedue (8).
Conerning (9), we rst note that
λp(α) = inf
u∈W 1,p(Ω),|{u=0}|≥α
∫
Ω
|∇u|p + |u|p dx∫
∂Ω
|u|p dHN−1
.
and, in the same way,
λ1(α) = inf
u∈BV (Ω),|{u=0}|≥α
∫
Ω
|∇u|+
∫
Ω
|u| dx∫
∂Ω
|u| dHN−1
.
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For p > 1, it is known (see [12℄) that the last inmum is attained by some non-
negative up normalized by
∫
∂Ω |up|
pdHN−1 = 1, and satisfying |{up = 0}| = α.
Independently, sine there exists a good point x ∈ ∂Ω, we have
(21) λ1(α) < 1.
Indeed, let D ⊂ Ω measurable of volume α and onsider D′ := (D\Bx(r)) ∪ D¯ for
a small r > 0 and D¯ ⊂ Ω being suh that |D′| = α and D¯ ⊂ Ω\Bx(r). Then
D′ ∩Bx(r) = ∅, and thus, aording to theorem 1,
λ1(α) ≤ λ1(D
′) < 1,
as we wanted to prove. Now, as in the proof of theorem 1 and in view of (21), we
have that, along a subsequene,

upp → u in L
1(Ω) and a.e.∫
Ω |∇up|
p dx→
∫
Ω |∇u|∫
∂Ω
u dHN−1 = limp→1
∫
∂Ω
upp dH
N−1 = 1
as p→ 1, for some non-negative u ∈ BV (Ω). In partiular |{u = 0}| ≥ α. Hene
λp(α) =
∫
Ω
|∇up|
p dx+
∫
Ω
|up|
p dx =
∫
Ω
|∇u|+
∫
Ω
|u| dx+ o(1)
≥ λ1(α).
This proves (9).
1.5. Proof of theorem 5. A straightforwardmodiation of the proof of (3) allows
us to rewrite (10) as
(22) λ˜1(α) = inf8><
>:
C ⊂ Ω¯, χC ∈ BV (Rn)
|Ω\C| = α
|∂C ∩ Ω|+ |C|
|C ∩ ∂Ω
.
Let (Cn) be a minimizing sequene for this problem. As in the proof of Theorem
4, the existene of a good point x ∈ ∂Ω implies that
(23) λ˜1(α) < 1.
In partiular, for n large enough,
|∂Cn ∩ Ω|+ |Cn| ≤ 2|Cn ∩ ∂Ω| ≤ 2|∂Ω|,
from whih we dedue that (χCn) is bounded in BV (Ω). Hene there exists a
set of nite perimeter C suh that χCn → χC in L
1(Ω) and a.e.. In partiular
|Ω\C| = α. Moreover, as in the proof of theorem 6 below, we an dedue from (23)
that
∫
Ω |∇χCn | →
∫
Ω |∇χCn |, i.e. |∂Cn ∩ Ω| → |∂C ∩ Ω|, and
∫
∂Ω| χCn dH
N−1 →∫
∂Ω|
χC dH
N−1
, i.e. |Cn ∩ ∂Ω| → |Cn ∩ ∂Ω|. Hene C attains the inmum in (22),
whih proves Theorem 5.
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2. Proof of theorems 6
To simplify the notation, we let λ = λ1(Ω) and λδ = λ1(Ωδ).
Aording to the hange of variable formula for funtions of bounded variations
[14℄, and the hange of variable formula for the boundary integral [16℄, we have that
λδ = inf
u∈BV (Ω), u6≡0 on ∂Ω
Qδ(u)
with
Qδ(u) =
∫
Ω
|(DTδ)
−1ν||det DTδ| |∇u|+
∫
Ω
|u||det DTδ| dx∫
∂Ω
|u||t(DTδ)
−1~n||det DTδ| dH
N−1
,
where ν is the Radon-Nikodym derivative of |∇u| with respet to ∇u, and ~n is the
unit outward normal to Ω. We also let Q = Q0, namely
Q(u) =
∫
Ω
|∇u|+
∫
Ω
|u| dx∫
∂Ω
|u| dHN−1
,
so that
λδ = inf
u∈BV (Ω), u6≡0 on ∂Ω
Q(u).
We rst prove that for any u ∈ BV (Ω),
Qδ(u) = (1 +O(δ))Q(u)
where the O(δ) is uniform in u. The ontinuity of δ → λδ at δ = 0 then easily
follows. Let u ∈ BV (Ω. Sine |ν| = 1 |∇u|-a.e., we an assume that |ν| = 1
everywhere. Then
(24) |(DTδ)
−1ν| = 1− (ν,DR.ν)δ + o(δ),
and in the same way,
(25) |t(DTδ)
−1~n| = 1− (~n,DR.~n)δ + o(δ).
We also have
(26) |det DTδ| = det DTδ = 1 + δ(div R) + o(δ),
all the o(δ) being uniform in x ∈ Ω¯. Sine R ∈ C1(Ω¯), we get
Qδ(u) =
(1 +O(δ))
∫
Ω
(|∇u|+ |u| dx)
(1 +O(δ))
∫
∂Ω
|u| dHN−1
= (1 +O(δ))Q(u),
as we wanted to prove. Theorem 6 then easily follows.
We now assume that λ < 1. Sine then lim supδ→0 λδ < 1, it follows from
Theorem 2 that there exists a nonnegative extremal vδ ∈ BV (Ωδ) for λδ normalized
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by
∫
∂Ωδ
vδ dH
N−1 = 1. Let uδ = vδ ◦ Tδ ∈ BV (Ω). Then the sequene (uδ) is
bounded in BV (Ω). Indeed, aording to (24) and (26), we have
∫
Ω
|∇uδ|+
∫
Ω
uδ dx =
∫
Ωδ
|(DT−1δ )
−1νvδ ||det DT
−1
δ ||∇vδ|+
∫
Ωδ
vδ|det DT
−1
δ | dx
= (1 +O(δ))
∫
Ωδ
|∇vδ|+ vδ dx = (1 +O(δ))λδ
= (1 + o(1))λ.
There thus exists a nonnegative u ∈ BV (Ω) suh that uδ → u in L1(Ω). Moreover,
as in the proof of theorem 2,
|∇uδ|⇀ µ ≥ |∇u|+
∑
i∈I
νiδxi ,
|uδ| dH
N−1 ⇀ ν = |u| dHN−1 +
∑
i∈I
νiδxi .
We an now obtain
λ = lim
δ→0
λδ = lim
δ→0
Qδ(vδ) = lim
δ→0
(1 +O(δ))Q(uδ) ≥
∫
Ω
|∇u|+
∑
i∈I
νi +
∫
Ω
u dx
∫
∂Ω
u dHN−1 +
∑
i∈I
νi
≥
λ
∫
∂Ω
u dHN−1 +
∑
i∈I
νi∫
∂Ω
u dHN−1 +
∑
i∈I
νi
,
i.e. λ
∑
i∈I νi ≥
∑
i∈I νi. Sine λ < 1, we must have νi = 0 for all i ∈ I, so that
1 =
∫
∂Ω
vδ dH
N−1 =
∫
∂Ω
uδ dH
N−1 + o(1) =
∫
∂Ω
u dHN−1 + o(1).
Using the inferior semi-ontinuity of the total variation, we an now write
λ = limλδ = limQδ(vδ) = lim (1 +O(δ))Q(uδ) ≥
∫
Ω
|∇u|+
∫
Ω
u dx∫
∂Ω
u dHN−1
≥ λ.
Hene u is an eigenfuntion for λ and
∫
Ω
|∇uδ| →
∫
Ω
|∇u|,∫
∂Ω
uδ dH
N−1 →
∫
∂Ω
u dHN−1.
(27)
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We now prove the formula for the derivative (11). We rst get using (24)-(26) that
Qδ(u) =
∫
Ω
(1 + δf(ν) + o(δ)) |∇u|+
∫
Ω
(1 + δdiv R+ o(δ))u dx∫
∂Ω
(1 + δf(~n) + o(δ))u dHN−1
=
λ+ δ
(∫
Ω
f(ν)|∇u|+ u div R dx
)
+ o(δ)
1 + δ
∫
∂Ω
f(~n)u dHN−1 + o(δ)
= λ+ δ
(∫
Ω
(f(ν)|∇u|+ u div Rdx)− λ
∫
∂Ω
f(~n)u dHN−1
)
+ o(δ),
where
(28) f(X) = div R − (X,DR.X), X ∈ Rn.
Hene
λδ − λ ≤ Qδ(u)− λ
= δ
(∫
Ω
(f(ν)|∇u|+ u div Rdx) − λ
∫
∂Ω
f(~n)u dHN−1
)
+ o(δ).
(29)
It remains to prove the opposite inequality. Letting νδ ≡ νuδ , we obtain, using (24),
(25), (26) and the strong onvergene uδ → u in L1(Ω), that
Qδ(uδ) =
∫
Ω
{1 + δf(νδ) + o(δ)} |∇uδ|+
∫
Ω
(1 + δ div R+ o(δ))uδ dx∫
∂Ω
|uδ| dH
N−1 + δ
∫
∂Ω
f(~n)uδ dH
N−1 + o(δ)
=
∫
Ω
(|∇uδ|+ uδ dx) + δ
∫
Ω
{f(νδ)|∇uδ|+ (div R)u dx}+ o(δ)∫
∂Ω
uδ dH
N−1 + δ
∫
∂Ω
f(~n)u dHN−1 + o(δ)
.
We an rewrite (27) as
(30)
∫
Ω¯
|∇u¯δ| →
∫
Ω¯
|∇u¯|,
where u¯δ (resp. u¯) denotes the extension of uδ (resp. u) to R
n\Ω¯ by 0. Indepen-
dently, we learly have the weak onvergene of ∇u¯δ to ∇u¯. We an thus apply
Reshetnyak' theorem [22, 19, 1℄ to get that∫
Ω¯
g(x, νδ(x))|∇u¯δ| →
∫
Ω¯
g(x, ν(x))|∇u¯|
for any ontinuous funtion g : Ω¯×S → R, where S denotes the unit sphere of Rn.
In partiular ∫
Ω
f(νδ)|∇uδ| →
∫
Ω
f(ν)|∇u|.
Hene
Qδ(uδ) = Q(uδ) + δ
{∫
Ω
(f(ν)|∇u| + u div Rdx) − λ
∫
∂Ω
f(~n)u dHN−1
}
+ o(δ).
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We now have
λδ − λ ≥ Qδ(uδ)−Q(uδ)
= δ
(∫
Ω
(f(ν)|∇u|+ u div Rdx) − λ
∫
∂Ω
f(~n)u dHN−1
)
+ o(δ).
(31)
We dedue from (29) and (31) and the uniqueness of u that the map δ → λδ is
dierentiable at δ = 0 with
λ′δ(0) =
∫
Ω
(f(ν)|∇u|+ u div R dx)− λ
∫
∂Ω
f(~n)u dHN−1.
(32)
As there always exists an eigenset A ⊂ Ω¯, i.e. a set of nite perimeter that attains
the inmum in (3), and sine u is by hypothesis the only normalized eigenfuntion
for λ, we have u = |A ∩ ∂Ω|−1χA. It follows from geometri measure theory that
|∇χA| = |A ∩ ∂Ω|−1H
N−1
|∂∗A (see [1, 10, 24℄). Realling the denition (28) of f and
using the Green' formula for sets of nite perimeter, we an now rewrite (32) as
(11).
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