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Zusammenfassung 
Der Anspruch der modemen Linguistik, eine theoretisch fundierte empirische Wissen- 
schaft zu sein, macht es notwendig, Liisungen fiir bestimmte notorische Grundlagenprobleme 
zu finden. Hierzu gehijrt such die Frage einer angemessenen Definition des Satzbegriffs. Im 
vorliegenden Aufsatz wird gezeigt, wie man einen geeigneten empirisch operationalisierten 
und weitgehend grammatikunabhlngigen Satzbegriff einfiihren kann. Zugleich ergibt sich, 
dal3 dieser Satzbegriff such die Schwierigkeiten behebt, die man bei einer Segmentierung von 
AuBerungen der gesprochenen Sprache z.B. mit Ellipsen und Reparaturen hat. 
Abstract 
The claim of modem linguistics to be part of theoretically founded empirical sciences 
makes it necessary to look for solutions to certain notorious basic problems. This also implies 
the question of an adequate definition of the notion of sentence. The present paper shows how 
it is possible to introduce an adequate notion of sentence that is empirically operationalized 
and largely syntax-independent. From this also follows that this notion of clause will be able 
to take off the difficulties that arise when segmenting utterances of the spoken language, e.g. 
with ellipses and repairs. 
1. Einleitung 
Da SBtze ein zentraler Forschungsgegenstand der Linguistik sind, ist es nicht ver- 
wunderlich, daB man sich seit jeher bemiiht hat, den vorversttindlichen Satzbegriff 
zu explizieren und zu einer allgemeinverbindlichen Satzdefinition zu gelangen. 
Erstaunlich ist allerdings, wie aporetisch Diskussionen iiber den Satzbegriff such 
heute noch ausgehen. So fand unllngst am Institut fiir Deutsche Sprache in Mann- 
heim eine Podiumsdiskussion mit prominenten Vertretern der Linguistik statt (vgl. 
Hoffmann, 1992), die - polemisch gesagt - alles andere als Klarheit und Konsens 
iiber den Satzbegriff erbrachte. Nun ist es keineswegs so, dal3 es zu wenige Vor- 
schlgge fiir eine Explikation des Satzbegriffs g%be. ’ Vielmehr fehlt eine klare Posi- 
’ Beispielsweise hat schon Seidel (1935) 220 verschiedene Satzdefinitionen gezlhlt. 
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tion zum theoretischen Stellenwert und zur empirischen Brauchbarkeit der vielen 
vorliegenden Vorschllge. Dies bedeutet - und hierauf werde ich genauer eingehen - 
da8 das ungeloste Problem der Satzdefinition such mit einer unzureichenden wis- 
senschaftstheoretischen Diskussion zusammenhangt. Die moderne Wissenschafts- 
theorie hat sich derart konkreter Probleme linguistischer Theoriebildung nie ange- 
nommen, und insofern ist es verstandlich, da13 die Linguisten zwischen zwei polaren 
Positionen schwanken: einerseits der Hoffnung, man werde noch eine generell 
akzeptierte Satzdefinition finden, und andererseits die durch die bisherigen MiBer- 
folge begriindete Uberzeugung, eine weitere Suche sei nutzlos, weil es eine solche 
Definition gar nicht geben konne. Eine Position letzterer Art vertritt - generalisiert 
auf die Begriffe ‘Wort’, ‘Satz’ und ‘Text’ - z.B. R. Rath (1993: 459): “Ich unter- 
stelle also, da13 Linguisten zentrale Begriffe (!) ihres Fachs nick allgemeingiiltig 
defnieren (konnen)“. 
Die Diskussion iiber die Problematik des Satzkonzepts hat sich in jiingster Zeit 
noch zugespitzt durch kritische Aussagen ilber den Status von Satzen in gespro- 
chener Sprache. Fiehler (1992) zitiert eine AuBerung von Henne: “Geschriebene 
Sprache geht in Satzen auf, gesprochene Sprache nicht”. Und Rath (1985: 1653) 
formuliert sogar: “In der gesprochenen Sprache ist der syntaktisch orientierte 
Begriff des Satzes unbrauchbar”. Dementsprechend argumentiert Rath seit langem 
dafiir, bei der Analyse gesprochener Sprache von einer anderen Aufierungseinheit 
auszugehen (vgl. 1976, 1979, 1992). SchlieSlich vertritt Fiehler (1992) die noch 
extremere Position, die Verwendung produktorientierter Aufierungseinheiten sei fur 
die Analyse gesprochener Sprache iiberhaupt unangemessen und an ihre Stelle 
miil3ten prozeflorientierte Kategorien treten. 
Wenn in einer Wissenschaft bei der Untersuchung eines bestimmten Phlnomens 
bestimmte scheinbar unuberwindliche Schwierigkeiten auftreten, dann liegt es oft 
nahe und ist fur die emotionale Befindlichkeit angenehm zu fordem, es miisse ein 
neuer Weg zur Losung der Probleme gefunden werden. Was allerdings die Einschat- 
zung des Satzkonzepts angeht, so mu8 man vermeiden, das Kind mit dem Bade aus- 
zuschtitten. Deshalb lohnt es sich, nochmals folgendes Priifverfahren durchzufiihren. 
- Es ist zu untersuchen, inwieweit such Kommunikation in gesprochener Sprache in 
Sltzen organisiert ist. 
_ Sofern neben der Satzorganisation andere Gliederungsverfahren in gesprochener 
Sprache relevant sind, mu8 ihr Verhaltnis zur Satzeinheit geklart werden. 
_ Die verschiedenen Arten von Problemfallen, bei denen eine Satzsegmentierung 
von AuBerungsketten als nicht moglich erscheint, sind systematisch zu unter- 
suchen und in ihren Konsequenzen fur die Frage der Einheitenwahl auszuwerten. 
_ Unabhlngig davon, ob sich der Satz als eine universelle Einheit fur gesprochene 
und geschriebene Sprache herausstellt oder nicht, mul3 der theoretische und empi- 
rische Status dieser Einheit geklart und eine Satzdefinition angegeben werden. 
Im vorliegenden Aufsatz werde ich wesentliche Aspekte dieser vier Schritte 
bearbeiten und nachweisen, da13 der Satz such die zentrale Aufierungseinheit in der 
gesprochenen Sprache ist. Hierzu mu13 das tibliche, normativ geprlgte Verstandnis 
des Satzbegriffs allerdings durch eine empirisch adaquatere Interpretation abgelost 
werden. 
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2. S&e als relevante Einheiten von Kommunikationsgliederung 
Gegen die Unbrauchbarkeitsannahme von Rath (1985) setze ich provokativ die 
Gegenthese: 
Sprachlich korrekte AuBerungsketten (Texte) - sei es in geschriebener oder in 
gesprochener Sprache - sind stets vollstandig in Satze zerlegbar. 
Schon weil sie ein Allsatz ist, kann ich diese These nicht beweisen, sondern nur 
exemplarisch begrtinden und einige Falisifikationsversuche widerlegen. Hierzu will 
ich ein Beispiel diskutieren, bei dem Rath (1993) daftir argumentiert, da13 statt einer 
Satzsegmentierung eine Unterteilung in andere Aul3erungseinheiten anzusetzen sei.’ 
Zu Recht weist Rath auf die seit Gtilich (1970) bekannte Beobachtung hin, da13 
Kommunikationsteilnehmer in der miindlichen Kommunukation sogenannte Gliede- 
rungssignale zur Strukturierung von Texten benutzen und da13 somit AuBerungsteile, 
die zwischen zwei solchen Signalen stehen, evtl. relevante Auflerungeseinheiten bil- 
den. Weiter schreibt Rath: “Dabei wirken lexikalisch-syntaktische Signale mit pro- 
sodischen (einschliefilich Pausen) zusammen. Wie dieses Zusammenspiel im einzel- 
nen funktioniert, ist bisher noch nicht geklkt. Ungeklart ist such die Gliederung von 
Sprecherbeitragen ohne explizite Gliederungssignale - also eine schwachere Form 
der Gliederung, die sich nur auf Intonation und/oder Pausen sttitzt” ( 1993 : 460). Als 
eine mogliche Ursache daftir, da13 die durch Gliederungssignale gebildeten Einheiten 
inkompatibel mit Satzeinheiten sein konnten, verweist Rath auf eine von Betten 
( 1976 : 225) postulierte Regel : “Sobald du merkst, daB der Horer verstanden hat, 
was du ihm mitteilen willst, ist eine Fortsetzung deiner Rede in vielen Situationen 
unnotig oder unangemessen (Folgen z.B. Satzabbruch oder Ellipse)“. 
Vor dem so skizzierten theoretischen Hintergrund wollen wir einen Ausschnitt aus 
dem Gesprlch ‘Der Intellektuelle’ im Korpus Texte gesprochener deutscher Stan- 
dardsprache (197 1: 239f.) betrachten. 
1 A 
2 
3B 
4A 
5 
6B 
7A 
8 
9B 
10 A 
du miflverstehst mich * 
ich meine dalj es eben (P) 
[ 1 dal3 es eben fiir (lacht) 
solche Momente eben wichtig ist da13 eben nicht a 
allein auf solcher Basis die Ehe gegrtindet ist , * 
[ 
na gut aber 
da13 such such 1 gewisse ah gewisse ah geistigen 
Interessen * 
ja: 
notwendig sind urn dann in der Krise die Ehe zu 
7 Wissenschaft lebt zu einem guten Teil such van kontroversen Diskussionen. Sie sind immer dann 
konstruktiv, wenn die Diskussionspartner ihre jeweiligen Argumente explizit und prazise formulieren 
sowie wechselseitig aufeinander eingehen. In diesem Sinne danke ich Rainer Rath ebenso wie meinem 
Kollegen Reinhard Fiehler fiir ihren guten argumentativen Gegenpart. 
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11 iiberbriicken , [ 1 urn die Krise tiberhaupt die 12 B aber 
13 A Krisen zeit zu tiberbrticken , * 
14 B oh nein also 1 ich weil3 nicht ich 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
bin immer so allergisch dagegen wenn wir auf dem 
Intellektuellen und und der geistigen Uberlegen- 
heit da herumpochen und meinen damit wei(3 was 
erlangt zu haben , * 
also ich glaube da13 einfache Leute sich such ihre 
Worte finden urn sich auszusprechen und das sind 
tiberhaupt nicht intellektuell zu sein braucht , * 
ich ich hab mich mit Herrn Friihbold so heute 
wunderbar tiber menschliche Probleme unterhalten * 
und der wird nicht als Intellektueller 
bezeichnet * 
also ich weil3 nicht ah dagegen mul3 ich mich 
unheimlich wenden , weirjt du * 
das ist so die Art die wir Studenten einnehmen , 
nicht ’ * 
der Intellektuelle , nicht ’ * 
der Einblick hat (P) weil3t du so * 
zu wissen was die Welt im Innersten zusammenhalt 
1.h 1 * 
34 A [nein neinl so mein ich das gar nicht 
In dem Transkriptionsausschnitt werden folgende Notationen verwendet. A und B 
dienen als Sprechersiglen, mit [ ] wird simultanes Sprechen markiert, Komma und 
Hochkomma zeigen fallende bzw. steigende Intonationskontur an, der Doppelpunkt 
markiert Lautdehnungen, und mit (P) werden Pausen notiert. AuBerdem zeigt das 
Zeichen * jeweils das Ende der nach der Analyse von Rath anzunehmenden dreizehn 
Aufierungseinheiten an. 
Bei acht der dreizehn aufgrund vorkommender Gliederungssignale postulierten 
AuBerungseinheiten fallt die Grenzziehung mit der intuitiven Unterteilung in Satze 
zusammen, und zwar gilt dies fur die Grenzziehung in den Zeilen 1, 13, 18, 21, 23, 
25, 27 und 33. Insofern kann die Satzsegmentierung fiir die Gliederung des 
Gesprachsausschnitts nicht generell irrelevant sein. In einem Fall (Z. 21) 1aBt sich 
die Grenzziehung sogar nur bei Berilcksichtigung der Satzsegmentierung eindeutig 
begrtinden; denn aul3er der fallenden Intonation, die allein kein ausreichendes Glie- 
derungssignal bildet (vgl. Z. 27, 28, 30), gibt es kein weiteres formales Gliederungs- 
signal. 
Weiterhin miissen wir prtlfen, wie die restlichen fiinf Falle einzuschatzen sind, bei 
denen die Gliederung von Rath nicht mit der Satzsegmentierung tlbereinstimmt. Die 
beiden Grenzziehungen am Ende von Zeile 5 und 8 bilden nur eine interne Untertei- 
lung des von Zeile 2 bis Zeile 13 reichenden Satzes und stellen somit die grobere 
Satzsegmentierung nicht in Frage. Welchen Status haben sie dann? Fur die Grenz- 
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ziehung nach Zeile 5 gibt Rath keine Begriindung an. Man kann aber davon aus- 
gehen, daB er die Verhaltnisse an dieser Stelle lhnlich einschatzt wie bei der Grenz- 
ziehung am Ende von Zeile 8. Insofern brauchen wir uns nur mit Raths Argu- 
mentation an letzterer Stelle auseinanderzusetzen. Richtig ist, da13 B mit dem 
Rezeptionssignal ja: in Zeile 9 den Redeflul3 von A kurzzeitig stoppt und eine rele- 
vante AulJerungseinheit zu konstituieren versucht. Auf die von Rath genannten 
Ursachen fur den Unterbrechungsversuch von B brauchen wir nicht einzugehen. Die 
entscheidende Frage ist aber, ob Signale wie na gut und ja ausreichen, urn A&e- 
rungseinheiten abzuschlieljen. Die Antwort auf diese Frage hei&: dies gilt nicht 
generell und insbesondere nicht in den beiden diskutierten Fallen. Die formale Struk- 
turierung von mtindlicher Kommunikation ist namlich eine interaktive Aufgabe aller 
Beteiligten. Konkret bedeutet dies: Ein Strukturierungsversuch eines der Teilnehmer 
tritt nur dann in Kraft, wenn er von dem/den anderen explizit ratifiziert oder zumin- 
dest stillschweigend geduldet wird. Wenn A in dem Gesprachsausschnitt also nach 
Zeile 5 bzw. Zeile 8 seine AuBerung abgebrochen und das Rederecht an B tiber- 
geben oder selbst eine neue AuSerung begonnen hatte, dann konnte seine abgebro- 
chene Auflerung evtl. als interaktiv abgeschlossene Einheit gelten. Diese Bedingung 
ist aber in beiden Fallen nicht erftillt, weil A seine AulJerung syntaktisch in Zeile 7 
bzw. Zeile 10 fortftihrt. Somit sind die beiden Grenzziehungen am Ende von Zeile 5 
bzw. Zeile 8 nicht berechtigt. Das impliziert jedoch nicht, da13 die beiden Signale na 
gut und ja an den betreffenden Stellen funktionslos werden. Sie behalten namlich 
ihre Funktion als Rezeptionssignale. Diese Funktion besteht unabhangig von Aufga- 
ben der Textgliederung darin, dalj nach inhaltlich relevanten Auflerungsabschnitten 
Zustimmung oder Ablehnung, Verstandnis oder Unverstandnis U.S. manifestiert 
wird. Der Spielraum fur die Produktion von Rezeptionssignalen ist sehr grol3: einer- 
seits sind sie grundsatzlich optional, andererseits konnen sie an nahezu jeder syntak- 
tischen Position vorkommen. Aus diesem Grund werden durch sie keine eigenstan- 
digen Aul3erungseinheiten definiert, und sie besitzen nur in Kombination mit 
anderen Strukturierungsmitteln aul3erungsgliedernde Kraft. 
Was nun die Grenzziehungen in Zeile 29, 30, 31 anbetrifft, so sind zwei Analy- 
semoglichkeiten zu diskutieren. Entweder bildet Zeile 28-29 einen Satz, und Zeile 
30-3 1 sowie Zeile 32-33 sind elliptische AuBerungen; die Behandlung von Ellipsen 
will ich auf Abschnitt 4 verschieben. Oder aber die gesamte Passage von Zeile 
28-33 bildet einen Satz, wobei Zeile 30-3 1 sowie Zeile 32-33 als Nachtrage in einer 
Art ‘Doppelpunkt’-Konstruktion an Zeile 28-29 angeschlossen sind. Bei dieser 
zweiten Analysemoglichkeit bilden die betreffenden Grenzziehungen eine interne 
Untergliederung des Gesamtsatzes und widersprechen insofern nicht der Satzseg- 
mentierung. An dieser Untergliederung sind zwei Punkte interessant. Erstens korre- 
spondiert sie wieder mit syntaktisch relevanten Einheiten. Die Grenze nach Zeile 28 
schlieRt gerade einen Teilsatz ab, der anschliefiend in drei Informationsportionen 
expandiert wird. Diese Portionen sind als Phrasen oder Nebensatze formuliert, und 
nach jeder Portion konnte der Gesamtsatz beendet werden. Zweitens fallt auf, da13 in 
Zeile 29 und 30 die Negation nicht, die zusammen mit der steigenden Intonations- 
kontur die Funktion einer Zustimmungsaufforderung (tag-Partikel) hat, bei A nicht 
die gewiinschte Reaktion zeigt. Der Grund hierfur liegt vermutlich darin, da13 A der 
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inhaltlichen Position von B nicht zustimmen wollte. Zugleich verhindert die feh- 
lende Reaktion offensichtlich einen AbschluD des begonnenen Satzes. 
Die Ergebnisse unserer Analyse legen die Vermutung nahe, da13 die formale 
Unterteilung durch Gliederungssignale und die syntaktische Segmentiernng weder 
kontrk noch voneinander unabhangig sind. Vielmehr tragen offensichtlich beide 
Verfahren gemeinsam/synergetisch zur Text-/Kommunikationsgliederung bei. Wie 
dieses Zusammenwirken im einzelnen funktioniert, muR noch genauer untersucht 
werden. Ein fur die Relevanzeinschatzung wichtiger Sachverhalt ist aber sofort 
erkennbar. Die syntaktische Gliederung ist im mikrostrukturellen Bereich differen- 
zierter und zugleich stabiler als die Segmentierung durch Gliederungssignale. Einer- 
seits wird nlmlich nicht jede Phrase/Konstituente im Satz oder jeder Satz durch 
Gliederungssignale abgegrenzt, zum anderen konnen vorhandene und speziell lexi- 
kalische Gliederungssignale evtl. getilgt oder an bisher nicht abgegrenzten Stellen 
neue Signale eingeftigt werden, ohne da0 sich der Bedeutungsaufbau der betreffen- 
den Aufierungen und die zugrundeliegende syntaktische Gliederung wesentlich 
andem. Beispielsweise lassen sich im obigen Gesprachsausschnitt ohne wesentlichen 
Funktionsverlust die satzumschliegenden lexikalischen Gliederungssignale von Zeile 
26 und 27 entfernen, und dasselbe gilt fur die satzinternen Signale zwischen Zeile 28 
und 32. Umgekehrt ist im makrostrukturellen Bereich eine Gruppierung von Satzen 
zu grofieren Aufierungsabschnitten nur mit Hilfe von Gliederungssignalen (unter 
Einrechnung von Konjunktionen) moglich, und hier sind sie als formales Gliede- 
rungsverfahren konkurrenzlos. 
Insgesamt gesehen scheint es sich also zu empfehlen, die Frage nach den Mitteln 
von Kommunikationsgliederung nicht eindimensional zu beantworten, sondern von 
einem komplexen dynamischen Strukturierungssystem auszugehen. Eine gentigend 
allgemeine theoretische Basis fur ein solches System sol1 im folgenden Abschnitt 
skizziert werden. 
3. Gliederungsverfahren in der Kommunikation und Stellenwert der Satz- 
gliederung 
Die Durchftihrung jeder Art von Kommunikation wird durch die Bewaltigung 
bestimmter genereller Aufgaben der Verstandigungssicherung iiberlagert. Wie in 
Untersuchungen zum sogenannten Hamburger Verstandlichkeitskonzept bereits vor 
lingerer Zeit nachgewiesen wurde (vgl. Langer et al., 1974), bildet Gliederung einen 
zentralen Faktor von Textverstandlichkeit. Die fur diesen Faktor erforderliche Ope- 
rationalisierung la& sich auf den verschiedenen linguistischen Ebenen durch ein- 
schlagige Gliederungsverfahren prazisieren. Grundsltzlich ist zwischen Konti- 
nuitats- und Diskontinuitatsverfahren zu unterscheiden. Mit einer sprachlichen 
Markierung von Diskontinuitat wird eine Grenze zwischen zwei aufeinanderfolgen- 
den Kommunikationsteilen gezogen. Fur eine solche Grenzziehung kann es eigene, 
nur fur diese Aufgabe zustlndige Signale geben, wie z.B. bestimmte Gliederungs- 
signale. Die Grenzmarkierung wird aber such oft durch konventionalisierte Restrik- 
tionen bei der Verwendung anderer Einheiten vollzogen; beispielsweise signalisiert 
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das Vorkommen eines Artikels i.a. gleichzeitig den Beginn einer Nominalphrase. 
Theoretisch kann man zwischen Anfangs-, End- und Mittemarkierungen unter- 
scheiden. Bei den Gliederungssignalen ist z.B. also ein typisches Anfangs-, die 
Pause ein Mitte- und ju ein Endsignal. Die Stabilitlt solcher Einstufungen ist aller- 
dings sowohl sprachhistorisch wie aktualgenetisch nicht sehr grol3. So stellt ngmlich 
also primgr ein mitteanzeigendes Verkniipfungssymbol der Folgerung dar, und ja 
wird speziell in Kombination mit anderen Gliederungssignalen such zur Anfangs- 
markierung verwendet (vgl. Kindt, 1993a). Ursache fiir diese Instabilitgt ist, dal3 
durch die Kombination unterschiedlicher Gliederungsmittel die lineare Entfernung 
eines Gliederungssignals zum Ende der vorausgehenden und Anfang der folgenden 
AuBerung vergndert werden kann. Beispielsweise fiihrt eine lange Pause nach der 
Formulierung von ja dazu, dafi man dieses Signal als in der N5he der Vorggn- 
gerzuBerung liegend wahmimmt, wghrend eine vorherige lange Pause das Signal in 
die N5he der NachfolgetiuBerung riickt. Insofern ist es manchmal schwierig, Glie- 
derungssignale eindeutig entweder der Vorggnger- oder der NachfolgeCuBerung 
zuzuordnen (vgl. Z. 26, 27 und 31 im obigen GesprPchsausschnitt). Eine eindeutige 
Entscheidung ist aber nicht in jedem Fall erforderlich, denn es kann sich such urn 
eine Mittemarkierung bzw. eine Pivot-Konstruktion handeln, die nach beiden Seiten 
hin orientiert ist. 
Im Gegensatz zur Trennungsfunktion von Diskontinuitltsverfahren wird mit Hilfe 
von Kontinuitgtsverfahren deutlich gemacht, welche Teile einer Kommunikation als 
zusammengehijrig betrachtet werden sollen. Eine solche Zusammengehijrigkeit kann 
explizit durch prosodische Markierungen oder lexikalische Verkniipfungssymbole 
wie etwa Konjunktionen signalisiert werden. Ein anderes, stlrker implizites Verfah- 
ren der Kontinuitltsmarkierung basiert demgegentiber auf der Realisierung syntag- 
matischer Abhgngigkeitsbeziehungen durch Kookkurrenzrestriktionen oder Kongru- 
enzbedingungen (wie bei Subjekt und finitem Verb). Auljerdem liegt eine 
Einstufung zweier Kommunikationsteile als zusammengehijrig nahe, wenn sie ohne 
dazwischenliegenden Grenzsignal unmittelbar benachbart sind (und nicht ohne 
Funktionsverlust verschoben werden kiinnen) oder wenn sie (wie bei ijber- 
briickungsreparaturen; vgl. Abschnitt 4) durch partielle Wiederholung von &Be- 
rungsteilen aneinander ankniipfen. 
Die Gliederung von Kommunikation bedient sich sowohl der Kontinuitgts- als 
such der Diskontinuittitsverfahren, und deshalb kann man zungchst fragen, wo ihre 
jeweiligen S&ken und Schwlchen liegen. Grundsltzlich - so ist leicht einzusehen - 
beniitigt man fiir die Bildung grijBerer kommunikativer Einheiten eher manifeste, 
eigenstandige Grenz- und Verkniipfungssignale als bei kleineren Einheiten, urn die 
linear griil3eren Entfemungen mental leichter tiberbrticken zu kiinnen. Daneben gibt 
es eine Abhgngigkeit von der Informationsebene: Beispielsweise sind semantische 
im Gegensatz zu syntaktischen Abhlngigkeitsbeziehungen aufgrund der menschli- 
then Gedgchtnisorganisation such bei grijfleren linearen Entfemungen noch identifi- 
zierbar. Deshalb ist eine Einheitenbildung iiber Pronominakoreferenz such satziiber- 
greifend m6glich. SchlieBlich scheinen aber KontinuiCtsmarkierungen bei der 
Bildung kleinerer und DiskontinuitPtsmarkierungen bei der Bildung grijfierer Ein- 
heiten jeweils dominanter zu sein. 
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Insgesamt gesehen mu13 man von einer komplexen wechselseitigen Abhangigkeit 
und Interaktion beider Verfahrenstypen ausgehen. So wird einerseits durch das Zie- 
hen zweier Grenzen, also durch die Abtrennung dreier Kommunikationsteile, der in 
der Mitte liegende Teil i.a. als zusammengehorige Einheit ausgezeichnet. Umgekehrt 
grenzt eine Kontinuitatsmarkierung gleichzeitig die beiden zu verbindenden Teile 
auf hierarchisch niedrigerer Stufe gegeneinander ab; dies erkllrt, warum Verkniip- 
fungssymbole wie also und ~lnd such die Funktion von Gliederungssignalen haben 
konnen. AuBerdem liegt es nahe, da13 zwei nicht unmittelbar benachbarte Kommuni- 
kationsteile, die als zusammengehorig identifiziert sind, such den durch sie abge- 
grenzten Mittelteil in eine gemeinsame Einheit aufnehmen; dieser Fall liegt z.B. bei 
dem sogenannten Phlnomen der Satzklammer vor, bei der das finite Verb und ein 
diskontinuierlich am Satzende liegender Verbalkomplex die inneren Satzglieder zu 
einer Einheit (etwa einer Verbalphrase) umschlieben (vgl. Kindt, 1993~). 
Wenn zwei Kommunikationsteile durch ein Grenzsignal voneinander getrennt 
sind, dann kann ihre Ausdehnung nicht immer durch Ubergang zu den nlchsten, 
weiter aul3en liegenden Grenzen ermittelt werden, weil diese moglicherweise zu 
einer anderen Art der Untergliederung gehbren. In einem solchen Fall 1aBt sich die 
jeweilige Ausdehnung evtl. durch Zusammengehorigkeitsbeziehungen einer speziel- 
len Informationsebene identifizieren. Umgekehrt reicht fur die Bestimmung von Ein- 
heiten die Analyse von Zusammengehorigkeitsbeziehungen oft nicht aus, sondern 
man wertet sie in bezug auf schon gefundene Grenzen aus. In solchen Fallen ergln- 
zen sich also beide Verfahren. Dies gilt in spezieller Weise fur hierarchische Gliede- 
rungen. 
Grundsatzlich ergibt sich die Notwendigkeit hierarchischer Gliederungen aus dem 
Verstlndlichkeitsfaktor ‘Einfachheit’, weil Strukturen mit wenigen Untergliederun- 
gen auf jeder Hierarchiestufe mental leichter zu verarbeiten sind als einstufige/ 
‘flache’ Untergliederungen mit hoher Zahl von Elementen. Wir wollen zwei Arten 
von Hierarchieerzeugung kurz ansprechen. Erstens ist denkbar, da0 die Grenzsignale 
zweier Informationsebenen an bestimmten Stellen zusammentreffen. Dieser Fall 
wurde unlangst in einem DFG-Projekt von mir am Beispiel von Erzahlungen 
genauer untersucht (vgl. Kindt, 1993a). Wenn namlich Signale wie LB. ja, ~lnd und 
dun/? kombiniert werden, dann faRt man sie aufgrund ihrer Benachbartheit als 
zusammengehorig auf, und sie bilden im Vergleich zum Vorkommen eines einzel- 
nen Signals eine ‘starke’ Grenzmarkierung. Der Starkegrad von Grenzsignalen kon- 
stituiert dann eine Zusammengehorigkeitsbeziehung unter ihnen, d.h. die Ermittlung 
einer Einheit auf einer bestimmten Hierarchiestufe kann durch Ubergang von einem 
Signal zu dem nlchsten Signal des gleichen Starkegrades geschehen. Zweitens ent- 
steht eine Hierarchisierung evtl. dadurch, dal3 von zwei zusammengehorigen Kom- 
munikationsteilen der eine relativ selbstandig und der andere als Informationsergan- 
zung des ersten unselbstandig ist. Klassisches Beispiel fur so begrundete Hierachien 
sind die Dependenzstrukturen der Valenzgrammatik (wobei die Richtung der postu- 
lierten Abhlngigkeitsbeziehungen wie etwa im Fall der Subjekt-Verb-Beziehung 
teilweise inkorrekt angegeben wird; vgl. Kindt, 1993~). 
Nach diesen sehr generellen theoretischen Uberlegungen iiber Gliederungsverfah- 
ren in der Kommunikation mochte ich jetzt konkreter auf Verfahren und Stellenwert 
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der Satzgliederung eingehen. Nach den Ergebnissen des erwlhnten Projekts bilden 
parataktisch, und zwar syndetisch oder asyndetisch aneinander angeschlossene S%tze 
die Basiseinheiten fi.ir den Aufbau von Makrostrukturen in der natiirlichsprachigen 
Kommunikation. Fiir die Aufgabe der formalen Gliederung verwenden Produzenten 
in der gesprochenen Sprache jeweils Kombinationen von Anfangsgliederungssigna- 
len zur Abgrenzung grijfierer Einheiten, n;imlich der sogenannten &Berungs- oder 
Kommunikationsphasen. Obschon es ein einheitliches Repertoire solcher Anfangs- 
signale gibt, ist die Auswahl und Kombination solcher Signale teilweise sprecher- 
spezifisch. Das Prinzip der Phasenbildung wird im oben diskutierten Gesprgchsaus- 
schnitt such an dem Redebeitrag von B deutlich. B benutzt zur Phasenmarkierung 
eine Kombination von Signalen, in der stets das Anfangssignal also und eine episte- 
mische Formel wie z.B. ich wezg nicht vorkommen. Danach ist der Redebeitrag von 
B zwischen Zeile 14 und 33 in drei ;iuBerungsphasen zu unterteilen, wobei die erste 
Phase nur aus einem Satz besteht und die zweite und dritte Phase jeweils zwei asyn- 
detisch aneinander angeschlossene S%tze enthglt. 
Die Phasenbildung wird zwar i.a. kohlrent zur inhaltlichen Gliederung von 
Makrostrukturen gestaltet, diese beiden Gliederungen fallen aber nicht immer 
zusammen. Beispielsweise kann man in Erzghlungen feststellen, da13 die Vorge- 
schichte des darzustellenden Ereignisses, die inhaltlich gesehen einen eigenen 
Abschnitt bildet, entweder in der Phase der einleitenden Orientierung oder im 
Zusammenhang mit dem zentralen Ereignis/der Komplikation erzghlt wird. In 
unserem Gespr&hsausschnitt entspricht die Phasierung des Redebeitrags von B aber 
genau der inhaltlichen Unterteilung in drei Gegenargumente zu der vorausgehenden 
These von A. 
Die Identifizierung von Sltzen als den Basiseinheiten von Phasen geschieht im 
wesentlichen durch die Erkennung syntaktischer Zusammengehiirigkeitsbezie- 
hungen. In einfachen Sgtzen etwa wird die Zugeherigkeit einer Phrase zu einem 
Satz weitgehend durch die Priifung entschieden, ob die Phrase valenzm%Big zum 
finiten Verb oder zu anderen benachbarten Phrasen pafit; wenn dies nicht der Fall 
ist, mu13 die Phrase zu einem neuen Satz gehiiren. Zugleich ergeben sich durch die 
fiir Satzglieder geltenden Positionsrestriktionen spezifische Mijglichkeiten der Iden- 
tifizierung von Satzanfang oder -ende. Im allgemeinen reicht das so skizzierte Ver- 
fahren fiir eine eindeutige Satzsegmentierung aus. Trotzdem werden such Markie- 
rungen anderer Informationsebenen fiir die Segmentierung ausgewertet und in 
mehrdeutigen Fgllen zur Entscheidung benutzt. Dies gilt insbesondere fiir Inter- 
punktionen in der geschriebenen bzw. fiir Gliederungssignale und Prosodie in der 
gesprochenen Sprache. Beispielsweise 1BBt sich die ;iuBerung Karl arheitet heute 
ist er guter Lame nur bei Vorliegen zus%tzlicher Strukturierungsmerkmale eindeu- 
tig in zwei SBtze unterteilen. Genereller sind bestimmte satzbegleitende Strukturie- 
rungen der genannten Ebenen konventionell erwartbar, und deshalb werden SBtze 
ohne entsprechende Markierungen als sprachlich inakzeptabel bzw. schwer versteh- 
bar eingeschgtzt. 
Die Phasenbildung mit Hilfe von Anfangssignalen ist in starkem MaBe von den 
Bedingungen und Zielen der &Berungsproduktion her bestimmt. Demgegeniiber 
fgllt im obigen Gesprgchsausschnitt auf, dal3 die vorkommenden sprecherseitigen 
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Gliederungsendsignale rezipientenorientiert formuliert werden (vgl. etwa also ich 
we@ nicht iih am Satzanfang von Z. 26 vs. wei& du am Satzende von Z. 27). 
Zugleich liegen diese Signale (inklusive der fallenden Intonationskontur) stets an 
Stellen, bei denen der bisher produzierte Satz potentiell beendet werden kann, aber 
faktisch nicht immer beendet wird. Hieraus ergibt sich, dab die evtl. mit Rezeptions- 
signalen kombinierten Gliederungsendsignale eine andere Funktion als Phasensig- 
nale haben. Auch sie sind in dem diskutierten Gesprlchsausschnitt mit der Satzpro- 
duktion kompatibel, aber nur im potentiellen Sinne. Ob an den durch sie bestimmten 
Grenzen ein Satz undjoder eine Phase beendet wird, liegt nicht von vornherein fest, 
sondern wird erst interaktiv in Abhangigkeit von den jeweiligen Formulierungsinter- 
essen der Beteiligten entschieden. Deshalb muB im Endsignal such keine zugehijrige 
Hierarchiestufe durch die Wahl einer speziellen Signalkombination manifestiert wer- 
den, sondern dies kann im nachfolgenden Anfangssignal geschehen. Neben der syn- 
taktischen Organisation und der Regelung des Rederechts haben die Endsignale such 
eine wesentliche Funktion auf der Ebene der Verstlndigungssicherung beziiglich 
Auherungsinterpretation und Zustimmung oder Ablehnung von Sachverhalten. 
Wenn dabei wie an den schon diskutierten Stellen Zeile 29 und 30 unseres Beispiels 
ein vom Rezipienten angefordertes Ratifikationssignal ausbleibt und such keine 
Zurtickweisung erfolgt, dann wird damit indirekt such der Ubergang zu einer neuen 
Gesprachseinheit abgelehnt. 
Im AnschluB an letztere Uberlegungen mu13 noch systematischer diskutiert wer- 
den, welchen Stellenwert Gliederungssignale fur die Konstitution von AuBerungs- 
einheiten unterhalb der Satzebene besitzen. Im Zusammenhang mit der Beispielana- 
lyse in Abschnitt 2 haben wir schon gesehen, da13 die innerhalb von Sltzen plazierten 
Rezeptionssignale keine eigenstandigen Satzuntergliederungen definieren und somit 
keine Aufierungseinheiten konstituieren. Dasselbe gilt fur satzintern eingeschobene 
Produktionssignale wie z.B. das Hesitationssignal eh, weil deren Auherung durch 
Zeitprobleme im Planungs- und FormulierungsprozeB bedingt ist. Die Formulierung 
von Rezeptions- und Produktionssignalen bildet - genauer gesehen - nur einen Spe- 
zialfall der Durchftihrung von satzintemen Reparaturen. Auch solche Reparaturen 
konstituieren keine Aufierungseinheiten, die unabhlngig von der iibrigen syntakti- 
schen Organisation in Satzen sind. Urn dies nachzuweisen mul3 man allerdings zei- 
gen, von welchen grammatischen Konstruktionen Reparaturen Gebrauch machen 
(vgl. Abschnitt 4). Aufgrund bestimmter Positionsprlferenzen und -restriktionen 
kann die syntaktische Gliederung von Satzen such durch das Vorkommen von Repa- 
raturen interaktiv untersttitzt werden. Dies erklart die Sonderstellung der Satzende- 
bzw. Nachfeldposition einerseits fur Aktivitlten der Verstandigungssicherung (wie 
in Zeile 27, 29, 30, 3 1, 33 unseres Beispiels) und andererseits fur die Produktion von 
nachgeschobenen Informationsportionen in Form von Ausklammerungskonstruktio- 
nen und Nachtragen. 
AbschlieBend will ich noch einige Bemerkungen zu der Frage machen, warum die 
Einheit des Satzes so zentral fur den Aufbau von Kommunikation ist. Zunachst ist 
klar, da13 man iiberhaupt eine stabile Organisationseinheit fur die Darstellung ele- 
mentarer Sachverhalte braucht. In einer solchen Darstellung wird jeweils tiber einen 
gewahlten Gegenstand (Thema) eine bestimmte Aussage durch Angabe einer PrPdi- 
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kation (Rhema) gemacht. Satze sind ein kommunikatives Mittel fur derartige Dar- 
stellungen, und ihnen liegt ein sozial sehr stabiles Organisationsschema fur PrLdi- 
kationen zu einzelnen relevanten Informationsaspekten zugrunde. Dabei fallt die 
Thema-Rhema-Gliederung allerdings nicht zwangsllufig mit der klassischen Sub- 
jekt-Pradikat-Unterscheidung zusammen, sondern die verschiedenen Informations- 
aspekte konnen je nach Vorinformationen unterschiedlich gruppiert werden. 
Zugleich lassen sich im Rahmen von Satzen elementare Sachverhaltsprasentationen 
mit Hilfe eines begrenzten Repertoires an Verkntipfungsformen zu komplexen Dar- 
stellungen kombinieren. Die Verstehbarkeit komplexer Satze ist allerdings stark 
eingeschrankt, und deshalb wird von den potentiellen Verknilpfungsmoglichkeiten 
faktisch nur in geringem AusmaB Gebrauch gemacht, bzw. statt dessen die Organi- 
sationsform der Phasenbildung bevorzugt. Satze erftillen also einerseits die Mini- 
malitatsbedingung hinsichtlich der Darstellung elementarer Sachverhalte. Anderer- 
seits bietet ihre konstruktionsmlbige Begrenzung verstandigungsokonomische 
Vorteile. Fur letzteren Aspekt spielen insbesondere zwei informationsdynamische 
Faktoren eine wesentliche Rolle. Erstens mu13 es Aufgabe einer kommunikativ 
effektiven Sachverhaltsdarstellung sein, im Rahmen eines miiglichst einfachen 
Organisationsschemas ein Hijchstmalj an semantischer Flexibilitat zu erreichen. Zu 
diesem Zweck sind Satze so strukturiert, da13 wahrend ihrer sukzessiven Verarbei- 
tung noch bestimmte Entscheidungen iiber syntaktische und semantische Zuordnun- 
gen offenbleiben. Deshalb mu13 es einen Zeitpunkt geben, an dem spatestens derar- 
tige Entscheidungen endgtiltig getroffen werden, und dieser Zeitpunkt darf aus 
Grtinden der beschrankten Gedachtniskapazitat bzw. -organisation nicht zu weit 
hinausgeschoben werden. Zweitens nehmen Kommunikationsteilnehmer wlhrend 
der Sprachverarbeitung such schon bestimmte naheliegende syntaktische und/oder 
semantische Zuordnungen vor, die spater evtl. aufgrund neuer Informationen revi- 
diert werden mussen. Dies ist das sogenannte Nichtmonotoniephanomen von nattir- 
lichsprachiger Informationsverarbeitung, das sich auf syntaktischer Ebene gut an 
Garden-Path-Satzen wie Alkohol enffernt mit einem Lappen hinterltijt keine 
Flecken demonstrieren lal3t (bei sukzessiver Rezeption wird entfernt zunachst als 
finites Verb und splter als Partizip analysiert; vgl. Kindt, 1991, 1993b). Auch der 
Zeitpunkt, bis zu dem mogliche Zuordnungsrevisionen zugelassen sind, darf zweck- 
mabigerweise nicht zu weit hinausgeschoben werden. Tatsachlich bildet das Ende 
von Satzen die Stelle, an der relativ vie1 Verarbeitungszeit benotigt wird, urn offen- 
gebliebene Zuordnungen, also z.B. eine Thema-Rhema-Untergliederung, durchzu- 
fiihren und notwendige Revisionen vorzunehmen. Eine spatere Revision durch die 
Information nachfolgender Satze ist zumindest fur die syntaktische Ebene kaum 
moglich. Beispielsweise wilrde in Die Mutter heschimpft das Kind. Sie hat verges- 
sen, die Hausaufgahen nachzusehen aus semantischen Griinden eine rilckwirkend 
geanderte Analyse von das Kind als Subjekt und von die Mutter als Objekt des 
ersten Satzes naheliegen; dieser Effekt wird aber nicht erreicht. Insofern bilden 
Sltze speziell auf syntaktischer Ebene eine maximale, autonome Informationsein- 
heit, und diese Charakterisierung kommt der aus einem anderem Argumentations- 
zusammenhang stammenden Satzdefinition von Bloomfield (1926) sehr nahe, auf 
die wir gleich eingehen wollen. 
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4. Ellipsen und Reparaturen als Testftille fiir die Satzsegmentierung 
Mittlerweile haben wir zwar durch Beispielanalyse und theoretische Diskussion 
die These plausibel gemacht, dal3 such Texte der mtindlichen Kommunikation in 
Satze zerlegbar sind. Nach wie vor gibt es aber bestimmte Typen miiglicher Gegen- 
beispiele gegen die These. Hierzu gehoren einerseits Ellipsen und andererseits &Be- 
rungen mit Satzabbrtichen oder Reparaturen. Diese Konstruktionen mtissen wir jetzt 
untersuchen. Das Resultat dieser Untersuchung kann nur heil3en: Entweder ist die 
These geeignet zu modifizieren, oder es mu13 nachgewiesen werden, da13 bei derarti- 
gen Daten entgegen dem ersten Anschein doch Sltze vorliegen. Es ist klar, da8 eine 
solche Untersuchung nur erfolgreich sein wird, wenn man iiber eine Satzdefinition 
verfiigt. Aus Grtinden, die in Abschnitt 5 genauer dargestellt werden, ist es zweck- 
mlfiig, eine primar grammatikunabhlngige Satzdefinition zu suchen. Insofern ware 
es ungiinstig, wenn man als Definitionsbedingung z.B. den Sachverhalt verwenden 
wtirde, da13 einfache Satze (im Normalfall) aus einer Subjektnominalphrase und 
einer Verbalphrase bestehen; denn die Formulierung dieses Sachverhalts setzt schon 
grammatische Kategorien voraus, die selbst in spezifischem Zusammenhang mit 
dem Satzkonzept stehen. Demgegentiber lal3t die Satzdefinition von Bloomfield 
(1926) eine grammatikunabhangige Interpretation zu. Nach dieser Definition’ ist ein 
Satz eine maximale Form von AuBerungen. Diese Formulierung wird aufgrund 
anderer, vorhergehender Definitionen von Bloomfield paraphrasiert durch Ein Safe 
ist eine Form, die in einer gegehenen liuflerung nicht Teil einer gr$eren Konstruk- 
tion ist. Auch in dieser Version hat die Definition von Bloomfield noch einen 
wesentlichen Nachteil. Selbst bei Berticksichtigung des Kontextes der Definitions- 
formulierung weilj man namlich nicht, mit welchen Verfahren man das Kriterium 
der Eingebettetheit in Konstruktionen tiberprtifen ~011. M.a.W.: Es fehlt eine empiri- 
sche Operationalisierung der Definition, mit deren Hilfe man fur vorgegebene Aufie- 
rungen entscheiden kann, ob sie das Kriterium erfiillen oder nicht. Obwohl im struk- 
turalistischen Forschungsparadigma die Notwendigkeit einer Operationalisierung 
nicht als zentrales Problem erkannt wurde, hat es weitere Formulierungsversuche in 
Richtung auf eine operationalisierte Satzdefinition gegeben (vgl. z.B. Heringer, 
1970: 42). In Erweiterung der Formulierung von Heringer habe ich (1985: 185) fol- 
genden approximativen Definitionsvorschlag gemacht: Del- Sat: ist die kleinste 
selhstiindige sprachliche Einheit, d.h. daJ deren Vertreter in Te,uten frei vorkommen 
kiinnen. Dabei sol1 die Bedingung des freien Vorkommens durch das Verfahren der 
Permutation/Verschiebung der betreffenden Textteile empirisch tiberprtift werden. 
Praziser gesagt, bedeutet dies, da13 ein Textteil dann ein Satz ist, wenn er von seiner 
Position aus vor oder hinter jeden Satz in dem Text bzw. such in anderen Texten 
geschoben werden kann, ohne da13 dadurch die Eigenschaft der sprachlichen Kor- 
rektheit der betreffenden Texte verlorengeht. Da zu Beginn der Unterteilung eines 
3 Die Originalformulierung in Bloomfields Definition (1926: 1.58) 1autet:‘A maximum construction in 
any utterance is a sentence. Thus, a sentence is a construction which, in the given utterance, is not part 
of any larger construction. Every utterance therefore consists of one or more sentences, and even such 
utterances as Latin pluir. English Fiw! or Owh! are sentences”. 
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Textes in Satze noch unbekannt ist, wo Satzgrenzen innerhalb des Textes anzusetzen 
sind, schwacht man das Verschiebbarkeitskeitskriterium so ab, da13 nur eine Verschie- 
bung des betreffenden Textteils an den Anfang und an das Ende des Textes gefordert 
wird. Auch in der abgeschwachten Version sind mit unserem Definitionsvorschlag 
noch bestimmte Probleme verbunden, auf die ich aber erst in Abschnitt 5 genauer ein- 
gehen will. Zunlchst sol1 aber gepriift werden, welche Konsequenzen der Definitions- 
vorschlag fur die Beurteilung der genannten problematischen Konstruktionen hat. 
Die ubliche Vorgehensweise bei der Satzsegmentierung basiert nicht auf der 
Anwendung des Verschiebbarkeitskriteriums, sondern orientiert sich am vorver- 
standlichen Satzbegriff oder an den Aussagen von Grammatikmodellen, die ein 
(mehr oder weniger vollstandiges) System von Regeln fur die Produktion von Satzen 
angeben. Wir wollen uns vorstellen, dal3 ein schrift- oder gesprochensprachlicher 
Text auf diese Weise segmentiert worden ist und da13 zwischen zwei als Satzen S, 
und S2 identifizierten Textteilen ein AuBerungsstiick A liegt, das kein Satz zu sein 
scheint. Wir miissen nun verschiedene Arten von Problemfallen unterscheiden und 
getrennt behandeln. Grundsatzlich ist jedoch festzustellen, dafi solche Problemfalle 
i.a. nur einen kleinen Teil im Gesamtbereich der Textsegmente ausmachen und da13 
die unmittelbar als Sltze identifizierbaren Segmente tiberwiegen. Zugleich betreffen 
die Problemf;ille stets nur syntaktisch sehr rudiment&e Auherungsteile und reichen 
bei weitem nicht an die Ausdruckskraft komplexerer Satze heran. Insofern ware es 
ohnehin nicht legitim, aus dem Vorkommen solcher Problemfalle auf die Irrelevanz 
des Satzkonzepts zu schliehen. 
Ein erster Typ von Problemfallen liegt vor, wenn das betreffende Aul3erungsstuck A 
zwar nicht den ublichen normativen Erwartungen an Satze gentigt, aber frei verschieb- 
bar ist und deshalb im Sinne unserer Definition einen Satz bildet. Genauer sind in 
Abhangigkeit von der Art der syntaktischen ‘Defizite’ drei Subfalle zu unterscheiden. 
Fall la: A entspricht nicht den Vollstlndigkeitserwartungen von Satzen, d.h. 
bestimmte, im Normalfall realisierte Satzglieder oder Elemente von ihnen fehlen. 
Prototypisches Beispiel fur diesen Fall bilden die sogenannten Telegrammellipsen. 
(1) Oma gut angekommen. 
Wie ist das Fehlen der Kopula is-t in (1) theoretisch einzuschatzen? Fur die 
Modellierung kann man annehmen, da13 die Anwendung bestimmter, fur die Erzeu- 
gung ‘vollstandiger’ Sltze erforderlicher Regeln (z.B. die lexikalische Einsetzung 
von ist) unterbleibt, ansonsten aber ein korrekter ErzeugungsprozeB vorliegt. Die 
Produktion reduzierter/elliptischer Aufierungen ist evtl. dadurch verursacht, da13 man 
sich aus Bkonomischen Grtinden die Formulierung redundanter/unmittelbar erganz- 
barer AuBerungsteile erspart. Ursache fur die Wahl elliptischer Formulierungen kon- 
nen aber such stilistische Effekte sein. Ein vermutlich diesem Funktionstyp zuzu- 
rechnendes Beispiel findet man bei Rath (1993: 469). 
(2) Und dann werden pro Tach vierzig Ehen geschlossen, (P)* alles kiihl und 
sachlich” 
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AuBer der Kopula konnen noch andere, aber nicht beliebige Aul3erungselemente 
ausgelassen werden. 
(3) Grofler Mann von kleinem Hund gebissen 
Bei Beispielen wie (3) wird die Erglnzung des unbestimmten und nicht des 
bestimmten Artikels erwartet; zugleich zeigt (3), dal3 nicht immer ein reines Auslas- 
sungsphanomen vorliegt, weil die Notwendigkeit einer starken Flexion bei Fehlen 
des Artikels evtl. auf das Adjektiv iibergeht. Beispiele wie (l)-(3) lassen sich als 
satzwertige Ellipsen klassifizieren, die sowohl syntaktisch wie semantisch kontext- 
unabhlngig sind. Eine semantische Unabhangigkeit liegt bei satzwertigen Ellipsen 
aber nicht generell vor. 
(4) Schmeckt gut, 
In diesem Beispiel ist als Subjekt/Thema das zu erganzen, wenn man eine mini- 
male semantisch aquivalente Vervollstandigung sucht. Wie das zu interpretieren ist, 
bzw. fur welches Referenzobjekt eine Prldikation angegeben wird, hangt in der 
elliptischen ebenso wie in der vervollstlndigten Formulierungsversion vom Kontext 
ab. Grund fur die Auslassung des Subjekts ist eine unmittelbare Prlsenz des thema- 
tisierten Referenzobjekts, und als Modellierungsansatz kann man wieder die Unter- 
drtickung bestimmter Regelanwendungen bei gleichzeitiger direkter Ankniipfung der 
Pradikation an das Referenzobjekt zugrunde legen. 
Subjekt- und Kopulaauslassung werden haufig miteinander kombiniert (vgl. eva- 
luative Einwortwatze wie Toll). Dieser Fall ist such bei folgendem Beispiel von Rath 
( 1993 : 464) gegeben. 
(5) Nein, wir haben den Stand schlieBen lassen nich’ * Geschtiftsschiidigung,* 
Nach Raths Interpretation wird mit dem AuBerungsteil Geschiftsschtidigung die 
(5) vorausgehende Erzlhlung tiber das unzulassige Verhalten eines Messeverklufers 
als Grund fur die Schlieljung seines Messestandes nochmals in Kurzform themati- 
siert. Diese Interpretation pa& gut zu der Analyse, da13 man Geschiftsschiidigung als 
satzwertige Ellipse z.B. ersetzen konnte durch die explizitere Formulierung Das 
(was der Verkiiufer gemacht hat) ist Geschiiftsschiidigung. In Ihnlicher Weise lassen 
sich such die TeilauBerungen in Zeile 30-31 und 32-33 aus dem in Abschnitt 2 dis- 
kutierten Gesprach als Ellipsen analysieren. 
Unsere exemplarische Behandlung satzwertiger Ellipsen sol1 noch durch zwei 
interessante Beispieltypen erganzt werden. 
(6) Jetzt den Hammel 
Ellipsen wie (6), die etwa durch gib mir zu expandieren sind, werden u.a. von 
Schwabe (1988) genauer diskutiert. Mit den bisher angeftihrten Beispielen hat such 
(6) noch die Eigenschaft gemeinsam, da13 aus den zugrundeliegenden Aussagen 
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jeweils die wesentlichen Prldikationsteile explizit formuliert werden. Gibt es umge- 
kehrt - so kann man sich fragen - such Ellipsen, bei denen nur das Referenzobjekt 
genannt wird und die Pradikation fehlt? Eine Beantwortung dieser Frage ftihrt offen- 
sichtlich zu einer neuen Einschatzung der Rolle von Vokativ-Nominalphrasen. Einer- 
seits ist es bemerkenswert festzustellen, da8 solche Phrasen tatsachlich frei verschieb- 
bar sind (so l%t sich etwa vor und nach jedem Satz eines Textes die an einen 
Adressaten gerichtete Amede Hans einftigen). Andererseits konnen mit einer Vokativ- 
Nominalphrase unterschiedliche Pradikationenen wie z.B. PaJ aufikomm herlwehe dir 
verbunden sein, die in der mtindlichen Kommunikation oft durch korrespondierende 
Intonationskonturen signalisiert werden. ZusammengefaBt zeigt die Diskussion des 
Falls la, da8 der oben definierte Satzbegriff geniigend allgemein ist, urn die unter- 
schiedlichen, mehr oder weniger expliziten Formen von Sachverhaltsdarstellungen 
zu erfassen. Dabei ist die Sprechweise von Ellipsen im Sinne von ‘Auslassung’ inso- 
fern unangemessen, als bei ihnen gleichermal3en autonome, wenn such rudimentl- 
rere Formen von SBtzen vorliegen (vgl. Kindt, 1985). 
Fall lb: Das problematische AuBerungsstiick A entspricht evtl. deshalb nicht 
den Standarderwartungen an Satze, weil es Teile enthalt, die sprachlich inkorrekt/ 
gestort sind. Eine derartige Storung kann allerdings innerhalb von A durch eine 
Reparatur behoben werden, und in diesem Sinne sprechen wir von satzintemer Repa- 
ratur. Die Untersuchung bzw. Einftihrung von Reparaturen als Gegenstand der Syn- 
taxforschung wurde in jtingster Zeit insbesondere durch die Arbeiten von Schegloff 
( 1979) und Levelt (1983) gefordert, ist aber noch mit erheblichen grundlagentheore- 
tischen Problemen konfrontiert (vgl. Kindt und Laubenstein, 1991). Eine fur unsere 
Diskussion wesentliche Einsicht der Reparaturtheorie besagt, da13 die frtiher tibliche 
Einschatzung reparierter Aufierungen als irregular falsch ist. Beispielsweise mtiljte 
man nach der von Weber (1977: 44-49) vertretenen Position die in unserem Korpus 
von Reparaturen vorgefundene Aul3erung 
(7) Also die die Grund die Grundform sind is nich is nich eckig sondern rund 
erst von ihren Storungen ‘reinigen’, also in 
(7a) Also die Grundform is nich eckig sondern rund 
tlberfiihren, bevor man die Auflerung fiir eine grammatische Analyse verwenden 
kann. Gegen diese Position steht die Erkenntnis, da8 die Durchftihrung von Repara- 
turen -- in (7) sind es drei sogenannte Covert-Reparaturen und eine syntaktische 
Reparatur - selbst grammatisch regular sind. Diesbeztiglich hat Levelt (1983) als 
erster auffallige Ahnlichkeiten zwischen Reparaturkonstruktionen und Koordinati- 
onsellipsen festgestellt, und ein von mir entwickelter Modellierungsansatz (vgl. Eik- 
meyer et al., 1994) gibt fur zwei Grundtypen von Reparaturen genauer an, welche 
grammatischen Regeln in welcher Reihenfolge angewendet werden. Als Fazit fur 
den Fall lb lal3t sich also sagen, da13 satzintern durchgeftihrte Reparaturen den 
Status der Satzeinheit nicht tangieren. 
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Fall lc: Schlieljlich ist die Mijglichkeit zu beriicksichtigen, dalJ das iiul3erungs- 
stiick A lokale Stiirungen enthilt, die im Unterschied zu Fall 1 b nicht repariert wer- 
den. Die fiir die Beurteilung dieses Falls entscheidende Frage heist: Wie wirkt sich 
eine unreparierte Stijrung auf die Korrektheitseinsch&zung des Gesamttextes, in dem 
A vorkommt, aus? Fiir eine Diskussion dieser Frage wollen wir noch einmal den 
Gesprtichsausschnitt von Abschnitt 2 betrachten. Dort gibt es vier Stellen mit unkor- 
rigierten grammatischen Fehlern. So miiBte nach iiblicher Norm die Koordinations- 
konstruktion von Zeile 17/l 8 durch Einfiigung von we). modifiziert werden zu und 
meinen damit wer we@ was erlangt zu haberz. In Zeile 19/20 w&-e bei daJ einfache 
Leute sich such ihre Worte finden das Reflexivpronomen sich zu tilgen, das mtigli- 
cherweise noch aus einer urspriinglich geplanten Formulierung daJ einfache Leute 
sich such ihre Gedanken machen stammt. In Zeile 20121 kiinnte bei und da&’ sind 
iiberhaupt nicht intellektuell zu sein braucht das Wort sind durch das ersetzt werden, 
und schliel3lich sollte in Zeile 22 die Reihenfolge von so und heute vertauscht wer- 
den, urn eine korrekte Wortstellung zu erreichen (ich hub mich mit Herrn Friihbold 
heute so wunderbar iiber menschliche Probleme unterhalten). 
Die genannten Inkorrektheiten kiinnen aufs Ganze gesehen als unerheblich gelten; 
zumindest beeintrgchtigen sie die Einschgtzung des gesamten Gespr5chsausschnitts 
als korrekten Text nicht wesentlich,” und dies gndert sich such nicht durch die 
Anwendung des Verschiebetests. Die oben vorgeschlagene Satzdefinition fiihrt also 
_ wenn gewiinscht - in folgendem Sinne zu einem ‘liberalen’ bzw. fehlertoleranten 
Satzbegriff: AulJerungen, die nur unwesentlich von korrekt gebildeten SLtzen abwei- 
then, kann man selbst noch als S5tze einstufen. Auf diese Weise wird einerseits ver- 
hinder& da13 Aufierungen mit geringfiigigen Fehlern (was insbesondere in der 
gesprochenen Sprache zum Normalfall gehiirt) aus dem Gegenstandsbereich der Lin- 
guistik herausfallen. Andererseits ist gewghrleistet, dal3 die Zerlegbarkeit sprachlich 
korrekter Texte in SLtze such dann gilt, wenn das Korrektheitskriterium den mensch- 
lichen Wahmehmungsgewohnheiten entsprechend so interpretiert wird, da13 unwe- 
sentliche Inkorrektheiten einzelner Teile nicht auf das Gesamturteil durchschlagen. 
Welche Logik derartigen Teil-Ganze-Beurteilungen genauer zugrunde liegt, ist eine 
wissenschaftstheoretisch wichtige Frage, auf die ich hier nicht n%her eingehen kann 
(vgl. Kindt, 1993d). 
Unreparierte minimale &Berungsstiirungen werden von Kommunikationsteilneh- 
mem so behandelt, als seien sie nicht geschehen; d.h. sie werden ‘stillschweigend’ 
repariert oder teilweise (wie beim ijberlesen von Druckfehlem) gar nicht wahrge- 
nommen. Empirisch bedeutet das, da13 das Verarbeitungsresultat von Aufierungen 
mit solchen Stijrungen identisch ist mit dem Resultat korrespondierender ungestiirter 
AuBerungen. In diesem Sinne sind dann gestiirte und zugehiirige ungestiirte &Re- 
rungen tiquivalent, und man darf sich darauf konzentrieren, den einfacheren, unge- 
stiirten Fall zu untersuchen. M.a.W. die iibliche Forschungspraxis, dal3 bestimmte 
Stiirungen in den betrachteten Sprachdaten einfach ignoriert werden, ist legitim. Als 
zwei konkrete Beispiele dieser Praxis seien genannt: Gefusche, von denen miind- 
4 Diese EinschHtzung ki?mnte noch durch geeignete empirische Tests iiberprlift werden. 
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lithe AulJerungen evtl. iiberlagert werden, sind vemachlassigbar, und Satze, die ein- 
ander partiell tiberlappen, diirfen entzerrt und so behandelt werden, als seien sie 
nacheinander geaul3ert worden. Insgesamt gesehen, wird also die Organisationsein- 
heit des Satzes such nicht durch unreparierte Storungen beeintrlchtigt, solange sie 
im Rahmen des Normalen bleiben. 
Nach den drei Fallen la-lc mu13 nun die Miiglichkeit untersucht werden, da13 das 
problematische AuBerungsstiick A selbst nicht frei verschiebbar ist. Grund hierfiir 
konnte sein, da8 A entweder zum vorausgehenden Satz S, oder zum nachfolgenden 
Satz, gehiirt, bzw. da13 bei einer geeigneten Aufteilung von A in A, und A2 die bei- 
den Sequenzen S, A, und A2 S2 jeweils Satze bilden. Denn im Sinne von Bloomfield 
(1926) bedeutet Nichtverschiebbarkeit gerade, da13 bestimmte syntaktische Abhan- 
gigkeitsbeziehungen zwischen A und S, oder S2 bestehen. Insofern mu13 das mit A 
zusammenhangende Segmentierunsproblem darauf beruhen, da8 man die zu den 
betreffenden Abhlngigkeitsbeziehungen gehiirigen syntaktischen Konstruktionen 
nicht erkannt hat. Soweit ich sehe, sind als einschlagige Problemf;ille nur Ellipsen- 
und Reparaturkonstruktionen zu diskutieren. 
Fall 2a: Ublicherweise unterscheidet man zwei Arten von syntaktisch kon- 
textabhangigen Ellipsen: Koordinationsellipsen und Adjazenzellipsen (vgl. Klein, 
1985). Diese Unterscheidung ist aber nicht trennscharf, weil bestimmte Adjazenzel- 
lipsen, namlich die sogenannten parallelen Fortfiihrungen, teilweise zu den Koordi- 
nationsellipsen gehoren. 
(8) A Ich komme heute ahend 
B Ich nicht 
Von Klein (1985, 1993) werden derartige Beispiele zu den Adjazenzellipsen 
gezlhlt. Sie sind aber such als asyndetische Koordinationsellipsen einstufbar, weil 
die Konjunktion und ohne Bedeutungsveranderung zwischen den beiden Konstruk- 
tionsteilen eingefiigt werden kann. Tatsachlich hat man bei asyndetischen Koordi- 
nationskonstruktionen nicht die nach der Satzdefinition von Bloomfield notwendige 
Konsequenz gezogen und den elliptischen Konstruktionsteil als unselbstandige 
AuBerung erkannt. Im Sinne dieser bzw. unserer obigen Satzdefinition bildet (8) 
aber als Ganzes einen (kooperativ produzierten) Satz. Dasselbe gilt generell fur 
Adjazensellipsen und ist relativ zum vorverstandlichen Satzbegriff und zur gangi- 
gen Interpunktion besonders tiberraschend bei Frage-Antwort-Ellipsen (vgl. Kindt, 
1985: 185-186). 
(9) Wer hat w’em geschriehen? Mein Freund dem Kanzler und ich dem Bundes- 
priisidenten. 
Die beiden Ellipsenbeispiele (8) und (9) realisieren den Subfall, da8 das proble- 
matische Auflerungsstiick A syntaktisch noch zum vorausgehenden Satz S, gehort 
(anaphorische Ellipsen). Im Gegensatz zu Adjazenzellipsen ist man in der Gramma- 
tikforschung bei anaphorischen Koordinationsellipsen wie 
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(10) Mein Freund schreiht heute einen B&f, (und) ich morgen. 
von vomherein von einer syntaktischen Zusammengehorigkeit der Konstruktions- 
teile ausgegangen. Einstufungsschwierigkeiten gab es such nicht im Subfall 
kataphorischer Ellipsen, bei denen das problematische Aut3erungsstiick A dem 
nachfolgenden Satz S2 zuzurechnen ist, weil dieser Ellipsentyp nur von Koordinati- 
onsellipsen realisiert wird. 
(11) Eva parkt ,jetzt vor, Max parkt nachher nehen der- Garage. 
Als kurzes Fazit fiir den Fall 2a der syntaktisch kontextabhangigen Ellipsen kann 
man festhalten, da13 sie satzinterne Konstruktionen darstellen. Damit lost sich ein 
Problem, das Rath (1993: 469) am Beispiel von 
(12) A Ja dus geniicht ju such* 
B Ja mir nicht (P)* 
diskutiert. Die Unterscheidung zweier Auberungseinheiten in (12) widerspricht nicht 
der Organisationseinheit des Satzes, sondern bestatigt sie, weil die beiden Einheiten 
zu einem Satz zusammengefiigt werden. Zugleich ist es unproblematisch, dab der 
Auberungsbeitrag der Sprecherin B eine syntaktisch kleinere Einheit als die des 
Satzes realisiert. Genereller kann man bei der Untersuchung kooperativ untersuchter 
Satze feststellen, da13 es im Prinzip keine Einschrankungen daftir gibt, welche 
Bestandteile von wem produziert werden. 
Full 2h: Adjazenzellipsen wurden bisher such nicht ausreichend gegeniiber 
Reparaturkonstruktionen abgegrenzt, und so werden ihnen etwa bei Klein (1993) 
Korrekturen wie 
(13) Otto hat hundert Mark gewonnen. - Nein, Peter tuusend \terloren. 
zugerechnet. Mit dieser Abgrenzungsproblematik brauchen wir uns hier nicht naher 
zu beschaftigen. Wichtig ist aber, dab such nicht frei verschiebbare Auberungen, mit 
denen eine Reparatur des vorangegangenen Satzes durchgefiihrt wird, syntaktisch zu 
diesem Satz gehoren. Genauer mul3 man zwei grammatisch unterschiedliche Typen 
von satzinternen Reparaturkonstruktionen unterscheiden, die ich Uberbriickungs- 
und Nachtragsreparaturen nenne (vgl. Eikmeyer et al., 199 1; Kindt und Laubenstein, 
1991). Die im obigen Beispiel (7) enthaltenen Reparaturen sind alle Uberbruckungs- 
reparaturen, wahrend (13) eine Nachtragsreparatur realisiert. 
Nachtragsreparaturen verhalten sich beztiglich der Satzsegmentierung genauso 
wie anaphorische Ellipsen, d.h. der Reparaturversuch/Nachtrag gehort satzmagig zur 
vorhergehenden Auberung. Uberbruckungsreparaturen ahneln demgegenuber kata- 
phorischen Ellipsen, und der grammatisch gestorte Beginn einer Auberung ist satz- 
maBig dem nachfolgenden AuBerungsteil zuzurechnen. Dies ist unmittelbar ein- 
sichtig bei einer Uberbruckungsreparatur wie 
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(14) Und dam brauchen w habn wir blciue und da brauchen wir zwe’i von den 
langen ’ diinnen,. 
In (14) kann der gestiirte &lJerungsbeginn und dann brauchen w nicht abgetrennt 
zu werden, ohne die Integritgt des Satzes insgesamt zu zerstaren. Aber such wenn 
eine solche Abtrennung miiglich ist und die Reparaturdurchfiihrung den gestijrten 
Aufierungsbeginn konstruktionsmlljig in keiner Weise fortfiihrt oder wiederholt, 
kann man dafiir argumentieren, dalj der _&ulJerungsbeginn syntaktisch zum nachfol- 
genden Satz gehijrt. 
(15) Ich hab doch d der blaue is doch nich so hoch wie der rote 
Satzabbrtiche wie in (15) gehiiren zu den sogenannten Blockadereparaturen (vgl. 
Kindt und Laubenstein, 1991). Der Name deutet an, da13 die Fortfiihrung einer 
begonnenen Konstruktion aus irgendeinem Grunde blockiert ist und durch die For- 
mulierung einer neuen Konstruktion ersetzt wird. Derselbe Fall liegt such bei Satz- 
abbriichen vor, die durch Unterbrechung und Rederechtsiibernahme durch einen 
Gesprgchspartner verursacht sind. Die syntaktische Zusammengehiirigkeit zwischen 
;i&erungsbeginn und Reparaturdurchfiihrung besteht bei (15) ausschliefilich in dem 
Effekt, dal3 die lokale syntaktische Stiirung neutralisiert wird. Der Neutralisations- 
effekt geht verloren, wenn man den Verschiebetest anwendet und den abgebroche- 
nen Auflerungsbeginn ich hub doch d an das (hier nicht dokumentierte) Textende 
riickt; dabei wird unterstellt, dal3 es fiir einen Text eine wesentliche Stiirung bedeu- 
tet, wenn er durch eine abgebrochene AuBerung beendet wird. 
Wenn die eben vorgeschlagene syntaktische Behandlung von Satzabbri_ichen 
Bestand hat, dann kann die in Abschnitt 2 formulierte These der vollst$indigen Zer- 
legbarkeit von korrekten Texten in SPtze als bestgtigt gelten. Dabei war fiir die hier 
entwickelte Liisung der bekannten Segmentierungsprobleme wesentlich, dal3 die im 
AnschluS an Bloomfield definierte Satzdefinition einerseits die Inadgquatheit 
bestimmter alltagstheoretischer bzw. historisch tradierter Syntaxnormen und ande- 
rerseits die Notwendigkeit einer Beriicksichtigung einiger bisher nicht erfal3ter satz- 
interner Konstruktionen deutlich gemacht hat. Insgesamt diirften damit die Ergeb- 
nisse von Abschnitt 3 und 4 den Status des Satzes als zentrale Organisationseinheit 
von Kommunikation ausreichend belegt haben. Deshalb miissen im folgenden nur 
noch bestimmte, vorwiegend wissenschaftstheoretische Fragen der Satzdefinition 
gekl%rt werden. 
5. Satzdefinition und Erkltirungsanspruch von Grammatiken 
Die Satzdefinition von Abschnitt 4 hgngt in noch zu klkender Weise vom Kor- 
rektheitskonzept ab. Sie macht aber - aus gleich zu erlluternden Griinden - keinen 
Gebrauch von Aussagen iiber Grammatikregeln. Damit unterscheidet sich ihr 
Ansatz prinzipiell von der hgufig vertretenen Auffassung, da13 es in einer Satzdefi- 
nition urn eine grammatikabhgngige Explikation des Satzbegriffs gehe, d.h. da13 der 
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Satzbegriff das zentrale Explikandum von Grammatikmodellen sei (vgl. z.B. 
Hundsnurscher, 1980: 2 12). Diese Auffassung stammt ursprtinglich aus der Logik 
bzw. aus der Theorie formaler Sprachen, und fiir die dort zu erfiillenden Aufgaben 
ist es durchaus angemessen, Grammatiken, also syntaktische Regelsysteme, nur zur 
Satzdefinition zu verwenden. Wenn man in der Linguistik die Funktion von Gram- 
matiken darauf reduziert, den intuitiven/vorverst%ndlichen Satzbegriff angemessen 
zu explizieren, dann verzichtet man darauf, mit Grammatiken einen empirischen 
Erklgrungsanspruch zu verbinden (vgl. Kindt, 1985 : 185). Erklgrungsstarke und 
prognosefghige empirische Theorien sollten demgegentiber folgende drei Aufgaben 
erfiillen. Zungchst muR man eine den Bereich der relevanten Untersuchungsobjekte 
eingrenzende empirisch operationalisierte Gegenstandsdefinition angeben. An- 
schlieljend stellt man Hypothesen iiber den Gegenstandsbereich auf und versucht, 
sie mit logischen und/oder empirischen Verfahren zu iiberpriifen (vgl. Kindt und 
Laubenstein, 1991: 12ff.). Angewendet auf die Syntax, besagt diese wissenschafts- 
theoretische Konzeption, dal3 man - wie in Abschnitt 4 vorgefiihrt - zuerst eine 
grammatikunabhlngige Satzdefinition formuliert und danach Syntaxregeln als 
empirische Hypothesen iiber die Bildung von Sltzen aufstellt. Eine Bestgtigung 
oder Falisifikation solcher Regeln ist ebenfalls nur mGglich, wenn man fi_ir die von 
einem syntaktischen Regelsystem generierten sprachlichen Objekte grammatisch 
unabhgngig entscheiden kann, ob sie SItze bilden oder nicht. Der wesentliche 
Nachteil der obengenannten Explikationsauffassung liegt also darin, da13 bei diesem 
Ansatz die empirische Adgquatheit einer Grammatik nur durch Vergleich der 
erzeugten sprachlichen Objekte mit den Sltzen im vorverst%ndlichen Sinne beurteilt 
werden kann. Weil aber dann die Einstufung einer AuBerung als Satz nur intuitiv 
entscheidbar ist, lassen sich such Anwendungsbereich und Erklfirungsanspruch von 
Grammatiken nicht eindeutig iiberpriifen. Die konkreten negativen Auswirkungen 
einer fehlenden grammatikunabhgngigen Satzdefinition haben wir im vorigen 
Abschnitt schon aufgezeigt, denn die bisherige Unklarheit iiber den syntaktischen 
Status von Ellipsen und Reparaturen basierte gerade mafigeblich auf dem Fehlen 
einer solchen Definition. Allerdings ist es aufgrund der Komplexitzt sprachlicher 
Entitgten in der Linguistik generell nicht einfach, adgquate Gegenstandsdefinitionen 
zu finden, und deshalb bildet die Problematik der Satzdefinition keinen Einzelfall. 
Unter den hier diskutierten Phanomenen ist such die Explikation des Ellipsenbe- 
griffs (vgl. Kindt, 1985; Giinther et al., 1991) und des Reparaturbegriffs (Kindt und 
Laubenstein, 199 1) ein schwieriges Unterfangen. Dabei besteht eine wesentliche 
Ursache fiir die zugrundeliegenden Schwierigkeiten darin, da13 die klassische wis- 
senschaftstheoretische Vorstellung geschlossener Gegenstandsdefinitionen in der 
Wissenschaftspraxis noch nicht abgelBst ist durch die in der Konzeption der Theori- 
endynamik (vgl. Sneed, 197 1; Stegmiiller, 1980) vorgesehene Mijglichkeit offener 
Definitionen. 
Nach der wissenschaftstheoretischen Begriindung fiir die Zweckm%gkeit einer 
grammatikunabhgngigen Satzdefinition sol1 nun der Definitionsvorschlag aus 
Abschnitt 4 weiter prgzisiert werden. Zunlchst muI3 genauer zwischen den Aussagen 
“Die AuRerung A ist ein Satz” und “Die Aul3erung A ist ein Satz des Textes T” 
unterschieden werden. 
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Modifizierte Satzdefinition: 
Eine AuBerung A ist ein Satz, wenn A am Anfang oder Ende jedes sprachlich 
korrekten Textes eingeftihrt werden kann, ohne da13 dabei die Eigenschaft der 
Korrektheit verlorengeht. 
Die Offenheit dieser Definition drtickt sich darin aus, dab nur eine hinreichende 
Bedingung fur das Vorliegen von Satzen gegeben ist; es kiinnte also Satze geben, 
die diese Bedingung nicht erfiillen. Zugleich ist eine absolute Verifikation der 
Bedingung nicht moglich, sondem nur eine induktive Sttitzung, die auf einer ijber- 
prtifung an endlich vielen, zufallig ausgewahlten Texten beruht. Eine Verifizier- 
barkeit ware aber gegeben, wenn man von vomherein eine endliche Menge von 
Texten als Bezugspunkt fur den Einftigungstest auswlhlt. 
Dal3 man in einem Text ein AuBerungssti.ick A angeben kann, das im Sinne unse- 
rer Definition einen Satz bildet, ist noch nicht gleichbedeutend amit, dab A Satz des 
Textes ist. Hierzu ein Beispiel. 
(16) Peter schreibt dem Biirgermeister einen Brief Er fordert ihn auf, sich stiirker 
fiir den Umweltschutz einzusetzen. 
Das Aul3erungsstiick Peter schreibt dem Biirgermeister ist zwar ein Satz, aber 
kein Satz von (16). M.a.W. bei der Zerlegung von Texten in Satze murk noch auf die 
Geltung einer Maximalitatsbedingung geachtet werden. 
Textbezogene Satzdefinition: 
Eine AuBerung A ist ein Satz des sprachlichen Textes T genau dann, wenn A ein 
Satz ist und wenn es zwei (evtl. leere) Texte T,, T, derart gibt, da13 sich T 
zerlegen lil3t in T = T,AT2. 
Diese Definition ltit such die Mijglichkeit mehrdeutiger Segmentierungen zu, die 
wir in Abschnitt 3 diskutiert haben. 
Ein bisher nicht thematisiertes Problem der Satzdefinition besteht in der Bezug- 
nahme auf das Kriterium der sprachlichen Korrektheit. Im Rahmen der Reparatur- 
theorie (vgl. Kindt und Laubenstein, 199 1) kann prazisiert werden, was unter sprach- 
lither Korrektheit zu verstehen ist und welche Typen von Korrektheitsproblemen 
voneinander unterschieden werden mtissen. Zugleich darf man annehmen, da13 Kom- 
munikationsteilnehmer f&g sind, tiber die Korrektheit von AuBerungen zu urteilen, 
such wenn sie die zugrundeliegenden Grammatikregeln icht explizit verbalisieren 
konnen. Das bedeutet, dalj eine von expliziten Grammatikmodellen unabhangige 
empirische Operationalisierung des Korrektheitsbegriffs moglich ist. 
Ein g%ngiges Verfahren zur Ermittlung von Korrektheitsurteilen ist die Sprecher- 
befragung. Wenn dieses Verfahren als alleinige Methode angewendet wird, ist dies 
aus mehreren, bekannten Grtinden nicht unproblematisch. Zunachst ist eine Anwen- 
dung dieses Verfahrens nur moglich, wenn man mit den vorgesehenen Informanten 
tiber einschlagige Beurteilungsaspekte ihrer Sprache kommunizieren kann. Sofem 
diese Voraussetzung erfullt ist, tritt das Problem auf, welche Fragen zur Beurteilung 
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einer AuBerung/eines Textes man an die Informanten richten ~011. Wenn etwa die 
Frage “Kann man das so in Ihrer Sprache sagen?” mit “Ja” beantwortet wird, dann 
hat man vielleicht einen brauchbaren Befund erhalten. Falls die Frage aber vemeint 
wird, kann dies unterschiedliche Grtinde haben, die nicht ausschliel3lich mit einer 
sprachlichen Inkorrektheit der AuBerung zusammenhangen mtissen, sondem such 
auf einer mangelnden semantischen oder pragmatischen Akzeptabilitlt beruhen kiln- 
nen. Als Losung dieses Problems bietet sich an, dalj man Situationen konstruiert, in 
denen die semantische/pragmatische Akzeptanz der betreffenden Aul3erung erhoht 
wird und auf diese Weise eine Differenzierung von Inakzeptabilitatsurteilen erreicht. 
Dieses Verfahren ist such speziell bei Durchftihrung des Verschiebetests zweck- 
mal3ig. Wenn man beispielsweise die beiden Satze in (16) vertauscht, dann erhalt 
man einen ziemlich inakzeptabel wirkenden Text. Dieser Eindruck andert sich bei 
Konstruktion einer Situation, in der die beiden Personalpronomina z.B. auf zwei 
weitere Personen referieren. Zumindest wird dann deutlicher, da13 die Inakzeptabi- 
litat nicht durch grammatische Inkorrektheit verursacht ist. 
Die Offenheit der Satzdefinition lal3t aber such noch eine andere Argumentation 
zu. Wenn man in (16) beispielsweise Adam fiir er und den Gemeindedirektor fiir 
ihn einsetzt, dann erhalt man bei Anwendung des Verschiebetests einen Text, der 
genauso akzeptabel ist wie (16). Dieses Resultat und die Ergebnisse anderer, ahn- 
lither Verschiebeproben legitimieren die Einstufung des durch die beiden Substitu- 
tionen modifizierten zweiten Textteils von (16). Aufgrund der strukturellen Ver- 
wandtschaft zum modifizierten Textteil lal3t sich dann such der unmodifizierte Teil 
als Satz einstufen. Genauer gesagt, ftihrt man eine weitere hinreichende Definiti- 
onsbedingung fur die Identifizierung von Satzen ein, die allerdings vergleichsweise 
starker theorieabhlngig ist, weil fur die ijberprtifung von Aussagen tiber die struk- 
turelle Verwandtschaft von AuBerungen bestimmte grammatiktheoretische Grund- 
lagen mit zugehorigen Testverfahren erforderlich sind. Auljerdem kann man mit 
Hilfe des Verwandtschaftskriteriums erst dann Auberungen als Satze identifizieren, 
wenn zuvor anderen Aufierungen mit Hilfe des Verschiebbarkeitskriteriums der 
Satzstatus zuerkannt wurde und wenn man fur den Bereich der so ermittelbaren 
Satze bereits die erforderliche Strukturtheorie entwickelt hat. Der so skizzierte Pro- 
zebcharakter von aufeinanderfolgenden Definitions- und Theoriebildungsschritten 
macht gerade den dynamischen Aspekt der modemen Konzeption der Wissen- 
schaftstheorie aus. 
Die Reichweite der durch den Permutationstest operationalisierten Definitionsbe- 
dingung endet generell bei AuBerungen, die in bestimmten textgrammatischen 
Abhangigkeitsbeziehungen zu ihren NachbarluBerungen im Text stehen. In solchen 
Fallen ist der Satzstatus grundsltzlich nur iiber das Kriterium der Strukturverwandt- 
schaft ermittelbar. Dies sol1 noch einmal an folgendem Beispiel veranschaulicht 
werden. 
(17a) Zuerst geht Gert einkaufen. Danach ftihrt Hans in die Universittit. 
(17b) *Danach fir’hrt Hans in die Universitiit. Zuerst geht Gert einkaufen. 
(17~) Jetzt geht Gert einkaufen. Nachher ftihrt Hans in die Universitiit. 
(17d) Nachher fihrt Hans in die Universitiit. Jetzt geht Gert einkaufen. 
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Die in Informantenbefragungen erhobenen Korrektheitsurteile sind noch mit 
einem weiteren Problem verbunden. Wolck (1980) schildert sehr anschaulich, da8 
Sprecher ihren Urteilen eventuell alltagstheoretische Sprachnormen zugrunde legen, 
die sie in ihrer eigenen Kommunikationspraxis nicht befolgen. Insofern mtissen die 
Befunde aus Informantenbefragungen kontrolliert und erglnzt werden durch die 
Ergebnisse von Korpuserhebungen und deren Analyse. Dabei kommt es speziell fur 
die Ziele von Syntaxforschung darauf an, da8 man neben vorgefundenen oder in 
spontaner Kommunikation aufgenommenen Texten such AuBerungen unter spezi- 
fisch variierten Situationsbedingungen elizitiert. Die entsprechenden Erhebungsver- 
fahren will ich jetzt aber nicht diskutieren. Wichtig ist in unserem Diskussionszu- 
sammenhang nur, da8 tiber die Rekurrenzeigenschaft, d.h. bei hlufigerem 
Vorkommen eines Text-/AuBerungsteils im Korpus induktiv auf seine Korrektheit 
geschlossen werden kann. Wenn sich auf diese Weise verschiedene AuBenmgsteile 
als korrekt ergeben haben und wenn die bisher entwikelte Theorie schon einschla- 
gige Verkntipfungsregeln enthllt, dann lassen sich such Korrektheitsaussagen fur 
komplexere AuBerungen ableiten. Die Inkorrektheit eines (potentiellen) Aufierungs- 
teils kann nur unter besonderen Bedingungen aus seinem Nichtvorkommen im Kor- 
pus erschlossen werden; direkt belegbar ist sie aber, wenn man im Korpus eine 
explizite sprachliche Korrektur des AuBerungsteils vorfindet. 
Insgesamt gesehen dtirfte also deutlich geworden sein, da8 die in der Satzdefini- 
tion enthaltene Korrektheitsbedingung ausreichend empirisch verankert ist und die 
Definition somit eine grammatikunabhangige Identifizierung von Satzen erlaubt. 
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