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CONTINUOUS AND HOLOMORPHIC SEMICOCYCLES IN
BANACH SPACES
MARK ELIN, FIANA JACOBZON, AND GUY KATRIEL
Abstract. We study some fundamental properties of semicocycles over
semigroups of self-mappings of a domain in a Banach space. We prove
that any semicocycle over a jointly continuous semigroup is itself jointly
continuous. For semicocycles over semigroups which have generator, we
establish a sufficient condition for differentiablity with respect to the
time variable, and hence for the semicocycle to satisfy a linear evolution
problem, giving rise to the notion of ‘generator’ of a semicocycle. Bounds
on the growth of a semicocycle with respect to the time variable are given
in terms of this generator.
Special consideration is given to the case of holomorphic semicocycles,
for which we prove an exact correspondence between certain uniform
continuity properties of a semicocyle and boundedness properties of its
generator.
1. Introduction
The notions of (semi)-groups and (semi)-cocycles over (semi)-groups play
a central role in the theory of dynamical systems (see, for example, [16, 6, 17,
3]). These objects consist of families of mappings defined on an appropriate
space and satisfying familiar algebraic conditions. Groups and semigroups
solve autonomous dynamical systems. Solutions of certain non-autonomous
systems are known to be semicocycles. Ergodic theory of smooth dynamical
systems builds around the study of the derivative cocycle associated either
to a map or a flow (see [3, Chapters 5 and 6]) which is the fundamental
solution of variational equations (see, for example, [6, Chapter 6]). De-
pending on context, one considers families parameterized by either discrete
or continuous time. Additional restrictions on the space and members of
the families are made, according to the problem of interest.
In this work the space in which semigroups act is a domain in a real or
complex Banach space and we concentrate on continuous-time processes.
We consider semigroups consisting of either continuous or holomorphic self-
mappings of that domain (the book [20] and references therein can be used
as a good source for the state of the art on semigroups of holomorphic map-
pings). In turn, semicocycles over these semigroups consist of one-parameter
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families of mappings from the same domain to a Banach algebra. If this
algebra is a space of bounded linear operators, then the norm-continuity in
our setting is stronger than the strong continuity often suggested. On the
other hand, we do not assume local compactness of the base space (cf. [6]).
Moreover, we study semicocycles over semigroups, which is more general
than the usual setting over groups (cf. [3, 17]).
Our aim is to examine certain basic questions regarding semicocycles in
Banach spaces, which are analogous to questions that are studied in the
theory of semigroups of mappings.
Section 2 is devoted to some preliminary results from the theory of semi-
groups. Our main results are contained in Sections 3–5.
We first consider the question of continuity of a semicocycle. While our
definition of the concept only imposes the requirement that a semicocycle
be continuous with respect to the spatial and the time variable separately,
we show in Section 3 that in fact semicocycles are automatically jointly
continuous with respect to both variables. To do this we employ a result
of a similar nature for semigroups obtained by Chernoff and Marsden [5].
We also consider stronger types of continuity of semicocycles, which are
important in Section 5, when dealing with holomorphic semicocycles.
Our next aim is to study the question of differentiability of a semicocycle
with respect to the time parameter. This question is important, because
it is related to the problem of generating semicocycles by linear evolution
equations; cf. [6]. Following the analogy with the semigroup theory, we refer
to the derivative with respect to time of the semicocycle at time t = 0, if it
exists, as the ‘generator’ of the semicocycle. Although not every semicocycle
is differentiable with respect to time (see Examples 3.1 and 4.2), we prove,
in Section 4, a sufficient condition implying that semicocycles which are
C1-smooth with respect to the spatial variable (and satisfy an additional
technical assumption) are automatically differentiable with respect to the
time parameter, and are hence generated by an evolution equation. This
is a generalization of Theorem 2.2(b) in [11], where the one-dimensional
holomorphic case was investigated.
We also study the growth of the norm of a semicocycle with respect
to the time parameter, obtaining bounds on this growth in terms of the
semicocycle generator.
In Section 5 we consider the case of holomorphic semicocycles on a bounded
domain. In this case we can characterize the class of semicocycles which are
differentiable with respect to the time parameter: it is precisely the class
of semicocycles which have the property of uniform joint continuity. We
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also show that a holomorphic semicocycle has the stronger property of T -
continuity if and only if its generator is bounded on sets which are strictly
inside the domain.
2. Preliminary results on semigroups
We begin with some standard notations. Denote by X and Y two Banach
spaces endowed with the norms ‖ · ‖X and ‖ · ‖Y , respectively. Let D ⊂ X
and Ω ⊂ Y be domains (connected open sets). The set of all mappings
continuous (respectively, smooth) on D and taking values in Ω is denoted
by C(D,Ω) (respectively, C1(D,Ω)). By C(D) (respectively, C1(D)) we
denote the set of all continuous (smooth) self-mappings of D.
We begin with some general definitions of different types of continuity for
arbitrarily families of mappings {ft}t≥0 , ft : D → Y , where D ⊂ X is a do-
main in a Banach space X , and Y is a Banach space, and relations between
them. Recall that a bounded subset D∗ ⊂ D is said to lie strictly inside D
if it is bounded away from the boundary ∂D, that is, inf
x∈D1
dist(x, ∂D) > 0.
Definition 2.1. The family {ft}t≥0 , ft ∈ C(D, Y ) is said to be
• separately continuous if for every x0 ∈ D, ft(x0) is continuous
with respect to t ∈ [0,∞);
• jointly continuous (JC, for short) at (t0, x0) ∈ [0,∞)×D if
lim
t→t0,x→x0
ft(x) = ft0(x0).
It is called jointly continuous on I ×D (I ⊂ [0,∞) an interval) if it
is JC at every point (t0, x0) ∈ I ×D;
• uniformly jointly continuous (UJC, for short) if for every t0 ≥ 0
and x0 ∈ D there exists a neighborhood U of x0 such that ft(x) →
ft0(x) as t→ t0, uniformly on U .
• locally uniformly continuous (T -continuous, for short) at t = t0
if for every subset D∗ strictly inside D,
sup
x∈D∗
‖ft(x)− ft0(x)‖Y → 0 as t→ t0.
It is called T -continuous if it is T -continuous at every t0 ≥ 0.
We notice that for the case where X is finite-dimensional, local uniform
continuity coincides with continuity uniform on compact subsets.
The following simple assertion is of general character (not involving alge-
braic structure) and can be proved using standard arguments.
Proposition 2.1. Let {ft}t≥0 ⊂ C(D, Y ).
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(i) If the family {ft}t≥0 is T -continuous, then it is uniformly jointly
continuous.
(ii) If the family {ft}t≥0 is uniformly jointly continuous, then it is jointly
continuous on [0,∞)×D.
(iii) If X is a finite-dimensional and {ft}t≥0 is jointly continuous on
[0,∞)×D, then it is T -continuous.
We mention that while separate continuity and joint continuity are very
standard notions, uniform types of continuity (UJC and T -continuity) are
more specialized ones. They are mainly useful for the case of families of
holomorphic mappings due to the following assertion, which follows from
the Cauchy inequality for derivatives (see, for example, [20, Proposition
2.3]). Recall that if Banach spaces X and Y are complex, a mapping F :
D → Y, D ⊂ X , is said to be holomorphic if it is Freche´t differentiable
at each point x ∈ D. By Hol(D,Ω) we denote the set of all holomorphic
mappings on D with values in Ω ⊂ Y . By Hol(D) we denote the set of all
holomorphic self-mappings of D.
Lemma 2.1. If a family {ft}t≥0 ⊂ Hol(D, Y ) is uniformly jointly continu-
ous (respectively, T -continuous), then the family of the Freche´t derivatives
{ft
′}t≥0 ⊂ Hol(D, L(X, Y )) is uniformly jointly continuous (respectively,
T -continuous).
One central goal of the theory of dynamic systems is the study of one-
parameter semigroups.
Definition 2.2. A family F = {Ft}t≥0 ⊂ C(D) is called a one-parameter
continuous semigroup (semigroup, for short) on D if the following properties
hold
(i) Ft+s = Ft ◦ Fs for all t, s ≥ 0;
(ii) For all x ∈ D, lim
t→0+
Ft(x) = x.
Note that, by this definition, a semigroup is separately continuous. It
turns on that the algebraic structure automatically implies joint continuity
for t > 0. The following theorem was proved in [5] (see also [2]), in the
general setting of semigroups on metric spaces.
Theorem 2.1. Let F = {Ft}t≥0 be a semigroup on a metric space Z. Then
F is jointly continuous on (0,∞) × Z. Moreover, if Z is locally compact
then F is jointly continuous on [0,∞)× Z.
A counterexample of a semigroup which is not jointly continuous on
[0,∞) × Z was given in [4]. Also, it is not true in general that semi-
groups are UJC. For example, any semigroup of linear operators which is
not uniformly continuous is not UJC.
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We now recall some facts related to the differentiability of a semigroup
with respect to its parameter t.
Definition 2.3. Let F = {Ft}t≥0 ⊂ C(D) be a semigroup on D. If the
limit
f(x) = lim
t→0+
1
t
[Ft(x)− x] (2.1)
exists for every x ∈ D, then we say that F is differentiable with respect to
its parameter t, and the mapping f : D → X defined by (2.1) is called the
(infinitesimal) generator of the semigroup F .
Note that if the limit (2.1) exists, then the semigroup F solves the Cauchy
problem 
∂u(t, x)
∂t
= f(u(t, x))
u(0, x) = x,
(2.2)
where we set u(t, x) = Ft(x).
Although on the best of our knowledge, no differentiability criterion for
general semigroups is known, for semigroups of holomorphic mappings the
following fact was proven by Reich and Shoikhet (see [20, Theorems 6.8–
6.9]).
Theorem 2.2. Let F ⊂ Hol(D) be a semigroup on a bounded domain in a
complex Banach space X. Then F is T -continuous if and only if for each
x ∈ D the limit in (2.1) exists, uniformly on subsets strictly inside D, and
defines mapping f ∈ Hol(D, X) which is bounded on each subset strictly
inside D.
Recall in this connection that one of the surprising features of the infinite-
dimensional holomorphy is that the inclusion f ∈ Hol(D, Y ) does not imply
that f is bounded on all subsets strictly inside D (see [12, 14, 20]).
The following notion concerns the flow’s spread over finite times.
Definition 2.4. Let F = {Ft(x)}t≥0 be a semigroup on a domain D. We
say that F acts strictly inside D if for every subset D∗ strictly inside D and
every t0 > 0 the set {Ft(x) : x ∈ D
∗, t ∈ [0, t0]} lies strictly inside D.
In the case where X is finite-dimensional, any semigroup acts strictly
inside by compactness. On the other hand, we do not know whether in the
infinite-dimensional case every semigroup F ∈ C(D) acts strictly inside.
Clearly, if D is the union of F -invariant subsets each one of which is strictly
inside D, then F acts strictly inside. Moreover, it can be shown that if a
semigroup F consists of holomorphic self-mappings of a domain D equipped
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with the hyperbolic metric (see [15, 13] and [20, Section 3.6]), then F acts
strictly inside.
3. Semicocycles and their continuity
The main object of study in this work is the notion of semicocycle.
Throughout, we assume that A is a complex unital Banach algebra with
the unity 1A such that ‖1A‖A = 1.
Definition 3.1. Let F = {Ft}t≥0 ⊂ C(D) be a semigroup. The family
{Γt}t≥0 of mappings Γt : D → A is called a semicocycle over F if it satisfies
the following:
(a) the chain rule: Γt(Fs(x))Γs(x) = Γt+s(x) for all t, s ≥ 0 and x ∈ D;
(b) lim
t→0+
Γt(x) = 1A for every x ∈ D.
The simplest example of a semicocycle over F ⊂ C1(D) is given by the
Freche´t derivatives of the semigroup: Γt(x) = Ft
′(x), where A = L(X).
Another simple example is one independent of x. Such semicocycles coincide
with uniformly continuous semigroups {Γt(x) = e
ta}t≥0, a ∈ A. Additional
examples of semicocycles are given by Γt(x) = M(Ft(x))M(x)
−1, where
M ∈ C(D,A∗). Our interest in semicocycles is motivated, in part, by the
following construction.
Proposition 3.1. Let X and Y be complex Banach spaces, A = L(Y ) be the
algebra of bounded linear operators on Y . Assume that F = {Ft}t≥0 ⊂ C(D)
is a semigroup on a domain D ⊂ X and Γt : R
+ → C(D,A). The family
{Γt}t≥0 is a semicocycle over F if and only if the family F˜ =
{
F˜t
}
t≥0
de-
fined by F˜t(x, y) = (Ft(x),Γt(x)y) forms a one-parameter continuous semi-
group on the domain D × Y .
The semigroup F˜ was studied in [10] as an extension operator for semi-
groups of holomorphic mappings. We see that such operators necessarily
involve semicocycles. Note also that the extended semigroup F˜ is often
referred to as a linear skew-product flow; see, for example [6, 3].
Proof. First, a straightforward calculation shows that(
F˜s ◦ F˜t
)
(x, y) = F˜s (Ft(x),Γt(x)y)
= (Fs(Ft(x)),Γs(Ft(x))Γt(x)y)
= (Fs+t(x),Γs(Ft(x))Γt(x)y) ,
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that is, F˜ satisfies the semigroup property if and only if {Γt, t ≥ 0} satisfies
the chain rule. In addition,
lim
t→0+
F˜t(x, y) = lim
t→0+
(Ft(x),Γt(x)y) =
(
x, lim
t→0+
Γt(x)y
)
.
Hence, lim
t→0+
Γt(x) = 1A if and only if lim
t→0+
F˜t(x, y) = (x, y). 
We now proceed with the study of relations between different types of
continuity of semicocycles. First we prove that semicocycles are always
jointly continuous. We will see that while Theorem 2.1 implies the joint
continuity of semicocycles for t > 0, the joint continuity at t = 0 will
require an additional argument. Note that, due to the algebraic relations,
joint continuity of a semicocycle on {0}×D can be extended to [0,∞)×D
– but the other direction is not so immediate.
Theorem 3.1. Every semicocycle {Γt}t≥0 ⊂ C(D,A) over a semigroup
F ⊂ C(D) is jointly continuous on (0,∞)× D. If F is jointly continuous
on [0,∞)×D, then {Γt}t≥0 is jointly continuous on [0,∞)×D.
Proof. First we show that {Γt}t≥0 is jointly continuous on (0,∞)×D. Each
element of the algebra A can be considered as the bounded linear operator
of left multiplication on A, hence one can say that Γt(x) ∈ L(A). Therefore
the semigroup F˜ constructed in Proposition 3.1 acts also on the metric space
D × A and by Theorem 2.1 is therefore jointly continuous on (0,∞) × D.
In addition, we have
F˜t(x, a)− F˜t0(x0, a) = (Ft(x)− Ft0(x0), (Γt(x)− Γt0(x0)) a) .
Thus the joint continuity of F˜ implies that lim
t→t0,x→x0
Γt(x) = Γt0(x0).
It remains to prove the joint continuity at points in {0}×D. We now fix
x0 ∈ D, and will prove the joint continuity at (0, x0).
We fix t0 > 0 so that Γt0(x0) is invertible (this is possible since Γt(x0)→
Γ0(x0) = 1A as t0 → 0).
Let us define, for the chosen t0, the following function V : [0,∞)×D → A:
V (t, x) =
∫ t
t0
Γs(x)ds.
The joint continuity of {Γt}t≥0 on (0,∞)×D implies that V is also jointly
continuous on (0,∞)×D. Noting that
lim
t→t0
1
t− t0
V (t, x0) = Γt0(x0),
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and using the assumption that Γt0(x0) is invertible, we see that we can
choose t1 > 0 sufficiently close to t0 so that
1
t1−t0
V (t1, x0) is invertible, and
hence V (t1, x0) is also invertible. By continuity of V we can also ensure
that V (t1, x) is invertible for x in some neighborhood of x0.
Using the semicocycle property Γt+s(x) = Γs(Ft(x))Γt(x), we get, for
any t,
V (t1, Ft(x))Γt(x) =
∫ t1
t0
Γs(Ft(x))Γt(x)ds
=
∫ t1
t0
Γt+s(x)ds =
∫ t+t1
t+t0
Γs(x)ds
= V (t + t1, x)− V (t+ t0, x).
Since V (t1, x) is invertible for x in a neighborhood of x0, and the semi-
group is jointly continuous, we have that V (t1, Ft(x)) is invertible for (t, x)
sufficiently close to (0, x0), so that we can write the above as
Γt(x) = V (t1, Ft(x))
−1[V (t+ t1, x)− V (t+ t0, x)]. (3.1)
Now the joint continuity of V in (0,∞)×D, and the joint continuity of F ,
imply that
lim
(t,x)→(0,x0)
Γt(x) = lim
(t,x)→(0,x0)
V (t1, Ft(x))
−1[V (t + t1, x)− V (t+ t0, x)]
= V (t1, x0)
−1[V (t1, x0)− V (t0, x0)] = 1A,
and we have shown the joint continuity of Γt(x) at (0, x0). 
In contrast with joint continuity, we now give examples showing that
in infinite-dimensional spaces, even for semicocycles over linear semigroups
and the algebra A = C, uniform types of continuity (UJC and T -continuity)
do not always hold.
Example 3.1. Let X = ℓ1, the space of absolutely convergent sequences.
So, any vector x ∈ X can be written as x = {xk}k≥1 with ‖x‖ :=
∞∑
k=1
|xk| <
∞. Consider the linear semigroup F = {Ft}t≥0 on the open unit ball D
of X defined by Ft(x) = {e
−ktxk}k≥1. Denote Γt(x) = exp [γt(x)], where
γt(x) =
∞∑
k=1
xk(1 − e
kt). Let verify that {Γt}t≥0 is a semicocycle over F .
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Indeed, this family is continuous, Γ0(x) = 1 for every x ∈ X, and
Γt(Fs(x))Γs(x) = exp (γt(Fs(x)) + γs(x))
= exp
[
∞∑
k=1
(
e−ksxk
(
1− e−kt
)
+ xk
(
1− e−ks
))]
= exp
[
∞∑
k=1
xk
(
1− e−kt−ks
)]
= Γs+t(x),
that is, the chain rule is satisfied. So, this family forms a semicocycle. Take
any point x(0) ∈ D and the points x(n) such that the sequence x(n)−x(0) has
only one coordinate different from zero, namely, x(n)n − x
(0)
n = ǫ > 0, so
that all of these points are on the ǫ-distance from x(0). Further, γt(x
(n)) =
γt(x
(0)) + ǫ(1 − e−nt). We see that γt(x) → 0 as t → 0
+ but not uniformly
in any neighborhood of any point x(0). Therefore the family {γt}t≥0 (hence
{Γt}t≥0) is not UJC. At the same time, {Γt}t≥0 is a JC semicocycle by
Theorem 3.1.
Example 3.2. Let X = c0, the space of all sequences tending to zero
equipped with the sup-norm. Any vector x ∈ X can be written as x =
{xk}k≥1 with lim
k→∞
xk = 0. Consider the linear semigroup F = {Ft}t≥0 on
the open unit ball D of X defined by Ft(x) = e
−tx. Obviously, this semi-
group is T -continuous. Take ρ ∈ (0, 1) and denote Γt(x) = exp [γt(x)],
where γt(x) =
∞∑
k=1
(
xk
ρ
)k (
1− e−tk
)
.
First, we check that {Γt}t≥0 is a semicocycle over F . Indeed, this family
is continuous and Γ0(x) = 1 for every x ∈ X. We verify that the chain rule
holds:
Γt(Fs(x))Γs(x) = Γt(e
−sx)Γs(x)
= exp
[
∞∑
k=1
((
e−sxk
ρ
)k (
1− e−tk
)
+
(
xk
ρ
)k (
1− e−sk
))]
= exp
[
∞∑
k=1
(
xk
ρ
)k (
e−sk − e−tk−sk + 1− e−sk
)]
= Γs+t(x).
Now we show that {Γt}t≥0 is not uniformly continuous on {‖x‖ ≤ ρ}. To
this end, for each natural n, we define a point x(n) with ‖x(n)‖ = ρ by
x(n)k =
{
ρ, 0 ≤ k ≤ n,
0, k > n.
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Then
γt(x
(n)) =
n∑
k=1
(
1− e−tk
)
≥ n
(
1− e−t
)
.
Therefore,
Γt(x
(n)) = exp
[
n∑
k=1
(
1− e−tk
)]
≥ exp
(
n
(
1− e−t
))
,
which tends to 1 as t→ 0 for each fixed n but this convergence is not uniform
with respect to n. Therefore, this semicocycle is not T -continuous, while its
uniform joint continuity is obvious.
Considering the extended semigroup F˜ defined in Proposition 3.1, the
relationship between uniform joint continuity and T -continuity of a semico-
cycle and those of the extended semigroup defined by it follows easily from
the definition:
Proposition 3.2. Let {Γt}t≥0 ⊂ C(D,A) be a semicocycle over some semi-
group F ⊂ C(D). The semigroup F˜ is uniformly jointly continuous (respec-
tively, T -continuous) if and only if both F and {Γt}t≥0 are.
One might conjecture that uniform joint continuity (or T -continuity) of
a semicocycle at t0 = 0 will imply the same property for all t0 ≥ 0. Un-
fortunately, we do not know whether such a conclusion concerning the T -
continuity is true in general. We can show it only under some restrictions
which are always satisfied when X is finite-dimensional.
Proposition 3.3. Let {Γt}t≥0 ⊂ C(D,A) be a semicocycle over a semigroup
F ⊂ C(D).
(i) If the semicocycle is UJC at t = 0 then it is UJC.
(ii) Assume in addition that {Ft}t≥0 acts strictly inside D and every map-
ping Γt, t ≥ 0, is bounded on sets strictly inside D. Then if the semicocycle
is T -continuous at t = 0, then it is T -continuous.
Proof. (i) Assume the semicocycle is UJC at t = 0. Fix t0 > 0, x0 ∈ D. By
the chain rule,
‖Γt(x)− Γt0(x)‖ = ‖[Γt−t0(Ft0(x))− 1A]Γt0(x)‖
≤ ‖Γt−t0(Ft0(x))− 1A‖‖Γt0(x)‖. (3.2)
By the UJC property at t = 0, there is a neighborhood U of Ft0(x0) such
that Γt−t0(x) → 1A as t → 0
+, uniformly for x ∈ U . By continuity of Ft0
we can choose a neighborhood V of x0 such that Ft0(V ) ⊂ U . Therefore
Γt−t0(Ft0(x))→ 1 as t→ 0
+, uniformly for x ∈ V . By continuity of Γt0 , we
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can assume (perhaps by making V smaller), that ‖Γt0(x)‖ is bounded in V .
Therefore (3.2) implies that Γt(x)→ Γt0(x) as t→ 0
+, uniformly for x ∈ V .
To prove the same for t→ t0
−, we use the invertibility of semicocycle values
proved in Theorem 3.2 below. Then we write the chain rule in the form
Γt(x) = (Γt0−t(Ft(x)))
−1 Γt0(x)
and repeat the previous consideration.
(ii) Since F acts strictly inside D, for any set D1 strictly inside D there
is a set D2 strictly inside D such that Ft0(x) ∈ D2 for all x ∈ D1. Noticing
that Γt−t0(x˜) tends to 1A as t → t0
+ uniformly on D2, we conclude, using
(3.2), that Γt(x) → Γt0(x) as t → t0
+, uniformly on D1. The case t → t0
−
can be considered as in the proof of assertion (i). 
We conclude this section by considering invertibility of the values Γt(x)
of semicocycles. Observe that it follows from condition (b) of Definition 3.1
that if {Γt}t≥0 is a semicocycle, then for every fixed x ∈ D there exists
t0 = t0(x) such that Γt(x) is invertible whenever t ≤ t0. It turns out that
the joint continuity proved above implies that all semicocycle values are
invertible.
Theorem 3.2. Let {Γt}t≥0 ⊂ C(D,A) be a semicocycle. Then each value
Γt(x), t ≥ 0, x ∈ D, is invertible.
Proof. Fix x0 ∈ D. By the joint continuity of a semicocycle (Theorem 3.1)
and condition (b) of Definition 3.1, there exists δ > 0 such that Γt(x) is
invertible for all 0 ≤ t < δ and x ∈ D, such that ‖x − x0‖ < δ . Denote
T = sup
{
T˜ : Γt(x0) ∈ A∗, 0 ≤ t < T˜
}
.
Assume that T is finite. Consider the point x˜0 = FT (x0). Since Γ0(FT (·)) =
1A, there exists 0 < τ such that Γt(x) is invertible for every 0 ≤ t < τ and
‖x− x˜0‖ < τ . There exists 0 < ε < τ/2 such that
‖FT−ε(x0)− x˜0‖ = ‖FT−ε(x0)− FT (x0)‖ < τ.
By the chain rule we have
ΓT+ε(x0) = Γ2ε(x˜0)ΓT−ε(x0), x˜0 = FT (x0).
Therefore, ΓT+ε(x0) ∈ A∗, which contradicts the finiteness assumption for
T . Therefore Γt(x0) is invertible for all t ≥ 0. Since x0 is arbitrary, each
Γt(x) ∈ A∗ for all x ∈ D. 
Remark 3.1. (a) For the case where F = {Ft}t∈R is a group, the above
theorem enables to extend a semicocycle {Γt}t≥0 over F to a cocycle {Γt}t∈R,
by setting Γ−t(x) = (Γt(F−t(x)))
−1.
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(b) An assertion in a sense ‘converse’ to Theorem 3.2 also holds. Namely,
if a family {Γt}t≥0 satisfies the chain rule with respect to a semigroup F =
{Ft}t≥0 and, for some t1 > 0, Γt1(x) is invertible for all x ∈ D, then
Γ0(x) = 1A for all x ∈ D, so {Γt}t≥0 is a semicocycle over F . Indeed,
applying the chain rule, we have Γt1(x) = Γt+0(x) = Γt1(x)Γ0(x) for all
x ∈ D. Then the invertibility of Γt1(x) implies Γ0(x) = 1A.
(c) For semicocycles consisting of holomorphic mappings, a stronger as-
sertion than (b) holds. If there exist x1 ∈ D and t1 ≥ 0 such that the
operator Γt1(x1) is invertible, then Γ0(x) = 1A for all x ∈ D. Indeed, since
Γt1 ∈ Hol(D,A), there exists a neighborhood U of x1 such that the operator
Γt1(x) is invertible for all x ∈ U . As above, Γ0(x) = 1A whenever x ∈ U .
The assertion follows by the uniqueness theorem for holomorphic mappings.
4. Generation of semicocycles
In this section we prove that every semicocycle {Γt}t≥0 ⊂ C
1(D,A) sat-
isfying some mild assumptions is differentiable with respect to t and can be
reproduced as the unique solution to an evolution problem.
Since both semigroup elements and semicocycle elements depend on the
time parameter t ≥ 0 and the spatial variable x ∈ X , we distinguish the
notations for derivatives. Namely, we denote the derivative with respect
to the parameter t by d
dt
while the Freche´t derivative with respect to x by
Ft
′(x), Γt
′(x) and so on.
We begin by recalling some basic results about non-autonomous evolution
problems (see, for example, [7, 19])
dv(t)
dt
= a(t)v(t)
v(0) = 1A,
(4.1)
where a, v : R+ → A (A, as above, is a unital Banach algebra).
Theorem 4.1. Let a ∈ C(R+,A). Then
(i) the evolution problem (4.1) is equivalent to the integral equation
v(t) = 1A +
∫ t
0
a(s)v(s)ds; (4.2)
(ii) the evolution problem (4.1) (hence, the integral equation (4.2)) has
a unique solution u ∈ C(R+,A). Moreover,
‖u(t)‖A ≤ exp
(∫ t
0
µ (a(s)) ds
)
, (4.3)
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where µ(a) = lim
t→0+
‖1A + ta‖A − 1
t
.
In particular, assertion (i) and the existence and uniqueness statement in
(ii) can be found in various monographs (see, for example, [18, 7]), while
estimate (4.3) was proven in [1].
Our specific interest is in the special case of (4.1) in which a(t) = B(Ft(x)),
where F = {Ft}t≥0 ⊂ C(D) is a semigroup and B ∈ C(D,A). In this case it
is natural to replace the function v(t) above by a mapping v(t, x) : R+ ×D → A.
By Theorem 4.1, the corresponding evolution problem has a unique solution
u(t) := u(t, x) for every fixed x ∈ D. It turns out that in this special case
the solution is a semicocycle over the semigroup F .
Theorem 4.2. Let B ∈ C(D,A), and let F = {Ft}t≥0 ⊂ C(D) be a semi-
group. Denote by u(t, x), t ≥ 0, x ∈ D, the unique solution to the evolution
problem 
dv(t, x)
dt
= B(Ft(x))v(t, x)
v(0, x) = 1A.
(4.4)
Then the family {Γt(x) := u(t, x)}t≥0 is a semicocycle over F .
The proof is just a repetition of the proof of Theorem 2.2(a) in [11].
Corollary 4.1. Let f ∈ C(D, X) be a semigroup generator and B ∈
C(D,A). Then the mapping f˜ defined by f˜(x, a) = (f(x), B(x)a) gener-
ates a semigroup Φ on D×A. A point (x0, a0) is a stationary point of Φ if
and only if x0 ∈ Null f and a0 ∈ KerB(x0).
In fact, the generated semigroup Φ in this corollary coincides with the ex-
tended semigroup (linear skew-product flow) F˜ described in Proposition 3.1.
The proof follows automatically from Proposition 3.1 and Theorem 4.2.
Example 4.1. As in Example 3.2, consider the space X = c0, the linear
semigroup F = {e−t·}t≥0 and the semicocycle defined by
Γt(x) = exp
[
∞∑
k=1
(
xk
ρ
)k (
1− e−tk
)]
.
It is easy to see that this semicocycle is differentiable with respect to t in
spite of the fact that it is not T -continuous. Further, consider the extended
semigroup F˜t(x, a) = (Ft(x),Γt(x)a), which acts on the domain D × A.
Differentiating this semigroup, we see that it is generated by the mapping
f˜(x, a) =
(
−x,
(
∞∑
k=1
k
(
xk
ρ
)k)
a
)
.
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Notice that by Proposition 3.2, the extended semigroup is not T -continuous.
This example shows that on unbounded domains a semigroup of holomorphic
mappings may be generated but not T -continuous (in contrast with the case
of bounded domains; cf. Theorem 2.2).
The result of Theorem 4.2 naturally raises the question as to whether ev-
ery semicocycle is differentiable with respect to t and can be produced as the
solution of a corresponding evolution problem. In general, the answer is neg-
ative, what follows from Example 3.1. In fact, even in the one-dimensional
case there are non-differentiable semicocycles.
Example 4.2. Consider the linear semigroup F = {e−t·}t≥0 on the interval
(−1, 1). Denote
Γt(x) =

e−t, if |x| < 1
2
,
2|x|e−t, if 1
2
≤ |x| < min
{
1, 1
2
et
}
,
1 otherwise.
A direct calculation shows that {Γt, t ≥ 0} is a (real-valued) semicocycle
over F . For every x, |x| > 1
2
, this semicocycle is not differentiable with
respect to t at the point t = ln(2|x|).
In Theorem 4.3 below we establish sufficient conditions for the differen-
tiability of smooth semicocycles. This assertion generalizes Theorem 2.2(b)
in [11] to infinite-dimensional spaces.
To obtain this result, we use the mapping V : [0,∞)×D → A defined by
V (t, x) =
∫ t
0
Γs(x)ds, (4.5)
which is similar to one used in the proof of Theorem 3.1. The properties of
V that will be needed below are given by
Lemma 4.1. Let {Γt}t≥0 ⊂ C(D,A) be a semicocycle over F . Then the
following assertions hold:
(i) If {Γt}t≥0 is jointly continuous on [0,∞)×D then the family {V (t, ·)}t≥0
is also jointly continuous on [0,∞)×D.
(ii) For every fixed x ∈ D, t 7→ V (t, x) is differentiable in [0,∞) and
dV (t, x)
dt
= Γt(x); (4.6)
(iii) For every fixed x0 ∈ D, there exists t0 > 0 such that V (t, x0) is
invertible for every t ∈ (0, t0];
(iv) For all fixed x ∈ D and t, s ∈ [0,∞), the following identity holds:
V (s, Ft(x))Γt(x) = V (t+ s, x)− V (t, x); (4.7)
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Concerning assertion (i), note that by Theorem 3.1 every semicocycle
over a jointly continuous semigroup is jointly continuous itself.
Proof. Assertions (i) and (ii) follow immediately.
Fix some x0 ∈ D. By assertion (ii) we have
lim
t→0+
1
t
V (t, x0) = Γ0(x0) = 1A.
This means that if we choose t0 > 0 sufficiently small,
1
t
V (t, x0) is invertible,
and hence V (t, x0) is also invertible for all 0 < t < t0. Therefore (iii) holds.
Assertion (iv) follows from the chain rule. Indeed, for all t, s ∈ [0,∞),
V (s, Ft(x))Γt(x) =
∫ s
0
Γr(Ft(x))Γt(x)dr
=
∫ s
0
Γt+r(x)dr =
∫ t+s
t
Γr(x)dr
= V (s+ t, x)− V (t, x).
This completes the proof. 
We now present the main results of this section for semicocycles consisting
of smooth mappings.
Theorem 4.3. Let a semigroup F = {Ft}t≥0 ⊂ C(D) be generated by
f ∈ C(D, X). Assume that {Γt}t≥0 ⊂ C
1(D,A) is a semicocycle over F ,
such that the family {Γt
′[f ]}t≥0 is jointly continuous on [0,∞)×D. Then for
each x ∈ D, the function t 7→ Γt(x) is differentiable on [0,∞). Moreover,
defining
B(x) =
d
dt
Γt(x)
∣∣∣∣
t=0
, (4.8)
we have B ∈ C(D,A) and Γt(x) is the unique solution to the evolution prob-
lem (4.4).
Proof. Fix some x0 ∈ D. Let us show that t 7→ Γt(x0) is differentiable in
[0,∞). By assertion (iv) of Lemma 4.1, for any t we have
V (s, Ft(x0))Γt(x0) = V (t+ s, x0)− V (t, x0).
By assertion (iii) of Lemma 4.1, there exists t0 > 0 such that V (t0, x0) is
invertible. Hence V (t0, x) is invertible for all x in a neighborhood U of x0.
In particular, there exists t1 > 0 such that V (t0, Ft(x0)) is invertible for
t < t1. Thus we can write the above as
Γt(x0) = V (t0, Ft(x0))
−1[V (t+ t0, x0)− V (t, x0)].
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First we note that t 7→ [V (t+ t0, x0)−V (t, x0)] is differentiable for all t ≥ 0
by (ii) of Lemma 4.1. To see the differentiability of t 7→ V (t0, Ft(x0))
−1
for t < t1, it is enough to verify that V (t0, Ft(x0)) =
∫ t0
0
Γτ (Ft(x0))dτ is
differentiable. Indeed, since the family {Γt
′[f ]}t≥0 is jointly continuous,
differentiation under the integral is valid by Leibniz’s rule (see [8, 8.11.2]).
Moreover,
d
dt
V (t0, Ft(x0)) =
∫ t0
0
Γτ
′(Ft(x0))[f(Ft(x0))]dτ. (4.9)
We therefore conclude that t 7→ Γt(x0) is differentiable for t ∈ [0, t1).
To show the differentiability for all t ≥ 0, we fix any s > 0 and write
Γt+s(x0) = Γs(Ft(x0))Γt(x0).
The last factor in the right hand-side is differentiable with respect to t < t1
while the first one is differentiable for all t ≥ 0. Therefore we conclude that
t 7→ Γt(x0) is differentiable in [s, s + t1); and since s is arbitrary, we are
finished.
Now we find an explicit formula for the derivative B(x) = d
dt
Γt(x)
∣∣
t=0
.
Differentiating both sides of (4.7) with respect to t by using (4.9), and then
setting t = 0, we obtain
B(x) = V (s, x)−1
(
Γs(x)− 1A −
∫ s
0
Γτ
′(x)[f(x)]dτ
)
. (4.10)
This implies that B is continuous on D. Moreover, for any t,
d
dt
Γt(x) = lim
s→0+
1
s
(Γt+s(x)− Γt(x))
= lim
s→0+
1
s
(Γs(Ft(x))− 1A) Γt(x) = B(Ft(x))Γt(x). (4.11)
Therefore, for every x ∈ D, the A-valued mapping v(t, x) = Γt(x) is the
unique solution of (4.4). 
Remark 4.1. Following the analogy with generation theory for semigroups,
it is natural to call the mapping B defined by (4.8) the generator of the
semicocycle {Γt}t≥0.
Next we assume that a semicocycle {Γt}t≥0 ⊂ C(D,A) is differentiable
with respect to t and denote its generator by B, which is also assumed to
be continuous on D. In this setting one asks:
How can one estimate the growth of a differentiable semicocycle?
This problem is important because such growth estimates provide affir-
mative answers to questions concerning the stability of evolution problems
(4.4). We establish uniform estimates for the growth of the norm ‖Γt(x)‖A
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of a semicocycle with respect to time. Some of these estimates are sharp
for small t, while others relate to the asymptotic behavior as t→∞.
Since ‖Γt(x)‖A → 1 as t → 0, we are interested in obtaining bounds of
the form
‖Γt‖D∗ := sup
x∈D∗
‖Γt(x)‖A ≤ e
Kt, (4.12)
on suitable subsets D∗ ⊆ D and exponents K, which depend on D∗. Being
solutions of evolution problems, differentiable semicocycles satisfy estimates
of the form (4.3); hence, they are expected to satisfy (4.12). The following
assertion justifies this expectation, generalizing Theorem 2.3 in[11]. We use
the quantity µ(a), a ∈ A, as defined in assertion (ii) of Theorem 4.1.
Proposition 4.1. Let D∗ ⊆ D be an invariant set of a semigroup F =
{Ft}t≥0 ⊂ C(D). A semicocycle {Γt}t≥0 with generator B satisfies (4.12) if
and only if its generator B satisfies µ(B(x)) ≤ K for all x ∈ D∗.
Proof. Suppose that {Γt}t≥0 satisfies (4.12). Since B is the derivative of
Γt(x) at t = 0, we have
Γt(x) = 1A + tB(x) + o(t) as t→ 0.
Therefore, for x ∈ D∗,
µ(B(x)) = lim
t→0+
1
t
[‖1A + tB(x)‖A − 1] = lim
t→0+
1
t
[‖Γt(x)‖A − 1]
≤ lim
t→0+
1
t
(eKt − 1) = K.
Conversely, let generator B of a semicocycle satisfy µ(B(x)) ≤ K for all
x ∈ D∗. Then, since D∗ is F -invariant, if x ∈ D∗, then Ft(x) ∈ D
∗ for all
t ≥ 0, so µ (B(Ft(x))) ≤ K, and the using of Theorem 4.1 completes the
proof. 
We remark that there exist semicocycles which satisfy (4.12) on every
F -invariant domain different from the whole D but not on D (see Exam-
ples 2.1–2.2 in [11]).
To formulate our next result recall that a point x0 ∈ D is called a fixed
point of a semigroup F = {Ft}t≥0 if Ft(x0) = x0 for all t ≥ 0. A fixed
point x0 is said to be (globally) attractive if Ft(x) → x0 as t → ∞ for
all x ∈ D. While in the one-dimensional case, for a semigroup of holo-
morphic self-mappings, which does not consist of elliptic automorphisms,
the existence of a unique fixed point implies its attractivity, this is no
longer true in higher-dimensional spaces, as shown by the simple exam-
ple: Ft(x1, x2) = (e
−tx1, e
itx2). Moreover, in an infinite-dimensional space a
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semigroup may converge to a unique interior point x0 ∈ D but not uniformly
on any neighborhood of x0.
Notice that an inequality of the form ‖Γt(x)‖A ≤ Le
Kt is not sharp for
small t whenever L > 1. On the other hand, it might happen that for
large t, one can admit a smaller exponent at the expense of taking a larger
prefactor L. We now present sharp (as t → ∞) estimates for semicocycles
over semigroups having a globally attractive fixed point.
The following result shows that the exponential rate of growth of a semic-
ocycle over a semigroup with an attractive fixed point x0 is determined by
the rate of growth of the linear semigroup Γt(x0) = e
tB0 , where B0 = B(x0).
To formulate it, we denote the spectrum of an element A of a Banach al-
gebra by σ(A), and the Lyapunov index of A (see, for example, [7] or [9])
by
κ(A) := max{Reλ : λ ∈ σ(A)} = lim sup
t→∞
1
t
log ‖etA‖. (4.13)
Theorem 4.4. Let F = {Ft}t≥0 ⊂ C(D) be a semigroup having a globally
attractive fixed point x0 ∈ D. Let {Γt}t≥0 ⊂ C(D,A) be a semicocycle over
F generated by B ∈ C(D,A). Let κ = κ(B(x0)) be given by (4.13). Then,
for every x ∈ D,
lim sup
t→∞
1
t
ln ‖Γt(x)‖A ≤ κ.
Moreover, if the convergence Ft(x)→ x0 is uniform on all sets strictly inside
D, then for every D∗ which is strictly inside D and ǫ > 0 there exists an
L = L(D∗, ǫ) such that
‖Γt(x)‖A ≤ Le
t(κ+ǫ), x ∈ D∗.
Proof. Fixing any ǫ > 0, by (4.13), we can find C such that
‖Γt(x0)‖ = ‖e
tB0‖ ≤ Ce(κ+ǫ)t.
Fixing x ∈ D and defining A(t) = Γt(x)− Γt(x0), we have
d
dt
A(t) = B(Ft(x))Γt(x)−B(x0)Γt(x0) = [B(Ft(x))− B0]Γt(x) +B0A(t).
Solving this linear non-homogenous equation for A(t), we get
A(t) =
∫ t
0
e(t−s)B0 [B(Fs(x))−B0]Γs(x)ds,
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hence
‖Γt(x)‖A = ‖Γt(x0) + A(t)‖A
≤ ‖Γt(x0)‖A +
∫ t
0
‖e(t−s)B0‖A · ‖B(Fs(x))− B0‖A · ‖Γs(x)‖Ads
≤ Ce(κ+ǫ)t + C
∫ t
0
e(κ+ǫ)(t−s)‖B(Fs(x))− B0‖A · ‖Γs(x)‖Ads. (4.14)
Using Gro¨nwall’s inequality (see e.g. [7, Ch.2, Corollary 2.2]), (4.14) implies
‖Γt(x)‖A ≤ Ce
(κ+ǫ)t+C
∫
t
0
‖B(Ft(x))−B0‖ds,
that is,
log ‖Γt(x)‖A ≤ logC + (κ + ǫ)t+ C
∫ t
0
‖B(Fs(x))− B0‖Ads. (4.15)
According to the continuity of B assumed at the beginning of the section,
lim
t→∞
‖B(Ft(x))− B0‖A = 0, hence
lim
t→∞
1
t
∫ t
0
‖B(Fs(x))−B0‖Ads = 0.
Therefore (4.15) implies
lim sup
t→∞
1
t
log ‖Γt(x)‖A ≤ κ+ ǫ,
and since ǫ > 0 was arbitrary, the first assertion follows.
To prove the second assertion, we first find a neighborhood U of x0 such
that ‖B(x)− B(x0)‖A < ǫ for all x ∈ U . Further, for every D
∗ which is
strictly inside D there is T > 0 such that Ft(x) ∈ U for all x ∈ D
∗ and
t > T . Then (4.15) can be rewritten in the form
log ‖Γt(x1)‖A ≤ logC + (κ+ ǫ)t+C
∫ T
0
‖B(Fs(x1))−B0‖Ads+Cǫ(t− T ),
which implies the result. 
5. Holomorphic semicocycles
Let D be a bounded domain in a complex Banach space. In this section
we study holomorphic semicocycles {Γt}t≥0 ⊂ Hol(D,A) over F ⊂ Hol(D).
For such semicocycles, we intend to sharpen the results of the previous
section concerning differentiability and growth estimates.
Our aim is to show the one-to-one correspondence between generators
and UJC semicocycles: every B ∈ Hol(D,A) generates a UJC semicocycle
{Γt}t≥0 ⊂ Hol(D,A), and every UJC holomorphic semicocycle is generated
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by some B ∈ Hol(D,A). Moreover, a semicocycle is T -continuous if and
only if its generator is bounded on sets strictly inside D.
First, we mention that semicocycles in Examples 3.1–3.2 are holomor-
phic, so there are holomorphic semicocycles which are not UJC and UJC
holomorphic semicocycles which are not T -continuous.
Throughout the section, we assume that F is T -continuous. Consider
now the unique solution to the evolution problem
dv(t, x)
dt
= B(Ft(x))v(t, x)
v(0, x) = 1A,
(5.1)
where B ∈ Hol(D,A) and F ⊂ Hol(D). By Theorem 4.2, the family {Γt :=
v(t, ·)}t≥0 is a semicocycle over F . Using assertion (i) of Theorem 4.1 and
the implicit function theorem in Banach spaces, one can easily see that this
semicocycle is holomorphic.
Theorem 5.1. Let F = {Ft}t≥0 ⊂ Hol(D) be a T -continuous semigroup on
a bounded domain D. Then a semicocycle {Γt}t≥0 ⊂ Hol(D,A) over F is
generated by a mapping B ∈ Hol(D,A) if and only if it is uniformly jointly
continuous.
Proof. We first show that a semicocycle generated by (5.1) is UJC. By
Lemma 3.3, it suffices to show it is UJC at t = 0. Fix x0 ∈ D. The
holomorphic mapping B is bounded in a neighborhood U ⊂ D of x0, say
‖B(x)‖A ≤M for x ∈ U . Let U
∗ be a neighborhood of x0 which lies strictly
inside U . By T -continuity of F , for every ǫ > 0 there is δ > 0 such that
‖Ft(x) − x‖X < ǫ for all x ∈ U
∗ whenever t ∈ [0, δ) . Hence there is δ > 0
such that Ft(x) ∈ U for (t, x) ∈ [0, δ) × U
∗. Therefore ‖B(Fs(x))‖A ≤ M
and by assertion (ii) of Theorem 4.1, ‖Γs(x)‖A ≤ e
sM for all s ≤ t < δ
and x ∈ U∗. Thus by the semicocycle property and by assertion (i) of
Theorem 4.1,
‖Γt(x)− 1‖ =
∥∥∥∥∫ t
0
d
ds
Γs(x)ds
∥∥∥∥ = ∥∥∥∥∫ t
0
B(Fs(x))Γs(x)ds
∥∥∥∥ ≤ (etM − 1)M
for (t, x) ∈ [0, δ)× U∗, implies the uniform joint continuity.
Conversely, let {Γt}t≥0 be a UJC holomorphic semicocycle. Then by
Lemma 2.1, the family {Γt
′}t≥0 is also UJC, hence JC by Proposition 2.1.
Then applying Theorem 4.3, we conclude that the semicocycle is differen-
tiable. Finally, by formula (4.10), B ∈ Hol(D,A). 
Remark 5.1. In the case where X is finite-dimensional, every semigroup
F ∈ Hol(D) is JC on [0,∞)×A by Theorem 2.1, and is thus T -continuous
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by Proposition 2.1(iii), and every holomorphic semicocycle {Γt}t≥0 over F
is JC by Theorem 3.1, hence it is UJC. Thus, applying as above Lemma 2.1
and Theorem 4.3 we see that
Any holomorphic semicocycle on a bounded domain in a finite-dimensional
space is a solution of an evolution problem (5.1).
Another surprising fact can be seen analysing the arguments leading to
Theorem 5.1.
Corollary 5.1. Let {Γt}t≥0 be a semicocycle over a T -continuous semi-
group. If the family {Γt
′}t≥0 is jointly continuous, it is uniformly jointly
continuous.
The previous theorem provides conditions for a holomorphic semicocycle
to be a solution of evolution problem (5.1). Recall that the differentiability
of a holomorphic semigroup and the boundedness of its generator is tightly
connected to T -continuity of a semigroup (see Theorem 2.2). It follows from
Theorem 5.1 that for differentiability of a semicocycle its T -continuity is not
needed. At the same time, the next result shows a partial similarity with
the semigroup case.
Theorem 5.2. Assume that {Γt}t≥0 ⊂ Hol(D,A) is a semicocycle over
a T -continuous semigroup F = {Ft}t≥0 ⊂ Hol(D). Then {Γt}t≥0 is T -
continuous if and only if it is generated by a mapping B ∈ Hol(D,A), which
is bounded on every domain D∗ strictly inside D.
Proof. Assume that {Γt}t≥0 is T -continuous. Then by Lemma 2.1, the fam-
ily {Γt
′}t≥0 is also T -continuous; and hence, by Proposition 2.1, it is jointly
continuous. Therefore for every t ≥ 0, the mapping V (t, x) defined by (4.5)
is holomorphic and Theorem 4.3 can be applied (equivalently, one uses The-
orem 5.1). Hence Γt(x) is the unique solution of (5.1).
Choose any two domains D1 and D2 such that D1 is strictly inside D2
and D2 is strictly inside D. We can choose t1 so that
x ∈ D2, t ∈ [0, t1] ⇒ ‖Γt(x)− 1A‖A ≤ 1 ⇒ ‖Γt(x)‖A ≤ 2. (5.2)
Since the semigroup F is T -continuous, it follows from Theorem 2.2 that
it is generated by some mapping f ∈ Hol(D, X), which is bounded on each
domain strictly inside D. Therefore there is m0 so that
‖f(x)‖X ≤ m0 for all x ∈ D2. (5.3)
By (5.2) and Cauchy’s inequality, we have
x ∈ D1, t ∈ [0, t1] ⇒ ‖Γ
′
t(x)‖A ≤ m1.
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This implies that the function V (t, x) defined by (4.5) satisfies
x ∈ D1, t ∈ [0, t1] ⇒ ‖V
′(t, x)‖L(X,A) ≤
∫ t
0
‖Γ′s(x)‖Ads ≤ m1t. (5.4)
To proceed we show now that there exists τ > 0 such that∥∥[V (t, x)]−1∥∥
A
≤
2
t
(5.5)
for all 0 < t < τ and x ∈ D2. Indeed, since {Γt}t≥0 is T -continuous, the
convergence 1
t
V (t, x) → 1A as t → 0, is uniform on D2. So there exists
τ > 0 such that the inequality
∥∥∥∥1t V (t, x)− 1A
∥∥∥∥
A
≤
1
2
holds for all t < τ
and x ∈ D2. Thus∥∥∥∥∥
[
1
t
V (t, x)
]−1∥∥∥∥∥
A
≤
1
1−
∥∥ 1
t
V (t, x)− 1A
∥∥
A
≤ 2,
which implies (5.5).
Let us now turn to (4.10). This formula shows that in our setting B ∈
Hol(D,A). Further, assuming x ∈ D1 and using (5.2)–(5.5), it implies that,
for s < min(t1, τ),
‖B(x)‖A ≤
∥∥[V (s, x)]−1∥∥
A
· ‖[Γs(x)− 1A − V
′(s, x)[f(x)]]‖A
≤
∥∥[V (s, x)]−1∥∥
A
·
[
‖[Γs(x)‖A + 1 + ‖V
′(s, x)‖L(X,A) · ‖f(x)‖X
]
≤
2
s
[2 + 1 +m1s ·m0].
We have therefore shown that B is bounded on D1. Since D1 is an ar-
bitrary domain strictly inside D, we obtain that B is bounded on every
domain strictly inside D.
Conversely, assume that Γt(x) satisfies the evolution problem (5.1), where
B ∈ Hol(D,A) is bounded on every domain strictly inside D. Then {Γt}t≥0
is a semicocycle over {Ft}t≥0 by Theorem 4.2.
Since {Ft}t≥0 is T -continuous, then for any two domains D2 strictly inside
D and D1 strictly inside D2 and for any 0 < ε < dist{∂D1, ∂D2} there is
t∗ > 0 such that for all s ∈ [0, t∗] we have ‖Fs(x)− x‖X < ε whenever
x ∈ D1. Since B is bounded on every domain strictly inside D, there
exists M > 0 such that ‖B(x)‖A ≤ M on the set {x : dist(x,D1) ≤ ǫ}.
Thus ‖B(Fs(x)‖A ≤ M whenever x ∈ D1. In particular, this implies by
Theorem 4.1(ii) that ‖Γs(x)‖A ≤ e
Ms for all s ∈ [0, t∗] and x ∈ D1. In
addition, Γt(x) satisfies the integral equation (4.2). Therefore, for x ∈
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D1, 0 ≤ t ≤ t
∗,
‖Γt(x)− 1A‖A ≤
∫ t
0
‖B(Fs(x))‖A · ‖Γs(x)‖Ads
≤
∫ t
0
MeMsds = eMt − 1.
Thus, {Γt}t≥0 is T -continuous. 
Returning to Example 3.2 of a semicocycle which is not T -continuous, we
see that its generator, given by B(x) =
∞∑
k=1
k
(
xk
ρ
)k
, is unbounded on the
ball of radius ρ.
It turns out that for holomorphic semicocycles the existence of bounds
of the form (4.12), that is, ‖Γt‖D∗ ≤ e
Kt, on suitable subsets D∗ ⊆ D
and exponents K = K(D) is intimately connected to T -continuity of the
semicocycle.
Proposition 5.1. Let D ⊂ X be a bounded domain. Let {Γt}t≥0 ⊂ Hol(D,A)
be a semicocycle over a T -continuous semigroup F ⊂ Hol(D). If there exists
K such that ‖Γt‖D ≤ e
Kt, then {Γt}t≥0 is T -continuous.
The proof of this proposition follows directly from the proof of Theo-
rem 5.3 below.
Regarding the assertion converse to Proposition 5.1, it is certainly not true
that T -continuity implies that ‖Γt‖D ≤ e
Kt, as is shown by Example 2.1
in [11]. Nevertheless, under an additional assumption on the semigroup
behavior, T -continuity of semicocycle is equivalent to the property that
‖Γt‖D∗ ≤ e
Kt on each D∗ strictly inside D. More precisely,
Theorem 5.3. Let D ⊂ X be a bounded domain. Let {Γt}t≥0 ⊂ Hol(D,A)
be a semicocycle over a T -continuous semigroup F ⊂ Hol(D). Assume that
for every set D0 strictly inside D there is an F-invariant domain D
∗ strictly
inside D such that D0 ⊂ D
∗. Then {Γt}t≥0 is T -continuous if and only if
for every subset D∗ strictly inside D there is K such that ‖Γt‖D∗ ≤ e
Kt.
The assumption on the semigroup behavior in this theorem holds when-
ever a semigroup F has a globally attractive fixed point (see for example,
[13, 20]).
Proof. Suppose that {Γt}t≥0 is T -continuous. By Theorem 5.2 it is gener-
ated by a holomorphic mapping B. Let D0 be any set strictly inside D. By
our assumption there is an F -invariant domain D∗ strictly inside D. By
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Theorem 5.2, the supremum K := sup
x∈D∗
‖B(Fs(x))‖A is finite. Therefore
sup
x∈D0
µ(B(Fs(x))) ≤ K.
So, ‖Γt‖D∗ ≤ e
Kt by assertion (ii) of Theorem 4.1.
Conversely, fix an arbitrary set D0 strictly inside D. Suppose that there
is an F -invariant domain D∗ strictly inside D such that D0 ⊂ D
∗ and
K = K(D∗) such that ‖Γt(x)‖A ≤ e
Kt for all x ∈ D∗.
Denote Γˆt(x) := e
−KtΓt(x), t ≥ 0. Then ‖Γˆt(x)‖A ≤ 1 for all x ∈ D
∗. It
is easy to see that the family
{
Γˆt
}
t≥0
is a semicocycle.
Then, by Proposition 3.1, the family F˜ defined by F˜t(x, a) :=
(
Ft(x), Γˆt(x)a
)
forms a semigroup on D × A. Now we verify that the bounded domain
D˜ := {(x, a) : x ∈ D∗, ‖a‖A < 1} is F˜-invariant. Indeed, for every point
(x, a) ∈ D˜ we have Ft(x) ∈ D
∗ and∥∥∥Γˆt(x)a∥∥∥
A
≤
∥∥∥Γˆt(x)∥∥∥
A
· ‖a‖A < 1,
that is, F˜t(x, a) ∈ D˜. So, F˜ is a semigroup on D˜. It is generated by the
mapping
f˜(x, a) = (f(x), (B(x)−K · 1A) a) ,
where f and B are the generators of F and {Γt}t≥0, respectively (cf. Corol-
lary 4.1). Since f˜ generates a semigroup of holomorphic self-mappings on
the bounded domain D˜, it is holomorphic and is bounded strictly inside
D˜; see Theorem 2.2. Hence B ∈ Hol(D,A) and is bounded on D0 (which
is strictly inside D∗). Thus, it follows from Theorem 5.2 that {Γt}t≥0 is
T -continuous. 
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