Upon revisiting our published work on the genetic architecture of adult height, 1 we noted the following sentence: 'Height was measured with a stadiometer to the nearest 0.1 cm.' Genetic association studies generally do not utilize information regarding precision of phenotypic measurements. We suggest that doing so addresses a long-standing issue between clinical importance and statistical significance. In this specific instance, we suggest that effects smaller than 0.1 cm are clinically insignificant, as they are not measurable; the issue then becomes how to incorporate this limit into statistical approaches in human genetics investigations such as genome-wide association studies (GWAS).
One solution to this problem is based on classical measurement error. Assume that the observed value of the outcome (dependent variable) y * is equal to the true, underlying value of y plus a random component e. In ordinary least squares (OLS), the true model y ¼ Xb þ e becomes y * ¼ Xb þ e þ e. Assuming that (1) the two errors are uncorrelated, (2) the expected values of both errors are 0, and (3) both error terms are uncorrelated with the independent variable, the OLS estimateb is a consistent and unbiased estimate of b. However, the variance ofb increases from
. Consequently, test statistics accounting for measurement error will be smaller. Critically, claims of statistical significance will be limited by the precision of the measurement of the outcome.
A second solution to this problem is to use protected inference. 2 Classical inference is based on testing what is called a point null hypothesis: in GWAS, a normally distributed test statistic can be formulated asðb À b 0 Þ=SEb with the point null value b 0 ¼ 0. In slightly simplified terms,b is called consistent if it converges to the true value of b with enough data, ie, a suitably large sample size. However, the probability mass of any point in a continuous distribution is 0. Consequently, statistical significance can be attained for trivial effects by simply increasing the sample size ( Figure 1a) . Under protected inference, the null hypothesis is an interval rather than a point. We suggest two ways to implement protected inference. We can control the false positive error rate at the borders of the null interval, allowing the test to become overly conservative within the null interval (Figure 1b) . Alternatively, we can control the false positive error rate at a fixed value across the entire null interval (Figure 1c 
