The neighbour method of Kneser can be adapted to the hermitian case. Generalizing results of Hof91], we show that it can be used to classify any genus in a hermitian space of dimension 2 by neighbour steps at suitable primes. The method was implemented for positive de nite hermitian lattices (not necessarily free) over Q( p d). A table of class numbers of unimodular genera and the largest minima attained in those genera is given. We also describe a generalization of the LLL-algorithm to lattices in positive hermitian spaces over number elds.
Introduction
The neighbour method was introduced by Kneser Kne57] for integral Z-lattices in a quadratic space. The geometrical idea is to give a \global" construction that changes the localizations of a lattice only at one prime. The invariant factors of a lattice in its neighbours are (1=p; 1; : : :; 1; p). At primes p not dividing the determinant of a lattice L, all neighbours can be determined in a convenient way. Let the neighbourhood of a lattice L at p denote the minimal set containing L and all integral p-neighbours of its elements. A simple geometrical argument shows, that for p -det(L) the neighbourhood of L contains all lattices with the same determinant that are locally equal to L at all primes but p. The connection to the genus of L is established using \strong approximation". This situation carries over to hermitian spaces over a number eld. We x some notation: Let Z, N 0 , Q, R, C denote the sets of integers, nonnegative integers, rational, real, and complex numbers respectively. Troughout this paper E=F denotes an extension of degree 2 of number elds and x ! x the nontrivial automorphism of E over F. The rings of integers are denoted by O E and O F . Let V be an n-dimensional E-space with a regular hermitian form h : V V 7 ! E (i.e. h is E-linear in the rst variable, 8x; y : h(x; y) = h(y; x) and : V ! V : ( (y))(x) = h(x; y) is bijective Given number elds E=K we denote by N E=K (a), N E=K (a) the norm of elements in E as well as the norm of O E -ideals, and in the case K = Q the latter will also denote the positive generator of the Z-ideal N E=Q (a).
The theory of lattices in hermitian spaces develops along the lines of the quadratic case. Isomorphisms in the category of hermitian spaces with lattices, are called isometries of (hermitian) lattices. Automorphisms of lattices are denoted as follows:
Let us recall some de nitions for hermitian lattices:
De nition 1.6 Let L be an O-lattice in a hermitian space (W; h). The dual lattice L # and the discriminant ideal d(L) are de ned by
If L L # we say that L is integral, and L is called unimodular i L = L # .
The norm ideal n(L) of L is the fractional ideal generated by fh(x; x) j x 2 Lg ( 
Let L be an O E -lattice in the n-dimensional hermitian E-space (V; h). We may regard L also as Z-lattice in the quadratic space (V; tr E=Q h) over Q, where tr E=Q denotes the trace. Let L # Z denote the dual of L as a Z-lattice with respect to the Q-bilinear form T := tr E=Q h (de ned analogous to (2)). 
Since we have strong approximation only with respect to SU(V; h) and not for the unitary group, we need to de ne the notion of the \special genus" of a lattice, analogous to the spinor genus of a lattice in a quadratic space.
De nition 1.7 Let L be an O E -lattice in the hermitian space (V; h). The class, genus and the special genus gen 0 (L) of L are de ned by
The local theory of hermitian forms is developed in Jac62] for the rami ed and inert case where E p is a eld, and in Shi64] for the case E p = F p F p . We will state the results where they are needed.
In Section 2 we describe the properties of the neighbour construction and the application of the strong approximation theorem for SU(V; h). For hermitian spaces the neighbour method was introduced by Ho mann Hof91] under conditions that imply gen(L) = gen 0 (L). We generalize some of his results and prove that all classes in a genus gen(L) have representatives that can be constructed from L by successive neighbour steps at di erent primes. A suitable nite set of primes can be determined a priori. Section 3 gives a detailed description of all the neighbours of one lattice. An explicit formula for the number of neighbours is established in Lemma 3.3. In Section 4 some details of the practical neighbour algorithm are given. We de ne a reduction procedure for lattices in a totally positive hermitian space that is analogous to the LLL-algorithm and gives a similar bound for the minimum.
Results of computations are given in Section 5. We list the number of classes and the largest minimum attained for unimodular hermitian genera that were classi ed completely. More data for these genera including lists of classes and the masses can be obtained at http://www.math.uni-sb.de/~schulzep/. Theorem 2.6 (Strong Approximation): With the notation as above assume that the dimension of V is 2. Let S F . Assume that V is inde nite or that V q is isotropic at a prime q 2 F n S. Let T be a nite set of primes with T S. Let L be an O F -lattice in V and for all q 2 T let q 2 SU(V q ; h). Then for every positive integer e there exists 2 SU(V; h) subject to:
Corollary 2.7 Let dim(V ) 2, L V be an O E -lattice and P a prime in O E with P -d(L). Let p = P \ O F and assume that V p is isotropic or V is inde nite. Then N(L; P) gen 0 (L) :
Proof : Let M 2 gen 0 (L) and for all q 2 F let q L q = M q with 2 U(V; h) and q 2 SU(V q ; h). Apply the above theorem with S = F n fpg, T = fq j ?1 M q 6 = L q g and e such that q e LL q for q 2 T. We can nd 0 2 SU(V; h) with 0 L q = q L q for all q 2 S. Then the assertion is a consequence of Prop.2.5.
The hypothesis that V p is isotropic (in the de nite case) comes true for all split P as well as for dim E (V ) 3.
Let us brie y collect some facts about (O E ) q -lattices in the hermitian space V q (see Jac62] for inert and rami ed q and Shi64] Sect.3 for the split case):
If q 2 F is split or inert, then every (O E ) q -lattice L q has an orthogonal (O E ) qbase.
If q 2 F is rami ed, then every lattice L q is an orthogonal sum of 1 and 2-dimensional sublattices. If q is split or inert or rami ed with q -2, then all unimodular lattices L q V q are isometric. In the remaining case of rami ed q j 2, we need the norm ideal n(L q ) as additional invariant to identify cl(L q ). This leads to Lemma 2.8 Let L, P be as in Corollary 2.7. If P is split or inert or P -2, then N(L; P) gen(L). If P is rami ed and P j 2, then for M 2 N(L; P) we have:
Following Shi64] we set
If L q splits a 1-dimensional sublattice it is immediate that E(L q ) = E q;0 , and because it always splits at least a 2-dimensional sublattice we have E(L q ) E q;0 2 . Using the neighbour construction at di erent primes (not dividing the discriminant of the genus) we reach all classes of lattices in gen(L). In view of Prop.2.5 this is a consequence of the following theorem setting T = q 2 F q j d(L) \ O F . Theorem 2.9 With the common notation let M and L be integral O E -lattices in a hermitian space V with dim E (V ) 2 and assume M 2 gen(L). Let T F be a nite set of primes. Then there is a lattice M 0 in the class of M such that M 0 q = L q for all q 2 T. Proof : Let q L q = M q with q 2 U(V q ; h) 8q 2 F . Let us rst assume, that there is a 2 U(V; h) with det( ) det( q ) = det( q ) where q 2 U(L q ; h) for all q 2 T. Applying Theorem 2.6 to?1 we nd 2 SU(V; q) with L q =?1 L q for q 2 T. Then ?1 M q = ?1?1 L q = L q for q in T as was claimed by the theorem. To nd a with the properties stated above it is su cient to nd a scalar c 2 E with cc = 1 and c det( q ) 2 E(L q ). For all split q 2 T x a Q j q and an isomorphism E Q ' F q . Then we have an isomorphism E q ' F q F q via e s 7 ! (es; es). The map E q ! fx 2 E q j xx = 1g : x 7 ! xx ?1 is surjective if E q is a eld, and in the split case even the restriction to F q f1g is surjective. For q 2 T let det( q ) = r q r q ?1 with r q 2 E q and in the split case let r q = (r q;1 ; 1) 2 F q F q . Using strong approximation in E, we nd s 2 E such that sr q;1 is a unit in the ring of integers of E Q and s is a unit at Q for all split q 2 T (where Q j q is chosen as mentioned above) and such that sr q ? 1 2 4Q (O E ) q for rami ed Q j q 2 T. Let c = ss ?1 . For split primes q 2 T we have c det( q ) = ss ?1 (r ?1 q;1 ; r q;1 ) = (s(sr q;1 ) ?1 ; s ?1 sr q;1 ) 2 E q;0 = E(L q ). At rami ed primes in T we have sr q = x 2 q by the local square theorem and thus c det( q ) = sr q (sr q ) ?1 2 E 2 q;0 E(L q ). For inert q we always have c det( q ) 2 E q;0 = E(L q ).
There are nitely many special genera in one genus and the index is determined by the structure of the class group of E and \local factors". The relation between gen(L) and gen 0 (L) is revealed in theorem 5.24 and 5.27 of Shi64] (where the class is actually the special genus). We can summarize these results as follows: we determine c i = r ?1 i r i 2 E such that c i u i = 1 2 E(L) and r i is coprime to 2 d(L).
Then (O E ; u i ) H = (r ?1 i r i O E ; 1) H and the action of u i on the special genera is done by neighbour steps at P 1 ; : : : ; P s ; Q 1 ; : : : ; Q t if r i O E = P 1 P s (Q 1 Q t ) ?1 .
The following corollary of Theorem 2.10 is useful in the special situation where r contains only one prime P j p which can be used to construct the special genus. Corollary 2.11 Let M 2 gen(L) with L=M] = a O E for a 2 E and aa = 1. Let r be a set of rami ed primes in O F , that contains all primes q for which E q;0 =E(L q ) is not trivial. Then there is a lattice L 0 2 gen 0 (L) with L 0 q = M q at all q 2 F n r . Proof : Assume q L q = M q with q 2 U(V q ; h) for all q 2 F . For q 2 r choose q 2 U(V q ; h) with det( q ) = a det( q ) ?1 , which is a unit at q. De ne the lattice L 0 by L 0 q = M q for q 2 F n r and L 0 q = q M q for q in the nite set r .
3 Neighbours of one lattice
The number of neighbours of a given lattice is nite. The following Lemma is similar to the quadratic case (but somewhat more complicated, since the 2nd condition on the right hand side can be omitted for the quadratic P -2 case). h(y; rz 1 + z) + P = h( 2 x; rz 1 + z) + P = h( 2 x; rz 1 ) + P = = 2 rh(x; x ? 1 y) + P P ?1 PP = P Exchanging x and y proves the other inclusion.
Given an integral lattice L and a prime P O E with P -d(L) we now determine a set R(L; P) L of representatives of the classes of admissible vectors with respect to the relation x x 0 () L(x) = L(x 0 ). For every neighbour M of L there will be exactly one x 2 R(L; P) with M = L(x). Let R 1 be a set of representatives of the projective O E =P-space P(L=PL) and for x 2 L n PL let x] denote the class of x in P(L=PL). Let p O F be the prime beneath P and let 2 PnPP. We have to distinguish three cases depending on the decomposition behaviour of p in O E . 1. p split (i.e. pO E = PP with P 6 = P): Every projective class x] with x 2 LnPL contains an admissible vector and all admissible vectors in x] lead to the same neighbour. To prove this, we see that with de ned as above we have x 2 x], and x is admissible because h( x; x) = h(x; x) 2 PP. On the other hand let y 1 ; y 2 2 x] and h(y 1 ; y 1 ); h(y 2 ; y 2 ) 2 PP. Then there are 2 O E n P, p 2 P and z 2 L such that y 1 = y 2 + pz. Now h(y 1 ; y 1 ) = h(y 2 ; y 2 ) + ph(y 2 ; z) + ph(z; y 2 ) + pph(z; z) 2 PP ) ph(z; y 2 ) 2 P ) ph(z; y 2 ) 2 P \ P Then h(y 1 ; y 2 ) + PP = h( y 2 + pz; y 2 ) + PP = ph(z; y 2 ) + PP = PP and that implies L(y 1 ) = L(y 2 ). Thus, in the split case the set R(L; P) := f x j x 2 R 1 g is a set of representatives of the admissible vectors.
Now assume P = P. A necessary condition for a projective class x] to contain an admissible vector is h(x; x) 2 P. Let R 2 = fx 2 R 1 j h(x; x) 2 Pg. Thus, given a P neighbour M of L we can nd an x 2 R 2 and an admissible y 2 x] such that M = L(y). Because for any 2 O E n P the vector y is also admissible and L(y) = L( y), we can nd an admissible y 0 = x + z with z 2 PL and M = L(y) = L(y 0 ). Choose a vector y x 2 L n PL such that h(y x ; x) = 2 P. Such y x exists, because x 2 L n PL and P 6 j d(L). Consider the O E =P-linear mapping x : PL=P 2 L ! P=P 2 : y + P 2 L 7 ! h(y; x) + P 2 . Because y x is not in the kernel of x , the vector z 2 PL can be written in the form z = y x + u with 2 O E , u 2 PL and h(u; x) 2 P 2 . Let y 00 = y 0 ? u = x + y x . We have h(y 00 ; y 00 ) + P 2 = h(y 0 ; y 0 ) ? h(u; y 0 ) ? h(u; y 0 ) + h(u; u) + P 2 = = ?h(u; x) ? h(u; z) ? h(u; x) ? h(u; z) + P 2 = P 2 :
Thus y 00 is admissible and L(y 00 ) = L(y 0 ) since h(y 00 ; y 0 ) = h(y 0 ; y 0 ) ? h(u; y 0 ) 2 P 2 .
Further, if y 1 = x + 1 y x and y 2 = x + 2 y x are admissible then L(y 1 ) = L(y 2 ) () h(y 1 ; y 2 ) 2 P 2 () h(y 1 ? y 2 ; y 2 ) = ( 1 ? 2 )h(y x ; x + 2 y x ) 2 P 2 () 1 ? 2 2 P We have proved the Lemma 3.2 Let P O E be a prime with P = P. Let L be an O E -lattice in V with P6 j d(L) and let 2 P n P 2 . Let R 2 be a set of representatives x of those projective classes x] in P(L=PL) with h(x; x) 2 P. For every x 2 R 2 choose a vector y x 2 L with h(y x ; x) = 2 P. Let R E be a set of representatives of O E =P. Then for every P-neighbour M of L there is an x 2 R 2 and 2 R E uniquely determined such that x + y x is admissible and M = L(x + y x ).
Let us specialize further:
2. p rami ed (i.e. pO E = P 2 ): With the notation from above all the vectors x + y x with x 2 R 2 and 2 R E are admissible, because h(x + y x ; x + y x ) 2 P \O F P 2 . In the rami ed case the set R(L; P) := fx+ y x j x 2 R 2 ; 2 R E g is a set of representatives of the admissible vectors leading to di erent neighbours. 
The Algorithm
The main algorithm to generate the neighbour graph NG(L; P) is quite simple and we do not discuss the di erent strategies. Let S e and S u denote the sets that contain the already \expanded" and the \unexpanded" vertices of the part of NG(L; P) that is already constructed. Then the algorithm can be outlined as follows:
START: Set S e ; and S u fcl(L)g. LOOP: Choose M 2 cl(M) 2 S u . Construct a set N 1 (M; P) of classes, that contains the classes of all P-neighbours of M, which are nitely many as described in Sec. 3. Then determine N 0 := N 1 (M; P) n (S e S u ) by testing the classes for isometry. Set S e S e fcl(M)g and S u (S u N 0 )nfcl(M)g.
Terminate if S u is empty, otherwise goto LOOP.
It is trivial to verify that S e contains all of NG(L; P) when the algorithm terminates. If we can control whether S u S e = NG(L; P) (e.g. if we know the mass of NG(L; P)), then we might replace the condition \if S u is empty" to terminate the algorithm by \if NG(L; P) = S u S e ". Concerning the construction of N 1 (M; P)
we can take advantage of the action of the automorphisms U(M; h) on the set of neighbours of M. Let 2 U(M; h) and x be an admissible vector for M at P.
Then (x) is also admissible and M( (x)) = (M(x)). It is not di cult (though rather technical in the case P = P) to determine a set R(M; P) of representatives of neighbour vectors of M as described in Sec. 3. We can de ne this set in a way that makes it easy to nd y 2 R(M; P) with M(y) = M( (x)), and thereby de ne an action of U(M; h) on R(M; P). To construct N 1 (M; P) we take one representative x of each orbit of R(M; P) under the action of U(M; h) and collect the classes cl(M(x)). To minimize the number of classes from other genera in the case P j 2 we can restrict the construction of the neighbour graph to the set N ? L; P; n(L)+tr E=F (O E ) (as de ned in Prop. 2.5) which is connected in NG(L; P). We now specialize to the situation where tr E=Q h is a positive de nite Q-bilinear form. Equivalently, we may assume that F is totally real, E is totally complex, and for all embeddings i : F ! R the form x 7 ! i (h(x; x)) is positive de nite. We say that h is \totally positive" in that case.
Test for isometry:
Here we assume F = Q. Let 
So we need not involve the sets D n+1 ; : : : ; D 2n in the search, but can just try the vectors determined by (7). Since a i is reduced, we have N(a i;2 a ?1 i;1 ) 1 and for free lattices this norm is about 1=4 of the discriminant of E over Q. Excluding the sets D n+i from the search will therefore reduce the maximal norm of the vectors involved in the search. On the other hand, we can apply reduction of Z-lattices and replace (S L ; A L ) by (V t S L V ; V t A L V ), where V 2 GL(2n; Z) is a transformation to a reduced (e.g. LLL-reduced) Z-base for S L . Which of the strategies is better depends on the lattices L and M and, of course, on the pseudo-base x 1 ; : : : ; x n of L. To nd pseudo-bases consisting of short vectors, we implemented an analogy of LLL-reduction described below, which is far better than the other methods we tried.
Reduction:
We use a notion of a reduced pseudo-base that arises as an analogy to the LLLalgorithm LLL82], especially the block-LLL from Sch94]. In Fie97] Fieker suggests some LLL-versions for totally positive quadratic forms in the sense of Hum40]. We are in a more special context, but our version gives an estimate for the quality of the result as formulated in Lemma 4.4.
For any discrete set X V in a rational or real quadratic space (V; B) with a positive de nite bilinear form B let B (X) := min B(x; x) j x 2 X n f0g .
De nition 4.3 Let F be a totally real eld and E an extension of degree 2. Let V be an n-dimensional E-space with a totally positive hermitian form h, i.e. the Q-bilinear form T := tr E=Q h is positive de nite. Let q; q 1 2 R with 0 < q < 1 and 0 < q 1 1. Let k 2 f2; : : :; ng and C 2 R + . For a pseudo-base ( A similar argument as in (11) and (12) This algorithm was implemented (in a straightforward way without optimization) for lattices over imaginary quadratic elds using rational arithmetic, and it worked ne in these cases. If q is chosen very close to 1 (say 1 > q 0:999), in rare cases problems arise from a numerical explosion of the coe cients. Of course, a crucial point for the performance is the base change used in LOOP as described in Lemma 4.1. If we are not only interested in the minimal length of a vector of a pseudo-base but also want to reduce the maximal length, \size reduction" becomes important. For xed i Condition 3 of De nition 4.3 is achieved for decreasing j (without a ecting the former steps). The inequality (10) guarantees that this stepby-step strategy leads to a value of T(x i ; x i ) not \to far" from T (x i + a ?1 i L 1;i?1 ). We may improve this by \looking ahead" k 1 steps in each step, i.e. replacing Con- x i + a ?1 i L j 0 ;j and making the appropriate change in sub-algorithm S-RED(i). We plan to investigate the complexity of the algorithm in a general setting.
Results
The neighbour method in the case of positive de nite hermitian spaces over imaginary quadratic elds over Q was realized as a C++ program. We make use of the Classi cation:
In its main mode the program generates the neighbour graph of an integral lattice L at a suitable prime P -d(L). If P j 2 and L is even, it is possible to compute only the connected subgraph of the even lattices, i.e. those lattices M with 2 j h(x; x) for x 2 M. We used the program to classify all unimodular genera in hermitian spaces of small dimensions over some imaginary quadratic elds. It is known that for any n 2 N and any imaginary quadratic eld E there exist exactly 2 t?1 isomorphism classes of positive de nite hermitian spaces of dimension n over E containing unimodular lattices. Here, t is the number of distinct prime factors in the discriminant of E. These spaces can be characterized by the Steinitz classes of such lattices as described in Hof91]. there is an even and an odd genus of unimodular forms in a given space H, the class numbers h n;odd and h n;even of even and odd classes are given in the form h n;odd + h n;even in one box and the largest minima are printed below.
The complete lists of all classes in those genera with the order of their automorphism groups and some coe cients of their theta series and the masses of the genera can be obtained 
This construction yields a 1-1 correspondence of the classes in gen 0 (L) and those in gen 0 (L 0 ), possibly in a di erent hermitian space. The Steinitz class of L 0 is the one of L multiplied by a n . If a n is not principal this can be used to construct gen 0 (L 0 ) from gen 0 (L). In some large genera this construction was used to reduce the computations, and in the other cases to check the results. Limitations of the computation arise from the number of classes in the genus and from the number of P-neighbours of each lattice. This last number grows rapidly with the dimension and with N E=Q (P). We must expand (compute the neighbours of) all classes in the genus to be sure that all classes have been generated. Even if we have a test for completeness (via the mass formula), it may theoretically be necessary to expand all but the last class. We experimented with di erent strategies to generate the neighbour graph, but none of them was signi cantly better than the others. Testing pairs of lattices for isometry takes most of the time of the computations. The time for each test, too, grows rapidly with the dimension of the lattices.
Isometric trace forms:
Let E=F be a quadratic extension as above. Two hermitian spaces (V; h) and (V 0 ; h 0 ) over E are isometric, if and only if the F-spaces V and V 0 with the quadratic forms tr E=F h and tr E=F h 0 are isometric ( Sch85] Chap.10 Theo.1.1). The analogous assertion on lattices is wrong. In the cases we examined, non-isometric hermitian lattices frequently are isometric in the quadratic space with the trace-form.
Extremal lattices:
The notion of extremality in this context was introduced by Quebbemann The neighbour method can be used to search for lattices with large minima in genera that are too large to be classi ed completely. To achieve this we construct all neighbours at a small prime P of a given lattice and choose the neighbour with the smallest number of vectors with lengths up to a certain bound to restart the process (Instead of the smallest number of \short vectors" we use a somewhat more sophisticated heuristic). In all cases we checked, the lattice with the largest minimum is constructed after very few iterations of this process. Using this heuristic we found some examples of extremal lattices in cases where the existence was not known before, e.g. strongly 6-modular lattices with minimum 8 (6) in dimension 28 (20) and 3-modular lattices with minimum 6 in dimension 30 and 34. The complete classi cation gives a negative answer to the existence of analytically extremal lattices coming from hermitian lattices over O E in some cases, where the existence of an arbitrary extremal lattice is not known. This is the case for 11-modular lattices of rank 14, and for 7-modular lattices of rank 14 and 18. 
