The paper presents an axiomatic system for quantified propositional temporal logic (QPTL), which is propositional temporal logic equipped with quantification over propositions (Boolean variables). The advantages of this extended temporal logic is that its expressive power is strictly higher than that of the unquantified version (PTL) and is equal to that of S1S, as well as that of -automata. Another important application of QPTL is its use for formulating and verifying refinement relations between reactive systems. In fact, the completeness proof is based on the reduction of a QPTL formula into a Büchi automaton, and performing equivalence transformations on this automaton, formally justifying these transformations as a bi-directional refinement.
Introduction
For a long time, temporal logics have been mainly used for the specification and verification of properties of reactive systems. According to this approach, a system is specified by a list of properties, all of which should be satisfied by any acceptable implementation. As long as this was the main use, quantifiers did not play an important role in temporal logic (TL). There were only two places where the use of quantifiers was recommended.
Using quantification over rigid variables (variables that stay the same throughout the model) to connect values of system variables at two different states. For example, the formula Ù Ü Ù ½´Ý Ù ¾ µ uses quantification over the rigid variable Ù to specify the property that every value which appears in variable Ü at some state, appears squared in variable Ý some later time. This may be used to specify the behaviour of a procedure with input Ü and output Ý, whose task is to square numbers.
However, very soon one realizes that this formula is valid over a set of program computations iff the same formula without the universal quantification is valid. Therefore one may specify the same property with the simpler formula:
Using quantification over flexible variables (variables that may change from one state to another) in order to increase the expressive power of the logic. For example, it is a known fact [13, 9, 26] that unquantified (propositional) TL cannot count. In particular, it is impossible to specify in (unquantified) PTL that Ô must hold on every even position in the model. In QPTL, this is specified by the following formula:
In this formula, the auxiliary (specification) variable Ø is used as a counter modulo 2. It is true at all even positions and false at all odd positions.
In spite of these two cases, quantification never played a central role in the use of TL for specification and verification of properties. This changed drastically with the suggestion of using TL for proving refinement (or implementation) between programs. This suggestion is extensively discussed in the framework of TLA [18] , which freely interchanges formulas and programs, and has also been studied under the framework of TL considered here [15] .
According to this approach, to verify that system Ë ½ refines system Ë ¾ , we have to prove the implication Ü ½ sem Ë ½ Ü ¾ sem Ë ¾ (1.1)
where sem Ë , ½ ¾, is a temporal formula called the temporal semantics of system Ë [27, 28] , which characterizes all models that are computations of Ë , and Ü , ½ ¾, are the internal variables of Ë . This formula states that, for every ½ , a computation of Ë ½ , there exists ¾ , a computation of Ë ¾ , such that ½ and ¾ agree on the interpretation of all variables except possibly the internal variables Ü ½ and Ü ¾ . The assumption is that Ë ½ and Ë ¾ do share some observable variable Ý on which ½ and ¾ must agree. Implication (1.1) is valid iff the following implication is valid:
The main approach for establishing such an implication is to prove the implication
where sem Ë ¾ Ü ¾ Ø ¾ is obtained from sem Ë ¾ by replacing all occurrences of Ü ¾ by the term Ø ¾ which, in general, may be a function of Ü ½ and Ý. We can view Ø ¾´Ü½ Ý µ as a Skolem function mapping values of Ü ½ and Ý into values of Ü ¾ . This corresponds to the well-known notion of refinement mapping, establishing a mapping between states of Ë ½ and states of Ë ¾ .
Methods for proving refinement by refinement mapping have been extensively discussed in the literature [17, 22, 23, 12, 2] .
An important question is how to define the Skolem function Ü ¾ Ø ¾´Ü½ Ý µ in an effective way. Observe that Ø ¾ is a temporal function in the sense that the value of Ø ¾ at position of a model may depend on the values of Ü ½ and Ý at positions that either precede or succeed .
In [2] , Abadi and Lamport identify two definitional schemes for establishing the necessary temporal Skolem function:
A history scheme which can be defined by the forward inductive definition Ù ´ Ùµ This scheme defines the value of Ù at position as a function of Ù at position ½ ¯A prophecy scheme which can be defined by the backward inductive definition Ù ´¾ Ùµ This scheme defines the value of Ù at position as a function of Ù at position · ½ In [2] , it is required that has a finite range. Since we are dealing here with the propositional case, this is always guaranteed.
While the history scheme always yields a unique solution, a prophecy scheme (under the finite range assumption) may have one or more solutions. For example, the scheme Ý ¾ Ý has one solution in which Ý ¼ at all even positions and another solution in which Ý ½ at all even positions. We describe this situation by saying that the prophecy scheme may yield one or more applicable skolem functions. The two schemes correspond to the wellknown methods of forward and backward simulation. The claim that these schemes always define one (for history) or more (for prophecy) temporal function can be formally stated by the following two theorems: In view of this important application of quantification, it became apparent that every deductive method for proving program refinement by TL should offer a repertoire of theorems and proof rules for formally dealing with quantifiers. The usual question is how do we recognize that our arsenal of axioms and inference rules is adequate. This is a standard question dealt with in logic under the heading of completeness. Unfortunately, it has been shown that, unlike the predicate calculus, full TL with quantifiers cannot be effectively axiomatized. In [33] it has been shown that FTL (first-order TL) admits no finite axiomatization, while [1] showed that it cannot have a recursive axiomatization. Related results were presented in [3] .
Learning that there is no chance that true completeness can be established recursively, there are two possible paths to follow. The first is to search for relative completeness in the sense of Cook [6] . A second possibility is to restrict the logic to a simpler fragment, where real completeness is possible. Both directions strive for separation of concerns, trying to untangle the interaction between the temporal operators (or the program dynamics aspects in the case of [6] ) and the rich data structures.
In this paper we chose to follow the second path and consider quantified TL where the variables are restricted to range over fixed finite domains. Without loss of generality, we can restrict our attention to Boolean variables (propositions). In Subsection 4.1 we justify this claim by showing that Boolean variables are sufficient to encode a logic over any fixed finite domain. This leads to the version of the logic studied here: Quantified Propositional Temporal Logic. We were encouraged to follow this path by the previous successful treatment of the propositional fragment of unquantified TL (PTL) [9] . Another successful attempt in restricting the logic to achieve real completeness is presented in [11, 35] . The resulting monodic fragment of first-order TL, allows variables to range over infinite domain, however any subformula begining with a temporal operator is restricted to a single free variable.
As shown in [32] , the satisfiability problem for QPTL is decidable (which is a direct consequence of [5] ), albeit with non-elementary complexity [29] . Therefore, one may justifiably ask why do we bother to provide an axiomatic system for a decidable logic. Intellectual curiosity aside, our main reason for studying this problem is not because of our interest in QPTL per se but rather that, by studying QPTL, we can gain confidence that the set of axioms and rules we propose are adequate in some restricted cases for reasoning in full QTL, and master techniques for deductive proofs in the presence of quantifiers. The cases for which QPTL reasoning is adequate are those in which we can use abstraction to separate the treatment of data within single states from the dynamics of computations. In these cases, most of the assertions dealing with unbounded data, such as integers and arrays, can be abstracted into propositions.
A source of inspiration for our work came from the monograph of Dirk Siefkes [31] , who established completeness of an axiomatic system for S1S after the logic has been shown to be decidable by Büchi. In the introduction, Siefkes explains that he considers Büchi's decision procedure, based on automata, to be semantical (model theoretic) while he was looking for a syntactic (proof theoretic) approach to the same problem.
An overview of the completeness proof
The full proof of completeness is long and detailed. However, in spite of this technical complexity, the proof is based on a very simple principle. Assume that the temporal formula Ô is valid. We wish to show that Ô is provable. Let us apply the algorithm proposed in [32] for checking whether Ô is satisfiable. The algorithm consists of the following steps applied to an arbitrary formula ³:
1. Construct a Büchi automaton ³ which accepts precisely the models (infinite sequences) satisfying ³. 2. Check whether ³ is empty. Formula ³ is satisfiable iff ³ is non-empty. Applying this algorithm to the formula Ô which is known to be unsatisfiable (since Ô is valid), we will obtain an automaton Ô which accepts the empty language. Our completeness proof will mimic the decision algorithm by establishing (denoting provability in our axiomatic system by ):
1. ³¸ ³ , where ³ is the characteristic formula of the automaton ³ , i.e. a formula satisfied by all the sequences accepted by ³ . 2. If ³ is empty (i.e. accepts the empty language), then ³ .
Since Ô is unsatisfiable, Ô will be empty. Consequently, we can prove in our axiomatic system Ô¸ Ô followed by Ô , from which we can infer Ô.
We find it somewhat ironic that, starting with an attempt to establish a proof-theoretic approach to solving the QPTL-validity problem that can serve as an alternative to the automatatheoretic approach initiated by Büchi, the best proof we managed to construct for the completeness of the axiomatic approach is again based on reduction to automata.
Another surprise encountered in the completeness proof is that the history and prophecy theorems (1.4) which we consider central to a refinement proof need not be taken as axioms but can be proven as theorems. This is one of the first results we obtained by translation of some of the methods developed in [31] .
Comparison with related logics
The fact that PTL is strictly less expressive than S1S was established as soon as Kamp showed that PTL is expressively equivalent to the first-order theory of linear order [13] . Many proposals have been made over the years for reasonable enhancements of PTL which will make it as expressive as S1S. Wolper suggested in [34] the logic ETL, introducing grammar operators which add the expressive power of finite-state automata to the logic. Another interesting extension is to add fix-point operators to the language. This was considered first in [4] by Banieqbal and Barringer, and later by Gabbay [8] where he formulated the logic USF, combining past and future temporal logic with fix-points operators over sequences. The USF logic has been shown to have a complete axiomatization by Hodkinson in [10] .
In spite of having these alternative logics which have an expressive power equal to that of QPTL, some of which even possess complete axiomatic systems, we believe that there is interest in the study of QPTL and its axiomatization. The main motivation is that the syntax of QPTL has a closer correspondence to the way programming systems are built and reasoned about. In particular, existential quantification corresponds to the introduction of a new local variable which is a very common construct in programming languages, and the addition of auxiliary variables as part of a refinement proof is a long established practice.
QPTL: syntax and semantics
We assume a countable set of Boolean variables (propositions) Î. The flow of time considered in this paper is isomorphic with the natural numbers (¼ ½ ¾
). The syntax of QPTL formulas is defined as follows:
Every variable Ü ¾ Î is a formula. Each of the constants F and T is a formula. If Ô and Õ are formulas, then so are Ô Ô Õ ¾ Ô Ô Í Õ ¾ Ô and Ô Ë Õ ¯If Ô is a formula and Ü ¾ Î is a variable then Ü Ô is a formula.
Thus, as the set of basic operators we take , , ¾ (next), Í (until), ¾ (before, weak previous), Ë (since), and . Additional operators can be defined by:
A formula that contains no temporal operators is called a propositional assertion or simply an assertion. 
Semantics

The proof system
The axiomatic system for QPTL is presented in Table 1 . Axioms F0-F7 deal with the future operators, while axioms P1-P5 deal with the past. Axiom F5 represents the induction principle. Axiom M8 is a mixed axiom, containing both future and past operators.
Axioms Q1 and Q2 deal with the quantifiers. Axiom Q1 states that commutes with ¾ . Axiom Q2 stipulates that ³ be admissible for Ô´Üµ, which we take to mean that the sets of variables in ³ and Ô´Üµ are disjoint. For inference rules, we take TAU, MP and -GEN.
The system consisting of axioms F0-F7, P1-P5, the mixed axiom M8 and rules TAU and MP, is shown in [20] to be complete for propositional temporal logic (PTL), i.e., the unquantified fragment of QPTL. This is based on [21] and [19] with a modification of the proof from the floating notion of temporal validity to the anchored notion of validity. We use this partial completeness result to simplify major portions of our completeness proof, by assuming that every valid PTL formula can be proven by the axiomatic system presented in [20] .
The completeness proof uses many theorems and derived inference rules. Here we list only some of them. For example, the following theorems can be proved: ¼´Ô Õµ µ´¼ Ô ¼ Õµ
Ü Ô´Üµ µ Ô´³µ, where ³ is a formula admissible for Ü in Ô´Üµ.
Inference Rules:
TAU.
for every p, a temporal instantiation of a propositional tautology,
The last theorem is a derived version of the induction axiom. 
is a (quantifier free) temporal propositional tautology or an instantiation of a temporal tautology in which some propositions have been replaced by QPTL formulas. By [20] , all temporal propositional tautologies can be derived within Qx which is a superset of the axiomatic system used in [20] .
QR -Quantifier Reasoning. We use this proof principle to abbreviate proof steps which involve simple and obvious applications of the quantifier axioms Q½, Q¾ and the quantifier rule -GEN.
Let ³ be a QPTL formula. We use the notation ³ to denote that ³ is provable within the axiomatic system Qx.
CLAIM 3.1 (Soundness)
The axiomatic system Qx is sound. That is, if ³ then ³.
The claim can be established by showing that all the axioms in Qx are valid, and that the inference rules infer valid consequence from valid premises.
History and prophecy schemes
In this section, we establish several theorems leading to the proofs of the history and prophecy schemes, within the proof system Qx.
As explained in the introduction, one of our motivations for the study of QPTL was to provide a logic-oriented formulation of the complete method proposed in [2] for proving that one system refines another. The notions of history and prophecy schemes are central to their proof method and can be shown to correspond, respectively, to the notions of forward and backward simulation which were previously used for establishing refinement relations between two reactive systems. In our preliminary studies we conjectured that it will be necessary to introduce two axioms which will represent these two fundamental concepts. Later, we realized that these two concepts can actually be established as theorems of our proof system. These theorems are the topic of this section.
Both schemes use a recursive definition of a function. 
Variables over fixed finite domains
The basic logic introduced above allows only Boolean variables. In order to express the behaviours of automata, it is convenient to consider variables which range over an arbitrary fixed finite domain . Without loss of generality, we can take to be a segment of the integers ½ Ò where we may assume that Ò ¾ Ö for some Ö ¼. Consequently, we may extend the basic logical language by a vocabulary Î of -variables, -expressions, and 
It is not difficult to see that all the axioms, theorems, and rules presented in Section 3 can be extended to cover -variables and expressions. We refer to expressions also as functions.
The two-branch conditional statement Ô Ø Ò ½ Ð× ¾ can be extended to an Ñ · ½ -branch conditional as follows:
Let Ô ½ Ô Ñ be QPTL formulas and ½ Ñ·½ be expressions. Then
is an Ñ·½-branch conditional expression. It can be defined as an Ñ·½nesting of two-branch conditionals.
We let min Ù 3Ùµ be a shorthand notation for
Note the convention by which the scope of quantifiers extends as far to the right as possible.
Obviously, if there exists a Ù such that ³´Ùµ holds, then min Ù 3Ùµ yields the constant with the smallest index such that ³´Ùµ Ù holds. If there does not exist such a Ù, then min Ù 3Ùµ return the default value ½ . Note that minimization is applied only to the value of Ù at the current position, but Ù may have arbitrary different values at different positions.
Extensible formulas
Thus, a (Ý )past-dependent formula ³´Ýµ depends only on the past and present values of variable Ý, and this restricted dependency is provable in Qx. Note that ³´Ýµ may depend on both past and future values of any other variables which are free in ³´Ýµ.
A past-dependent formula ³´Ýµ is called extensible if
This provable entailment requires that if ³´Ýµ holds at the previous position, we can always find a sequence, represented by Þ, which agrees with Ý on all preceding positions and causes ³ to hold at the present position. It allows provability of the validity of ³ to be extended from the previous to the current position, by appropriate extension of Ý into Þ. An extensible formula ³´Ýµ is called uniquely extensible if both ³´Ýµ ³´Þµ µ´Ý Þµ and ³´Ýµ¸ ³´Ýµ
The first formula states that ³´Ýµ uniquely determines the value of Ý at the current position. The second formula implies that if ³ holds now, it must have held at all preceding positions.
Unique extensibility requires the provability of both these properties. Thus, it is provable in Qx that a uniquely extensible ³´Ýµ uniquely determines the value of Ý at the current and all preceding positions. The proofs of the following lemmas, claims and theorems can be found in the Appendix.
Let ³´Ýµ be a QPTL formula. Then
This lemma claims that the following is provable in Qx: if ³ is satisfied by some Ý then it is also satisfied by some Þ whose current value (value at the current position) is minimal. The lemma gives a closed-form expression for the value of Þ at the current position, but not at any other position.
To illustrate the relevant concepts, consider the formula
³ ¼´Ù µ is extensible, because given any Ý and position ¼, we can always pick a Þ such that Þ T and Þ Ý for all , ¼ . Such a Þ will satisfy ³ ¼ at position . Lemma ½ holds for ³ ¼ . First, we observe that Ñ Ò Ù ³ ¼´Ù µ F (assuming the ordering F T). This is because Ù which is F at position and T elsewhere satisfies ³ ¼´Ù µ and has the minimal value F at position . We can take Þ Ù (at all positions) to satisfy Lemma 4.1.
Note that ³ ¼ is not uniquely extensible, because ³ ¼´F µ and ³ ¼´T µ both hold at position ¼,
Let ³´Ýµ be an extensible formula. Then
¼ Ý ³´Ýµ
This lemma claims that, for every position , we can provably find a sequence Ý such that ³´Ýµ holds at .
CLAIM 4.3
Let ³´Ýµ be a uniquely extensible formula. Then
This claim states that at any position where ³´Ýµ holds, Ý has provably a locally minimal value among all sequences satisfying ³ This is not surprising, since there is provably only one unique Ý (over all past positions) that can satisfy ³, due to the unique extensibility of ³.
CLAIM 4.4
Let ³´Ýµ be uniquely extensible. Then
³´Ýµ µ ³´min Ù 3Ùµµ
This claim states that if ³ is satisfiable, it is provably satisfiable by a sequence Ý which is locally minimal among all ³-satisfying sequences, at all positions. This follows from unique extensibility, claiming that at any position, there is only one way to extend Ý to satisfy ³.
The assumption of unique extensibility is essential for Claim 4.4. Consider the formula
³ ¼ Ý Ý
which has been shown to be extensible but not uniquely extensible. As shown above,
However, ³ ¼´F µ holds at no position, except for position ¼.
The importance of Claim 4.4 is not so much in that we found a sequence satisfying ³ but in the fact that we have a syntactic representation min Ù 3Ùµ for this satisfying sequence.
Once we have a closed-form expression for this, we can apply theorem QT as is done in the following Lemma. This claim states the following provability. We can always patch together three expressions and claim the existence of a sequence Þ whose value equals ½ at all positions preceding the current one, Þ equals ¾ at the current position, and Þ equals ¿ at all positions succeeding the current position. 
The history scheme
The prophecy scheme
This formula lies at the heart of the reason why prophecy schemes, which are based on backward induction over a finite domain, identify a well-defined sequence Ý satisfying Ý ´Ýµ at all positions. The formula uses the step variable Ø to mark the current position. Then it requires the existence of infinitely many future points, at which we can start a backwards induction on a sequence Ù (that may vary from one future starting point to another), requiring that all these sequences when they come back to the current position (and below) agree with the current value of Ý. The informal proof that a prophecy scheme has a solution is based on the Ramsey theorem, presented here in a simplified form. This claim states the following provability. Given an initial value Ú, we can always apply the backward induction and obtain a sequence Ù satisfying Ù ´Ùµ at the current and all preceding positions, and whose value at the next position equals Ú. This corollary claims that at every position, one can find a sequence Ù satisfying Ù ´Ùµ at the present and all preceding positions, and that this fact is provable. 
Ý ¼ ³´Ýµ
This theorem establishes that a prophecy scheme always defines some sequence Ý satisfying the recurrence equation Ý ´Ýµ at all positions, and that this fact is provable in Qx.
5 From QPTL to -automata
Basic definitions
É ¼ É -a subset of initial automaton-locations. AE -For every Õ Õ ¾ É, AE´Õ Õ µ is a propositional assertion over Î a countable set of Boolean variables (i.e. a formula containing no quantifiers and no temporal operators).
-an acceptance condition. Automaton -approves a model if it accepts the -marked variant of .
Let ³ be a QPTL formula not referring to the Boolean variable Ø, and be an -automaton. We say that is an automaton congruent to the formula ³ if, for every model and position
-approves . Note that this definition overloads the notion of congruence which may now hold between two formulas as well as between an automaton and a formula. This extension is, however, consistent in the sense that if automaton is congruent to formula ³ and also to formula then ³ and are congruent formulas.
Let
É É ¼ AE µ be an -automaton. We say that an automaton-location Õ ¾ É is deterministic if for every model ×, Õ ¼ × AE´Õ Õ ¼ µ ½ We say that the automaton is deterministic if all its locations are, namely, for all Õ ¾ É, Õ is deterministic.
É É ¼ AE µ be a Büchi automaton, and Õ Õ ¼ ¾ É. We say that Õ ¼ is reachable from Õ in if there exists a model and a sequence of locations
such that is a run-segment of over . We say that is deterministic-in-the-limit if for every location Õ ¼ ¾ É such that Õ ¼ is reachable from an accepting location Õ ¾ Õ ¼ is deterministic. This implies that every accepting run can contain only finitely many non-deterministic automata locations. We use the notation D, N and L for deterministic, non-deterministic and deterministic-in-the-limit automata, respectively.
Let be an -automaton. We say that is void if there is no model and no position ¼, such that is -approved by . We say that is initially void if there is no model which is ¼-approved by . Note that an automaton which accepts only the empty language is necessarily void. On the other hand, an automaton may be void and yet accept a non-empty language. However, all the models it accepts are not a -marked variant of some model, meaning that the number of positions at which Ø is true, in any of the accepted models, is different from 1.
For every automaton , we construct a QPTL formula , characterizing the approving runs of . The formula uses a variable Ý which ranges over É to denote the location in which the automaton is currently situated. We write at Õ ´Ýµ as a synonym for Ý Õ Formula Ë´Øµ characterizes the special variable Ø ¾ Î as a proper marker which is true at the current position and false at all other positions. Formula init ´Ýµ requires that the automaton currently resides at an initial location. Formula run ´Ýµ requires that, from now on, variable Ý will follow the transition rules, moving from location Õ to Õ only when AE´Õ Õ µ holds. Finally, formula groups all these components together, requiring that Ø marks the current position and that, if we go back to the beginning of the model, we can interpret the values of Ý as encoding an accepting run of the automaton. Note that, since AE´Õ Õ µ is an assertion over Î, the formulas run ´Ýµ, acc r ´Ýµ and app r ´Ýµ may have any of the variables in Î as free variables, including the special variable Ø. In the following, we parameterize all these functions with Ý, but add a second parameter (Ø or Ú ¾ Î Ø ) only when relevant for a given proof.
The acceptance formula acc ´Ýµ depends, of course, on the acceptance type. For the three considered types, it is defined as follows:
Every automaton is congruent to its characteristic formula . That is, for every model and position
Complementation of -automata
In Subsection 5.3, we show how to construct for each formula ³ an NB-automaton which is congruent to ³. The construction is inductive, showing for each operator of the logic how to build an automaton that corresponds to a formula using this operator from the automata corresponding to its operands. Based on this construction, we then show that the congruence ³¸ ³ is provable in the axiomatic system Qx. For all but the negation operator, the construction is straightforward and requires no introduction. The construction for the negation operator is introduced below.
A classical approach to the complementation of Büchi automata is via determinization into automata with stronger acceptance conditions. An optimal determinization construction is given in [30] . Another complementation construction which circumvents the need for determinization, is presented in [14] . A third approach, using a translation to weak alternating automata, is given in [16] . All three methods enable a ¾ Ç´ÒÐÓ Òµ complementation construction, matching the known lower bound [25] .
Since we use the automata to show provability, we are not concerened with complexity issues, but rather, simplicity and clarity of the construction. We therefore adopt a simplification of [30] construction. Let Ô be a formula and Ô be an automata congruent to Ô. Following where Ê is a deterministic Rabin automaton equivalent to Ô , Ë is a deterministic Streett automaton which is the complement of Ê , and Ô is a non-deterministic Büchi automaton equivalent to Ë . The relations holding between these automata are those of equivalence, which is stronger than congruence. Certainly if ½ and ¾ are equivalent, i.e. accept the same language, then they are congruent. That is, ½ -approves model iff ¾ -approves .
In the following, we present the first step of the construction, namely the determinization. In [30] , determinization is performed in a single step. We use a simplified construction which proceeds in two steps. Starting with a non-deterministic Büchi automaton AE we first construct a deterministic-in-the-limit Büchi automaton Ä which is equivalent to AE [7] . Next we construct a deterministic automaton Ê with Rabin acceptance condition, which is equivalent to Ä . Let 
be a non-deterministic Büchi automaton. We define a deterministic-in-the-limit automaton Ä É É ¼ AE as follows:
The transition assertion AE is defined as follows: 
Given a state × a set of locations É and a transition assertion AE over É, we use the notation
The following claim states that the two automata Ä and Ê , are equivalent. 
Inductive construction of automata
In the following, we show how to construct for each formula ³ an NB-automaton (nondeterministic Büchi automaton) which is congruent to ³. The construction is inductive, showing first how to construct an automaton congruent to a proposition Ô, and then presenting, for each operator of the logic, a construction showing how to build an automaton that corresponds to a formula using this operator from the automata corresponding to its operands.
To reduce the number of considered constructions, we replace all occurrences of the Í operator with the temporal operators ¼ and ¾ , using the following congruence:
Similarly, we replace all occurrences of the Ë operator with the temporal operators and , using the following congruence:
We proceed to present the construction of an NB-automata ³ congruent to the formula ³ by induction on the structure of ³. We use the axiomatic system Qx to show the provability of the congruence ³¸ ³ .
Case: ³ is a proposition
Let Ô be a proposition and Ô É É ¼ AE µ be an NB-automaton given by:
The automaton Ô is congruent to Ô. Furthermore Provability of the entailment Õ µ Ô Õ is established similarly.
To prove the second direction Case: ³ is of the form ½ Ô
The automaton ½ Ô É É ¼ AE µ is defined as follows: 
For every model and position
is -approved by É Ô if it is -approved by Ô , for some . 
is -approved by Ô , using the run
We will show that is -approved by Ú Ô using the same run . For every 
The case of negation
Assume that ³ is of the form Ô and that we have already constructed the automaton Ô congruent to Ô. As discussed in Subsection 5.2, we construct the sequence
where Ê is a deterministic Rabin automaton equivalent to Ô , Ë is a deterministic Streett automaton which is the complement of Ê , and Ô is a non-deterministic Büchi automaton equivalent to Ë . be a model, and Ü be a variable whose interpretation identifies an accepting run of Ê over . Since Ü represents an accepting run of Ê over , then
Negation
µµ, where Î Ï µ (or ) and Ë Î Ï É for every , ½ . In order to identify a unique run Ý of Ô over , we first define a total ordering on É such that for every non-empty Ë É, the function least´Ëµ specifies a unique location in Ë.
We can now define a prophecy scheme Ý Ñ´¾ Ýµ, as follows: The purpose of function Ñ´¾ Ýµ is to define a descending inductive scheme by which, given the value of Ý at position · ½ , we determine the value of Ý at position . Note that the function Ñ depends on the choice of Ñ. Denote the value of Ý at positions and · ½ by Õ Õ ·½ ¾ É
The definition of states the following:
If we are at a position beyond which ¼´ Ñ µ and Õ ·½ ¾ ¾ Î Ñ ¾ Ï Ñ , we take Õ to be the least member of Î Ñ Ï Ñ . Otherwise, if we are at a position beyond which ¼´ Ñ µ and there exists a location Õ ¾ Ï Ñ such that × AE´Õ Õ ·½ µ we take Õ to be the least member of AE ½´Õ ·½ µ Ï Ñ . Otherwise, if we are at a position beyond which ¼´ Ñ µ and there exists a location Õ ¾ Î Ñ such that × AE´Õ Õ ·½ µ we take Õ to be the least member of AE ½´Õ ·½ µ Î Ñ . Otherwise, if AE ½´Õ ·½ µ Ë is non-empty, we take Õ to be the least member of AE ½´Õ ·½ µ Ë. Otherwise, we take Õ to be the least member of É. Ð , we use clause , which shows that clause is never used.
Next we show that Ý Ý´¼µ Ý½µ Let Ô be a formula and Ô be an NB-automaton congruent to Ô. Let Ô be the automaton resulting from the three-step determinization construction. 
Winding it all up
Assume that we have obtained our final automaton ³ which is congruent (and has been formally shown to be so) to the formula ³. 
