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Résumé : Dans cette thèse, nous étudions le problème de réduction de la dimension
dans le cadre du modèle de régression suivant
Y = g(βTX, e),
où X ∈ Rp, Y ∈ R, la fonction g est inconnue et le bruit e est indépendant de X. Nous nous
intéressons à l’estimation de la matrice β ∈ Rp×d où d ≤ p (dont la connaissance permet
d’obtenir de bonnes vitesses de convergence pour l’estimation de g). Ce problème est traité
en utilisant deux approches distinctes. La première, appelée régression inverse nécessite la
condition de linéarité sur X. La seconde, appelée semi-paramétrique ne requiert pas une
telle condition mais seulement que X possède une densité lisse.
Dans le cadre de la régression inverse, nous étudions deux familles de méthodes res-
pectivement basées sur E[Xψ(Y )] et E[XXTψ(Y )]. Pour chacune de ces familles, nous
obtenons les conditions sur ψ permettant une estimation exhaustive de β, aussi nous cal-
culons la fonction ψ optimale par minimisation de la variance asymptotique. De plus, pour
l’estimation de E[X1{Y≤·}], nous démontrons la convergence de notre estimateur à vitesse√
n vers un processus Gaussien.
Dans le cadre de l’approche semi-paramétrique, nous proposons une méthode basée sur
le gradient de la fonction de régression. Sous des hypothèses semi-paramétriques classiques,
nous montrons la convergence faible de notre estimateur à vitesse
√
n dans l’espace des
fonctions continues, nous donnons aussi les conditions d’exhaustivité de l’estimation de β.
Enﬁn, quel que soit l’approche considérée, une question fondamentale est soulevée :
comment choisir la dimension de β ? Pour cela, nous proposons une méthode d’estimation
du rang d’une matrice par test d’hypothèse bootstrap.
Mots-clés : Réduction de la dimension en régression ; Régression inverse ; Modèle à direc-
tions révélatrices ; Estimation du gradient de la régression ; Estimation de rang de matrice ;
Test d’hypothèse par bootstrap.
Abstract : In this thesis, we study the problem of dimension reduction through the
following regression model
Y = g(βTX, e),
where X ∈ Rp, Y ∈ R, the function g is unknown and the noise e is independent of X.
We are interested in the estimation of the matrix β ∈ Rp×d where d ≤ p (whose know-
ledge provides good convergence rates for the estimation of g). This problem is processed
according to two diﬀerent approaches. The ﬁrst one, called the inverse regression, needs
the linearity condition on X. The second one, called semiparametric, do not require such
an assumption but only that X has a smooth density.
In the context of inverse regression, we focus on two families of methods respectively
based on E[Xψ(Y )] and E[XXTψ(Y )]. For both families, we provide conditions on ψ
that allow an exhaustive estimation of β, and also we compute the better function ψ
by minimizing the asymptotic variance. Otherwise, for the estimation of E[X1{Y≤·}], we
provide an estimator that converges to a Gaussian process with rate
√
n.
In the semiparametric context, we study a method for the estimation of the gradient
of the regression function. Under some classical semiparametric assumptions, we show the
weak convergence of our estimator with rate
√
n in the space of continuous functions, and
we give conditions for the exhaustivity of the estimation of β.
Finally, within each point, an important question is raised : how to choose the dimension
of β ? For this we propose a method that estimates of the rank of a matrix by bootstrap
hypothesis testing.
Keywords : Suﬃcient dimension reduction ; Inverse regression ; Multiple index model ;
Average derivative estimator ; Rank estimation ; Bootstrap hypothesis testing.
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Introduction générale
Le sujet d’étude de cette thèse se place dans le cadre général de la régression statistique.
Les modèles de régression consistent en l’étude de l’inﬂuence d’un jeu de variables X ∈ Rp,
appelées variables explicatives, sur une variable Y ∈ R, dite variable à expliquer. Quitte
à augmenter le nombre p de variables explicatives, on peut supposer l’existence d’une
fonction g : Rp → R telle que Y = g(X). Dans ce cas, Y est complètement déterminé par
X et ce type de modélisation est qualiﬁée de déterministe. La modélisation probabiliste
est plus ambitieuse et se résume suivant le modèle de régression additif
Y = g(X) + e, (1)
où (X,Y ) est désormais aléatoire, e ∈ R, appelé le bruit, est une variable aléatoire indé-
pendante de X, et g : Rp → R, dénommée fonction de lien, est inconnue. Contrairement à
la modélisation déterministe, les variables explicatives du modèle (1) ne portent pas toute
l’information concernant Y , il demeure une partie inconnue e indépendante de X qui in-
ﬂuence Y . Si Y a un moment d’ordre 2 ﬁni, l’hypothèse d’indépendance entre l’erreur et les
variables explicatives implique que la fonction de lien est égale à l’espérance conditionnelle
de Y sachant X, i.e.
g(x) = E[Y |X = x],
ce qui d’une part rend g unique et d’autre part identiﬁe g à la meilleure approximation
dans L2 de Y .
L’estimation de la fonction de lien est un thème important en statistique et une ap-
proche remarquable pour y parvenir est l’estimation non-paramétrique. Cette dernière se
caractérise par l’absence d’hypothèses “fortes” sur la loi des variables (X,Y ) ou sur la
fonction g. Elle fait ainsi opposition à une approche appelée paramétrique dans laquelle on
suppose traditionnellement que g appartient à une classe de fonctions de dimension ﬁnie,
par exemple le modèle linéaire g(x) = βTx, où β ∈ Rp. La statistique non-paramétrique
quant à elle s’illustre notamment grâce aux méthodes dites à noyau, lesquelles, très lar-
gement étudiées, jouissent de belles propriétés quant à l’estimation de g. Un estimateur
non-paramétrique précurseur est l’estimateur de Nadaraya-Watson (1949) que nous no-
terons ĝ. Les premiers résultats obtenus, comme par exemple la convergence ponctuelle,
11
12 Introduction générale
rassurent quant à son utilisation. En particulier, sous certaines conditions, on obtient
E[(g(x)− ĝ(x))2] ≤ C1(x)
nhp
+ C2(x)h
4,
où h est un paramètre de l’estimateur de Nadaraya-Watson appelé la fenêtre. Déjà on
entrevoit le problème du choix de la fenêtre puisque, pour assurer la convergence ponctuelle
de l’erreur quadratique moyenne (MSE) de l’estimateur, il faut d’une part que h → 0 et
d’autre part que nhp → +∞. Ainsi quand p est grand on impose à h de converger très
lentement, ce qui dégrade les vitesses induites par la majoration précédente 1. Cette perte
en vitesse de convergence lorsque la dimension augmente est inhérente aux méthodes à
noyau. Couramment dénommé le fléau de la dimension, ce problème a fait l’objet d’une
recherche active ces dernières années. Au sein des solutions proposées, on distingue deux
approches diﬀérentes : la première consiste en la sélection de variables. On citera par
exemple les estimateurs de type LASSO ou encore les tests de signiﬁcativité. La seconde,
qui correspond au cadre de travail de cette thèse, consiste à imposer une certaine forme
à la fonction g, c’est notamment le cas des modèles additifs, des modèles partiellement
linéaires, ou encore des modèles à directions révélatrices. En particulier, le sujet de notre
étude est résumé par le modèle
Y = g(βTX) + e, (2)
où β ∈ Rp×d0 est de rang plein, g : Rd0 → R est inconnue et e ⊥ X. En d’autres termes,
le modèle (2) est équivalent au modèle (1) lorsque l’on spéciﬁe la fonction de lien g ◦ βT .
Notons que la nouvelle fonction de lien obtenue vit toujours dans un espace de dimension
inﬁnie, c’est pourquoi cette approche est souvent qualiﬁée de semi-paramétrique. Une telle
modélisation permet d’agréger l’eﬀet sur Y d’un groupe de p variables explicatives en le
réduisant à un plus petit groupe de d0 variables, composé de combinaisons linéaires des
p variables. En d’autre termes, le modèle (2) eﬀectue une réduction linéaire du nombre
de variables tout en conservant une fonction de lien non nécessairement linéaire. Cette
modélisation apparait ainsi plus ﬂexible que la sélection de variables. Dans la littérature
statistique, deux noms diﬀérents sont attribués aux modèles de type (2) : modèle à di-
rections révélatrices (MIM pour multiple index model) ou sufficient dimension reduction
(SDR). Dans le premier cas span(β) est appelé l’espace index, dans le second il est dénommé
espace central moyen. Nous employons pour l’instant le second type de dénomination. L’es-
pace central moyen est noté Em. Dès à présent, on introduit une généralisation du modèle
(2) dans lequel le bruit n’est pas nécessairement additif
Y = g(βTX, e), (3)
où β ∈ Rp×d0 est de rang plein, g : Rd0+1 → R est inconnue, et e ⊥ X. L’espace de
réduction de la dimension associé span(β) est appelé espace central et est noté Ec 2. Dans les
1. Plus formellement les bornes minimax présentées pour l’estimation de densité dans [58] nous montrent
que le MSE ne peut converger plus vite que n−r/(r+p), si la densité f est r fois dérivable et f (r) est
Lipschitzienne.
2. Comme Ec et Em seront étudié indépendamment, la notation d0 est utilisée pour les deux sans que
leurs dimensions soient nécessairement égales.
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deux modèles présentés, des vecteurs (β1, · · · , βd0) = β sont appelé directions révélatrices.
Les modélisations (2) et (3) sont guidées par deux enjeux majeurs :
• l’estimation de l’espace de réduction de la dimension,
• l’estimation de la fonction g.
Il est naturel d’estimer Ec ou Em dans un premier temps car leurs estimations peuvent
intervenir dans l’estimation de g. En eﬀet sous certaines conditions, estimer g à l’aide d’une
estimation préalable de Ec permet de récupérer des vitesses de convergences convenables,
peu endommagées par le ﬂéau de la dimension. Dans cette thèse ce problème ne sera pas
abordé et nous nous pencherons uniquement sur l’estimation des espaces de réduction de
la dimension : Ec et Em.
Problématique et plan de la thèse
Le sujet d’étude de cette thèse s’articule autour des modèles (2) et (3) chacun autorisant
une réduction de la dimension. L’objectif principal est l’estimation des espaces de réduc-
tion de la dimension. Il est tout d’abord intéressant d’eﬀectuer une dichotomie entre le jeu
d’hypothèses suﬃsant à l’estimation de Ec et celui suﬃsant à l’estimation de Em. Étant
donné la complexité des deux modèles, l’estimation de Em demande des hypothèses plus
faibles ou similaires à celles nécessaires à l’estimation de Ec. Ainsi, on peut se demander
s’il est possible d’estimer ces deux espaces de façon consistante sans hypothèse “forte" sur
la loi des variables explicatives. Dans le cas du modèle (3), nous répondons négativement
en supposant que X est elliptique. Une telle hypothèse nous permet à la fois de travailler
avec un modèle aussi général que (3) mais aussi d’obtenir des vitesses de convergence pa-
ramétrique. Dans le cas du modèle (2), on répond par l’aﬃrmative. Néanmoins l’approche
proposée soulève une nouvelle question, à savoir : parvient-on à conserver les vitesses para-
métriques obtenues dans le cadre précédent ? Au sein même des deux approches décrites, la
dimension d0 des espaces de réductions de la dimension (aussi appelé dimension du modèle)
est inconnue. L’estimation de ce paramètre qui, nous le verrons, se fait indépendamment
de l’estimation de l’espace lui même, est un point délicat de la réduction de la dimension.
En eﬀet si ce dernier est sous-estimé alors l’estimation de l’espérance conditionnelle est
relativement rapide mais le modèle n’est plus valide et certains eﬀets ne sont pas pris en
compte. Dans le cas contraire, les estimateurs convergent lentement à cause du ﬂéau de la
dimension.
Dans une première partie (chapitres 1 et 2), nous étudions le modèle (3) en choisissant
de restreindre la classe des variables explicatives considérées par une hypothèse sur la
loi de X. En cela nous nous plaçons dans la lignée régression inverse (RIV) instituée
par l’article fondateur de Li en 1991 [66]. L’étude proposée met en avant les propriétés
théoriques de nouvelles méthodes permettant l’estimation de Ec. Une attention particulière
est accordée à l’exhaustivité de l’estimation de Ec et à la minimisation de la variance
asymptotique de l’estimation. Enﬁn, nous proposons quelques simulations qui illustrent le
bon comportements des méthodes en pratique.
La deuxième partie de la thèse (Chapitre 3) a pour objet l’estimation de la dimension
dans les modèles (2) et (3). Tout comme dans [66] et l’article plus récent de Bura et Yang
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de 2011 [12], nous reformulons le problème précédent comme un problème d’estimation de
rang de matrice par test d’hypothèse. Pour une large classe de statistiques, nous proposons
une procédure bootstrap de calcul des quantiles pour le test d’appartenance à une variété.
Enﬁn dans une dernière partie (Chapitre 4), nous étudions le modèle (2) sans imposer
de restrictions sur les variables explicatives. Ainsi, le travail présenté est une approche
semi-paramétrique pour l’estimation de l’espace central moyen dont l’articles de Härdle
et Stoker de 1989 [53] et celui de Hristache, Juditsky et Spokoiny de 2001 [56] sont des
références. L’estimateur proposé conserve les vitesses de convergence paramétrique quelle
que soit la dimension du modèle.
Présentation des résultats
1 La Régression inverse
1.1 Existence et unicité de l’espace central et de l’espace central moyen
L’espace central Ec et l’espace central moyen Em ont été introduits dans l’introduction
de manière informelle. En particulier, ils ne sont pas uniques, par exemple tout espace
contenant Ec vériﬁe (3). Aﬁn de déﬁnir formellement Ec et Em, on déﬁnit les espaces
de réduction de la dimension (DRS) et les espaces moyens de réduction de la dimension
(MDRS). Un DRS est un espace vectoriel tel que chacune de ses bases vériﬁe le modèle (3).
Un MDRS est un espace vectoriel tel que chacune de ses bases vériﬁe le modèle (2). Notons
que notre déﬁnition des MDRS diﬀère de celle employée habituellement dans la littérature
(voir par exemple [21] et [83]). La proposition suivante donne deux caractérisations des
DRS, ces dernières sont souvent utilisées à titre de déﬁnition des DRS (voir par exemple
l’ouvrage de Cook de 1998 [19]).
Proposition 1. Soit β une base de E. Les affirmations suivantes sont équivalentes :
(i) E est un DRS
(ii) Pour tout A mesurable, P(Y ∈ A|X) = P(Y ∈ A|βTX)
(iii) Y ⊥ X | βTX
Le dernier point signiﬁe que Y et X sont indépendants conditionnellement à βTX.
L’équivalence entre (iii) et (i) se montre en utilisant une propriété classique de chaine de
Markov (voir par exemple le livre de Benaïm et El Karoui [4] Théorème 2.4.3 page 92).
L’équivalence entre (iii) et (ii) est une propriété de base de l’indépendance conditionnelle.
Notons par ailleurs, qu’il existe toujours un DRS : Rp. On peut alors déﬁnir le plus petit
espace, au sens de l’inclusion, qui soit un DRS. Hélas, rien ne garantit son unicité. Par
exemple, si X = (X1, X2) et X1 = X2 p.s. alors le modèle Y = g(X1, e) possède deux DRS
de dimension minimale. Une condition suﬃsante pour obtenir l’unicité est que l’intersection
de deux DRS soit un DRS.
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Définition 2. Lorsqu’il existe un unique DRS de dimension minimale, celui-ci est appelé
espace central et est noté Ec. Dans ce cas on a
Ec =
⋂
E
où l’intersection est prise sur tous les DRS.
Contrairement au cas des DRS, il n’existe pas nécessairement de MDRS. On se place
sous le modèle additif (1) aﬁn de réaliser une démarche analogue à la précédente. Nous
verrons par la suite, qu’imposer une telle structure uniﬁe les déﬁnitions des espaces de
réduction de la dimension.
Proposition 3. Soit β une base de E. Supposons (1), les affirmations suivantes sont
équivalentes :
(i) E est un MDRS
(ii) E(Y |X) = E(Y |βTX)
(iii) Y ⊥ E[Y |X]|βTX
Notons que le point (iii) est la déﬁnition instaurée par Cook [21], communément em-
ployée dans la littérature. Comme (1) est supposé, l’équivalence entre (i) et (ii) est évidente.
Pour démontrer que (iii) implique (ii), on peut vériﬁer que var(E[Y |X]|βTX) = 0 (voir [21]
pour une preuve complète). Ainsi sous le modèle (1), il existe toujours un MDRS : Rp. On
peut aussi déﬁnir le plus petit espace, au sens de l’inclusion, qui soit un MDRS.
Définition 4. Lorsqu’il existe un unique MDRS de dimension minimale, celui-ci est appelé
espace central moyen et est noté Em. Dans ce cas on a
Em =
⋂
E
où l’intersection est prise sur tous les MDRS.
Au regard des notions introduites précédemment, l’existence de Ec (resp. Em) est équi-
valente à l’unicité du DRS (resp. MDRS) de dimension minimale. A propos de l’existence
de Ec plusieurs résultats se trouvent dans les articles et livres de Cook [18] et [19]. Ces
derniers sont résumés dans le théorème suivant.
Théorème 5 (Cook (1998) [19]). Si X possède une densité dont le support est convexe,
alors Ec existe.
A notre connaissance, il n’existe pas de résultats concernant l’existence de Em, ni de
résultats à propos de l’existence de Ec lorsque le vecteur X a une distribution discrète.
Dans le Chapitre 1, nous démontrons que l’hypothèse de convexité du support, supposée
dans le Théorème 5, n’est pas nécessaire. Le résultat est le suivant, il est énoncé page 50.
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Théorème 6 (Chapitre 1, Théorème 1.1, page 50). Si X possède une densité telle que la
frontière de son support est de mesure de Lebesgue nulle, alors Ec existe. Si de plus (2) est
vrai, alors le Em existe.
Aﬁn de terminer la présentation des espaces de réduction de la dimension, notons que
le modèle (2) est un cas particulier de (3). Ainsi un MDRS est un DRS et
Ec ⊂ Em,
sous les conditions d’existence de Ec et Em. Par ailleurs, si le modèle additif (1) est vrai,
comme (iii) de la Proposition 1 implique (iii) de la Proposition 3, un DRS est un MDRS.
On a donc démontré l’inclusion inverse. Ainsi si le modèle additif (1) est vrai, alors
Ec = Em,
sous les conditions d’existence de Ec et Em.
Dans la suite, nous supposons que Ec et Em existent.
1.2 Caractérisation de l’espace central
On introduit la variable standardisée Z = Σ−1/2(X − E[X]) où Σ = var(X) peut être
supposée inversible car Ec est inclus dans son image. Le modèle (3) se réécrit avec la
variable Z de la façon suivante
Y = g(ηTZ, e),
où η = Σ1/2β, g : Rp+1 → R et e ⊥ Z. On déﬁnit donc l’espace central standardisé
E′c = span(η) = Σ
1/2Ec.
On note
d0 la dimension de Ec,
Pc = ηη
T , où les vecteurs (η1, · · · , ηd0) = η sont appelés directions révélatrices standardi-
sées.
Les Propositions 1 et 3 sont toujours valides lorsque l’on remplace X par Z.
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1.2.1 La méthode Sliced Inverse Regression (SIR)
L’auteur Li propose le premier d’utiliser la fonction de régression inverse y 7→ E[Z|Y =
y] pour caractériser Ec [66]. En cela l’article fait ﬁgure de précurseur dans la littérature
RIV. On introduit maintenant une condition importante dans l’approche RIV, appelée
condition de linéarité.
Condition de linéarité (LC) .
E[Z|PcZ] = PcZ
Notons que LC ne peut être testée car cette condition dépend du modèle. On a déjà vu,
dans l’introduction, que LC est vérifée pour les variables Gaussiennes. Plus généralement,
les variables de loi sphérique vériﬁent LC (voir l’Annexe A pour plus de détails sur les lois
sphériques et LC). La condition de sphéricité est atténuée dans [49] où l’on démontre que
lorsque p est grand, le vecteur Z est presque sphérique. Notons que l’avantage de LC par
rapport à l’hypothèse de sphéricité est que cette dernière permet l’ajout dans le vecteur Z
de variables indépendantes de Y et de Z. Par exemple, le vecteur (Z, ǫ), où Z ⊥ ǫ suit une
loi exponentielle de moyenne 1, n’est pas sphérique alors que LC est toujours vériﬁée.
Le théorème suivant, dû à Li est le fondement de la méthode SIR [66]. Une démonstra-
tion est proposée dans l’Annexe A.
Théorème 7 (Li (1991) [66]). Supposons que le couple (X,Y ) vérifie (3), LC et que
E[‖X‖2] <∞, alors on a E[Z|Y ] ∈ E′c.
On déﬁnit la matrice
MSIR = E[E[Z|Y ]E[Z|Y ]T ]. (4)
On remarque que, d’après le théorème 7, span(MSIR) ⊂ E′c 1. Ainsi les vecteurs propres de
MSIR associés aux valeurs propres non-nulles appartiennent à E′c.
La méthode SIR se résume à estimer MSIR et à extraire les vecteurs propres de
l’estimateur associés aux d plus grandes valeurs propres. Ces vecteurs propres sont
des estimés des directions révélatrices standardisées.
Soient (Xi, Yi)1≤i≤n une suite de variables aléatoires i.i.d., déﬁnissons Ẑi = Σ̂−1/2(Xi−
X), où Σ̂ = (X −X)(X −X) et · signiﬁe la moyenne empirique. L’estimateur de MSIR
proposé dans [66] est
M̂SIR =
H∑
h=1
p̂hm̂hm̂
T
h ,
1. L’espace engendré par MSIR est égal à l’espace engendré par la courbe de régression inverse
span(E[Z|Y = y], y ∈ support(Y )).
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où m̂h =
Ĉh
p̂h
, Ĉh = n−1
∑n
i=1 Ẑi1{Yi∈I(h)} et p̂h = n
−1∑n
i=1 1{Yi∈I(h)}, et I = {I(h), h =
1, · · · , H} est une partition du support de Y .
Notons que l’on peut approcher E[Z|Y ] par E[Z|Y˜ ] =∑Hh=1mh1{Y ∈I(h)}, où mh = Chph ,
Ch = E[Z1{Y ∈I(h)}], et ph = P(Y ∈ I(h)), et Y˜ est la variable Y discrétisée selon la
partition I. En déﬁnissant
M˜SIR = E[E[Z|Y˜ ]E[Z|Y˜ ]T ] =
H∑
h=1
phmhm
T
h ,
on remarque que M̂SIR est un estimateur de M˜SIR, qui lui même est une approximation de
MSIR
2. On peut donc comprendre l’estimateur M̂SIR comme une estimation par Nadaraya-
Watson de la régression inverse, sans moyenne mobile.
1.2.2 Faut-il que H tende vers l’infini ?
Quelques auteurs ont étudié les propriétés de convergence de diﬀérents estimateurs
de MSIR. Par exemple, Zhu et Ng démontrent en 1995, sous certaines hypothèses, que√
n(M̂SIR −MSIR) converge en loi à condition que
√
n ≤ H ≤ n/2 [86] (en particulier
on peut avoir uniquement deux observations dans chaque tranche). Des méthodes moins
naïves que l’estimateur initialement proposé dans [66] sont envisagées. La méthode Kernel
Inverse Regression (KIR) [85] estime MSIR par une méthode à noyau. Néanmoins, les
travaux de [86] et [85] impliquent dans certains cas, une détérioration des vitesses en
√
n
causée par l’estimation non-paramétrique de E[Z|Y ]. De plus, ce type d’approches pose un
nouveau problème qui est le choix du paramètre de lissage (taille des tranches pour M̂SIR,
longueur de la fenêtre pour l’estimation à noyau).
Lorsque H est ﬁxe, la matrice M˜SIR peut être estimée sans diﬃculté à vitesse
√
n. De
plus on a la propriété
span(M˜SIR) ⊂ E′c.
Ainsi on peut se demander dans quels sens sont les inclusions au sein des espaces span(MSIR)
et span(M˜SIR), où plutôt si une estimation non-paramétrique est vraiment nécessaire. Dans
un second temps on peut s’interroger sur la façon d’obtenir une estimation exhaustive de
Ec sans utiliser d’estimateur à noyau. C’est au sein de cette problématique que se place le
travail de la première partie.
1.2.3 Order 1 test function (TF1)
La famille TF1 est étudiée dans le Chapitre 1. Son intérêt principal est d’oﬀrir à l’ap-
proche RIV une famille de méthodes qui d’une part, ne requièrent pas d’estimation non-
paramétrique et d’autre part, sont exhaustives au sens où elles récupèrent la totalité des
espaces engendrés par la courbe de régression inverse.
2. SIR est une ACP de réalisations de la variable E[Z|Y˜ ], et non de E[Z|Y ] inobservable si Y possède
une densité.
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Les méthodes de TF1 s’intéressent aux vecteurs
E[Zψ(Y )],
où ψ : R → R, qui sont dans Ec d’après le Théorème 7. En remarquant que MSIR =
E[ZE[Z|Y ]T ], on peut comprendre TF1 comme une généralisation de SIR. Un membre de
la famille TF1 déﬁnit un espace
E1ΨH = span(E[Zψh(Y )], ψh ∈ ΨH),
où ΨH est un ensemble de fonctions de cardinal ﬁni H. Nous obtenons le résultat suivant.
Théorème 8 (Chapitre 1, Théorème 1.3, page 52). Supposons que le couple (X,Y ) vérifie
le modèle (3), LC, la condition d’exhaustivité 3 de l’ordre 1, et que E[‖X‖2] < ∞. Si de
plus Ψ est une famille totale dans L1(‖Z‖) 4, alors il existe ΨH un sous-ensemble fini de
Ψ tel que E1ΨH = Ec.
Une version mesurable du théorème de Weierstrass est énoncée dans le Théorème 1.B,
page 83. Ce dernier nous informe qu’une famille qui sépare les points est totale dans les
espaces Lp. Le résultat précédent répond à la question soulevée dans la section 1.2.2,
puisque l’espace Ec peut-être retrouvé avec un nombre ﬁni de fonctions.
1.2.4 La méthode Sliced Average Variance Estimation (SAVE)
La méthode SAVE est introduite aﬁn de pallier un défaut des méthodes telles que
SIR ou MD, qui en particulier, reposent sur une caractérisation de Ec par la fonction de
régression inverse. Le défaut en question est souvent présenté sous le nom de pathologie de
SIR. Un exemple qui peut lui être associé est le modèle
Y = Z(1) + (Z(2))2 + e,
où e ⊥ Z = (Z(1), · · · , Z(p)) et (Z(1), Z(2)) = (Z(1),−Z(2)). En supposant LC, on obtient
que span(MSIR) ⊂ span(e1) alors que E′c = span(e1, e2), où les ei’s sont les vecteurs de
la base canonique de Rp. Ainsi, la condition d’exhaustivité de l’ordre 1 supposée dans le
Théorème 8 n’est plus vériﬁée.
Pour remédier à ce problème, on suggère dans [66] l’utilisation de la fonction de variance
inverse déﬁnie par y 7→ var(Z|Y = y). La méthode SAVE, basée sur cette même idée, est
introduite et étudiée par Cook et Weisberg en 1991 [23]. Elle nécessite une condition
supplémentaire appelée la condition de variance conditionnelle constante.
Condition de variance conditionnelle constante (CCV) .
var(Z|PcZ) = I − Pc.
3. Cette condition est énoncée page 51, Condition 3. Elle est équivalente à span(MSIR) = Ec.
4. L’espace L1(‖Z‖) est introduit page 51.
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Sous CCV et LC, on a un énoncé similaire au Théorème 7 pour la fonction de variance
inverse.
Théorème 9 (Cook et Weisberg (1991)[23]). Supposons que LC et CCV soient vérifiées
et que X possède un moment d’ordre 2, alors span(I − var(Z|Y )) ⊂ E′c.
La méthode SAVE caractérise l’espace central standardisé par span(MSAVE) 5 où
MSAVE = (I − var(Z|Y ))2.
L’estimation de MSAVE se fait d’une manière similaire à celle de MSIR. On déﬁnit M̂SAVE
l’estimateur qui réalise un tranchage de la variance conditionnelle suivant le partition I.
Sa limite, lorsque H est ﬁxe, est notée M˜SAVE.
On peut soulever une problématique similaire à celle de SIR dans le choix de la limite
de l’estimateur, à savoir MSAVE ou M˜SAVE. Les auteurs Li et Zhu analysent en 2007 les
conditions de convergence en loi de
√
n(M̂SAVE −MSAVE) [68]. Contrairement à SIR, le
choix de H est déterminant pour la convergence à vitesse
√
n.
1.2.5 Order 2 test function (TF2)
Dans une problématique similaire à l’introduction de TF1 (i.e. faut-il estimer MSAVE
plutôt que M˜SAVE ?), on déﬁnit la famille TF2. Son introduction est d’autant plus légitime
que la convergence à vitesse
√
n de M̂SAVE est sensible au choix du paramètre H. Les
méthodes au sein de TF2 ont pour objet d’intérêt les matrices
E[ZZTψ(Y )],
où ψ : R → R. Dans le développement de TF2, CCV est remplacé par la condition de
variance conditionnelle diagonale, plus générale.
Condition de variance conditionnelle diagonale (DCV) .
var(Z|PcZ) = λ∗ωQc
où λ∗ω est une variable aléatoire.
Nous démontrons, Théorème 1.8 page 57, sous DCV et LC, que span(E[(ZZT−λ∗ωI)ψ(Y )]) ⊂
E′c. Ainsi un membre de la famille TF2 déﬁnit un espace
E2ΨH = span(E[(ZZ
T − λ∗ωI)ψh(Y )], ψh ∈ ΨH).
Pour TF2 le résultat est un peu diﬀérent de celui présenté pour TF1, il est exprimé
dans le théorème suivant.
5. La matrice MSAVE estime de façon plus complète l’espace Ec que SIR. On réfère à la partie 1.4 pour
plus d’informations sur ce point.
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Théorème 10 (Chapitre 1, Théorème 1.9, page 58). Supposons que le couple (X,Y ) vérifie
le modèle (3), LC, DVC, la condition d’exhaustivité 6 de l’ordre 2, et que E[‖X‖2] <∞. Si
de plus Ψ est une famille totale dans L1(‖Z‖2) 7, alors il existe ψ une combinaison linéaire
d’un nombre fini de fonctions dans Ψ tel que E2ψ = E
′
c.
Remarquons que les méthodes de TF2 sont valides sous un jeu d’hypothèses plus léger
que les méthodes telles que SAVE qui requièrent CCV 8. De plus, nous obtenons la même
conclusion que pour TF1, à savoir qu’il n’est pas nécessaire de faire tendre H vers 0 aﬁn
d’approcher MSAVE. En eﬀet, un conséquence du Théorème 10 est que, pour un nombre
ﬁni H, EΨH = E
′
c.
1.2.6 Optimalité de l’estimation
Pour chacune des familles TF1 et TF2, on calcule la fonction optimale par rapport au
critère 9
MSE = E[dist(Ê, Ec)
2],
où Ê est l’estimé de Ec. Les fonctions optimales obtenues pour TF1 et TF2 sont données
dans le Chapitre 1, respectivement page 54 et 60. Chacune des optimisations requiert le
calcul de la variance asymptotique de la variable dist(Ê, Ec). Pour TF1, plusieurs fonc-
tions ψ sont nécessaires pour estimer Ec (Théorème 1.9). L’optimisation est donc conduite
par rapport à la fonction (ψ1, · · · , ψd0), sous la contrainte que (E[Zψ1(Y ), · · · ,E[Zψd0(Y )])
appartienne à la variété de Stieltjes. Pour TF2, on optimise selon une seule fonction (Théo-
rème 10). Les méthodes OF1 et OF2 associées, requièrent une estimation non-paramétrique
car les fonctions optimales sont inconnues. Elles sont testées par simulation à la ﬁn du Cha-
pitre .
Les simulations présentées à la ﬁn du Chapitre 1 soulignent une similitude entre
SIR et OF1. En revanche, OF2 ne ressemble à aucune autre méthode considérée. On
notera sa grande précision.
1.2.7 Autres méthodes
Tout comme les membres optimaux 0F1 et 0F2, la méthode minimum discrepancy
(MD) est optimale au sein d’une famille de méthodes, nommée inverse regression (IR),
dont SIR est un représentant. Néanmoins le critère choisi est diﬀérent.
6. Cette condition est énoncée page 58.
7. L’espace L1(‖Z‖) est introduit page 51.
8. De plus nous verrons dans le Chapitre 1, page 83, que CCV et la sphéricité des variables Z équivaut
à l’hypothèse de normalité de Z. Ceci est assez contraignant puisque sous de telles hypothèses on préfère
utiliser d’autres approches telles que l’approche de type vraisemblance développée dans [20].
9. La distance d’espaces vectoriels dist(·, ·) est définie par dist(E,E′) = ‖PE − PE′‖F , où PE (resp.
PE′) est le projecteur orthogonal sur E (resp. E
′) et ‖ · ‖F est la norme de Frobenius.
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Les méthodes de la famille IR estiment toujours Ec à l’aide des vecteurs ĈSIR =
(p̂
−1/2
1 Ĉ1, · · · , p̂−1/2H ĈH). La diﬀérence avec SIR réside dans la façon de recueillir les di-
rections révélatrices. La méthode SIR extrait les vecteurs singuliers à gauche, associés aux
plus grandes valeurs singulières de la matrice ĈSIR. En utilisant un lemme classique sur la
décomposition spectrale 10, SIR est équivalent à minimiser la distance de la matrice ĈSIR
à la variété des matrice de rang d0, i.e. à résoudre
argmin
rank(M)=d0,M∈Rp×H
‖ĈSIR −M‖2F .
Toute matrice solution du problème précédent est de rang d0 et a pour espace image
span(M̂SIR). La famille IR autorise un changement dans la norme choisie pour évaluer
la distance de l’estimateur à la variété {rank(M) = d0}. Elle est déﬁnie par la classe
d’estimateurs
argmin
rank(M)=d0,M∈Rp×H
vec(ĈIR −M)T V̂ vec(ĈIR −M),
où ĈIR = Σ̂−1(Ĉ1, · · · , ĈH), V̂ ∈ RpH×pH . Au sein de cette famille d’estimateurs, ĈMD
correspond au choix V̂ = Γ̂, où Γ̂ est un estimateur consistant de la variance asymptotique
de
√
nĈIR. Les auteurs démontrent que
√
nĈMD, déﬁni par l’équation précédente, possède
la plus petite variance au sein de la famille IR.
Citons d’autres méthodes basées sur la fonction de variance inverse qui présentent de
bons résultats. La méthode SIR-II ou plus généralement SIR-α étudiée par Gannoun et
Saracco en 2003 [44], consiste en un mélange des méthodes SIR et SAVE et se réalise par
une pondération des deux matrices concernées. Plus récemment, les méthodes cummulative
regression (CR) [65], et Directinal regression (DR) [64] ont produit de bons résultats en
simulation.
1.2.8 Estimation de l’espace central moyen quand la dimension est connue
Un autre espace de réduction de la dimension est d’un intérêt particulier : l’espace
moyen Em. Les méthodes de type RIV ayant pour objectif son estimation ([67], [21])
supposent le point (iii) de la Proposition 3 : E[Y |X] = E[Y |PX]. Cette dernière hypothèse,
initialement à l’origine de la déﬁnition des MDRS est particulièrement intéressante pour les
modèles de type additif (1). Or dans ce cas Ec = Em. En conclusion, si un modèle additif
est présumé, ce qui est le cadre naturel induit par l’espace moyen, alors les méthodes
d’estimation pour l’espace central s’appliquent puisque Ec = Em.
Par ailleurs, nous verrons dans le Chapitre 4 comment estimer Em dans un cadre plus
général que celui imposé par les hypothèses LC et CCV. Ainsi l’approche de type RIV
pour l’estimation de Em nous parait moins justiﬁée que les précédentes.
10. Ce lemme est énoncé dans le Chapitre 3, Lemme 3.8, page 110.
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1.3 Estimation de la dimension
L’estimation de la dimension de Ec ou Em est fondamentale au sein des méthodes de
type RIV car elle permet d’estimer le bon nombre de vecteurs singuliers à conserver lors
de la décomposition spectrale de la matrice d’intérêt (par exemple CSIR, CMD, MSAVE). Ici
nous ne traitons pas cette question de manière exhaustive car le sujet sera plus largement
abordé dans la section 2, introduction au Chapitre 3. Nous donnons néanmoins la procédure
d’estimation la plus populaire. Détaillée par Li en 1991 [66], cette dernière est l’objet de
tests de rang de la matrice d’intérêt notée dans cette partieM ∈ Rp×H . Comme span(M) ⊂
E, où E = Ec ou Em, il y a un léger abus de langage à parler d’estimation de la dimension.
Pour tester un rang donné, on peut considérer le jeu d’hypothèses
H0 : rank(M) = m contre H1 : rank(M) > m.
Pour tester le rang de M , on eﬀectue un test séquentiel qui consiste à mener plusieurs fois
le test précédent jusqu’à acceptation. Plus précisément, on commence par tester m = 0,
si ce test est rejeté on incrémente m := m + 1. Le test est reconduit jusqu’à la première
acceptation. La statistique initialement proposée est
Λ̂1 = n
p∑
k=m+1
λ̂2k (5)
où (λ̂1, · · · , λ̂p) sont les valeurs singulières de la matrice M̂ ∈ Rp×H , elle-même estimateur
de M . Pour beaucoup de méthodes, la statistique Λ̂1 produit un test consistant (voir la
section 2 pour plus de détails). Nous donnons le résultat associé à SIR. Ce dernier, d’abord
valable dans le cas de variables explicatives gaussiennes [66] fut étendu au résultat suivant
dans [15].
Proposition 11 (Li (1991) [66], Bura et Cook (2001)[15]). Supposons que le couple (X,Y )
vérifie LC et CCV et que E[‖X‖2] <∞, alors si rank(M) = m, on a
Λ̂1
d−→ χ2(p−m)(p−H−1).
Dans le Chapitre 1, nous donnons le même type de résultat pour TF1 (Théorème 1.13,
page 64). Ce dernier est une généralisation de la Proposition 11 à une famille quelconque
de fonctions, avec l’hypothèse DCV.
1.4 La méthode continuous inverse regression pour l’exhaustivité de l’es-
timation
L’exhaustivité de l’estimation est un thème plus récemment abordé dans la littérature.
On parle d’exhaustivité de la méthode A lorsque EA = Ec, où EA est l’espace à estimer.
Par exemple la condition d’exhaustivité de la méthode SIR est la suivante :
Pour tout vecteur η ∈ E′c, E[ηTZ|Y ] est de variance non-nulle. (6)
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On obtient la même condition por la méthode MD puisqu’il est facile de voir que ESIR =
EMD. Néanmoins, la pathologie SIR (voir section 1.2.4), met en avant une certaine classe
de modèles pour lesquels les méthodes basées sur la fonction de régression inverse (SIR,
KIR, MD) ne sont pas exhaustives.
En conséquence les méthodes qui s’appuient sur la fonction de variance inverse (SAVE,
SIR-II, SIR-α, CR, DR) retrouvent vraisemblablement plus de directions révélatrices que
les précédentes. Dans ce sens, on remarque le résultat de Ye et Weiss en 2003 qui nous
indique que ESIR ⊂ ESAVE 11 [82]. En plus du résultat concernant SAVE, on peut montrer
de la même manière que ESAVE = ESIR-II = EDR (voir [64]). Dans les articles [64] et
[63], les auteurs s’intéressent aux conditions d’exhaustivités des méthodes CR et DR. Par
exemple pour DR, ils obtiennent le résultat suivant.
Proposition 12 (Li et Wang (2007) [64]). Supposons que pour tout vecteur η ∈ E′c,
E[ηTZ|Y ] ou E[(ηTZ)2|Y ] est de variance non-nulle, alors la méthode DR est exhaustive.
Concernant TF1 et TF2, nous obtenons le même type de conditions, adaptées à
l’hypothèse DCV (voir pages 51 et 58).
Les conditions énoncées précédemment assurent que la matrice à estimer engendre
l’espace central tout entier. Par exemple pour SIR (mais cela reste vrai pour la plupart
des autres méthodes), la condition (6) implique que span(MSIR) = E′c. Malheureusement,
pour estimer cette matrice, un partitionnement de la variable Y est demandé et la matrice
à estimer devient M˜SIR qui est une approximation de MSIR. Ainsi on peut reformuler la
déﬁnition d’exhaustivité de la méthode SIR par
span(M˜SIR) = E
′
c,
ce qui met en jeu le partitionnement de Y utilisé. Le Théorème 8 nous indique que si
H est suﬃsamment grand, la condition précédente est vériﬁée. Néanmoins ce résultat ne
nous fournit pas d’indication sur le choix de la partition en pratique. Pour y remédier,
on introduit dans le chapitre 2 la méthode continuous inverse regression (CIR) qui estime
l’espace
span(E[Z1{Y≤y}], y ∈ R),
à l’aide de la matrice
MΦ =
∫
E[Z1{Y≤y}]E[Z1{Y≤y}]TdΦ(y),
11. Pour le démontrer il suffit de remarquer queMSAVE =M
2
SIR+A avec A positive, ainsi span(MSIR) =
span(M2SIR) ⊂ span(M
2
SIR +A) = span(MSAVE).
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où Φ est une distribution de probabilité. L’estimateur considéré est
M̂Φ = n
−2
n∑
i,j
ẐiẐ
T
j (1−max(Φ(Yi),Φ(Yi))).
Le résultat principal du chapitre 2 concerne l’estimation de MΦ, d’une part lorsque Φ est
connue, et d’autre part lorsque Φ = F , la distribution de probabilité de Y (inconnue).
Dans ce dernier cas, M̂F = n−2
∑n
i,j ẐiẐ
T
j (1−max(F(Yi),F(Yi))) où F est la distribution
de probabilité empirique de Y .
Théorème 13 (Chapitre 2, Théorème 2.8, page 95). Supposons que E[‖X‖2] < +∞, et
que Y possède une densité continue, alors
n1/2(M̂F −MF ) converge vers un vecteur Gaussien.
Si de plus, Φ est une distribution de probabilité strictement croissante, alors
n1/2(M̂Φ −MΦ) converge vers un vecteur Gaussien.
Le théorème précédent est une conséquence de l’étude de la convergence faible des
processus déﬁnis par
WΦ : u 7→ n−1/2
n∑
i=1
Xi1{Yi≤Φ−(u)} − E[X1{Y≤Φ−(u)}]
et
WF : u 7→ n−1/2
n∑
i=1
Xi1{Yi≤F−(u)} − E[X1{Y≤F−(u)}],
où Φ− est l’inverse généralisée de la fonction Φ, et les deux processus sont des éléments
de l’espace des fonctions continues à gauche avec limite à droite (càd-làg) noté D[0, 1].
L’étude de chacune de leurs convergences résulte de considérations diﬀérentes. Pour WΦ,
nous démontrons la convergence faible dans l’espace D[0, 1] muni de la norme de Skorohod.
Une telle approche est décrite dans le livre de Billingsley de 1979 [8]. Pour WF , la technique
de la Delta method employée dans la preuve nous impose de travailler avec une autre
notion de convergence faible. Cette dernière est déﬁnie à l’aide de l’intégrale extérieure et
fait l’objet du livre de van der Vaart et Wellner paru en 1996 [77]. Les résultats obtenus
sont résumés dans le théorème suivant où nous ne diﬀérencions pas les diﬀérents types de
convergence.
Théorème 14 (Chapitre 2, théorèmes 2.2 et 2.6, pages 88 et 93). Supposons que E[‖X‖2] <
+∞, et que Y possède une densité continue, alors
WF converge vers un processus Gaussien.
Si de plus, Φ est une distribution de probabilité strictement croissante, alors
WΦ converge vers un processus Gaussien.
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En plus d’impliquer le Théorème 13, utile à l’estimation de l’espace central, les ré-
sultats précédents nous permettent de proposer des tests de type Cramér-von Mises ou
Kolmogorov. Ces derniers font l’objet de la section 2.5.
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2 Estimation de la dimension par test d’hypothèse et boots-
trap
Dans un premier temps, on reformule dans un cadre plus général le problème d’esti-
mation de la dimension de Ec qui, on l’a vu dans la partie 1.3, s’apparente à un problème
d’estimation de rang de matrice. Après une revue des résultats existants en estimation de
rang, nous expliquons les modalités et intérêts de l’emploi du bootstrap pour les tests d’hy-
pothèses. Enﬁn nous présentons les contributions apportées à ce domaine dans la troisième
partie.
2.1 Estimation du rang d’une matrice par test d’hypothèse
L’estimation du rang d’une matrice est primordiale au sein de l’approche RIV mais pas
seulement. En eﬀet beaucoup d’autres domaines nécessitent ce type de connaissance. On
peut citer par exemple l’analyse en composante principale (ACP) où le nombre de facteurs
du modèle égale la dimension de la matrice de covariance. Un autre exemple est le modèle
auto-régressif à moyenne mobile (ARMA). En eﬀet, les ordres d’un modèle ARMA sont
égaux aux rangs de certaines matrices de Toeplitz. Pour plus d’exemple et de détails sur
les applications de l’estimation de rang, on pourra lire Gill et Lewbel [45].
2.1.1 Cadre de travail de l’estimation de rang
On peut tester le rang de M0 noté d0 à l’aide des deux hypothèses suivantes, il existe
un estimateur M̂ telle que
n1/2(M̂ −M0) d→W (7)
où vec(W ) est un vecteur Gaussien de moyenne nulle et de variance asymptotique Γ, et de
plus il existe une matrice Γ̂ telle que
Γ̂
P→ Γ. (8)
Aussi, certaines méthodes supposent que Γ est inversible. Sous ces hypothèses, l’estimation
du rang de M0 peut se faire par test d’hypothèse, et plus précisément par plusieurs tests
séquentiels, dont chacun teste un rang donné :
H0 : rank(M) = m contre H1 : rank(M) > m. (9)
Ainsi, on commence par tester d0 = 0, puis si le test est rejeté on test d0 = 1 et ainsi de
suite, jusqu’au premier test non-rejeté 12. Bien entendu, le niveau global du test n’est pas
égal au niveau de chacun des tests. Ce dernier est diﬃcile à calculer. Dans notre étude, on
se concentre sur le test (9) où m est ﬁxé.
12. Un test différent est proposé par Barrios et Velilla en 2007 [3], il est évoqué plus en détail dans la
section 2.4.
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2.1.2 Quelques statistiques de test
Gill et Lewbel en 1992 [45] sont les premiers à considérer le problème d’estimation du
rang de matrice dans le cadre général donné par les hypothèses (7) et (8). Leur approche
consiste à examiner la décomposition L̂D̂Û de la matrice M̂ , où L̂ (resp. Û) est une
matrice triangulaire inférieure (resp. supérieure) et D̂ est diagonale. La matrice D̂ a deux
comportements distincts selon H0 et H1, ce qui permet aux auteurs, sous les hypothèses
(7) et (8), de démontrer la consistance du test (9). Le test proposé est corrigé par Cragg
et Donald en 1996 [25] et nous référons à ce dernier article pour plus d’information 13. Au
sein de cette littérature, on remarque le travail de Cragg et Donald de 1997 [26] où il est
proposé une statistique de type minimum distance
Λ̂3 = min
rank(M)=m
vec(M̂ −M)T Γ̂−1 vec(M̂ −M). (10)
Les auteurs démontrent sous les conditions (7), (8), H0 et Γ inversible, que cette dernière
converge vers une loi du χ2 à (p−m)(H−m) degrés de liberté. Ils montrent aussi que sous
H1 la statistique tend vers l’inﬁni en probabilité. Sous les mêmes hypothèses, les articles
de Robin et Smith de 2000 [72] et de Kleibergen et Paap de 2006 [61] s’intéressent au
comportement de diﬀérentes transformations des valeurs singulières.
Dans la littérature RIV, l’estimation du rang a été traitée de diﬀérentes façons, souvent
en lien avec les hypothèses LC et CCV, aﬁn de préciser les variances asymptotiques. Néan-
moins les tests qui y sont développés peuvent être mis en relation avec le cadre précédent.
Récemment Bura et Yang adaptent la Proposition 11 au cadre précédent. Ils obtiennent le
résultat suivant pour Λ̂1, déﬁnie par (5).
Proposition 15 (Cook et Bura (2001) [15], Bura et Yang (2011) [12]). Supposons (7) et
H0, alors on a
Λ̂1
d−→
∑
νkW
2
k
où les νk’s sont les valeurs propres de la matrice (Q2 ⊗ Q1)Γ(Q2 ⊗ Q1) et les Wk’s sont
i.i.d. gaussiens centrés-réduits.
Ainsi Λ̂1 s’intègre dans la littérature de l’estimation de rang parmi les statistiques basées
sur la décomposition en valeurs singulières. Toujours dans [12], les auteurs proposent une
version re-normalisée de Λ̂1, déﬁnie par
Λ̂2 = n vec(Q̂1M̂Q̂2)
T [(Q̂2 ⊗ Q̂1)Γ̂(Q̂2 ⊗ Q̂1)]+ vec(Q̂1M̂Q̂2), (11)
où M+ est l’inverse de Moore-Penrose de M , Q̂1 et Q̂2 sont les projecteurs orthogonaux
sur les sous-espaces singuliers, à gauche et à droite, de M associés aux p−m plus petites
valeurs singulières. Ils obtienent le résultat suivant.
13. Dans l’article en question [45], les auteurs commettent une erreur quant à la distribution asympto-
tique de D̂. Cette erreur est révélée dans [25].
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Proposition 16 (Bura et Yang (2011) [12]). Supposons (7), (8) et H0, alors on a
Λ̂2
d−→ χ2s,
avec s = min(rank(Γ), (p− d)(H − d)).
Le test proposé par Cook et Ni en 2005 [22] pour la méthode MD (voir section 1.2.7)
se base sur la statistique Λ̂3 déﬁnie par (10) et étudiée, aussi, dans [26] 14.
Proposition 17 (Cragg et Donald (1997) [26], Cook et Ni (2005) [22]). Supposons (7),
(8), Γ inversible et H0, alors on a
15
Λ̂3
d−→ χ2(p−m)(H−m).
En utilisant les propositions 15, 16 et 17 on peut montrer que chacune des statistiques
Λ̂1, Λ̂2 et Λ̂3 produit un test (9) consistant (14).
Les statistiques Λ̂1, Λ̂2 et Λ̂3 jouent un rôle important dans la suite puisqu’elles
constituent les principaux exemples d’applications de la procédure bootstrap étudiée
dans le Chapitre 3.
2.1.3 Comportement des statistiques en pratique
Remarquons que pour réaliser le test avec Λ̂1, il faut approcher sa loi limite car cette
dernière est composée de quantités inconnues. Les auteurs Bentler et Xie [5] et Wood [79]
proposent certaines approximations de la loi du chi2 pondérée. Les auteurs étudient trois
manières d’y parvenir (voir page 115 pour plus d’information). Ces approximations de la loi
asymptotique peuvent causer une perte dans la précision du test. Remarquons par ailleurs
que les statistiques Λ̂2, et Λ̂3 n’ont pas ce problème puisque leurs lois asymptotiques sont
des chi2. Néanmoins leurs calculs nécessitent l’inversion d’une matrice souvent grande ce
qui produit, à faible nombre d’échantillons, de mauvaises estimations.
Considérons les modèles
Y = X(1) + 0.5e (12)
Y = cos(2X(1) − 1) + 0.2e, (13)
où e ⊥ X ∈ R6, X d= N (0, I) et e d= N (0, 1). Pour ces deux modèles, la matrice CSIR =
(C1, · · · , CH) est de rang 1. On utilise son estimateur par tranchage ĈSIR, déﬁni dans la
14. Les résultats de [22] sont similaires à ceux de [26] bien que les outils utilisés dans les preuves soient
différents.
15. Notons que le degré de liberté du chi2 limite n’est pas en (p −m)(H −m− 1) comme énoncé dans
[22], ceci est du au fait que Γ est inversible dans notre énoncé.
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section 1.2.7, pour calculer les statistiques Λ̂1, Λ̂2, et Λ̂3 et mener le test (9). Notons que
les propositions 15, 16 et 17 s’appliquent. Pour un nombre de tranches H = 5 et diﬀérentes
valeurs de n, on calcule les niveaux estimés avec 2000 échantillons, pour un niveau nominal
de 5%. On utilise 5 statistiques : les trois approximations de [79] et [5] pour Λ̂1, et Λ̂2 et
Λ̂3. Les résultats des simulations sont présentés Figure 1 pour le modèle (12) et Figure 2
pour le modèle (13).
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Figure 1 – Modèle (12). Niveaux estimés lors du test (9) avec Λ̂1 (les approximations de
[79] et [5] sont en abscisse 1,2,3), Λ̂2 et Λ̂3 (abscisse 4 et 5).
Les approximations [79] et [5] se comportent bien dans le modèle (12) qui est linéaire.
Lorsque la dépendance se complique dans le modèle (13), l’approximation n’est plus valide
puisque même à n = 1000, le niveau nominal n’est pas atteint. A faible nombre d’échan-
tillons (n = 50), pour les deux modèles étudiés, aucune des statistiques Λ̂2, Λ̂3 ne produit
un test satisfaisant. De plus la convergence est relativement lente dans le modèle linéaire
(12).
Nous remarquons donc la diﬃculté d’estimer la dimension dans les modèles de type
RIV. Ceci est d’autant plus marqué que les modèles présentés sont de petite dimension
d0 = 1.
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Figure 2 – Modèle (13). Niveaux estimés lors du test (9) avec Λ̂1 (les approximations de
[79] et [5] sont en abscisse 1,2,3), Λ̂2 et Λ̂3 (abscisse 4 et 5).
2.2 Test d’hypothèse traditionnel et bootstrap
Le bootstrap est une technique de ré-échantillonnage instaurée par Efron en 1982 [38].
Cette approche propose une alternative à la comparaison asymptotique, qui à faible taille
d’échantillon, est une approximation souvent grossière.
Soit (X1, · · · , Xn) un échantillon i.i.d. et T (X1, · · · , Xn) une statistique. Efron pro-
pose de tirer un nouvel échantillon (X∗1 , · · · , X∗n) selon une loi uniforme au sein du pre-
mier échantillon (X1, · · · , Xn), et ensuite, d’inférer sur le comportement de la statistique
T (X1, · · · , Xn) à l’aide de la loi de la statistique bootstrap T (X∗1 , · · · , X∗n), dénommée loi
bootstrap. Nous verrons que cette loi, si elle est inconnue, peut être approchée avec une
grande précision. Aussi, sous certaines conditions, la loi de la statistique est plus proche
de la loi bootstrap que de la loi asymptotique. D’autres procédures de ré-échantillonnage
sont proposées par Barbe et Bertail en 1995 [2]. L’un des avantages du bootstrap est donc
la précision qu’il procure par rapport à la comparaison asymptotique. Le bootstrap est no-
tamment utilisé pour estimer les moments d’une statistique, pour dé-biaiser un estimateur
ou encore pour l’estimation de quantiles, lors de tests d’hypothèses et de constructions
d’intervalles de conﬁance.
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2.2.1 Le calcul des quantiles par bootstrap pour un test d’hypothèse
Aﬁn d’expliquer comment utiliser le bootstrap lors de tests d’hypothèses, nous prenons
l’exemple simple du test d’égalité de moyennes dans le cadre d’un échantillon de n variables
réelles X1, · · · , Xn i.i.d. telles que θ0 = E[X1] et 0 < γ = var(X) <∞. Les hypothèses du
test sont
H0 : θ0 = µ contre H1 : θ0 6= µ,
et une statistique de test raisonnable est Λ̂ = n‖θ̂ − µ‖2, où θ̂ = X puisqu’elle vériﬁe
les deux propositions suivantes. Si H0 est vrai, alors Λ̂
d→ γχ21 et si H1 est vériﬁée alors
Λ̂ diverge vers l’inﬁni en probabilité. Un test d’hypothèse traditionnel de niveau α est la
comparaison de Λ̂ avec le quantile d’ordre α de sa loi limite sous H0, noté q∞(α). On dit
qu’un test est consistant si
PH0
(
Λ̂ > q∞(α)
)
−→ 1− α et PH1
(
Λ̂ > q∞(α)
)
−→ 1, (14)
ce qui est, dans notre cas, une conséquence directe des deux convergences évoquées précé-
demment.
Le test d’hypothèse bootstrap se diﬀérencie du test d’hypothèse traditionnel par
sa méthode de calcul du quantile utilisé pour le test. Alors que le test traditionnel
utilise un quantile de la loi asymptotique sous H0, le test bootstrap utilise un quantile
calculé par bootstrap.
Pour cela, on introduit ici un bootstrap par poids indépendants. Prenons (wi)1≤i≤n une
suite de variables indépendantes de moyenne 0 et de variance 1 et déﬁnissons l’estimateur
bootstrap
W ∗ = n−1
n∑
i=1
wi(Xi −X).
Remarquons que par le TCL de Lindeberg, conditionnellement aux Xi’s,
√
nW ∗ a la même
limite en loi que
√
n(θ̂−θ0). On dira que
√
nW ∗ « bootstrap »
√
n(θ̂−θ0). Plus précisément,√
nW ∗ bootstrap la loi sous H0 de
√
n(θ̂−µ). Déﬁnissons Λ∗ = n‖W ∗‖2. Le test bootstrap
est basé sur le résultat
Λ∗ bootstrap la loi sous H0 de Λ̂, (15)
qui est une conséquence de ce qui précède. Cette convergence est équivalente à la conver-
gence F̂ (x)
p.s.→ F∞(x) pour tout x ∈ R, où F̂ et F∞ sont respectivement les fonctions
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de répartitions de Λ∗, conditionnellement aux Xi’s, et de γχ21. Comme la fonction q∞ est
continue sur ]0, 1[, on peut montrer en utilisant [76], Lemme 21.2, que pour tout α ∈]0, 1[,
q̂(α)
p.s.→ q∞(α), où q̂ est l’inverse généralisée de F̂ . Dès lors on obtient la consistance du
test bootstrap c.a.d.
PH0
(
Λ̂ > q̂(α)
)
−→ 1− α and PH1
(
Λ̂ > q̂(α)
)
−→ 1, (16)
où la première convergence est une conséquence du théorème de Slutsky, la deuxième étant
évidente. On vient de démontrer la consistance du bootstrap par poids indépendants. Pour
plus d’informations, notamment pratiques, concernant le test d’égalité de moyennes par
bootstrap on réfère à l’article de Hall et Wilson de 1991 [51]. Pour bien comprendre la
méthodologie précédente, remarquons que la clé du test d’hypothèse par bootstrap est que
la valeur de q̂(α) est indépendante de la réalisation de H0. En particulier, que H0 ou H1
soit vraie, on a toujours (15). On rejoint maintenant un point de vue observé dans [51].
Conseil 1. Que l’hypothèse H0 ou H1 soit vraie, la statistique bootstrap reproduit le com-
portement de la statistique sous H0.
En revanche, d’un point de vue théorique, (16) n’est pas suﬃsant pour préférer le test
d’hypothèse bootstrap au test d’hypothèse traditionnel. La partie suivante présente un
résultat plus précis.
2.2.2 La précision du bootstrap lorsque la statistique est pivotale
Pour démontrer (16), l’outil principal est un TCL pour variables non-identiquement
distribuées. Des résultats similaires nous permettent de démontrer la consistance du test
traditionnel. Ainsi, pour permettre de distinguer les deux approches, il est d’usage d’utiliser
une généralisation du TCL telle que le théorème de Berry-Essein. L’ouvrage de Hall de
1992 [48] étudie le bootstrap à l’aide de développements d’Edgeworth. Ces derniers sont
des développements asymptotiques de distributions de statistiques. On propose le résultat
suivant, dans lequel θ∗ = X∗, γ∗ = (X∗ −X∗)2 et (X∗i )1≤i≤n est le ré-échantillonnage
d’Efron.
Théorème 18 (Hall (1992) [48]). Supposons que la distribution de X1 est non-portée par
un réseau et que E[X21 ] <∞, alors pour tout x ∈ R, on a
|P(n1/2(θ∗ − θ̂)/γ∗ ≤ x|X1, · · · , Xn)− P(n1/2(θ̂ − θ0)/γ̂ ≤ x)| = OP(n−1).
Rappelons que pour la distribution asymptotique, un développement d’Edgeworth nous
donne
|P(n1/2(θ̂ − θ0)/γ̂ ≤ x)− Φ(x)| = O(n−1/2),
où Φ est la fonction de répartition de la loi Gaussienne centrée réduite. Nous appelons
statistique pivotale une statistique dont la loi asymptotique ne dépend pas de quantités
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inconnues. Par exemple la statistique Λ̂ n’est pas pivotale puisque sa loi asymptotique
dépend de γ. Dans [48] on remarque que dès qu’une statistique n’est pas pivotale, alors le
Théorème 18 n’a plus raison d’être. Fort de cette remarque nous énonçons le second conseil
de [51].
Conseil 2. La statistique de test est pivotale.
Quelques résultats concernant les tests d’hypothèses bootstrap se trouvent dans l’article
de Hall et Presnell de 1999 [50]. Les auteurs considèrent le test d’égalité de moyennes décrit
plus haut. Ils montrent que
P(n1/2(θ̂ − θ0)/γ̂ ≤ q̂(α)) = α+O(n−1),
où q̂(α) est calculé par biased bootstrap (voir page 105, paragraphe (ii) pour plus de details),
ou par le bootstrap d’Efron.
2.2.3 Le test d’hypothèse bootstrap en pratique
On dénombre deux possibilités pour le calcul de q̂(α). Soit on connait la loi condition-
nelle de Λ∗ et donc sa fonction quantile q̂. Par exemple dans le cas du test précédent, si
on prend les wi’s Gaussiens alors Λ∗
d
= γ̂χ21, où γ̂ = (X − X)2. Soit on ne connait pas a
priori la loi de Λ∗, alors on peut tirer B suites de variables (wi)1≤i≤n respectant les condi-
tions énoncées et obtenir B versions de Λ∗ indépendantes, notées Λ∗1,...,Λ
∗
B. Cet échantillon
nous permet d’estimer le quantile q̂. De plus, comme B est arbitraire, on peut obtenir la
précision que l’on souhaite lors de l’estimation de q̂.
2.3 Le bootstrap contraint
Dans le chapitre 3, nous proposons une méthode dénommée bootstrap contraint (boots-
trap CS) permettant la réalisation d’un test d’hypothèse bootstrap d’appartenance à une
variété. La méthodologie développée a pour application directe le test de rang (9) avec les
statistiques Λ̂1, Λ̂2 et Λ̂3. Nous présentons tout d’abord le problème de manière générale.
Soit M une variété localement lisse de codimension q, les hypothèses du test sont
H0 : θ0 ∈M contre H1 : θ0 /∈M, (17)
où θ0 ∈ Rp. On note Jg la jacobienne, si elle existe, de la fonction g. Sous H0, on déﬁnit
la fonction g : Rp → Rq, C∞, telle que V ∩M = {g = 0}, où V est un voisinage de θ0, et
Jg(θ0) est de rang plein.
2.3.1 Un famille de statistiques adaptée au test d’appartenance à une variété
Soit θ̂ ∈ Rp, un estimateur de θ0. On introduit le famille D composée de statistiques qui
évaluent de diﬀérentes manières la distance de θ̂ à la variété M. Formellement, on déﬁnit
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l’estimateur contraint θ̂c comme le point le plus proche de θ̂ selon une certaine distance,
qui appartient à M. Plus précisément, posons
θ̂c = argmin
θ∈M
(θ̂ − θ)T Â(θ̂ − θ), (18)
où Â ∈ Rp×p. Ensuite, on déﬁnit Λ̂ qui évalue une autre distance entre θ̂c à θ̂. Prenons
Λ̂ = n(θ̂ − θ̂c)T B̂(θ̂ − θ̂c), (19)
où B̂ ∈ Rp×p. La famille D est l’ensemble des statistiques Λ̂. Sous certaines conditions les
membres de D produisent un test consistant, ce qui nous donne une première indication
quant au choix de Â et B̂.
Proposition 19 (Chapitre 3, conséquence de la Proposition 3.4, page 108). Supposons
H0,
√
n(θ̂ − θ0) d→ N (0,∆), B̂ P→ B symétrique et Â P→ A est inversible, alors on a
Λ̂
d−→
p∑
k=1
νkW
2
k ,
où les Wk’s sont des variables Gaussiennes i.i.d. et les νk’s sont les valeurs propres de la
matrice
∆1/2Jg(θ0)
T (Jg(θ0)A
−1Jg(θ0)T )−TJg(θ0)A−TBA−1
Jg(θ0)
T (Jg(θ0)A
−1Jg(θ0)T )−1Jg(θ0)∆1/2.
En montrant que sous H1, la statistique Λ̂ tend vers l’inﬁni en probabilité, on obtient
le résultat suivant.
Théorème 20. Sous les conditions de la Proposition 19, la famille D teste (17) de façon
consistante.
La réalisation d’un tel test n’est pas simple pour autant. Listons quelques problèmes
liés à sa mise en œuvre, et donnons plus d’indications concernant le choix de Â et B̂.
(1) En général, la loi limite n’est pas pivotale. Une première possibilité est d’estimer toutes
les quantités inconnues de la loi limite et de simuler cette dernière aﬁn d’obtenir une
estimation des quantiles. Pour simpliﬁer une telle asymptotique, on peut se placer dans
la sous-classe Â = B̂ symétrique et de rang plein 16. Et aﬁn de résoudre déﬁnitivement
ce problème, on peut prendre Â = ∆−1. Dans ce cas Λ̂ est pivotale et converge vers
un chi2. Une autre possibilité réside dans l’approximation proposée dans [5] et [79] qui
consiste à approcher la loi asymptotique de la statistique par une loi du chi2 de même
moyenne ou de même variance.
16. Dans cette classe, la loi asymptotique de Λ̂ s’exprime avec la matrice
∆1/2Jg(θ0)
T (Jg(θ0)A
−1Jg(θ0)T )−1Jg(θ0)∆1/2
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(2) En prenant Â = B̂ = ∆−1, on évite le problème (1), mais on se trouve confronté à une
deuxième diﬃculté. En eﬀet, la dimension p peut être grande ce qui rend l’inversion
de A diﬃcile, et donc qui écarte la statistique de sa loi asymptotique. Dans une telle
conﬁguration, on peut par exemple, prendre Â = B̂ = I aﬁn d’éviter l’inversion d’une
grande matrice.
(3) Enﬁn si la matrice Jg(θ0) est inconnue, on ne peut tout simplement pas réaliser le test
avec la Proposition 19.
En conséquence, l’utilisation du bootstrap est encouragée par deux arguments princi-
paux. Tout d’abord, d’après la Section 2.2.2, le bootstrap jouit d’une grande précision
lorsque la statistique est pivotale. Par exemple, si Â = B̂ = ∆−1, le bootstrap récu-
père des vitesses convenables, endommagées par l’inversion matricielle (problème (2)
et Figure 1). Par ailleurs, lorsque la loi asymptotique est inconnue (problème (1) et
ﬁgure 2), le bootstrap permet d’éviter certaines approximations. En particulier si on
ne peut estimer la loi limite, (problème (3)) le bootstrap réalise un test consistant,
alors que l’approche traditionnelle échoue.
2.3.2 Le bootstrap CS pour la famille D
Le bootstrap CS est une procédure composée de deux étapes. Tout d’abord, soucieux
de respecter le Conseil (1), on crée une première version bootstrap de θ̂ qui ressemble à θ̂
sous H0. On déﬁnit
θ∗0 = θ̂c + n
−1/2W ∗, avec L∞(W ∗|P̂ ) = L∞(n1/2(θ̂ − θ0)) a. s.,
où L∞ signiﬁe la loi asymptotique. Ainsi θ∗0 se trouve proche de la variété M. Notons
même que la distance de θ∗0 à M est en OP(n−1/2), tout comme la distance entre θ̂ et M
lorsque H0 est vériﬁée, sous les hypothèses de la Proposition 19. Ensuite, on applique à θ∗0
les mêmes opérations qu’à θ̂ aﬁn de déﬁnir les versions bootstrap
θ∗c = argmin
θ∈M
(θ∗0 − θ)TA∗(θ∗0 − θ) et Λ∗ = n(θ∗0 − θ∗c )TB∗(θ∗0 − θ∗c ),
où A∗ ∈ Rp×p et B∗ ∈ Rp×p représentent les versions bootstrap de Â et B̂. En particulier
on pourra prendre A∗ = Â et B∗ = B̂. Notre résultat principal concernant le bootstrap
CS est le suivant. bootthtest
Théorème 21 (Chapitre 3, Théorème 3.6, page 109). Supposons que θ̂
a.s.→ θ0, Â P→ A
est inversible, B̂
P→ B. Si de plus, L∞(
√
n(θ∗0 − θ̂c)|P̂ )=L∞(
√
n(θ̂ − θ0)) p.s. possède une
densité, et conditionnellement p.s. A∗ P→ A, B∗ P→ B, alors on a
PH0(Λ̂ > q̂(α)) −→ 1− α, and PH1(Λ̂ > q̂(α)) −→ 1.
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En d’autres termes, le test (17) avec la famille D et l’évaluation des quantiles par le boots-
trap CS est consistant.
2.3.3 Application
Le test d’appartenance à une variété (17) a pour application les tests de rang évoqués
précédemment. Plus précisément, on démontre, dans le Chapitre 3, que pour tout k ∈
{1, 2, 3}, Λ̂k ∈ D. Ainsi on peut utiliser le bootstrap CS pour l’estimation du rang d’une
matrice et donc pour l’estimation de la dimension dans les modèles de type RIV.
Les simulations du Chapitre 3 nous montrent le bon comportement du bootstrap CS
en pratique. Dans toute les situations rencontrées, le bootstrap procure un test plus
précis que le test traditionnel.
Nous utilisons le bootstrap CS pour tester la dimension du modèle (13), rencontré à la
section 2.1.3. Les quantiles sont calculés avec un échantillon bootstrap de taille B = 1000 17.
Les résultats des niveaux estimés sont présentées Figure 3. Cette dernière est constituée
du graphique de la Figure 2 auquel on a ajouté les résultats du test bootstrap.
Pour chacune des conﬁgurations présentées, le test bootstrap l’emporte sur son homo-
logue traditionnel. De plus, à partir de n = 100, n’importe quel test bootstrap est meilleur
que tous les autres tests traditionnels.
2.4 Autres approches
Une autre façon d’inférer le rang d’une matrice est envisagée par Daudin, Duby et
Trécourt en 1988 [28]. Cette dernière repose sur l’écart entre ker(M) et une estimation de
cet espace. Suivant cette idée, un critère basé sur la distance de Frobénius est proposé par
Besse en 1991 [6],
R̂ = n tr(P̂ (I − P )),
où P et P̂ sont respectivement les projecteurs orthogonaux sur la somme directe des espaces
propres de M0 et M̂ associés au p−m plus petites valeurs propres. Remarquons que si H0
de (17) est vériﬁée, alors R̂ = n tr((P̂ − P )(I − P )(P̂ − P )) et en utilisant les résultats de
convergence des projecteurs propres (voir Annexe B, Théorème B.10), on a la convergence
en loi de R̂ sous H0. Sous H1, R̂ n’est pas déﬁnie. Par ailleurs, la quantité R̂ est inconnue.
En 1998, Ferré propose une estimation de l’espérance de R̂ [43]. Dans [6], une version
bootstrap de R̂ est considérée. On déﬁnit
R∗ = n tr(P ∗(I − P̂ )),
17. En pratique, à partir de B = 200, le nombre d’échantillon bootstrap n’influence pas la précision du
test.
2 Estimation de la dimension 39
2 4 6 8
0
.0
0
0
.0
5
0
.1
0
0
.1
5
0
.2
0
Statistiques
N
iv
e
a
u
x
 e
s
ti
m
é
s
n=50
n=100
n=200,500
inversion gde matriceapproximation asymp.
Test Traditionnel
Test Bootstrap
Figure 3 – Modèle (13). Niveaux estimés lors du test (9) avec Λ̂1 (les approximations de
[79] et [5] sont en abscisse 1,2,3, et le bootstrap CS en abscisse 4), Λ̂2 et Λ̂3 (abscisse 5 et
6 pour les tests traditionnels et abscisse 7 et 8 pour les tests bootstrap).
où P ∗ est une version bootstrap de P̂ . Il est possible de démontrer la convergence de R∗
sous H0. Sous H1, les projecteurs considérés ne convergent pas et donc on s’attend à avoir
une statistique élevée. Les simulations conduites dans chacun des articles montrent le bon
comportement de cette approche. Notons que contrairement au test d’hypothèse bootstrap,
une telle procédure utilise le bootstrap aﬁn de calculer des versions de la statistique de
test. Un exemple de ce type d’approche se trouve dans Barrios et Velila (2007), les auteurs
considèrent les statistiques de type
√
n(λ̂ − λ) où λ (resp. λ) est une valeur propre de la
matrice M (resp. M̂).
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3 Estimation semi-paramétrique de l’espace central moyen
Nous avons présenté précédemment la littérature RIV qui constitue une des approches
pour l’estimation de l’espace central et de l’espace central moyen. En particulier, nous
avons souligné le choix de cette dernière de restreindre la classe des variables explicatives
considérées dans les modèles de régression (2) et (3). Les variables explicatives doivent
en eﬀet vériﬁer la condition de linéarité pour que les quantités estimées vivent dans les
espaces de réduction de la dimension. Une telle restriction permet d’éviter une estimation
non-paramétrique parfois couteuse en terme de vitesse de convergence. L’approche semi-
paramétrique qui s’est développée dans le cadre des modèles de réduction de la dimension
tels que (2) et (3) est en opposition avec la littérature RIV dans le sens où cette dernière
allège considérablement les hypothèses portant sur la loi des variables explicatives.
La plupart des méthodes semi-paramétriques connues dans ce domaine requièrent tout
d’abord l’estimation non-paramétrique d’une certaine fonction, disons h. En conséquence,
les vitesses de convergence de l’estimateur non-paramétrique ĥ de h sont bien inférieures
aux vitesses paramétriques. Dans un second temps, ĥ est utilisé pour estimer les espaces
de réduction de la dimension considérés. L’enjeu principal est de récupérer des vitesses
paramétriques lors de cette seconde étape.
Dans la suite nous nous intéressons à l’estimation semi-paramétrique de l’espace central
moyen 18. Nous supposons que ((X,Y ), (Xi, Yi)1≤i≤n) est une suite de variables aléatoires
vériﬁant le modèle (3). De plus, l’espace central moyen Em est supposé unique. Nous
rappelons que Em = span(β) où β est appelé l’index.
3.1 La M-estimation semi-paramétrique.
La M -estimation semi-paramétrique dans les modèles de réduction de la dimension
fût originalement étudiée par Ichimura en 1993 [59]. Aﬁn de présenter cette approche, on
remarque tout d’abord que l’index du modèle (3) est donné par
β = argmin
β∈Rp×d0
E[(Y − E[Y |βTX])2]. (20)
Cette formule est une conséquence du développement
E[(Y − E[Y |βTX])2] = E[(E[Y |X]− E[Y |βTX])2] + E[(Y − E[Y |X])2],
celui-ci implique que β de (20) minimise E[(E[Y |X]− E[Y |βTX])2], qui vaut 0 si et seule-
ment si span(β) = Em d’après la Proposition 3. Si la fonction g0 déﬁnie par g = g0 ◦ β
était connue, alors une procédure paramétrique classique serait d’estimer β par
argmin
β∈Rp×d0
n∑
i=1
(Yi − g0(βTXi))2,
18. L’estimation semi-paramétrique de l’espace central a fait l’objet de récentes études. Quelques mé-
thodes ont été proposées par Xia en 2007 [80] et par Zeng et Zhu en 2010 [84].
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néanmoins g0 est inconnue dans notre cadre. Ainsi on introduit l’estimateur de Nadaraya-
Watson de la fonction de régression E[Y |βTX] déﬁnie par
ĝβ(x) =
∑n
i=1 YiK(h
−1βT (Xi − x))∑n
i=1K(h
−1βT (Xi − x)) ,
pour tout x ∈ Rp. L’idée est de reproduire les principes généraux de la M -estimation
paramétrique, où g0 est connue, au cas où la fonction g0 est estimée comme précédemment.
L’estimateur de l’index proposé est le suivant
β̂M = argmin
β∈Rp×d0
n∑
i=1
(Yi − ĝβ(Xi))2Ii, (21)
où Ii = 1{Xi∈Q} et Q ⊂ Rp. Le term Ii est appelé trimming term, il est introduit pour em-
pêcher les trop petites valeurs du dénominateur de ĝβ(Xi) de mal inﬂuencer l’estimation.
Ce terme assure à la fois le bon comportement théorique de l’estimateur mais aussi sa stabi-
lité algorithmique. Il est démontré dans [59] que l’estimateur obtenu est asymptotiquement
normal.
Une généralisation des travaux de [59] est proposée par Delecroix, Hristache et Patilea
en 2003 [30], lesquels étudient le comportement deM -estimateurs semi-paramétriques basés
sur d’autres fonctions de contraste que la fonction carrée utilisée dans (21). De plus les
auteurs utilisent une procédure où l’optimisation (21) permet aussi de choisir la fenêtre h
de façon optimale (voir aussi [52] sur ce point). La normalité asymptotique de l’estimateur
de β est démontrée sous certaines hypothèses.
La M -estimation semi-paramétrique produit donc une estimation à vitesse paramé-
trique. Néanmoins, le principal défaut de cette approche est lié au problème d’optimisation
de type (21), nécessaire au calcul de l’estimateur. Ce dernier n’est pas convexe et sa réso-
lution en dimension multiple est diﬃcile. Une solution à ce problème est apportée par Xia
en 2002 [81] qui propose la méthode minimum average variance estimation (MAVE) qui
s’inspire de la M -estimation semi-paramétrique de la façon suivante. Au lieu de minimiser
(21) à l’aide de l’estimateur ĝβ évalué en chacun des points Xi’s (comme c’esst le cas pour la
M -estimation), l’auteur propose de mener cette minimisation à l’aide de valeurs approchées
des points ĝβ(Xi)’s. Pour cela, on utilise l’idée de l’estimation par lissage localement linéaire
(voir [40]) , ce qui nous permet d’approcher la fonction x 7→ E[(Y − g0(βTX))2|X = x] au
point Xi par
min
a∈R,b∈Rd0
n∑
j=1
(Yj − (a+ bTβT (Xj −Xi)))2K(h−1(Xi −Xj)).
Revenant au problème initial (20), on obtient naturellement l’estimateur de la méthode
MAVE donné par
β̂MAVE = argmin
β∈Rp×d0 , ai∈R, bi∈Rd0
n∑
i=1
n∑
j=1
(Yj − (ai + bTi βT (Xj −Xi)))2K(h−1(Xi −Xj)),
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sous la contrainte βTβ = I. Le précédent problème lié à l’optimisation (21) est résolu
puisque ce dernier est désormais quadratique sous contrainte. Sa solution est exprimée
dans l’article en question. De plus il est démontré, sous certaines conditions, que
dist(β, β̂) = OP
(
h2 +
log(n)
nhp−1
)
,
où dist(·, ·) est une distance sur Rp×d0 . A notre connaissance, la normalité asymptotique
de la méthode MAVE n’a pas été obtenue.
3.2 Utilisation du gradient de la régression
Aﬁn de remédier aux problèmes causés par l’optimisation de la fonction de contraste
en M -estimation, une seconde approche basée sur le gradient de la fonction de régression
s’est développée. En eﬀet, pour tout x dans le support de X, on a ∇g(x) ∈ Em, et on peut
démontrer que 19
span(∇g(x), x dans le support de X) = Em.
Aﬁn d’estimer l’espace engendré par le gradient de la régression dans le cas du single index,
il est naturel d’estimer E[∇g(X)]. Dans le cas où Em est de dimension plus grande que 1,
on peut estimer
ηφ = E[∇g(X)φ(X)], (22)
et ensuite faire varier φ : Rp → R aﬁn de retrouver plusieurs directions. La littérature se
décompose selon deux méthodes d’estimation de (22). La première estime directement le
gradient par un estimateur de g localement linéaire. La seconde utilise la formule d’inté-
gration par partie (IPP) aﬁn d’estimer une quantité du type E[Y Φ(X)], où Φ : Rp → Rp
est une fonction inconnue que l’on doit estimer.
3.2.1 Estimation direct du gradient
L’estimation du gradient de la régression est eﬀectuée simultanément avec l’estimation
de la régression. Plus précisément, on utilise l’estimateur localement linéaire de la régression
(voir par exemple [40]) qui est déﬁni au point Xi par(
ĝ(Xi)
∇̂g(Xi)
)
= argmin
a∈R,b∈Rp
n∑
j=1
(Yj − a− bT (Xj −Xi))2K(h−1(Xi −Xj)).
Cette approche est l’objet de l’articles de Hristache, Juditsky, et Spokoiny de 2001 [56] et
de l’article de Hristache, Juditsky, Polzehl et Spokoiny de 2001 [55]. Dans ces articles, les
auteurs estiment (22) tout d’abord par
η̂φ = n
−1
n∑
i=1
∇̂g(Xi)φ(Xi),
19. Voir par exemple la preuve du Lemme 4.5 page 142.
3 Estimation semi-paramétrique 43
où la fonction φ vit dans une certaine base de fonctions. Tout d’abord, sous certaines
conditions, notamment de design non-aléatoire, les auteurs fournissent des vitesses en n−1/p
pour l’estimation de ηφ par η̂φ. En conséquence, le premier estimateur proposé n’est pas√
n consistent. Aﬁn d’y remédier, les auteurs déﬁnissent un second estimateur qui adapte
le choix de la fenêtre à la structure de l’échantillon. En eﬀet, la première estimation nous
fournit une indication quant à la direction de l’espace Em, on utilise cette indication aﬁn
d’élargir la fenêtre dans les directions orthogonales aux vecteurs η̂φ’s (où g varie peu) et de
la limiter dans les directions η̂φ’s (où g varie beaucoup). En itérant ce processus, les auteurs
obtiennent la vitesse
√
n pour l’estimateur ﬁnal. Néanmoins, leurs résultats se limitent au
cas où la dimension est inférieur où égale à 4, en prenant en compte l’extension proposée
par Dalalyan, Juditsky et Spokoiny en 2008 [27].
3.2.2 Estimation du gradient par IPP
Partons de l’équation (22) et posons φ(X) = ψ(X)f(X) , où f est la densité du vecteur X.
Déﬁnissons
ηψ =
∫
∇g(x)ψ(x)dx.
Sous certaines conditions de régularité nécessaire à l’IPP (voir Lemme 4.4 page 141) , on
obtient
ηψ = E
[
Y∇ψ(X)
f(X)
]
.
Ainsi l’estimation des vecteurs ηψ peut se faire par l’intermédiaire de l’estimation de f .
Une approche similaire est développée dans les articles de Powell, Stock et Stoker de 1989
[71], de Härdle et Stoker de 1989 [53] et plus récemment de Zeng et Zhu de 2010 [84] (voir
page 129 pour plus de précisions sur les méthodes en question).
Suivant cette approche, dans le chapitre 4, nous proposons une nouvelle méthode d’es-
timation semi-paramétrique de Em. La méthode proposée se base sur l’estimation de la
matrice
M =
∫
ηψη
T
ψ ,
où la somme est prise sur une certaine famille de fonctions F . D’une part, notre méthode
est motivée par ses propriétés d’exhaustivité, i.e. span(M) = Em (voir Lemme 4.5). D’autre
part, elle permet d’obtenir une vitesse paramétrique pour l’estimation de l’espace moyen.
L’estimateur proposé est
M̂ =
∫
F
η̂ψη̂
T
ψ ,
avec
η̂ψ = n
−1
n∑
i=1
Yi∇ψ(Xi)
f̂(Xi)
et f̂(x) = (nhp)−1
n∑
j=1
K(h−1(Xj − x)),
et le résultat principal est le suivant. Les hypothèses qui y ﬁgurent sont exposées page 132.
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Théorème 22 (Chapitre 4, Théorème 4.3, page 139). Supposons que (A1-A6) et (A7’)
soient satisfaites, alors
√
n(M̂ −M) d−→ N (0,Σ2),
où Σ2 est la variance de la variable aléatoire Z2 + Z
T
2 avec
Z2 =
Y1 − g(X1)
f(X1)
∫
F
∇ψ(X1)ηTψ .
De plus, nous obtenons aussi des conditions garantissant la convergence faible dans
l’espace des fonctions indexées sur la classe de fonction F . Ce résultat est énoncé dans le
Théorème 4.6 page 143.
3.3 Approximation d’intégrales par lissage par noyau
Un des lemmes utilisé pour la démonstration des résultats énoncés précédemment est
d’un interêt particulier puisque son utilité dépasse le cadre de la réduction de la dimen-
sion. En eﬀet ce dernier lemme concerne l’estimation de la valeur d’une intégrale et vient
directement concurrencer la traditionnelle méthode dite de Monte-carlo. Le résultat est le
suivant, c’est une conséquence du Lemme 4.1 page 133.
Lemme 23 (Chapitre 4, Lemme 4.1, page 133). Supposons que ϕ est une fonction Hölde-
rienne sur son support compact. Alors si K et f vérifient quelques conditions de régularité
((A1-A4) et (B1)) on a
n1/2
(
n−1
n∑
i=1
ϕ(Xi)
f̂(Xi)
−
∫
ϕ(x)dx
)
P−→ 0.
Dans le Lemme 4.1, les vitesses de convergence du lemme précédent sont explicitées
lorsque la fonction ϕ est Hölderienne sur Rp à support compact. Ce résultat est intéressant
car il donne de meilleures vitesses que la méthode de Monte-Carlo traditionnelle. En eﬀet,
si dans le lemme précédent, on remplace f̂ par la vrai densité f , alors sous certaines
conditions, on obtient par le TCL que
n1/2
(
n−1
n∑
i=1
ϕ(Xi)
f(Xi)
−
∫
ϕ(x)dx
)
d−→ N
(
0, var
(
ϕ(X)
f(X)
))
.
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Abstract : This paper studies a general family of methods for suﬃcient dimension
reduction (SDR) called the test function (TF), based on the introduction of a nonlinear
transformation of the response. By considering order 1 and 2 conditional moments of the
predictors given the response, we distinguish two classes of methods. The optimal members
of each class are calculated with respect to the asymptotic mean squared error between
the central subspace (CS) and its estimate. Moreover the theoretical background of TF
is developed under weaker conditions than the existing methods. Accordingly, simulations
conﬁrm that the resulting methods are highly accurate.
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1.1 Introduction
Dimension reduction in regression aims at improving poor convergence rates derived
from the nonparametric estimation of the regression function in large dimension. It at-
tempts to provide methods that challenge the curse of dimensionality by reducing the
number of predictors. A speciﬁc dimension reduction framework, called the sufficient di-
mension reduction has drawn attention in the last few years. Let Y be a random variable
and X a p-dimensional random vector. To reduce the number of predictors, it is proposed
to replace X by a number smaller than p of linear combinations of the predictors. The new
covariate vector has the form PX, where P can be chosen as an orthogonal projector on a
subspace E of Rp. Clearly, this kind of methods relies on an alchemy between the dimen-
sion of E, which needs to be as small as possible, and the conservation of the information
carried by X about Y through the projection on E. In the SDR literature, mainly two kind
of spaces have been studied. First a dimension reduction subspace (DRS) ([66]) is deﬁned
by the conditional independence property
Y ⊥ X | PcX, (1.1)
where Pc is the orthogonal projector on a DRS. With words, it means that knowing PcX,
there is no more information carried by X about Y . It is possible to show that (1.1) is
equivalent to
P(Y ∈ A|X) = P(Y ∈ A|PcX) a.s., (1.2)
for any measurable set A, or there exists a noise e and a function f such that Y has the
representation
Y = f(PcX, e) with e ⊥ X.
Moreover under some additional conditions (see for instance [19]), the intersection of all the
DRS is itself a DRS. Consequently, there exists a unique DRS with minimum dimension
and we call it the central subspace (CS). In this article the CS is noted Ec. Secondly,
another space called a mean dimension reduction subspace (MDRS) has been deﬁned in
[21] with the property
E[Y |X] = E[Y |PmX] a.s., (1.3)
where Pm is the orthogonal projector on a MDRS. Clearly, the existence of a MDRS
requires a weaker assumption than the existence of a DRS and therefore it seems to be
more appropriate to the context of regression. Because of the equivalent formulation of
equation (1.3),
Y ⊥ E[Y |X] | PmX,
the deﬁnition of a MDRS imposes that all the dependence between Y and its regression
function on X is carried by PmX. If the intersection of all the MDRS is itself a MDRS,
then it is called the central mean subspace (CMS) ([21]). In the following the CMS is noted
Em. Finally, notice that because a DRS is a MDRS, the CS contains the CMS.
There exist many methods for estimating the CS and the CMS and these methods can
be divided into two groups, those who require some assumptions on the distribution of
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the covariates and those who do not. The second group includes structure adaptive method
(SAM) ([55]), minimum average variance estimation (MAVE) ([81]), structural adaptation
via maximum minimization (SAMM) ([27]). Those methods are free from conditions on
the predictors but require a nonparametric estimation of the regression function E[Y |X =
x]. More recently, the central solution space (CSS) ([63]) has also been introduced to
alleviate some common assumptions on the distribution of the predictors. In this article
we are concerned only with methods of the ﬁrst group. They are presented in the following
paragraph.
For the sake of clarity, from now on we work in terms of standardized covariate Z =
Σ−
1
2 (X − E[X]) with Σ = var(X) is a full rank matrix. Hence we deﬁne the standardized
CS as Σ
1
2Ec. Since there is no ambiguity, we still note it Ec and we still denote by Pc the
orthogonal projector on this subspace. Deﬁne d as the dimension of Ec. For any matrix
M , we note span(M) the space generated by the column vectors of M , and vec(M) the
vector of columns of M . The usual Kronecker product will be noted ⊗ and we denote by
Z(k) the k-th component of the vector Z.
All the methods of the ﬁrst group derive from the principle of inverse regression : instead
of studying the regression curve which implies high dimensional estimation problems, the
study is based on the inverse regression curve E[Z|Y = y] or the inverse variance curve
var(Z|Y = y). We will respectively refer to the order 1 and order 2 approaches. To infer
about the CS, order 1 methods require that
Assumption 1. (Linearity condition)
QcE[Z|PcZ] = 0 a.s.,
where Qc = I − Pc. Under the linearity condition and the existence of the CS, it follows
that E[Z|Y ] ∈ Ec a.s. and then if we divide the range of Y into H slices I(h), we have for
every h,
mh = E[Z|Y ∈ I(h)] ∈ Ec, (1.4)
and clearly, the space generated by some estimators of the mh’s estimates the CS, or more
precisely a subspace of the CS. To obtain a basis of this subspace, [66] proposed a principal
component analysis and this led to an eigendecomposition of the matrix
M˜SIR =
∑
h
phmhm
T
h , (1.5)
where ph = P(Y ∈ I(h)). Many methods relying on the inverse regression curve such as
sliced inverse regression (SIR) ([66]) have been developed. Other ways to estimate the
inverse regression curve are investigated in kernel inverse regression (KIR) ([85]) and pa-
rametric inverse regression (PIR) ([14]). Instead of a principal component analysis, the
minimization of a discrepancy function is studied in inverse regression estimator (IRE)
([22]) to obtain a basis of the CS. In [83], some polynomial transformations of the response
are considered to estimate some subspaces of the CS. For a complete background about
order 1 methods, we refer to [22].
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By considering regression models like Y = |Z(1)| + e, with Z having a symmetric
distribution and e ⊥ Z, some authors (for instance [66]) noticed that sometimes, E[Z|Y ] =
0 a.s. and refer to the SIR pathology when it occurs. Order 2 methods have been introduced
to handle such a situation. In addition to the linearity condition order 2 methods require
that
Assumption 2. (Constant conditional variance (CCV))
var(Z|PcZ) = Qc a.s.,
then under the linearity condition, CCV and the existence of the CS, it follows that
span(var(Z|Y )− I) ∈ Ec a.s. and by considering a slicing of the response, we have
span(vh − I) ⊂ Ec, (1.6)
where vh = var(Z|Y ∈ I(h)). Since the spaces generated by the matrices (vh − I)’s are
included in the CS, sliced average variance estimation (SAVE) in [23] proposed to make
an eigendecomposition of the matrix
M˜SAVE =
∑
h
ph(vh − I)2,
to derive a basis of the CS. Another combination of matrices based on the inverse variance
curve is sliced inverse regression-II (SIR-II) ([66]). More recently, contour regression (CR)
([65]), and directional regression (DR) ([64]) investigate a new kind of estimator based
on empirical directions. Besides, methods for estimating the CMS also require Assump-
tions 1 and 2. They include principal Hessian direction (pHd) ([67]), and iterative Hessian
transformation (IHT) ([21]). In order to clear the failure of certain methods when facing
pathological models and to keep their eﬃciency in other cases, some combinations of the
previous methods as SIR and SIR-II, SIR and pHd or SIR and SAVE have been studied
in [44] and [82].
As we have just highlighted, Assumptions 1 and 2 are needed to respectively characte-
rize the CS with the inverse regression curve and the inverse variance curve. A ﬁrst point
is that the linearity condition and CCV assumed together are really close to an assump-
tion of normality on the predictors. Moreover for each quoted method, these assumptions
guarantee only that the estimated CS is asymptotically included in the true CS. A crucial
point in SDR and a recent new challenge is to propose some methods that allow a com-
prehensive estimation of the CS under mild conditions. Recent researches are concerned
with this problem, [65] and [64] proposed a new set of assumptions that guarantees the
exhaustiveness of the estimation, i.e. the whole CS is estimated.
In this paper, we propose a general point of view about SDR by introducing the test
function method (TF). The original basic idea of TF is to investigate the dependence
between Z and Y by introducing nonlinear transformations of Y , and inferring about the
CS through their covariances with Z or ZZT . Actually, an important diﬀerence between
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TF and other methods is that neither the inverse regression curve and nor the inverse
variance curve are estimated as it is suggested by equations (1.4) and (1.6). In this paper,
these two curves are some working tools but the inference about the CS is obtained through
some covariances. More precisely, the CS is obtained either by an inspection of the range
of
E[Zψ(Y )],
when ψ varies in a well chosen ﬁnite family of function or either by an eigendecomposition
of
E[ZZTψ(Y )],
where ψ is a well chosen function. Hence two kinds of methods can be distinguished, the
order 1 test function methods (TF1) and the order 2 test function methods (TF2). Notice
that M˜SIR is an estimate of E[ZE[Z|Y ]T ], hence SIR may be seen as a particular case
of TF1. For similar reasons, TF1 also extends results of [83] who considered polynomial
transformations. Besides, the results regarding TF2 are somewhat more interesting because
just a single transformation ψ : R → R is suﬃcient to have an accurate estimate. As a
consequence, there are few connections between TF2 and the order 2 existing methods, for
instance SAVE and DR involve transformations of the form E[ZZTA(Y )] where A(Y ) is a
matrix.
This paper has two principal objectives : to provide a general theoretical study of TF1
and TF2 linked with the background of the existing methods, and to derive the optimal
members of each methodology through an asymptotic variance minimization. The opti-
mal members are respectively called order 1 optimal function (OF1) and order 2 optimal
function (OF2), they correspond to two distinguish methods for the estimation of the CS.
As a result, a signiﬁcant improvement in accuracy is targeted by OF1 and OF2. We show
that TF allows to relax some hypotheses commonly assumed in the literature, especially
we alleviate the CCV hypothesis for TF2. Moreover for both methodology TF1 and TF2,
we provide mild conditions ensuring an exhaustive characterization of the CS. The present
work is divided into the three following principal parts :
• Existence of the CS and the CMS
• Exhaustiveness of TF
• Optimality for TF
More precisely, it is organized as follows. In section 1.2, we propose some new conditions
ensuring the existence of the CS and the CMS. Section 1.3 is devoted to TF1 : we present
some conditions that guarantee the exhaustiveness of the method and then we calculate
the optimal transformation of the response for TF1 to minimize the estimation error. By
following the same path, we study TF2 in section 1.4. Accordingly, we propose two plug-in
methods derived from the minimization of the mean squared error : OF1 and OF2. The
estimation of the dimension of the CS is addressed in section 1.5. Finally, in section 1.6 we
compare both methods to existing ones through simulations.
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1.2 Existence of the central subspace and the central mean
subspace
Conditions on the uniqueness of subspaces that allow a dimension reduction are investi-
gated in this section. This problem has drawn attention early in the literature but it seems
not to be the case any more. As a consequence of the deﬁnition of the CS (resp. CMS), its
existence is equivalent to the uniqueness of a DRS (resp. MDRS) with minimal dimension.
In [19], Proposition 6.4 p.108, it is shown that the existence of the CS can be obtained
by constraining the distribution of X to have a convex density support. Moreover, in [21],
the existence of the CMS is ensured under the same condition than the CS. We prove in
Theorem 1.1 below that the convexity assumption can be signiﬁcantly weakened.
Theorem 1.1. Under (1.1), if X has a density such that the Lebesgue measure of the
boundary of its support is equal to 0, then the CS and the CMS exist.
The proof is postponed to Appendix 1.8.1. Since TF is only concerned about the CS
estimation, we assume from now on its existence.
1.3 Order 1 test function
A way to introduce TF1 is to consider some relevant facts about the SIR estimation.
As explained in the Introduction, SIR consists in estimating the matrix
MSIR = E
[
ZE[Z|Y ]T ] ,
whose column space is included in the CS. To make that possible, a slicing approximation
of the conditional expectation E[Z|Y ] is conducted and it leads to M˜SIR of equation (1.5).
Because ph > 0, it is clear that
span(M˜SIR) = span
(
E[Z1{Y ∈I(h)}], h = 1, ..., H
)
,
and it follows that SIR estimates a subspace spanned by the covariances between Z and
a family of Y -measurable functions. The ﬁrst goal of TF1 is to extend SIR to some other
families of functions ΨH , in order to estimate Ec with span (E[Zψ(Y )], ψ ∈ ΨH). Besides,
notice that
M˜SIR = E [Z (φ1(Y ), ..., φp(Y ))] ,
with φk(y) =
∑
h αk,h1{y∈I(h)} and αk,h = E[Z
(k)|Y ∈ I(h)]. It follows that
span
(
E[Z1{Y ∈I(h)}], h = 1, ..., H
)
= span (E[Zφk(Y )], k = 1, ..., p) ,
and clearly SIR synthesizes the information contained in a set of H vectors into a set of p
vectors. Although each of these spaces are equal, it is not the case for their respective esti-
mators with ﬁnite sample. Accordingly, another issue for TF1 is to choose the p functions
φk’s in order to minimize the variance of the estimation.
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The following theorem is not new at all. Yet, it makes a simple link between TF1 and
the CS. We introduce the function space Lp(r(ω)) deﬁned as
Lp(r(ω)) = {ψ : R→ R ; E[|ψ(Y )|pr(ω)] < +∞},
where r : R→ R+ is a measurable function and ω a random variable.
Theorem 1.2. Assume that Z satisfies Assumption 1 and has a finite first moment. Then,
for every measurable function ψ ∈ L1(‖Z‖), we have
E[Zψ(Y )] ∈ Ec.
The linearity condition is often equated with an assumption of sphericity on the distri-
bution of the predictors. It is well known that if Z is spherical then it satisﬁes the linearity
condition but the converse is false. Actually, linearity condition and sphericity are not so
closely related : in [34], it is shown that a random variable Z is spherical if and only if
E[QZ|PZ] = 0 for every rank 1 projector P and Q = I−P . Clearly, at this stage, the sphe-
ricity seems to be a too large restriction to obtain the linearity condition. However unlike
the sphericity, since we do not know Pc, the linearity condition could not be checked on the
data. For instance, an assumption close to the linearity condition is to ask the distribution
of Z to be invariant by the orthogonal symmetry to the space Ec, i.e. Z
d
= (2Pc − I)Z.
Then for any measurable function f ,
E[QcZf(PcZ)] = −E[QcZf(PcZ)],
which implies the linearity condition. Recalling that sphericity means invariance in distri-
bution by every orthogonal transformation, we have just shown that an invariance in distri-
bution by a particular one suﬃces to get the linearity condition. Moreover, the assumption
of sphericity suﬀers from the fact that if we add to Z some independent components, the
resulting vector is no longer spherical whereas the linearity condition is still satisﬁed.
1.3.1 Exhaustiveness for TF1
As a consequence of Theorem 1.2, spaces generated by (E[Zψ1], ...,E[ZψH ]) are inclu-
ded in Ec. Our goal is to obtain the converse inclusion. Because TF1 is an extension of
SIR, this one has a central place in the following argumentation. We start by giving a
necessary and suﬃcient condition for covering the entire CS with SIR. Then under the
same condition we extend SIR to a new class of methods.
Assumption 3. (Order 1 coverage condition) For every nonzero vector η ∈ Ec, E[ηTZ|Y ]
has a nonzero variance.
The previous assumption is clearly equivalent to span(MSIR) = Ec. Moreover, it is al-
ways true that for H large enough span(MSIR) = span(M˜SIR). Then we have the equivalent
form
span(M˜SIR) = Ec
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which was called the coverage condition in [22]. Nevertheless we use the former to make a
link with some assumptions developed in [64] (see below Assumption 5 for more details).
The aim is to shed light on some coverage-type result replacing the conditional expectation
E[Z|Y ] in MSIR by some known and ﬁnite family of functions. Particularly, the previous
equation provides such a result but only for the family of indicator functions.
Theorem 1.3. Assume that Z and Y satisfy assumptions 1 and 3. Assume also that Z
has a finite second moment. If Ψ is a total countable family in the space L1(‖Z‖), then one
can extract a finite subset ΨH of Ψ such that
span (E[Zψ(Y )], ψ ∈ ΨH) = Ec.
Remark 1.4. According to Theorem 1.B, quoted in Appendix 1.8.2, we can apply Theo-
rem 1.3 with any family of functions that separates the points, for example polynomials,
complex exponentials or indicators. Especially for polynomials, we extend a result sta-
ted in [83], Proposition 4, whose purpose is that Ec can be covered with the family
ΨH = {Y h, h = 1, ..., H} if H goes to inﬁnity.
To make possible a simple use of this theorem we need to recall this result. If u =
(u1, ..., uH) is a family of vectors in Rp, then span(uuT ) = span(u). Thus, if we denote by
ψ1, ..., ψH some elements of a family that separates the points, then the CS can be obtained
by making an eigendecomposition of the order 1 test function matrix associated with the
functions ψ1, ..., ψH deﬁned as
MTF1 =
H∑
h=1
E[Zψh(Y )]E[Zψh(Y )]
T .
Especially, under the conditions of Theorem 1.3, the eigenvectors associated with a nonzero
eigenvalue of MTF1 generate Ec. Moreover, as pointed out before, for H large enough
span(M˜SIR) = span(MSIR). A proof of this result is cleared up by Theorem 1.3. By applying
it with the family of indicator functions, it gives that
span
(
E[Z1{Y ∈I(h)}], h = 1, ..., H
)
= span(M˜SIR) = span(MSIR) = Ec,
forH is suﬃciently large. Moreover, SIR can be understood as a particular TF1. Expression
(1.5) implies that
M˜SIR =
H∑
h=1
p−1h E[Z1{Y ∈I(h)}]E[Z1{Y ∈I(h)}]
T ,
then, SIR is equivalent to TF1 realized with the weighted family of indicator functions(
1{Y ∈I(h)}√
ph
)
. Besides, for any family of functions, the space spanned by MTF1 is invariant
by positive weighting of the functions. Nevertheless with a ﬁnite sample, it is no longer the
case for the estimated space and intuitively it seems that such a weighting could inﬂuence
the convergence rate and improve the accuracy of TF1. The choice of the weights for the
family of indicators is debated is section 1.3.2.
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1.3.2 Optimality for TF1 : OF1
In this section, we develop a plug-in method based on the minimization of the va-
riance estimation in the case of the family of indicator functions for ΨH . Theorem 1.3 and
Remark 1.4 imply that the whole subspace Ec can be covered by the family of vectors
{E[Z1{Y ∈I(h)}], h = 1, ..., H} for a suitable partition I(h). To provide a basis of Ec, it suf-
ﬁces to extract d orthogonal vectors living in this space. This procedure is realized by SIR.
Nevertheless, the issue here is somewhat more complicated, we want to ﬁnd d orthogonal
vectors that have the smallest asymptotic mean squared error for the estimation of Ec. Let
(Z1, Y1), . . . , (Zn, Yn), with Zi = Σ−1/2(Xi − E[X]), be an i.i.d. sample from model (1.1).
To measure the estimation error, we deﬁne the quantity
MSE = E
[
‖Pc − P̂c‖2F
]
, (1.7)
where ‖ · ‖F stands for the Frobenius norm and P̂c is derived from the family of vector
η̂ = (η̂1, ..., η̂d) deﬁned as
η̂k =
1
n
n∑
i=1
Ziψk(Yi), with ψk(Y ) = (1{Y ∈I(1)}, ...,1{Y ∈I(H)})αk = 1TY αk,
and αk ∈ RH . Besides, we introduce η = (η1, ..., ηd) with ηk = E[Zψk(Y )]. Consequently,
we aim at minimizing MSE according to the family (ψk)1≤k≤d, or equivalently according
to the matrix α = (α1, ..., αd) ∈ RH×d. Moreover, since we have
MSE = E[d− d̂] + 2E[tr(QcP̂c)], (1.8)
and we suppose that d is known, the minimization of MSE relies only on the minimization
of the second term in the previous equality. Hence, this naturally leads to the minimization
problem
min
α
lim
n→+∞nE[tr(QcP̂c)],
under the constraint of orthogonality of the family (ηk)1≤k≤d. For the sake of clarity, we
prefer to minimize the expectation of the limit in distribution, instead of the limit of the
expectation when n goes to inﬁnity, of the sequence n tr(QcP̂c). To set out clearly the next
proposition, let us introduce some notations. Deﬁne the matrices C ∈ Rp×H , D ∈ RH×H ,
such that
C = (C1, ..., CH) with Ch = E[Z1{Y ∈I(h)}],
D = diagh dh with dh =
(
E[‖QcZ‖21{Y ∈I(h)}]
)
,
and
G = D−
1
2CTCD−
1
2 .
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The matrix G is the Gram matrix of the vector family (Ch/
√
dh)1≤h≤H , Theorem 1.3 and
Remark 1.4 ensure that its rank is equal to d. Besides, G is diagonalizable and so we deﬁne
V = (V1, V2) ∈ Rp×(d+(p−d)) such that
V TGV =
(
D0 0
0 0
)
,
where D0 ∈ Rd×d.
Proposition 1.5. If Z has a finite second order moment, then the random variable n tr(QcP̂c)
has a limit in law Wα as n→ +∞. The minimization problem
min
α
E [Wα] u.c. η
T η = Id,
has a unique solution, up to orthogonal transformations, given by
α = D−
1
2V1D
− 1
2
0 .
To make a link with other methods and facilitate the programming of OF1, let us
express the solution in another way. Instead of expressing the solution in terms of weights
αk’s assigned to the indicator functions, we express it in terms of the vectors ηk’s associated
with these weights. Since the set of functions associated with OF1 is invariant by orthogonal
transformations, we choose α = D−
1
2V1D
− 1
2
0 to simplify the next calculation. We have
D−
1
2CTCD−
1
2V1 = V1D0,
multiplying by CD−
1
2 on the left and by D
− 1
2
0 on the right, this gives
CD−1CTCD−
1
2V1D
− 1
2
0 = CD
− 1
2V1D
− 1
2
0 D0.
Deﬁning the particular order 1 test function matrix M˜OF1 = CD−1CT , and noticing that
η = CD−
1
2V1D
− 1
2
0 , the previous equation is equivalent to
M˜OF1η = ηD0.
Thus, since M˜OF1 has the same rank as G, we have shown that the vectors ηk’s deriving
from the optimal weighted family, are the eigenvectors of M˜OF1 associated with the nonzero
eigenvalues. Besides, it is easy to verify that the previous development is still true when each
quantity is replaced by its estimate. Therefore, OF1 relies on the eigendecomposition of an
estimator of the matrix M˜OF1, whereas SIR is obtained through an eigendecomposition of
the matrix M˜SIR. To compare both methods, we write their expressions as follows
M˜SIR =
H∑
h=1
ChC
T
h
ph
, M˜OF1 =
H∑
h=1
ChC
T
h
dh
. (1.9)
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Hence, SIR and OF1 are closely related because both methods try to obtain the space gene-
rated by the Ch’s through some PCA. This information seems to be collected more rapidly
with OF1 because it minimizes the criterion (1.7), and as a consequence the convergence
rate would be better. This idea is supported by the expression of M˜OF1 in which bad slices
are less weighted. While M˜SIR →
H→+∞
MSIR, M˜OF1 converges to
MOF1 = E
[
Z
E[Z|Y ]
E[‖QcZ‖2|Y ]
]
.
As a consequence, OF1 requires the knowledge of Qc. Therefore we set out a plug-in method
to compute Qc.
OF1 algorithm :
0. Standardization of X into Z. Initialize Q̂c = I.
1. Compute
d̂h =
1
n
n∑
i=1
‖Q̂cZi‖21{Yi∈I(h)}, Ĉh =
1
n
n∑
i=1
Zi1{Yi∈I(h)}
and M̂ =
H∑
h=1
ĈhĈ
T
h
d̂h
.
2. Extract η̂ = (η̂1, ..., η̂d) : the d eigenvectors of M̂ with largest eigenvalues.
3. Q̂c = I − η̂η̂T .
Steps 1 to 3 are repeated until convergence is achieved and then η̂ is the estimated basis
of the standardized CS derived from OF1. The estimated directions of the CS are Σ−
1
2 η̂.
At the end of the paper, OF1 is compared to SIR through some simulations.
Naturally the previous development can be carried out with some other total family of
functions than indicators, say ΨH = (ψ1, ..., ψH). The calculation is quite similar, assuming
that each ψh belong to L2(‖Z‖2), the optimization leads to an analogous solution than
previously replacing M˜OF1 by the matrix CDΨHC
T , with DΨH = E[‖QcZ‖2ΨHΨTH ].
1.4 Order 2 test function.
Basically, TF2 relies on the same approach as TF1 with the diﬀerence that it involves
higher conditional moments of Z knowing Y . Indeed, we are interested in the space ge-
nerated by the column vectors of the matrix E[ZZTψ(Y )] where ψ denotes a measurable
function. The following issues are addressed : we ﬁrst investigate the exhaustiveness of
TF2, especially we propose some conditions on ψ that guarantee a comprehensive estimate
of the CS, then we look for optimality by introducing OF2.
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Let us start with a known fact often presented as the SIR pathology. Consider the
regression model
Y = g(Z(1), Z(2), e), (1.10)
where e ⊥ Z ∈ Rp and g is symmetric with respect to its ﬁrst coordinate. Assume also that
(Z(1), Z(2))
d
= (−Z(1), Z(2)). Then thanks to the linearity condition we have QcE[Zψ(Y )] =
0 whereas the previous considerations clearly imply that E[Z(1)ψ(Y )] = E[−Z(1)ψ(Y )].
Therefore for any measurable function ψ, we have that E[Zψ(Y )] = E[(0, Z(2), 0, ..., 0)Tψ(Y )]
and consequently the ﬁrst direction (1, 0, ..., 0)T cannot be reached by any method based
on the inverse regression curve. Clearly, TF1 is sensitive to the SIR pathology. Facing this
diﬃculty an idea developed ﬁrst in [66] and [23] is to explore some higher conditional
moments of Z given Y . Thus methods as SIR-II, SAVE, CR, or DR are interested in some
properties of the matrix E[ZZT |Y ]. It is also the case for TF2. Nevertheless we do not fol-
low the same path as other order 2 methods, especially regarding the assumptions required
to explore this second order moment. Order 2 methods usually assume that Z has a sphe-
rical distribution or at least satisﬁes the linearity condition, and secondly that var(Z|PcZ)
is constant, i.e. CCV. In [11], Proposition 1.A, stated in Appendix B, shows how strong
are the last two assumptions. Accordingly, the assumptions required for order 2 methods
are really close to the assumption of normality on the distribution of the predictors. TF2
works under weaker conditions. Actually, the CCV condition is no longer needed and we
substitute it with the following one.
Assumption 4. (Diagonal conditional variance (DCV))
var(Z|PcZ) = λ∗ωQc a.s.,
with λ∗ω a real random variable.
To facilitate future proofs and to clear up such a condition we provide an equivalent
form in the following lemma.
Lemma 1.6. Assume that Z has a finite second moment. Then the following assertions
are equivalent,
1. for any orthogonal transformation H such that HPc = Pc, we have
var(Z|PcZ) = var(HZ|PcZ),
2. there exists λ∗ω a real random variable such that var(Z|PcZ) = λ∗ωQc.
Moreover, under the linearity condition, we have λ∗ω =
1
p−dE
[‖QcZ‖2|PcZ].
Remark 1.7. Proposition 1.A indicates that coupling CCV and the spherical assumption
is equivalent to the normality assumption for Z, which is quite restrictive. In our framework,
since sphericity implies DCV, we alleviate this strong link between order 2 methods and
the Gaussian assumption. Indeed, if Z is spherical, then its distribution is invariant by
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any orthogonal transformation, and we have for any measurable function f and for any
orthogonal matrix H,
E[ZZT f(PcZ)] = E[HZZ
THT f(PcHZ)].
In particular, the previous equation is true for any H which leaves invariant vectors of Ec
and we obtain (1) of Lemma 1.6 which is equivalent to DCV. Thus, we have just proved
that the spherical assumption implies DCV.
The following theorem is the analogous of Theorem 1.2 for TF2. We deﬁne
Mψ = E[ZZ
Tψ(Y )] and λ∗ψ =
1
p− dE
[‖QcZ‖2ψ(Y )] .
Theorem 1.8. Assume that Z satisfies assumptions 1 and 4 and has a finite second mo-
ment. Then, for every measurable function ψ ∈ L1(‖Z‖2), we have
span(Mψ − λ∗ψI) ⊂ Ec.
In practice, because λ∗ψ is unknown, it seems diﬃcult to use Theorem 1.8. Nevertheless,
we do not need to know this particular eigenvalue, this issue is addressed in Remark 1.12.
Besides, a consequence of Theorem 1.8 is that E⊥c is included in the eigenspace of the matrix
Mψ associated with the eigenvalue λ∗ψ. Therefore, if all the other eigenvalues are diﬀerent
from λ∗ψ, the eigenspace associated with λ
∗
ψ is equal to E
⊥
c . If this is true, the inclusion in
Theorem 1.8 becomes an equality, i.e. all the directions of Ec could be recovered. This idea
has a central place in the next section where this eigenvalue problem is addressed.
1.4.1 Exhaustiveness for TF2
An important tool in this section is the eigendecomposition of the matrixMψ, therefore
we try to be more clear in introducing the following notations. Let λψ and λY be two
functions Rp → R respectively deﬁned by
λψ(η) = E[(η
TZ)2ψ(Y )] and λY (η) = E[(η
TZ)2|Y ],
for every η ∈ Rp. Notice that if η is a unit eigenvector of Mψ (resp. E[ZZT |Y ]), then λψ(η)
(resp. λY (η)) is equal to the eigenvalue of the matrix Mψ (resp. E[ZZT |Y ]) associated
with η. However, recalling that E⊥c is included in an eigenspace of Mψ and E[ZZT |Y ], the
functions λψ and λY are both constant on the centered spheres of E⊥c . Their respective
values on the unit sphere of E⊥c are noted λ∗ψ and λ
∗
Y .
Definition. Let ψ be a measurable function, we call ψ-space the vector space of Rp
Eψ = span(Mψ − λ∗ψ) = span
(
η ∈ B(0, 1) ⊂ Rp, Mψη = λ∗ψη
)⊥
.
Theorem 1.8 indicates that any ψ-space is included in Ec. However, there is no guarantee of
the existence of a ψ-space equal to Ec. We follow the same path as for TF1, i.e. we consider
some transformations of Y belonging to a dense family. Nevertheless, the results are quite
diﬀerent because we provide the existence of a single function ψ such that Eψ = Ec. A
unique additional assumption is needed.
58 Chapter 1 Test function for covering the central subspace
Assumption 5. (Order 2 coverage condition)
∀η ∈ Ec, ‖η‖ = 1 P
(
E
[
(ηTZ)2|Y ] = E [ ‖QcZ‖2
p− d
∣∣∣∣Y ]) < 1.
Assumption 5 reﬂects some similarities with other work such as [65] and [64]. As high-
lighted in Remark 1.7, our set of assumptions is weaker than their because DCV has
replaced CCV. To match their context, assume that CCV is satisﬁed. Then, Assumption 5
becomes “E[(ηTZ)2|Y ] is nondegenerate", i.e. is not a constant almost surely. Otherwise,
TF1 allows an exhaustive estimation of the CS provided that E[(ηTZ)|Y ] is nondegenerate.
Thus the exhaustiveness condition of TF is the union of the two previous, i.e.
E[(ηTZ)2|Y ] or E[(ηTZ)|Y ] is nondegenerate,
which is the same than the one proposed for DR in [64]. Accordingly, TF evolves in a
more general context given by DCV but the assumptions ensuring its exhaustiveness are
similar. These assumptions can be understood as theoretical ones because they are diﬃcult
to check in practice.
Theorem 1.9. Assume that Z and Y satisfy assumptions 1, 4 and 5. Assume also that Z
has a finite second moment, then if Ψ is a total countable family in the space L1(‖Z‖2),
there exists ψ a finite linear combination of functions in Ψ such that
Eψ = Ec.
Theorem 1.9 highlights some relevant facts about TF2. In addition to providing the
existence of a ψ-space equal to Ec, it gives some information about the function ψ to be
used. Indeed, Theorem 1.B indicates that the relevant families of functions for TF2 are
those that separate the points. Hence, as for TF1, this suggests the use of TF2 with any
of these families. For each such family, there exists a function ψ such that Eψ = Ec, yet
it does not provide an explicit form of such a ψ. Hence, we set out the following corollary
which is the counterpart of Theorem 1.3 for TF2.
Corollary 1.10. Assume that Z and Y satisfy assumptions 1, 4 and 5. Assume also that
Z has a finite second moment then, if Ψ is a total countable family in the space L1(‖Z‖2),
we have
⊕
ΨH
Eψ = Ec,
where ΨH is a finite subset of Ψ.
1.4.2 Optimality for TF2 : OF2
For TF1 we needed at least d functions to recover the CS entirely. For this reason, it
was convenient to develop a framework with weighted indicators because it led to a matrix
optimization problem. In other words we ﬁxed the class of functions for TF1 to solve a
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ﬁnite dimensional optimization problem. Actually, for TF2 we follow a diﬀerent path : we
choose to optimize over all the measurable functions thanks to Gâteaux derivatives.
We have already highlighted that the eigenvectors of the matrixMψ can be decomposed
into two blocks : the ones associated with the eigenvalue λ∗ψ and the others which necessarily
belong to Ec. Theorem 1.9 goes further by arguing that for some ψ, the eigenvectors
associated with diﬀerent eigenvalues than λ∗ψ generate Ec. Therefore, Pc can be derived
from this set of eigenvectors. A natural way to proceed is to estimate each quantity by
its empirical version. Recall that (Z1, Y1), . . . , (Zn, Yn), with Zi = Σ−1/2(Xi−E[X]), is an
i.i.d. sample from model (1.1). We deﬁne
M̂ψ =
1
n
n∑
i=1
ZiZ
T
i ψ(Yi)
and the function λ̂ψ : Rp → R as λ̂ψ(η) = ηT M̂ψη for every η ∈ Rp. Since d is assumed to
be known, we deﬁne the projector P̂c = η̂ψη̂Tψ where η̂ψ ∈ Rp×d are the d eigenvectors of
M̂ψ associated with the eigenvalues the farthest from λ∗ψ. Because of the symmetry of the
matrix M̂ψ and Mψ, the convergence M̂ψ
P→Mψ implies the convergence in probability of
the associated eigenvalues (see [36] for some details). As a consequence, one can express the
projectors with the Riesz formula. Let C be a contour of the complex plan which encloses
the eigenvalues diﬀerent from λ∗ψ. We prefer to work with Pc and its estimator P̂c expressed
as
Pc =
∮
C
(Iz −Mψ)−1dz and P̂c =
∮
C
(Iz − M̂ψ)−1dz.
Because of equation (1.8), we minimize MSE through the quantity E[tr(QcP̂c)]. As we did
for OF1, we ﬁrst calculate the limit in law of the random variable n tr(QcP̂c), as n goes
to inﬁnity and then we derive its expectation. The next proposition is dedicated to this
calculation.
Proposition 1.11. Let ψ ∈ L2(‖Z‖4) such that Eψ = Ec. Then n tr(QcP̂c) has a limit in
law Wψ and
E[Wψ] = tr
(
E
[
ZZT ‖QcZ‖2ψ(Y )2
]
Pc(PcMψ − Iλ∗ψ)−2
)
.
The above proposition provides the expression of the quantity to minimize with respect
to the function ψ. The next lines are attached to ﬁnd a minimizer of E[Wψ]. This infor-
mal calculation leads to a ﬁxed point equation whose solution is expected to be a global
minimum of E[Wψ]. Thanks to Proposition 1.11 the quantity to minimize can be written
as
E[Wψ] = tr(E[ZZ
TPc‖QcZ‖2ψ(Y )2](PcMψ − Iλ∗ψ)−2),
or introducing the notations A = ZZTPc‖QcZ‖2 and B = PcZZT − ‖QcZ‖
2
p−d I,
E[Wψ] = tr
(
E[Aψ(Y )2] E[Bψ(Y )]−2
)
.
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Thus we are looking for ψ such that
∂
∂t
E[Wψ+tδ]
∣∣∣∣
t=0
= 0,
for every bounded measurable function δ, or equivalently,
E
[
2 tr
(
AδψE[Bψ]−2
)
− tr (E[Aψ2] E[Bψ]−1{BδE[Bψ]−1 + E[Bψ]−1Bδ}E[Bψ]−1) ] = 0,
where δ and ψ stand for δ(Y ) and ψ(Y ). Deﬁne the functions A(Y ) = E[A|Y ] and B(Y ) =
E[B|Y ]. Since the previous equation is true for any Y -measurable random variable δ(Y ),
we obtain
2 tr
(
A(Y )ψ(Y )E[Bψ]−2
)
− tr (E[Aψ2]E[Bψ]−1{B(Y )E[Bψ]−1 + E[Bψ]−1B(Y )}E[Bψ]−1) = 0 a.s.,
which leads to the implicit equation
ψ(y) =
tr
(
E[Bψ]−1E[Aψ2]E[Bψ]−1{E[Bψ]−1B(y) +B(y)E[Bψ]−1})
2 tr(A(y)E[Bψ]−2)
.
Since Pc = ηψηTψ , we have
E[Bψ]−1ηψ = ηψDψ,
where Dψ = diagk(λψ(ηk)−λ∗ψ)−1 and ηk is the k-th column vector of ηψ. Besides, a simple
use of the linearity condition provides that E[ηTZZT |Y ] = E[ηTZZTPc|Y ] for every η ∈ Ec.
Consequently, we have
ηTψB(y) = η
T
ψB(y)Pc.
and then, we obtain
ψ(y) =
tr
(
DψAψDψ{DψB˜(y) + B˜(y)Dψ}
)
2 tr
(
A˜(y)D2ψ
) ,
where
Aψ = E
[
ηTψZZ
T ηψ‖QcZ‖2ψ(Y )2
]
, A˜(y) = ηTψA(y)ηψ, B˜(y) = η
T
ψB(y)ηψ,
are d×d matrices. Using the symmetry of the matrices Aψ and B˜(y), and some well-known
properties of the trace, we obtain
ψ(y) =
tr
(
DψAψDψB˜(y)Dψ
)
tr
(
A˜(y)D2ψ
) . (1.11)
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A solution of Equation (1.11) is noted ψOF2, it is an optimal function inside the TF2
framework with respect to criterion (1.7). Hence, we deﬁne the OF2 matrix as
MOF2 = E[ZZ
TψOF2(Y )].
To calculate ψOF2, we propose an iteration of the ﬁxed point equation (1.11). Before we
state a more accurate algorithm to compute OF2, in particular to estimate the matrix
MOF2, we need to approximate ψOF2. Indeed, since A˜ and B˜ are unknown functions, one
can use a slicing approximation and deﬁne ψ˜OF2 as a solution of
ψ(y) =
∑
h
tr
(
DψAψDψB˜hDψ
)
tr
(
A˜hD
2
ψ
) 1{y∈I(h)},
where A˜h = E[A˜(Y )1{y∈I(h)}] and B˜h = E[B˜(Y )1{y∈I(h)}]. Now we set out the OF2 method
based on the family of indicator functions. The following algorithm describes the iterations
needed to implement our method. For a better understanding, we based the algorithm on
the weights αh’s instead of the function ψ(y) =
∑
h αh1{y∈I(h)}. Besides Âψ̂ and D̂ψ̂ are
noted Â and D̂, and we will need
Mh = E[ZZ
T
1{Y ∈I(h)}] and λh = E
[‖QcZ‖2
p− d 1{Y ∈I(h)}
]
.
OF2 algorithm :
0. Standardization of X into Z. Compute
M̂h =
1
n
n∑
i=1
ZiZ
T
i 1{Yi∈I(h)}, λ̂h = median(λ ∈ spectrum(M̂h)),
and initialize α̂h
d
= U [0, 1] for every h = 1, ..., H.
1. Identify 1 the eigenvectors η̂ = (η̂1, ..., η̂d) ∈ Ec of M̂ =
∑
h α̂hM̂h.
2. Derive D̂ = diagk(λ̂ψ̂(η̂k)− λ̂∗ψ̂)
−1 with ψ̂(y) =
∑
h α̂h1{y∈I(h)}, Q̂c = I − η̂η̂T and
Â =
∑
h
α̂hη̂
T Âhη̂, with Âh =
1
n
n∑
i=1
ZiZ
T
i ‖Q̂cZi‖21{Yi∈I(h)}.
3. Compute
α̂h =
tr
(
D̂2ÂD̂ (η̂T M̂hη̂ − λ̂hI)
)
tr
(
η̂T Âhη̂ D̂2
) .
1. See Remark 1.12 for some details about this point.
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Repeat the last three steps until the convergence is achieved. The resulting function ψ̂OF2
is an estimate of the function ψOF2. Finally the set of vectors η̂ forms an estimated basis
of the standardized CS. The space generated by Σ−
1
2 η̂ provides an estimate of Ec by OF2.
Remark 1.12. An important practical issue for TF2 and in particular for OF2 is the way
we identify the eigenvectors of M̂ψ that converge to some vectors of Ec or equivalently
the way we identify their associated eigenvalues. This intervenes at each iteration of our
algorithm to estimate Dψ and ηψ. Although λ∗ψ is unknown, the theoretical background
of TF2 advocates for an identiﬁcation process based on the eigenvalues. Indeed, as it is
pointed out by Theorem 1.8, the eigenvalues of Mψ associated with eigenvectors included
in E⊥c are equal. We built an algorithm based on this fact but it was not suﬃciently robust
to small samples. We thus prefer to develop another one which takes into account the
eigenvectors of M̂ψ. Let η be an eigenvector of M̂ψ, the identiﬁcation process is based on a
measure of the dependence between ηTZ and Y . More precisely, we consider the Pearson’s
chi-squared statistic of the test of independence between ηTZ and Y . Therefore, for each
eigenvector we divide the range of ηTZ into H slices noted J(h) and we calculate
S(η) =
∑
h,h′
(
phh′ − phh′h phh′h′
)2
phh′
h phh′
h′
where ph,h′ =
1
n
∑n
i=1 1{Yi∈I(h)}1{(ηTZi)∈J(h′)} and · h is the mean over h. Then the d
eigenvectors of M̂ψ having the highest values of S are identiﬁed as converging in Ec. As
a consequence, at step 2 of the OF2 algorithm, the λ̂
ψ̂
(η̂k)’s are the eigenvalues of M̂
associated with the eigenvectors η̂k’s with the d highest values of S, λ∗ψ̂ is the median over
the other eigenvalues. In section 1.6, we performed OF2 with this algorithm.
1.5 Estimation of the dimension
All along the article, the dimension of the CS was assumed to be known. Its estimation
is a crucial point in SDR since it corresponds to the number of explicative variables we
keep in the regression. Clearly if the dimension is underestimated, then we loose some
information about the response, and on the contrary we cannot get the suitable nonpara-
metric convergence rates for the estimation of the regression function. We raise this issue
for TF1 and TF2. The estimation of d can be reasonably conducted after the estimation of
the matrix of interest, say M , in the following way. As we pointed out before, under some
conditions, one can get
span(M) = Ec,
and clearly, the estimation of d amounts to estimate the rank of M . Actually, to estimate
the rank of such matrix, one can use the hypothesis testing methodology proposed by [66]
whose null hypothesis is
H0 : d = m against H1 : d > m,
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where d stands for the true dimension. Then we start by testing d = 0 against d > 0 which
can be seen as a test for the existence of a DRS. If it is rejected we go a step further
m := m + 1 until the ﬁrst acceptance. If d = m is accepted, then m is an estimate of the
dimension of Ec. The usual statistic employed in SDR is
Λ̂ = n
p−m∑
k=1
λ̂2k
where (λ̂1, ..., λ̂p) are the singular values of an estimator of M arranged in ascending
order. Roughly speaking, the statistic goes to inﬁnity under H1 because at least one of the
eigenvalues goes to a positive constant. Under H0 and some mild conditions Λ̂ converges
in law. This is the issue raised by Theorem 1 in [12], stated in Appendix 1.8.2 as Theorem
1.C. Thanks to this theorem, most of the SDR methods can provide an estimate of the
dimension of Ec. For SIR, because M˜SIR = C diagh(p
−1
h )C
T , it is preferable to apply
Theorem 1.C directly with the matrix diagh(ph)
−1/2C, then we deﬁne Λ̂SIR as Λ̂ with
M = C diagh(p
−1/2
h ). Because of the unknown asymptotic distribution of Λ̂ under H0 in
general, it is interesting to study the behavior of the statistic Λ̂ under some usual SDR
assumptions in order to take advantage of the substantial simpliﬁcations they involve. For
instance, [15] show that under the linearity condition and CCV, Λ̂SIR is asymptotically chi-
squared. Hence in the following, we provide the asymptotic distribution of Λ̂ in a general
TF1 context without specifying the family of function ΨH = (ψ1, ..., ψH)T . Moreover our
study involves both sets of assumptions : CCV and DCV (see Remark 1.7 for details about
such assumptions). We use a parametrization quite similar to that of section 1.3.2 by
deﬁning the matrix
Mα = Cα(Cα)
T ,
with α ∈ RH×H could be unknown, C = (C1, . . . , CH), and Ch = E[Zψh(Y )]. Deﬁne also
U0 and V0 as the respective basis of the left and right singular spaces of the matrix Cα
associated with the singular value 0. Assume that (X1, Y1), . . . , (Xn, Yn) is an i.i.d. sample
from model (1.1) and deﬁne
Ẑi = Σ̂
−1/2(Xi −X),
with · the empirical mean. Then we can deﬁne the estimator
M̂α = Ĉα̂(Ĉα̂)
T ,
where Ĉ = (Ĉ1, . . . , ĈH), Ĉh = 1n
∑n
i=1 Ẑiψh(Yi), and α̂ ∈ RH×H is an estimator of α. The
next theorem studies the asymptotic distribution of
Λ̂TF1 = n
p−m∑
k=1
λ̂2k,
where (λ̂1, ..., λ̂p) are the singular values of Ĉα̂ arranged in ascending order.
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Theorem 1.13. Under H0, assume that Z satisfies assumptions 1 and 4 (resp. 1 and
2) and has a finite second moment, then if ψh ∈ L2(‖Z‖2) and
√
n(Ĉα̂ − Cα) has an
asymptotic Gaussian distribution, we have
Λ̂TF1
d−→
H−d∑
k=1
ωkξk,
where the ξk’s are i.i.d. chi-squared variables with p − d degrees of freedom and the ωk’s
are the eigenvalues of the matrix V T0 α
T∆αV0 where
∆ = E
[
(p− d)−1‖QcZ‖2(ΨH(Y )− E[ΨH(Y )])(ΨH(Y )− E[ΨH(Y )])T
]
(resp. ∆ = var(ΨH(Y ))).
The above theorem is a general statement about the estimation of the dimension of
Ec for TF1. Notice that the framework employed contains SIR and OF1 as special cases.
We highlight in the following some relevant applications. Under CCV, considering the
indicator functions and taking α = diagh p
−1
h , we obtain the same result as [15], Corollary
1, regarding MSIR. Besides, it is easy to show that CCV implies that dh = ph(p− d), then
if α = diagh d
−1
h , we provide the asymptotic law of Λ̂TF1 for OF1, i.e.
Λ̂OF1
d−→ (p− d)−1χ2(p−d)(H−d−1).
The above convergence highlights that, as SIR, OF1 provides a pivotal test for the consi-
dered statistic under CCV.
In general the asymptotic distribution of Λ̂TF1 is no longer chi-squared and the weights
ωk’s need to be estimated. Theorem 1.13 emphasizes a pivotal version of such a test for
any family of functions thanks to a good speciﬁcation of the matrix α. For clarity assume
that ∆ is a full rank matrix, one can take α = ∆−1/2 in Theorem 1.13 under DCV or CCV.
We get for both
Λ̂TF1
d−→ χ2(p−d)(H−d),
where α can be respectively estimated by
1
n(p− d)
n∑
i=1
‖Q̂cẐi‖2(ΨH(Yi)−ΨH)(ΨH(Yi)−ΨH)T
and
1
n
n∑
i=1
(ΨH(Yi)−ΨH)(ΨH(Yi)−ΨH)T ,
where Q̂c is estimated from the considered TF1 method. Taking advantage of the SDR
context, this kind of approach goes in the sense of the Wald-type pivotal statistic studied
for instance in [12].
Using the same approach, it is possible to obtain the asymptotic distribution of such
statistic for TF2. Nevertheless, such matrices are not positive and then the test needs to
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be based on the sum of squares of the eigenvalues of MTF2. In this case, the eigenvalues
ωk’s in Theorem 1.C are more complicated than for TF1 even if we assume DCV or CCV.
As a consequence it seems less attractive to follow the same path as previously. However
one could follow [12], Theorem 1, to provide a consistent test, assuming suﬃcient ﬁnite
moments for Z in order to ensure the convergence of Λ̂ on the one hand, and in order to
estimate consistently the weights ωk’s on the other hand.
1.6 Simulations
In this section, we evaluate OF1, OF2 and some other SDR methods through diﬀerent
regression models. We ﬁrst compare OF1 with SIR and IRE and then, we compare OF2
to some order 2 methods through pathological models for order 1 methods (see Example
1.10). To measure the performance of a method we evaluate the estimation error with the
following distance : for two subspace E1 and E2, if P1 and P2 are their respective orthogonal
projectors, the distance between E1 and E2 is
Dist(E1, E2) = ‖P1 − P2‖F. (1.12)
In the following study, each method is evaluated for a single model. Each boxplot is based
on 100 runs of the considered model. All along the simulation study, in order to appreciate
the real intrinsic quality of each method, we assume that the variance and the mean of the
predictors are known. As a consequence we do not take into account the bias introduced
by poor estimates of the variance and the mean. Besides, we compare the distance (1.12)
between the estimated standardized directions and the standardized CS.
For each method, when the response is continuous, we discretize its range into H slices,
each containing the same number of observations. Both methods OF1 and OF2 require
the iteration of the so called OF1 and OF2 algorithms (see section 1.3.2 and 1.4.2). In
each case, the number of iterations equals 5. Finally, this simulation study is organized
according to four examples that combine diﬀerent distributions for the predictors.
1.6.1 OF1 and order 1 methods
The order 1 methods we computed include SIR and IRE. Let us consider the case
where the predictors have a Gaussian distribution. Clearly PcZ and QcZ are two inde-
pendent random vectors and then E[‖QcZ‖2|Y ] = E[E[‖QcZ‖2|PcZ]|Y ] = p−d. Therefore
span(MOF1) = span(MSIR) and OF1 is similar to SIR. Simulations made in this case high-
light the similarity between the selected methods and are not presented here. Besides, to
reach a point of view developed in the simulation study of [22], we are interested in the
link between the variations of var(Z|Y ) and the performance of the presented methods.
Clearly, according to equation (1.9), the variations of the random variable E[‖QcZ‖2|Y ]
emphasize the diﬀerences between SIR and OF1. Indeed if this one is a constant, then
dh = E[‖QcZ‖21{Y ∈I(h)}] = (p− d)ph and OF1 is the same method as SIR. Consequently,
SIR estimates are near optimal with respect to criterion (1.7) when the variations of
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E[‖QcZ‖2|Y ] are near 0. Besides, if this random variable is nonconstant then also the
dh’s and the diﬀerences between both methods are emphasized. Moreover, the random
variables E[‖QcZ‖2|Y ] and var(Z|Y ) are strongly linked, and as it was the case to distin-
guish IRE from SIR, the variations of var(Z|Y ) play an important role to diﬀerentiate OF1
from SIR. Consequently, to point out the diﬀerences between these methods, we generate
non-Gaussian predictors in the following two examples.
Example 1.14. Let N1 ∈ Rp, N2 ∈ Rp be two independent standard Gaussian vectors, let
ǫ be a Bernoulli random variable with mean 1/2. The predictor vectorX = (X(1), . . . , X(p))
is generated as a Gaussian mixture through the equation
X = (µ1 + σ1N1)ǫ+N2(1− ǫ),
and it would be interesting to consider diﬀerent values of σ1 ∈ R and µ1 ∈ Rp. We introduce
the following models
Model i : Y = tanh(X(1)/3) + 0.1e
Model ii : Y = X(2)|1 +X(1)/3|+ e
where e
d
= N (0, 1). For Model i, an interesting parametrization is
µ1 = (a, 0, . . . , 0)
T ,
and then we can consider diﬀerent values for a and σ1. Such a distribution for the predictors
induces two regimes. To highlight diﬀerences between both regimes respectively determined
by ǫ = 1 and ǫ = 0, one can take the parameter a far from 0 and σ1 6= 1, say a = 6 and
σ1 = .5. Clearly the Ch’s corresponding to small Y , have more chances to come from the
second regime ǫ = 0, which induces a poor estimate for such Ch’s. On the contrary, the other
Ch’s tend to be well estimated. In this case the error of the SIR method is to uniformly
weight these slices whereas OF1 does not. To be more comprehensive, we compute the
methods with diﬀerent parametrizations. The boxplots and the averages of the distance
(1.12) between the standardized CS and its estimates over 100 simulated samples are given
in ﬁgure 1.1. With the same model, in this ﬁgure, we also provide a graph to describe the
eﬀect of an increase of p.
For Model ii, Ec has dimension 2 and then is more diﬃcult to estimate. We consider
µ1 = (6, 2, . . . , 0)
T ,
and essentially, Model ii provides similar graphs and interpretations as Model i. As a result,
we analyze through this model the impact of an increase of n. The corresponding graph
has been included in ﬁgure 1.1.
For each model and in all the parameter conﬁgurations, OF1 performs better than
SIR. Between OF1 and IRE, the conclusion is quite a lot more mitigated. The chosen
conﬁgurations reﬂect diﬀerent kinds of diﬃculties. The situation presented in the ﬁrst
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Figure 1.1 – Plot of the distance error for OF1, SIR and IRE in Example 1.14.
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graph reﬂects a too small sample number n = 100 with respect to p = 10 to provide a
good estimate. When (µ1, σ1) = (0, 1), the predictors are normally distributed and there
are no signiﬁcant diﬀerences between the methods. By increasing µ1 and reducing σ1,
we move away from the Gaussian assumption and OF1 is the only one to improve its
accuracy. Indeed, OF1 performs better than SIR and IRE around 86% of the time when
(µ1, σ1) = (6, 0.5) and 100% of the time when (µ1, σ1) = (6, 0.1). Besides the second graph
shows that OF1 is more robust to a high dimensional set-up. The most sensitive method
to the increase of p is IRE because it requires the estimation of a large matrix. Finally, the
last graph emphasizes that IRE is the most accurate when n is large.
Example 1.15. This example is interesting because it includes logistic models in the SDR
framework. It is inspired from [22], Model A. We generalize their model by introducing some
noise as described in the following. Let ǫ be a real random variable uniformly distributed
on {1, 2, 3}, and let N1 ∈ Rp, N2 ∈ Rp, N3 ∈ Rp be independent Gaussian vectors with
respective moments (µ11, σ21I), (µ21, σ
2
2I) and (µ31, σ
2
3I) where 1 = (1, ..., 1)
T . The vector
X is generated as a Gaussian mixture through the equation
X = N11{ǫ=1}+N21{ǫ=2}+N31{ǫ=3},
and Y with the proportional-odds model deﬁned by
Model iii : Y =
3∑
j=1
j1{πj−1≤U≤πj},
with U
d
= U([0, 1]) and the cumulative probability functions
π0 = 0, π1 =
exp(θ1 − 1TX)
1 + exp(θ1 − 1TX)
, π2 =
exp(θ2 − 1TX)
1 + exp(θ2 − 1TX)
, π3 = 1.
First note that Model iii implies that Y = f(1TX,U) and as a consequence the CS exists
for this kind of models. In our case, the CS is generated by the vector 1 and the CS is equal
to the standardized CS. For clarity, we prefer to work with the mean and the standard
error of the predictors divided respectively by p and
√
p so that the mean and the standard
error of 1TX do not depend on p. Working with the new scaled parameters, we ﬁx µ2 = 5,
µ3 = 8, σ2 = 0.5, and σ3 = 0.5. Then we can specify the cumulative probability functions
by taking θ1 = 3.5 and θ2 = 6.5, so that it is realistic with respect to the means µ2 and
µ3. To visualize such a model, one could draw in the same plot the cumulative probability
functions π1, π2−π1, and 1−π2, and the density of 1TX. Each state of the response tends
to correspond to some regime of the Gaussian mixture. The parameter H is ﬁxed to 3, the
number of states of the response. In ﬁgure 1.2, we test the accuracy of OF1, SIR and IRE
facing Model iii for diﬀerent conﬁgurations of the parameters µ1 and σ1. The dimension p
and the sample number n have been taken to provide neither a simple situation, nor a too
diﬃcult one.
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Figure 1.2 – Plot of the distance error for OF1 and SIR in Example 1.15.
In ﬁgure 1.2, the presented graph starts by a model with a lot of noise. The second
and third situation reﬂects respectively a shift of the mean µ1 and a shift of the variance
σ1. In each case, this reduces the noise and the estimation of the CS is more accurate for
all the methods. Again when some estimated Ĉh’s have a small variance, OF1 manages to
take advantage of the situation.
1.6.2 OF2 and order 2 methods
We compare several well-known order 2 dimension reduction methods with OF2. Order
2 methods we computed include SAVE, pHd, SIR-II and DR. For the considered models,
pHd does not work as well as the others. Therefore we focus on a comparison between
SAVE, DR, SIR-II and OF2. We computed the OF2 algorithm detailed in section 1.4.2
and the simulations we made truly argued in favor of its convergence : after 5 iterations
the resulting matrix is nearly stable. It was also interesting to compare criterion (1.12)
between the ﬁrst iteration matrix and the ﬁnal one. The diﬀerence between both was
highly signiﬁcant. Another important point is that OF2 is not as close to DR, SAVE and
SIR-II as OF1 is close to SIR. The following simulations highlight this fact and we expect
to have a large scope by providing many kinds of models with diﬀerent parameter settings.
We begin this section by providing the results obtained with Gaussian predictors.
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Example 1.16. We consider the three following regression models
Model iv : Y = tanh
(
|X(1)|
2
)
+ 0.1e
Model v : Y = 0.4(X(1))2 +
√
|X(2)|+ 0.2e
Model vi : Y = 1.5X(1)X(2) e
with e
d
= N (0, 1) and X d= N (0, Ip). The standardized CS and the CS of these models are
equal. For model iv, the CS is spanned by (1, 0, ..., 0), whereas in Model v and vi, it is a
two dimensional subspace generated by (1, 0, ..., 0) and (0, 1, 0, ..., 0). We consider diﬀerent
parameter conﬁgurations for which every presented method is in a convenient situation.
We compute SAVE, DR, SIR-II and OF2 with (n, p,H) equal to (100, 6, 5), (500, 10, 5) and
(1000, 20, 10). For each conﬁguration, 100 simulated random samples have been generated
and the resulting boxplots with their averages are presented in ﬁgure 1.3.
For all the selected models, OF2 performs better than all other methods. The most
signiﬁcant improvement happens for Model iv in which our method performs better than
the others around 99% of the time in the setting (100, 5, 6). When n increased, Of2 was
never worse than the others. Note that for n = 100, 500, the average error of OF2 is two
times smaller than the average error of DR, SAVE or SIR-II. For n = 1000 this factor
goes to three. The results of the simulations for model v are really close to model iv.
Model vi is a more complicated one for each method, we have to wait n = 500 to notice
substantial diﬀerences in the distribution of the criterion. In every model, as n increases
the improvement of OF2 is substantial. As a consequence and according to the plots in
Figure 1.1 it seems clear that the asymptotic distribution of the distance error of OF2
has a smaller mean and variance than the other methods. Besides, for the selected models
SAVE, DR and SIR-II perform in a similar way and are asymptotically equivalent.
Example 1.17. To conclude we present the results obtained with non-Gaussian but sphe-
rical predictors. Deﬁne X = ρU with U a uniformly distributed vector on the unit sphere
of Rp, independent of ρ, a real random variable. Clearly, X has a spherical distribution.
Moreover, by taking
ρ = ǫ |10 + 0.5N1| + (1− ǫ) |30 + 0.5N2|,
with N1
d
= N (0, 1), N2 d= N (0, 1) and ǫ d= B(12), the distribution of X is far from a normal
distribution. We study again Model vi but also the following ones,
Model vii : Y = |X(1)|+
(
X(2)
4
)2
+ 0.5e
Model vib : Y = X(1)X(2) e
where e
d
= N (0, 1). Model vi has been modiﬁed to reduce the signal to noise ratio. The
directions to estimate, the parameter conﬁgurations and the number of simulated random
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Figure 1.3 – Plot of the distance error for OF2, DR, SAVE and SIR-II in Example 1.16.
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samples are the same as in the Gaussian case studied previously. Boxplots with their
associated averages are presented in ﬁgure 1.4.
A general remark regarding Figure 1.4 is that the transition from normal to spherical
predictors went well for OF2 comparing to other methods. Model iv still reﬂects the most
important improvement of OF2. When n is large, it performs around eight times better than
the others. In Model vib, the accuracy of OF2 deteriorates by changing the distribution
of the predictors from Gaussian into spherical. Finally, Model vii provides a standard new
situation where the improvement of OF2 is highly signiﬁcant.
In the development of OF2, model vi was of particular interest. Whether predictors are
normal or spherical, OF2 is highly sensitive to the identiﬁcation of the CS directions. For
n = 100 the mean is less than the median, and it is no longer the case for n larger than
100. This marked change in the boxplots is explained by the presence of small outliers in
the ﬁrst situation and large outliers in the second one. Indeed as n is getting larger, OF2
performs better but however the mean is shifted by the presence of outliers that reﬂects
uncommon diﬃcult situations. This results from the eigenvector identiﬁcation process des-
cribed in Remark 1.12. Clearly OF2 relies on the way we identify eigenvectors of Mψ that
belong to Ec. To make that possible, a test of independence between the response and the
projected predictors is conducted. Outliers of model vi for n equal to 500 and 1000 are the
consequence of a bad eigenvector choice realized by this test. When n is suﬃciently large
this no longer occurs. When the OF2 algorithm is iterated more than 5 times, it happens
only very few times.
1.7 Concluding remarks
The article introduces the basis of a new methodology for SDR. The introduction of
some transformations of the response and the optimization with respect to these trans-
formations were the original ideas of this work and have led us to some new methods of
investigation in SDR. A surprising point was the high degree of similarity between SIR and
OF1. As the simulations pointed out, it could be better to use OF1 when the intra-slice
variance is nonconstant. IRE also behaves well in such situations but it has some problems
when p is large because of the estimation of a large matrix. Our main contribution relates
to order 2 methods, in particular we propose a new class of methods, TF2, that no longer
needs the CCV assumption. Moreover, the simulation study sheds light on the high accu-
racy of OF2 over other order 2 methods. However, one can propose some lines of research
that could improve the TF framework.
Regarding the estimation of the dimension, some prospects can be found in the Pear-
son’s chi-squared statistic used in the OF2 algorithm (see Remark 1.12) to select the
eigenvectors that belong to the CS. Clearly, this approach tries to take full advantage of
the regression context oﬀered by SDR. Work along this line to estimate the dimension of
the CS is in progress and up until now simulations in this sense have provided good results.
Besides, both optimizations OF1 and OF2 do not take into account the estimation
error on the variance and the mean of the predictors in the asymptotic decomposition of
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Figure 1.4 – Plot of the distance error for OF2, SAVE and DR in Example 1.17.
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the criterion (1.7). This optimization leads to more complicated results that should be
validated by simulations.
Finally, in many cases the regression function has diﬀerent kinds of components, in
particular there can be some pathological components for order 1 methods (see equation
(1.10)). To handle such cases, one can calculate
M = αM1 + (1− α)M2,
where M1 and M2 are matrices of two diﬀerent SDR methods. A spectral decomposition
of M gives a hybrid estimate of the CS. Such ideas were recommended by [44], and [82]
proposed a bootstrap method to select the parameter α. This includes the combinations
of SIR and SAVE, SIR and pHd, SIR and SIR-II. Besides, it is commonly known that
MSAVE = E[var(Z|Y )2] +MSIR − I,
and that
MDR = E[E[(ZZ
T |Y ]− I)2] +M2SIR + tr(MSIR)MSIR,
making SAVE and DR some combinations of SIR and order 2 methods. Therefore SAVE
and DR do not only involve order 2 moments of Z, unlike TF2. Moreover TF1 only involves
order 1 moments of Z. As a consequence, it seems more realistic to develop hybrid methods
based on TF1 and TF2. Especially, the choice of the parameter α could be realized by the
optimization of a well chosen criterion as has been done independently to derive OF1 and
OF2.
1.8 Proofs and related results
1.8.1 Proofs of the stated results
Proof of Theorem 1.1. The standardization of the predictors does not change the pre-
sentation of this result, hence we present it for X. The proof is divided into three principal
parts : we ﬁrst give a lemma about the intersection of two MDRS, then we apply it to prove
the statement of the theorem about the CMS, ﬁnally using this last result we conclude the
proof for the CS.
Lemma 1.18. If the restriction of X to the ball of Rp with radius r and center x0 has a
strictly positive density, then the intersection of two MDRS is a MDRS on this ball, i.e.
(E[Y |X]− E[Y |RX])1{X∈B(x0,r)} = 0 a.s.,
where R denotes the orthogonal projector onto their intersection.
Proof. We ﬁrst make the proof for a ball centered at 0, and then we apply it to X − x0.
Let E and E′ be two MDRS, P and P ′ their respective orthogonal projectors, and R the
orthogonal projector onto E ∩ E′. Using the deﬁnition of a MDRS,
E[Y |X] = E[Y |PX] = E[Y |P ′X] a.s.
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Let g(PX) and h(P ′X) denote the last two random variables in the preceding equation.
Using that X has a strictly positive density on the unit sphere, we can write
g(Px) = h(P ′x) a.e. on B(0, r). (1.13)
Let ε > 0, and ϕk be a unit approximation with compact support B(0, ε), we deﬁne the
function fk : B(0, r)→ R such that
fk(x) = (g ◦ P ) ∗ ϕk (x).
Then, we have for all x,
fk(x) =
∫
g(P (x− y))ϕk(y)dy = fk(Px).
Moreover, for all x ∈ B(0, r − ε), since in the above integral x− y ∈ B(0, r), using (1.13)
we derive
fk(x) = (h ◦ P ′) ∗ ϕk (x),
and similarly we obtain fk(x) = fk(P ′x). Since fk(x) = fk(Px) = fk(P ′x), a simple
iteration process provides for all x ∈ B(0, r − ε),
fk(x) = fk((PP
′)nx).
Since fk is a continuous function and lim
n→+∞(PP
′)n = R, we have
fk(x) = fk(Rx), x ∈ B(0, r − ε).
To conclude, the unit approximation theorem gives us the convergence
fk ◦R L1−→ g ◦ P.
Thus, from fk(RX) we can derive a subsequence fnk(RX) that converges almost surely
to g(PX), proving that E[Y |X] is a function of RX. This completes the ﬁrst part of the
proof.
Now suppose that X has a strictly positive density onto the ball of radius r and center
x0. Deﬁne X˜ = X−x0, it is clear that a MDRS for X is also a MDRS for X˜ and conversely.
Then, since X˜ is centered in 0, the intersection of two MDRS is still a MDRS for X˜ and
obviously for X.
Existence of the CMS. Denote by F ⊂ Rp the support of the density of X. A ﬁrst
step consists of showing that its interior F˚ can be covered by a countable number of balls
included in F˚ . Secondly, we apply Lemma 1.18 to each of this balls to obtain that the
intersection of two MDRS on F˚ is a MDRS on F˚ . Finally, the uniqueness is shown.
Let x ∈ F˚ , then there exists r > 0 such that B(x, r) ⊂ F˚ . It is possible to ﬁnd a
ball, with rational center and radius, included in B(x, r) and containing x. Thus any x of
F˚ is contained in a ball with center and radius rational that is included in F˚ . In other
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words, the set A formed by all the balls B(xq, rq) ⊂ F˚ , with xq and rq rationals, covers F˚ .
Therefore, by applying Lemma 1.18, we have for all B(xq, rq) ∈ A,
|E[Y |X]− E[Y |RX]|1{X∈B(xq ,rq)} = 0 a.s.,
since A is a countable set,∑
(xq ,rq)∈A
|E[Y |X]− E[Y |RX]|1{X∈B(xq ,rq)} = 0 a.s.,
then,
|E[Y |X]− E[Y |RX]|
∑
(xq ,rq)∈A
1{X∈B(xq ,rq)} = 0 a.s.
By assumption P(X ∈ F˚ ) = 1, then the right-hand side is almost surely strictly positive,
and thus
E[Y |X] = E[Y |RX] a.s.
Consequently, the intersection of two MDRS is a MDRS. To complete the proof, assume
that two MDRS have minimum dimension. Their intersection has at least minimum di-
mension because it is a MDRS. So they are equal.
Existence of the CS. Using similar arguments about the dimension of vector spaces, we
only need to show that the intersection of two DRS is a DRS. Let E and E′ be two DRS.
By equations (1.2) and (1.3), E and E′ are also MDRS for the random variables 1Y ∈A
and X. We have just showed that the intersection of two MDRS is a MDRS. Then for all
measurable sets A, E ∩E′ is a MDRS for 1Y ∈A and X. Equivalently, E ∩E′ is a DRS.
Proof of Theorem 1.3. Assumption 3 implies that {E[ZE[Z(k)|Y ]], k = 1, ..., p} gene-
rates Ec. First, let us show that any vector of this family can be approximated by E[Zφ(Y )],
where φ is a linear combination of functions in Ψ. Let ε > 0 and k ∈ {1, ..., p}, since Ψ is a
total family in L1(‖Z‖), there exists φk a ﬁnite linear combination of functions in Ψ such
that
E
[
‖Z‖ |φk(Y )− E[Z(k)|Y ]|
]
≤ ε,
besides, we have
‖E[Zφk(Y )]− E[ZE[Z(k)|Y ]]‖ ≤ E
[
‖Z‖
∣∣∣φk(Y )− E[Z(k)|Y ]∣∣∣ ] ,
and therefore,
‖E[Zφk(Y )]− E[ZE[Z(k)|Y ]]‖ ≤ ε. (1.14)
Here an important point is that E[Zφk(Y )] ∈ Ec, it implies that
span (E[Zφk(Y )], k = 1, ..., p) ⊂ span(MSIR), (1.15)
Moreover, (1.14) and the continuity of the determinant involve that the rank of the set
of vectors E[Zφk(Y )]’s is equal to d if ε is small enough. Then, instead of an inclusion
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(1.15) becomes an equality and we complete the proof by recalling that each φk is a linear
combination of a ﬁnite number of functions in Ψ.
Proof of Proposition 1.5. We ﬁrst calculate the expectation of the limit in law of the
sequence n tr(QcP̂c) and then we solve the optimization problem. Since
n tr(QcP̂c) = n tr(η̂
TQcη̂ (η̂
T η̂)−1) = tr(
√
n(η̂T − ηT )Qc
√
n(η̂ − η)(η̂T η̂)−1),
Slutsky’s theorem and the continuity of the operator tr(·) provide that n tr(QcP̂c) converges
to tr(δTQcδ) in distribution, where δ ∈ Rp×d is the limit in law of the sequence
√
n(η̂− η),
i.e. a normal vector with mean 0 (we can get ride of the quantity (η̂T η̂)−1 because of the
constraint and η̂T η̂
P→ ηT η). Thus it remains to calculate the expectation of this limit,
notice that
E [Wα] = E
[
tr(δTQcδ)
]
=
d∑
k=1
tr
(
QcE[δkδ
T
k ]
)
,
where δk stands for the limit in law of the sequence
√
n(η̂k−ηk). Finally, since its variance
is equal to var(Zψk(Y )) and using the linearity condition, we ﬁnd that
E [Wα] =
d∑
k=1
E
[‖QcZ‖2ψk(Y )2] .
Now let us formulate the minimization problem with respect to the matrix α. Using that
the I(h) are pairwise disjoint, we have
E [Wα] =
d∑
k=1
αTk E[‖QcZ‖21Y 1TY ]αk = tr(αTDα),
and also,
ηT η = αTCTCα = (D
1
2α)TGD
1
2α.
From both previous equations, we set out the equivalent minimization problem
min
α
tr
(
αTDα
)
u.c. (D
1
2α)TGD
1
2α = Id,
then, from the variable change U = V TD
1
2α we derive
min
U
tr(UTU) u.c. UT
(
D0 0
0 0
)
U = Id.
By writing UT = (UT1 , U
T
2 ) we notice that there is no constraint on U2, which implies that
U2 = 0. Consequently, it remains to solve
min
U1
tr(U1U
T
1 ) u.c. U1U
T
1 = D
−1
0 ,
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where U1 ∈ Rd×d, and where the quantity to minimize is ﬁxed by the constraint. Then,
a solution is U1 = D
− 1
2
0 H where H is any orthogonal matrix. Hence, the solution of the
minimization problem is
α = D−
1
2V U = D−
1
2V1D
− 1
2
0 H.
Proof of Lemma 1.6. Let us begin in the easiest way : (2) ⇒ (1). Let H be any ortho-
normal matrix as described in (1). Because HQcHT = I −HPcHT = Qc, by multiplying
(2) on the left side by H and on the right side by HT , we ﬁnd that
var(HZ|PcZ) = λ∗ωQc = var(Z|PcZ).
The other way is based on a good choice of the matrix H. Let γ be a unit vector of E⊥c ,
and deﬁne H = I − 2γγT . Clearly, H is symmetric and satisﬁes to the requirement of (1).
So that, we have
var(Z|PcZ) = (I − 2γγT ) var(Z|PcZ)(I − 2γγT ),
developing the right hand side, it follows that
var(Z|PcZ)γγT = 2var(γTZ|PcZ)γγT − γγT var(Z|PcZ),
and ﬁnally, multiplying by γ on the right, we ﬁnd
var(Z|PcZ)γ = var(γTZ|PcZ)γ. (1.16)
Therefore, any γ ∈ E⊥c is an eigenvector of the matrix var(Z|PcZ) and thus, E⊥c is included
in an eigenspace of this matrix. Denote by λ∗ω the eigenvalue associated with E⊥c . Since
the columns of Qc are vectors of E⊥c , we have
var(Z|PcZ)Qc = λ∗ωQc,
which implies that
var(Z|PcZ) = var(QcZ|PcZ) = λ∗ωQc,
and (1) ⇒ (2) is completed.
The value of λ∗ω can be given by equation (1.16). Under the linearity condition we have
for every unit vector γ ∈ E⊥c ,
λ∗ω = var(γ
TZ|PcZ) = E[(γTZ)2|PcZ],
and hence it suﬃces to take γ = 1√
p−d
∑p−d
k=1 γk where (γ1, ..., γp−d) is an orthonormal basis
of E⊥c , to obtain
λ∗ω =
1
p− dE
[‖QcZ‖2|PcZ] .
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Proof of Theorem 1.8. To make a complete proof, we need to show that all the vectors
in E⊥c are eigenvectors of the symmetric matrix Mψ − λ∗ψI associated with the eigenvalue
0. The existence of the CS ensures that
Mψ − λ∗ψI = E[(E[ZZT |PcZ]− λ∗ωI)ψ(Y )],
besides, thanks to the linearity condition and DCV, we have
E[ZZT |PcZ] = λ∗ωQc + PcZZTPc.
Thus, for any γ ∈ E⊥c we have (Mψ − λ∗ψI)γ = 0 and the proof is completed.
Proof of Theorem 1.9. The proof relies on Lemma 1.D and Lemma 1.E. Both are results
about vector spaces of non-invertible matrices. For clarity and since it does not deal directly
with the subject of the paper, we state and prove these lemmas in Appendix B.
Let Ψ be a total countable family in L1(‖Z‖2), Theorem 1.8 indicates that E⊥c ⊂ E⊥ψ
for any ψ ∈ Ψ. Then it suﬃces to show that there exists ψ a ﬁnite linear combination of
functions in Ψ such that dim(Eψ) = rank(Mψ − λ∗ψI) = d. In the basis (P1, P2), where P1
and P2 are respectively bases of Ec and E⊥c , the matrix Mψ − λ∗ψI can be written as(
Nψ 0
0 0
)
,
with Nψ = P T1 (Mψ − λ∗ψ)P1. Notice that the space
M = {Nψ, ψ =
∑
h
αhψh},
is a vector space of symmetric matrices with dimension d × d. In the basis (P1, P2), As-
sumption 5 becomes
∀η ∈ Rd, P(ηTNY η = 0) < 1,
with NY = P T1 (MY − λ∗Y )P1. Clearly, this implies that
∀η ∈ Rd, ∃ψ, ηTNψη 6= 0, (1.17)
and because Ψ is a total family in L1(‖Z‖2), the function ψ in the previous equation could
be a ﬁnite linear combination of functions in Ψ and then Nψ ∈ M. Thus to conclude the
proof, one can notice that given a vector subspace M ⊂ Rd×d of symmetric matrices, if
(1.17) holds, then there exists an invertible matrix in M. This assertion is true because it
is the contrapositive of the statement of Lemma 1.E.
Proof of Corollary 1.10. From Theorem 1.9 we have Eψ = Ec where ψ =
∑H
h=1 αhψh.
Hence, we need to show that Eψ ⊂ ⊕Eψh since the other inclusion is trivial. Suppose
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that there exists η ∈ Eψ with norm 1 such that η ⊥ ⊕Eψh . Then by deﬁnition, for every
h = 1, ..., H, we have
Mψhη = λ
∗
ψh
η,
and we can obtain
Mψη =
H∑
h=1
αhλ
∗
ψh
η = λ∗ψη,
which is impossible because η ∈ Eψ.
Proof of Proposition 1.11. We have
QcP̂c = Qc(P̂c − Pc)
= Qc
∮
C
(Iz − M̂ψ)−1 − (Iz −Mψ)−1dz
= Qc
∮
C
(Iz − M̂ψ)−1(Mψ − M̂ψ)(Iz −Mψ)−1dz,
and then, we can obtain
QcP̂c = Qc
∮
C
(Iz −Mψ)−1(Mψ − M̂ψ)(Iz −Mψ)−1dz
+Qc
∮
C
(Iz − M̂ψ)−1(Mψ − M̂ψ)(Iz −Mψ)−1(Mψ − M̂ψ)(Iz −Mψ)−1dz.
Consider the trace of the ﬁrst term in the above equation, since Qc and (Iz − Mψ)−1
commute we have
tr
(
Qc
∮
C
(Iz −Mψ)−1(Mψ − M̂ψ) (Iz −Mψ)−1dz
)
= tr
(
(Mψ − M̂ψ)
∮
C
Qc(Iz −Mψ)−2dz
)
.
Besides, it is clear that
Qc(Iz −Mψ)−1 = Qc
(z − λ∗ψ)
, (1.18)
and recalling that λ∗ψ is outside C, we have
∮
C
1
(z−λ∗ψ)−2
dz = 0 and we get
tr
(
QcP̂c
)
= tr
(
Qc
∮
C
(Iz − M̂ψ)−1(Mψ − M̂ψ)
(Iz −Mψ)−1(Mψ − M̂ψ)(Iz −Mψ)−1dz
)
.
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Denote by ∆ the limit in law of
√
n(M̂ψ−Mψ), since M̂ goes toM in probability, Slutsky’s
Theorem implies the convergence n tr(QcP̂c)
d−→Wψ with
Wψ = tr
(
Qc
∮
C
(Iz −Mψ)−1∆(Iz −Mψ)−1∆(Iz −Mψ)−1dz
)
.
Now we use equation (1.18) to obtain
Wψ = tr
(
Qc∆
∮
C
(Iz −Mψ)−1
(z − λ∗ψ)2
dz∆Qc
)
, (1.19)
where the above integral can be calculated in the following way. Splitting it into two terms
and using (1.18), we have∮
C
(Iz −Mψ)−1
(z − λ∗ψ)2
dz =
∮
C
Pc(Iz −Mψ)−1
(z − λ∗ψ)2
dz +
∮
C
Qc(Iz −Mψ)−1
(z − λ∗ψ)2
dz
=
∮
C
Pc(Iz −Mψ)−1
(z − λ∗ψ)2
dz +Qc
∮
C
1
(z − λ∗ψ)3
dz.
It is not diﬃcult to show that the last term in the previous equation equals 0. Regarding
the ﬁrst term, since for every k ∈ {1, ..., d} we have
Pc
∮
C
(Iz −Mψ)−1
(z − λ∗ψ)2
dzηk = ηk
∮
C
(z − λψ(ηk))−1
(z − λ∗ψ)2
dz
=
ηk
(λψ(ηk)− λ∗ψ)2
= Pc(PcMψ − Iλ∗ψ)−2ηk,
and since all the vectors in E⊥c belong to the kernel of this matrix, we get
Pc
∮
C
(Iz −Mψ)−1
(z − λ∗ψ)2
dz = Pc(PcMψ − Iλ∗ψ)−2.
Injecting it in (1.19), we obtain
Wψ = tr
(
∆Qc∆Pc(PcMψ − Iλ∗ψ)−2
)
,
and it remains to calculate its expectation. The linearity condition implies that QcMψPc =
0, and we have
E[∆Qc∆Pc] = lim
n→+∞nE
[
M̂ψQcM̂ψPc
]
= E[ZZTPc‖QcZ‖2ψ(Y )2],
which completes the proof.
Proof of Theorem 1.13. The proof involves a result in [12], stated in Appendix 1.8.2 as
Theorem 1.C.
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By applying Theorem 1.C to the matrix Ĉα̂, one can notice that the asymptotic dis-
tribution of Λ̂TF1 depends only on the variance of the asymptotic law of
√
n vec(UT0 (Ĉα̂− Cα)V0).
Let W be a random vector following this distribution. By the linearity condition, we have
UT0 (Ĉα̂− Cα)V0 = UT0 Ĉα̂V0 = UT0 Σ̂−1/2(Σ̂−
1
2 Ĉ − Σ̂− 12C)α̂V0.
Since CαV0 = 0, α̂
P→ α and Σ̂ P→ Σ, by Slutsky’s theorem W has the same law as the
asymptotic distribution of
√
n vec(UT0 Σ
−1/2Σ̂−
1
2 ĈαV0),
By the linearity condition U0Σ−1/2Xi = U0Σ−1/2(Xi − E[X]) = U0Zi, and one can obtain
UT0 Σ
−1/2Σ̂−
1
2 ĈαV0 = U
T
0 (ZΨ
T
H(Y )− Z ΨTH(Y ))αV0.
We notice that
√
n(ZΨTH(Y )− Z ΨTH(Y )) =
√
n
(
Z(ΨTH(Y )− E[ΨTH(Y )])
)
+ oP(1),
and we provide the decomposition
√
n vec(UT0 (Ĉα̂− Cα)V0) = (V T0 αT ⊗ UT0 )
√
n vec
(
ZΦ(Y )
)
+ oP(1),
with the notation Φ(Y ) = ΨH(Y )− E[ΨH(Y )]. By the central limit theorem, we get
1√
n
n∑
i=1
vec(ZiΦ(Yi)
T )
d−→ N (0, var(Φ(Y )⊗ Z)) .
Clearly, using the linearity condition we have
var(W ) = (V T0 α
T ⊗ I)E[Φ(Y )Φ(Y )T ⊗ (UT0 ZZTU0)](αV0 ⊗ I).
Under DCV one can get
E[Φ(Y )Φ(Y )T ⊗ (UT0 ZZTU0)] = E[(p− d)−1‖QcZ‖2Φ(Y )Φ(Y )T ⊗ Ip−d],
under CCV one can obtain
E[Φ(Y )Φ(Y )T ⊗ (UT0 ZZTU0)] = E[Φ(Y )Φ(Y )T ⊗ Ip−d],
and the conclusion follows.
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1.8.2 Few results
Theorem 1.A. (Bryc (1995) [11], Theorem 4.1.4, p.48) Let Z be a random vector of Rp
(p ≥ 2) with a finite second order moment. If Z is spherical and if var(Z|PZ) = const. for
some orthogonal projector P , then Z is normal and conversely.
Theorem 1.B. (Coudène (2002) [24]) Let p ∈ [0,+∞[, µ a Borel probability measure
on [0, 1], and fn : [0, 1] → R a family of bounded measurable functions that separates the
points :
∀x, y ∈ [0, 1], x 6= y, ∃n ∈ N such that fn(x) 6= fn(y).
Then the algebra spanned by the functions fn’s and the constants is dense in Lp([0, 1], µ).
Theorem 1.C. (Bura and Yang (2011) [12]) Assume rank(M) = d and that
√
n vec(M̂ −
M)
d→ N (0,Γ). Then
Λ̂
d−→
s∑
k=1
ωkX
2
k ,
where the Xk’s are independent standard normal random variables and the ωk’s are the
ordered eigenvalues of (V T ⊗UT )Γ(V ⊗U), with s = min(rank(Γ), (p− d)(H − d)) and U
and V are respectively basis of the left and right singular spaces of M associated with the
singular value 0.
The following lemma deals with vector space structure and rank-deﬁcient matrices. We
refer to [33], Proposition 3 for a more general approach. In particular, this lemma implies
Lemma 1.E which has a central place in the proof of Theorem 1.9.
Lemma 1.D. Let M , N ∈ Rd×d and α0 > 0. If rank(N +αM) ≤ rank(N) for all α ≤ α0,
then we have
M ker(N) ⊂ Im(N).
Proof. Denote by Pα the characteristic polynomial of N + αM and deﬁne rα = rank(N +
αM) and kα = dim(ker(N +αM)) = d− rα. Because of the continuity of the determinant,
the coeﬃcients of Pα converge to the coeﬃcients of P0, then Pα converges uniformly to P0
on every compact. By the deﬁnition of k0, P0 is such that
P0(x) = x
k0Q0(x) with Q0(0) 6= 0.
Now we use the uniform convergence. For α small enough we have P (k0)α (0) 6= 0, and this
gives the upper bound kα ≤ k0. Using the assumption we obtain k0 = kα. Therefore, for
some α0, we have
Qα(0) 6= 0, α ≤ α0.
Clearly, there exists a contour C such that none of the nonzero eigenvalues of N + αM
belong to C, α ≤ α0. Using the residue theorem, we can express the orthogonal projectors
Π0 and Πα on the kernel of the matrices N and N + αM as follows,
Π0 =
∮
C
(N − zI)−1dz, and Πα =
∮
C
(N + αM − zI)−1dz,
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and one can get
Π0 −Πα = α
∮
C
(N − zI)−1M(N + αM − zI)−1dz.
Because as α goes to 0, none of the eigenvalues of N and N + αM crosses C, the integral
converges and then we derive that lim
α→0
Πα = Π0. Besides, we have
(N + αM)Πα = 0, and NΠ0 = 0,
then we get N(Π0 −Πα) = αMΠα, and we obtain
Im(MΠα) ⊂ Im(N).
We conclude the proof using the continuity of Πα.
Lemma 1.E. Let M ⊂ Rd×d be a vector space of non-invertible symmetric matrices. We
have
∃u ∈ Rd, ∀M ∈M, uTMu = 0.
Proof. Since M is a vector space, we can apply Lemma 1.D with N a matrix of maximal
rank in M and any M ∈M. Then, for every u ∈ ker(N), there exists y ∈ Rd such that
Mu = Ny.
BecauseN is symmetric, by multiplying the left-hand side by uT , we obtain uTMu = 0.
Chapter 2
Continuous inverse regression with
application to Cramér-von Mises
testing
Abstract : In this chapter, we propose a new method called continuous inverse
regression (CIR) for the estimation of the central subspace. Most of the existing methods
that estimate the central subspace involve a slicing of the response (e.g. SIR, IRE, SAVE,
DR,...) but in general, we do not know how to slice the response in such a way that the
whole central subspace is estimated. Our method solves this problem because the slicing
of the response is no longer required, while it keeps the exhaustivity of the estimation.
The method CIR is based on the fact that E[X1{Y≤y}] belongs to the central subspace for
every y ∈ R. More precisely, CIR inspects the range of the matrix
MΦ =
∫
R
E[X1{Y≤y}]E[X1{Y≤y}]TdΦ(y),
where Φ can be a known distribution function or the estimated distribution function of Y .
In this chapter, given an i.i.d. sample with unknown distribution, we deﬁne an empirical
estimator of MCIR which is easy to compute and we obtain its asymptotic normality. From
this result, we derive some Cramér-von Mises tests to select the dimension of the central
subspace and to test if whether a predictor has an eﬀect on the explanatory variables.
Key words : Dimension reduction ; Sliced inverse regression ; Weak convergence in D[0, 1].
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2.1 Introduction
Let (Xi, Yi)1≤i≤n be an i.i.d. sample drawn from the model
Yi = g(β
TXi, ei), (2.1)
where Xi ∈ Rp is independent from ei ∈ R, Yi ∈ R, β ∈ Rp×d0 and g : Rd0+1 → R.
Moreover, throughout the chapter, we will assume that the variable Y has a strictly positive
density and that the central subspace span(β) is unique, we denote it by Ec.
One of the most popular method to estimate Ec is the sliced inverse regression (SIR)
[66] which has been introduced in section 1.2.1. We recall that the space estimated by SIR
is equal to
ESIR = Σ
−1 span(C1, · · · , CH),
where Ch = E[X11{Y1∈I(h)}], and the I(h)’s form a partition of the range of the variable Y .
Theorem 1.3 implies that for H suﬃciently large, and under some condition (the order 1
coverage condition page 51), we have ESIR = Ec. This result is important because it ensures
that when H increases, SIR eventually estimates the whole subspace. Nevertheless, this is
not suﬃcient to guarantee a complete estimation of Ec in practice since we do not know
how to choose H.
In this work, we consider the family of vectors {E[X11{Y1≤y}], y ∈ R}. Since it separates
the points, we have the same result than previously, that is a ﬁnite number of this family
spanned Ec. Then, there exists a set of real number sH such that
EHCIR = span(E[X11{Y1≤y}], y ∈ sH) = Ec.
As stated in the following proposition, considering the family of functions 1{·≤y} leads to
the same estimator than SIR if we consider a ﬁnite number of functions.
Proposition 2.1. There exist some I(h)’s and a set sH such that ESIR = EHCIR.
To prove this result, it suﬃces to notice that Ch = E[X1{Y≤yh}] − E[X1{Y≤yh−1}] for
some yh, yh−1. As a consequence, both methods SIR and CIR at H ﬁnite, are the same.
The main advantage of considering EHCIR with respect to ESIR is that we can estimate
the limiting space when H → ∞ without the need of nonparametric estimation (kernel
smoother, wavelet,etc...). This is made possible by deﬁning the matrix
MΦ =
∫
E[X11{Y1≤y}]E[X11{Y1≤y}]
TdΦ(y),
where Φ is a probability measure covering the whole support of Y 1. As a consequence, we
have that
ECIR = span(E[X11{Y1≤y}], y ∈ R) = span(MΦ).
1. If Φ is a discrete probability measure, we get back to earlier considerations with the space EHCIR.
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Because the sum is taken over all the functions in the family (1{·≤y})y∈R, we have that
EHCIR ⊂ ECIR = Ec,
provided that the order 1 coverage condition holds. In particular, we avoid the choice of
sH while keeping all the directions oﬀer by the vectors E[X11{Y1≤y}]. For the estimation,
let us deﬁne the processes G and G by
G(y) =
1
n
n∑
i=1
Xi1{Yi≤y} and G(y) = E[X11{Y1≤y}].
One has the formula
MΦ =
∫
[0,1]
G ◦ Φ−(u)G ◦ Φ−(u)Tdu.
To show this, we notice that the variable Φ−(U) has distribution Φ , whenever U is uni-
formly distributed on [0, 1] (see for instance [76] page 305). The function Φ− is the gene-
ralized inverse of Φ and is given by
Φ−(u) = inf{y ∈ R : Φ(y) ≥ u}.
As a consequence, we deﬁne M̂Φ as the estimator of MΦ given by
M̂Φ =
∫
[0,1]
G ◦ Φ−(u)G ◦ Φ−(u)Tdu.
Our estimator is easy to compute since a quick calculation gives that
M̂Φ = n
−2
n∑
i,j
XiX
T
j (1−max(Φ(Yi),Φ(Yi))). (2.2)
Note that the processes G ◦ Φ− and G ◦ Φ− are elements of D[0, 1], the space of càd-làg
functions on [0, 1]. Moreover, if Φ− is continuous, then G◦Φ− belongs to C[0, 1], the space
of continuous functions [0, 1].
The study of the asymptotic behavior of M̂Φ is the main topic of the chapter. To obtain
the convergence in law of
√
n(M̂Φ−MΦ), our approach consists in the two following steps :
(A) Weak convergence of the process
√
n(G−G) to a limit in C[0, 1].
(B) Continuous mapping theorem to obtain the convergence of
√
n(M̂Φ −MΦ).
When Φ is a known function, we can show the weak convergence of the process
√
n(G−
G) in the classical sense, i.e. in the space D[0, 1] equipped with the Skorohod distance as
studied for instance in [8]. This is the approach employed in section 2.2.
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A natural choice for Φ is the function F : y 7→ P(Y1 ≤ y). We study the asymptotic
behavior of the associated estimator in section 2.3. In this case, we can not follow the same
path than previously because F is unknown and needs to be estimated. Its estimation
induces some random eﬀects that inﬂuence the weak convergence. To show the convergence
in this case, we also employed the theory of convergence in metric space by following (A) and
(B) 2. Nevertheless, we utilize another notion of weak convergence, which is the convergence
in the sense of the outer integral, studied for instance in [77].
In section 2.4, we apply the result obtained in the sections 2.2 and 2.3 to derive the root
n consistency of the estimator of MΦ when Φ is known, and MF . Some tests are proposed
in section 2.5.
2.2 Asymptotic behavior when Φ is known
In the following theorem, we provide the weak convergence of the process
√
n(G ◦ Φ− −G ◦ Φ−)
in D[0, 1] endowed with the Skorohod metric. We denote by “⇒" the weak convergence in
the Skorohod space as deﬁned in [8]. We deﬁne the functions
Σ(y) = E[X1X
T
1 1{Y1≤y}] and Γ1(y, z) = Σ(min(y, z))−G(y)G(z)T .
Theorem 2.2. Assume that E[‖X1‖2] is finite, Φ is an increasing function 3 and Y1 has a
continuous density, then we have
√
n(G ◦ Φ− −G ◦ Φ−)⇒W1,
where W1 is a Gaussian process with covariance function Γ1(Φ
−,Φ−).
Proof. Let us deﬁne W1 =
√
n(G◦Φ−−G◦Φ−). We show the statement of the theorem by
applying Theorem 13.5 in [8] page 142. This reduces to show the convergence of the ﬁnite
dimensional law and the tightness of each coordinate, since it is equivalent to the tightness
in the product space. For the tightness, we check the conditions (13.12) and (13.13) by
showing the following much restrictive conditions 4 : Let 1 ≤ k ≤ p, we provide that
E[(W1,k(1)−W1,k(1− δ))2] −→ 0 when δ → 0, (2.3)
and, for any r ≤ s ≤ t,
E[(W1,k(s)−W1,k(r))2(W1,k(t)−W1,k(s))2] ≤ 3(c(t)− c(r))2, (2.4)
2. It seems even more as a necessary path here since unlike the previous case, the link with the theory
of U -statistic, provided by equation (2.2) is not clear here.
3. This is also true if Φ covers the whole support of Y , but this implies some technicalities.
4. They are much restrictive because of the Markov inequality and equation (13.14) in [8].
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where c(t) = E[X21,k1{Φ(Y1)≤t}] is a continuous and non-decreasing function.
• The tightness : We deﬁne ai(u) = Xi,k1{Φ(Yi)≤u} − Gk(u) where Xi,k and Gk(u) stand
for the k-th coordinate of Xi and G(u). For any 0 ≤ r < s < t ≤ 1, we note ai[r, s] =
ai(s)− ai(r). We have
n2E[(W1,k(s)−W1,k(r))2(W1,k(t)−W1,k(s))2] = E[(
n∑
i=1
ai[r, s])
2(
n∑
i=1
ai[s, t])
2]
= nE[ai[r, s]
2ai[s, t]
2] + n(n− 1)E[ai[r, s]2]E[ai[s, t]2] + 2n(n− 1)E[ai[r, s]ai[s, t]]2
≤ nE[ai[r, s]2ai[s, t]2] + 3n(n− 1)E[ai[r, s]2]E[ai[s, t]2]
≤ 3n2E[ai[r, s]2ai[s, t]2],
now, using that [r, s] and [s, t] are disjoint, by a little calculus we obtain that
E[ai[r, s]
2ai[s, t]
2] ≤ 2E[X21,k1{Φ(Y1)∈[r,s]}]E[X21,k1{Φ(Y1)∈[s,t]}],
which leads to
E[(W1,k(s)−W1,k(r))2(W1,k(t)−W1,k(s))2] ≤ 6E[X21,k1{Φ(Y1)∈[r,t]}]2.
The function c is continuous because F and Φ− are continuous functions (because Φ
is increasing). It remains to show (2.3) by noting that E[(W1,k(1) − W1,k(1 − δ))2] =
c(1)− c(1− δ) and by using again the continuity of c.
• Convergence of the ﬁnite dimensionnal laws : We study the asymptotic law of the p×K-
dimensional matrix (W1(u1), ...,W1(uK)). By applying the CLT, we obtain that
(W1(u1), ...,W1(uK))
d−→ (W1(u1), ...,W1(uK)),
where vec(W1(u1), ...,W1(uK)) is a Gaussian vector with mean 0 and covariance matrix
having the block decomposition (Γ1(Φ−(uk),Φ−(ul)))1≤k,l≤K .
2.3 Asymptotic behavior when Φ is the unknown distribution
function of Y .
In this section we consider the case where Φ = F . Our goal is to estimate the matrix
MF =
∫
[0,1]
G ◦ F−(u)G ◦ F−(u)Tdu.
Because F is unknown, we can not use the estimator of the previous section. As a conse-
quence, we introduce the empirical processes
F(y) = n−1
n∑
i=1
1{Yi≤y} and H(u) = n
−1
n∑
i=1
Xi1{F(Yi)≤u},
90 Chapter 2 Continuous inverse regression
respectively deﬁned for each y ∈ R and u ∈ [0, 1]. Our estimator of MF is the matrix
M̂F =
∫
[0,1]
H(u)H(u)Tdu.
An important remark for the following is that, without loss of generality, the variables
Yi can be assumed uniformly distributed on [0, 1]. To show this, we write F(Yi) =
n−1card{Yj ≤ Yi, j = 1, · · · , n}, and we notice that the rank statistics are invariant
by non decreasing transformation. Then we have that
F(Yi) = n
−1card{F (Yj) ≤ F (Yi), j = 1, · · · , n} a.s.,
where F (Yi) is uniformly distributed on [0, 1], because of the continuity of F . As a
result we can put F = id.
To obtain the convergence of MF , we follow the two steps (A) and (B) stated in the
introduction. Concerning the point (A), that is
√
n(H−H) converges in the space D[0, 1],
we follow an approach employed in [77], page 389, and also in [42], both in the context
of the weak convergence of the empirical copula process. Standard methods will give the
weak convergence of the empirical process
√
n((F,G)− (F,G)) in the space D[0, 1]. Since
H = ψ(F,G) = G ◦ F−
where F− is the generalized inverse of F and ψ : D[0, 1] × D[0, 1] → D[0, 1]. The Delta
method would be a great tool to derive the weak limit of H. Note that because the Delta
method requires the Hadamard diﬀerentiability, weak convergence in the space D[0, 1]
endowed with the Skorohod metric is not adapted because it is not a topological vector
space 5. To handle such problems, principally related to the poor structure of the space
D[0, 1] equipped with the Skorohod metric, one is led to consider the space D([0, 1], ‖·‖∞).
The drawback of this approach is that many functions of interest are not measurable with
respect to the Borel σ-ﬁeld 6, in particular, weak convergence in the classical sense can
not be deﬁned. For this reason, the author Hoﬀman Jorgensen in 1991 introduced another
notion of weak convergence, deﬁned with the outer integralc [54]. This one authorizes some
elements of the considered sequences of being non measurable, provided that their limit is
measurable. As a result, one can equip the space D[0, 1] with a stronger metric such as the
distance associated with the supremum norm ‖ · ‖∞.
5. The Skorohod distance is not a norm and the addition is not continuous.
6. With respect to the Borel σ-field induces by the supremum norm, some random elements in D[0, 1]
are not measurable. The classical example is the map Ω = [0, 1] → D[0, 1] defined by ω 7→ 1[ω,1](·),
Ω = [0, 1] (see for instance the book of Pollard [69]). This measurability problem was initially neglected
by Donsker in 1952 [32] and then noticed by Chibisov in 1965 [17]. The introduction of the Skorohod
metric was the first proposed solution. This one permit to work in a separable space and this approach is
explained in [8]. Other solutions are studied in [69] but they are not considered here.
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The outer integral of W , a random element in D[0, 1], is deﬁned by
E
∗[W ] = inf{E[U ] : U ≥W,U measurable and E[U ] is ﬁnite}.
A sequence of random elements W in (D[0, 1], ‖ · ‖∞) endowed with the supremum norm
‖ · ‖∞, converges weakly in the sense of the outer integral to a measurable element W ∈
D[0, 1] if
E
∗[f(W)] −→ E[f(W )],
for every f bounded continuous real function on (D[0, 1], ‖ · ‖∞). A complete study of
this notion of weak convergence is proposed in [77]. If such a convergence is realized for
W ∈ D[0, 1], with limit W , we will say that W converges weakly to W in the space
(D[0, 1], ‖ · ‖∞) and we will note W ⇒∗ W . We say that a class of measurable functions
F ⊂ D[0, 1] is Donsker if the process W indexed on F and deﬁned by
W(f) = n−1/2
n∑
i=1
f(Xi)− E[f(Xi)],
is such that
W⇒∗ W,
where W is a tight measurable element.
Convergence results are obtained following this scheme :
• Use characterization of Donsker class to obtain √n((F,G)− (F,G))⇒∗ W2.
• Use the Delta method to get H⇒∗ W3.
The processes W2 and W3 are some tight measurable elements in the space C[0, 1].
We need the following Lemma, which is very similar to Theorem 2.2 with the diﬀerence
that the weak convergence is provided in the space (D[0, 1], ‖ · ‖∞). As a result its proof
involves diﬀerent and somewhat more technical considerations related to the entropy of
the class of function G = {(x, y) 7→ x1[0,t](y), t ∈ [0, 1]}.
Lemma 2.3. Assume that E[‖X1‖2] is finite, then G is Donsker. If moreover, Y1 is uni-
formly distributed, then we have
√
n(G−G)⇒∗ W˜1.
where W˜1 is a Gaussian process with covariance function Γ1.
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Proof. Firstly, it is classical that F = {1[0,t], t ∈ [0, 1]} is Donsker (see for instance [77],
Example 2.5.4, page 129) and that
n−1/2
n∑
i=1
(1{Yi≤t} − F (t))⇒∗ B,
where B is the Brownian bridge. In particular, from the same reference, the covering
number of F is such that
N(ǫ,F , L2(Q)) ≤ 2
ǫ2
. (2.5)
Hence it remains to show that G is still a Donsker class. Functions of G have the form
g = φ(id, f) for some f ∈ F and φ(x, y) = xy. We write
G = φ({id},F).
Let f1 and f2 be functions in F , since we have
|φ ◦ (id, f1)(x, y)− φ ◦ (id, f2)(x, y)|2 = x2(f1(y)− f2(y))2,
one can apply Theorem 2.10.20 page 199 in [77] (the condition above corresponds (2.10.19)).
In view of the bound for the covering number of F given in (2.5), and the fact that the
covering number of a single element is 1, the uniform entropy condition is checked and the
class G is Donsker. As in Theorem 2.2, if Y1 is uniformly distributed, the limit is identiﬁed
with the limit of the ﬁnite dimensional laws.
Now it is easy to obtain the weak convergence of the process
√
n((F,G)− (F,G)). To
state this result, we deﬁne the function Γ3 : [0, 1]× [0, 1]→ Rp×p by
Γ3(u, v) = (∂G˜(u),−I) Γ2((u, u), (v, v)) (∂G˜(v),−I)T
where Γ2 is the function Γ2 : [0, 1]2 × [0, 1]2 → R(p+1)×(p+1) deﬁned by
Γ2((u, u
′), (v, v′)) =
(
min(u, v)− uv G˜(min(u, v′))− uG˜(v′)T
G˜(min(u′, v))− G˜(u′)v Σ˜(min(u′, v′))− G˜(u′)G˜(v′)T
)
,
with G˜(u) = E[X11{F (Y1)≤u}] and Σ˜(u) = E[X1X
T
1 1{F (Y1)≤u}].
Lemma 2.4. Assume that E[‖X1‖2] is finite, and Y1 is uniformly distributed, then we have
√
n((F,G)− (F,G))⇒∗ W2,
where W2 is a Gaussian process with covariance function Γ2.
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Proof. By Lemma 2.3, we have that each process
√
n(F − F ) and √n(G − G) converges
weakly. As a consequence, because tightness is equivalent to tightness of each coordinates,
we have that
√
n((F,G) − (F,G)) is tight 7. Then, one can conclude the ﬁrst step by
providing the convergence in law of the ﬁnite dimensional laws ofW2 =
√
n((F,G)−(F,G)).
By applying the CLT, we obtain that
(W2(u1, v1), ...,W2(uK , vK))
d−→ (W2(u1, v1), ...,W2(uK , vK)),
where vec(W2(u1, v1), ...,W2(uK , vK)) is a Gaussian vector with mean 0 and covariance
matrix having the block decomposition (Γ2((uk, vk), (ul, vl)))1≤k,l≤K .
We are now able to state the main result of the chapter, which derives the asymptotic
law of the process
n1/2(H−H).
The proof is based on the Delta method in metric spaces stated in [77], Theorem 3.9.4,
page 374. We state here a restricted version adapted to the present context. We recall that
a function ψ : D → E is Hadamard diﬀerentiable at the point f if there exists a continuous
linear map ψ′f : D → E such that
t−1n (ψ(f + tnhn)− ψ(f)) −→ ψ′f (h),
for every sequence (tn, hn) → (0, h). We say that f is Hadamard diﬀerentiable at f tan-
gentially to C ⊂ D if h ∈ C in the previous deﬁnition.
Lemma 2.5 (van der Vaart and Wellner (1996) [77], Theorem 3.9.4, page 374). Assume
that ψ : D[0, 1]×D[0, 1]→ D[0, 1] is Hadamard differentiable at f tangentially to C[0, 1]×
C[0, 1], then if
√
n(L− L)⇒∗ W , W ∈ C[0, 1]× C[0, 1] and is tight, we have
√
n(ψ(L)− ψ(L))⇒∗ ψ′L(W ).
Theorem 2.6. Assume that E[‖X1‖2] is finite and Y1 has a continuous density, then we
have
n1/2(H−H)⇒∗ W3,
where W3 is a Gaussian process with covariance function Γ3.
Proof. In the whole proof F = id. Firstly we introduce the function ψ : D[0, 1]×D[0, 1]→
D[0, 1] deﬁned by
ψ(f1, f2) = f2 ◦ f−1 ,
7. The tightness here is defined with respect to the outer integral. We keep this implicit because we
still have similar conclusions as in the classical case. The useful ones here are provided by Lemma 1.3.8
and Theorem 1.5.4 in [77].
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and we note that we have the decomposition
ψ : (f1, f2) 7→ (f−1 , f2) 7→ f2 ◦ f−1 .
Using Lemma 3.9.23, assertion (ii) page 386 in [77], the ﬁrst map above reduced to f 7→ f−
is Hadamard diﬀerentiable at the function F tangentially to C[0, 1]. Moreover its derivative
at F is given by h1 7→ −h1. The second map is clearly Hadamard diﬀerentiable and its
derivative at (F, f2) is given by (h1, h2) 7→ −h1× ∂f2+h2. By the chain rule, the function
ψ is Hadamard diﬀerentiable on {F}×D[0, 1] tangentially to C[0, 1]×C[0, 1]. At the point
(F, f2), its derivative is given by (h1, h2) 7→ −h1 × ∂f2 + h2. Then we can use the Delta
method stated in Lemma 2.5 to conclude that the limit W3 has the representation
W3 = −W + ∂G×B.
where (B,W ) is a Gaussian process with covariance function Γ2. This is the statement of
the Theorem.
Essentially because the Skorohod metric is less restrictive than the uniform metric, we
have the following corollary that implies the weak convergence in the space D[0, 1] endowed
with the uniform metric.
Corollary 2.7. Assume that E[‖X1‖2] is finite, and Y1 has a continuous density, then we
have
n1/2(H−H)⇒W3,
where W3 is defined in the statement of Theorem 2.6.
Proof. Since the set of all continuous functions with respect to the Skorohod metric is
included in the set of all continuous functions with respect to the uniform metric, we have
by Theorem 2.6 that
E
∗[f(n1/2(H−H))] −→ E[f(W3)],
for every f bounded continuous real function on D[0, 1] with respect to the Skorohod
metric. It remains to note, that E∗ can be replaced by E in the previous equation because
the random variable is f(n1/2(H−H)) is now measurable.
2.4 Estimation of the central subspace
In the previous sections, we obtain that both processes
√
n(G − G) and √n(H − H)
converge inD[0, 1] endowed with the Skorohod distance. Thanks to the continuous mapping
theorem, the convergence of
√
n(M̂Φ−MΦ) and
√
n(M̂F−MF ) are implied, respectively by
the weak convergences of
√
n(G−G) and √n(H−H) when the associated transformation
is continuous. If Y has a density, each limit belongs to C[0, 1] on which the Skorohod norm
is equivalent to the uniform norm. With respect to the uniform norm, the application
f 7→ ∫ f is clearly continuous. As a consequence, we obtain the following Theorem.
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Theorem 2.8. Assume that E[‖X1‖2] is finite and Y1 has a continuous density, then we
have
n1/2(M̂F −MF ) converges to a Gaussian vector.
If moreover, Φ is an increasing distribution function, we have
n1/2(M̂Φ −MΦ) converges to a Gaussian vector.
Proof. We make the proof for the ﬁrst assertion, the second one can be treated similarly.
We have
(HHT −HHT ) = (H−H)HT +H(H−H)T + (H−H)(H−H)T .
Then by Corollary 2.7 and the Delta-method,
√
n(HHT − HHT ) converges weakly to
W3H
T + HW T3 . By the continuous mapping theorem in [8], Theorem 2.7, page 21, we
obtain
n1/2(M̂F −MF ) d−→
∫
[0,1]
W3(u)H(u)
T +H(u)W3(u)
Tdu.
2.5 Cramér-von Mises tests
2.5.1 Testing the dimensionnality
Theorem 2.8 is suﬃcient to build a test for the dimension of the central subspace. By
Theorem 1 and 2 in [12], we can consider statistics based on the eigendecomposition of
the matrices MF of MΦ. This statistics lead to consistent tests provided their limit in law
are known. This is not the case here, because the variance of the limiting laws, stated in
Theorem 2.8, depends on unknown quantities. Hence a ﬁrst possibility is to estimate these
unknown quantities. As highlighted in the next chapter, this may cause some loss in the
accuracy of the test. This is even more true here, since the asymptotic variance is hard to
estimate.
Another more realistic possibility is to use the bootstrap. We introduce the bootstrap
sample (X∗1 , Y
∗
1 ), · · · , (X∗n, Y ∗n ) drawn from the original one ((X1, Y1), · · · , (Xn, Yn)). We
deﬁne the bootstrap quantities C∗, H∗, M∗Φ and M
∗
F exactly the same way as they have
been deﬁned but with the bootstrap sample. To provide the consistency of the bootstrap,
an intermediary result deals with the process C∗ and H∗. Using Theorem 3.6.2 in [77], we
obtain the weak convergence of
n1/2(C∗ − C) and n1/2(H∗ −H),
to the same limit as n1/2(C − C) and n1/2(H − H). As a consequence and using
Theorem 3.9.11 in [77], we get that the bootstrap of the matrix M̂Φ and M̂F works. We
refer to the following chapter for more details about the use of the bootstrap in rank
estimation.
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2.5.2 Testing the non effect of a predictor or a group of predictors
Let Xη ∈ R be a predictor. As a result, there exists η ∈ Rp such that Xη = ηTX. We
have the decomposition η = β + γ where β ∈ Ec and γ ∈ E⊥c . Clearly, the predictor Xη is
used to predict Y if and only if β 6= 0. On the contrary, Xγ has no eﬀect on Y if η ∈ E⊥c .
As a consequence, we introduce the hypotheses
H0 : η ∈ E⊥c against H1 : η /∈ E⊥c . (2.6)
Under the order 1 coverage condition page 51, which basically says that Ec is spanned by
the inverse regression curve, the previous hypotheses are equivalent to
H0 : η
TMF η = 0 against H1 : η
TMF η 6= 0,
where the matrix MF can also be replaced by MΦ. For MF , because of the formula (2.2),
a good statistic for the test is
Λ̂F = n
−3/2
n∑
i,j
(ηTXi)(η
TXj)(1−max(F̂ (Yi), F̂ (Yj))).
Since the asymptotic law of Λ̂F is complicated, we also recommend to use the bootstrap
to derive the asymptotic quantile.
The testing procedure we just described can also be done for groups of variables. It
consist in the same argumentation, with the diﬀerence that η equals a set of several vectors.
2.5.3 Testing an estimated subspace
In this section we focus on the method OF2 introduced in the previous chapter, even
if this works for every method that estimates Ec. To select the good eigenvectors of the
estimated matrixMOF2, we proposed a test in section 1.12. This test is an independence test
between Y and η̂TX where η̂ is an estimated vector by the method OF2. As a consequence,
such a procedure is diﬀerent from the usual test of rank. Nevertheless the test we developped
was too strong with respect to the context. Indeed, the null hypothesis ηTX ⊥ Y implies
that η ∈ E⊥c but the converse is not true in general. As a result, we over estimate the
number of vector that belong to Ec.
Assume that Q̂ is the orthogonal projector associated to some directions of the method
OF2. Under H0, we have that
√
n(Q̂−Q) converges in law. As in the previous section for
testing (2.6), we consider the statistic
Λ̂F = n
−3/2
n∑
i,j
(Q̂Xi)(Q̂Xj)
T (1−max(F̂ (Yi), F̂ (Yj))).
To show that this statistic has a weak limit under H0, one can write
Q̂H = (Q̂−Q)H +Q(H−H) + (Q̂−Q)(H−H),
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then by Theorem 2.6, the term of the write is a oP(n−1/2). Then it remains to derive the
asymptotic law of the vector ((Q̂ − Q)H,Q(H −H)) which can be obtained by the ﬁnite
dimensional laws because the tightness is a direct consequence of Theorem 2.6. Under H1,
the term QH 6= 0, and the statistic goes to inﬁnity in probability.
2.6 Conclusion
There is three main points that could be the subject of further researches. Firstly,
one can look for optimality in the choice of the distribution Φ. Secondly, the approach
developped in this chapter can be extended to other classes of functions than indicators.
Indeed, one can consider the vectors
E[Xψt(Y )],
with ψt a family that separates the points (e.g. Fourrier, wavelet, kernel, ...). Thirdly, such
an approach needs to be developped for order 2 methods such as TF2 because of their
exhaustiveness in the estimation.
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Chapter 3
Bootstrap testing of the rank of a
matrix via least squared constrained
estimation
Abstract : In order to test if an unknown matrix M0 has a given rank (null hy-
pothesis), we consider a statistic that is a squared distance between an estimator M̂ and
the manifold of ﬁxed-rank matrix. Under the null hypothesis, this statistic converges to a
weighted chi-squared distribution. In this paper, we introduce the constrained bootstrap
in order to build bootstrap estimates of the law under the null hypothesis of this statistic.
As a result, the constrained bootstrap is employed to estimate the quantile for testing the
rank. We provide the consistency of the procedure and the simulations shed light one the
accuracy of the bootstrap method with respect to the traditional asymptotic comparison.
More generally, the results are extended to test whether an unknown parameter belongs
to a sub-manifold locally smooth. Finally, the constrained bootstrap is easy to compute,
it handles a large family of tests and it works under mild assumptions.
Keywords. Rank estimation ; Least squared constrained estimation ; Bootstrap ; Hypo-
thesis testing.
This chapter is under review in the
Journal of the american statistical association,
it has been written in collaboration with Bernard Delyon.
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3.1 Introduction
Let M0 ∈ Rp×H be an unknown matrix. To infer about the rank of M0 with hypothesis
testing, the general framework usually considered is the following : there exists an estimator
M̂ ∈ Rp×H of M0 such that
n1/2(M̂ −M0) d−→W, with vec (W ) = N (0,Γ) (3.1)
where vec(·) vectorizes a matrix by stacking its columns. In the whole paper the hatted
quantities are random sequences that depend on the sample number n, all the limits are
taken with respect to n. Moreover there exists an estimator Γ̂ such that
Γ̂
P−→ Γ, (3.2)
and in some cases, one may ask that
Γ is full rank. (3.3)
Let d0 be the rank of M0 and m ∈ {1, ..., p}, we consider the set of hypotheses
H0 : d0 = m against H1 : d0 > m. (3.4)
Thus d0 would be estimated the following way : we start by testing m = 0, if H0 is rejected
we go a step further m := m + 1, if not we stop the procedure and the estimated rank is
d̂ = m. In this paper, by considering the hypotheses (3.4) we focus on each step of this
procedure.
Many diﬀerent statistical tests appeared in the literature for this purpose. For ins-
tance Cragg and Donald [25] introduced a statistic based on the LU decomposition of M̂ ,
Kleibergen and Paap [61] studied the asymptotic behaviour of some transformation of the
singular values of M̂ , and Cragg and Donald [26] considered the minimum of a squared
distance under rank constraint. In some other ﬁelds with similar issues, close ideas have
been developed : Bura and Yang [13] examined a Wald type statistic depending on the
singular decomposition of M̂ and Cook and Ni [22] also considered the minimum of a
squared distance under rank constraint. Although based on diﬀerent considerations, each
of the previous work relies on the test described by (3.4). For comprehensiveness, in this
paper we consider the following three statistics. The ﬁrst one is introduced by Li [66] as
Λ̂1 = n
p∑
k=m+1
λ̂2k (3.5)
where (λ̂1, ..., λ̂p) are the singular values of M̂ arranged in descending order. Under H0
and (3.1), this statistic converges in law to a weighted chi-squared distribution [13]. The
main drawback of such a test is that Λ̂1 is not pivotal, i.e. its asymptotic law depends on
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unknown quantities that are M0 and Γ. Accordingly the consistency of the associated test
requires assumptions (3.1) and (3.2). In [13] a standardized version of Λ̂1 is studied with
Λ̂2 = n vec(Q̂1M̂Q̂2)
T [(Q̂2 ⊗ Q̂1)Γ̂(Q̂2 ⊗ Q̂1)]+ vec(Q̂1M̂Q̂2) (3.6)
where M+ stands for the Moore-Penrose inverse of M and Q̂1 and Q̂2 are respectively
the orthogonal projectors on the left and right singular spaces of M̂ associated with the
p−m smallest singular values. The authors proved that under H0, if (3.1) and (3.2) hold,
the Wald-type statistic Λ̂2 is asymptotically chi-squared distributed. Besides, [26] and [22]
proposed a constrained estimator by minimizing a squared distance under a ﬁxed-rank
constraint as
Λ̂3 = n min
rank(M)=m
vec(M̂ −M)T Γ̂−1 vec(M̂ −M), (3.7)
which is also asymptotically chi-squared distributed under H0, assuming (3.1), (3.2) and
(3.3). We will refer the minimum discrepancy approach. Although the statistics Λ̂2 and Λ̂3
have the convenience of being pivotal, they both require the inversion of a large matrix
and this may cause robustness problems when the sample number is not large enough. For
α ∈ (0, 1) and under the relevant assumptions, each of these statistics Λ̂1, Λ̂2 and Λ̂3, is
consistent at level α in testing (3.4), i.e. the level goes to 1−α and the power goes to 1 as
n goes to ∞.
Nevertheless the estimation of the quantile is diﬃcult because either the asymptotic
distribution depends on the data (non pivotality represented by Λ̂1), or the true distribution
may be quite diﬀerent than the asymptotic one (slow rates of convergence represented by
Λ̂2 and Λ̂3). The objective of the paper is to propose a bootstrap method for quantile
estimation in this context.
An important remark which instigates the sketch of the paper is that all the previous
statistics share the form
Λ̂ = n‖B̂1/2 vec(M̂ − M̂c)‖2 (3.8)
with
M̂c = argmin
rank(M)=m
‖Â1/2 vec(M̂ −M)‖2 (3.9)
where ‖ · ‖ is the Euclidean norm, Â ∈ RpH×pH , B̂ ∈ RpH×pH . The values of Â and B̂
corresponding to the statistics Λ̂1, Λ̂2 and Λ̂3 are summarized in the Table 3.1 (See Section
3.2 for the details).
We refer to traditional testing (resp. bootstrap testing) when the statistic is compared
to its asymptotic quantile (resp. bootstrap quantile). The bootstrap test is said to be
consistent at level α if
PH0
(
Λ̂ > q̂(α)
)
−→ 1− α and PH1
(
Λ̂ > q̂(α)
)
−→ 1, (3.10)
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Λ̂1 Λ̂2 Λ̂3
Â I I Γ̂−1
B̂ I [(Q̂2 ⊗ Q̂1)Γ̂(Q̂2 ⊗ Q̂1)]+ Γ̂−1
Table 3.1 – Values of Â and B̂ in (3.8) and (3.9) for computing Λ̂1, Λ̂2 and Λ̂3.
where q̂(α) is the quantile of level α calculated by bootstrap. The advantage of bootstrap
testing is its high level of accuracy under H0 with respect to traditional testing. This fact
is emphasized by considering the two possibilities : when the statistic is pivotal and when
the asymptotic law of the statistic depends on unknown quantities. Firstly, as highligh-
ted by Hall [48], when the statistic is pivotal, under some conditions the gap between the
distribution of the statistic and its bootstrap distribution is OP(n−1). Since the normal
approximation leads to a diﬀerence O(n−1/2), the bootstrap enjoys a better level of ac-
curacy. Secondly if the asymptotic law of the statistic is unknown, the bootstrap appears
even more as a convenient alternative because it avoids its estimation. In [51], Hall and
Wilson gave two advices for the use of the bootstrap testing :
A) Whatever the sample is under H0 or H1, the bootstrap estimates the law of the statistic
under H0.
B) The statistic is pivotal.
The ﬁrst guideline is the most crucial because if it fails it may lead to inconsistency of
the test. The second guideline aims at improving the accuracy of the test by taking full
advantage of the accuracy of the bootstrap. In this paper we propose a new procedure
for bootstrap testing in least squared constraint estimation (LSCE) (estimators as (3.8)
are particular cases), called constrained bootstrap (CS bootstrap). More precisely, the CS
bootstrap aims at testing whether a parameter belongs or not to a submanifold and so
generalised the test (3.4). Our main result is the consistency of the CS bootstrap under
mild conditions. As a consequence we provide a consistent bootstrap testing procedure for
testing (3.4) with the statistic Λ̂1, Λ̂2 and Λ̂3. For the sake of clarity, we address the CS
bootstrap in the next section. Section 3 is dedicated to rank estimation with special interest
to the bootstrap of the statistic Λ̂1, Λ̂2 and Λ̂3. Finally, the last section emphasizes the
accuracy of the bootstrap in rank estimation by providing a simulation study in suﬃcient
dimension reduction (SDR). Accordingly, the sketch of the paper is as follows :
• The CS bootstrap in LSCE
• Bootstrap testing procedure for Λ̂1, Λ̂2 and Λ̂3
• Application to SDR
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3.2 The constrained bootstrap for LSCE and hypothesis tes-
ting
Because of (3.8) LSCE has a central place in the paper. Moreover since LSCE intervenes
in many statistical ﬁelds as M-estimation or hypothesis testing, this section is independent
from the rest of the paper.
3.2.1 LSCE
Let θ0 ∈ Rp be called the parameter of interest, and let θ̂ ∈ Rp be an estimator of θ0.
We deﬁne the constrained estimator of θ0 as
θ̂c = argmin
θ∈M
(θ̂ − θ)T Â(θ̂ − θ), (3.11)
where M is a submanifold of Rp with co-dimension q, and Â ∈ Rp×p. The constrained
statistic is deﬁned as
Λ̂ = n(θ̂ − θ̂c)T B̂(θ̂ − θ̂c). (3.12)
where B̂ ∈ Rp×p. Note that if Â is full rank, the unique minimizer of (3.11) without
constraint is θ̂, hence it could be understood as the unconstrained estimator. We introduce
now the notion of nonsingular point in M. This one is needed to express the Lagrangian
ﬁrst order condition of the optimization (3.11). For any function g = (g1, . . . , gp) : Rp → Rq,
deﬁne its Jacobian as Jg = (∇g1, ...,∇gq), where ∇ stands for the gradient operator.
Definition 3.1. We say that θ is M-nonsingular if θ ∈M and if there exists a neighbou-
rhood V and a function g : Rp → Rq continuously differentiable on V with Jg(θ) full rank
such that
V ∩M = {g = 0}.
As a consequence any point of a locally smooth submanifold is nonsingular, e.g. any
matrix with rank m is a nonsingular point in the submanifold rank(M) = m. We prove in
Proposition 3.4 that if θ0 isM-nonsingular,
√
n(θ̂− θ0) d→ N (0,∆) and B̂ = Â P→ A is full
rank, then we have
Λ̂
d−→
p∑
k=1
νkW
2
k , (3.13)
where the Wk’s are i.i.d. Gaussian random variables and the νk’s are the eigenvalues of
the matrix ∆1/2Jg(θ0)T (Jg(θ0)A−1Jg(θ0)T )−1Jg(θ0)∆1/2. Especially, the case A = ∆−1 is
interesting because Λ̂ is asymptotically chi-squared distributed with q degrees of freedom.
Otherwise, if θ0 /∈M, Λ̂ goes to inﬁnity in probability. Those facts shed light on a consistent
testing procedure based on LSCE with the hypotheses
H0 : θ0 ∈M against H1 : θ0 /∈M (3.14)
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and the decision rule to reject H0 if Λ̂ is larger than a quantile of its asymptotic law.
Accordingly the previous framework can be seen as an extension of the Wald test statistic
which handles the simple hypothesis θ0 = θ with the statistic (θ̂ − θ)T∆−1(θ̂ − θ).
3.2.2 The bootstrap in LSCE
Since LSCE is a particular case of estimating equation, we review the bootstrap litera-
ture with two principal directions : estimating equation and hypothesis testing. For clarity
we alleviate the framework in this section : let X1, · · · , Xn be an i.i.d. sequence of real
random variables with law P , deﬁne γ = var(X1), γ̂ = (X −X)2, we put θ0 = E[X1],
θ̂ = X, and A = B = γ−1 where · stands for the empirical mean.
The original bootstrap was introduced in [37] in the following way. Let X∗1 , . . . , X
∗
n be
an i.i.d. sequence of real random variables with law P̂ = n−1
∑n
i=1 δXi , deﬁne θ
∗ = X∗,
the distribution of
√
n(θ∗ − θ̂) conditionally on the sample, that we call the bootstrap
distribution, is “close" to the distribution of
√
n(θ̂−θ0), that we call the true distribution (in
the rest of the paper we just say “conditionally" instead of “conditionally on the sample").
For instance, it is shown in [76] that the bootstrap distribution converges weakly to the
true distribution almost surely. One says that
√
n(θ∗ − θ̂) bootstraps √n(θ̂ − θ0) and we
will write
L∞(n1/2(θ∗ − θ̂)|P̂ ) = L∞(n1/2(θ̂ − θ0)) a. s.,
where L∞(·) and L∞(·|P̂ ) both mean the asymptotic laws with the diﬀerence that the
later is conditional on the sample. Equivalently, one has for every x ∈ R, P(√n(θ∗ − θ̂) ≤
x|P̂ ) a.s.→ P(√n(θ̂ − θ0) ≤ x), but the use of the bootstrap is legitimate by a more general
results stated in [48], which says that
|P(n1/2(θ∗ − θ̂)/γ∗ ≤ x|P̂ )− P(n1/2(θ̂ − θ0)/γ̂ ≤ x)| = OP(n−1) (3.15)
with γ∗ = (X∗ −X∗)2, provided that P is non-lattice. Besides, one has
|P(n1/2(θ̂ − θ0)/γ̂ ≤ x)− Φ(x)| = OP(n−1/2),
where Φ is the cumulative distribution function (c.d.f.) of the standard normal law. Varia-
tions of Efron’s resampling plan are proposed in [2] under the name of weighted bootstrap.
For a complete introduction about the bootstrap we refer to [48]. We now present three
diﬀerent bootstrap techniques related to LSCE 1.
(i) The classical bootstrap (C bootstrap)
The literature about the bootstrap in Z and M-estimation, see respectively [16] and
[1], is based on the following principle : if θM = argmin
θ∈Θ
E[φ(X, θ)] is estimated
1. A bootstrap with a Delta-method approach (see [76], chapter 23, Theorem 5) fails because x →
min
‖θ‖=1
‖x− θ‖ is not continuously differentiable on the unit circle.
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by θ̂M = argmin
θ∈Θ
1
n
∑n
i=1 φ(Xi, θ) where Θ is an open set, then the bootstrap of
√
n(θ̂M − θM ) is carried out by the quantity
√
n(θ∗M − θ̂M ) with
θ∗M = argmin
θ∈Θ
n−1
n∑
i=1
wiφ(Xi, θ), (3.16)
where (wi) is a sequence of random variables. The particular case where the vector
(w1, . . . , wn) is distributed as mult(n, (n−1, . . . , n−1)) leads to a direct application of
original Efron’s bootstrap to M-estimation. Since such a bootstrap has been exten-
sively studied, we refer to the C bootstrap. To the knowledge of the authors, the C
bootstrap when Θ has empty interior has not been studied yet. Nevertheless one may
sight its bad behaviour for the test of equal mean H0 : θ0 = µ. The least squared
constrained statistic
nγ̂−1(θ̂ − µ)2,
is indeed the score statistic associated to the M-estimator with φ(x, θ) = γ̂−1(x− θ)2
and Θ = {µ}. Clearly the C bootstrap through nγ∗−1(θ∗−µ)2 does not work because
of its bad behaviour under H1 for instance. In this case it is better to use
nγ∗−1(θ∗ − θ̂)2,
but it cannot handle the cases of more involved hypotheses 2. Whereas the C boots-
trap is not really connected with hypothesis testing, the two following bootstrap
procedures are more related to the present work.
(ii) The biased bootstrap (B bootstrap)
The B bootstrap is introduced in [50] and is directly motivated by hypothesis testing.
The original idea of their work is to re-sample with respect to the distribution P̂b =∑n
i=1 ωiδXi , where the ωi’s maximize
n∑
i=1
log(ωi) under the constraints
1
n
∑n
i=1 ωiXi = µ∑n
i=1 ωi = 1
. (3.17)
Since the ωi’s minimize the Kulback-Leibler distance between P̂ and P̂b, one can
see the resulting distribution as the closest to the original one satisfying the mean
constraint. The authors presented interesting results for the test of equal mean θ0 = µ,
essentially the bootstrap statistic nγ∗−1(θ∗b−µ)2, with θ∗b = X∗b ,X∗b,i sampled from P̂b,
has a chi-squared limiting distribution either H0 or H1 is assumed. As a result both
guidelines (A) and (B) are checked. They go further by showing that the B bootstrap
outclasses the asymptotic normal approximation for quantile estimation in the sense
that |q̂(α) − qn(α)| = OP(n−1) whereas |qn(α) − q∞(α)| = O(n−1/2), where q∞, qn
2. We refer to [51] for a study of this bootstrap in order to test θ0 = µ.
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and q̂n are the quantile functions of the standard normal distribution, the statistic
nγ̂−1(θ̂ − µ)2 under H0 and the bootstrapped statistic, respectively. Although the B
bootstrap matches the context of hypothesis testing, it has been designed to handle
the particular test of equal mean. To the knowledge of the authors the study of the
B bootstrap has not been extended to other tests. Facing (3.17), the main drawback
of the B bootstrap deals with algorithmic diﬃculties. Indeed when the constraint
becomes more involved, solving (3.17) is more diﬃcult. As a result it is not sure that
this method could handle other situations such as ﬁxed-rank constraints.
(iii) The estimating function bootstrap (EF bootstrap)
Now Xi ∈ Rp. Some other ideas about the bootstrap of the Z-estimators can be found
in [62] and [57], and can be summarized as follows. Considering the score statistic
Ŝ =
√
n
∑n
i=1
∂φ
∂θ (Xi, θ0), [57] showed that it could be bootstrapped by
S∗ = n−1/2
n∑
i=1
wi
∂φ
∂θ
(Xi, θ̂),
where (wi) is a sequence of random variables. This bootstrap is called the EF boots-
trap and revealed nice computational properties. Moreover the authors argued for its
use in quantile estimation in order to test if g(θ0) = 0, where g : Rp → Rq is the
constraint function, by recommending essentially to use S∗TJg(θ̂)T
(
Jg(θ̂)γ
∗Jg(θ̂)T
)−1
Jg(θ̂)S
∗.
Applying it to the least squared context φ(x, θ) = ‖γ̂−1/2(x− θ)‖2, the EF bootstrap
is carried out by
n(θ∗ − θ̂)TJg(θ̂)T
(
Jg(θ̂)γ
∗Jg(θ̂)T
)−1
Jg(θ̂)(θ
∗ − θ̂).
Although it veriﬁes both guidelines (A) and (B) (see the article for details), one can
see that the good behaviour of such an approach is more based on the rank deﬁciency
of Jg(θ̂) than on the bootstrap of
√
n(θ̂− θ̂c). Indeed
√
n(θ∗ − θ̂) bootstraps the non
constrained estimator
√
n(θ̂ − θ0). Then as the authors noticed, it is ﬁrst of all a
bootstrap of the Wald-type statistic nŜTJg(θ0)T
(
Jg(θ0)γ̂Jg(θ0)
T
)−1
Jg(θ0)Ŝ which
has fortunately the same asymptotic law than the targeted one. This may induce
some loss in accuracy. Moreover, it requires the knowledge of the function Jg which
is not the case for ﬁxed rank constraints where the g depends on the limit M0 (see
Remark 3.2 for some details).
Essentially both (i) and (ii) provide a bootstrap for testing simple hypotheses. The
EF bootstrap proposed in (iii) extends this limited scope by including tests of the form
g(θ0) = 0 where g is known. Nevertheless it does not handle the test (3.4) as it is highlighted
by the following remark.
Remark 3.2. Testing (3.4) with Λ̂3 results in an optimization with the constraint rank(M) =
m. Since the subspace of ﬁxed rank matrices is a submanifold locally smooth with co-
dimension (p − d)(H − d), at every point M , there exists a neighbourhood V and a C∞
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function g : V → R(p−d)(H−d) such that V ∩ {rank(M) = m} = {g = 0} and Jg(M) has
full rank. Moreover, we have
‖Γ−1/2 vec(M̂c −M0)‖ ≤ 2‖Γ−1/2 vec(M̂ −M0)‖.
If now (3.1) holds, the right-hand side term goes to 0 in probability and M̂c
P→ M0. As
a consequence, if Γ is invertible, for any neighbourhood of M0, from a certain rank, M̂c
belongs to it with probability 1. Then under H0 since M0 has rank m the constrained
estimator has the expression
M̂c = argmin
g(M)=0
‖Γ−1/2 vec(M̂c −M)‖,
with g depending on M0. Unfortunately we do not know neither g nor Jg(M0). This entails
some problems relating to the later approach.
3.2.3 The constrained bootstrap
The CS bootstrap is introduced in order to solve all the issues we have raised through
the previous little review which are essentially : computational diﬃculties and small scope
of the existing methods. The CS bootstrap targets an estimation q̂(α) of the quantile under
H0 of Λ̂. The consistency of the procedure, i.e. (3.10), forms the main result about the CS
bootstrap. Another important issue which occurs beforehand in the section is the bootstrap
of the law of
n1/2(θ̂c − θ0) under H0.
Basically, we show that a bootstrap of the unconstrained estimator
√
n(θ̂ − θ0) allows
a bootstrap of the constrained estimator
√
n(θ̂c − θ0) under H0. We point out that the
heuristic in CS bootstrap is rather diﬀerent than the C and EF bootstrap. Otherwise it
shares the idea to “reproduce" H0 even if H1 is realized with the B bootstrap. Assuming
that we can bootstrap
√
n(θ̂− θ0), the CS bootstrap calculation of the statistic is realized
as follows :
The CS bootstrap procedure
Compute
θ∗0 = θ̂c + n
−1/2W ∗, with L∞(W ∗|P̂ ) = L∞(n1/2(θ̂ − θ0)) a. s., (3.18)
where the simulation of W ∗ can be done by a standard bootstrap procedure 3. Calculate
θ∗c = argmin
θ∈M
(θ∗0 − θ)TA∗(θ∗0 − θ), and Λ∗ = n(θ∗0 − θ∗c )TB∗(θ∗0 − θ∗c ), (3.19)
where A∗ ∈ Rp×p and B∗ ∈ Rp×p 4.
3. The bootstrap procedure to get W ∗ is not specified because it depends on θ̂. For instance, if θ̂ is
a mean over some i.i.d. random variables, one can use the Efron’s traditional bootstrap and if θ̂ is a
M-estimator, one should use a bootstrap as detailed by equation (3.16).
4. Assumptions about A∗ and B∗ are provided further in the statements of the propositions.
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Intuitively, this choice appears natural because θ∗0 equals θ̂c plus a small perturbation
going to 0. Accordingly θ∗0 is somewhat reproducing the behaviour of θ̂ under H0, especially
because W ∗ has the right asymptotic variance. As we should notice, A∗ and B∗ could be
chosen as Â and B̂ but this is not the best choice in practice. As it is highlighted in (3.15),
we should normalize by the associated bootstrap quantities (e.g. the variance computed
on the bootstrap sample). The following lemma gives a ﬁrst order decomposition of the
bootstrap law
√
n(θ∗c − θ̂c) under mild conditions. The following lemma is proved in the
Appendix.
Lemma 3.3. LetM be a submanifold. Assume there exists θ̂c ∈M and θc aM-nonsingular
point such that θ̂c
a.s.→ θc. If moreover L∞(
√
n(θ∗0 − θ̂c)|P̂ ) exists a.s. and conditionally a.s.
A∗ P→ A is full rank, then we have conditionally a.s.
n1/2(θ∗c − θ̂c) = (I − P )n1/2(θ∗0 − θ̂c) + oP(1),
with P = A−1JTg (θc)(Jg(θc)A−1JTg (θc))−1Jg(θc).
Note that if θ0 is M-nonsingular and L∞(
√
n(θ̂ − θ0)|P̂ ) exists, we can apply Lemma
3.3 with θ̂c = θc = θ0. This gives the following proposition :
Proposition 3.4. Let M be a submanifold. Assume that L∞(
√
n(θ̂ − θ0)|P̂ ) exists with
θ0 M-nonsingular. Assume also that Â P→ A is full rank, then we have
n1/2(θ̂c − θ0) = (I − P )n1/2(θ̂ − θ0) + oP(1),
with P = A−1JTg (θ0)(Jg(θ0)A−1JTg (θ0))−1Jg(θ0).
Proposition 3.4 leads easily to (3.13) and extends classical results [9] about constrained
estimators with constraint {g = 0} to manifold type constraints. Besides statements of
Lemma 3.3 and Proposition 3.4 together explain the preceding deﬁnition of θ∗0 in (3.18).
They also lead to the following theorem.
Theorem 3.5. Let M be a submanifold. Assume that θ̂ a.s.→ θ0 with θ0 M-nonsingular and
Â
P→ A hold. If moreover (3.18) holds and conditionally a.s. A∗ P→ A is full rank, then we
have
L∞(n1/2(θ∗c − θ̂c)|P̂ ) = L∞(n1/2(θ̂c − θ0)) a. s. .
Essentially, Theorem 3.5 is an application of Lemma 3.3 under H0, indeed as we saw
in the proof of Lemma 3.3, equation (3.25), the assumption θ̂
a.s.→ θ0 ∈ M implies that
θ̂c
a.s.→ θc. Nevertheless under H1 nothing guarantee such a convergence (see Example 3.7
below). Roughly speaking, asking for an equality in law under H1 as in Theorem 3.5 may
be too much to ask. However as stated in the following theorem we do not require that θ̂c
converges a.s. to a constant to provide that the power of the corresponding test goes to 1.
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This leads to the consistency of the CS bootstrap for hypothesis testing. For the statement
of the consistency theorem, we need to deﬁne the quantile function of the bootstrap statistic
q̂(α) = inf {x : F̂ (x) ≥ 1− α},
where F̂ is the c.d.f. of Λ∗ conditionally on the sample.
Theorem 3.6. Let M be a manifold. Assume that θ̂ a.s.→ θ0 with θ0 M-nonsingular un-
der H0. We assume also that Â
P→ A is full rank, B̂ P→ B. If moreover L∞(
√
n(θ∗0 −
θ̂c)|P̂ )=L∞(
√
n(θ̂− θ0)) a.s. has a density, and conditionally a.s. A∗ P→ A, B∗ P→ B, then
we have
PH0(Λ̂ > q̂(α)) −→ 1− α, and PH1(Λ̂ > q̂(α)) −→ 1.
In other words, the test described in (3.14) with statistic Λ̂ and CS bootstrap calculation of
quantile is consistent.
We provide the following example under H1, where θ̂c does not converge to a constant
in probability. Although we cannot get the conclusion of Theorem 3.5, the least squared
constrained statistic still converges in distribution.
Example 3.7. Let (Xi)i∈N be an i.i.d. sequence such that X1
d
= N (0, 1). Deﬁne θ̂ = X,
and H0 : θ20 = 1. Clearly H0 does not hold and naturally the statistic n min
θ2=1
‖θ̂− θ‖2 goes
to inﬁnity in probability. One can ﬁnd that θ̂c = sign(X) which does not converge. Since
θ∗c = argmin
θ2=1
‖θ∗0 − θ‖2 and θ∗0 = θ̂c + n−1/2W ∗,
we get that θ∗c = θ̂c a.s. and naturally, we do not have the asymptotic given by Theorem 3.5.
Besides, the convergence to a chi-squared distribution holds for the quantity n min
θ2=1
‖θ∗0−θ‖2.
3.3 Rank estimation with hypothesis testing
In this section through a review of the literature about rank estimation, we apply the
results obtained in section 3.2.1 to provide a consistent bootstrap procedure for the test
described by (3.4) associated with the statistics Λ̂1, Λ̂2 and Λ̂3. We deﬁne q0 = p − d0
the dimension of the kernel of MT0 . We denote by (λ1, ..., λp) the singular values of M0
arranged in descending order and we write the SVD of M0 as
M0 = (U1 U0)
(
D1 0
0 0
)(
V T1
V T0
)
,
with U1 ∈ Rp×d0 , U0 ∈ Rp×q0 , V1 ∈ RH×d0 , V0 ∈ RH×q0 , and D1 = diag(λ1, ..., λd0). For
m ∈ {1, · · · , p}, we note q = p−m and we write the SVD of M̂ as
M̂ = (Û1 Û0)
(
D̂1 0
0 D̂0
)(
V̂ T1
V̂ T0
)
,
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with Û1 ∈ Rp×m, Û0 ∈ Rp×q, V̂1 ∈ RH×m, V̂0 ∈ RH×q, D̂1 = diag(λ̂1, ..., λ̂m) and D̂0 =
diag(λ̂m+1, ..., λ̂p). We also introduce the orthogonal projectors
Q1 = I − P1 = U0UT0 , Q2 = I − P2 = V0V T0 ,
Q̂1 = I − P̂1 = Û0ÛT0 , Q̂2 = I − P̂2 = V̂0V̂ T0 .
Whereas the link between Λ̂3 and LSCE is evident, the one conecting Λ̂1 and Λ̂2 to LSCE
relies on the following classical lemma, whose proof is avoided.
Lemma 3.8. Let M̂ ∈ Rp×H , it holds that
argmin
rank(M)=m
‖M̂ −M‖2F = P̂1M̂P̂2, and ‖M̂ − P̂1M̂P̂2‖2F =
p∑
k=m+1
λ̂2k,
where λ̂1, . . . , λ̂p are the singular values of M̂ arranged in descending order, and P̂1 and
P̂2 are orthogonal right and left singular projectors of M̂ associated with λ̂1, . . . , λ̂m.
Note that in the previous lemma, P̂1 and P̂2 are uniquely determined if and only if
λ̂m 6= λ̂m+1.
3.3.1 Nonpivotal statistic
As stated in the introduction, the statistic Λ̂1 = n
∑p
k=m+1 λ̂
2
k can be used to arbitrate
between the hypotheses of (3.4). Basically, if H0 : d0 = m is realized, all the eigenvalues
of the sum goes to 0 and Λ̂1 has a weighted chi-squared limiting distribution. Otherwise,
at least one eigenvalue converges in probability to a positive number and for any A > 0,
P(Λ̂1 > A) −→ 1. The following proposition describes the asymptotic behaviour of Λ̂1 5.
It was stated in [15] and some recent extension can be found in [13]. Our statement goes
further because we are also concerned about the estimation of the asymptotic law of Λ̂1,
i.e. the estimation of the weights that intervenes in the weighted chi-squared asymptotic
law. Besides, the proof we give in the Appendix is quite simple 6.
Proposition 3.9. Under H0, if (3.1) holds we have
Λ̂1
d−→
∑
νkW
2
k
where the νk’s are the eigenvalues of the matrix (Q2 ⊗ Q1)Γ(Q2 ⊗ Q1) and the Wk’s are
i.i.d. standard Gaussian variables. If moreover (3.2) holds, we have
(ν̂1, ..., ν̂pH)
P−→ (ν1, ..., νpH),
where the ν̂k’s are the eigenvalues of the matrix (Q̂2 ⊗ Q̂1)Γ̂(Q̂2 ⊗ Q̂1).
5. A similar proposition can be stated applying Proposition 3.13. Following this way, the asymptotic
depends on g which is difficult to estimate for rank constraints (see Remark 3.2).
6. We no longer need the results of [35] about the asymptotic behaviour of singular values.
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Remark 3.10. Unlike Theorem 1 in [15] or Theorem 1 in [13], we prefer to state this
theorem with the quantities Q1 and Q2 rather than with U0 and V0. Because we do not
assume that the kernel of M has dimension 1, the vectors that form U0 or V0 are not
unique because vector spaces with dimension larger than 2 have an inﬁnite number of
basis. As a consequence it does not make sense to estimate either U0 or V0. To characterize
convergence of spaces, a suitable object is their associated orthogonal projectors.
In general, we do not know the asymptotic distribution of Λ̂1 because it depends on
(Q2 ⊗Q1)Γ(Q2 ⊗Q1). On the ﬁrst hand, one can estimate consistently this matrix to get
an approximation of the law of Λ̂1 under H0. Some conditions providing the consistency
of the estimation are stated in Proposition 3.9. On the other hand, one can apply the CS
bootstrap to estimate the quantile of Λ̂1 in order to test. The main advantage of such an
approach is that we no longer need to have a consistent estimator of Γ so that (3.2) is not
needed anymore. Following section 3.2.1 and by using Lemma 3.8, we deﬁne
M∗0 = P̂1M̂P̂2 + n
−1/2W ∗ with W ∗|P̂ d→W a. s., (3.20)
with W deﬁned in (3.1). Accordingly, we introduce the CS bootstrap statistic
Λ∗1 = n
p∑
k=m+1
λ∗2k ,
with λ∗m+1, ..., λ
∗
p the smallest singular values ofM
∗. The following proposition is a straight-
forward application of Theorem 3.6 with the submanifold {rank(M) = m}.
Proposition 3.11. If (3.1), (3.20) and M̂
a.s.→ M0 hold, then the test described in (3.4)
with the statistic Λ̂1 and calculation of quantile with Λ̂
∗
1 is consistent.
3.3.2 Wald-type statistic
The Wald-type statistic Λ̂2 = vec(Q̂1M̂Q̂2)T [(Q̂2⊗ Q̂1)Γ̂(Q̂2⊗ Q̂1)]+ vec(Q̂1M̂Q̂2) has
been introduced in [13] to get a pivotal statistic 7. They obtained the following theorem
for which we provide a diﬀerent proof in the appendix.
Proposition 3.12. If (3.1) and (3.2) hold, we have
Λ̂2
d−→ χ2s,
with s = min(rank(Γ), (p− d)(H − d)).
7. We write the expression of Λ̂2 another way for the reasons explained in Remark 3.10 but one can
recover the original expression by noting that for any symmetric matrix A, A+H = (AH)+ if H is an
orthonormal basis of a vector subspace of Im(A).
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Following (3.19), we deﬁne the associated bootstrap statistic by
Λ̂∗2 = vec(Q
∗
1M
∗
0Q
∗
2)
T [(Q∗2 ⊗Q∗1)Γ∗(Q∗2 ⊗Q∗1)]+ vec(Q∗1M∗0Q∗2),
whereM∗0 is deﬁned in (3.20), Γ
∗ ∈ RpH×pH , Q̂∗1, and Q̂∗2 are the eigenprojectors associated
with the smallest eigenvalues of M∗0M
∗T
0 and M
∗T
0 M
∗
0 . As Proposition 3.11, the following
one is an easy application of Theorem 3.6.
Proposition 3.13. If (3.1), (3.2), (3.20), M̂
a.s.→ M0 and Γ∗ P→ Γ hold, then the test
described in (3.4) with the statistic Λ̂2 and calculation of quantile with Λ
∗
2 is consistent.
3.3.3 Minimum Discrepancy approach
Noting that {rank(M) = m} has co-dimension (H−m)(p−m) and applying (3.13) we
get the following proposition 8.
Proposition 3.14. If (3.1), (3.2), and (3.3) hold, we have
Λ̂3
d−→ χ2(H−m)(p−m).
In general a minimizer
M̂c = argmin
rank(M)=m
vec(M̂ −M)T Γ̂−1 vec(M̂ −M)
does not have an explicit form as it was for the constrained matrix associated with Λ̂1 and
Λ̂2. Therefore, we deﬁne
M∗0 = M̂c + n
−1/2W ∗ with W ∗|P̂ d→W a. s., (3.21)
where W is deﬁned in (3.1). We also deﬁne the associated CS bootstrap statistic
Λ∗3 = n min
rank(M)=m
vec(M∗0 −M)TΓ∗−1 vec(M∗0 −M),
and applying Theorem 3.6 we have the following result.
Proposition 3.15. If (3.1), (3.2), (3.3), (3.21), Γ∗ P→ Γ, and M̂ a.s.→ M0 hold, then the test
described in (3.4) with the statistic Λ̂3 and calculation of quantiles with Λ
∗
3 is consistent.
Remark 3.16. The set of assumptions needed to obtain Proposition 3.14 is stronger than
the ones stated in propositions 3.9 and 3.12 ensuring the convergence of Λ̂1 and Λ̂2. As
a consequence this is also true for Proposition 3.15 with respect to propositions 3.11 and
3.13. The main diﬀerence is that we add the assumption on Γ to be non deﬁcient. This
assumption cannot be alleviated in the statement but is not as restrictive in practice. On
the ﬁrst hand, if Γ is deﬁcient the optimization under constraint has a free coordinate
8. See [26] for the original proof.
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which implies the non-convergence of the minimizer. On the other hand, because of the
semi-deﬁnite character of Γ the projection of M̂ on the null space of Γ is null. Then one
can apply the proposition to the restriction of M̂ on the range of Γ. This is the case in the
application to SDR in Section 3.4.
Remark 3.17. Unlike the situation of Λ̂1 and Λ̂2, an optimization algorithm is needed
to obtain Λ̂3 and Λ∗3, this points out an important issue of such a procedure. In [22], the
authors noticed that
Λ̂3 = n min
A∈Hd,B∈Rd×l
(vec(M̂)− vec(AB))T Γ̂−1(vec(M̂)− vec(AB))
where Hd is the set of orthogonal basis lying in Rp with dimension d. We follow their
algorithm in the computation of Λ̂3 (see [22], Section 3.3 for the details).
3.3.4 The statistics Λ̂1, Λ̂2, Λ̂3 through an example
In the introduction, we already mentioned several drawbacks and advantages of the
use of Λ̂1, Λ̂2, or Λ̂3. The remark relied on both pivotality of the statistics and large
matrix inversion. Here we develop another point of view related to the algebraic nature
of the statistics. Facing the representation provided by Table 3.1, each statistic Λ̂1 and
Λ̂2 evaluates a diﬀerent distance between M̂ and M̂c. The ﬁrst one is the distance that is
optimized, but the second is another one. This has raised the issue we present here through
the following example. For the sake of clarity, we consider
M̂ =
(
λ̂1 0
0 λ̂2
)
with λ̂k =
1
n
n∑
i=1
λk,i, for k = 1, 2, and (λk,i)k,i i.i.d.,
and we test H0 : d0 = 1 against H1 : d0 > 1. We assume that λ̂1 > λ̂2, we have Λ̂1 = nλ̂22.
Otherwise, one can show that Λ̂2 = n
λ̂22
v̂2
+ oP(1), with v̂k = (λk − λk)2. For Λ̂3 it is clear
that the minimization can be done over the diagonal matrix diag(λ1, λ2) and one has
Λ̂3 = n argmin
λ1λ2=0
{
λ̂1 − λ1
v̂1
+
λ̂2 − λ2
v̂2
}
+ oP(1) = nmin
(
λ̂21
v̂1
,
λ̂22
v̂2
)
+ oP(1).
Accordingly, by Proposition 3.11, 3.13 and 3.15, the three tests can be summarized by
nλ̂22 compared to v2χ
2
1,
n
λ̂22
v̂2
compared to χ22,
nmin
(
λ̂21
v̂1
,
λ̂22
v̂2
)
compared to χ22,
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where vk = var(λk,1). Assume there is less variance on the estimate of the smallest eigen-
value, i.e. v1 > v2 such that
λ̂21
v̂1
<
λ̂22
v̂2
, this situation may arise when λ̂1 and λ̂2 have similar
values but diﬀerent variances. Then to conduct the test, the statistic λ̂
2
1
v̂1
is a better choice
than λ̂
2
2
v̂2
. As a consequence, unlike Λ̂1 and Λ̂2, the statistic Λ̂3 appears as a coherent choice
because its associated minimization takes into account the variance of the estimation.
3.4 Application to sufficient dimension reduction
We focus on a particularly famous method in SDR called sliced inverse regression (SIR)
which has been introduced in [66] to deal with the regression model
Y = f(PX, ε) (3.22)
where ε ⊥ X ∈ Rp, Y ∈ R, and P is a projector on the vector space E with dimension
d0 < p, called the central subspace. The objective is to estimate E. If X is elliptically
distributed, then we have that Σ−1(E[(X − E[X])ψ(Y )] ∈ E with Σ = var(X), for any
measurable function ψ. Accordingly, in order to recover the whole central subspace one
needs to consider many functions ψ. For a given family of functions (ψh)1≤h≤H we deﬁne
Ψ = (ψ1(Y ), ..., ψH(Y ))
T . Under some additional conditions [70], the image of the matrix
Σ−1/2 cov(X,Ψ(Y )) is equal to Σ1/2E. Then one can make the svd of an estimator of this
matrix to obtain d0 vectors that form an estimated basis of Σ1/2E. Motivated by the curse
of dimensionality, the estimation of d0 is one of the most crucial points in SDR. To make
that possible, a popular way consists in estimating the rank of Σ−1/2 cov(X,Ψ) using the
hypothesis testing framework given by (3.4) (see for example [66], [15] and [22]). Since we
are interested in estimating the rank, we prefer to deal directly with cov(X,Ψ) to avoid
the introduction of an additional noise due to the estimation of the matrix Σ. Assume that
((X1, Y1), · · · , (Xn, Yn)) is an i.i.d. sequence from model (3.22), denote by P̂ its associated
empirical c.d.f. and deﬁne the quantity
C = E[K], with K = (X − E[X])(Ψ(Y )− E[Ψ(Y )])T ,
associated with its empirical estimator
Ĉ = K̂, with K̂i = (Xi −X)(Ψi −Ψ)T , and Ψi = Ψ(Yi).
We apply the CS bootstrap to calculate the quantiles of each statistic. Facing (3.20) and
(3.21), we use an independent weighted bootstrap to reproduce the asymptotic law of√
n(Ĉ − C), that is we deﬁne the bootstrap matrix
C∗ = Ĉc +K∗, with K∗i = wi(K̂i − K̂) (3.23)
where Ĉc stands for the solution of an optimization problem depending on the selected
statistic Λ1, Λ2 or Λ3 (see Section 3.3 for the details) and (wi) is a sequence of i.i.d.
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random variables. We also deﬁne
V = var(vec(K)) and V ∗ =
1
n
n∑
i=1
vec(K∗i −K∗) vec(K∗i −K∗)T .
To apply propositions 3.11, 3.13, and 3.15, we need the following result which is of particular
interest since it provides a new bootstrap procedure for SIR that is diﬀerent than the one
proposed in [3].
Proposition 3.18. Assume that E[‖X‖2] < +∞, E[‖Ψ(Y )‖2] and E[‖K‖4F ] are finite, if
moreover (wi) is an i.i.d. sequence of real random variables with mean 0 and variance 1,
then we have
L∞(n1/2 K∗|P̂ ) = L∞(n1/2(Ĉ − C)) a.s. and V ∗ P→ V conditionally a.s..
Remark 3.19. Taking a partition {I(h), h = 1, . . . , H} of the range of Y we reco-
ver the original SIR method with the family formed by the p−1/2h 1{Y ∈I(h)}’s with ph =
P(Y ∈ I(h)). Then CSIR = Σ−1/2 cov(X,1)D−1/2 with 1 = (1{Yi∈I(1)}, . . . ,1{Yi∈I(H)})T
and D = diag(ph), is estimated by ĈSIR = Σ̂−1/2(X −X)1T D̂−1/2 with D̂ = diag(p̂h),
p̂h = 1{Y ∈I(h)}, Σ̂ = (X −X)(X −X)T . We have the expansion
n−1/2(ĈSIR − CSIR) = n−1/2Σ−1/2((X − E[X])1T − cov(X,1))D−1/2
− Σ−1/2n−1/2(Σ̂1/2 − Σ1/2)CSIR − CSIRn−1/2(D̂1/2p −D1/2p )D−1/2p + oP(1).
As a consequence, the matrix Σ−1/2 and the weights ph’s are playing an important role
on the asymptotic of the matrix SIR. They introduce some other terms in the asymptotic
distribution and clearly the simple bootstrap presented before does not work for SIR as it
was originally deﬁned. Even if we believe that a more evolved weighted bootstrap works
to bootstrap
√
n(ĈSIR−CSIR), we emphasize that it may be less accurate than the one we
propose since it complicates the asymptotic without being necessary for testing the rank.
Recall that m is a non-negative integer, for k ∈ {1, 2, 3} and B ∈ N∗ we calculate
independent copies Λ∗k,1, ...,Λ
∗
k,B with the CS bootstrap algorithm corresponding to each
statistic. Then we estimate the quantile with
q∗k(α) = inf
t∈R
{F ∗k (t) > α} = Λ∗k,(⌈Bα⌉), where F ∗k (t) =
1
B
B∑
b=1
1{Λ∗k,b≤t},
⌈·⌉ is the integer ceiling function and Λ∗k,(·) stands for the rank statistic associated to the
sample Λ∗k,1 . . .Λ
∗
k,B. On the ﬁrst hand, we conduct the test described by (3.4) using the
CS bootstrap, i.e.
H0 is rejected if Λ̂k > q̂
∗
k(α). (3.24)
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On the other hand, the traditional test is conducted by comparing the statistic Λ̂2 and
Λ̂3 to the quantile of their asymptotic law respectively given by propositions 3.12 and
3.14. For Λ̂1, in general the limit in law is quite complicated 9 (see Proposition 3.9), so
that we use approximations : the Wood’s approximation (see [79]) as it is computed in
the R software, an adjusted version Λ̂1,adj. = Λ̂1/a
d→ χ2b , with a =
∑s
k=1 ω
2/
∑s
k=1 ωk,
b = (
∑s
k=1 ωk)
2/
∑s
k=1 ω
2
k, and a re-scaled version Λ̂1,sc = Λ̂1/c
d→ χ2s, c = ω (see [5] for
these two corrections).
In all the simulations we compute the matrix Ĉ by taking Ψ(t) = (1{y∈I(1),...,y∈I(H)})
where the I(h)’s form an equi-partition of the range of the data Y1, . . . , Yn. In the whole
study we put (p,H) = (6, 5), B = 1000 and we consider n = 50, 100, 200, 500. Although
the parameter H does not really aﬀect the SIR method, we choose it globally good with
respect to all the situations.
The ﬁrst model we study is the following standard model :
Model I : Y = X1 + .1e with e ⊥ X, X d= N (0, I), e d= N (0, 1).
In order to highlight guidelines (A) and (B), we produce in ﬁgure 3.1 two graphics each
representing situation under H1 and H0 for the statistic Λ̂3. Similar graphics dealing with
Λ̂2 have been drawn but are not presented here. On the ﬁrst one we see that even if the
sample is under H1 the bootstrap distribution reﬂects H0. As a consequence, guideline
(A) is satisﬁed and the power of the bootstrap test is going to 1. The second graph shows
that the statistic distribution is closer to the bootstrap distribution than its asymptotic
distribution. This has no reason to occur when the statistic is not pivotal (see the intro-
duction and [48] for the details). As a consequence, we believe that this good ﬁtting is due
to Guideline B.
In ﬁgure 3.2 we analyse the asymptotic distribution of q̂(α) in model I for each statistic.
To measure the error we consider the behaviour of
Fn(q̂(α)),
which is optimally equal to 1 − α. To make that possible, Fn is estimated with a large
sample size so that the estimation error is negligible. Then we run over 100 samples the
CS bootstrap to provide, for each sample, a bootstrap estimation of the quantile q̂(α). The
associated boxplot for n = 100, 200, 500 are provided in Figure 3.2. As a consequence, we
may notice that the behaviour of Λ̂2 and Λ̂3 are quite similar facing the one of Λ̂1. Even if
every boxplot argues for convergence to 1−α, testing with Λ̂1 seems a better choice when
n is small because of a quasi immediate convergence of the bias. When n increase, this is
no longer evident because the variance of either Λ̂∗2 orΛ̂
∗
3 is smaller.
Furthermore, we go into details in Table 3.2 by running Model I over 5000 samples. For
each of them and every statistic, we conduct the bootstrap test (3.24) and its traditional
9. When the predictors are normally distributed, it has been shown that Λ̂1 is asymptotically chi-
squared distributed (see [15]). The authors also pointed out that it was less robust than the weighted
chi-squared asymptotic as soon as the predictors distribution deviates from normality. As a result, we keep
in the nonparametric framework by avoiding such asymptotic in this simulation study.
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Figure 3.1 – Plot of the asymptotic distribution, and the estimated distribution of the
statistic and the bootstrap statistic for Λ̂3 in the case of Model I.
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Figure 3.2 – Bowplot over 100 samples of q̂(α) for Λ̂1, Λ̂2, Λ̂3 and α = 0.95 in the case of
Model I for diﬀerent values of n .
version. The table presents for each m = 0, · · · , d0, the proportion of rejected tests. This
corresponds to either estimate of the power or estimate of the level of the test.
Although it has not the best power, the clear winner is the tests based on Λ̂1. Inside
this group, for any sample number, the bootstrap and the rescaled version are the closest
to the nominal level. Concerning Λ̂2 and Λ̂3 the results are quite impressive when n is
small : for n = 50, whereas traditional testing makes a type I error 30% of the time, the
bootstrap testing goes wrong around 7%. This conﬁrms observation on the second graph
of Figure 3.1.
In Table 3.3 and Table 3.4 we consider the same model than Model I excepted that we
change the distribution of the predictors : in Model Ia, X has independent coordinates with
a student distribution with 5 degrees of freedom, in Model Ib, X
d
= .1X1ǫ+X2(1− ǫ) with
ǫ
d
= B(1/2), X1 d= N ((6, 0, · · · , 0), I), X2 d= N (0, I). For this two models, we have similar
conclusions to model I with two new things. First, the rescaled version is not robust to the
distribution of the predictors (Table 3.4). Second, the algorithm employed to optimized Λ̂3
could fail at very small sample size.
We introduce a non linear relationship by considering the model
Model II : Y = tanh(X1) + .1e with e ⊥ X, X d= N (0, I), e d= N (0, 1).
In Table 3.5, we present similar results as before with the diﬀerence that the nominal
level is α = 1% in order to highlight diﬀerences in the power of each test. Again, the CS
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n m
Λ̂1 Λ̂2 Λ̂3
Wood Resc. Adj. CB Λ̂1 Λ̂2 CB Λ̂2 Λ̂3 CB Λ̂3
50
0 0.9988 0.9998 0.9988 0.9988 1.0000 1.0000 1.0000 1.0000
1 0.0326 0.0590 0.0336 0.0494 0.3466 0.0744 0.3098 0.07
100
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0386 0.052 0.0388 0.0456 0.1494 0.0676 0.1466 0.0722
200
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0474 0.055 0.0476 0.0514 0.096 0.0646 0.0954 0.0664
500
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0492 0.0514 0.0494 0.0516 0.0656 0.0584 0.0654 0.0584
Table 3.2 – Estimated levels and power in Model i for α = 5%.
n m
Λ̂1 Λ̂2 Λ̂3
Wood Resc. Adj. CB Λ̂1 Λ̂2 CB Λ̂2 Λ̂3 CB Λ̂3
50
0 0.9646 0.9928 0.9656 0.9682 1.0000 1.0000 1.0000 1.0000
1 0.0318 0.0628 0.0324 0.0496 0.3412 0.0588 0.3042 0.0628
100
0 0.9996 1.0000 0.9996 0.9996 1.0000 1.0000 1.0000 1.0000
1 0.0336 0.0486 0.0344 0.0412 0.1516 0.0696 0.1432 0.0718
200
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0378 0.0486 0.038 0.0424 0.0844 0.0602 0.0832 0.0604
500
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0454 0.0502 0.0458 0.0474 0.0638 0.0606 0.0634 0.0608
Table 3.3 – Estimated levels and power in Model ia for α = 5%.
n m
Λ̂1 Λ̂2 Λ̂3
Wood Resc. Adj. CB Λ̂1 Λ̂2 CB Λ̂2 Λ̂3 CB Λ̂3
50
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.034 0.1072 0.034 0.0378 0.2122 0.0396 0.1394 0.015
100
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.037 0.0904 0.0374 0.0404 0.0986 0.0572 0.0614 0.0284
200
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0484 0.096 0.0488 0.0518 0.0708 0.066 0.056 0.0506
500
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0486 0.0912 0.0486 0.0490 0.0598 0.0664 0.0612 0.0674
Table 3.4 – Estimated levels and power in Model ib for α = 5%.
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n m
Λ̂1 Λ̂2 Λ̂3
Wood Resc. Adj. CB Λ̂1 Λ̂2 CB Λ̂2 Λ̂3 CB Λ̂3
50
0 0.9308 0.9884 0.9428 0.9448 1.0000 0.9988 1.0000 0.9988
1 0.0036 0.0148 0.0050 0.0086 0.1816 0.0148 0.1404 0.0130
100
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0072 0.0122 0.0082 0.0096 0.0536 0.02 0.0496 0.021
200
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0076 0.0114 0.0086 0.0102 0.0252 0.0192 0.0248 0.02
500
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.0068 0.0076 0.007 0.0082 0.012 0.011 0.012 0.011
Table 3.5 – Estimated levels and power in Model ii for α = 1%.
bootstrap induces a large improvement of the accuracy of the test with Λ̂2 and Λ̂3. At
n = 50, the test based on Λ̂1 is less powerful than the others but it is more accurate under
H0. The winner remains the CS bootstrap with Λ̂1. A new important things is that at
n = 500, it seems better to use the CS bootstrap with Λ̂2 and Λ̂3. Actually this is due
to the variance of the formers which is smaller than the variance of Λ∗1 as it was already
highlighted in Figure 3.2.
We conclude by increasing diﬃculty considering the following model, introduced in [66],
Model III : Y =
X1
.5 + (X2 + 2)2
+ e e ⊥ X, X d= N (0, I)
We still present in Table 3.6 the estimated level and power with the nominal level α = 2%
for each test. For such a model the conclusions are quite mitigated because it induces a
trade-oﬀ between high power and accurate level. Indeed when n is small, the better powers
are provided by the traditional tests with Λ̂2 and Λ̂3. Nevertheless the more accurate levels
can be found looking at the CS bootstrap with Λ̂2 (n = 100) or Λ̂1 (n = 200). Moreover the
tests associated to Λ̂1 without bootstrap are the worst concerning this model. Accordingly,
the simulation study highlighted the good behaviour of the CS bootstrap : in every model
it improves the accuracy of the traditional test for each statistic. One may remember that
the bias of the CS bootstrap with Λ̂1 has the faster rate of convergence with respect to the
CS bootstrap of Λ̂2 or Λ̂3. Otherwise, the variance of Λ̂∗1 may be greater than the variance
of Λ̂∗2 or Λ̂
∗
3. Finally, for the simple models it seems better to use the CS bootstrap with
the statistic Λ̂1.
3.5 Concluding remarks
Along this study, we found that the main advantages of the CS bootstrap are the
following.
1. The CS bootstrap is a powerful alternative to the asymptotic comparison. This ar-
gument is even stronger since the asymptotic law can be unknown (or diﬃcult to
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n m
Λ̂1 Λ̂2 Λ̂3
Wood Resc. Adj. CB Λ̂1 Λ̂2 CB Λ̂2 Λ̂3 CB Λ̂3
50
0 0.9950 0.9992 0.9962 0.9960 1.0000 0.9966 1.0000 0.9966
1 0.3750 0.5342 0.3990 0.4676 0.9074 0.5066 0.8344 0.3270
2 0.0078 0.0156 0.0086 0.0240 0.0620 0.0164 0.0344 0.0136
100
0 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
1 0.9330 0.9556 0.9368 0.9446 0.9952 0.9842 0.9934 0.9806
2 0.0134 0.0176 0.0138 0.0210 0.0306 0.0228 0.0266 0.0278
200
0 1.000 1.0000 1.000 1.0000 1.0000 1.0000 1.0000 1.0000
1 1.000 1.0000 1.000 1.0000 1.0000 1.0000 1.0000 1.0000
2 0.0154 0.0182 0.0158 0.0198 0.025 0.024 0.0244 0.026
500
0 1.0000 1.000 1.0000 1.0000 1.0000 1.000 1.0000 1.0000
1 1.0000 1.000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
2 0.0184 0.0194 0.0184 0.02 0.0228 0.0228 0.0228 0.023
Table 3.6 – Estimated levels and power in Model ii for α = 2%.
estimate) or the asymptotic law remains too much diﬀerent from the statistic law
(e.g. large matrix inversion).
2. By Theorem 3.6, which provides its consistency, the CS bootstrap works under mild
assumptions. Essentially, we ask the submanifold to be locally smooth, and we require
to be able to bootstrap the unconstrained estimator M̂ .
3. The CS bootstrap is computationally as simple as the considered statistic.
4. In the case of rank testing, the CS bootstrap clearly improves the accuracy of tradi-
tional testing (cf. the simulation study).
Besides, there exist some natural extensions of the previous work. First although it
is suitable for testing, the form of the objective function we minimize is quiet restrictive.
For example, we believe that the CS bootstrap could be extended to M and Z estimation.
Secondly, conditions that guarantee
q̂(α) = qn(α) + oP(n
−1/2)
have not been provided yet. This would valid theoretically the use of the CS bootstrap
with respect to traditional testing.
3.6 Proofs
Proof of Lemma 3.3
The whole proof is made conditionally on the sample. By deﬁnition of θ̂c, with high
probability, A∗ is full rank for n large enough, we have
‖A∗1/2(θ∗c − θc)‖ ≤ ‖A∗1/2(θ∗c − θ∗0)‖+ ‖A∗1/2(θ∗0 − θc)‖ ≤ 2‖A∗1/2(θ∗0 − θc)‖. (3.25)
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Then since θ∗0 − θ̂c P→ 0, θ̂c → θc and because A∗ P→ A is full rank, one gets that θ∗c P→ θc.
Therefore, since θc is M-nonsingular and reﬀering to Deﬁnition 3.1, we get
argmin
θ∈M
‖Γ∗1/2(θ∗0 − θ)‖ = argmin
g(θ)=0
‖Γ∗1/2(θ∗0 − θ)‖,
with g continuously diﬀerentiable on θc and Jg(θc) full rank. By assumption on g, θ∗c , at
least for n large enough, satisﬁes the ﬁrst order conditions, that are{
A∗(θ∗0 − θ∗c )− JTg (θ∗c )λ∗n = 0
g(θ∗c ) = 0
where λ∗n is the Lagrange multiplier. Using a Taylor expansion of g around θ̂c, we get
g(θ∗c ) = g(θ̂c) + JTg (θ̂c)(θ∗c − θ̂c) + oP(‖θ∗c − θ̂c‖), and with the previous equations we have(
A∗ JTg (θ∗c )
Jg(θ̂c) 0
)(
θ∗c − θ̂c
λ∗n
)
=
(
A∗(θ∗0 − θ̂c)
oP(‖θ∗c − θ̂c‖)
)
.
Now by Slutsky’s lemma, we get(
A JTg (θc)
Jg(θc) 0
)(
n1/2(θ∗c − θ̂c)
n1/2λ∗n
)
= n1/2
(
A(θ∗0 − θ̂c)
0
)
+ oP(1),
and the conclusion follows by multiplying on the left by the matrix(
A−1 − PA−1, A−1JTg (θc)(Jg(θc)A−1JTg (θc))−1
)
with P = A−1JTg (θc)(Jg(θc)A−1JTg (θc))−1Jg(θc).
Proof of Theorem 3.6
The proof is divided in two parts each corresponding to the level and the power of the
test. Assume H0 and deﬁne Fn and F∞ respectively as the c.d.f. of Λ̂ and the weak limit
of Fn. Note that we can apply Proposition 3.4 to get
n1/2
(
θ̂ − θ0
θ̂c − θ0
)
= n1/2
(
I
I − P
)
(θ̂ − θ0) + oP(1),
and Theorem 3.5 to get conditionally a.s.
n1/2
(
θ∗0 − θ̂c
θ∗c − θ̂c
)
= n1/2
(
I
I − P
)
(θ∗0 − θ̂c) + oP(1).
with P detailed in the statement of Proposition 3.4. Using (3.12), (3.19) and Slutsky’s
theorem we have
L∞(Λ∗|P̂ ) = L∞(Λ̂) a. s. .
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In other words, with probability 1, F̂ converges pointwise to F∞. As in [76] chapter 23,
Lemma 3, consider ∆ the set of discontinuity of F−1∞ . For every α ∈ (0, 1)\∆, we have
q̂(α) −→ q(α) a.s. (see for instance [76], chapter 21). Using Slutsky’s theorem, we get
L∞(Λ̂− q̂(α)) = L∞(Λ̂− q(α)), accordingly
P(Λ̂ ≤ q̂(α)) −→ F∞(q(α)) for all α ∈ (0, 1)\∆.
Because F∞ is continuous F∞(q(α)) = α. Since F∞ is non-decreasing, ∆ is denumerable,
since α 7→ P(Λ̂ ≤ q̂(α)) is non-decreasing with continuous limit, the convergence is uniform
and so holds for every α ∈ (0, 1). This concludes the proof for the level. It remains to show
that the power of the test goes to 1. Assume H1 and let α ∈ (0, 1), the statistic Λ̂ goes to
inﬁnity in probability and it suﬃces to show that with probability 1 the bootstrap quantile
q̂(α) remains bounded. This means exactly that conditionally a.s. the sequence Λ∗ is tight.
Note that conditionally a.s. we have
Λ∗ ≤ n‖A∗1/2(θ̂c − θ∗0)‖2 = Λ˜∗,
where Λ˜∗ converges in distribution by (3.18), and is therefore tight.
Proof of Proposition 3.9
We have
Λ̂1 = ‖n1/2Q̂1M̂Q̂2‖2F = ‖n1/2 vec(Q̂1M̂Q̂2)‖2.
By the Delta method and because H0 is realized, we can apply convergence results about
eigenprojectors to both matrices M̂T M̂ and M̂M̂T to obtain the
√
n-convergence for Q̂1
and Q̂2. Then we write
n1/2Q̂1M̂Q̂2 = n
1/2Q̂1(M̂ −M)Q̂2 + n1/2(Q̂1 −Q1)M(Q̂2 −Q2)
= n1/2Q1(M̂ −M)Q2 +OP(n−1/2),
which suﬃces to obtained the ﬁrst statement of the theorem. For the second statement, the
symmetric matrix (Q2⊗Q1)Γ(Q2⊗Q1) is estimated consistently by (Q̂2⊗ Q̂1)Γ̂(Q̂2⊗ Q̂1)
and so are its eigenvalues.
Proof of Proposition 3.12
We can notice that
√
nQ̂1M̂Q̂2 has the same asymptotic law than
√
nQ1(M̂ −M)Q2
whose asymptotic variance is consistently estimated by [(Q̂2 ⊗ Q̂1)Γ̂(Q̂2 ⊗ Q̂1)]+ (see the
proof of Proposition 3.9).
124 Chapter 3 Bootstrap testing of the rank of a matrix
Proof of Proposition 3.18
Recall that K̂i = (Xi−X)(Ψi−Ψ),K∗i = wi(K̂i−K̂) and deﬁne Ki = (Xi−E[X])(Ψi−
E[Ψ]). First note that, by Slutsky’s theorem,
√
n K∗ has the same asymptotic law than
n−1/2
∑n
i=1wi(K̂i − E[K]). Then we can develop
n−1/2
n∑
i=1
wi(K̂i − E[K])
= n−1/2
n∑
i=1
wi((Xi − E[X])(Ψi −Ψ)T − E[K]) + (E[X]−X)n−1/2
n∑
i=1
wi(Ψi −Ψ)T
= n−1/2
n∑
i=1
wi(Ki − E[K]) + n−1/2
n∑
i=1
wi(Xi − E[X])(E[Ψ]−Ψ)T
+ (E[X]−X)n−1/2
n∑
i=1
wi(Ψi −Ψ)T .
Checking a Lindeberg condition as bellow to ensure the weak convergence of n−1/2
∑n
i=1wi(Xi−
E[X]) and n−1/2
∑n
i=1wi(Ψi −Ψ)T , and using the Slutsky’s theorem we get conditionally
a.s.
n1/2 K∗ = n−1/2
n∑
i=1
wi(Ki − E[K]) +OP(n−1/2).
We can apply the multidimensional version of the Lindeberg’s central limit theorem (see
for instance [7], Corollary 18.2), provided that
1
n
n∑
i=1
E[‖V̂ −1/2wiξi‖21{‖V̂ −1/2wiξi‖>νn1/2}|P̂ ]
a.s.−→ 0,
where ξi = vec(Ki − E[K]) and V̂ = 1n
∑n
i=1(ξi − ξ)(ξi − ξ)T . The above convergence is a
consequence of the Lebesgue domination theorem which ensure that each term of the sum
goes to 0, afterwards we can conclude by the Cesaro’s Lemma. Thus we have proved that
conditionally a.s.
n−1/2V̂ −1/2
n∑
i=1
wiξi
d−→ N (0, I),
and it remains to note that V̂
a.s.→ V the variance of the limit in law of √n(Ĉ−C) provided
that K has a ﬁnite order 2 moment. For the second convergence, we note that conditionally
a.s.
V ∗ − V̂ = 1
n
n∑
i=1
(w2i − 1)ξiξTi + oP(1),
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then by noting vi a coordinate of ξiξTi we calculate
E
(n−1 n∑
i=1
(w2i − 1)vi
)2 = n−2E[(w2i − 1)2] n∑
i=1
v2i
which goes to 0 a.s. provided that K has a ﬁnite order 4 moment. We conclude by using
the Markov inequality to get that V ∗ P→ V̂ conditionally a.s..
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Chapter 4
Semiparametric estimation of the
central mean subspace
Abstract : In this chapter, we consider the multiple index model
Y = g0(β
TX) + σ(X)e,
where X ∈ Rp, Y ∈ R and β ∈ Rp×d0 . Our main purpose is the estimation of the space
span(β). In 2001, the authors Hristache, Juditsky, Polzehl and Spokoiny studied an esti-
mator of the quantity E[∇g(X)ψ(X)], which belongs to the index space, where g = g0◦βT ,
ψ : Rp → R. More precisely, they used a local linear estimator to estimate the function
∇g and they showed the √n consistency whenever d0 < 4. Another related work is [53]
where the authors Härdle and Stoker (1989) proposed to estimate the same quantity using
an integration by part. The
√
n consistency is achieved provided that the density of the
predictors is estimated with a high order kernels. Nevertheless their method estimates β
only when the index space has dimension 1. In this work, we follow the second approach,
by estimating the vector
E
[
Y∇ψ(X)
f(X)
]
,
where f is the density of X. The latter quantity is equal to E[∇g(X)ψ(X)] and so lies
in the index space under mild conditions. The estimation is done using a kernel estimate
for the density f . Considering diﬀerent functions Ψ, we show the
√
n consistency of the
associated method whatever the value of the dimension d0.
Key words : Dimension reduction ; Multiple index model ; Kernel estimation.
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4.1 Introduction
Let (X1, Y1), · · · , (Xn, Yn) be a i.i.d. sequence of random variables generated from the
model
Yi = g(Xi) + σ(Xi)ei, (4.1)
where Xi ∈ Rp, Yi ∈ R, ei ⊥ Xi, σ : Rp → R and g : Rp → R is called the link function.
The functions σ and g are unknown and p > 1, d0 ≥ 1 (to avoid trivial cases). The multiple
index model (MIM) speciﬁes the link function as
g(x) = g0(β
Tx) for every x ∈ Rp, (4.2)
where β ∈ Rp×d. Under the model (4.1), such a β always exists, but is not necessarily
unique. One prefers to deﬁne the index space, noted Em as the space with minimal di-
mension generated by one β that veriﬁes (4.2). Under some conditions, essentially X1 has
a density [70], Em = span(β) is unique, it is called the index space and the term index
denotes any of its basis. Form now, we assume that Em is unique.
One of the most popular approach to estimate Em is called inverse regression [66] and
is based on the estimation of the function E[X1|Y1 = ·]. This approach usually assumes the
linearity condition which is a strong restriction on the law of the explanatory variables 1.
This kind of approach has been studied in the chapters 1 and 2. In this work, we are
interested in a diﬀerent approach that does not rely on the linearity condition.
This work studies a semiparametric procedure whose ﬁrst step is the estimation of the
density of the vector X1. In a second step, our procedure derives an estimator of the index
space. More precisely a kernel smoothing is employed to estimate the density of X, then
this one is used to construct an estimator of Em. Typically, such an approach is rather
diﬀerent from the one mentioned before because it is free from strong assumptions on X1
and only requires regularity conditions on f . The main issue raised by this approach relates
to the rates of convergence of the estimated index space. Indeed, it is well known that non-
parametric curve estimation provides slower rates of convergence than the parametric rates
usually in
√
n. As a result, the challenge is to achieve the
√
n-consistency while estimating
the index space without making strong assumption on X, as the linearity condition.
Several approaches have been proposed in order to estimate Em non-parametrically.
One of them is called the semiparametric M-estimation. Roughly speaking, this approach
consists in reproducing classical M-estimation theory with the diﬀerence that the link
function is estimated nonparametrically. One can see [59] for the original work. We also
refer to work of Delecroix, Hristache and Patilea in 2003 [30] for some extensions. Both
estimators introduced in these articles achieve the asymptotic normality with the rate root
n. This approach suﬀers from an underlying optimisation problem which is often diﬃcult
to solve because of the non-convexity of the estimated link function.
1. Essentially, if the density of X1 depends only on the radius, i.e. has a spherical distribution, then
the linearity condition is satisfied.
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Another approach focus on the gradient of the regression curve 2. Under (4.2), we have
∇g(x) ∈ Em. In [56], the authors proposed to estimate the average of ∇g. For instance, in
the case d = 1, their ﬁrst estimator is given by
n−1
n∑
i=1
∇̂g(Xi),
where ∇̂g is derived from an estimation of g by a local linear estimator (see [39] for some
details). Under the ﬁxed-design assumption, they show that the later estimator converges
slowly, with rates less than
√
n. The original idea of their work is to use model (4.2) to
provide an adaptive procedure. More precisely, a second estimator is deﬁned as the ﬁrst
one, but the window of the second procedure, instead of being spherical, is now elliptical
with minor axe which is equal to the ﬁrst estimated direction. As a result, the second
estimate uses informations provided by the ﬁrst one to stretch the window in the interesting
direction, i.e. the direction where g varies. This procedure is iterated until the convergence
is achieved. They showed that the ﬁnal estimator recovers the
√
n consistency when the
dimension of Em does not exceed 3. Based on a similar idea, Dalalyan, Juditsky and
Spokoiny in 2008 improved the algorithm by changing the way of extracting the basis of
the index [27]. They demonstrated the
√
n consistency even when d = 4.
There exists another way to infer about the derivatives of the regression. This one is
based on the following formula which linked the average derivatives of g to a more simple
covariance calculation. By an integration by part, we have
β = E[∇g(X1)] = E[Y1l(X1)], (4.3)
with l(X1) = ∇f(X1)/f(X1), provided regularity condition, in particular, f needs to
vanish on its boundary. In the context of MIM, this formula was ﬁrst employed by Stoker
in 1986, but in the framework of a density that belongs to a parametric family [74]. The
authors Härdle and Stoker in 1989 proposed the method Average Derivative Estimation
(ADE) which estimates the index space when the density is unknown [53] (see also [71] for
a similar approach). Their estimator is the empirical version of the right hand side term
of (4.3), and is given by
β̂ = n−1
n∑
i=1
Yi l̂(Xi)Ii (4.4)
with Ii = 1{f̂(Xi)>b}, l̂(Xi) =
∇f̂(Xi)
f̂(Xi)
and
f̂(x) = (nhp)−1
n∑
j=1
K(h−1(Xj − x)),
2. This approach is often refereed as average derivative based method but also as outer product of
gradient.
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K : Rp → R is a symmetric kernel. The terms Ii’s are called the trimming terms and
are required to provide the consistency of the estimator. For some conﬁgurations of the
parameters b, h and K, under regularity conditions on f , essentially that its r > p ﬁrst
derivatives exist and are bounded, and also moment conditions, the authors showed that√
n(β̂−β) converges to a Gaussian vector. The main point here is that we keep parametric
rates while the function f is pointwise estimated with slower rates. Nevertheless ADE
targets only one vector in Em so that it only works in the case of the single index model,
i.e. when dim(Em) = 1. Generalizing the later approach, Zeng and Zhu in 2010 proposed
an integral method that estimates Em with parametric rates whatever the dimension [84].
We will refer to gADE. They introduce the kernel W : Rp × Rp → R by considering the
space
span (E[∇g(X1)W (X1, t)], t ∈ Rp) ,
they show that ifW (x, t) = H(x−t), with H > 0 on a set with positive Lebesgue measure,
then the previous space is equal to Em. Regarding the estimation, in the same spirit as
(4.3), one can note that
βt = E[∇g(X1)W (X1, t)] = −E[Y1lt(X1)],
with lt(x) = ∇xW (x, t) +W (x, t)l(x), then following (4.4), the authors deﬁned the esti-
mator
β̂t = n
−1
n∑
i=1
Yi l̂t(Xi)Ii,
with l̂t(x) = ∇xW (x, t)+W (x, t)l̂(x). As a corollary of Theorem 3.1 in [53], one could show
that
√
n(β̂t − βt) has a limit in law for each t. Nevertheless this does not provide results
about the estimation of the space Em. To get this, the autors make an eigendecomposition
of the matrix ∫
Rp
β̂tβ̂
T
t dt = n
−2
n∑
i,j
YiYjL(Xi, Xj)IiIj , (4.5)
where L : Rp × Rp 7→ Rp×p can be derived straightforwardly by some calculus. The ex-
pression above is quite important since it permits to avoid proving weak convergence in
functional spaces. Indeed, the underlying proof relies on U-statistic theory and more pre-
cisely on the asymptotic equivalence between a U-statistic and its projection (see [73]).
Generalizing the proof of [84], the authors demonstrated that M
β̂
is asymptotically nor-
mal.
Compared to the adaptive approach describes latter ([56] and [27]), even if ADE or
gADE requires more regularity condition on the density f , the root n consistency holds
whatever the dimension d0.
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In this work, we study the behavior of the estimator
η̂t = n
−1
n∑
i=1
YiΨ(Xi, t)
f̂(Xi)
, (4.6)
where Ψ : Rp+m → Rp is a function with support Q × T such that Q is a bounded
convex subset of Rp and T = [0, 1]m. Under some conditions, the probabilistic limit
of η̂t is
ηt =
∫
g(x)Ψ(x, t)dx =
∫
∇g(x)ψ(x, t)dx,
with ∇xψ(x, t) = Ψ(x, t), and clearly, ηt lies in Em for each t. Typically, the function
ψ will be chosen to recover the whole space Em when t varies, as a result, it is suitable
to assume that t is living in a multi-dimensional space. For instance, a natural choice
for ψ is the Gaussian kernel deﬁned by ψ(x, t) = exp(−(x− t)TΣ−1t (x− t)).
We will assume that f is separated from 0 on Q. This assumption is needed to control
the denominator f̂(Xi) in (4.6) and in order to obtain some convergence properties. Theo-
retically, this is a simpler approach than the method called trimming used in [53] and [84].
This is made possible thanks to the ﬂexibility in the choice of Ψ. Moreover, contrary to
both previous references, we no longer need to estimate ∇f .
In the following, we study the asymptotic of the random element
Ĝ(t) =
√
n(η̂t − ηt).
either for each t, or in the space C(T ) of continuous functions on T . In both cases, we will
consider the decomposition
Ĝ(t) = Ŝ(t) + R̂(t), (4.7)
where
R̂(t) = n−1/2
(
n∑
i=1
g(Xi)Ψ(Xi, t)
f̂(Xi)
−
∫
g(x)Ψ(x, t)dx
)
Ŝ(t) = n−1/2
n∑
i=1
σ(Xi)Ψ(Xi, t)
f̂(Xi)
ei.
The sketch of the chapter is as follows. As a ﬁrst step, we study the asymptotic behavior of
R̂(t) for each t. This is of particular interest because it deals with integral approximation.
Considering (4.7), the tools we develop in the proof are diﬀerent from the study in [53] or
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[84]. They are related to the work of Vial in 2003 [78] and make full use of the model (4.1).
Such considerations permit to describe a new procedure for integral estimation. This is
addressed in section 4.2. In section 4.3, we provide the asymptotic normality of η̂t for each
t. In section 4.4, following the gADE method, equation (4.5), we study the asymptotic of
the transformation
M̂ =
∫
T
η̂tη̂
T
t dt whose limit is M =
∫
T
ηtη
T
t dt. (4.8)
In particular we provide conditions such that span(M) = Em and we obtain the root
n consistency under mild assumptions. The convergence in the space C(T ) is studied in
section 4.5. In the last two sections, we should use some results presented in two ﬁrst
sections.
4.2 Integral approximation by kernel smoothing
As we have already mentioned in the introduction, the index coeﬃcient β can be esti-
mated at parametric rates without the knowledge of the regression function f . This occurs
for ADE type methods as [53], [71], [84], [56], [27] but also in others such as [59], [30]. It
is somewhat intriguing since the classical nonparametric estimators of f are not pointwise
root n consistent. As a result, the quantity β̂t converges quickly than each of the terms of
its sum. The reason of this speed-up is that by averaging once again, we naturally obtain
some U-statistics, which are known to converge at faster rates than
√
n. In this section
we show that this can be used to speed up classical rates in integral approximation by
monte-carlo procedure.
We are interested in the behavior of the random variable
n−1/2
(
n∑
i=1
ϕ(Xi)
f̂(Xi)
−
∫
ϕ(x)dx
)
,
where ϕ : Rp → R is Hölder on its bounded convex support Q. Note that if we replace f̂
by the true density, then it converges in law to a Gaussian variable. Our point here is that
under some mild assumptions on ϕ, this random variable goes to 0 in probability.
We introduce the following assumptions. The assumptions denoting A will be used in
section 4.3, 4.4, and 4.5 for dimension reduction. The assumptions denoting B are related
to integral approximation and are only used in this section.
(B1) The function ϕ is α-Hölder on Rp with compact support 3 Q, 0 < α ≤ 1.
(A1) The variable X1 has a density f on Rp such that its r-th ﬁrst order derivatives are
bounded.
3. This assumption can be weakened by considering ϕ as a Hölder function on a bounded convex support
(see the remark stated after Lemma 4.B). Nevertheless, this induces slower rates of convergence and for
this reason, we do not deal with such function in the following.
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(A2) For every x ∈ Q, f(x) ≥ b > 0.
(A3) The kernelK is bounded and symmetric. Moreover, we haveK(x1, · · · , xp) = Πpk=1K1(xk)
with ∫
R
K1(x)dx = 1, ∀k = 1, · · · , r − 1
∫
R
|x|kK1(x)dx = 0,∫
R
|x|rK1(x)dx < +∞,
where r is called the order of the Kernel. Moreover 4 for every x ∈ Rp, K(x) ≤
C1 exp(−C2‖x‖) for some constants C1 and C2.
(A4) The window (h)n∈N is a sequence going to 0 such that n1/2hr → 0, n1/2hp → +∞.
The following Lemma has an important place in our dimension reduction approach.
Indeed it will be useful to derive the convergence in law of Ĝ(t), either for each t or in the
space C(T ).
Lemma 4.1. Assume that (A1-A4) and (B1) hold, we have
R̂ = n−1/2
(
n∑
i=1
ϕ(Xi)
f̂(Xi)
−
∫
ϕ(x)dx
)
= OP
(
hα + n1/2hr + n−1/2h−p
)
.
Moreover, for q ≥ 2 we have∥∥∥∥∥R̂− n−1/2
n∑
i=1
ϕ(Xi)(f(Xi)− f̂(Xi))2
f(Xi)2f̂(Xi)
∥∥∥∥∥
q
≤ C‖ϕ(X1)‖q[ϕ]
(
hα + n1/2hr + n−1/2h−p
)
,
where [ϕ] stands for the Hölder’s constant and C depends only on f and K.
Proof. Let φ1(Xi) =
ϕ(Xi)
f(Xi)
, φ2(Xi) =
ϕ(Xi)
f(Xi)2
and for any function f : Rp → R, deﬁne
fh = f ∗ h−pK
(
h−1(·)). We ﬁrst use a decomposition provided in [78], Section 7.2. We
have
1
f̂(Xi)
=
2
f(Xi)
− f̂(Xi)
f(Xi)2
+
(f(Xi)− f̂(Xi))2
f̂(Xi)f(Xi)2
,
one can see that
R̂ = R̂1 − R̂2 + R̂3, (4.9)
4. This additional condition is needed to have a control on the denominator of the estimator, more
precisely to obtain that (infx∈Q f̂(x))−1 = OP(1). This condition is satisfied if the kernel has a compact
support or if the kernel is Gaussian.
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with
R̂1 = n
−1/2
n∑
i=1
{φ1(Xi)− φ1,h(Xi)}+ {φ2(Xi)(f(Xi)− fh(Xi))}
+ E[φ2(Xi)(fh(Xi)− f(Xi))]
R̂2 = n
−1/2
n∑
i=1
φ2(Xi)f̂(Xi)− φ1,h(Xi)− φ2(Xi)fh(Xi) + E[φ2(Xi)fh(Xi)]
R̂3 = n
−1/2
n∑
i=1
φ2(Xi)
(f(Xi)− f̂(Xi))2
f̂(Xi)
.
The term R̂1 − R̂2 is often called the linearization term (see for instance [53]). Let q ≥ 2,
we have∥∥∥∥∥R̂− n−1/2
n∑
i=1
ϕ(Xi)(f(Xi)− f̂(Xi))2
f(Xi)2f̂(Xi)
∥∥∥∥∥
q
= ‖R̂1 − R̂2‖q ≤ ‖R̂1‖q + ‖R̂2‖q. (4.10)
The rest of the proof consists in providing upper bounds for each term ‖R̂l‖q, l = 1, 2.
This should lead to the second statement of the proposition. Then by (4.9), what remains
to be obtained is the rate of convergence to 0 in probability of R̂3. The case l = 1 deals
with classical regularization theorems, l = 2 needs results on the convergence of degenerate
U-statistics and l = 3 uses classical tools of kernel estimation.
• Proof for ‖R̂1‖q ≤ C‖ϕ(X)‖q[ϕ](hα+n1/2hr) : For the left-hand side term in R̂1, we
use Lemma 4.B to provide that its behavior is in hα + n1/2hr (since ϕ is α-Hölder on Q,
the function ϕf is also α-Hölder on Q). For the middle term, deﬁning δi = φ2(Xi)(f(Xi)−
fh(Xi)), we have ∥∥∥∥∥
n∑
i=1
δi
∥∥∥∥∥
q
≤
∥∥∥∥∥
n∑
i=1
δi − E[δ1]
∥∥∥∥∥
q
+ n|E[δ1]|,
and by the Rosenthal’s inequality 5, we get∥∥∥∥∥n−1/2
n∑
i=1
δi
∥∥∥∥∥
q
≤ C ′‖δ1‖q + n1/2|E[δ1]|.
Clearly, we have
|E[δ1]| ≤
∫
Q
|ϕ(x)|
f(x)
|fh(x)− f(x)|dx ≤ Chr
∫
Q
|ϕ(x)|dx,
5. For a martingale (Si,Fi)i∈N and 2 ≤ p < +∞, we have E[|Sn|p] ≤ C{E[(
∑n
i=1 E[X
2
i |Fi−1])
p/2] +∑n
i=1 E|Xi|
p}, where Xi = Si − Si−1 (see for instance [47], p. 23-24).
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and similarly
‖δ1‖q ≤ Chr
(∫
Q
|ϕ(x)|q
f(x)2q−1
dx
)1/q
.
The last term of R̂1 is not random and has been treated two equations above.
• Proof for ‖R̂2‖q ≤ C‖ϕ(X)‖q
(
n
− 3q−4
2q h−p
)
: We introduce the linear operator H
deﬁned by 6
H(Φ)(x1, x2) = Φ(x1, x2)− E[Φ(X1, X2)|X2 = x2]− E[Φ(X1, X2)|X1 = x1]
+ E[Φ(X1, X2)],
and we deﬁne the function
Φh(x1, x2) = φ2(x1)h
−pK
(
x1 − x2
h
)
.
By a quick calculation, we get
H(Φh)(x1, x2) = Φh(x1, x2)− φ1,h(x1)− φ2(x2)fh(x2) + E[φ2(X1)fh(X1)],
and then we have
R̂2 = n
−3/2
n∑
i,j
H(Φh)(Xi, Xj)
= n−3/2
n∑
i 6=j
H(Φh)(Xi, Xj) + n
−3/2
n∑
i=1
H(Φh)(Xi, Xi)
= Û + D̂, (4.11)
with Û = n−3/2
∑
i 6=j uij and D̂ = n
−3/2∑n
i=1 di. It is easy to verify that Û is a completely
degenerate U-statistic, that is
E[uij |Xi] = E[uij |Xj ] = 0 for i 6= j.
Consequently, we can use proposition (2.4") p.11 of [46] (with a decoupling inequality, for
instance the one stated in Theorem 3.1.1 of [29]) implies that
E[Û q] ≤ n−3q/2Cn(n− 1)E[|u12|q],
where C does not depend on φ.Using Minkowski and Jensen inequalities, we get
‖u12‖q = ‖H(Φ1)(X1, X2)‖q ≤ 4‖Φh(X1, X2)‖q. (4.12)
6. Note that H(Ψ) is a classical term in the Hoeffding decomposition used for example in [73] page 178.
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Deﬁning vK =
∫
Rp
|K(u)|qdu, which exists because of (3) we compute
‖Φh(X1, X2)‖qq = h−qp
∫
|φ2(x)|q|K(h−1(x− y))|qf(x)f(y)dx dy
≤ h−p(q−1)
∫
|φ2(x)|qf(x)
∫
|K(u)|qf(x− hu)dudx
≤ h−p(q−1)vK‖φ2(X1)‖qq.
Using (4.12), we have shown that
‖Û‖2 = O(n−3/2n2/qh−p(q−1)/q) = O(n(−3q+4)/2qh−p). (4.13)
It remains to obtain the rates for ‖D̂‖. By Minkowski and Jensen inequality, we get 7
‖D̂‖q ≤ n−1/2‖H(Φh)(X1, X1)‖q
≤ n−1/2(‖φ2(X1)h−p‖q + 3‖Φh(X1, X2)‖q)
= n−1/2h−p‖φ2(X1)‖q +O(n−1/2h−p(q−1)/q), (4.14)
Finally, putting together (4.11), (4.13), (4.14), we obtain that
‖R̂2‖q ≤ C‖φ2(X1)‖q
(
n−1/2h−p
)
.
• Proof for R̂3 = O
(
n−1/2h−p + n1/2h2r
)
: Firstly, we show that for n large enough,
inf
x∈Q
f̂(x) > b/2, (4.15)
with high probability. We have, since f > b on Q,
P( inf
x∈Q
f̂(x) < b/2) = P(sup
x∈Q
|f̂(x)− f(x)| > b/2),
where the last term is going to 0 by [31], Theorem 1. Now, since
|R̂3| ≤ (b2 inf
x∈Q
f̂(x))−1 n−1/2
n∑
i=1
|ϕ(Xi)|(f(Xi)− f̂(Xi))2,
we can show the convergence in probability of the right-hand side term. We remark that
(Xi, f̂(Xi)) is identically distributed and also that f̂(X1) = (nhp)−1(1+
∑
j 6=1K(h
−1(X1−
7. This result clearly argues for the use of the leave-one-out estimate for the density, it seems to improve
the rate of convergence because the diagonal term of the sum D̂ is no longer here.
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Xj)), then deﬁning f˜(x) = (nhp)−1(1 +
∑
j 6=1K(h
−1(x−Xj)), we get
E[n−1/2
n∑
i=1
|ϕ(Xi)|(f(Xi)− f̂(Xi))2] = n1/2E[|ϕ(X1)|(f(X1)− f̂(X1))2]
= n1/2
∫
Q
|ϕ(x)|E[(f(x)− f˜(x))2]f(x)dx
≤ 2n1/2
∫
Q
|ϕ(x)|(E[(f(x)− f̂(x))2] + E[(f˜(x)− f̂(x))2])f(x)dx
≤ 2n1/2{C1
(
(nhp)−1 + h2r
) ∫
Q
|ϕ(x)|f(x)dx+ C2(nhp)−2}, (4.16)
where the last inequality uses a classical result on the convergence of the MSE in kernel
estimation provided that
∫
Q |ϕ(x)|f(x)dx is ﬁnite. As a consequence we have shown that(
1
n1/2hp
+ n1/2h2r
)−1
|R̂3| ≤ TnZn, (4.17)
with Tn bounded in L2 and P(Zn < 2b3 )→ 1.
4.3 Pointwise convergence
In the following proposition we obtain the convergence of the vector Ĝ(t) for each t.
We introduce some assumptions on the regression model.
(A5) The function g is Hölder.
(A6) The integral
∫
Q σ(x)
2f(x)dx is ﬁnite.
(A7) The function x 7→ Ψ(x, t) is Hölder on Rp with compact support Q.
Proposition 4.2. Assume that (A1-A7) hold, we have
n1/2(η̂t − ηt) d−→ N (0,Σ1).
where Σ1 is the variance of the random vector Z1 =
Y1−g(X1)
f(X1)
Ψ(X1, t).
Proof. In the proof, since t does not intervene, we put Ψ0(x) = Ψ(x, t) for every x ∈ Rp.
By decomposition (4.7), we are interested in the asymptotic law of the vector
n−1/2
n∑
i=1
σ(Xi)Ψ0(Xi)
f̂(Xi)
ei + n
−1/2
(
n∑
i=1
g(Xi)Ψ0(Xi)
f̂(Xi)
−
∫
g(x)Ψ0(x)dx
)
,
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where by Lemma 4.1, the right hand-side term goes to 0 in probability. For the other term,
we use the decomposition Ŝ1 + Ŝ2, with
Ŝ1 = n
−1/2
n∑
i=1
s(Xi)
f(Xi)
ei and Ŝ2 = n
−1/2
n∑
i=1
s(Xi)(f(Xi)− f̂(Xi))
f̂(Xi)f(Xi)
ei. (4.18)
where s(x) = σ(x)Ψ0(x). We deﬁne F as the σ-ﬁeld generated by the set of random
variables {X1, X2, · · · }. We get
E[Ŝ22 |F ] = n−1
n∑
i=1
s(Xi)
2(f(Xi)− f̂(Xi))2
f̂(Xi)2f(Xi)2
,
then, one has
E[Ŝ22 |F ] ≤ (b2 inf
x∈Q
f̂(x)2)−1n−1
n∑
i=1
s(Xi)
2(f(Xi)− f̂(Xi))2.
For the term on the left, we have a similar result as (4.15), that is with high probability it
is bounded by b/2. For the right hand-side term, one can follow (4.16) to obtain that
n−1
n∑
i=1
s(Xi)
2(f(Xi)− f̂(Xi))2 P−→ 0, (4.19)
provided that
∫
Q σ(x)
2f(x)dx is ﬁnite. Therefore, we have shown that E[Ŝ22 |F ] → 0 in
probability. Since for any ǫ > 0, P(|Ŝ2| > ǫ|F) ≤ ǫ−2E[Ŝ22 |F ], it remains to note that the
sequence P(|Ŝ2| > ǫ|F) is uniformly integrable to apply the Lebesgue domination theorem
to get
P(Ŝ2 > ǫ) −→ 0.
To conclude, we apply the CLT to Ŝ1 to obtain the statement.
The previous Lemma provides vectors in the space Em but this is not enough to estimate
this subspace since we have not speciﬁed how to obtain an estimated basis of Em. This is
the topic of the following section.
4.4 Estimation of the index space
4.4.1 Asymptotic normality of the estimator M̂
In this section we obtain the asymptotic normality of M̂ deﬁned in (4.8). We need the
following assumption.
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(A7’) The function Ψ : Rp+m → Rp is continuous and x 7→ Ψ(x, t) is Hölder on Rp with
bounded convex support Qt, uniformly in t and x 8. Moreover Q = ∪tQt is a compact
set.
We also recall some deﬁnition
M̂ =
∫
T
η̂tη̂
T
t dt, M =
∫
T
ηtη
T
t dt.
Theorem 4.3. Assume that (A1-A6) and (A7’) hold, we have
√
n(M̂ −M) d−→ N (0,Σ2),
where Σ2 is the variance of the random variable Z2 + Z
T
2 with
Z2 =
Y1 − g(X1)
f(X1)
∫
T
Ψ(X1, t)η
T
t dt.
Proof. The proof is based on the following decomposition
n1/2(M̂ −M) = M̂1 + M̂T1 + M̂2,
with
M̂1 =
√
n
∫
T
(η̂t − ηt)ηTt dt and M̂2 =
√
n
∫
T
(η̂t − ηt)(η̂t − ηt)Tdt.
One has
M̂1 = n
−1/2
(
n∑
i=1
YiΨ˜(Xi)
f̂(Xi)
−
∫
g(x)Ψ˜(x)dx
)
,
with Ψ˜(x) =
∫
T Ψ(x, t)η
T
t dt. Now we can apply Proposition 4.2 with
∫
T ηtη
T
t dt and Ψ˜ in
place of ηt and Ψ(·, t) to obtain that M̂1 + M̂T1 converges in law to the distribution that
is expressed in the statement. For that, we just have to notice that the support of Ψ˜ is
included in Q which is a compact, and also that for any (x, y) ∈ Q2, one has
‖Ψ˜(x)− Ψ˜(y)‖∞ ≤
∫
T
‖ηt‖‖Ψ(x, t)−Ψ(y, t)‖dt ≤ C‖x− y‖α,
where α stands for the Hölder’s regularity of the function x 7→ Ψ(x, t). Now what remains
to be shown is that M̂2 goes to 0 in probability. One has
‖M̂2‖∞ ≤ n−1/2
∫
T
‖n1/2(η̂t − ηt)‖2dt.
8. This assumption is required to get the second proposition in Lemma 4.1, but especially that the
constant denoted by C does not depend on t. The next theorem is also true if x 7→ Ψ(x, t) is Hölder on its
support but this involves some technicalities dealing with the supports Qt in the bound of Lemma 4.B.
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Following (4.7), we write n1/2(η̂t − ηt) = R̂(t) + Ŝ(t) with
R̂(t) = n−1/2
(
n∑
i=1
ϕt(Xi)
f̂(Xi)
−
∫
ϕt(x)dx
)
and Ŝ(t) = n−1/2
n∑
i=1
st(Xi)
f̂(Xi)
ei, (4.20)
where ϕt(x) = g(x)Ψ(x, t) and st(x) = σ(x)Ψ(x, t). Then, using the same decomposition
as in (4.9) and (4.18), one has
‖n1/2(η̂t − ηt)‖ ≤ ‖R̂(t)− R̂3(t)‖+ ‖R̂3(t)‖+ ‖Ŝ(t)‖
≤ ‖R̂(t)− R̂3(t)‖+ ‖Ŝ1(t)‖+ ‖R̂3(t)‖+ ‖Ŝ2(t)‖,
with
R̂3(t) = n
−1/2
n∑
i=1
ϕt(Xi)(f(Xi)− f̂(Xi))2
f(Xi)2f̂(Xi)
, Ŝ1(t) = n
−1/2
n∑
i=1
st(Xi)
f(Xi)
ei, (4.21)
Ŝ2(t) = n
−1/2
n∑
i=1
st(Xi)(f(Xi)− f̂(Xi))
f̂(Xi)f(Xi)
ei, (4.22)
and clearly
‖M̂2‖∞ ≤ n−1/2C
∫
‖R̂(t)− R̂3(t)‖2 + ‖Ŝ1(t)‖2 + ‖Ŝ2(t)‖2 + ‖R̂3(t)‖2dt.
In the following, we provide the convergence in probability of each term in the above
equation. Firstly, by taking the expectation and applying the second assertion of Lemma
4.1 with q = 2, we have that the ﬁrst one is going to 0 provided that
∫
T ‖ϕt(X1)‖2dt is
ﬁnite. For the second term, by a quick calculation, we have∫
T
E[‖Ŝ1(t)‖2]dt =
∫
Q×T
‖st(x)‖2
f(x)
dtdx.
For the last remaining terms with R̂3(t) and Ŝ2(t), we follow the same approach as for the
terms R̂3 and Ŝ2 in the proof of the Lemma 4.1 and Proposition 4.2. For the term with
Ŝ2(t), let ǫ > 0 and write
P(
∫
‖Ŝ2(t)‖2dt > ǫ|F) ≤ ǫ−1E[
∫
‖Ŝ2(t)‖2dt|F ]
≤ ǫ−1(b2 inf
x∈Q
f̂(x)2)−1n−1
n∑
i=1
∫
‖st(Xi)‖2dt(f(Xi)− f̂(Xi))2,
which is going to 0 in probability by (4.19) provided that
∫
Q×T ‖Ψ(x, t)‖2 σ(x)2f(x)dxdt is
ﬁnite. Then one can apply the Lebesgue domination theorem to obtain that P(
∫ ‖Ŝ2(t)‖2dt >
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ǫ)→ 0. For the term with R̂3(t), using the Minkowski inequality, we have
(
∫
T
‖R̂3(t)‖2dt
)1/2
≤ n−1/2
n∑
i=1
(∫
T ‖ϕt(Xi)‖2dt
)1/2
(f̂(Xi)− f(Xi))2
f(Xi)2f̂(Xi)
≤ (b2 inf
x∈Q
f̂(x))−1n−1/2
n∑
i=1
(∫
T
‖ϕt(Xi)‖2dt
)1/2
(f̂(Xi)− f(Xi))2.
By (4.17) we obtain the convergence in probability of the above term to 0 provided that
the quantity
∫
Q ‖Ψ(x, t)‖2|g(x)|f(x)dx is ﬁnite.
4.4.2 Exhaustivity of the estimation of the space Em
The previous section was dedicated to the asymptotics of the random matrix M̂ . In
particular we showed that it converges to M at the rate
√
n. A key issue is now to know
whether the matrix M spanned Em. This problem is raised in this section by ﬁrst consi-
dering the vector ηt = E[Y1∇xψ(X1, t)], with ∇xψ(x, t) = Ψ(x, t). By an integration by
parts, under some regularity conditions, we have ηt ∈ Em for each t. This is the topic of
the following lemma.
Lemma 4.4. Assume that Q is a bounded convex set and ψ and g are continuously diffe-
rentiable on Q with ψ(x) = 0 if x /∈ Q˚, then
E
[
Y1∇ψ(X1)
f(X1)
]
= −E
[∇g(X1)ψ(X1)
f(X1)
]
.
Proof. We make the proof for the ﬁrst coordinate since the others can be treated similarly.
The diﬀerence between both sides of the statement is∫
Q
g(x)∂x1ψ(x) + ∂x1g(x)ψ(x)dx =
∫
Q
∂x1(gψ)(x)dx.
By noting x = (x1, x˜) and using the Fubini’s theorem we get∫
Q
∂x1(gψ)(x)dx =
∫
Q˜
∫
Q(x˜)
∂x1(gψ)(x)dx1dx˜,
whereQ(x˜) is a bounded interval of the real line. Since ∂x1(gψ) is continuous and ψ vanishes
on the boundary of Q, we obtain the statement.
The previous Lemma gives us conditions for ηt to belongs to Em. Now it is natural to
wonder when does the family {ηt, t ∈ T} generates the whole space Em. Some conditions
on the family {ψ(·, t), t ∈ T} are given in the following lemma where the matrix M is
considered.
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Lemma 4.5. There exists a bounded convex set Q such that if each ψt meets the assump-
tions of Lemma 4.4 and if {ψ(·, t), t ∈ T} is a total family in the space of functions
{ψ : Rp → R : ∫Q ‖∇g(x)‖ψ(x)dx < +∞}, we have
span(M) = Em.
Proof. Firstly, we show that
span(∇g(x), x ∈ supp(X1)) = Em.
The sense “⊂” is trivial. For the other inclusion, assume that β1 ∈ Em with βT1 ∇g(x) = 0
for every x ∈ supp(X1) and let us show that this is impossible. We have g(x) = h(βTx)
with β = (β1, β˜) . Then for every x ∈ supp(X1), we have that βT1 ∇h(x) = 0 which implies
that ∂x1h(x) = 0. As a consequence h(β
Tx) = h(0, β˜Tx) and span(β˜) = Em which is
impossible because of the deﬁnition of the central mean subspace.
As a consequence, there exist some points (x1, · · · , xH) such that
span(∇g(x1), · · · ,∇g(xH)) = Em.
Let Q be a bounded convex subset containing the points (x1, · · · , xH). Now we can use
the fact that the family ψ is total (see Theorem 1.3 and its proof) to show that
span
(∫
Q
∇g(x)ψt(x)dx, t varies in a ﬁnite subset
)
= Em.
This implies the statement.
In Chapter 1 Remark 1.4, several examples of families that are total in some Lp spaces
are given. They include indicators, polynomials, and complex exponentials.
4.5 Convergence in the space C(T )
We have already studied the pointwise convergence of Ĝ(t) =
√
n(η̂t − ηt) and also an
integral transform. In this section, we focus on the convergence of the process Ĝ in the
space of continuous functions. Such a convergence can be used to derive the consistency of
the following Kolmogorov test. Given a vector γ, we test
H0 : γ ∈ E⊥m against γ /∈ E⊥m,
with the statistic
sup
t∈T
|γT Ĝ(t)|.
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We introduce the following norm, if G is a stochastic process on T ,
|||G|||q =
(∫
T
E[|Gt|q]dt
)1/q
,
and we will denote by (t1, · · · , tm) the coordinate of the variable t. We give other assump-
tions that are needed to obtain the convergence in the space C(T ).
(A6’) The function σ is continuous.
(A7”) The function Ψ : Rp+m → Rp is continuously diﬀerentiable on its compact support
Qt and x 7→ ∂tΨ(x, t) is Hölder uniformly on t and x. Moreover Q = ∪tQt is a
compact set and the quantity
∫
Q×T (∂tk∂tlΨ(x, t))
qdxdt is ﬁnite for k, l = 1, · · · ,m.
Theorem 4.6. Assume that (A1-A5), (A6’) and (A7”) hold, we have
Ĝ⇒ G,
where G is a Gaussian process with the same covariance function as the process
(Y1 − g(X1))2
f(X1)2
Ψ(X1, t).
Proof. We use the same notation as the ones introduced in (4.20), (4.21) and (4.22). The
proof is divided in two parts. Firstly, we use Lemma 4.1 to obtain that supT |R̂(t)| = oP(1).
Secondly, we study the weak limit of the process Ŝ.
• Proof for supT |R̂(t)| = oP(1). Applying the Sobolev’s inequality stated in Lemma
4.D, we have, for q > m,
E[sup
T
|R̂(t)− R̂3(t)|] ≤ C
(∣∣∣∣∣∣∣∣∣R̂1 − R̂2∣∣∣∣∣∣∣∣∣
q
+
m∑
k=1
∣∣∣∣∣∣∣∣∣∂tk(R̂1 − R̂2)∣∣∣∣∣∣∣∣∣
q
)
.
Then the rate of each term is obtained thanks to Lemma 4.1. For
∣∣∣∣∣∣∣∣∣R̂1 − R̂2∣∣∣∣∣∣∣∣∣
q
, since Ψ is
Lipschitz, we get ∫
T
‖R̂1(t)− R̂2(t)‖qqdt ≤ C ′(h+ n1/2hr + n−1/2h−p).
The terms with the derivatives can be treated similarly since x 7→ ∂tΨ(x, t) is Hölder uni-
formly in t. Therefore, we have showed that supT |R̂(t)− R̂3(t)| = oP(1). For the remaining
term, we have that
sup
T
|R̂3(t)| ≤ (b2 inf
x∈Q
f̂(x))−1n−1/2
n∑
i=1
sup
t∈T
{|φt(Xi)|}(f̂(Xi)− f(Xi))2,
144 Chapter 4 Semiparametric estimation of the central mean subspace
and then we use (4.17) to obtain the desired convergence, provided that
∫
Q supt∈T {|Ψ(x, t)|}|g(x)|f(x)dx
is ﬁnite.
• Proof for Ŝ ⇒ G. Firstly, we follow Proposition 4.2 to show that the process Ŝ1 has
the same limit as Ŝ = Ŝ1 + Ŝ2. Let ǫ > 0, we have
P(sup
T
|Ŝ2(t)| > ǫ|F) ≤ ǫ−1E[sup
T
|Ŝ2(t)| |F ]
≤ ǫ−1E
[(∫
T
|Ŝ2(t)|qdt
)1/q
+
m∑
k=1
(∫
T
|∂tk Ŝ2(t)|qdt
)1/q
|F
]
≤ ǫ−1
(∫
T
E
[
|Ŝ2(t)|q| F
]
dt
)1/q
+
m∑
k=1
(∫
T
E
[
|∂tk Ŝ2(t)|q| F
]
dt
)1/q
.
where each lines are consequences of the Markov, Sobolev stated in Lemma 4.D, and
Hölder inequalities, respectively. For the term on the left, one can notice that Ŝ2 is a
martingale with respect to the σ-ﬁeld Fn generated by {e1, · · · , en, X1, X2, · · · }. Deﬁning
µi = ϕt(Xi)(f(Xi)−f̂(Xi))(f(Xi)f̂(Xi))−1, and applying the Rosenthal’s inequality condi-
tionally to F (stated page 134 in a footnote), we obtain
E[|Ŝ2(t)|q |F ] = n−q/2E[|
n∑
i=1
µiei|q|F ]
≤ C
(
n−1
n∑
i=1
µ2i
)q/2
+ n−q/2E[|e1|q]
n∑
i=1
|µi|q.
Applying the Hölder’s inequality to the term on the left, we obtain
E[|Ŝ2(t)|q|F ] ≤ C(1 + E[|e1|q])n−1
n∑
i=1
|µi|q
≤ C(1 + E[|e1|q])(bq inf
x∈Q
f̂(x)q)−1n−1
n∑
i=1
ϕt(Xi)
q(f(Xi)− f̂(Xi))q.
Then following (4.16), we obtain the convergence in probability to 0 provided that the
quantity
∫
Q×T |σ(x)|q|Ψ(x, t)|qf(x)dxdt. As a consequence P(supT |Ŝ2(t)| > ǫ|F) → 0,
and we can apply the Lebesgue domination theorem to obtain the convergence to 0 of
P(supT |Ŝ2(t)| > ǫ). For the terms with the derivatives, we can follow the same path
provided that the quantity
∫
Q×T σ(x)
q(∂tkΨ(x, t))
qf(x)dxdt is ﬁnite.
The convergence of the ﬁnite dimensional laws of Ŝ1 to a center Gaussian law with the
covariance function claimed in the statement is a straightforward consequence of the CLT.
We conclude by showing the tightness of the process Ŝ1. Since we are working in the
space (C(T ), ‖ · ‖∞), by Theorem 7.3 in [8], the tightness is equivalent to the stochastic
equicontinuity. For any (u, v) ∈ T , by the mean value Theorem, there exists t ∈ T such
that
|Ŝ1(u)− Ŝ1(v)| = (u− v)T∇Ŝ1(t),
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then taking the supremum, we get
sup
|u−v|≤δ
|Ŝ1(u)− Ŝ1(v)| ≤ δ sup
T
|∇tŜ1(t)|,
which implies the equicontinuity provided that each supT |∂tk Ŝ1(t)| equals OP(1) for k =
1, · · · ,m. To show that, we use the Sobolev’s inequality of Lemma 4.D, to get
E[sup
T
|∂tk Ŝ1(t)|] ≤ C
(∣∣∣∣∣∣∣∣∣∂tk Ŝ1∣∣∣∣∣∣∣∣∣
q
+
m∑
l=1
∣∣∣∣∣∣∣∣∣∂tl∂tk Ŝ1∣∣∣∣∣∣∣∣∣
q
)
.
Then we have ∣∣∣∣∣∣∣∣∣∂tk Ŝ1∣∣∣∣∣∣∣∣∣
q
=
∫
Q×T
σ(x)q|(∂tkΨ(x, t))|q
f(x)q
f(x)dxdt∣∣∣∣∣∣∣∣∣∂tl∂tk Ŝ1∣∣∣∣∣∣∣∣∣
q
=
∫
Q×T
σ(x)q|(∂tk∂tlΨ(x, t))|q
f(x)q
f(x)dxdt.
Since (C(T ), ‖ ·‖∞) is complete and separable, tightness implies the weak convergence (see
[8]).
4.6 Implementation and simulation results
The asymptotic results we obtained previously deals with the matrix
M̂ =
∫
T
η̂tη̂
T
t dt with η̂t = n
−1
n∑
i=1
YiΨ(Xi, t)
f̂(Xi)
,
which is diﬃcult to compute in practice since we do not know the quantity
∫
T Ψ(Xi, t)Ψ(Xi, t)
Tdt
for any choice of Ψ. A natural way to proceed is to use a Monte-Carlo type procedure, i.e.
to approximate M̂ by the matrix N−1
∑N
i=1 η̂ui η̂
T
ui , where the sequence (ui) is randomly
drawn on the support of X1. Simulations have shown that the larger is the approximation
number N , the more accurate is the estimation. A convenient choice was (ui) = (Xi),
probably because it permits to focus on the area where the points are. As a result, our
method is as follows.
The method.
1. Compute M̂SP = n−1
∑n
i=1 η̂Xi η̂
T
Xi
.
2. Eigen decomposition of M̂SP. The d eigenvectors associated to the d largest eigenva-
lues form the estimated basis of Em.
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4.6.1 Parameter setting
Choice of the kernel K. Theoretical results provided by Theorem 4.3 require that
lim
n→+∞n
1/2hr = 0 and lim
n→+∞n
1/2hp = +∞.
If we put h = Cn−a, we obtain the condition 12r < a <
1
2p , in particular, the order of the
kernel r has to be larger than the dimension p. The balance between the variance term, in
n−1/2h−p, and the bias term, in n1/2hr, gives the choice Cn−
1
r+p for the window. In the
whole study we put h = 2n−
1
r+p with r = p+ 1.
To compute some high order kernels, we use a radial kernel given by
K(x) = K˜(‖x‖), (4.23)
where K˜ is a polynomial function that satisﬁes equation (C.6) in Appendix C page 160. We
also perform our method with other kernels such as product kernels of order r satisfying
equation (C.5) page 159, and the Epanechnikov kernel. It does not seem to have much
impact on the estimation. Besides, the use of a radial kernel provides a good heuristic for
the adaptive method developed in the next section.
Choice of the function Ψ. As highlighted by the theoretical study, it is better if Ψ is
Hölder on Rp. As a result we put
ψ(x, t) = ψ˜(h−10 ‖x− t‖) with ψ˜(z) = (1− z)2(z + 1)21{|z|<1},
and Ψ = ∇xψ. (4.24)
Note that the parameter h0 is not a traditional window that goes to 0 with n. It depends
on the discrepancy of the sample to ensure that the points xi such that f(Xi) ≃ 0 do
not aﬀect badly the estimation. Indeed, because of the denominator in η̂t, such points can
produce unusual large values of η̂t. In the whole study, we set h0 equal to the empirical
estimator of E[‖X − E[X]‖].
4.6.2 Simulation results
In the whole section, we consider regression models of the form Y = g(βTX)+ e where
e is normal. For each method that estimates Em = span(β) by Êm, we compute the error
with
dist(Em, Êm) = ‖P − P̂‖F ,
where P and P̂ are the orthogonal projectors on the spaces Em and Êm, respectively. In
each case, we evaluate the mean of this error over 100 random samples.
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Figure 4.1 – Plot of the data for Model I when σ = 0.2.
4.6.2.1 Comparison with the inverse regression methods
In this section, we compare our method with the inverse regression methods Sliced
inverse regression (SIR) [66] and Sliced average variance estimation (SAVE) [23]. As a
result, the distribution ofX will always verify the linearity condition and CCV. To highlight
the behavior of our method with respect to SIR, we ﬁrst focus on a family of regression
models that reﬂects linear and nonlinear situations. We consider the model
Model I : Y = τ sin(X(1)/τ) + σe,
where X = (X(1), . . . , X(6))
d
= N (0, I), e d= N (0, 1) and σ ∈ R. Our ﬁrst goal is to evaluate
the eﬀect of variations of the parameter τ . In Figure 4.1, we provide amongst others the
plot of the response versus the good variable X(1). As a result, in Figure 4.2, we provide
boxplots of the estimation error for τ varying between 0.5 and 1 and for two diﬀerent
values of σ, 0.2 and 0.4. In ﬁgure 4.3, we analyse the asymptotic behavior for τ = 0.6 and
σ = 0.4.
Figure 4.2 shows that the more there is nonlinearity in the model, the more the accuracy
of our method exceeds the accuracy of the SIR method. This remains true at any noise
level.
We also consider the following model
Model II : Y = cos
(π
2
(X(1) − µ)
)
+ 0.4e,
where X = (X(1), . . . , X(6))
d
= N (0, I), e d= N (0, 1) and µ ∈ R. The objective is to study
the behavior of the methods facing a link function with some symmetry. When µ = 0 the
function is even so that SIR does not work (because of the so called SIR pathology, see in
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Figure 4.2 – Boxplot over 100 samples of the estimation error of SIR and our method in
the case of Model I, when n = 150 and for diﬀerent values of τ and σ.
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Figure 4.3 – Boxplot over 100 samples of the estimation error of SIR and our method in
the case of Model I, when τ = 0.6, σ = 0.4, and for diﬀerent values of n.
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Figure 4.4 – Boxplot over 100 samples of the estimation error of SIR, SAVE and our
method in the case of Model II, when n = 150 and for diﬀerent values of µ.
Chapter 1 around equation 1.10, page 56), so that we consider some values of µ that are
going to 0. We also include to our simulations the estimation given by the SAVE method,
which can handle symmetric cases (among others). The boxplot are provided in Figure 4.4.
For every value of µ considered in Figure 4.4, our method has the best accuracy. Indeed,
whereas SAVE and SIR seems to perform symmetrically with respect to the value of µ, our
method remains stable. For µ = 1, our method performs (in means) 4 times better than
SAVE. For µ = .1, our method performs (in means) 5 times better than SIR.
4.6.2.2 Adaptivity
In Figure 4.2, when the model is close to linear, our method is less accurate than SIR.
To overcome this problem, we propose in the following an adaptive version of our method.
Essentially we follow an idea proposed by Hristache, Juditsky and Spokoiny in [56].
Our method is based on the formula
E
[
Y1∇ψ(X1)
f(X1)
]
= −E
[∇g(X1)ψ(X1)
f(X1)
]
∈ Em,
demonstrated in Lemma 4.3, where f stands for the density of X1. This formula can be
extended to the following one
AE
[
Y1∇ψ(AX1)
f|AX1(AX1)
]
= −E
[∇g(X1)ψ(AX1)
f|AX1(AX1)
]
∈ Em, (4.25)
where f|AX1 is the density of AX1, provided that Em ⊂ span(A). If the latter condition
is not realized, this is not true anymore and the directions of Em that are not in span(A)
can not be reached by this quantity. The question now is how to choose the matrix A ? An
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optimal choice is A0 = ββT where β is a basis of Em. The new variables become the βTXi’s.
Since each of them lies in a subspace of dimension d, this ensures faster convergence rates
of our estimators. This choice can not be possible because β is unknown, but following this
spirit, we can conduct a plug-in iterative strategy.
The idea is simple : instead of analysing each direction in the same way in the construc-
tion of our estimator, one can zoom on directions that belong to or are close to the space
Em. In our implementation, characterized by a radial kernel and a radial function ψ, a
natural way to proceed is to shrink the original window in the interesting directions, the
one where g varies, and to stretch it in the directions where g does not vary much. Let
us denote by β̂ the estimated basis of our method as it was originally deﬁned, this is the
ﬁrst-step estimate of the adaptive method. We deﬁne
Âǫ = β̂β̂
T + ǫI,
By (4.25), we should estimate the vector
ηt(A0) = A0E
[
Y1Ψ(A0X1)
f|A0X1(A0X1)
]
,
then, a second step estimate can be deﬁned by
η̂t(Âǫ) = n
−1
n∑
i=1
YiΨ(Âǫ(Xi − t)))
f̂|ÂǫX1(ÂǫXi)
,
with
f̂|ÂǫX1(x) = (nh
p)−1
n∑
i=1
K(h−1(ÂǫXi − x)),
where K and Ψ are deﬁned in (4.23) and (4.24). We can iterate this procedure. This leads
to the following algorithm.
The adaptive method
1. Initialization. Put l = 0 and Â(0)ǫ = I.
2. Compute the estimator β̂(l) as the eigenvectors of the matrix
n−1
n∑
i=1
η̂Xi(Â
(l)
ǫ )η̂Xi(Â
(l)
ǫ )
T .
3. Put Â(l+1)ǫ = β̂(l)β̂(l)T + ǫlI and l := l + 1.
4. Repeat the last two steps until the convergence is achieved.
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Figure 4.5 – Boxplot over 100 samples of the estimation error of SIR and our adaptive
method in the case of Model III, when n = 150.
We follow the same implementation than the initial method. The only parameter it remains
to implement is the sequence ǫl. This one is going to 0 slowly to ensure that we do not lost
any direction that belongs to Em. In the whole study, we compute
ǫl = 0.9
l.
Following [56], it seems reasonable to stop the algorithm when ǫl = n−1/3.
To evaluate the behavior of the adaptive method, we consider a model where the SIR
method beats our initial method. Note that the estimator of the initial method is the
ﬁrst-step estimator of the adaptive method. We compute this model
Model III : Y = X(1) + 0.4e,
where X = (X(1), . . . , X(6))
d
= N (0, I) and e d= N (0, 1). The boxplots of the errors are
provided in Figure 4.5.
The plot in Figure 4.5 argues for the convergence of our algorithm. Whereas the ﬁrst
step estimator is a crude one, the last one is much accurate since it has divided by 2 the
error of the SIR estimator.
Finally, we also compare our method to the semiparametric method developped in [56].
We consider the same model than their 9, that is
Model IV : Y = (βTX)2 exp(βTX) + 0.2e,
e
d
= N (0, 1), β = (1, 2, 0, . . . , 0)T /√5, X = (X(1), . . . , X(p)) where all the components are
independently distributed with law 2(B(τ, 1) − 1). The quantity τ controls the skewness
9. We also measure the estimation error with the same distance than their, i.e. the l1-norm.
152 Chapter 4 Semiparametric estimation of the central mean subspace
1 5 10 20 final
            Number of iterations
0
.0
0
.1
0
.2
0
.3
0
.4
0
.5
0
.6
0
.7
Model IV  (p = 4,τ = 1)
D
is
t
SPadap        
SIR
1 5 10 20 final
         Number of iterations
0
.0
0
.5
1
.0
1
.5
Model IV  (p = 6,τ = 1)
D
is
t
SPadap        
SIR
1 5 10 20 final
          Number of iterations
0
1
2
3
4
Model IV  (p = 10,τ = 1)
D
is
t
SPadap        
SIR
1 5 10 20 final
                 Number of iterations
0
.0
0
.1
0
.2
0
.3
0
.4
0
.5
0
.6
Model IV  (p = 4,τ = 1.5)
D
is
t
SPadap               
SIR
1 5 10 20 final
                 Number of iterations
0
.0
0
.2
0
.4
0
.6
0
.8
1
.0
1
.2
Model IV  (p = 4,τ = 0.75)
D
is
t
SPadap               
SIR
Figure 4.6 – Boxplots over 100 samples of the estimation error of SIR and our adaptive
method in the case of Model IV, when n = 200 and for diﬀerent values of p and τ .
of the beta distribution B(τ, 1) (when τ = 1 it corresponds to the uniform distribution).
The sample number is ﬁxed to n = 200 but we consider diﬀerent values of the parameters
p and τ . We give some boxplot in Figure 4.6.
In the case of Model IV in every situation considered, our ﬁrst-step estimator is less
accurate than the SIR whereas the last-step estimator performs better than SIR. Moreo-
ver, the ﬁnal-step estimator is always at least 2 times more accurate than the ﬁrst-step
estimator. Nevertheless in the case of model IV, the results obtained here are not as good
than the one exposed in [56]. Work to understand this underperformance is under progress.
4.7 Further research
The simulation results of the adaptive method are quite impressive since in beats SIR
even in some advantageous situation for SIR (characterised in particular by Gaussian
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predictors and linear models). Nevertheless, the theoretical results of the adaptive method
are still missing. For instance one can ask if the asymptotic normality still holds. If this
is true what are the condition on the window ? And what becomes the dominated term in
the asymptotic expansion of Lemma 4.1 ?
4.8 Some lemmas
Lemma 4.A. Under the assumptions (A-1) and (A-2), we have
∀x ∈ Rp |fh(x)− f(x)| ≤ hrC,
where C does not depend on x.
Lemma 4.B. Let q ≥ 2. Under the Assumptions (A-1) and (A-2), if ϕ has a compact
support such that ∫
|ϕ(x+ u)− ϕ(x)|qdx ≤ C|u|qα, (4.26)
we have ∥∥∥∥∥n−1/2
n∑
i=1
ϕ(Xi)− ϕh(Xi)
∥∥∥∥∥
q
≤ C ′(hα + n1/2hr).
Remark 4.C. One can notice that the condition (4.26) holds if ϕ is Hölder on Rp. In this
case C ′ = C ′′‖ϕ(X)‖1[ϕ] where C ′′ depends only on K an f . Moreover, provided that the
support of ϕ is a nonempty bounded convex set and ϕ is Hölder inside its support, it still
holds but with different rates of convergence. We have∫
|ϕ(x+ u)− ϕ(x)|q1{x/∈Q}dx ≤ ‖ϕ‖∞
∫
1{x+u∈Q}1{x/∈Q}dx
≤ ‖ϕ‖∞λ(y : dist(y, ∂Q) < |x− u|),
and one can use Steiner’s formula stated for instance in [41], Theorem 3.2.35 page 271, to
conclude.
Proof. Deﬁne the i.i.d. variables
∆i = ϕ(Xi)− ϕh(Xi),
and note that ∥∥∥∥∥
n∑
i=1
∆i
∥∥∥∥∥
q
≤
∥∥∥∥∥
n∑
i=1
∆i − E[∆i]
∥∥∥∥∥
q
+ n|E[∆1]|.
154 Chapter 4 Semiparametric estimation of the central mean subspace
For the ﬁrst term, because the process (
∑n
i=1∆i−E[∆i])n∈N is a martingale with respect to
the σ-ﬁeld generated by {∆i, i = 1, · · · , n}, we use the the Rosenthal’s inequality (stated
in a footnote page 134) to get
‖n−1/2
n∑
i=1
∆i − E[∆i]‖qq ≤ C{‖∆1 − E[∆1]‖qL2 + ‖∆1 − E[∆1]‖qq} ≤ C‖∆1‖qq,
where the last inequality is a consequence of Hölder’s inequality. Then, by the assumption
on ϕ, we get
E|∆1|q =
∫ (∫
(ϕ(x)− ϕ(x+ hu))K(u)du
)q
f(x)dx
≤
∫ ∫
(ϕ(x)− ϕ(x+ hu))q dxK(u)du ≤ Chqα
∫
|u|qαK(u)du.
For the last term, we have
E[∆1] =
∫
(ϕ(x)− ϕh(x)) f(x)dx
=
∫
ϕ(x)f(x)− ϕ(x)fh(x)dx
=
∫
ϕ(x)(f(x)− fh(x))dx,
and we obtain, by Lemma 4.A, that |E[∆1]| ≤ hrC.
Lemma 4.D. Let q > m. Assume that ϕ : Rm → R is differentiable, we have
‖ϕ‖∞ ≤ C
((∫
|ϕ(z)|qdz
)1/q
+
m∑
k=1
(∫
|∂kϕ(z)|qdz
)1/q)
,
where C only depends on q.
Proof. See for instance [10], p.167, where the previous inequality is the main argument for
proving Morrey’s Theorem.
Appendices
A Linearity condition, elliptical distribution, central subspace
This section is dedicated to the link between the linearity condition and the assumption
of sphericity. We assume in the following that Ec exists, Σ is non-deﬁcient and β ∈ Rp×d
has full rank and span Ec, η = Σ1/2β and Pc is the orthogonal projection on Σ1/2Ec.
In the whole thesis, for the sake of clarity, we work with the standardized variables. As
a result, we express LC stated originally in [66] in terms of standardized variables. The
original statement is the weakest which can be ensconced to express the linearity condition.
Actually it involves some speciﬁcation and its original version is not really usable.
Proposition A.1. The following points are equivalent :
(i) For any u ∈ Rp, E[uTX|βTX] is linear.
(ii) E[Z|ηTZ] = PcZ
Proof. We write (i) the following way : there exists b ∈ Rp and B ∈ Rp×d such that
E[X|βTX] = b+BβTX.
Now it is easy to see that (ii) implies (i). For the other sense, we write (i) as follows
E[X − E[X]|βTX] = BβT (X − E[X]),
then one can note that the matrix B has full rank by expressing it in the basis (β, γ). We
calculate
var(E[X|βTX]) = E[E[X − E[X]|βTX](X − E[X])T ] = BβTΣ, (A.1)
this gives that the random variable E[X−E[X]|βTX] is degenerate in the directions Σ−1γ
with γ ∈ E⊥c . Then since var(E[X|βTX]) is symmetric, we have B = ΣβA with A ∈ Rd×d
symmetric and full rank. We also have
var(E[X|βTX]) = BβTΣβBT ,
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putting together with equation (A.1) gives ΣβAβTΣβAβTΣ = ΣβAβTΣ, therefore A =
(βTΣβ)−1. This leads to another formulation of LC
E[X|βTX] = E[X] + PΣ(X − E[X])
where PΣ = Σβ(βTΣβ)−1βT is the projector on the space span(Σβ) with null space E⊥c .
Turning the previous relationship in terms of standardized variables gives (ii).
Spherical and elliptical variables have been introduced to gives a natural extension to
Gaussian variable. They can be deﬁned as follows.
Definition A.2. The random variable Z ∈ Rp is said to be spherical if Z d= HZ for
any orthonormal matrix H. In particular spherical laws are standardized. In addition if
A ∈ Rp×p has full rank and µ ∈ Rp then X = AZ+µ is said to be elliptical with with mean
µ and variance AAT .
The following proposition is useful to generate elliptical variables.
Proposition A.3. (Johnson (1987) [60], Chapter 7) The radom variable Z ∈ Rp is sphe-
rical if and only if ρ = ‖Z‖ et U = Z‖Z‖ are independent, and U is uniformly distributed
on the unit sphere of Rp.
We now provide a family of random variables that checks LC.
Lemma A.4. If Z
d
= (2Pc − I)Z, then LC holds.
Proof. For every f measurable we have
E[Zf(PcZ)] = E[(2Pc − I)Z f(Pc(2Pc − I)Z)]
= 2E[PcZf(PcZ)]− E[Zf(PcZ)]
equivalently E[Zf(PcZ)] = E[PcZf(PcZ)].
Proposition A.5. Spherical distributions verify LC.
Proof. Since 2Pc − I is orthonormal, we can apply Lemma A.5.
Eaton in 1986 has provided the following result : if E[Z|PZ] = PZ holds for every
P orthogonal projection with rank 1, then Z has a spherical distribution [34]. Putting
this with the previous proposition gives the following characterization of the spherical
distributions.
Proposition A.6. Z is spherical if and only if E[Z|PZ] = PZ for every orthogonal
projector P .
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This highlight how strong is the assumption of sphericity with respect to LC. Indeed,
LC only ask the previous assertion to be true for Pc. Nevertheless since we do not know
Pc we are often forced to assumed sphericity.
Now we provide a simple proof of Theorem 7. We recall that by proposition (1), model
(3) is equivalent to
Y ⊥ Z|PcZ. (A.2)
Theorem A.7. Assume that (3) and LC hold, E[X] <∞, then we have
E[Z|Y ] ∈ Σ1/2Ec.
Proof. Using ﬁrst (A.2) and LC we have
E[Z|Y ] = E[E[Z|Y, PcZ]|Y ] = E[E[Z|PcZ]|Y ] = PcE[Z|Y ].
B Asymptotic of the SIR based methods
Let us deﬁne
B̂ = n−1
n∑
i=1
(Xi − E[X])(1i − E[1]) and B = E[B̂]
with 1i = (1{Yi∈I(1)}, · · · ,1{Yi∈I(H)}) and the I(h)’s formed a partition of the range of Y
(it has been introduced page 19). We recall that
D̂p = diag(1)
−1 and Dp = diag(E[1i])]−1,
and
Ĉ = (Ĉ1, · · · , ĈH), and Ĉh = n−1
n∑
i=1
Ẑi1{Yi∈I(h)}.
In the following proposition, we provide an asymptotic decomposition of the matrix M̂SIR =
ĈD̂pĈ
T .
Theorem B.8. Assume that E[‖X‖4] < +∞, we have Assume that E[‖X‖4] < +∞, we
have
n1/2(ĈD̂1/2p − CD1/2p ) d−→W,
where vec(W ) is the Gaussian limit of the vector
(D1/2p B
T ⊗ I,D1/2p ⊗ Σ−1/2, I ⊗ Σ−1/2B) vec(Ĝ1, Ĝ2, Ĝ3),
with Ĝ1 = n
1/2(Σ̂−1/2 − Σ−1/2), Ĝ2 = n1/2(B̂ −B), Ĝ3 = n1/2(D̂1/2p −D1/2p ).
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Proof. Using Slutsky’s theorem, we have
n1/2(ĈD̂1/2p − CD1/2p )
= n1/2(Σ̂−1/2n−1
n∑
i=1
(Xi −X)(1i − 1)D̂1/2p − Σ−1/2BD1/2p )
d
=
n→∞ n
1/2(Σ̂−1/2B̂D̂1/2p − Σ−1/2BD1/2p )
d
=
n→∞ n
1/2((Σ̂−1/2 − Σ−1/2)BD1/2p
+Σ−1/2(B̂ −B)D1/2p +Σ−1/2B(D̂1/2p −D1/2p )).
Taking the vec(·) operator, we get that
n1/2 vec(ĈD̂1/2p − CD1/2p )
d
=
n→∞ (D
1/2
p B
T ⊗ I,D1/2p ⊗ Σ−1/2, I ⊗ Σ−1/2B) vec(Ĝ1, Ĝ2, Ĝ3),
and we can use the Delta method to provide that the asymptotic law is gaussian.
Corollary B.9. Assume that E[‖X‖4] < +∞, we have
n1/2(P̂SIR − PSIR) d−→ QWCTSIRM+SIR +M+SIRCSIRW TQ,
where vec(W ) is defined in Theorem B.8.
Proof. We ﬁrst note that
n1/2(P̂SIR − PSIR) = −n1/2((I − P̂SIR)− (I − PSIR)),
and then we apply Theorem B.10 stated bellow, noting that (I − PSIR)CSIR = 0.
Theorem B.10. (Tyler (1981) [75]) Assume that M̂ , M are symmetric matrices such that
n1/2(M̂ −M) d−→Wand dim(ker(M)) = d, then we have
n1/2(Q̂−Q) d−→ −QWM+ −M+WQ,
where Q̂ (resp. Q) is the orthogonal projector on the sum of the eigenspaces of M̂ (resp.
M) associated to the d smallest eigenvalues.
C High order kernels
We will use the following notation. If x = (x1, . . . , xp) ∈ Rp and (m) = (m1, . . . ,mp) is
a sequence of p integers, we deﬁne
x(m) = xm11 × · · · × xmpp ,
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and
|m| =
p∑
k=1
mk.
A kernel of order r is a function K : Rp → R such that∫
K(x)dx = 1, (C.3)
and, for any sequence (m) of p integers such that 1 ≤ |m| ≤ r − 1, we have 1∫
x(m)K(x)dx = 0. (C.4)
There exists two common ways for building a multi-dimensional kernel using a one
dimensional kernel.
Product Kernel. If K˜ : R→ R is of order r, then by Fubini’s theorem, the kernel deﬁned
by
K(x) =
p∏
k=1
K˜(xk),
is a kernel of order r. It is easy to construct one dimensional kernel R → R with given
order 2 using for instance polynomial functions with compact support. Since the kernels
used in nonparametric estimation often need to be continuous, we add this conditions in
the following construction. Assume that
K˜(x) =
{ ∑r+1
l=0 αlx
l if |x| < 1
0 elsewhere,
then, one can obtain the weights αi’s by solving the system
∑r+1
l=0
odd(l+1)αl
l+1 = 1∑r+1
l=0
odd(k+l+1)αl
k+l+1 = 0 for every 1 ≤ k ≤ r − 1∑r+1
l=0 αl = 0∑r+1
l=0 (−1)lαl = 0,
(C.5)
where odd(k) gives 1 if k is odd and 0 elsewhere. The ﬁrst two lines in the previous system
correspond to (C.3) and (C.4), the last two lines ensure the continuity of the kernel 3.
Radial kernel. A radial kernel is such that
K(x) = K˜(‖x‖),
1. As a result, we can develop the bias of the kernel estimator of the density in Taylor series to provide
that the bias converges with the rates hr.
2. For one dimensional kernel, (C.4) becomes
∫
xkK(x)dx = 0 for every 1 ≤ k ≤ r − 1.
3. Obviously, by increasing the degree of the polynomial, one can ask for more smoothness conditions.
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with K˜ : R+ → R. By the usual spherical variable change, we have∫
x(m)K˜(x)dx =
∫
ρ|m|+p−1K˜(ρ)dρ
∫
u(m)dσ(u),
where σ is the uniform distribution on the unit sphere. Clearly, the latter quantity equals
0 when |m| is odd. Then the condition for a radial kernel to be of order r is that{ ∫
ρp−1K˜(ρ)dρ = S−1p∫
ρk+p−1K˜(ρ)dρ = 0 for every 2 ≤ k ≤ r − 1 and k even, (C.6)
where Sp = 2π
p/2
Γ(p/2) is the surface of the sphere of R
p. Assuming the form
K˜(x) =
{ ∑⌊ r+1
2
⌋
l=0 αlx
l if 0 < x < 1
0 elsewhere,
we obtain the system
∑⌊ r+1
2
⌋
l=0
αl
p+l = S
−1
p∑⌊ r+1
2
⌋
l=0
αl
k+p+l = 0 for every 2 ≤ k ≤ r − 1 and k even∑⌊ r+1
2
⌋
l=0 αl = 0,
(C.7)
where the ﬁrst two equations correspond to (C.3) and (C.4) and the last one implies the
continuity of the kernel.
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