In this paper, we argue that empirical research on genuine linguistic topics, such as on the production of multimodal utterances in the speaker and the interpretation of the multimodal signals in the interlocutor, can greatly benefit from the use of virtual reality technologies.
INTRODUCTION
The inspiration for this article came from the keynote speech of Maria Kozhevnikov at the 2011 IEEE VR conference titled "Bringing 3D immersive virtual reality technologies to visual-spatial cognition research". In this article, we add an additional perspective to hers. This perspective is shaped by over a decade of cooperation with linguists and psycholinguists. In our group, the Artificial Intelligence Group at Bielefeld University, we run interdisciplinary research projects with linguists which are funded by the Deutsche Forschungsgemeinschaft since 1993 (SFB 360, "Situated Artificial Communicators", 1993 -2005; SFB 673, "Alignment in Communication", 2006 Communication", -2014 . Since then, we use virtual reality technology to conduct experiments, record multimodal interactions, explore and annotate multimodal data and simulate models of human communication behavior in immersive Virtual Reality.
In the following, we present four main areas, where virtual reality technology could be used to support linguistic research. * e-mail: tpfeiffe@techfak.uni-bielefeld.de
RECORDING MULTIMODAL INTERACTIONS
Human-Computer-Interaction in VR environments, such as CAVE TM -like installations, makes use of a broad range of input devices. Many VR installations track at least the position and orientation of the head, and some even use data-gloves for gesture input or provide a speech interface. This means that most modalities of interest for linguistic researchers are already being tracked in VR applications. In addition to the devices, VR technology also provides the software infrastructure to access the devices' input in real-time (e.g. VRPN [13] or Open Tracker [11] ).
In 2004 the linguists in our research group presented a problem: they wanted to assess the accuracy and precision of manual pointing gestures. In a first study, they had recorded two interlocutors during a demonstration game where one interlocutor was asked to use pointing gestures to communicate a sequence of object references to the other interlocutor. For the recordings they used standard video cameras and -as they saw no other way -they did their measurements using a ruler on the video monitor. Obviously, the accuracy of their measurement method was not very high. In a joint project, we replicated their original study [5] , this time using a marker-based tracking system of our VR installation to track the exact positions of the index finger during the pointing tasks. The high accuracy and the high number of observed pointing gestures allowed a data-driven quantitative approach, which finally led to a precise model of pointing direction and extension [9] .
ANNOTATION OF MULTIMODAL DATA
The annotation of video recordings of human-human interactions is typically done using an annotation software such as Anvil [3] or ELAN [1] . Anvil has recently been extended to support the visualization of skeletal information [8] , but the annotation process is still very elaborate. The linguistic researchers have to develop a coding manual, a detailed description of what to annotate and how to represent it, and the annotators, typically more than one working on the same sequences, follow this manual watching the recorded sequences on frame-level. This procedure is often repeated several times, either because of the number of different aspects to be annotated or the iterative refinement of the coding manual.
A typical VR setup which supports multimodal interaction already integrates the heterogeneous sensory data and produces abstract descriptions of the ongoing interactions on more declarative levels [4, 6] . This means that some annotations that currently have to be done manually by the linguistic researcher based on the video recordings can be replaced by the output produced by the multimodal interaction framework based on the tracking data on-the-fly. This can happen even during the recording of the experiment. Many more annotations could be automated similarly by extending the interaction framework to support the required features.
In addition to that, as the virtual environment is completely described at each moment, some interactions can be put in context automatically. In our own work, we used this to automatically generate statistical information about the accuracy with which objects have been pointed at during a dyadic interaction about reference communication [9] .
Taken together, the possibility to detect complex features in the multimodal input and to make exact reference to the virtual envi-IEEE Virtual Reality 2012 4-8 March, Orange County, CA, USA 978-1-4673-1246-2/12/$31.00 ©2012 IEEE ronment while automatically creating appropriate annotations significantly reduces the workload of the linguistic researcher.
MAKING MULTIMODAL DATA INTERACTIVELY EX-PLORABLE
Having video recordings and feature descriptions in the annotations still might not enable the linguistic researcher to literally see the big picture. While the multimodal annotation tool MacVis-STA [12] provides a side-by-side synchronous view of all datastreams, it does not integrate between the different streams and sticks to a WIMP desktop interface. The immersive environment of a VR installation can help the researcher to explore the recorded multimodal datasets interactively, moving back and forth in time and changing the viewing perspective from speaker to listener or any other suitable perspective. For the aforementioned study on pointing gestures, we created the Interactive Augmented Data Explorer [10] (IADE), which presents a simulation of the setting used during the recordings, displays the tracking data and the recorded audio and video files and augments these information by the manual annotations. This interactive multimedia presentation of the gathered data provides a genuine view which allowed us to identify problems in the tracking data (obscured markers) and false annotations. The interactive view can be used to support further annotations as well, as the annotators can zoom in on certain aspects and consider all relevant data from the best perspective, e.g. switching to the perspective of the speaker.
INTERACTIVE CONTENT FOR STUDIES ON COMPLEX IN-TERACTIONS
The aspects considered so far have addressed issues of data recording, displaying of multimedia data, and annotation and analysis. The fourth aspect, from our perspective, is probably the most important: virtual reality can be used to create highly controlled interactive simulations of communication behavior, which can be used as stimulus material in studies on human communication. This includes the use of embodied conversational agents [2] which achieve a certain level of behavioral realism (e.g. [14, 7] ).
Creating stimulus material to address scientific questions regarding dialog is otherwise quite complex. If repeatability is required, the material is basically restricted to pre-recorded 2D video sequences. This method, however, provides only a minimal level of interactivity. In addition to that, there can be no real interaction between the interlocutors, so, e.g., grounding of object references in the proximal interaction space is not properly possible. The only other option would be the observation of two humans communicating, which would make it difficult if only specific adjacency pairs of dialog are of interest, as they cannot be enforced properly. Making one interlocutor a confederate of the experimenter could improve upon this, but then there is still a lot of intra-personal variability in the behavior of the confederate. In addition, it is questionable whether they are able to produce a modified behavior in-line with both the experiment conditions and their own style and believability.
CONCLUSION
We presented four areas in which we believe that linguistic research could benefit from using virtual reality technology. The first two areas address issues where the available technology is already very advanced and can be directly used. While the scientific knowledge in the area of immersive scientific visualization is quite elaborated, there is only sparse evidence of its application to data from the domain of linguistics, especially regarding multimodal data on human-human interactions. The most important advances, however, are expected from the central focus of virtual reality: the generation of plausible worlds where the participants of linguistic experiments could immerse into controlled dialog games that feel natural but still follow the required constraints of experimental design.
To summarize, virtual reality bundles most of the relevant technologies required to work on modern theories of multimodal communication in the field of linguistics. It would be fruitful to combine this with efforts for creating and mining large multimodal corpora. In the end, this line of research would also be beneficial for basic research interests in virtual reality and 3D user interfaces regarding natural interaction with such systems.
