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Abstract—There are now several works on the use of the
additive inverse Gaussian noise (AIGN) model for the random
transit time in molecular communication (MC) channels. The
randomness invariably causes inter-symbol interference (ISI)
in MC, an issue largely ignored or simplified. In this paper
we derive an upper bound and two lower bounds for MC
based on amplitude shift keying (ASK) in presence of ISI.
The Blahut-Arimoto algorithm (BAA) is modified to find the
input distribution of transmitted symbols to maximize the lower
bounds. Our results show that over wide parameter values the
bounds are close.
Index Terms—Capacity, Inter symbol interference, lower
bound, molecular communication, Upper Bound, AIGN channels.
I. INTRODUCTION
Molecular communications (MC) systems encode informa-
tion in the concentration [1], time of release [2], the number
of molecules released in a time-slot and the type and ratio of
molecules [3]. This technique has potential applications in en-
vironments where electromagnetic waves cannot be used, e.g.,
in buried pipelines or in medical applications with embedded
devices. This paper considers the case where information is
encoded in the number of molecules released in each time-
slot, i.e., molecular amplitude shift keying (ASK).
The propagation of molecules in a fluid medium is governed
by Brownian motion [4], possibly with a drift velocity [2].
In [2] such propagation was analyzed and it was shown that
the molecules experience a propagation delay that follows an
inverse Gaussian distribution. Based on this so-called inverse
Gaussian noise (IGN) channel, in [2], [5] expressions and
bounds for channel capacity are derived when information
is encoded on the release time of molecules. The capacity
of MC when information is encoded on the concentration of
molecules is studied for binary communications in [6], [7] and
for binary and 4-ary communications in [8]. In these works,
the aggregate distribution of the number of arrived molecules
in a time slot is approximated by a Gaussian distribution.
In molecular ASK modulation, molecules diffuse to the
receiver where they are detected and removed from the system.
One of the main challenges in such a diffusion-based com-
munication system is the resulting inter-symbol interference
(ISI); due to the random propagation time, molecules may
arrive over many time-slots. Of interest here, therefore, is a
capacity analysis of a more likely system which suffers from
ISI. In [4], disregarding the presence of ISI, a binary ASK
scheme by considering the life expectancy of molecule with
AIGN model for propagation time is studied (output symbols
are independent). Indeed, if the system does not suffer from
ISI, in model wherein molecule release and detections are
perfect, communications would also be perfect. In [9], the
capacity and the probability of error of binary and 4-ary ASK
schemes are investigated in presence of ISI. However, for ca-
pacity analysis, researchers consider maximization of symbol-
by-symbol mutual information, which is a lower bound for
Ii.i.d or the achievable information rate for ISI channel with
independent, identically distributed (i.i.d) inputs [10].
Capacity analyses of conventional ISI communications has
a strong presence in the literature. Starting from the seminal
work in [11], several methods have been proposed to derive
the capacity of an ISI channel. The problem of determining
the channel capacity is completely solved in the case of an
unrestricted input distribution but remains open for distribu-
tions over a discrete input alphabet [12]. Several lower and
upper bounds to the achievable rate with discrete inputs and
Gaussian channels have been obtained in the literature [10],
[13]. A simulation-based approach is applicable for calculating
capacity in the case of i.i.d. inputs with binary modulation
[14], [15]. This approach is based on a trellis whose number
of states corresponds to the memory of the ISI channel.
In this work, we consider a general molecular ASK scheme
in presence of diffusion-induced ISI. Time is slotted and the
information is encoded in the number of molecules released in
a time-slot, and the receiver counts the number of molecules
received within each time-slot. We obtain the probability of
molecules arriving within a specific time-slot using the AIGN
model, in turn leading to a binomial distribution on the number
of received molecules in each time-slot. We propose two lower
bounds and an upper bound for the Ii.i.d of such a channel,
which is, here, called capacity. To provide a tractable analysis
we restrict the effect of ISI to one time-slot, i.e., we assume
the molecules that do not arrive within two time-slots have
disappeared. The first lower bound is based on a symbol-by-
symbol maximization of mutual information, while the second
lower bound uses information of next received symbol for
decoding. The lower bounds are maximized by optimizing the
input distribution, which in turn closes the gap between the
lower and upper bounds.
The remainder of this paper is organized as follows, the sys-
tem under consideration is presented in Section II. The channel
characteristics including the effect of ISI are developed in
Section III. In Section IV an upper bound and two lower
bounds of MC with ISI are proposed including an optimization
of these bounds. Section V presents some numerical results;
finally Section VI wraps up the paper with some concluding
remarks.
II. SYSTEM MODEL
In our system, the transmitter is a point source of identical
molecules. At the beginning of every time slot, with length of
T , it conveys a message by releasing X molecules into a fluid
medium. Here, X with 0 ≤ X ≤ Xmax, is a random variable
and Xmax is the maximum number of molecules released in
any time slot. The transmitter therefore uses amplitude shift
keying (ASK), i.e., the message is encoded in the number of
molecules released. Once released, the transmitter does not
affect the propagation of the molecules.
Molecules propagate between the transmitter and receiver
by Brownian motion characterized by a diffusion constant d
and (positive) drift velocity v. At the receiver, all received
molecules are absorbed and removed from the system. Impor-
tantly, for our analysis, we assume that a molecule transmitted
in time-slot m either arrives in the same time-slot, the next
time-slot (m+1) or disappears. Essentially, for tractability, our
analysis focuses on ISI within one time-slot. We assume that
everything else within the system operates perfectly, i.e., the
only randomness in our model is the propagation time (causing
a randomness in the number of molecules that are received).
Using the AIGN analysis in [2], the cumulative distribution
function (CDF) of the propagation time is given by
FW (w) = Φ
(√
λ
w
(
w
µ
− 1
))
+ (1)
e
2λ
µ Φ
(
−
√
λ
w
(
w
µ
+ 1
))
, w > 0.
Here Φ (·) is the CDF of a standard Gaussian random variable;
also, µ = l/v and λ = l2/σ2 in which l is the distance between
transmitter and receiver and σ2 = d/2 is the variance of the
associated Weiner process [2] and d is the diffusion coefficient.
Let qk denote the probability that a molecule arrives within
the kth time-slot following its transmission, i.e., a molecule
transmitted at time 0 arrives in time interval ((k − 1)T, kT ],
where T is the time-slot duration. We have qk = FW (kT )−
FW ((k − 1)T ). The probability of a molecule arriving in the
same time slot that it is released is q1 = FW (T ).
The probability of receiving Ym = y molecules at receiver,
when transmitter release Xm = x molecules is binomial:
Pr (Ym = y|Xm = x) =


(
x
y
)
qy1 (1− q1)
x−y
, 0 ≤ y ≤ x
0 ,y < 0, y > x
(2)
We denote by ax, 1 ≤ x ≤ Xmax, the probability of the
transmitter releasing Xm = x molecules. While (2) ignores
the effect of ISI, we consider its impact in coming sections.
III. COMMUNICATIONS IN THE PRESENCE OF ISI
With ISI we must consider transmit/receive sequences and
the average mutual information per channel use is given by
I(XL;Y L+k) = lim
L→∞
1
L
I
(
XL;Y L+k
)
, (3)
where, XL = [X1, ..., XL] and Y L+k = [Y1, ..., YL+k] ,
denote input and output sequences of length L and L+k evalu-
ated for a given input distribution PXL
(
XL
)
. This determines
the achievable rate of reliable communication through this
channel with this specific input distribution and the channel
capacity is the supremum of this mutual information over all
allowed input distributions. This is in contrast to the case of
a discrete memoryless channel (DMC) without ISI and all
molecules either arrive within the time-slot of transmission
or disappear. We denote the maximum value of the mutual
information of this DMC as CDMC .
For tractability, we will focus on the case of independent
and i.i.d. inputs, i.e., PXL = a × ... × a = aL, where a =
[a0, ..., aXmax ], a simplification suggested by the work in [10].
We denote the resulting average mutual information as Ii.i.d.
Note that this mutual information is a lower bound of the
expression in (3), but with a slight abuse of notation we will
call the resulting mutual information the “channel capacity”
given by
C = lim
L→∞
1
L
sup
aL
I
(
XL;Y L+k
)
. (4)
Despite this significant simplification, calculating the chan-
nel capacity in (4) appears intractable and, in this paper, we
develop lower and upper bounds on this expression.
At the start of time slot k, Xk ∈ {0, 1, ..., Xmax} molecules
are released. We begin by considering the interference from
k − 1 previous time-slots. Let Pk (n) denote the probability
that n molecules arrive from the k − 1 previous time-slots,
in time slot k. Furthermore, let Zk denote the number of
transmitted molecules (at time-slot k) not received in the
same slot and let Nk−1 denote the total number of inter-
fering molecules from the previous (k − 1) time slots, i.e.,
Nk−1 ∈ {0, 1, ..., (k − 1)Xmax}. Finally, letting Yk denote
the number of molecules received in time-slot k we have
Yk = Xk − Zk +Nk−1, (5)
we have Yk ∈ {0, 1, ..., Xmaxk}. The transition probability
when Xk = x molecules are transmitted, it is given by
pYk|Xk (y|x) =
(1− q1)
x
Pk (y) +
(
x
1
)
q1(1− q1)
x−1
Pk (y − 1) + ...(
x
x− 1
)
qx−11 (1− q1)Pk (y − (x− 1)) + q1
xPk (y − x) ,
y = 0, ..., Xmaxk − (Xmax − x) .
(6)
Probability of receiving y molecules for k − 1 time slots,
Pk (y), y = 0, 1, ..., Xmaxk−Xmax , simply can be calculated
by induction. Hence we have
Pk (y) =
(
a0 + ...+ (1− qk)
XmaxaXmax
)
Pk−1 (y)
+
(
qka1 + ...+
(
Xmax
1
)
qk(1− qk)
Xmax−1aXmax
)
×
Pk−1 (y − 1)+
.
.
.
+
(
qXmax−1k aXmax−1 +
(
Xmax
Xmax − 1
)
qXmax−1k (1− qk) ×
aXmax)Pk−1 (y − (Xmax − 1))+
qXmaxk aXmaxPk−1 (y −Xmax) , (7)
where ai = Pr (x1 = i) for i ∈ {0, ..., Xmax}. Using induc-
tion we can compute Pk (y). In general, we can write
Pk (0) =
(
a0 + ...+ (1− qk)
XmaxaXmax
)
Pk−1 (0) , (8)
Pk (1) =
(
a0 + ...+ (1− qk)
XmaxaXmax
)
Pk−1 (1)+((
1
1
)
qka1 + ...+
(
Xmax
1
)
qk(1− qk)
Xmax−1×
aXmax)Pk−1 (0) , (9)
.
.
.
Pk ((k − 1)Xmax) =(
a0 + ...+ (1− qk)
XmaxaXmax
)
Pk−1 ((k − 1)Xmax) +((
1
1
)
qka1 + ...+
(
Xmax
1
)
qk(1− qk)
Xmax−1 ×
aXmax)Pk−1 ((k − 1)Xmax − 1)+((
2
2
)
q2ka2 + ...+
(
Xmax
2
)
q2k(1− qk)
M−3
×
aXmax)Pk−1 ((k − 1)Xmax − 2)+
.
.
.(
qXmax−1k aXmax−1 +
(
Xmax
Xmax − 1
)
qXmax−1k (1− qk) ×
aXmax)Pk−1 ((k − 1)Xmax − (Xmax − 1))+
qXmaxk aXmaxPk−1 ((k − 1)Xmax −Xmax) , (10)
Pk ((k − 1)Xmax + 1) = 0, (11)
IV. UPPER AND LOWER BOUNDS
We now provide two lower and an upper bounds for MC in
presence of ISI. While the expressions in (6) and (7) are valid
for any k, for tractability, we now assume that the ISI only
affects the next time-slot, i.e., molecules are received within
two time slots or disappear. This is equivalent to k = 2 and
we have P1(0) = 1, P1 (n 6= 0) = 0.
A. Lower bound 1
In the first lower bound we consider the effect of ISI
degradation on mutual information between input and output
symbols. This is a lower bound on the channel capacity
because this measure ignores the memory; essentially, we
consider a DMC but with an additional source of measurement
error due to molecules from the previous timeslot. Indeed,
comparing the capacity of the DMC (CDMC ) and this lower
bound measures the error of ignoring ISI. This lower bound
relates to lower bound of Ii.i.d in discrete Gaussian channel
with ISI in [10]. Hence we have
ILB1 = I (Xm;Ym) = H (Ym)−H (Ym|Xm)
=−
2Xmax∑
ym=0
p (ym) log (p (ym))+
Xmax∑
xm=0
axm
xm+Xmax∑
ym=0
p (ym|xm) log p (ym|xm) ,
(12)
where p (ym|xm) is given by
p (ym|xm) =


xm∑
i=0
(
xm
i
)
(1− q1)
xm−iqi1×
Xmax∑
j=ym−i
(
j
ym − i
)
ajq
ym−i
2 ×
(1− q2)
j−(ym−i), ym ≤ xm +Xmax
0,ym > xm +Xmax.
(13)
By averaging over xm on p (ym|xm) , p (ym) is given by
p (ym) =
Xmax∑
xm=0
axm
xm∑
i=0
(
xm
i
)
(1− q1)
xm−iqi1×
Xmax∑
j=y−i
(
j
ym − i
)
ajq
ym−i
2 (1− q2)
j−(ym−i).
(14)
B. Lower Bound 2
We assume that molecules are received within two time-
slots or disappear; hence the transmitted symbol in current
time-slot only affects received molecules in current and next
time-slot. We consider mutual information between transmit-
ted symbol in current time-slot and received symbols in current
and next time-slot
ILB2 = I (Xm−1;Ym−1, Ym)
(a)
= H (Ym, Ym−1)−H (Ym, Ym−1|Xm−1)
(b)
= H (Ym−1) +H (Ym|Ym−1)−H (Ym−1|Xm−1)
−H (Ym|Xm−1, Ym−1) ,
(15)
where (a) is obtained based on definition of mutual information
and (b) based on definition of joint entropy. We consider the
channel in steady state regime, hence P (ym−1|xm−1) =
p (ym|xm), which is given in (13). Also, p (ym| ym−1, xm−1)
is given by
p (ym| ym−1, xm−1)
(a)
=
Xmax∑
xm=0
p (xm| ym−1, xm−1) p (ym| ym−1, xm, xm−1)
(b)
=
Xmax∑
xm=0
p (xm) p (ym| ym−1, xm, xm−1) ,
(16)
where (a) is obtained based on law of total probability, (b) is
obtained based on independence of xm from ym−1 and xm−1
which is due to the i.i.d assumption of the input distribution
and causality. By averaging over xm−1 in (16), p (ym| ym−1)
is given by
p (ym| ym−1) =
Xmax∑
xm−1=0
p (xm−1| ym−1) p (ym| ym−1, xm−1)
(a)
=
Xmax∑
xm−1=0
p (xm−1| ym−1)
Xmax∑
xm=0
p (xm)×
p (ym| ym−1, xm, xm−1)
(b)
=
Xmax∑
xm−1=0
p(ym−1|xm−1)p(xm−1)
p(ym−1)
×
Xmax∑
xm=0
p (xm) p (ym| ym−1, xm, xm−1).
(17)
where (a) and (b) are obtained based on law of
total probability, and Bayes’ rule, respectively. Also,
p (ym| ym−1, xm, xm−1) is given by
p (ym| ym−1, xm, xm−1)
(a)
=
Xmax∑
y′m−2=0
p
(
y′m−2
∣∣ ym−1, xm, xm−1)×
p
(
ym| ym−1, xm, xm−1, y
′
m−2
)
(b)
=
Xmax∑
y′m−2=0
p
(
y′m−2
∣∣ ym−1, xm−1)×
p
(
ym| ym−1, xm, xm−1, y
′
m−2
)
(c)
=
Xmax∑
y′m−2=0
p( ym−1,xm−1|y′m−2)p(y′m−2)
p(ym−1,xm−1)
×
p
(
ym| ym−1, xm, xm−1, y
′
m−2
)
(d)
=
Xmax∑
y′m−2=0
p(ym−1|y′m−2,xm−1)p(xm−1|y′m−2)p(y′m−2)
p(ym−1|xm−1)p(xm−1)
×
p
(
ym| ym−1, xm, xm−1, y
′
m−2
)
(e)
=
Xmax∑
y′m−2=0
p( ym−1|y′m−2,xm−1)p(xm−1)p(y′m−2)
p(ym−1|xm−1)p(xm−1)
×
p
(
ym| ym−1, xm, xm−1, y
′
m−2
)
=
Xmax∑
y′m−2=0
p(ym−1|y′m−2,xm−1)p(y′m−2)
p(ym−1|xm−1)
×
p
(
ym| ym−1, xm, xm−1, y
′
m−2
)
(f)
=
ym−1∑
y′m−2=0
p(x′m−1|xm−1)p(y′m−2)
p(ym−1|xm−1)
×
p
(
ym| ym−1, xm, xm−1, y
′
m−2
)
,
(18)
where (a) is obtained based on law of total probability and
y′m−2 is the number of received molecules at the end of time-
slot m − 1 from transmitted molecules in time-slot m − 2;
(b) is obtained due to the independence of y′m−2 from xm;
(c) is obtained based on Bayes’ rule; (d) is obtained based on
the joint probability formula, (e) is obtained based on indepen-
dence of y′m−2 and xm−1 and the joint probability formula; (f)
is obtained due to the fact that ym−1 = x′m−1 + y′m−2, where
x′m−1 denotes the number of absorbed molecules at time-slot
m− 1 at end of time-slot m− 1. Based on definition of y′m−2
we have
p
(
y′m−2
)
=
Xmax∑
xm−2=0
axm−2
(
xm−2
y′m−2
)
q2
y′m−2×
(1− q2)
xm−2−y
′
m−2 ,
(19)
p
(
ym| ym−1, xm, xm−1, y
′
m−2
) (a)
=
p
(
ym|xm, x
′′
m−1 = xm−1 −
(
ym−1 − y
′
m−2
))
=

xm∑
i=ym−xm−1
(
xm
i
)
(1− q1)
xm−iq1
i
(
x′′m−1
ym − i
)
×
qym−i2 (1− q2)
x′′m−1−(ym−i),ym < xm + x
′′
m−1
0 ,ym > xm + x
′′
m−1,
(20)
(a) is obtained because xm−1 = x′m−1+x′′m−1, where x′′m−1 is
the number of remaining molecules at end of time-slot m− 1
from transmitted molecules in the same time-slot. Moreover,
based on definition of x′m−1 , P (x′m−1|xm−1) is given by
P (x′m−1|xm−1) =
(
xm−1
x′m−1
)
q
x′m−1
1 (1− q1)
xm−1−x
′
m−1 .
(21)
C. Upper Bound
We assume that molecules are received or disappear after
two time-slots. Hence, if we send symbols and wait two
time-slots before transmitting the next symbol we have an
interference-free channel. This is equivalent to the DMC case
with the binomial transition probabilities of (2) where q1 is
replaced by qU = FW (2T ). The mutual information of this
channel is concave which can be maximized using the Blahut-
Arimuto algorithm (BAA) [16]. We therefore have an upper
bound as follows
IUB = max
a
I (Xm;Ym) = max
a
[H (Ym)−H (Ym|Xm)] ,
(22)
where P (ym|xm) is given by
P (ym|xm) =


(
xm
ym
)
q
ym
U (1− qU )
xm−ym ,ym ≤ xm
0 ,ym > xm.
(23)
and qU = FW (2T ). This upper bound relates to ”matched
filter bound” of discrete Gaussian channel with ISI in [10].
D. Matched Filter
We now provide the achievable rate when using a matched
filter. We transmit symbols and wait two time-slots before
transmitting another symbol. We again have an interference-
free channel. Naturally, although this scheme may be appeal-
ing in a bit per transmission (channel use) sense, it pays a toll
when we consider the rate (in bits per second) as it uses two
time slots. By this definition, IMF is given by
IMF = I (Xm−1;Ym−1, Ym)
(a)
= H (Ym, Ym−1)−
H (Ym, Ym−1|Xm−1)
(b)
= H (Ym−1) +H (Ym|Ym−1)−
H (Ym−1|Xm−1)−H (Ym|Xm−1, Ym−1) ,
(24)
where (a) is obtained from the definition of mutual information
and (b) from the joint entropy formula. We measure the
number of molecules at end of each time-slot. In this case
P (ym−1|xm−1) is given by
P (ym−1|xm−1) =

(
xm−1
ym−1
)
q
ym−1
1 (1− q1)
xm−1−ym−1 , ym−1 ≤ xm−1,
0 ,ym−1 > xm−1.
(25)
Also, p (ym| ym−1, xm−1) for ym−1 < xm−1 is given by
p (ym| ym−1, xm−1) =

(
xm−1 − ym−1
ym
)
q2
ym×
(1− q2)
xm−1−ym−1−ym ,ym ≤ xm−1 − ym−1
0 ,ym > xm−1 − ym−1,
(26)
Using law of total probability on (26) we have
p (ym| ym−1) =
Xmax∑
xm−1=0
p (ym| ym−1, xm−1) p (xm−1| ym−1)
(a)
=
Xmax∑
xm−1=0
p (ym| ym−1, xm−1)
p(ym−1|xm−1)p(xm−1)
p(ym−1)
,
(27)
where (a) is obtained based on Bayes’ rule, also, IMF is
calculated by derived a from optimizing CDMC . Clearly,
ILB2 = I (Xm−1;Ym−1, Ym)
(a)
= I (Xm−1;Ym−1)+
I (Xm−1;Ym |Ym−1 )
(b)
≥ I (Xm−1;Ym−1) = ILB1 ,
(28)
where (a) is obtained from chain rule in mutual information
and (b) is obtained based on non-negativity assumption of
mutual information. Hence, we have following result
ILB1 ≤ ILB2 ≤ Ii.i.d ≤ IUB .
E. Optimizing The Lower and Upper Bounds
We are not able to show the concavity of the lower bounds
ILB1 and ILB2 with respect to axm ; however, we can modify
the BAA [16] to find a local maximum, and as a result, we can
calculate these two lower bounds. Each element of channel
transition probablity matrices P(LBh), h ∈ {1, 2} for lower
bounds 1 and 2 are given by
P(LB1)xm,xym = [p (Ym = ym|Xm = xm)] , (29)
P(LB2)xm−1,ym−1ym = [p (Ym = ym, Ym−1 = ym−1|Xm−1 = xm−1)]
(30)
The size of P(LB1) and P(LB2) are (Xmax + 1) ×
(2Xmax + 1) and (Xmax + 1) × (2Xmax + 1)2 respectively.
Also, ym,ym−1 ∈ [0, ..., 2Xmax] and xm ∈ [0, ..., Xmax] . For
matrix Q with size of P(LBh), h ∈ {1, 2} , let
J
(
a,P(LBh),Q
)
=
∑
j
∑
i
ajP
(LBh)
j,i log
Qi,j
aj
. (31)
where Qi,j denotes the element (i, j)th of Q. Then the follow-
ing is true
1) ILBh = max
a
max
Q
J
(
a,P(LBh),Q
)
.
2) For fixed a, J (a,P(LBh),Q) is locally maximized by
Qi,j =
ajP
(LBh)
j,i∑
j ajP
(LBh)
j,i
. (32)
3) For fixed Q, J (a,P(LBh),Q) is locally maximized by
aj =
exp
(∑
i P
(LBh)
j,i logQi,j
)
∑
j exp
(∑
iP
(LBh)
j,i logQi,j
) (33)
The algorithm iterates between aj derived in (33) and the
transition probability matrices P(LBh) in (29) or (30). This
procedure is repeated until the convergence of aj .
In contrast to the lower bounds, IUB is a concave function
in terms of aj . Hence using the standard BAA [16] the upper
bound can be maximized.
V. NUMERICAL RESULTS
In this Section the bounds of information rate of ASK
modulation in channel with ISI and AIGN model for trans-
mission time are evaluated and compared with each other,
IMF and the CDMC . Note that in the DMC case, molecules
arrive within their time-slot or disappear; as a result the
corresponding performance curves are simply provided for
insight and context on those of the ISI channel, as opposed to
a direct comparison. We also study the effect of parameters in
molecular medium such as l, v and σ2.
Fig. 1 plots ILB2 and ILB1 as a function of T with v = 1,
l = 10−2 and σ2 = 1 for the optimized input distribution
from (33) and a uniform distribution. It can seen that using the
optimized distribution, the bounds ILB2 and ILB1 is improved
significantly. Moreover using the optimized distribution of (33)
increases the difference between ILB2 and ILB1 to increase
in comparison with the uniform input.
Fig. 2 plots ILB2 , ILB1 , IMF , CDMC and IUB versus
T for different values of l with v = 1, σ2 = 1 and
Xmax = 7. It can be observed that by decreasing l all bounds
increase and converge to log2 (Xmax + 1) = 3 , which is
the entropy of the source. Crucially, over wide ranges the
upper and lower bounds are close. Also, due to reduced effect
of ISI, by reducing l the gap between all derived bounds is
reduced. Furthermore, Since by increasing T the probability
of receiving molecules in current time slot is increased, IMF
also converges to CDMC for larger values of T .
Fig. 3 plots ILB2 , ILB1 , IMF , CDMC and IUB versus T for
different values of σ2 with v = 1 , l = 10−2 and Xmax = 7.
All capacity bounds are increasing functions of σ. While this
seems counter intuitive, an increasing σ causes reduced ISI -
this is consistent with this is consistent with the fact that q1
is an increasing function of σ for low-to-medium values of v,
i.e., the increased variance in position increases the probability
of the molecules arriving with two time-slots after release. For
large v, q1 ≃ 1 and ISI is not really an issue. It is worth noting
that when information encoded in time-of-release as in [2], the
mutual information is not monotonic in σ.
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Fig. 1. ILB2 and ILB1 in terms of T with v = 1, l = 10−2, σ2 = 1,
Xmax = 7 for optimized input distribution and uniform distribution.
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Fig. 2. ILB2 , ILB1 , IMF , CDMC and IUB in terms of T for different
values of l (black curves, l = 10−2, blue curves, l = 10−3, red curves,
l = 10−4) with v = 1, σ2 = 1, Xmax = 7.
Fig. 4 plots ILB2 , ILB1 , IMF , CDMC and IUB versus
T for different values of v with σ2 = 1 , l = 10−2 and
Xmax = 7 . As in [2], increasing drift velocity increases
mutual information due to reduced ISI.
Comparison the results of the three recent figures, we note
that the bounds are most sensitive to the transmitter-receiver
distance l and drift velocity v while not being as sensitive
to the diffusion constant σ. Our numerical and simulation
studies based on performance of an ML (maximum likelihood)
detector in different settings (not reported here), suggests that
indeed the presented ISI model with one time-slot memory is
viable over a wide range of time slot durations, T .
VI. CONCLUSIONS
In this paper we consider ASK-based MC with ISI. Specif-
ically, we derived two lower bounds and an upper bound on
capacity (albeit with the significant simplification of i.i.d. in-
puts). Our results showed the lower bounds are improved using
an optimized distribution for the input probability of symbols.
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Fig. 3. ILB2 , ILB1 , IMF , CDMC and IUB in terms of T for different
values of σ2 (black curves, σ2 = 1, blue curves, σ2 = 10, red curves,
σ2 = 100) with v = 1, l = 10−2, Xmax = 7.
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Fig. 4. ILB2 , ILB1 , IMF , CDMC and IUB in terms of T for different
values of v (black curves, v = 1, blue curves, v = 100) with l = 10−2,
σ2 = 1 and Xmax = 7.
Also, our results showed that over wide parameter values the
lower and upper bounds are close. The analysis presented here
is useful in understanding the sensitivity of a MC system to
the various parameters.
REFERENCES
[1] B. Atakan and O. Akan, “An information theoretical approach for
molecular communication,” in 2nd Bionetics Conf., Dec 2007, pp. 33–
40.
[2] K. V. Srinivas, A. Eckford, and R. Adve, “Molecular communication in
fluid media: The additive inverse gaussian noise channel,” IEEE Trans.
on Inf. Theory, vol. 58, no. 7, pp. 4678–4692, July 2012.
[3] N.-R. Kim and C.-B. Chae, “Novel modulation techniques using iso-
mers as messenger molecules for nano communication networks via
diffusion,” IEEE JSAC,, vol. 31, no. 12, pp. 847–856, Dec. 2013.
[4] T. Nakano, Y. Okaie, and J.-Q. Liu, “Channel model and capacity
analysis of molecular communication with Brownian motion,” IEEE
Commun. Letters, vol. 16, no. 6, pp. 797–800, June 2012.
[5] H. Li, S. M. Moser, and D. Guo, “Capacity of the memoryless additive
inverse gaussian noise channel,” To appear in IEEE JSAC, pp. 1–14,
July 2014.
[6] L.-S. Meng, P.-C. Yeh, K.-C. Chen, and I. Akyildiz, “A diffusion-based
binary digital communication system,” in IEEE Int. Conf. on Comm.,
June 2012, pp. 4985–4989.
[7] M. Kabir and K. Kwak, “Molecular nanonetwork channel model,”
Electronics Letters, vol. 49, no. 20, pp. 1285–1287, September 2013.
[8] M. Kuran, H. Yilmaz, T. Tugcu, and I. Akyildiz, “Modulation techniques
for communication via diffusion in nanonetworks,” in IEEE Int. Conf.
on Commun., June 2011, pp. 1–5.
[9] A. Singhal, R. Mallik, and B. Lall, “Molecular communication with
brownian motion and a positive drift: performance analysis of amplitude
modulation schemes,” IET Commun., vol. 8, no. 14, pp. 2413–2422, Sept
2014.
[10] S. Shamai, L. Ozarow, and A. Wyner, “Information rates for a discrete-
time gaussian channel with intersymbol interference and stationary
inputs,” IEEE Trans. on Inf. Theory, vol. 37, no. 6, pp. 1527–1539,
Nov 1991.
[11] W. Hirt and J. Massey, “Capacity of the discrete-time gaussian channel
with intersymbol interference,” IEEE Trans. on Inf. Theory, vol. 34,
no. 3, pp. 38–38, May 1988.
[12] G. Taricco and J. Boutros, “An asymptotic approximation of the isi
channel capacity,” in Inf. Theory and App. Workshop, Feb 2014, pp.
1–5.
[13] S. Shamai and R. Laroia, “The intersymbol interference channel: lower
bounds on capacity and channel precoding loss,” IEEE Trans. on Inf.
Theory, vol. 42, no. 5, pp. 1388–1404, Sep 1996.
[14] D.-M. Arnold, H.-A. Loeliger, P. Vontobel, A. Kavcic, and W. Zeng,
“Simulation-based computation of information rates for channels with
memory,” IEEE Trans. on Inf. Theory, vol. 52, no. 8, pp. 3498–3508,
Aug 2006.
[15] P. Vontobel, A. Kavcic, D.-M. Arnold, and H.-A. Loeliger, “A general-
ization of the blahut-arimoto algorithm to finite-state channels,” IEEE
Trans. on Inf. Theory, vol. 54, no. 5, pp. 1887–1918, May 2008.
[16] R. Blahut, “Computation of channel capacity and rate-distortion func-
tions,” IEEE Trans. on Inf. Theory, vol. 18, no. 4, pp. 460–473, Jul
1972.
