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We study numerically the critical behavior of a modified, active Asakura-Oosawa model for colloid-polymer
mixtures. The colloids are modeled as self-propelled particles with Vicsek-like interactions. This system
undergoes phase separation between a colloid-rich and a polymer-rich phase, whereby the phase diagram
depends on the strength of the Vicsek-like interactions. Employing a subsystem-block-density distribution
analysis, we determine the critical point and make an attempt to estimate the critical exponents. In contrast
to the passive model, we find that the critical point is not located on the rectilinear diameter. A first estimate
of the critical exponents β and ν is consistent with the underlying 3d-Ising universality class observed for the
passive model.
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I. INTRODUCTION
Active particles are intrinsically non-equilibrium sys-
tems which have some means of self-propulsion. This can
be a motor or flagellum, but can also be induced by the
solvent and/or external sources. In all cases, some form
of energy is converted into kinetic energy that results in
the self-propulsion. This general definition encompasses
a large variety of systems on different scales. Besides
rather large macroscopic systems such as flock of birds
or school of fish1,2, active particles are also found on a
micrometer scale. Such systems include actin filaments3,
and microtubules4,5 that are moved by motor proteins in
a plane and can be observed via microscopes. Some bac-
teria are able to propel themselves and can show density-
dependent phase separation6,7. Sperm cells cooperate
due to hydrodynamic interactions and form clusters8. It
is even possible to alter microorganisms and make them
thereby active, e.g. by attaching an artificial, magneti-
cally activated flagellum9. Another approach is to com-
bine an already self-propelled particle, e.g. a sperm cell,
with an externally controllable non-motile part, e.g. a
magnetic microtube10.
In soft matter systems, colloids play an important role
as a model system since they provide an ideal environ-
ment to compare experiment, computer simulation, and
theory. In particular, interactions between colloidal par-
ticles are tunable, and one can follow the motion of
individual colloids by confocal video microscopy tech-
niques. Active particles are no exception and a variety
of systems with self-propelled particles have been stud-
ied. Colloidal systems that are driven from the outside
allow for direct comparison of the active and the passive
system. Self-propulsion can be achieved in many ways,
e.g. thermophoresis, diffusiophoresis, or electrophore-
sis. Thermophoresis can be realized via an external light
source that heats the sample generating a temperature
gradient11. Self-diffusiophoresis has been observed in a
binary, near-critical solvent12. Other swimmers exploit
a chemical reaction to maintain a local gradient13–16. In
these examples, the solution contains hydrogen perox-
ide and the active constituents are so-called Janus-type
particles, where one hemisphere is coated with platinum.
The conducting hemisphere acts as catalyst for the reac-
tion of hydrogen peroxide to water and oxygen and thus
“consumes” the fuel, which in turn propels the particle
forward. Self-propulsion induced by electric fields can
be realized via Quincke rotation of the colloid17 or via a
metallic Janus-type particles18.
In the last years several different models to study active
particles have been discussed19–25. Many active systems
show the tendency to form clusters, e.g., flock of birds,
school of fish, and colony of bacteria. This raises the
question of phase separation, which has been analyzed in
various numerical investigations22,23,25–29. Studies with
active particles often consist of active and passive parti-
cles, e.g., motile bacteria in a polymer background30–32.
The model we study here is a variation of the well
known Asakura-Oosawa (AO) model33–38, which consists
of two particle types, colloids and polymers. In our ac-
tive model, the colloidal particles become self-propelled
with Vicsek-like interactions22,25. This facilitates the
phase separation compared to the passive model, since
the Vicsek-like activity induces the formation of clusters.
This result, together with the static and dynamic behav-
ior of this model, has been reported in22,25. Importantly,
the passive AO model already features a phase transition
and belongs to the Ising universality class. From the ac-
tive model, the passive model is recovered in the limit
when the strength of the self-propulsion goes to zero.
A very interesting question is whether critical phenom-
ena in a non-equilibrium system belong to a known uni-
versality class of some related equilibrium system or form
a new class. A first step to address this issue, of course, is
to find the location of the critical point. For systems un-
der shear39 one finds that the system changes its behavior
towards the mean-field universality class in the limit of
infinite shear40. The critical point of the classical Vicsek
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model has been determined successfully41,42. It should be
noted that this was a heavily discussed issue, and the con-
tinuous phase transition from disordered to ordered state
was questioned43. It was later shown that the way noise
is introduced in the classical Vicsek model can change the
order of the phase transition44,45. For the determination
of the critical point numerous simulations at different sys-
tem sizes, densities and noise values had to be performed.
A different approach has recently been proposed46, where
the critical point of an active Lennard-Jones system has
been determined by fitting various power laws and assum-
ing an exponential dependence on parameters. In other
models, the critical point in the active case turned out to
be at infinite density and could thus not be determined
directly via simulation47.
In this paper, we will discuss the determination of the
critical point in a system of self-propelled particles using
the subsystem-block-distribution analysis. The method
will be general and thus should apply to any density-
driven phase separation that features a second order
phase transition. Exemplary we will determine the criti-
cal point of our active Asakura-Oosawa model.
II. MODEL AND METHODS
Let us first recall why the location of the critical point
of a non-equilibrium system is much more difficult to find
than for an equilibrium system. In the latter, we can
study the phase behavior choosing an intensive thermo-
dynamic variable as a control variable; e.g. in a colloid-
polymer mixture the chemical potential of the polymers
(or a related variable, such as the so-called polymer reser-
voir packing fraction ηrp) are commonly used. In the re-
sulting phase diagram, the critical point then occurs at
the minimum of the coexistence curve, and the tie lines
connecting coexisting vapor-like and liquid-like phases of
the colloidal suspension are horizontal lines (Figure 1(a)).
In thermal equilibrium, the thermodynamic relations al-
low the translation of this phase diagram in a representa-
tion with two densities of extensive variables, the colloid
packing fraction ηcol and the polymer packing fraction
ηpol (Figure 1(b)). Then the tie lines no longer are hor-
izontal lines but rather are oriented under an a priori
unknown angle, and the critical point is not on a straight-
forwardly defined position on the coexistence curve, but
rather nontrivial to find in this statistical ensemble.
In the non-equilibrium system containing active col-
loids, intensive thermodynamic variables no longer are
well-defined, in contrast to extensive variables (number
of colloids Ncol and number of polymers Npol in the con-
sidered volume) and their densities, which are still well
defined. We ask whether phase separation in a gas-like
and liquid-like phase also occurs, and if so, estimate the
corresponding phase diagram. This task was already
attempted in Refs. 22,25, looking for phase coexistence
in simulation volumes elongated in z-direction, where in
the two phase region a liquid domain separated by two
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Figure 1. Schematic drawing of (a) the phase diagram for
the colloid packing fraction ηcol plotted against the intensive
thermodynamic variable ηrp, (b) the phase diagram for two
extensive variables ηcol and ηpol. (c) shows a schematic rep-
resentation of a system in the two phase region. The two tie
points from (b) can be obtained by extracting the packing
fractions in the liquid and the gas phases. With this recipe
the coexistence curve in Figure 2 has been determined.
(on average planar) interfaces from the gas occurs (Fig-
ure 1(c)). This means that the local densities of col-
loids and polymers separate in gas and liquid domains,
and the end points of the tie line in Figure 1(b) can be
found, but only for states far away from the critical point.
For finding the location of the critical point, obviously a
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different approach must be sought, since near criticality
the density differences between the coexisting phases are
small. Strong and long-lived density fluctuations occur,
and the interfaces become very rough and diffuse. The
same difficulty would occur if we would use ηcol, ηpol as
variables in a simulation of a colloid-polymer mixture in
equilibrium, but there Figure 1(a) provides for a more
convenient alternative, e.g. one records the probability
distribution P (ηcol) at fixed η
r
p, finding the end-points
of the tie line in Figure 1(a) from the peaks of that dis-
tribution, and analyzing the merging of the peaks near
criticality in terms of a finite size scaling analysis36.
In the following, we study a model of Vicsek-like inter-
actions between active particles. A detailed description
of the model can be found in Refs. 22,25. The binary
system is a variant of the well-known Asakura-Oosawa
(AO) model and consists of colloids (c) and polymers
(p)37. The potentials are given by:
Ucc(r) = 4cc
[(σcc
r
)12
−
(σcc
r
)6
+
1
4
]
(1)
Ucp(r) = 4cp
[(σcp
r
)12
−
(σcp
r
)6
+
1
4
]
(2)
Upp(r) = 8pp
[
1−10
(
r
rpp
)3
+15
(
r
rpp
)4
−6
(
r
rpp
)5]
, (3)
if r is smaller than the respective cut-off radius rcc =
21/6σcc, rcp = 2
1/6σcp, rpp = 2
1/6σpp, and zero otherwise.
The other parameters are chosen according to22,25,37
cc = cp = 1, pp = 0.0625, σcc = 1, σcp = 0.9, and
σpp = 0.8. To be consistent with the literature, we cal-
culate the packing fractions ηα as ηα = ραVα, where
Vα = pid
3
α/6 is the volume of a single sphere and dα is the
Barker-Henderson diameter48 of the colloids or in case of
the polymers 0.8dcc. To thermostat the system we use a
Langevin thermostat in our MD simulation49,50.
The equations of motion are
m~¨ri = −~∇U − γm~˙ri +
√
2γkBTm ~Ri(t) , (4)
where m = 1 is the particle mass (for all particle types),
γ = 1 is the friction coefficient, U is the interparticle
potential, T = 1 is the temperature, and ~R is a zero-mean
unit-variance Gaussian white noise. We use a Velocity
Verlet algorithm with a time step ∆t = 0.002t0, with
t0 =
√
σ2ccm/cc.
In the active version we employ a variation of the Vic-
sek model22,25 on top of the passive AO model for the
colloids. For that we still solve the Langevin equation
first just as in the passive model. The resulting velocity
is then modified by an additional force
~fi = fA ·
〈~vj〉R
〈|~vj |〉R
(5)
acting on particle i. The constant force is set to fA = 0
for the polymers and fA = 10 for the colloids in this work.
The brackets <>R denote an average over all colloids in
a sphere of radius R, with R =
√
2 rcc being the cut-off
radius for what is considered a neighbor. In the active
model we observe enhanced phase separation, as can be
seen in Figure 2, and which was already discussed in Refs.
22,25.
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Figure 2. Phase diagram of the active and passive system
together with a fit of the rectilinear diameter of the active
system (Eq. (9)). The critical point of the passive system is
taken from37.
This system is out of equilibrium, and the tempera-
ture T used in Eq. (4) does not characterize fluctuations
of velocity or other variables in the system as demon-
strated in earlier work22,25. As discussed in the introduc-
tion, the distribution function P (ηcol, ηpol) is the quantity
that contains the desired information on phase separa-
tion (and associated criticality) in the system. However,
in our system (we choose a cubic box of linear dimension
S with periodic boundary conditions throughout, con-
taining Ncol colloids and Npol polymers) both ηcol and
ηpol are fixed, and hence the distribution function of the
total system is meaningless. However, a way out of this
dilemma is the application of the so-called subsystem-
block-density distribution51–54 which we will refer to as
subbox method. Here, a big canonical simulation box is
simulated and divided into many smaller subboxes. In
these subboxes the particle number is allowed to fluctu-
ate, thus a “quasi” grand canonical system is simulated.
For each subbox we can then determine the higher mo-
ments of the density distribution
m2(α) =
1
N3
∑
i
(ρi(α)− ρ¯(α))2 (6)
m4(α) =
1
N3
∑
i
(ρi(α)− ρ¯(α))4 (7)
and calculate the cumulant as
UN (ηα) =
〈m(α)4〉
〈m(α)2〉2 , (8)
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where α is either col or pol, ρi(α) is the density of parti-
cle α in subbox i, ρ¯(α) is the average density of particles
of type α in the system, and N3 is the total number of
subboxes of the system. Note that in Eq. (8) the average
〈...〉 indicates an average over multiple, independent sim-
ulation snapshots, while m2 and m4 are already averaged
over all subboxes of the same size. With this method the
same NcolNpolVT trajectory can be used to compute all
subbox systems simultaneously. This reduces the com-
putation time substantially, although care is required,
since the fluctuations observed for different subbox sizes
L clearly are not uncorrelated.
For the analysis one has to select proper subbox sizes.
In Ref. 53 the authors estimate that the subbox size L
should be chosen in a way that ξ  L  S, where ξ is
the correlation length and thus a priori unknown but con-
stant. Unfortunately, there is no obvious way to choose
the optimal subbox sizes. Surely, the resulting subbox
volume should not be too small, since the fluctuation of
the density, corresponding to the addition or subtraction
of a single particle, is getting bigger. Hence, the studied
distribution would change from Gaussian to Poissonian.
On the other hand the subbox should not be too big, as
then there are too few subboxes and the correlation be-
tween them is increasing. Therefore, the overall explored
phase space gets to narrow and thus the systematic er-
rors due to the finite size of S become too large (the finite
size analysis51–53 ignores the presence of a further non-
zero scaling variable L/S completely!). Since both effects
are difficult to quantify, we choose the subbox sizes em-
pirically, by only using subboxes that show a reasonable
behavior far from the critical point.
III. RESULTS
A. Rectilinear diameter
In order to determine the critical point of the active
(fA = 10) system we use an iterative approach. First we
assume that the law of rectilinear diameter, which the
passive system approximately follows, is still true in the
non-equilibrium model and we can thus write
1
2
· (ηgaspol + ηliquidpol ) =
a
2
· (ηgascol + ηliquidcol ) + b . (9)
The rectilinear diameter for the active system is shown
in Figure 2 as green squares and the green line repre-
sents the fit to Eq. (9), where a = 3.83 and b = −0.24
are the resulting fit parameters. For the known region of
the phase diagram, the active model seems to follow the
law of rectilinear diameter and its difference to the pas-
sive system is minor, as the critical point of the passive
system falls nicely onto the fit. However, it should be re-
membered that the “law of rectilinear diameter”55 is not
a general law of statistical thermodynamics, but rather
can be derived only in the framework of mean field type
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Figure 3. Crossing of the Binder cumulants along state
points on the fitted rectilinear diameter from Figure 2. (a)
The colloid cumulant UN (ηcol) is plotted against the colloid
packing fraction ηcol. The intersection point is read off as
ηcritcol = 0.103(5). (b) The same state points are analysed for
the polymers. The intersection is at state points with higher
densities than for the colloids, thus the statistical error of this
intersection is larger. The critical polymer packing fraction is
estimated as ηcritpol = 0.278(8).
theories. In fact, very close to the critical point devia-
tions from this “law” are expected already for systems in
thermal equilibrium56–58, but for passive systems devia-
tions are typically negligible. Therefore, we assume for
now that the active system also follows the law of rectilin-
ear diameter and simulate the active system for different
state points along the green line in Figure 2. We use a
cubic simulation box with S = 48σcc and subdivide the
system into many small subboxes N = 8, 10, 12, 14, 16
to calculate the moments and cumulants as defined in
Eqs. (6)-(8). The length of each subbox is then L = S/N .
In Figure 3, the intersection of the Binder cumulants UN
are shown along the path of the rectilinear diameter. In
the ideal case (where the limit S → ∞ could be taken
and L is extremely large), one would hope that the cu-
mulants cross in a single (L-independent) crossing point.
In reality, this is not the case, the crossing points are
spread out over some region (this is expected due to the
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fact that L and S are not large enough to reach the finite
size scaling limit fully)53. However, from the multiple
crossings one can use the average value as an estimate
for the crossing point and the standard deviation as an
estimate of error. For the critical colloid packing frac-
tion we find ηcolcrit = 0.103(5), while the critical polymer
packing fraction is determined as ηpolcrit = 0.278(8). While
both cumulants UN (ηcol) and UN (ηpol) cross for all sub-
box sizes analyzed, the crossing occurs at different state
points. Thus, the critical point will not fall onto this line
of rectilinear diameter but will be slightly shifted. Note
that a deviation from the law of rectilinear diameter has
been observed for a different active model as well46. In
an equilibrium system, it has been shown that the critical
parameters can reasonably well be determined indepen-
dently of each other53. Therefore, we can interpret the
cumulant intersections as an approximation of the critical
point. In the following we will improve the accuracy with
which the critical point is estimated by two independent
approaches.
B. Extrapolation from the homogeneous region
Due to the rather large value of the slope of the recti-
linear diameter the colloid packing fraction has a better
accuracy than the polymer packing fraction, which can
also be seen in Figure 3. Therefore, we determine the
critical polymer packing fraction by extrapolating the
susceptibility from the homogeneous phase to the crit-
ical colloid packing fraction, which for now we assume to
be correct. For that the order parameter susceptibility is
determined from the two dimensional probability distri-
bution P (Ncol, Npol) which, in the homogeneous phase,
has contour lines that are ellipses. As shown in Ref. 37,
the susceptibility is proportional to
χ+ ∝ (HWHM)
2
Ncol +Npol
= W+ . (10)
Here HWHM stands for the half-width half-maximum
of the long axis of P (Ncol, Npol), which is determined by
fitting an ellipse to the distribution’s equi-probability line
at 0.5Pmax.
We simulate state points on various paths that cross
the rectilinear diameter and determine the maximum of
the susceptibilities on each of them. One exemplary path
is shown as the black dotted line in Figure 4. The in-
set of the same figure shows the determined values of
W+ along this line and the region where the order pa-
rameter susceptibility reaches a maximum is colored in
gray. In order to extrapolate the susceptibility to the
critical point, we are only interested in the position of
this maximum, not the numerical value which would be
needed in order to investigate the scaling behavior. In
the thermodynamic limit the susceptibility will diverge
at the critical point. Due to finite size effects this can
not happen in our simulation, but the susceptibility will
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Figure 4. Extrapolation of the maximum order parameter sus-
ceptibility χ+ determined for individual slopes in the phase
diagram. The error bars indicate the distance to the next
simulated state point, and can thus be asymmetrical. The lo-
cus of maximal susceptibility indicates a linear behavior over
a long range of state points and can thus be extrapolated to
the critical colloid packing fraction ηcritcol = 0.103 to determine
ηcritpol = 0.264(10). The inset shows the value of W+(∝ χ+)
along the black dotted line. The used colors correspond to
the ones used in the main legend. Note that the height of the
maximum can not be extracted from this analysis. However,
we are only interested in the position of χ+, which can be
estimated to be inside the gray area of the inset.
reach a maximum nonetheless. Therefore, plotting only
the positions of the maximums on each path allows us
to extrapolate them towards the critical colloid packing
fraction and thus find an approximation for the correct
critical polymer packing fraction as shown in Figure 4.
The critical polymer packing fraction is determined to be
ηcritpol = 0.264(10), which is slightly lower than the value
from the simulation along the rectilinear diameter.
C. Cumulant intersection for constant packing
fractions
As an alternative, we determine the critical packing
fractions by simulating along a line in the parameter
space that keeps one packing fraction constant. We use
the result obtained in the previous section and simulate
along a constant colloid packing fraction of ηcol = 0.103
and a constant polymer packing fraction of ηpol = 0.264.
The simulated state points are shown in Figure 5.
From the intersection of the polymer cumulants at con-
stant colloid packing fraction we determine the critical
polymer packing fraction which should be in agreement
with the polymer packing fraction that we determined
before. The run at constant polymer packing fraction is
done to determine that the initial assumption was cor-
rect and the critical colloid packing fraction could be ex-
5
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Figure 5. The simulated state points at constant colloid pack-
ing fraction (cyan) and constant polymer packing fraction (or-
ange) are shown together with the fitted rectilinear diameter
(Figure 2) of the active system and the critical point of the
passive system taken from37. The intersections of both cumu-
lants (Figure 6) are shown as black triangles. They overlap
inside the error bars and clearly deviate from the rectilinear
diameter.
tracted from the simulation along the rectilinear diam-
eter. The results can be seen in Figure 6. The cumu-
lant intersection can be read off nicely and the crossing
points agree within error margins. For the critical poly-
mer packing fraction we find ηpolcrit = 0.268(8), which is
in nice agreement with the previously determined value
of ηpolextrapolated = 0.264(10). The critical colloid packing
fraction is determined independently as ηcolcrit = 0.108(10).
The crossings from Figure 6(a) and (b) are consistent
with each other, which can also be seen in Figure 5 since
the error bars overlap. As expected, the critical polymer
packing fraction has to be slightly adjusted compared to
the cumulant intersection from the rectilinear diameter,
while the critical colloid packing fraction agrees within
the margin of error. As our best estimate for the critical
point we choose the respective packing fractions obtained
from the cumulant crossings at constant ηpol and ηcol and
thus obtain
(
ηcritcol
/
ηcritpol
)
= (0.108(10)/0.268(8)). Note
that the intersection of the cumulants are to some de-
gree insensitive to minor variations of the other param-
eter as revealed by a comparison with the results from
section III A.
D. Critical exponent β
With the knowledge of the critical point and the co-
existence curve we can calculate the critical exponent β.
The continuous Asakura-Oosawa model, which is used as
a basis for the active model discussed here, belongs to the
Ising universality class36. In three dimensions one would
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Figure 6. Crossing of the Binder cumulants along state points
on a line of constant (a) colloid (b) polymer packing fraction
as shown in Figure 5. (a) The polymer cumulant UN (ηpol) is
plotted against the polymer packing fraction ηpol at constant
ηcritcol = 0.103. The intersection point is read off as η
crit
pol =
0.268(8). (b) The colloid cumulant UN (ηcol) is plotted against
the colloid packing fraction ηcol at constant η
crit
pol = 0.264 The
intersection is at ηcritcol = 0.108(10), which corresponds nicely
with the previously determined intersection point. The inset
in both figures shows the vicinity of the intersection point
magnified.
thus expect β = 0.3269(6)59. Close to the critical point
the magnetization M scales in the Ising model as
M = M0ε
β , (11)
with ε being the distance to the critical point. In the
continuous Asakura-Oosawa model this corresponds to:
M =
√(
ηliquidcol − ηgascol
)2
+
(
ηliquidpol − ηgaspol
)2
(12)
ε =
√(
1
2
(
ηliquidcol +η
gas
col
)
−ηcritcol
)2
+
(
1
2
(
ηliquidpol +η
gas
pol
)
−ηcritpol
)2
√(
ηcritcol
)2
+
(
ηcritpol
)2 .
(13)
In Figure 7 the order parameter M , calculated from the
6
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Figure 7. Comparison of the critical exponent β of the active
and the passive model. The points are the respective val-
ues as extracted from the phase diagrams in Figure 2, while
the line represents a fit from which the critical exponent β is
determined. The error is calculated by repeating the fit for
different critical points within the error bars.
phase diagrams in Figure 2, is plotted against ε which
was determined with the respective critical points (for
the passive case we use the literature value from37) in a
log-log plot. For the passive case we recover the 3d-Ising
value β = 0.32(1) as expected. The active case has a
value of β = 0.29(3) and is thus close to the value of the
3d-Ising universality class as well. Even though the fit
in Figure 7 matches the data points nicely, we have to
assign a large uncertainty to the critical exponent for the
active system. This is due to the error bars of the critical
point, which in turn affects the estimation of ε (Eq. (13)).
In order to account for that, we have calculated ε for var-
ious choices for the critical point (within the error bars)
and repeated the fit. We then choose the error for β as
the standard deviation of all possible choices. For big-
ger ε we get a deviation from the linear behavior on the
log-log plot, and we thus do not account for them in the
fit. The system, however, is only expected to follow this
power law for small ε anyway. It should be noted that the
model discussed here will be strongly influenced by the
underlying passive model and thus one would expect to
find a crossover region between Ising critical behavior and
possibly a critical behavior corresponding to the univer-
sality class for active particles. Other models for active
particles that introduce a phase separation instead of fa-
cilitating an already existing one might be better suited
to study the question of universality.
E. Critical exponent ν
To determine the critical exponent ν we use the cu-
mulant intersection of the polymers. The slope of the
cumulants at the critical point can be extracted from
Figure 6(a). It is expected that dULdηcol scales with L as
60
dUL
dηpol
∝ L 1ν . (14)
The slope at the critical point does not change rapidly,
thus we determine it via a linear fit over the five state
points that are closest to the critical polymer packing
fraction. However, the slope in Figure 6(a) is negative,
therefore we investigate the inverse cumulant QL and
rewrite Eq. (14) to
dQL
dηpol
∝ L− 1ν . (15)
The critical exponent ν is then compared to the 3d-
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d
Q
L
d
η p
o
l
ν = νIsing
Figure 8. Comparison of the critical exponent ν from the
slope of the cumulants from Figure 6(a) with νIsing
61. All
integer values between N = 8 and N = 16 are considered in
this figure. Both axes have a logarithmic scale.
Ising value of νIsing = 0.63002(10)
61 for all subboxes in
the range of N = 8 − 16, which is shown in Figure 8.
While we get consistent results with the Ising value of
ν, the error bars of the subsystems are large and the
data range is very limited due to the limited range of
subbox sizes so that the scaling is observed on less than
a decade. This causes a large uncertainty in a fit to the
data points in Figure 8 with Eq. (15), which results in ν =
0.64(6). For still smaller systems a plateau is expected
as one can no longer observe any fluctuations. For bigger
systems correlations due to the finite size of the simulated
box S influence the system and the statistical accuracy
is decreased.
IV. DISCUSSION AND CONCLUSION
We have discussed a method of how to estimate the
location of the critical point in a system of active par-
ticles analyzing the density fluctuations in subboxes.
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The problem is difficult since one has to search in a
two-dimensional space of densities
(
ηcol,ηpol
)
, and thus
the critical point of our active system can only be de-
termined with modest accuracy as ηcolcrit = 0.108(10)
and ηpolcrit = 0.268(8). Note that the subblock-density-
distribution method we used is general and as such should
apply to each density driven phase separation. The it-
erative approach that we have used to find the critical
point is necessary since in this model the order parame-
ter of the phase transition is an a priori unknown linear
combination of both packing fractions. In a model with
an intensive control parameter, e.g. the temperature in
a Lennard-Jones system, or the active velocity in an ac-
tive Brownian particle system, the search for the critical
point is simpler.
The model used was chosen to feature a phase transi-
tion in the limit of no activity in order to have a critical
point. While this model therefore is suitable to discuss
the determination of the critical point it will be influ-
enced by the underlying passive model. Our results for
the critical exponents β and ν are consistent with the
Ising universality class. For smaller values of fA we ex-
pect the critical point to steadily shift towards the passive
value. If the active system very close to its critical point
exhibits critical behavior of a different universality class,
further away from the critical point this is expected to be
hidden by crossover effects. We can not rule out that this
consideration is the correct interpretation of our findings.
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