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Abstract
We address the problem of generalizing sonic conditions to a three-dimensional unsteady
self-sustained detonation wave. The conditions are shown to be the characteristic compatibil-
ity conditions on the exceptional surface of the governing hyperbolic system of reactive Euler
equations. Two equations are derived that are necessary to determine the motion of both the
lead shock and the sonic surface. Detonation with an embedded sonic locus is thus treated as a
two-front phenomenon: a reaction zone whose domain of influence is bounded by two surfaces,
the lead shock surface and the trailing characteristic surface. The geometry of the two surfaces
plays an important role in the underlying dynamics. We also discuss how the sonic conditions of
detonation stability theory and detonation shock dynamics can be obtained as special cases of the
general sonic conditions.
1 Introduction
A detonation wave is a shock wave that triggers exothermic reactions in an explosive as it propagates
so that the energy released in the reactions sustains the shock propagation. Modern theories of
detonation originate from the theory first developed independently by Zel’dovich, von Neumann,
and Döring in the 1940s (ZND theory, see Fickett and Davis [4] for details) that describes the
dynamics of a steady one-dimensional planar detonation in gaseous explosive. The ZND theory is
applicable to both self-sustained detonations, that is autonomous waves whose motion is sustained
entirely by the energy released in their reaction zone, and overdriven detonations which require an
additional external support to maintain their motion at a nominal speed. In self-sustained steady one-
dimensional planar detonations, which are also called Chapman−Jouguet (CJ) detonations, there
exists an embedded sonic locus within or at the end of the reaction zone, such that at that point
the flow speed is sonic relative to the shock. In contrast, the lead-shock dynamics of overdriven
detonations is influenced by the entire region between the shock and the support (e.g. a piston); no
sonic locus exists in such detonations. Without the condition of sonicity, the equations governing
the CJ detonation (the mass, momentum, and energy equations) are not closed, since the detonation
speed is unknown; the sonicity condition provides the necessary closure. Understanding the nature
of the sonic conditions in detonations more general than planar, one-dimensional, steady detonations
of the ZND theory, has been very difficult to achieve. It is precisely this task of deriving the general
sonic conditions and clarifying their nature that is central to our present investigation.
Research that began in the late 1950s and early 1960s (see, e.g. [4, 2]) has shown that most
detonation waves, especially in gases, have a multidimensional cellular structure with transversely
propagating shock waves in the reaction zone, and significant unsteady dynamics. In condensed
explosives, the detonation is more often observed to be steady, but importantly it has been known
for a long time that high-explosive detonation shocks are almost always curved. Clearly, the ZND
theory is too simple to account for the observed structure and must be appropriately modified. There
exist conceptual problems that cannot be addressed within the framework of the ZND theory if
unsteady and multi-dimensional detonations are considered. The principal problem has to do with
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the nature of the sonic condition whose generalization to include unsteady and multi-dimensional
effects has been limited so far to linearized problems and quasi-steady detonations.
In the linear stability theory of detonation, the far-field conditions are commonly referred to as
“radiation conditions” or “boundedness conditions” depending on specific circumstances such as
whether CJ or overdriven detonation is considered (see [3, 6, 8, 12]). The radiation condition is
imposed to filter out incoming acoustic perturbations by considering the far-field acoustic solutions
of the governing linearized system and to eliminate the incoming waves by setting their amplitude
equal to zero. It follows then, that the far-field solutions are linearly dependent and their linear
combination forms a far-field constraint on the general solution of the linearized problem. Such a
constraint serves as a dispersion relation that allows one to determine the eigenvalues. It turns out
(see Section 5 below) that the CJ limit (self-sustained wave) of the radiation condition coincides with
the linearized governing equation on the forward characteristic. One can also show that the radiation
condition in that case is also a boundedness condition for the solutions of the linearized system at
the sonic locus. Thus in the linear stability problem, the general nature of the radiation conditions
that provide the dispersion relation is such that they serve as filters of the incoming perturbations
and are thus conditions on the forward characteristic surface that acts as an information boundary.
In the theory of Detonation Shock Dynamics (DSD, see Stewart [13] for a general discussion),
one treats a quasi-steady curved detonation and derives sonic conditions (called generalized sonic
conditions) that include effects of multi-dimensionality through the shock curvature term, which is
assumed small on the scales of the reaction zone. Originally, the effect of curvature in the sonic con-
ditions was considered by Wood and Kirkwood [15], and later was derived rationally in the works of
Bdzil and Stewart (see e.g. Stewart and Bdzil [14]). Yao and Stewart [16] considered an extension
of the sonic conditions to include asymptotically small unsteady corrections, but their analysis relies
partially on the steady concept of a sonic locus by assuming that the flow is sonic relative to the
lead shock, which constrains the sonic locus to be always parallel to the shock. The quasi-steady
generalized CJ conditions reflect the fact that in a curved detonation, the flow divergence or conver-
gence acts as a sink or source, respectively, of the energy of the lead shock. Thus for example, in a
diverging steady detonation, the sonic condition expresses an exact balance of the heat release and
flow divergence as shown by the equation given in Stewart and Bdzil [14]:
(γ−1)Qω− c2 (D+Un)κ = 0, (1)
where Q is the heat release, γ is the adiabatic exponent, ω is the reaction rate at the sonic point, c is
the sound speed, D and Un are the normal detonation speed and particle velocity at the sonic point
relative to the lead shock, and κ is the shock curvature. Equation (1) is obtained from the equation
(called Master equation),
dU2n
dλ =
2U2n
[
(γ−1)Qω− c2 (Dn+Un)κ
]
ω(c2−U2n )
, (2)
(λ is the reaction progress variable) that follows directly from the governing equations by a regularity
argument, namely, that for the left-hand side of equation (2) to remain finite, the numerator of the
right-hand side has to vanish at the sonic point because the denominator vanishes there, c2 =U2n .
For unsteady weakly-curved detonations, the Master equation can again be written in a form
similar to equation (2), but the numerator contains more terms (see [16]):
∂Un
∂n =
1
c2−U2n
[
(γ−1)Qω− c2 (D+Un)κ+Un
(∂Un
∂t +
∂D
∂t
)
− v∂p∂t
]
, (3)
where t is time, n is the normal distance from the shock (n < 0 in the reaction zone), v is the specific
volume, and p is pressure. A regularity argument is again invoked that requires that the numerator
of equation (3) vanish at the sonic point assuming that the denominator vanishes there as well, c2−
U2n = 0. The latter assumption is one of the key elements that distinguishes the present theory from
that of Yao and Stewart [16] − we do not define the sonic locus in the shock-attached frame, so that
in our theory, c2−U2n does not necessarily vanish at the sonic locus. In fact, from the characteristic
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analysis, we find that c+Un = ∂n∗/∂t = D−D, where n∗ is the distance between the shock and the
sonic locus, D and D are the speeds of the sonic locus and of the shock, respectively. Thus c+Un at
the sonic locus is equal to the relative speed of the sonic locus and the shock. Therefore, the theory
of Yao and Stewart contains an implicit assumption that the sonic locus and the shock are parallel in
the characteristic (n, t) plane. In unsteady detonations, a possible imbalance of the heat release and
flow divergence is reflected in the unsteadiness of the curved detonation.
Our generalization of the sonic conditions stems from the following observations. In a general
unsteady flow that is sufficiently smooth, with a lead detonation shock, one considers all forward
propagating characteristic surfaces, which are the envelopes of the forward propagating acoustic
wavefronts. For initial conditions that admit smooth evolution, there may exist a limiting forward
characteristic surface that never intersects the shock, or intersects the shock only at times that are
very long compared to the passage time of particles through the detonation reaction zone. This lim-
iting characteristic is thus identified as a separatrix of the family of forward characteristic surfaces
whose motion is toward the shock. On the upstream side of the separatrix, the forward characteristic
surfaces flow into the shock in a finite time, while on the downstream side, they flow away from the
shock. The region that affects the lead-shock dynamics (the domain of influence) is the region be-
tween the shock surface and the limiting characteristic surface so that the evolution of the detonation
wave depends only on the data in that region. The limiting sonic surface is then specifically embed-
ded in the reaction zone, usually at a finite distance behind the shock. In Kasimov and Stewart [7],
we illustrated both the existence and the behavior of the sonic locus in one-dimensional detonations
by means of a numerical simulation.
Thus a general sonic locus is a characteristic surface of the governing hyperbolic equations such
that the surface acts as an information boundary that precludes incoming acoustic perturbations from
influencing the lead-shock dynamics. Such a definition is in agreement with the limiting cases of
the steady detonation, the unsteady linearized theory, as well as the weakly-curved slowly-varying
detonation theories that have been derived before. The new concept clarifies the meaning of the
sonic locus by emphasizing its nature as a characteristic surface. In particular, since the sonic lo-
cus is a boundary of the domain of influence of the reaction zone, it follows immediately that the
detonation problem is, in general, a two-front problem with both fronts (the shock and sonic loci)
as free boundaries. Therefore, the sonic conditions must be given by two equations, a situation that
has not been explicitly emphasized, but is nevertheless a part of all previous theories of detonation.
For example, in the planar CJ detonation, the two equations are: (1) the well-known CJ condition,
MCJ = 1, where MCJ =−Un/c is the local Mach number relative to the shock, and (2) the condition
that the sonic point coincides with the end of the reaction zone (for single-step exothermic reaction),
λ = 1. We propose that the sonic conditions for general multi-dimensional detonations are: (1) the
condition of local sonicity, that is, for an observer moving with the sonic surface, the particle speed
normal to that surface, Un, is locally sonic,
Un =−c , (4)
and (2) the compatibility condition in the sonic surface defined as a characteristic surface of the
governing reactive Euler equations,
ρcn∗ ·
(
Du
Dt
+
1
ρ∇p
)
+ρc2∇ ·u+ Dp
Dt
= ρc2σω, (5)
where n∗ is the unit normal to the sonic surface, u is the lab-frame particle velocity, D/Dt =
∂/∂t +u ·∇ is the material derivative, and σ is the thermicity coefficient. These two conditions are
direct consequences of the governing hyperbolic equations and hold therefore under quite general
circumstances; no asymptotic ideas are involved.
In Section 2 we work out the theory of the characteristic surfaces for general system of quasi-
linear hyperbolic partial differential equations and derive compatibility conditions in the exceptional
surface. The conditions are specialized to reactive Euler equations in Section 2.2. In Section 3 we
discuss the simplest version of the sonic conditions in one spatial dimension to emphasize the con-
nection with the standard theory of characteristics. Section 4 is devoted to two-dimensional deto-
nations where we specialize the sonic conditions to local frames in order to exhibit the connection
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with the older theories of Detonation Shock Dynamics. The connection of the present work with the
theories of detonation stability is a subject of Section 5. We conclude in Section 6.
2 General theory
This section is divided into two subsections. The first is a general discussion and review of prop-
erties of characteristic surfaces defined for systems of hyperbolic partial differential equations. We
quickly specialize to the reactive, compressible flow equations but the presentation is not restricted
to compressible Euler equations and have applications to other hyperbolic systems. The second sub-
section derives conditions that must be satisfied on a characteristic (sonic) surface, specifically for
the reactive Euler equations that are relevant for application to detonation.
2.1 Characteristic surfaces of hyperbolic PDE and compatibility conditions
The analysis given next closely follows that given in von Mises’ treatise the "Mathematical Theory
of Compressible Fluid Flow", Article 9, [9]. This presentation was developed by G. S. S. Ludford
(along with von Mises’ wife Hilda Geiringer) to complete the von Mises’ monograph after his death.
Its teaching was a regular feature of Ludford’s famous courses on applied mathematics given at
Cornell University. The von Mises’ reference is one of the few places one can find the general
theory of characteristic surfaces written in a succinct and concise manner, and while classical in its
form, it is seldom referenced and not widely known. This powerful presentation in fact becomes the
basis for our developments and extensions to generate useful and new three-dimensional results for
application to detonations in particular. A useful discussion of characteristic surfaces can also be
found in Chapman [1]. Another useful reference is Ovsiannikov [11], where one can find a general
characteristic form of equations of inert gas dynamics; the conditions on the acoustic characteristic
surfaces are found to be similar to ours, equation (33), when no chemical reactions take place.
Consider a general system of quasi-linear hyperbolic equations written in the form
aki j
∂u j
∂xk
= bi , (6)
where the coefficients aii j are functions of the state variables u j, j = 1,2, ...,J, index i represents the
individual equations of motion, xk are the independent variables, and bi are the source terms. Form a
linear combination of the equations by multiplying the equations by arbitrary αi and summing over
all equations,
αia
k
i j
∂u j
∂xk
≡ mk ∂∂xk (u j) = αibi. (7)
Each term on the left-hand side of (7), αiaki j (∂u j/∂xk), is a directional derivative in space with
direction tangents, m, whose components, labeled by k, are given by mk = αiaki j. An exceptional
surface [9], (or more commonly referred to as a characteristic surface) is defined as a surface such
that the linear combination (7) of directional derivatives expresses changes only in that surface. Then
all direction tangents must lie in that surface and therefore, the linear combination (7) contains no
derivatives normal to the surface. If such an exceptional surface exists, then the unit normal vector
β to the surface must be orthogonal to all tangent vectors, m (see figure 1), that is
mkβk = αiβkaki j = 0 . (8)
This is a system of J homogeneous linear algebraic equations for αi, with a non-trivial solution if
and only if
det|βkaki j|= 0 , (9)
which is a J-th order polynomial that determines a constraint on the direction vector β. Note that
only directions in the space of the independent variables are solved for. If the relation between the
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Sonic surface in 2D
β
Figure 1: The sonic surface in 2+ 1 dimensions, which is generated by time evolution of the 2D
sonic locus (a line in xy plane) along the third (time t) axis from t = t1 to t = t2.
components of β that there are J such real directions, albeit some can be repeated, then the system
is strictly hyperbolic. If one of the independent variables is time, then the constraint on the direction
in space-time defines the velocity of the characteristic, which we later denote as the speed relation.
The compatibility condition is simply the differential relation, (7), found on the characteristic
surface. The first step solves for βk by solving the characteristic polynomial. The second step is,
with a chosen direction, one expresses the compatibility relation in the characteristic surface. Since
the system of equations for αi is singular, then the solution for αi is determined up to an arbitrary
constant, i.e the ratio between the αi is determined in terms of the βk. Say such a direction β∗k with
a corresponding α∗i are found. Then the compatibility condition is specifically
α∗i a
k
i j
∂u j
∂xk
= α∗i bi . (10)
2.2 Compatibility conditions for reactive Euler equations
We now start with reactive Euler equations with a single chemical reaction and closely follow the
derivation given in von Mises [9] for the general case of fluid motion for inert flow. Further gener-
alization to a multiple-step chemistry is straightforward. The general equation of state is used in its
incomplete form e = e(p,ρ,λ).
Note that a simple device is in use. To simplify the algebraic presentation, the equations of
motion are assumed to be analyzed at a point instantaneously aligned with the x-axis, which is taken
in the direction of the velocity vector u = ui+ vj+wk. Therefore, without loss of generality, the
material derivative is d/dt = ∂/∂t + u∂/∂x. The general condition for the exceptional surfaces is
expressed for this special system and subsequently re-written in a frame-invariant notation so that
any coordinate system can be used. The notion of an exceptional (characteristic) surface is the one
that is based on the physical equations and not the coordinates, and it is simply a matter of expressing
the equations and directions indicated in those coordinates.
The equations of motion are written as
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u
∂u
∂x +
∂u
∂t +
1
ρ
∂p
∂x = 0, (11)
u
∂v
∂x +
∂v
∂t +
1
ρ
∂p
∂y = 0, (12)
u
∂w
∂x +
∂w
∂t +
1
ρ
∂p
∂z = 0, (13)
∂u
∂x +
∂v
∂y +
∂w
∂z +
u
ρ
∂ρ
∂x +
1
ρ
∂ρ
∂t = 0, (14)
u
∂p
∂x +
∂p
∂t − c
2
(
u
∂ρ
∂x +
∂ρ
∂t
)
= ρc2σω, (15)
u
∂λ
∂x +
∂λ
∂t = ω, (16)
where we have used the definition of the thermicity coefficient given by Fickett and Davis [4],
σ =− 1ρc2
eλ
ep
, (17)
and the general expression for the sound speed,
c2 =
p−ρ2eρ
ρ2ep
, (18)
where the subscripts of e denote partial differentiation with respect to the arguments.
The state vector u j is given by (u j) = (u,v,w, p,ρ,λ), with j = 1 . . .6. For the purpose of assign-
ing the aki j, we number (11) through (16) by j = 1 . . .6. The generalized independent coordinates
are given by the list (xk) = (x,y,z, t) with k = 1...4. The equations of motion written in the form (6)
subsequently identify aki j as
[ak11] = [u,0,0,1] , ak12 = 0 , ak13 = 0 , [ak14] = [
1
ρ ,0,0,0] , a
k
15 = 0 , ak16 = 0 ,
ak21 = 0 , [ak22] = [u,0,0,1] , ak23 = 0 , [ak24] = [0,
1
ρ ,0,0] , a
k
25 = 0 , ak26 = 0 ,
ak31 = 0 , ak32 = 0 , [ak33] = [u,0,0,1] , [ak34] = [0,0,
1
ρ ,0] , a
k
35 = 0 , ak36 = 0 ,
[ak41] = [1,0,0,0] , [ak42] = [0,1,0,0] , [ak43] = [0,0,1,0] , ak44 = 0 , [ak45] = [
u
ρ ,0,0,
1
ρ ] , a
k
46 = 0 ,
ak51 = 0 , ak52 = 0 , ak53 = 0 , [ak54] = [u,0,0,1] , [ak55] = [−c2u,0,0,−c2] , ak56 = 0 ,
ak61 = 0 , ak62 = 0 , ak63 = 0 , ak64 = 0 , ak65 = 0 , [ak66] = [u,0,0,1] . (19)
The 6×6 characteristic matrix, βkaki j, becomes
β0 0 0 β1/ρ 0 0
0 β0 0 β2/ρ 0 0
0 0 β0 β3/ρ 0 0
β1 β2 β3 0 β0/ρ 0
0 0 0 β0 −c2β0 0
0 0 0 0 0 β0
 , (20)
where β0 ≡ uβ1+β4. Setting its determinant equal to zero results in the characteristic equation
6
−β
4
0
ρ
[β20− c2(β21+β22+β23)]= 0. (21)
A four-fold repeated root is associated with the stream surfaces that form the characteristic sur-
face described by setting β0 = uβ1 + β4 = 0. In addition, there are two other surfaces associated
with the roots of the other factor
β0 =±c
√
β21+β22+β23. (22)
Our focus is on these directions since in a nominally one-dimensional, unsteady flow they would
correspond to the forward and backward facing acoustic characteristics (i.e C+ and C−) that are
called the "Mach lines". We specifically work out the compatibility relation for both of them as they
occur in a pair, and later we will use the results for the characteristic surface that would correspond
to the forward characteristic as we will explain subsequently.
To display the compatibility relation we need to solve the equations for αi, namely equation (8),
Using the previous definitions one obtains the six equations
α1β0+α4β1 = 0 , α2β0+α4β2 = 0 ,
α3β0+α4β3 = 0 , 1ρ (α1β1+α2β2+α3β3)+α5β0 = 0 ,
α4
ρ β0− c
2α5β0 = 0 , α6β0 = 0 . (23)
The solution of this system is, in terms of α4 (note that β0 = uβ1+β4 6= 0):
α1 =−α4β1β0 , α2 =−
α4β2
β0 , α3 =−
α4β3
β0 , α5 =
α4
ρc2 , α6 = 0 . (24)
The compatibility condition (7) written out long becomes
α1a
k
1 j
∂u j
∂xk
+α2ak2 j
∂u j
∂xk
+α3ak3 j
∂u j
∂xk
+α4ak4 j
∂u j
∂xk
+α5ak5 j
∂u j
∂xk
= α5b5. (25)
Substituting for the αi in terms of α4 leads to equation
−α4
β0
[
β1ak1 j ∂u j∂xk +β2a
k
2 j
∂u j
∂xk
+β3ak3 j ∂u j∂xk
]
+α4
[
ak4 j
∂u j
∂xk
+
1
ρc2 a
k
5 j
∂u j
∂xk
]
=
α4
ρc2 b5. (26)
The reader is reminded that each of the terms in the equation represents one of the governing equa-
tions. Let us introduce the unit vector
n =
β1i+β2j+β3k√
β21+β22+β22
. (27)
This unit vector is normal to the tangent plane of the Mach cones, hence normal to the instantaneous
realization of the characteristic surface in the physical space.
We also notice that the first three terms in equation (26) represent the first three components of
the momentum equation and can be re-written as
−α4
β0
(√
β21+β22+β22
)
n ·
[
Du
Dt
+
1
ρ∇p
]
. (28)
The second collection of terms in equation (26) can be re-written as
α4
[
1
ρ
Dρ
Dt
+∇ ·u+ 1ρc2
(
Dp
Dt
− c2 Dρ
Dt
)]
(29)
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and the right-hand side of (26) is
α4
ρc2 b5 = α4σω. (30)
Putting it all together leads to the frame-invariant expression of the compatibility condition on the
characteristic surface (canceling out the common α4 and the material derivatives of density, and
multiplying through by ρc2),
−
√
β21+β22+β22
β0 (ρc
2)n ·
[
Du
Dt
+
1
ρ∇p
]
+
[
ρc2∇ ·u+ Dp
Dt
]
= ρc2σω. (31)
The characteristic equations (22) for the directions show that√
β21+β22+β22
β0 =±
1
c
, (32)
so that can be used to write the compatibility condition in the form
∓(ρc)n ·
[
Du
Dt
+
1
ρ∇p
]
+
[
ρc2(∇ ·u)+ Dp
Dt
]
= ρc2σω. (33)
The compatibility condition is a differential relation that holds on the characteristic surface. But
the other condition is that the motion is confined to be along the space-time characteristic direction
defined by speed relation
uβ1+β4 =±c
√
β21+β22+β23 . (34)
It is important to interpret (34) as well as a frame-invariant relation. The components (β1,β2,β3)
can be chosen to be those of a unit normal to the surface and hence
√
β21+β22+β23 = 1. Also the
term uβ1 has the meaning u · n. Finally β4 is the velocity of the characteristic surface normal to
itself, β4 =Vn (say). Re-writing the expression above leads to
Vn = u ·n± c . (35)
In one dimension, this reduces to the familiar equation for the slope of the characteristics Vn ≡
dx/dt = u± c.
Consider the forward propagating surface that corresponds to the choice of the plus sign in the
previous relation (35). Note that the particle velocity in the frame of an observer traveling in the
forward surface is un−Vn and the speed relation can be written as
un−Vn
c
=−1 . (36)
This means that on this characteristic surface the local normal Mach number is always unity, which
is the conventional definition of sonic.
The compatibility and the speed relation, taken together are two pieces of information, namely
a differential condition in the sonic surface and a scalar speed relation, that determines the motion
of the surface. If we include additional reactions and replace λ by λq, q = 1,2, ...N, where N is the
number of reactions, then in the subsequent derivations only the right-hand side of (33) will change
since additional reactions only generate additional roots that are multiples of the root associated
with the streamline characteristic, but not to the acoustics. The right-hand side of the compatibility
condition becomes the sum, ρc2σqωq, over q = 1...N, where
σq =− 1ρc2
eλq
ep
(37)
is the thermicity coefficient and ωq is the rate of q-th reaction. The sound speed in the governing
equations is the frozen sound speed and is still given by (18).
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If we specify the result to a detonation wave that is propagating from left to right in positive
x direction, then the normal to the characteristic surface embedded in the reaction zone that can
possibly intersect the shock points forward. Therefore, we select the plus sign in equation (33). Let
us denote the unit normal to the characteristic surface n∗ (in general, the subscript ∗ will refer to a
quantity evaluated at the sonic surface). The compatibility condition for this surface is then
ρcn∗ ·
(
Du
Dt
+
1
ρ∇p
)
+ρc2∇ ·u+ Dp
Dt
= ρc2σω, (38)
where it is understood that all terms are evaluated at the sonic surface, although we drop subscript ∗
in most of the terms for the sake of clarity. The compatibility condition (38) holds on the exceptional
surface at which the flow is locally sonic, that is an observer moving with the surface observes that
the flow speed normal to the surface is locally sonic:
Un∗ = u∗ ·n∗−D =−c∗ , (39)
where D is the normal speed of the sonic surface in the lab frame.
3 One-dimensional sonic conditions
Equation (38) simplifies now to
ρc
(∂u
∂t +u
∂u
∂x +
1
ρ
∂p
∂x
)
+ρc2 ∂u∂x +
∂p
∂t +u
∂p
∂x = ρc
2σω, (40)
which can be rewritten as
d p∗
dt +ρ∗c∗
du∗
dt = ρ∗c
2
∗σ∗ω∗, (41)
where the spatial and temporal derivatives in (40) are combined to form a time derivative along the
forward characteristic direction,
d
dt =
∂
∂t +(c∗+u∗)
∂
∂x =
∂
∂t +
dx∗
dt
∂
∂x .
dx∗
dt = c∗+u∗. (42)
As we have mentioned before, the sonic locus is a special characteristic that is a separatrix of two
families of characteristic lines, namely those that reach the shock front in finite time and those that
do not. It is assumed that the sonic locus exists initially as, for example, in a steady detonation
and continues to exist during unsteady evolution. Then the initial condition selects the separatrix
from the entire family of forward characteristics for all of which equations (42) and (41) hold. It
must be pointed out that it is not, in general, possible to identify the separatrix in an arbitrary initial
condition.
One can look at equation (41) as a differential equation that does not involve derivatives normal
to the characteristic surface. The sonic locus is an (x, t) curve along a limiting C+ characteristic (see
Figure 2) and the derivative ∂/∂x does not appear. Indeed, the time derivatives in (41) are the deriva-
tives along the characteristics, that is the derivatives lie in the tangent plane of the characteristic
surface.
For one-dimensional detonation with point symmetry ( j = 0,1,2 correspond to planar, cylindri-
cal, and spherical symmetry, respectively), one easily finds that the compatibility condition is
d p∗
dt +ρ∗c∗
du∗
dt +
j
r
ρ∗c2∗u∗ = ρ∗c2∗σ∗ω∗, (43)
where r is the radial coordinate, while the speed relation is
dr∗
dt = c∗+u∗. (44)
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Figure 2: One-dimensional sonic locus as the C+ characteristic emanating from the initial steady
sonic locus.
For a steady one-dimensional planar detonation wave in a mixture with complex reaction network,
the compatibility condition reduces to the equation
σqωq = 0 , (45)
that, together with c∗+U∗ = 0, defines the sonic locus. For a discussion of the condition in applica-
tions to multiple-step reactions in detonation waves, see [4].
4 Sonic conditions of detonation shock dynamics
We call (38) and (39) the sonic conditions on the limiting forward characteristic surface and their
application to detonation theory is a main result of this paper. Specifically, we consider initial-
value problems where there is an initially prescribed detonation shock locus with states behind it
that lead subsequently to smooth evolution in the reaction zone for a self-sustained detonation. In
this section, we specialize sonic conditions to one- and two-dimensional detonations. We show
that when linearized, the compatibility condition reduces to the radiation condition of detonation
stability theory (see, e.g. [6, 8, 12]). For the two-dimensional, slowly-varying and weakly-curved
detonations the compatibility condition reduces to the thermicity condition of Detonation Shock
Dynamics (DSD theory, see e.g. [16]). In both detonation stability theory and DSD, the governing
equations are usually written in a frame of reference attached to the shock front since one is often
interested in the shock-front dynamics rather than anything else. For the purpose of comparison with
the known sonic conditions, we write our sonic conditions in the shock-attached frame. But before
doing that, it is instructive to look at the sonic conditions written in the frame of the sonic locus.
4.1 Sonic conditions in the sonic-frame Bertrand coordinates
We express the sonic conditions in two-dimensional surface-attached Bertrand coordinates which
use the normal distance to a prescribed front and the arc-length to a reference point along the front
as the intrinsic surface based coordinates, (see e.g. [10, 16]). Since the Bertrand coordinates are
developed by the sonic surface, they are perfectly suited to simplify the conditions since only deriva-
tives in the surface and normal to that surface appear. Let (η,ζ) be the normal signed distance to
the surface and transverse distance measured along the surface (see figure 3). Let (n, t) be the corre-
sponding unit normal and tangent vectors to the sonic surface. The coordinate transformation from
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Figure 3: Bertrand frame attached to the sonic locus.
the laboratory frame to the Bertrand frame is defined by
r = rs+ηn, (46)
where r is the lab-frame position of a point in space and rs (ζ, t) is the position of the sonic surface.
Then various differential operators in the Bertrand frame are written as follows
∇ = n ∂∂η +
t
1+ηκ∗
∂
∂ζ , (47)
∇ ·u = ∂uη∂η +
1
1+ηκ∗
(
κ∗uη+
∂uζ
∂ζ
)
, u ·∇ = uη ∂∂η +
uζ
1+ηκ∗
∂
∂ζ , (48)
∂
∂t =
∂
∂t −D
∂
∂η +S
∂
∂ζ , (49)
and
D
Dt
=
∂
∂t +u ·∇ =
∂
∂t +(uη−D)
∂
∂η +
(
S +
uζ
1+ηκ∗
) ∂
∂ζ , (50)
where the lab-frame particle speed is u = uηn+ uζt, κ∗ is the curvature of the sonic surface. Note
that η = 0 in the sonic surface and that uη−D = Uη is the normal particle velocity relative to the
sonic frame. We introduced the rate of strain of the arclength,
S =
∂ζ
∂t , (51)
and used the fact that
∂η
∂t =−D. (52)
Next we calculate the compatibility condition (38) in terms of the new coordinates. Clearly,
n ·∇p = ∂p/∂η, and all other terms are also straightforward, except for n ·Du/Dt. To calculate the
latter, we write
n · Du
Dt
= n · D
Dt
(
uηn+uζt
)
= n ·
(
Duη
Dt
n+uη
Dn
Dt
+
Duζ
Dt
t+uζ
Dt
Dt
)
=
Duη
Dt
+uζn ·
[∂t
∂t +(uη−D)
∂t
∂η +
(
S +uζ
) ∂t
∂ζ
]
, (53)
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where we have used equation (50) and n · t = 0, n ·Dn/Dt = 0. To determine n ·∂t/∂t, we differ-
entiate the coordinate transformation, r = rs+ηn, with respect to time and find
0 = drdt =
∂rs
∂t +
∂ζ
∂t
∂rs
∂ζ +
∂η
∂t n+η
(∂n
∂t +
∂ζ
∂t
∂n
∂ζ
)
. (54)
We evaluate the last result in the sonic surface, at η = 0, to obtain
∂rs
∂t +S t−Dn = 0, (55)
and differentiate the latter with respect to ζ, and noting that t = ∂rs/∂ζ, we find, using the Frenet
formulas,
∂n
∂ζ = κt,
∂t
∂ζ =−κn, (56)
that
n · ∂t∂t =
∂D
∂ζ +κS . (57)
Then collecting all terms in (53), we find that
n · Du
Dt
=
Duη
Dt
+uζ
∂D
∂ζ −κu
2ζ. (58)
What is left is to collect terms in (38), which results in the following equation
ρc
(
Duη
Dt
+uζ
∂D
∂ζ −κu
2ζ +
1
ρ
∂p
∂η
)
+
ρc2
(∂uη
∂η +κ∗uη+
∂uζ
∂ζ
)
+
Dp
Dt
= ρc2σω. (59)
Expanding the material derivative according to equation (50) and rearranging derivatives along the
same directions, we obtain
∂p
∂t +ρc
∂uη
∂t +κ∗ρc
2uη+(c+uη−D)
(∂p
∂η +ρc
∂uη
∂η
)
+
ρc2
∂uζ
∂ζ +ρcuζ
(∂D
∂ζ −κ∗uζ
)
+
(
S +uζ
)(∂p
∂ζ +ρc
∂uη
∂ζ
)
= ρc2σω. (60)
An important observation now is that in the sonic surface the flow is locally sonic with
c+uη−D = 0, (61)
which is the speed relation. Therefore, all normal-derivative terms in the compatibility condition
(60) drop out resulting in equation
∂p
∂t +ρc
∂uη
∂t +κ∗ρc
2uη = ρc2σω−R∗, (62)
where the terms that explicitly depend on the transverse variation are lumped into R∗, given by
R∗ = ρc2
∂uζ
∂ζ +ρcuζ
(∂D
∂ζ −κ∗uζ
)
+
(
S +uζ
)(∂p
∂ζ +ρc
∂uη
∂ζ
)
.
The reader is reminded that everything in equation (62) is evaluated in the sonic surface.
By definition, the compatibility condition must not contain derivatives along the normal to the
characteristic surface in (ζ,η, t) space. Since our coordinate frame is local, that is attached to the
characteristic surface, then the time derivative in (62) does indeed lie in the surface, similar to the
time derivative along the C+ characteristic in one dimension. Furthermore, ζ- derivative is also in
12
the surface, as ζ is the arclength. The only derivative that is off the characteristic surface in (ζ,η, t)
space is ∂/∂η and that derivative is indeed absent in equation (62). If R∗ can be neglected, equation
(62) is similar to the thermicity condition of the old Detonation Shock Dynamics theories with an
important difference that here Uη and D are the particle velocity in the sonic frame and normal speed
of the sonic surface, respectively; in the older theories of DSD, the same variables are calculated in
the shock-attached frame. The approximate form, that neglects R∗ is valid only in the limit of weak
curvature, slow time, and small transverse variation. Equation (62) is an exact relation that is valid
for general two-dimensional detonations with an embedded sonic surface, provided only that the
Bertrand coordinates are invertible, which is true if the radius of curvature of the sonic locus is large
compared to the length of the reaction zone.
4.2 Sonic conditions of DSD theory: formulation in the shock-attached frame
The linear stability problem and the DSD problem were originally formulated in shock-attached
coordinates; in the first case, this dates back to the first rigorous analysis given by Erpenbeck [3],
in the second case, the shock-attached coordinates were used because the goal of DSD theory is to
determine the dynamics of the shock front [14, 16].
Here we revisit the formulation of DSD in the shock-attached coordinates and use Bertrand
coordinates attached to the shock. Let (n,ξ) be the normal and transverse coordinates and let (n, t)
represent the corresponding unit normal and tangent vectors in the shock frame; then the coordinate
transformation is given by
r = rs (ξ, t)+nn(ξ, t) . (63)
The time-derivative in the shock-attached frame is represented as
∂
∂t =
∂
∂t −D
∂
∂n +S
∂
∂ξ ,
the velocity in the lab frame is u = unn+uξt, D is the normal shock speed, S = ∂ξ/∂t is the stretch
rate of the arc-length along the shock, and Un = un−D is the normal particle speed relative to the
shock. The material derivative is then
D
Dt
=
∂
∂t +Un
∂
∂n +
(
S+
uξ
1+n∗κ
) ∂
∂ξ . (64)
Differential operators involving ∇ are similar to those in the sonic frame, (47-48), only now the
velocity is expressed in the shock frame. A slight complication arises from the fact that the unit
normal, n∗, in (38) is that to the sonic surface, which in general is different from n, the unit normal
to the shock. Therefore, the shock-frame compatibility condition will contain terms, proportional to
n∗ ·n, which need to be evaluated.
Let
n∗ = ann+aξt, (65)
where the components, an = n∗ ·n and aξ = n∗ · t, will be determined below (see equations (77)).
Then, n∗ ·∇p = an∂p/∂n+aξ∂p/∂ξ, and
n∗ · DuDt = n∗ ·
D
Dt
(
unn+uξt
)
=
Dun
Dt
n∗ ·n+unn∗ · DnDt +
Duξ
Dt
n∗ · t+uξn∗ ·
Dt
Dt
. (66)
We now calculate each term on the right-hand side of this equation. Consider
n∗ · DnDt = aξt ·
Dn
Dt
= aξt ·
[∂n
∂t +
(
S+
uξ
1+n∗κ
) ∂n
∂ξ
]
. (67)
By time-differentiating the coordinate transformation (63) and evaluating the result at the shock we
find that
∂rs
∂t +St−Dn = 0. (68)
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Differentiating this result with respect to ξ and using t = ∂rs/∂ξ, we find
∂t
∂t +
(∂S
∂ξ −κD
)
t−
(∂D
∂ξ +κS
)
n = 0, (69)
from which it follows that
t · ∂n∂t =−n ·
∂t
∂t =−
∂D
∂ξ −κS (70)
and
∂S
∂ξ −κD = 0. (71)
Using equation (70) and the Frenet formula, ∂n/∂ξ = κt, we find that equation (67) results in
n∗ · DnDt = aξ
(
−∂D∂ξ +
κuξ
1+n∗κ
)
. (72)
Similarly, we find
n∗ · DtDt = ann ·
[∂t
∂t +
(
S+
uξ
1+n∗κ
) ∂t
∂ξ
]
= an
(∂D
∂ξ −
κuξ
1+n∗κ
)
. (73)
Equation (66) becomes
n∗ · DuDt = an
Dun
Dt
+aξ
Duξ
Dt
+
(
unaξ−uξan
)(−∂D∂ξ + κuξ1+n∗κ
)
. (74)
Collecting all terms, we obtain that the shock-frame compatibility condition is
∂p
∂t +(c+Un)
∂p
∂n +ρc
[∂un
∂t +(c+Un)
∂un
∂n
]
+
κ
1+n∗κ
ρc2un = ρc2σω−R, (75)
where κ (without the * subscript) is the local curvature of the shock, n∗ is the normal distance from
the shock to the sonic surface, and all terms are evaluated in the sonic surface. By R in the right-hand
side of (75) we denote the following collection of terms
R =
(
S+
uξ
1+n∗κ
)(∂p
∂ξ +ρc
∂un
∂ξ
)
+
ρc2
1+n∗κ
∂uξ
∂ξ +
c(an−1)
(∂p
∂n +ρ
Dun
Dt
)
+ caξ
(∂p
∂ξ +ρ
Duξ
Dt
)
+
ρc
(
unaξ−uξan
)(−∂D∂ξ + κuξ1+n∗κ
)
. (76)
From the derivations below (see equation (84)), the coefficients an and aξ in (76) are given by
an =
[
1+
(
1
1+n∗κ
∂n∗
∂ξ
)2]−1/2
, aξ =−
an
1+n∗κ
∂n∗
∂ξ , (77)
so that small transverse variation implies smallness of an−1 and aξ.
Note that the operator ∂/∂t+(c+Un)∂/∂n in (75), in general is not the time derivative along the
sonic locus unlike the one in (62). In the sonic frame, we had Un∗ =−c∗ exactly as a speed relation.
But now it is no longer true that c∗+Un∗ = 0! In one dimension, we could write c∗+Un∗ = dn∗/dt,
in which case the operator ∂/∂t + (c+Un)∂/∂n does indeed become a total derivative along the
sonic locus. But in general two-dimensional detonation wave, the derivative ∂/∂t +(c+Un)∂/∂n
does not lie in the tangent plane of the sonic locus; only if the transverse variations can be neglected
is the derivative in the sonic surface.
The speed relation expressed in the shock-attached coordinates is derived next. Let the equation
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ψ(x,y, t) = 0 (78)
represent the level set of the sonic surface in the laboratory frame. Then its unit normal and normal
speed are given by
n∗ =
∇ψ
|∇ψ| and D =−
1
|∇ψ|
∂ψ
∂t , (79)
respectively, so that the general speed relation (39) can be re-written as
∂ψ
∂t + c |∇ψ|+u ·∇ψ = 0. (80)
An interesting form of the speed relation is obtained from (80) by noting that |∇ψ|= n∗ ·∇ψ,
∂ψ
∂t +(u+ cn∗) ·∇ψ = 0, (81)
a transport equation that underscores propagation of the sonic surface in the direction of u+cn∗ with
the normal speed |u+ cn∗|. The derivative L =∂/∂t +(u+ cn∗) ·∇ is a directional time derivative
normal to the sonic surface (which is the ray direction), so that equation (81) is an expression of
constancy of ψ in the sonic surface.
In the shock-attached frame, (n,ξ, t), the level-set equation can be written as
ψ≡ n−n∗(ξ, t) = 0, (82)
where n∗ is the normal distance from the shock to the sonic surface. Then we obtain that
∇ψ = n− 1
1+n∗κ
∂n∗
∂ξ t,
∂ψ
∂t =−D−
∂n∗
∂t −S
∂n∗
∂ξ , (83)
and
n∗ =
1
|∇ψ|
(
n− 1
1+n∗κ
∂n∗
∂ξ t
)
. (84)
Be reminded, that in these expressions κ is the curvature of the shock. Substituting these formulas
into equation (80), we obtain the speed relation in the shock-attached frame,
∂n∗
∂t +
(
S+
uξ
1+n∗κ
) ∂n∗
∂ξ =Un+ c
√
1+
(
1
1+n∗κ
∂n∗
∂ξ
)2
. (85)
Again, this is an exact relation that expresses the speed relation for the sonic surface written in the
shock-attached Bertrand coordinates in terms of the shock properties, that is the curvature κ and the
stretch S, and the flow state in the sonic surface, n∗(ξ, t), Un, uξ, and c. Thus we have two equations,
(75) and (85) that represent the sonic conditions in the shock-attached Bertrand frame.
Equation (85) can be rewritten as
c+Un =
∂n∗
∂t +
(
S+
uξ
1+n∗κ
) ∂n∗
∂ξ + c
1−
√
1+
(
1
1+n∗κ
∂n∗
∂ξ
)2 , (86)
from which one can see that the speed relation is similar to the equation of the forward characteristic
in one dimension, (42), which in the shock-attached frame is c+Un = dn∗/dt, but involves more
terms, all due to the transverse variation.
Next we make certain approximations in order to simplify the sonic conditions (75) and (85) and
to see their connection with the older formulations of DSD. Let us assume, that the shock curvature
is small, κ = o(1), and the transverse flow speed and transverse variations are also small, uξ = o(1),
∂/∂ξ = o(1). Then retaining only the leading order terms, from equation (85), we obtain that
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∂n∗
∂t =Un+ c∗. (87)
Retaining only leading order curvature terms in equation (75), we obtain that
∂p
∂t +ρc
∂un
∂t +κρc
2un−ρc2σω = 0, (88)
where the time derivative is now
∂
∂t =
∂
∂t +(c+Un)
∂
∂n =
∂
∂t +
∂n∗
∂t
∂
∂n .
The time derivative in (88) must be taken along the sonic locus, that is the state variables, p and un,
must first be evaluated at the sonic locus and only then their derivatives be taken.
5 Sonic conditions of detonation stability theory
In this section, we show that the linearized version of the compatibility condition reduces to the
radiation conditions of detonation stability theory (see, e.g. [6, 8, 12]). Here we derive the one- and
two-dimensional radiation conditions.
One-dimensional radiation condition follows directly from equation (41) by straightforward lin-
earization. Let us denote the steady base state by an overbar and perturbations about the base state
by a prime, e.g. p = p¯(n)+ p′ (n, t), etc. Then the perturbed sonic state is given by
p∗ = p¯∗+ p′ (n∗, t) , u∗ = u¯∗+u′ (n∗, t) , (89)
ρ∗ = ρ¯∗+ρ′ (n∗, t) , λ∗ = ¯λ∗+λ′ (n∗, t) , (90)
where we can take n∗ = n¯∗ since the correction to the sonic locus, n′∗ = n∗− n¯∗, that results from the
use of the speed relation,
n˙′∗ = c
′
∗+U ′n∗, (91)
contributes only higher order terms to expansions (89) and (90). The resultant radiation condition is
d p′
dt + ρ¯∗c¯∗
du′
dt = ρ¯∗c¯
2
∗σ¯∗ω
′, (92)
where we have taken into account that ω¯∗ = 0 and where ω′ is the perturbation of the reaction rate.
In the special case of an ideal gas, the equation of state is p = ρRT , e = pv/(γ−1)−λQ, so
that ρc2σ = (γ−1)Qρ. For simple-depletion kinetics with ν = 1, and normal-mode perturbations,
p′ = p¯′ (n)exp(αt) , etc., the radiation condition (92) reduces to
α
(
p¯′∗+ ρ¯∗c¯∗u¯′∗
)
+(γ−1)Qρ¯∗k exp(−E/p¯∗v¯∗) ¯λ′∗ = 0, (93)
which is exactly the CJ limit of the radiation condition derived by Lee and Stewart [8].
If the depletion factor is distinct from unity, that is ω = k (1−λ)ν exp(−E/pv) with ν < 1, then
the reaction-rate perturbation away from the sonic locus is
ω′ =
(∂ω¯
∂ p¯
)
p′+
(∂ω¯
∂v¯
)
v′+
(∂ω¯
∂¯λ
)
λ′. (94)
As ¯λ → 1 one finds that (∂ω¯/∂¯λ) ∼ (1− ¯λ)ν−1 → ∞, so the last term in the previous expansion is
non-uniform as the sonic locus is approached, clearly a result of the base-state reaction rate vanishing
at the sonic locus. Near the sonic locus the reaction rate perturbation is
ω′ = ω(λ∗)−ω
(
¯λ∗
)
= k
(−λ′)ν exp(−E/ p¯∗v¯∗) , (95)
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Figure 4: Perturbation of a two-dimensional steady detonation with an embedded sonic locus.
which is a non-linear function of λ′, another indication of non-uniformity of solutions of the original
linearized system of Euler equations. If all perturbations in expansions (89) and (90) are assumed
to be O(ε) with ε → 0, then the left-hand side of (92) is also O(ε), while the right-hand side is
O(εν). It follows then, that although in the main-reaction layer (i.e. the region behind the shock, but
away from the sonic locus), the perturbations are O(ε), they are no longer O(ε) as the sonic locus
is approached (that is in the transonic layer). This potential non-uniformity has to be dealt with by
considering the linear stability problem separately in the main-reaction layer and the transonic layer,
a problem that is beyond the scope of the present paper.
Consider now a two-dimensional detonation wave with an embedded sonic locus subject to a
small perturbation of the shock locus, φ(y, t), as shown in figure 4. Most treatments of detonation
stability employ a Cartesian frame of reference attached to the perturbed shock so that the coordinate
transformation from the lab frame is
x = xl −Dt−φ
(
yl , t
)
, y = yl . (96)
Here xl and yl are the lab-frame coordinates, D is the steady-state detonation speed, and φ is the
small shock-displacement in the x direction. Thus the shock is always fixed at x= 0 and the reaction
zone is at x < 0, while the unperturbed medium is at x > 0. The differential operators in the moving
frame are now
∇ = ∂∂x i+
( ∂
∂y −φy
∂
∂x
)
j and D
Dt
=
∂
∂t +U1
∂
∂x +u2
∂
∂y −u2φy
∂
∂x , (97)
where U1 = u1−D−∂φ/∂t and u2 are the x- and y- components of the particle speed relative to the
perturbed shock, respectively.
Notice that the displacement of the sonic locus, φ∗ (y, t), is not the same as φ and therefore, the
unit normal, n∗, to the sonic locus differs from n, the unit normal to the shock. To the leading order
in the displacements, the unit normals are given by
n = i− ∂φ∂y j, n∗ = i−
∂φ∗
∂y j. (98)
It is easy to show that the small transverse component of n∗ contributes only second-order terms
to the compatibility condition. Indeed, let φ = φ′ = o(1), φ∗ = φ′∗ = o(1), and linearize the state
variables about the steady state, as e.g. p = p¯(x)+ p′ (x, t), u = (u¯1+u′1) i+u′2j, etc., similar to the
one-dimensional case; the primed quantities are small corrections to the base state. Retaining only
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linear terms in perturbations, we find that
D
Dt
=
∂
∂t +
¯U1
∂
∂x +
(
U ′1
∂
∂x +u
′
2
∂
∂y
)
, (99)
n∗ · DuDt =
(
i− ∂φ
′∗
∂y j
)
·
[ ∂
∂t +
¯U1
∂
∂x +
(
U ′1
∂
∂x +u
′
2
∂
∂y
)](
u¯1i+u′
)
=
¯U1
∂u¯1
∂x +
(∂u′1
∂t +
¯U1
∂u′1
∂x +U
′
1
∂u¯1
∂x
)
, (100)
n∗ ·∇p = ∂ p¯∂x +
∂p′
∂x , ∇ ·u =
∂u¯1
∂x +
(∂u′1
∂x +
∂u′2
∂y
)
, (101)
and
Dp
Dt
= ¯U1
∂ p¯
∂x +
(∂p′
∂t +U
′
1
∂ p¯
∂x +
¯U1
∂p′
∂x
)
. (102)
Before linearization of the compatibility condition, it is convenient to rewrite it as
ρc
(
n∗ · DuDt + c∇ ·u
)
+
Dp
Dt
+ cn∗ ·∇p = ρc2σω. (103)
We then find that
n∗ · DuDt + c∇ ·u =
(∂u′1
∂t + c¯
∂u′2
∂y
)
+
(
c′+U ′1
) ∂u¯1
∂x (104)
and
Dp
Dt
+ cn∗ ·∇p = ∂p
′
∂t +
(
c′+U ′1
) ∂ p¯
∂x , (105)
so that the linearized compatibility condition becomes
∂p′
∂t + ρ¯∗c¯∗
∂u′1
∂t + ρ¯∗c¯
2
∗
∂u′2
∂y = ρ¯∗c¯
2
∗σ¯∗ω
′, (106)
or, in terms of the normal modes (p′→ p′ exp(αt + iky), etc.),
α
(
p′+ ρ¯∗c¯∗u′1
)
+ ikρ¯∗c¯2∗u′2 = ρ¯∗c¯2∗σ¯∗ω′. (107)
In deriving (104) and (105), we took advantage of the fact that c¯∗+ ¯U1∗ = 0 and
∂ p¯
∂x + ρ¯∗c¯∗
∂u¯1
∂x = 0, (108)
where the latter result follows directly from the steady momentum equation, provided that
lim
n→n¯∗
(c¯+ ¯U1)
∂u¯1
∂x = 0, (109)
a condition that is indeed satisfied for any reaction order ν > 0, as one can easily check. Even if
ν< 1/2, when limn→n¯∗ ∂u¯1/∂x = ∞, one can show that condition (109) still holds, because c¯+ ¯U1 ∼√
1− ¯λ, while ∂u¯1/∂x∼
(
1− ¯λ)ν−1/2 as ¯λ→ 1.
If one sets the right-hand side of (107) to zero, then one obtains the CJ limit of the radiation
condition of Short and Stewart [12]. But of course, equation (107) is more general as it includes a
general rate term and holds for a general equation of state.
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5.1 The compatibility condition as a boundedness condition
We now prove that for detonations with depletion factor ν > 1/2, the linearized compatibility con-
dition
d p′
dt + ρ¯∗c¯∗
(
dU ′
dt +
dD′
dt
)
− (γ−1)Qρ¯∗ω′ = 0. (110)
is necessary for the linear stability problem to have solutions bounded at n→ n¯∗.
Indeed, the one-dimensional Euler equations written in the shock-attached frame
vt +Uvn− vUn = 0, (111)
Ut +UUn+ vpn =−Dt , (112)
pt +U pn+ γpUn = (γ−1)Qρω, (113)
λt +Uλn = ω, (114)
can be linearized so that the following set of linear equations is obtained
v′t + ¯Uv′n+ v¯nU ′− v¯U ′n− ¯Unv′ = 0, (115)
U ′t + ¯UU ′n+ ¯UnU ′+ v¯p′n+ p¯nv′ =−D′t , (116)
p′t + ¯U p′n+ p¯nU ′+ γp¯U ′n+ γ ¯Un p′− (γ−1)Q
(
ρ¯ω′+ ω¯ρ′
)
= 0, (117)
λ′t + ¯Uλ′n+ ¯λnU ′ = ω′, (118)
where the perturbations are assumed to be small deviations from the corresponding steady-state
values. Adding equation (117) and equation (116) multiplied by ρ¯c¯, one obtains[ ∂
∂t +(
¯U + c¯)
∂
∂n
]
p′+ ρ¯c¯
[ ∂
∂t +(
¯U + c¯)
∂
∂n
](
U ′+D′
)− (γ−1)Qρ¯ω′+
(p¯n+ ρ¯c¯ ¯Un)U ′+ γ ¯Un p′+ ρ¯c¯ p¯nv′− (γ−1)Qω¯ρ′ = 0. (119)
The first two terms are seen to form time derivatives along the steady C+ characteristic direction,
∂/∂t +( ¯U + c¯)∂/∂n, so that the first line of (119) tends to the compatibility condition in the limit
n → n¯∗ (so that ¯U + c¯ → 0). All terms in the second line vanish as n → n¯∗ provided that ν > 1/2
(so that the spatial derivatives of the base state vanish at the sonic locus) and that all perturbations
remain uniformly bounded. Thus our statement is proved.
6 Conclusions
In this work we have introduced a general definition of a sonic locus for multi-dimensional unsteady
self-sustained detonation waves and discussed its properties under important limiting conditions
that are relevant to detonation stability theories and asymptotic theories of slowly evolving weakly
curved detonations. We have shown that previously known sonic conditions of steady detonation
theory, linear stability theory, and detonation shock dynamics are all limiting cases of our gener-
alized conditions. Importantly, self-sustained detonations are shown to be two-front phenomena
with the lead shock and the limiting characteristic surface (as the sonic locus) as free boundaries.
The sonic conditions that we have derived are closure equations that together with the Euler equa-
tions and Rankine-Hugoniot conditions complete the set of governing equations for self-sustained
detonations.
An important ingredient of the present theory is that the sonic surface is assumed to exist ini-
tially; we simply take it as given in the initial conditions. The initial condition could be, for example,
a steady detonation wave in which a sonic surface can be defined unambiguously, and a clear exact
case is that of the steady CJ detonation or a weakly perturbed detonation that corresponds to theories
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relevant to detonation instability or detonation shock dynamics, both of which are perturbation theo-
ries that assume either deviations from a plane CJ state or weak spatial and temporal variation from
plane states. Many important initial conditions, for example, in initiation problems, will not have an
initial sonic locus. But as the detonation forms and becomes a self-sustained wave, the sonic locus
will appear somewhere in the flow. From that point on, the detonation dynamics is described by our
theory provided only that the sonic locus persists in the flow, which is the case if the flow evolution
is smooth.
Clearly, appearance of strong discontinuities within the reaction zone, such as shock waves, can
destroy a sonic surface in which case the present theory may not be applicable. It is indeed the
case in gas-phase detonations that strong transverse shock fronts almost always exist which can
interact with the sonic surface. Yet, the situations is quite different in condensed explosives in which
smooth reaction zones are more common. In any case, the range of phenomena that the present
theory can address is considerable, and even in the case of cellular detonations, the onset of cellular
dynamics and propagation of weakly unstable detonations may be phenomena that the present theory
is applicable to. Some applications of the theory to weakly curved and slowly evolving detonations
as well as to the stability problems in explosives described by complex equation of state and rate
law can be found in [5] and in forthcoming papers.
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