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ABSTRACT
We present deep 850 µm maps of three massive lensing clusters, A370, A851, and A2390, with well-
constrained mass models. Our cluster exposure times are more than 2 to 5 times longer than any other
published cluster field observations. We catalog the sources and determine the submillimeter number
counts. The counts are best determined in the 0.3 to 2 mJy range where the areas are large enough
to provide a significant sample. At 0.3 mJy the cumulative counts are 3.36.31.3 × 10
4 deg−2, where the
upper and lower bounds are the 90% confidence range. The surface density at these faint count limits
enters the realm of significant overlap with other galaxy populations.The corresponding percentage of
the extragalactic background light (EBL) residing in this flux range is about 45 − 65%, depending on
the EBL measurement used. Given that 20 − 30% of the EBL is resolved at flux densities between 2
and 10 mJy, most of the submillimeter EBL is arising in sources above 0.3 mJy. We also performed
a noise analysis to obtain an independent estimate of the counts. The upper bounds on the counts
determined from the noise analysis closely match the upper limits obtained from the direct counts. The
differential counts from this and other surveys can reasonably be described by the parameterization
n(S) = 3× 104 deg−2 mJy−1/(0.7 + S3.0) with S in mJy, which also integrates to match the EBL.
Subject headings: cosmology: observations — galaxies: evolution — galaxies: formation
1. INTRODUCTION
The cumulative emission from all sources lying beyond
the Galaxy, the extragalactic background light (EBL), pro-
vides important constraints on the integrated star for-
mation and accretion histories of the Universe. COBE
measurements of the EBL at far-infrared (FIR) and sub-
millimeter wavelengths (e.g., Puget et al. 1996; Fixsen
et al. 1998) indicate that the total radiated emission
that is absorbed by dust and gas and then reradiated
into the FIR/submillimeter is comparable to the to-
tal measured optical EBL. Deep submillimeter surveys
with SCUBA (Holland et al. 1999) on the James Clerk
Maxwell Telescope5 have uncovered the brighter obscured
sources which give rise to a substantial part of the
FIR/submillimeter EBL. The properties of these sources
are similar to the properties of the most luminous sys-
tems observed locally, the ultraluminous infrared galaxies
(ULIGs, Sanders & Mirabel 1996).
Blank field SCUBA surveys have resolved sources over
the 2 − 10 mJy range that account for 20 − 30% of the
850 µm EBL (e.g., Barger et al. 1998; Hughes et al. 1998;
Eales et al. 1999, 2001; Barger, Cowie, & Sanders 1999a;
Scott et al. 2002; Borys et al. 2002; Webb et al. 2002).
Barger et al. (1999a) found that their cumulative source
counts per square degree were well described by the power-
law parameterization of the differential counts
n(S) = N0/(a+ S
α)
with S in mJy, α = 3.2, and N0 = 3.0× 10
4 deg−2 mJy−1.
Assuming only that their parameterization provided an
appropriately smooth continuation to fluxes below 2 mJy,
Barger et al. (1999a) constrained their fit to match the
EBL with a ∼ 0.5. Using this empirical parameterization,
they predicted that very approximately 60% of the EBL at
850 µm should be resolved into discrete sources between
0.5 and 2.0 mJy.
Blank field SCUBA surveys cannot reach the required
sensitivities to directly detect the dominant population of
< 2 mJy extragalactic sources due to confusion noise re-
sulting from the coarse resolution of SCUBA (e.g., Hogg
2001). Thus, in order to search for this population with
SCUBA, one must observe fields with massive cluster
lenses to take advantage of both gravitational amplifica-
tion by the lens and reduced confusion noise. Smail, Ivi-
son, & Blain (1997) and Smail et al. (1998) pioneered this
method, making the first SCUBA observations of cluster
lenses. They studied seven clusters with well-constrained
lens models where it is possible to correct the observed
source fluxes for lens amplification. Their survey was de-
signed to detect the brightest submillimeter sources in rela-
tively short integration times, and hence it is quite shallow
with 3σ flux limits around 6 mJy.
Despite the shallowness of the survey, Blain et al.
(1999) tried to determine the number counts at and below
1 mJy, arguing that the small regions of high amplifica-
tion (around a factor of 6 at 1 mJy and a factor of 24 at
0.25 mJy) could be used to probe these faint fluxes. (A
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2later analysis of another cluster sample of similar depth
by Chapman et al. (2002) did not extend the counts be-
low 1 mJy.) However, direct inversion at these amplifi-
cation levels is complicated because redshift uncertainties
and small positional changes can have large effects on the
amplification. In SCUBA surveys the positions of the sub-
millimeter sources are relatively poorly determined and
the redshifts are often unknown. While these effects have
comparatively little effect on the shape of the determined
counts, they do effectively limit the flux level to which
the counts can be considered to be determined. We shall
discuss this point further in § 4.
The sub-mJy counts are best addressed by obtaining
much deeper images, since at lower amplifications there
is considerably less redshift and positional sensitivity. At
typical amplifications of 1 to 4, the counts can be robustly
investigated down to a few tenths of a mJy from images
with 3σ limits of 1.5 to 2 mJy. Because of this key point,
and because the observed areas at the sub-mJy fluxes of
interest rise rapidly with deeper obervations, it is a natural
and important progression to pursue the faint submillime-
ter counts with much longer integrations on lensing cluster
fields. This is the subject of the present paper.
2. OBSERVATIONS AND SAMPLE
SCUBA jiggle map observations were taken in mostly
excellent observing conditions during runs in 1999 August,
September, and November; 2000 November and Decem-
ber; and 2001 January, March, and June. The maps were
dithered to prevent any regions of the sky from repeat-
edly falling on bad bolometers. The chop throw was fixed
at a position angle of 90 deg so that the negative beams
would appear 45′′ on either side east-west of the positive
beam. Regular “skydips” (Lightfoot et al. 1998) were ob-
tained to measure the zenith atmospheric opacities at 450
and 850 µm, and the 225 GHz sky opacity was monitored
at all times to check for sky stability. Pointing checks
were performed every hour during the observations on the
blazars 0106+013, 0215+015, 0221+067, 0336-019, 0420-
014, 0917+449, 0923+392, 2145+067, or 2251+158.
The data were reduced using the dedicated SCUBA User
Reduction Facility (SURF, Jenness & Lightfoot 1998).
Due to the variation in the density of bolometer sam-
ples across the maps, there is a rapid increase in the noise
levels at the very edges, so the low exposure edges were
clipped. The data were calibrated using jiggle maps of
the primary calibration source Mars or the secondary cali-
bration sources CRL618, CRL2688, or OH231.8+4.2. The
routines produce a noise-weighted exposure time at each
pixel, which we shall denote as t. Submillimeter fluxes
were measured using beam-weighted routines that include
both the positive and negative portions of the beam profile
to provide the optimal extraction.
The SURF reduction routines arbitrarily normalize all
the data maps in a reduction sequence to the central pixel
of the first map; thus, the noise levels in a combined image
are determined relative to the quality of the central pixel
in the first map. In order to determine the absolute noise
levels of our maps, we first eliminated the∼> 3σ real sources
in each field by subtracting an appropriately normalized
version of the beam profile. We then iteratively adjusted
the noise normalization until the dispersion of the signal-
to-noise ratio measured at random positions became ∼ 1.
This noise estimate includes both fainter sources and cor-
related noise; hereafter we refer to it as “uncleaned noise”.
We also constructed “true noise” maps in which all the
sources have been cleaned out so that the maps contain
only sky and bolometer noise. To do this, we divided the
data for each cluster into two halves and then combined
the jiggle maps for each of the two halves separately, keep-
ing only the first jiggle map in the reduction sequence the
same in both halves, since the data maps are normalized to
the central pixel of the first map. We then subtracted the
two halves from one another. Since the faint sources are
at fixed positions in the maps, the subtraction effectively
removes them from the maps, resulting in true noise maps
for each cluster field. The true noise maps were then scaled
to the actual maps by multiplying each pixel by the fac-
tor (t1 + t2)/
√
(t1 × t2), where t1 and t2 are the weighted
exposure times in the two half images.
The three cluster field centers, total SCUBA exposure
times (based on the number of integrations), median op-
tical depths, areas, and 850 µm sensitivities (1σ) for the
true noise maps and the uncleaned noise maps are given in
Table 1. Our cluster exposure times are more than 2 to 5
times longer than any other published cluster field observa-
tions (Smail et al. 1997, 1998; Chapman et al. 2002). Our
three cluster field SCUBA maps and their corresponding
true noise maps are shown in Fig. 1.
3. SOURCE CATALOGS AND IDENTIFICATIONS
In contrast to the situation in the optical and near in-
frared, we do not expect there to be much contamination
of the background submillimeter number counts by cluster
members, which lie at too low redshifts to be strong sub-
millimeter sources. However, there may be submillimeter
sources produced by the cooling flow regions in the clus-
ters and the associated strong radio sources in some of the
central cluster galaxies (Edge et al. 1999). In particular,
Edge et al. report a strong source associated with the cD
galaxy in A2390. We therefore searched the images for
sources of this type. Table 2 gives the source number,
measured positions (columns 2 and 3), measured submil-
limeter fluxes and uncertainties (column 4), and measured
signal-to-noise ratios (column 5) for the D cluster galax-
ies in A370 and A851 and the cD galaxy in A2390. We
confirm the detection of the cD galaxy in A2390 and also
find a source associated with the southern D galaxy in
A370. These two sources were removed from the maps by
subtracting a normalized image of the beam.
To generate the catalog of the background submillime-
ter galaxies, we next scanned the three SCUBA maps at
an array of positions separated by 3′′ to make a prelimi-
nary selection of candidate sources. Using peaked-up po-
sitions, we then located the ≥ 3σ sources. We subtracted
the brighter sources from the maps before extracting the
fainter sources in order to avoid contamination by the large
and complex beam pattern. Table 3 summarizes the in-
formation for the background sources in the same format
as Table 2. Only sources with weighted exposure times
greater than a tenth of the maximum in the image are
included, giving a total sample of 15 sources. For the pur-
pose of the counts analysis, the 3σ selection is reasonable;
however, considerable caution should be used in interpret-
ing sources at this low significance level since there may
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be substantial uncertainties in both position and flux. Our
simulations (see § 4) suggest that interpretation of individ-
ual sources and attempts to identify counterparts are best
restricted to at least the ≥ 4σ subsample (see also Scott
et al. 2002). In the last three columns of Table 3 we give
the previous submillimeter flux measurements from Smail
et al. (1997, 1998) for the sources detected in their shal-
low survey, along with the RA and Dec offsets between
our measured source positions and theirs. In general the
fluxes agree to within the noise uncertainty. However, the
offsets in position range up to 4′′ for the faintest overlap-
ping source.
Fig. 2.— K (lower panel) and I (upper panel) thumbnail images
for the 4σ sources in Table 1. The ordering within each cluster (left
= submillimeter bright to right = submillimeter faint) follows that
of Table 3. The panels are 19′′ on a side, centered on the nominal
SCUBA position. The circles are of radius 3.5′′, which is represen-
tative of the positional uncertainty. North is up and East is to the
right.
Efforts to spectroscopically identify the counterparts to
the SCUBA sources have proved difficult due to the op-
tically faint nature of the majority of the counterparts;
however, high-quality optical images, extremely deep ra-
dio maps, and follow-up optical spectroscopy suggest that
the bulk of the submillimeter sources lie in the redshift
range z = 1−3 (e.g., Smail et al. 1998; Barger et al. 1999b;
Smail et al. 2000; Carilli & Yun 2000; Barger, Cowie, &
Richards 2000; see, however, Lilly et al. 1999).
In Fig. 2 we show I and K-band thumbnail images of
the eight 4σ sources in the sample, according to cluster.
The image is taken from E.M. Hedrick, A.J. Barger, &
J.-P. Kneib, in preparation, where the data reduction and
photometry of the sources are described. The two bright-
est submillimeter sources in A370 both have spectroscopic
redshifts (z = 2.80 from Ivison et al. 1998 and z = 1.06
from Barger et al. 1999b and Soucail et al. 1999), which we
give in column 7 of Table 2. The other two sources with
previous discussions in the literature are the brightest sub-
millimeter source in A851, believed to be associated with
the extremely red object (ERO) in the error circle (Ivison
et al. 2000), and the second brightest submillimeter source
in the A2390 sample. The most likely counterpart to the
latter is thought to be the ERO at z = 1.02, which is to
the West of the thumbnail center in Fig. 2. This source
(designated K3 in Barger et al. 1999b where the redshift
was given) is also a weak ISOCAM source (Lemonon et al.
1999). However, the large separation from the Smail et al.
position (6.3′′) made the identification suspect. With the
new position the source now lies within the submillimeter
error circle, and we now consider this identification to be
highly probable. We give this redshift in Table 2.
The remaining sources are most likely associated with
EROs in their error circles. In particular, the bright-
est A2390 submillimeter source is associated with a very
luminous ERO, which is also a weak ISOCAM source
(Lemonon et al. 1999). We do not know of a spectroscopic
identification for this source. The weakest of the three
4σ A2390 sources lies near a bright spectroscopically con-
firmed cluster member. It appears unlikely this is the cor-
rect identification of the source, which may be associated
with one of the fainter galaxies in this area. The effects
of excluding this source from our subsequent analysis are
small. A more extensive discussion of the submillimeter
properties of the optical and near-infrared selected galaxies
in these fields may be found in E.M. Hedrick, A.J. Barger,
& J.-P. Kneib, in preparation.
The observed sources directly determine the fraction of
the EBL which has been resolved, since the average sky
brightness is conserved by the lensing process. This is by
far the most robust quantity which can be derived from
the observations (Chapman et al. 2002). The average EBL
contribution of the three fields is 17.3 Jy deg−2, and the
breakdown by field is 22.7 Jy deg−2 (A370), 17.4 Jy deg−2
(A851), and 11.8 Jy deg−2 (A2390), with the differences
reflecting the different depths of the images and the sta-
tistical uncertainties from the small numbers of sources
involved. The average over the three fields is between
40% and 56% of the total EBL, depending on whether we
adopt the EBL value of 44 Jy deg−2 (Fixsen et al. 1998) or
31 Jy deg−2 (Puget et al. 1996). However, detailed models
are required to determine the flux ranges which give rise
to this contribution. The contribution to the EBL from
sources greater than 6 mJy (roughly previous survey lim-
its) is 7.8 Jy deg−2; thus, the increased sensitivity roughly
doubles the resolved fraction of the EBL in these clusters.
4. DIRECT NUMBER COUNTS
For a blank field observation, the number counts are de-
termined by dividing the number of significantly detected
sources in a sample by the area over which the sources
could be detected at that level. In the case of a lensed
field, the sensitivity to a background source is dependent
on the position and redshift of the background source and
on the redshift of the gravitational lens. These lensing ef-
fects can be corrected for with a sufficiently detailed mass
model for the lens.
We used the LENSTOOL models to determine the flux
amplifications. LENSTOOL uses multiple-component
mass distributions that describe the extended potential
well of the clusters and their more massive individual mem-
ber galaxies (e.g., Kneib et al. 1996). The mass distribu-
tions are derived from the positions of multiply-imaged
features identified in high-resolution optical images; spec-
troscopic redshifts constrain the models. Details of the
models for the A370, A851, and A2390 clusters can be
found in Kneib et al. (1993), Seitz et al. (1996), and Kneib
4et al., in preparation, respectively. Using LENSTOOL we
mapped the background galaxies from their observed po-
sitions back onto the source plane using known redshifts,
where available, or to an assumed source redshift of z = 3.
We give the resulting amplifications in column 6 of Table 3.
Although the amplification of a source depends on both
the redshift of the lens and the redshift of the source, at
the redshifts of our three cluster lenses (z = 0.37 for A370,
z = 0.41 for A851, and z = 0.23 for A2390), the amplifica-
tion varies only weakly with redshift for any source beyond
z = 1 which has a modest amplification. Blain et al. (1999)
estimated that as long as the source redshifts are greater
than one, the systematic uncertainties (due to the uncer-
tainties in both the redshift distribution of the detected
sources and the mass models of the clusters) are less than
25% and hence are comparable to the typical uncertainties
in the absolute flux calibration of the SCUBA maps.
However, sources with high amplifications have much
larger uncertainties associated with positional uncertainty
and redshift indeterminancy than sources with relatively
low amplifications. For the high amplification sources ly-
ing near critical lines, small changes in position or redshift
can result in very large variations in amplification. In or-
der to quantify this effect, we computed the maximum and
minimum amplifications in a 3′′ radius region surrounding
each source. For the sources where we do not have a re-
fined position from an optical identification, we give this
range in brackets after the amplification in Table 3. For
sources with “typical” amplifications of 1 to 4 the effect is
generally small. However, the high amplification sources
can easily have order of magnitude amplification uncer-
tainties associated with their positions (and also with their
redshifts), and this must be allowed for in any analysis.
Five of the sources in our sample (two in A370 and three
in A2390) fall into this category. All lie at the faint end
of the sample where we cannot easily use secondary con-
straints, such as the lack of multiple images, to provide
limits on the amplifications. For two of the sources in
A2390 (13 and 14 in Table 3) there are no sensible upper
limits to the amplifications, so we give only lower bounds.
In what follows we use the maximum and minimum am-
plifications given in Table 3 to determine how much the
number counts can be changed by the amplification uncer-
tainties.
For the direct number counts, we need to know the
source plane areas for which background galaxies would
fall within the SCUBA maps and be significantly detected.
(Due to the expansion of the source plane, the source plane
areas are smaller than the areas of the SCUBA maps.) To
do this, we created a grid of z = 3 background sources at
one arcsecond separations and used LENSTOOL to pro-
duce the corresponding image plane maps with magnifica-
tionsm. (For sources with known redshifts, we created the
source plane grids at the known redshifts.) Each grid point
on the image plane corresponds to an area on the source
plane of 1 arcsec2. If the sensitivities of the SCUBA maps
were uniform, we could determine the source plane area for
a 3σ detection at a given submillimeter flux by finding the
number of points at each image plane grid point that sat-
isfied the equation 3σ/mf(850 µm) and then multiplying
that number by 1 arcsec2.
However, since the SCUBA maps become less sensitive
towards the edges where the exposure times are less, the
equation to be satisfied is instead 3σmin/(m
√
t/tmax) <
f(850 µm), where σmin is the minimum noise in the field
and tmax is the maximum weighted exposure time. The
number of points satisfying this equation can then be mul-
tiplied by 1 arcsec2.
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Fig. 3.— Source plane areas, assuming source redshifts z = 3,
over which a source of a given flux in the source plane would be
detected at the 3σ level in the image plane. The three curves are
for the A370 (solid), A851 (dotted), and A2390 (dashed) fields. The
horizontal line segment shows the SCUBA map area.
Figure 3 shows the areas over which a source with a
given flux in the source plane would be detected at the 3σ
level in the image plane for each of the three cluster fields.
The high magnification of the A370 cluster lens means
there is less source plane area at high submillimeter fluxes
in the A370 field but much more source plane area at low
submillimeter fluxes. The SCUBA data available on A370
are deeper than the data on the other two clusters, which
also contributes to the sizeable differences in source plane
areas seen in Fig. 3 at the fainter fluxes.
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Fig. 4.— Cumulative 850 µm source counts (solid squares). The
solid curve shows an area-weighted maximum likelihood power-law
fit to the data (solid squares) over the flux range from 0.1 mJy to
5 mJy. The slope is −1.1. The open triangles show the counts
determined if we use the minimum amplifications of Table 3. The
open diamonds show the counts determined if we use the maximum
amplifications.
We can now determine our raw cumulative source counts
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by summing the inverse areas of all the sources in the three
fields brighter than flux S. We present these raw cumu-
lative 850 µm counts per square degree (solid squares) in
Fig. 4. We also show as the open symbols the counts
computed using the minimum (triangles) and maximum
(diamonds) amplifications of Table 3. The shape and the
normalization of the counts are quite insensitive to the
choice of minimum or maximum amplifications (see also
Chapman et al. 2002). However, the flux to which the
counts can be considered to be determined does depend
critically on the amplification.
In the present data, if we adopt the minimum amplifica-
tions, then the counts only extend down to 0.1 mJy. How-
ever, if we were instead to assume that the average or max-
imum amplifications were appropriate, then the counts
would extend to much fainter fluxes (< 0.1 mJy). Because
the areas of high amplification are small, this would then
imply that the counts turn up quite steeply below 0.1 mJy
in order for us to actually be able to detect sources in such
small areas. Indeed, in the maximum amplification case,
two of the sources even lie below the 0.01 mJy flux limit
of Fig. 4. However, since we have a perfectly adequate
solution with the minimum amplifications, at present we
have no way of knowing whether there really are sources at
fluxes below 0.1 mJy. To avoid this uncertainty, for the re-
maining discussion of the counts we shall restrict ourselves
to fluxes above 0.1 mJy.
We have overplotted on the figure a power-law fit (solid
line) to the solid squares based on an area-weighted maxi-
mum likelihood fit (Crawford, Jauncey, & Murdoch 1970),
which gives a slope of −1.1 and provides a good repre-
sentation of the raw counts. Given the complex effects of
noise and confusion, the errors and systematic biases of the
counts are best estimated with Monte Carlo simulations.
5. SIMULATIONS
We created simulated images by drawing sources from
a population with a count described by the power-law fit
and placing them randomly on the source plane. We lim-
ited the fluxes of the input sources to be brighter than
0.01 mJy. We then mapped and amplified the sources to
the image plane using LENSTOOL and added the sources
into the true noise maps. We analyzed the resulting im-
ages with the same procedures that we used to analyze
the real data. We ran 100 realizations for each field and
derived the average output counts. We then iteratively
adjusted the input count model until the average output
counts matched the observed counts. For the final deter-
mination of the counts completeness and confidence ranges
we used the input power-law
N(> S) = 3.5× 103 × (S/2 mJy)−1.2 deg−2 (1)
shown by the dashed line in Fig. 5. The solid line in Fig. 5
shows the recovered counts obtained for this input count
model. The recovered counts can be compared with the
observed raw counts, which are shown by the solid squares
in Fig. 5. The recovered counts exhibit a small systematic
upward (Eddington) bias relative to the input counts at
the brighter fluxes. Over the 1 to 5 mJy range we see an
increase by a factor of 1.25. Eales et al. (2000) and Scott
et al. (2002) obtained a similar systematic flux boost from
their simulations. Eales et al. found a median boost factor
of 1.44 for their survey down to 3 mJy, and Scott et al.
found boost factors of 1.28 and 1.35 at 5 mJy for their two
areas. The shallower slope of the counts in the present
simulation may account for the slightly smaller correction.
At low fluxes the recovered counts drop below the input
counts as the source detection becomes incomplete.
The uncertainty corridors for the counts may also be ob-
tained by looking at the spread of counts over the various
realizations. The 90% confidence range measured in this
way from the simulations is shown by the thin solid lines
and should provide a good estimate of the uncertainties
on the observed counts.
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Fig. 5.— Comparison of the observed counts (solid boxes) with
the simulations. The solid curve shows the returned counts from
the Monte Carlo simulations, which were based on an input model
described by a power-law fit (dashed line). Eddington bias raises
the measured counts above the input counts at the high flux end,
while at the low end incompleteness in the source detection drops
the measured counts below the input counts. The thin solid lines
show the 90% confidence range calculated using the simulations.
As is evident from Fig. 5, the counts are best deter-
mined in the 0.3 to 5 mJy flux range. Here the areas are
large enough to provide a significant sample. However, the
statistical uncertainties are still large with only 7 sources
lying in this range. At 1 mJy we find a cumulative count of
0.91.40.5 × 10
4 deg−2, after correcting for the systematic up-
ward bias, where the upper and lower bounds are the 90%
confidence range. This is consistent with the Blain et al.
(1999) measurement of (0.79±0.3)×104 deg−2. At 0.3 mJy
the cumulative counts have risen to 3.36.31.3 × 10
4 deg−2,
where the upper and lower bounds are again the 90% con-
fidence range.
6. NOISE ANALYSIS
The noise distributions of the uncleaned noise maps (i.e.,
the maps with the directly detected sources removed) con-
tain additional independent information over the direct
counts. In principle, the noise distributions should pro-
vide a more sensitive diagnostic of the counts at sub-mJy
fluxes than the direct counts because the useable areas are
much larger than the areas over which 3σ sources can be
detected.
In Fig. 6 we show the distribution functions (combined
for all three cluster fields) from both the true noise and the
uncleaned noise maps. The true noise distribution func-
tion is well fit by a smooth Gaussian function, which is
6shown in the figure in place of the actual distribution func-
tion. The uncleaned noise distribution function (jagged
curve) has extensions to the right and left of the true noise
distribution function. The different shapes of these two
extensions result from there being twice as many negative
positions as positive positions in the beam pattern corre-
sponding to each source, but at half the flux (because of
the nod and fixed chop observing procedure used). For the
present data a Kolmogorov-Smirnov test (applied to the
absolute values of the distribution to combine the two tails
of the distribution function) does not reject the hypoth-
esis that the uncleaned noise distribution is drawn from
the true noise distribution because there are a relatively
small number (approximately 240) of independent points
in the fields. A noise analysis is therefore primarily useful
in placing an upper bound on the counts.
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Fig. 6.— Distribution function for the three fields. The true noise
is well fit by a smooth Gaussian function (solid curve). The exten-
sions of the uncleaned noise (jagged curve) indicate the presence of
faint sources below the detection limit. The differences between the
right-hand and left-hand extensions result from there being twice
as many negative positions as positive in the beam pattern corre-
sponding to a given source, but at half the flux.
The difference between the observed uncleaned and the
simulated uncleaned distribution functions can be used to
constrain the simulated counts distribution. If the input
function for the counts has too high a normalization or is
too steep at the faint end, then the simulated distribution
will be too wide when compared to the observed distri-
bution. In contrast, if the input function has too low a
normalization or is too shallow at the faint end, then the
simulated distribution will be too narrow when compared
to the observed distribution.
We performed Monte Carlo simulations using two dif-
ferent parameterizations to determine the number counts
at faint fluxes. In the first case we used the Barger et al.
(1999a) parameterization
n(S) = No/(a+ S
α) (2)
with S in mJy, which fit their differential blank field counts
above 2 mJy for α = 3.2 and No = 3.0×10
4 deg−2 mJy−1.
Here we varied a. In the second case we used a power-law
parameterization of the faint counts normalized to match
the Barger et al. counts and the present direct counts at
2 mJy. Here we varied the power-law index.
Sources were drawn from a population with a count de-
scribed by the chosen model. For each of the two models
we performed 100 realizations at each value of the index.
For each realization we randomly populated the source
plane of each cluster, assuming source redshifts of z = 3.
The source plane sources were then mapped onto the im-
age plane using the LENSTOOL model and added into
the true noise map of the field to construct the simulated
image.
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Fig. 7.— The dashed curve shows the 90% confidence up-
per limits from Monte Carlo simulations that assumed the param-
eterization of Barger et al. (1999a), n(S) = No/(a + Sα), with
No = 3.0 × 104 deg−2 mJy−1 and α = 3.2; the value of a for the
curve is 0.13. The solid power-law curve shows the 90% confidence
limit from Monte Carlo simulations that assumed a power-law pa-
rameterization. The power-law index is 2.1. The solid boxes show
the direct counts and the jagged curves show the 90% confidence
range on the direct counts.
We measured the simulated distribution functions in the
same way that we measured the uncleaned noise distribu-
tion function. That is, we first removed all > 3σ sources
in order to sample the effect of the faint sources. We then
applied a Kolmogorov-Smirnov test to compare the simu-
lated distributions with the observed uncleaned distribu-
tion. We found that at the 90% confidence level the index
a in the Barger et al. (1999a) parameterization cannot
be less than 0.13, and the power-law index cannot exceed
2.1. These upper bounds are shown as the dashed line
and solid power-law, respectively, in Fig. 7. These inde-
pendent estimates from the noise analysis closely match
the upper limits from the direct counts over the flux range
above 0.2 mJy but place a somewhat tighter constraint at
0.1 mJy where the 90% confidence limit on the cumulative
counts is 1.5× 105 deg−2 for the power-law model.
7. DISCUSSION
We summarize the current results and compare them
with wide-field blank surveys in Fig. 8. The present data
are shown by the solid squares. We show the lensing analy-
sis of Blain et al. (1999) as open circles and that of Chap-
man et al. (2002) as open downward pointing triangles.
The present analysis shows good overlap with that of Blain
et al. at the brighter fluxes, though both are slightly lower
than that of Chapman et al. In order to show the counts
at bright fluxes we have plotted the blank field surveys of
Barger, Cowie, & Sanders (1999), Hughes et al. (1998),
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Eales et al. (2000), Scott et al. (2002), and Borys et al.
(2002). The large area survey of Scott et al. and the Hub-
ble Deep Field scan map point of Borys et al. produce
slightly shallower counts than the other surveys.
We show a simple broken power-law fit to the counts in
Fig. 8 where the differential counts are given by
n(S) = N0/S
α (3)
with N0 = 2.5 × 10
4 deg−2 mJy−1 and α = 3.0 above
S = 3 mJy and N0 = 1 × 10
4 deg−2 mJy−1 and α = 2.2
below 3 mJy. The EBL in this representation diverges at
the faint end. We plot the Barger et al. (1999) paramet-
ric fit for two values of α (dashed line shows 3.0, dotted
line shows 3.2), N0 = 3 × 10
4 deg−2 mJy−1, and a = 0.7
and a = 0.5, respectively. Both curves give an integrated
surface brightness set to match the EBL measurement of
Fixsen et al. (1998) and provide reasonable descriptions of
the counts, though the shallower model may be preferred
as a better match to the Scott et al. (2002) data.
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Fig. 8.— A summary of the counts and 90% confidence lim-
its between 0.2 and 3 mJy from the analysis of § 5 is shown by
the solid squares and associated uncertainties. The upper limit at
0.1 mJy, based on the noise analysis of § 6, is shown as a down-
ward pointing arrow. The open circles show the points from Blain
et al. (1999). These have been slightly displaced to larger fluxes to
distinguish them from the present counts. The Blain et al. point
at 0.5 mJy is shown as a 2σ upper limit for consistency with the
present analysis. The open downward pointing triangles show the
cluster lensing analysis counts of Chapman et al. (2002). All of
the lensing analysis data is only shown below a flux of 5 mJy. We
include the wide-field counts of Barger, Cowie, & Sanders (1999)
(open diamonds), Hughes et al. (1998) (crosses), Eales et al. (2000)
(open squares), Scott et al. (2002) (open triangles), and Borys et al.
(2002) (asterisk), but we only show 1σ uncertainties for the Scott et
al. data to avoid confusing the plot; the uncertainties on the other
surveys are larger. We show the Barger, Cowie, & Sanders (1999)
parametric fit (dotted line) and an alternate version (dashed line)
of this parametric fit discussed in the text, which provides a better
match to the Scott et al. data; it also integrates to match the EBL.
We also show a broken power-law representation of the data with
slope −2 above 3 mJy and −1.2 below 3 mJy. This representation is
divergent at faint fluxes and must turn over further at some point.
The contribution to the EBL in the 0.3 to 2 mJy flux
range can be directly measured from our counts and is
2.03.20.8×10
4 mJy deg−2, where the upper and lower bounds
are the 90% confidence range. Thus, the percentage of
the EBL residing in this range is 6510026 %, if we adopt the
850 µm EBL measurement of 3.1 × 104 mJy deg−2 from
Puget et al. (1996), or 457218%, if we adopt the measurement
of 4.4 × 104 mJy deg−2 from Fixsen et al. (1998). Given
that 20− 30% of the EBL is resolved at fluxes between 2
and 10 mJy (Barger et al. 1999a; Eales et al. 1999, 2001,
Scott et al. 2002), it appears that most of the submillime-
ter EBL is arising in sources brighter than 0.3 mJy.
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Fig. 1.— SCUBA maps of the A370, A851, and A2390 cluster fields (left) and their corresponding true noise maps (right). The 4σ sources
listed in Table 3 are circled in the cluster images in the left-hand panels.
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Table 1
SCUBA Observations of the A370, A851, and A2390 Fields
Cluster RA(2000) Dec(2000) Total Exposure Median Area True Noise Uncleaned Noise
Time (ks) τ (850 µm) (arcmin2) (1σ)(mJy) (1σ)(mJy)
A370 2 39 53.10 −1 34 35.0 133.1 0.18 6.3 0.35 0.45
A851 9 42 59.65 46 58 57.0 59.3 0.27 6.3 0.80 0.87
A2390 21 53 35.55 17 41 52.3 78.1 0.26 6.3 0.69 0.71
Table 2
Cluster Submillimeter Sources in the A370, A851, and A2390 SCUBA Fields
# RA(2000) Dec(2000) f(850 µm) S/N
(mJy)
C0 2 39 53.07 −1 34 55.7 1.97 ± 0.46 4.34
C1 2 39 52.69 −1 34 18.6 −0.41 ± 0.46 −0.90
C2 9 42 56.14 46 59 12.5 0.36 ± 1.05 0.35
C3 9 42 57.93 46 59 12.7 −1.93 ± 0.95 −2.04
C4 21 53 36.75 17 41 44.2 6.96 ± 0.67 10.39
Table 3
Background Submillimeter Sources in the A370, A851, and A2390 SCUBA Fields
# RA(2000) Dec(2000) f(850 µm) S/N Amplification z Smail et al. RA Offset Dec Offset
(mJy) (min, max) f(850 µm)(mJy) (sec) (arcsec)
0 2 39 51.90 −1 35 59.0 21.06 ± 1.34 15.73 2.3 2.80 23.0 −0.00 0.0
1 2 39 56.63 −1 34 27.0 6.68 ± 0.58 11.58 2.3 1.06 11.0 −0.23 0.0
2 2 39 57.64 −1 34 56.0 3.49 ± 0.66 5.29 1.9 (1.8,2.0) · · · · · · · · · · · ·
3 2 39 58.57 −1 34 34.0 2.52 ± 0.74 3.40 1.7 (1.6,1.7) · · · · · · · · · · · ·
4 2 39 53.83 −1 33 37.0 2.17 ± 0.57 3.82 7.3 (5.6,10.8) · · · · · · · · · · · ·
5 2 39 52.63 −1 34 40.0 1.39 ± 0.45 3.09 10 (4.2,43) · · · · · · · · · · · ·
6 2 39 47.36 −1 35 07.0 2.49 ± 0.72 3.43 1.6 (1.6,1.7) · · · · · · · · · · · ·
7 9 42 54.57 46 58 44.0 15.06 ± 1.07 14.02 1.5 (1.5,1.6) · · · 17.2 0.13 0.0
8 9 43 03.96 47 00 16.0 10.46 ± 1.83 5.72 1.2 (1.2,1.2) · · · · · · · · · · · ·
9 9 42 53.49 46 59 52.0 4.93 ± 1.49 3.30 1.3 (1.3,1.4) · · · · · · · · · · · ·
10 21 53 33.31 17 42 49.3 7.57 ± 0.93 8.14 1.9 (1.8,2.0) · · · · · · · · · · · ·
11 21 53 38.35 17 42 16.3 4.52 ± 1.04 4.35 1.9 1.02 6.7 0.15 3.3
12 21 53 35.48 17 41 09.3 3.24 ± 0.78 4.15 52 (0.6,52) · · · · · · · · · · · ·
13 21 53 38.21 17 41 52.3 2.64 ± 0.72 3.64 11 (> 6.7) · · · · · · · · · · · ·
14 21 53 34.15 17 42 02.3 2.64 ± 0.72 3.42 39 (> 15) · · · · · · · · · · · ·
