The application of finite mixture regression models has recently gained an interest from highway safety researchers because of its considerable potential for addressing unobserved heterogeneity. Finite mixture models assume that the observations of a sample arise from two or more unobserved components with unknown proportions. Both fixed and varying weight parameter models have been shown to be useful for explaining the heterogeneity and the nature of the dispersion in crash data. Given the superior performance of the finite mixture model, this study, using observed and simulated data, investigated the relative performance of the finite mixture model and the traditional negative binomial (NB) model in terms of hotspot identification. For the observed data, rural multilane segment crash data for divided highways in California and Texas were used. The results showed that the difference measured by the percentage deviation in ranking orders was relatively small for this dataset. Nevertheless, the ranking results from the finite mixture model was considered more reliable than the NB model because of the better model specification. This finding was also supported by the simulation study which produced a high number of false positives and negatives when a mis-specified model was used for hotspot identification. Regarding an optimal threshold value for identifying hotspots, another simulation analysis indicated that there is a discrepancy between false discovery (increasing) and false negative rates (decreasing). Since the costs associated with false positives and false negatives are different, it is suggested that the selected optimal threshold value should be decided by considering the trade-offs between these two costs so that unnecessary expenses are minimized.
INTRODUCTION
The identification of accurate crash hotspots has been an important research topic in highway safety because it directly affects the efficient use of resources for safety improvements. Identifying a safe site as hazardous or identifying an unsafe site as safe could result in inefficient investments and additional loss of lives. While a hotspot, also referred to as a blackspot (Maher and Mountain, 1988; Elvik, 2007) , site with promise (Hauer, 1996; Hauer et al., 2002) , or site with high potential for safety improvement (Persaud, 1999) , can be generally defined as a location (roadway segment, intersection or interchange) with high crash risk, it has been defined in many different ways depending on how to measure the crash risk at a particular location. For example, Hakkert and Mahalel (1978) proposed that a hotspot be defined as a site that has a crash frequency which is significantly higher than expected at some prescribed level of significance. McGuigan (1981) proposed the use of potential for accident reduction, as the difference between the observed and expected number of crashes at a site given exposure. More recently, Elvik (2008) proposed a theoretical definition of a hotspot as being any location that has a higher expected number of accidents than other similar locations as a result of local risk factors.
A naïve approach to identifying hotspots is to rank locations based on their observed accident frequencies. However, because of the rare and random nature of accident occurrences, this approach tends to be very sensitive to random variations. Miaou and Song (2005) illustrated the limitation associated with the naïve or raw crash-risk approach in ranking using simple simulation procedures. To better address the random fluctuation, researchers have used statistical modelingbased approaches that apply random effect or Bayesian methods and compared their relative performances in identifying hotspots (Miranda-Moreno et al., 2005; El-Basyouny and Sayed, 2006) . Miranda-Moreno et al. (2005) , for example, pointed out that various models and ranking criteria can lead to different lists of hazardous locations. In order to evaluate the performance of different hotspot identification methods, Cheng et al. (2008) developed four new evaluation tests and applied them to select the most appropriate hotspot identification method among the crash count ranking, the crash rate ranking, the crash reduction potential, and the empirical Bayes (EB) method. In their subsequent papers (Cheng et al. 2010a (Cheng et al. , 2010b , they also applied those tests to answer the question regarding which kind of criteria (crash counts vs. crash rates or crash counts vs. crash reduction potential) should be employed to identify hotspots. While Cheng and Washington (2008) and Montella (2010) showed that the EB approach is the most consistent and reliable method for identifying hotspots based on innovative robust evaluation criteria, Huang et al. (2009) explained an essential theoretical advantage of the full Bayesian (FB) approach over the EB approach. Using Singapore intersection crash data, they found that the FB hierarchical model significantly outperformed the EB approach in correctly identifying hotspots. In the light of their work, we also adopted the FB approach for this study.
Although many alternative statistical models and ranking criteria are available in the literature for identifying hotspots in highway safety analyses, the main difficulty arises from the inability to differentiate between sites that are truly high risk from those that happen to have experienced random fluctuations during a period of observation (Cheng and Washington, 2005) . In this respect, some researchers have recently adopted epidemiological criteria, such as "sensitivity" or "specificity" 1 to compare different statistical models or ranking criteria for identifying hotspots (Cheng and Washington, 2005; Miranda-Moreno, 2006; Elvik, 2008) . These criteria can provide information about "false positives" (identifying a safe site as a hotspot) and "false negatives" (identifying a hotspot as a safe site). These criteria along with others will also be used in this paper to compare the relative performance of alternative models for identifying hotspots.
During the past few years, many methodological innovations in the development of statistical models have been made for analyzing vehicle crash data to overcome the overdispersion problem. Various types of crash prediction models used by highway safety analysts are well summarized in Lord and Mannering (2010) and more recently in Mannering and Bhat (2014) . Among them, applications of a finite mixture regression model have gained an interest from highway safety researchers because of its considerable potential for addressing unobserved heterogeneity (Park and Lord, 2009; El-Basyouny and Sayed, 2010; Yajie et al., 2013; Yajie et al., 2014) . Finite mixture models assume that the observations of a sample arise from two or more unobserved components with unknown proportions, which allows a great modeling flexibility over traditional single aggregate models. For example, using urban 4-legged signalized intersection crash data in Toronto, Park and Lord (2009) showed the possible existence of two distinct sub-populations in the data, each having different regression coefficients and degrees of over-dispersion, and recommended that transportation safety analysts use finite mixture models over a traditional single aggregate model, especially when the data are suspected to belong to different groups. Yajie et al. (2013) demonstrated the advantages of the finite mixture model with varying weight parameters over a fixed weight parameter model using two datasets, the same data described in Park and Lord (2009) and 4-lane undivided rural segments in Texas. In short, both fixed and varying weight parameter finite mixture models have been shown to be useful for explaining the heterogeneity and the nature of the dispersion in crash data.
Given the superior performance of finite mixture models for vehicle crash data analysis, there is a need to investigate whether or not this type of model would result in important differences in various highway safety analyses as compared to the commonly used models, such as the negative binomial (NB) regression model. Therefore, the objectives of this study are, first, to investigate the relative performance of two alternative models (i.e., the two-component finite mixture of NB regression model (FMNB-2) and the NB regression model) in terms of hotspot identification, and second, to demonstrate what the consequences will be if a mis-specified model is used for hotspot identification. Both empirical and simulation data were used to achieve these objectives.
FINITE MIXTURE OF NB REGRESSION MODEL
This section describes the model structure and parameter estimation method of K-component finite mixture of negative binomial (NB) regression models (referred to as FMNB-K). More details and general structure of finite mixture models can be found in McLachlan and Peel (2000) and Frühwirth-Schnatter (2006 
1. Model Structure of FMNB-K
The underlying assumption of finite mixture of regression models is that there are a finite number (K) of unobservable categories of observations and the heterogeneity arises from different values of regression coefficients caused by missing variables. The probability density function, mean and variance of the FMNB-K are expressed as follows: It can be seen that when =0 in each component the FMNB-K model reduces to the finite mixture of Poisson regression models (FMP-K). The FMNB models, therefore, allow for additional heterogeneity within components not captured by the covariates. If additional heterogeneity is present within the components, the Poisson mixture model is mis-specified. A ramification of such additional heterogeneity is that the standard errors for regression coefficients are underestimated (Cameron and Trivedi, 1998) .
The FMNB-K model can be extended in several ways depending on the specifications of the weight parameter and the dispersion parameter . Both parameters can be defined as either fixed or varying as a function of covariates. In the application of highway safety, Park and Lord (2009) and Park et al (2010) treated and as a fixed variable to simplify the estimation process. Yajie et al. (2013) applied the FMNB-2 model with varying weight parameters and showed its superiority to the FMNB-2 model with a fixed parameter. The advantage of the varying weight model is that one can identify the covariates that contribute to the separation of data. Yajie et al. (2014) further investigated the effect of different functional forms on the estimation of the weight parameter as well as the group classification of the FMNB-2 models and found that the weight parameter as a function of the segment length raised to power is the best specification in terms of goodness-of-fit statistics and the classification results.
Parameter Estimation Method
The unknown parameters of the FMNB-K model can be estimated using either an maximum likelihood estimation with Expectation Maximization (EM) algorithm (Yajie et al., 2013 (Yajie et al., , 2014 or a Bayesian framework coupled with data augmentation and Gibbs sampling technique (Park and Lord, 2009; Park et al, 2010) . The advantages and disadvantages of both methods are discussed in Frühwirth-Schnatter (2006) .
In this paper, a Bayesian sampling approach was adopted which provides a much richer inference than the maximum likelihood approach because it addresses the parameter uncertainty via a full posterior distribution. Specifically, this paper used the Markov Chain Monte Carlo (MCMC) estimation procedure using the Random-Walk algorithm within Gibbs sampling. A Bayesian parameter estimation method relies on the posterior distribution which is a product of the mixture likelihood and the prior. However, since no natural conjugate prior is available for the mixture likelihood, the resulting posterior distribution does not belong to any tractable distribution family. For this reason, Bayesian estimation of even simple mixture problems proved to be a challenge. MCMC techniques and their application to Bayesian estimation of finite mixture models have greatly improved the situation. Similar to the EM algorithm, Bayesian estimation of finite mixture models is based on an incomplete data problem by introducing the allocations as missing data. In choosing the optimal number of components (K), a series of models with a fixed number of components are first fitted, and then the best model can be selected based on various model selection criteria, such as information-based criteria or a Bayes factor via marginal likelihood. For brevity of this paper, details are omitted here, but the readers are referred to Frühwirth-Schnatter (2006) and Park et al. (2010) . The Software R (R Development Core Team, 2006) was used for coding the algorithm.
DATA AND MODELIGN RESULTS
This section describes the crash dataset used for modeling and the results. The best finite mixture model will be selected and it will be used to compare its relative performance in identifying hotspots over the NB regression model.
Data Description
For the analysis, this study utilized the rural multilane segment crash data for divided highways in California and Texas, which were also analyzed during the National Cooperative Highway Research Program (NCHRP) 17-29 project ). The California data were originally obtained from the Federal Highway Administration (FHWA)'s Highway Safety Information System (HSIS) maintained by the University of North Carolina, and the Texas data were obtained from the Department of Public Safety (DPS) and the Texas Department of Transportation (TxDOT). The dataset contained a total of 2,587 roadway segments with 12-ft lane width only in order to estimate the NB regression models with baseline conditions, and used for developing crash modification factors (CMFs) for divided rural multilane highways.
The same dataset was used in this study to test the applicability of the finite mixture regression models. It is suitable for application because the data were geographical combined. Since the area to which each roadway segment belongs is known, separate models for California and Texas using the traditional NB regression model can be estimated. However, this assumes, a priori, that the geographical location is a main source of heterogeneity. Unfortunately, we do not know whether or not similar groupings of the sample can be made on the basis of individual-level segments, or whether or not statistical criteria of model fit would suggest that fewer or more groupings are optimal. Therefore, a general modeling strategy using the finite mixture models is more appropriate when drawing inferences from such heterogeneous count data. Table 1 shows the summary statistics of the input data for modeling. 
Modeling Results
For the component-wise mean functional form for the finite mixture models, the following form was used:
where, is the number of years, and , , , , , , are the parameters to be estimation for component . The two variables (segment length and number of years) were used as offset variables. This type of functional form is very common among highway safety analysts (for example, see Lord and Bonneson, 2007; Bonneson et al., 2007) .
In order to find the best model, the NB regression model was initially fitted by including an indicator variable for the region (California and Texas) in Equation (4), and the model adequacy was checked using the SAS software program (SAS, 2002) . Table 2 shows the results for the NB regression model. While the regression coefficients are significant at the 5% level except for the median width, the Pearson Chi-Square statistic (indicated as Value/DF in the SAS output) appears to be rather high (1.212). According to Hilbe (2007) , a correction for over-dispersion may be necessary for this dataset. The over-dispersion with respect to the NB model indicates that there remains a factor in the variance of crash data that the NB regression model could not capture. The indicator variable for region (1 for California and 0 for Texas) indicates that the roadway segments in California experience slightly fewer crashes than those in Texas, assuming everything else the same. However, adding or removing the indicator variable did not change the Pearson Chi-Square statistic significantly, indicating that there are other factors that influence the variability of the crash occurrence. This supports the application of the finite mixture models. Then, the finite mixture models with increasing number of components for FMP-K and FMNB-K were estimated, respectively, until the log of marginal likelihood reached its maximum. The FMP-K models produced too many components (up to K=4) making it difficult to apply. For the FMNB-K models, the models up to K=3 were fitted, but because of unbalanced label switching and difficulty in correcting it even with the identifiability constraints, it was not considered for model comparison. Instead, two models were estimated and compared; one is a regular two-component mixture model (FMNB-2) and the other is a constrained FMNB-2 model (termed as a CFMNB-2). This is because, when the FMNB-2 model was initially fitted, the estimates for median and shoulder widths in one component (specifically, a smaller-mean component) were considered not much different from zero because their 95% credible interval included zero. Therefore, an alternative model (CFMNB-2) was estimated by constraining those parameters to be zero. Table 3 shows the modeling results for NB, FMNB-2, and CFMNB-2 models based on the Bayesian estimation method. For priors for the regression coefficients and the weight parameters, non-informative priors were assumed. For the dispersion parameters in FMNB-2 and CFMNB-2 models, two prior specifications were initially compared: a non-informative gamma prior ( ϕ ~Γ 0.01, 0.01 ) and a weakly-informative prior ( ϕ ~Γ 0.5, 0.1 ). Although the use of different priors did not have much influence on the posterior means of the dispersion parameters, the weakly-informative prior produced slightly better mixing behaviors without particular jumps in the MCMC trace plots. The modeling results in Table 3 are based on this prior specification. Table 3 . Modeling results for NB, FMNB-2, and CFMNB-2 models NOTE: MCMC iterations=100,000; Burn-in iterations=50,000; Non-informative priors for the regression parameters and the weight parameters were assumed; for the dispersion parameters, a weakly-informative gamma prior ( ~Γ 0.5, 0.1 ) was used; () indicates the standard deviation of the coefficient.
The summary of the computed model selection criteria is also provided in Table 3 . The loglikelihood value (LL) was evaluated at the posterior means of model parameters and the information-based criteria, such as AIC (Akaike Information Criterion), BIC (Bayesian Information Criterion) and DIC (Deviance Information Criterion), were computed based on the obtained log-likelihood values and the corresponding number of model parameters. The BIC is more conservative than the AIC by requiring a greater improvement in fit before it accepts a more complex model. Since the formal Bayesian model assessment is based on the Bayes factor, which utilizes the ratio of the marginal likelihoods of the two models being compared, we placed more weight on this criterion when we selected the final model. The marginal likelihood (ML) was approximated by the Laplace-Metropolis estimator introduced by Lewis and Raftery (1997) . As a rule of thumb, a difference greater than 10 between information criteria (AIC, BIC, or DIC) indicates very strong evidence in favor of the model with the lower value, while a difference greater than 5 between log-marginal likelihoods is strong evidence for the model with the higher value (Kass and Raftery, 1995; Spiegelhalter et al., 2002; Burnham and Anderson, 2004) . According to this guideline, especially in terms of BIC and log-marginal likelihood, the evidence for choosing the CFMNB-2 model over the FMNB-2 model is very strong. In the following section, therefore, the CFMNB-2 model was applied for hotspot identification. The main theme of the previous section was to develop the most appropriate statistical model for the given data. The CFMNB-2 model was chosen as the best model among many alternative models. This section focuses on investigating whether or not this type of model will result in important differences in hotspot identification as compared to the standard NB regression model.
APPLICATION TO HOTSPOT IDENTIFICATION
Among many ranking criteria, the following conditional mean of crash frequency assumed for both models was mainly used in this study.
For comparison purpose, posterior expected ranks were also calculated to verify if they are consistent with the ranking results from the conditional mean of crash frequency criterion. The posterior expected ranks can be obtained in the course of MCMC process. Several researchers (e.g., Miaou and Song, 2005; Miranda-Moreno, 2006 ) used this ranking criterion for hotspot identification because the ranking by posterior expected rank has been shown to be optimal under a well-accepted statistical criterion (i.e., the squared error loss criterion).
Comparison using Observed Crash Data
With the modeling results for the California and Texas crash data in the previous section, hotspot rankings were compared between the NB and the CFMNB-2 models. First, in order to compare the difference in ranking orders between the two models, ̂ and ̂ were calculated based on the parameter estimation results in Table 3 . Figure 1 illustrates the relationship between the hotspot identification lists ranked by the two models. For comparison, 500 sites were selected from the top of a list sorted according to ̂ values. Smaller values in the ranking order imply more hazardous roadway segments (i.e., higher values in terms of ̂ ) and vice versa.
The figure shows that there is a strong positive association between the two rankings although the discrepancy in rankings becomes a little larger as the ranking order increases. Then, the ranking orders from the NB model were compared with those from the CFMNB-2 model with differing numbers of total hotspots denoted as in the figure. The value represents the total number of hazardous sites selected from the top of the list sorted by the CFMNB-2 model. When 100 sites ( 100) were selected as hotspots from the CFMNB-2 model, six sites were not included as hotspots by the NB model. Likewise, 9 sites for 200, 11 sites for 300, 10 sites for 400, and 11 sites for 500 were excluded from the hotspot list by the NB model while the CFMNB-2 model included them as hotspots. When the ranking results were compared with those generated from the posterior expected ranks, there was no significant difference. This means that the ranking by the conditional means of crash frequency performs as well as the ranks produced by the posterior expected rank criterion. This is in agreement with the previous study by Miaou and Song (2005) , who also could not find any significant difference for their application dataset. Where s is the number of hotspots that are common in the two lists and m was defined previously. Table 4 shows the computation results. As increases, the difference tends to decrease. Although the difference is not large for this dataset, the ranking results from the CFMNB-2 model is considered more reliable than the NB model because of a better model specification. 
Comparison by Simulation
The objective of simulation study is to demonstrate what the consequences will be if a misspecified model is used for the hotspot identification. While the previous analysis showed the possible differences in ranking orders between the two models, it is difficult to count false positives or negatives from a respective model since we do not know, a priori, which sites are truly hazardous or safe (relatively speaking). For this reason, some researchers prefer the simulation approach rather than using empirical crash data in assessing the relative performance of different models or various ranking criteria (Cheng and Washington, 2005; Miranda-Moreno, 2006) . With the simulation, the true hotspot is defined as a site whose expected conditional mean is greater than a pre-specified threshold value. Once the true hotspots are identified from the true crash frequency distribution, those are then compared with the detected hotspots determined by two alternative models. Table 5 shows the possible outcomes when n sites are classified according to a given hotspot identification method (Miranda-Moreno, 2006) . V and R correspond to the Type I and Type II errors, respectively. When a threshold-based strategy is used for selecting hotspot lists, the threshold value should be selected so that both Type I and Type II errors are minimized. However, these two errors conflict each other: the lower the Type I error is, the higher the Type II error, and vice versa. No specific guideline exists for identifying hotspots (Elvik, 2008) . In a real application, however, the optimal threshold value should be carefully selected based on the objective that one wants to achieve in order to reduce the costs induced by false positives or false negatives. Later in this section, we carried out the sensitivity analysis by using different threshold values to examine their impacts on each performance criteria.  Sensitivity (SENS): the ratio of correctly detected hotspots by a model among the true hotspots. A model with a larger value is preferred ( ⁄ ).
 Specificity (SPEC): the ratio of correctly detected non-hotspots by a model among the true non-hotspots. A model with a larger value is preferred ( ⁄ ).
 Risk (RISK): the ratio of total number of false positives and false negatives among all the sites under analysis. A model with a smaller value is preferred (RISK ⁄ ).
For the simulation design used in this study, the crash frequency at each site was assumed to follow the FMNB-2 distribution with known parameters. The simulation was carried out based on the following steps:
The "true" crash mean at site i is generated using the following conditional mean functional form: exp exp . Two covariates , are simulated from the standard normal distribution. True parameters are assumed as , 0.2, 0.8 , 2.0, 0.5, 0.5 , 0.0, 0.5, 0.5 , and the dispersion parameter , 5, 10 . The data are generated for 500 sites ( 1, 2, … , 500).

Step 2: Specify a threshold value . In this study, the alternative threshold values were considered for the sample mean, the 80 th -percentile, the 85 th -percentile, and the 90 thpercentile crash in the sample. Under each specified k value, the following selection rule is applied for each site:
-If , set 1 and site i is defined as a "true" hotspot -Otherwise, set 0 and site i is defined as a "non-true" hotspot Then, summing over sites results in the total "true" number of hotspots ( ∑ ).
Step 3: For each site, simulate crash frequency (that is, FMNB-2 random variates) with the true parameters defined in Step 1.
Step 4: Based on the simulated crash frequency, the model parameters are estimated for the NB and FMNB-2 models, respectively. This step results in ̂ and ̂ .
Step 5: Once ̂ and ̂ are obtained for each site, the following selection rule is applied for identifying the "detected" hotspots:
-If ̂ , set 1 and site is defined as a "detected" hotspot -Otherwise, set 0 and site is defined as a "non-detected" hotspot Summing over sites results in the total "detected" number of hotspots ( ∑ ):
Step 6: At the end of each simulation replication, the five performance criteria (FDR, FNR, SENS, SPEC and RISK) are computed.
The simulation was replicated 500 times by repeating Steps 3 to 6. The average of the 100 replications was used as final results. Table 6 shows the results of five performance criteria for the two models. Note that the results were obtained from using the sample mean value as a threshold value ( ). The average values of five performance criteria for the FMNB-2 model are all superior to those for the NB model. This was expected because the data were generated from the FMNB-2 model. Nevertheless, this simulation can demonstrate what the consequences will be if a mis-specified model is used for the hotspot identification.
The results show that the false discovery rate for the NB model (0.578) is considerably larger than the corresponding value for the FMNB-2 model (0.128) and the sensitivity rate for the NB model (0.691) is much smaller than that for the FMNB-2 model (0.888). This means that, on average, 57.8% of the hotspots detected by the NB model are actually non-hotspots. This false positive rate is very high and may be unacceptable in practice. Furthermore, the sensitivity value, 0.691 for the NB model means that, on average, the NB model was able to detect only 69.1% among all the true hotspots. This power to detect the true hotspots is also considered very low. On the other hand, another simulation run was carried out by using the same procedure but with different threshold values ( ) for the FMNB-2 model. This simulation was meant to examine the effects of different threshold values on the performance criteria. The results from this simulation run can provide an insight into how the threshold value can be selected in practice. Table 7 shows the simulation results from using four alternative threshold values which include the sample mean, 80 th -percentile, 85 th -percentile, and 90 th -percentile crash in the sample. The effects of those values on the performance criteria are visualized in Figure 2 . As higher threshold values are used, the total error rate indicated by RISK is decreasing in general. However, the FDR and SPEC criteria are exhibiting an increasing trend and the FNR and SENS tend to decrease. Using a higher threshold value reduces the number of target hotspots for treatment. The results demonstrate that if we increase the threshold value with the hope of reducing target hotspots, we are more likely to have the increased number of false positives (identifying non-hotspots as hotspots) and less power in detecting true hotspots. At the same time, we can reduce false negatives (identifying hotspots as non-hotspots) and increase the specificity. In practice, these two criteria are difficult to balance out. The costs associated with false positives and false negatives may be different depending on the type of crashes and the improvement expenses that are analyzed. For example, false positives incur unnecessary improvement costs by improving actually safe sites without any safety benefits. Similarly, false negatives will cause crash-related costs by leaving true hotspots untreated. Therefore, a decision on the threshold value can be made by considering the trade-offs between these two costs so that one can minimize the unnecessary costs. 
DISCUSSION AND CONCLUSIONS
When we attempt to identify hotspots based on the statistical modeling-based approach, it is very important to choose an appropriate model specification that can best handle the heterogeneity (or overdispersion) found in crash data. Although the traditional NB model can effectively approximate the underlying crash occurrences, it is not without limitations (Park & Lord, 2009) . Since overdispersion in crash data can arise from various sources and is unknown to analysts, more flexible models should be used. This is especially relevant when crash data are collected from various geographic, environmental and geometric design environments. The finite mixture model assumes that observations arise from two or more unobserved subpopulations, but does not require that an observed dataset should identify the subpopulation to which an individual observation belongs. This provides a great modeling flexibility over traditional single aggregate models.
In this respect, this study has been designed to investigate the relative performance of two alternative models (i.e., CFMNB-2 and NB models) in terms of hotspot identification. The modeling results suggested that the CFMNB-2 model outperformed the NB model, which implies that there exists heterogeneity in the current dataset that is not explicitly accounted for by the NB model. Despite the improved model fit with the CFMNB-2 model, the hotspot ranking result showed that the difference measured by the percentage deviation in ranking orders was relatively small for this dataset. Nevertheless, the ranking result from the CFMNB-2 model is preferred and more reliable than the NB model because of a better model specification. The difference in the percentage deviation increased when the total number of hotspots decreased. This trend is generally in agreement with the study performed by Mirando-Moreno et al. (2005) . This outcome also implies that when we are restricted to selecting the small number of hotspots due to limited resources, the choice of a better statistical model becomes more important in order to identify accurate crash hotspots.
It should be noted that depending on the dataset under consideration, there is a possibility that the hotspot ranking difference could be more important. This was supported by the simulation study. The simulation analysis was intended to demonstrate what the consequences will be if a mis-specified model is used for the hotspot identification process. These consequences turned out to be significant when a model was mis-specified, since it produced a high number of false positives and negatives. This can lead to a waste of federal, state and local government resources by investing them into improving erroneous sites. Regarding an optimal threshold value for identifying hotspots, another simulation study identified the relationship between the threshold values and the hotspot identification performance criteria. The simulation was designed for four different threshold values: sample mean, 80 th -percentile, 85 th -percentile, and 90 th -percentile crash in the sample. It was determined that higher threshold values can reduce the number of target hotspots for treatment, but the results of simulation indicated that there is a conflict between false discovery rate (increasing) and false negative rate (decreasing), and also between sensitivity (decreasing) and specificity (increasing). Since the costs associated with false positives and false negatives are different, for a judicious use of transportation funds, highway safety managers are recommended to estimate the cost difference resulting from false positives and false negatives separately, and decide the optimal threshold value based on the trade-offs between these two costs.
For future research on this topic, a similar study may be performed by applying different ranking criteria for hotspot identification. Among many ranking criteria, we only used the conditional mean of crash frequency and the posterior expected ranks. Alternatively, it may be valuable to investigate the impact of other ranking criteria, such as the potential of crash reduction or other estimators from the posterior distribution. If the EB approach is preferred, the derivation of the EB modeling framework for finite mixture models may be necessary. These various ranking criteria can also be compared rigorously with the performance evaluation tests, such as the site consistency test or the method consistency test, as proposed by Cheng and Washington (2008) .
