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Abstract
Gate-based quantum computations represent an essential to realize near-term quantum com-
puter architectures. A gate-model quantum neural network (QNN) is a QNN implemented on
a gate-model quantum computer, realized via a set of unitaries with associated gate parame-
ters. Here, we define a training optimization procedure for gate-model QNNs. By deriving the
environmental attributes of the gate-model quantum network, we prove the constraint-based
learning models. We show that the optimal learning procedures are different if side information
is available in different directions, and if side information is accessible about the previous run-
ning sequences of the gate-model QNN. The results are particularly convenient for gate-model
quantum computer implementations.
1 Introduction
Gate-based quantum computers represent an implementable way to realize experimental quantum
computations on near-term quantum computer architectures [1–11,19,20]. In a gate-model quantum
computer, the transformations are realized by quantum gates, such that each quantum gate is
represented by a unitary operation [12–14,16,23,24,26–28,30,32,47,48]. An input quantum state is
evolved through a sequence of unitary gates and the output state is then assessed by a measurement
operator [12–14,16]. Focusing on gate-model quantum computer architectures is motivated by the
successful demonstration of the practical implementations of gate-model quantum computers [7–11],
and several important developments for near-term gate-model quantum computations are currently
in progress. Another important aspect is the application of gate-model quantum computations in
the near-term quantum devices of the quantum Internet [25,29,31,51–64].
A quantum neural network (QNN) is formulated by a set of quantum operations and connections
between the operations with a particular weight parameter [12, 39–41, 46–48]. Gate-model QNNs
refer to QNNs implemented on gate-model quantum computers [12]. As a corollary, gate-model
QNNs have a crucial experimental importance since these network structures are realizable on near-
term quantum computer architectures. The core of a gate-model QNN is a sequence of unitary
operations. A gate-model QNN consists of a set of unitary operations and communication links
that are used for the propagation of quantum and classical side information in the network for
the related calculations of the learning procedure. The unitary transformations represent quantum
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gates parameterized by a variable referred to as gate parameter (weight). The inputs of the gate-
model QNN structure are a computational basis state and an auxiliary quantum system that serves
a readout state in the output measurement phase. Each input state is associated with a particular
label. In the modeled learning problem, the training of the gate-model QNN aims to learn the
values of the gate parameters associated with the unitaries so that the predicted label is close to a
true label value of the input (i.e., the difference between the predicted and true values is minimal).
This problem, therefore, formulates an objective function that is subject to minimization. In this
setting, the training of the gate-model QNN aims to learn the label of a general quantum state.
In artificial intelligence, machine learning [4–6, 24, 30, 33, 38, 40–45] utilizes statistical methods
with measured data to achieve a desired value of an objective function associated with a particular
problem. A learning machine is an abstract computational model for the learning procedures. A
constraint machine is a learning machine that works with constraint, such that the constraints are
characterized and defined by the actual environment [33].
The proposed model of a gate-model quantum neural network assumes that quantum infor-
mation can only be propagated forward direction from the input to the output, and classical side
information is available via classical links. The classical side information is processed further via a
post-processing unit after the measurement of the output. In the general gate-model QNN scenario,
it is assumed that classical side information can be propagated arbitrarily in the network structure,
and there is no available side information about the previous running sequences of the gate-model
QNN structure. The situation changes, if side information propagates only backward direction
and side information about the previous running sequences of the network is also available. The
resulting network model is called gate-model recurrent quantum neural network (RQNN).
Here, we define a constraint-based training optimization method for gate-model QNNs and
RQNNs, and propose the computational models from the attributes of the gate-model quantum
network environment. We show that these structural distinctions lead to significantly different
computational models and learning optimization. By using the constraint-based computational
models of the QNNs, we prove the optimal learning methods for each network—nonrecurrent and
recurrent gate-model QNNs—vary. Finally, we characterize optimal learning procedures for each
variant of gate-model QNNs.
The novel contributions of our manuscript are as follows.
• We study the computational models of nonrecurrent and recurrent gate-model QNNs realized
via an arbitrary number of unitaries.
• We define learning methods for nonrecurrent and recurrent gate-model QNNs.
• We prove the optimal learning for nonrecurrent and recurrent gate-model QNNs.
This paper is organized as follows. In Section 2, the related works are summarized. Section 3 defines
the system model and the parameterization of the learning optimization problem. Section 4 proves
the computational models of gate-model QNNs. Section 5 provides learning optimization results.
Finally, Section 6 concludes the paper. Supplemental information is included in the Appendix.
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2 Related Works
2.1 Gate-Model Quantum Computers
A theoretical background on the realizations of quantum computations in a gate-model quantum
computer environment can be found in [13] and [14]. For a summary on the related references
[1–3,13–16,20,21], we suggest [22].
2.2 Quantum Neural Networks
In [12], the formalism of a gate-model quantum neural network is defined. The gate-model quantum
neural network is a quantum neural network implemented on gate-model quantum computer. A
particular problem analyzed by the authors is the classification of classical data sets which consist
of bitstrings with binary labels.
In [39], the authors studied the subject of quantum deep learning. As the authors found, the
application of quantum computing can reduce the time required to train a deep restricted Boltzmann
machine. The work also concluded that quantum computing provides a strong framework for
deep learning, and the application of quantum computing can lead to significant performance
improvements in comparison to classical computing.
In [40], the authors defined a quantum generalization of feedforward neural networks. In the
proposed system model, the classical neurons are generalized to being quantum reversible. As the
authors showed, the defined quantum network can be trained efficiently using gradient descent to
perform quantum generalizations of classical tasks.
In [41], the authors defined a model of a quantum neuron to perform machine learning tasks
on quantum computers. The authors proposed a small quantum circuit to simulate neurons with
threshold activation. As the authors found, the proposed quantum circuit realizes a “quantum
neuron”. The authors showed an application of the defined quantum neuron model in feedforward
networks. The work concluded that the quantum neuron model can learn a function if trained with
superposition of inputs and the corresponding output. The proposed training method also suffices
to learn the function on all individual inputs separately.
In [47], the authors studied the structure of artificial quantum neural network. The work focused
on the model of quantum neurons and studied the logical elements and tests of convolutional net-
works. The authors defined a model of an artificial neural network that uses quantum-mechanical
particles as a neuron, and set a Monte-Carlo integration method to simulate the proposed quantum-
mechanical system. The work also studied the implementation of logical elements based on intro-
duced quantum particles, and the implementation of a simple convolutional network.
In [48], the authors defined the model of a universal quantum perceptron as efficient unitary
approximators. The authors studied the implementation of a quantum perceptron with a sigmoid
activation function as a reversible many-body unitary operation. In the proposed system model,
the response of the quantum perceptron is parameterized by the potential exerted by other neurons.
The authors showed that the proposed quantum neural network model is a universal approximator
of continuous functions, with at least the same power as classical neural networks.
2.3 Quantum Machine Learning
In [17], the authors analyzed a Markov process connected to a classical probabilistic algorithm [18].
A performance evaluation also has been included in the work to compare the performance of the
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quantum and classical algorithm.
In [24], the authors studied quantum algorithms for supervised and unsupervised machine learn-
ing. This particular work focuses on the problem of cluster assignment and cluster finding via
quantum algorithms. As a main conclusion of the work, via the utilization of quantum computers
and quantum machine learning, an exponential speed-up can be reached over classical algorithms.
In [26], the authors defined a method for the analysis of an unknown quantum state. The authors
showed that it is possible to perform “quantum principal component analysis” by creating quantum
coherence among different copies, and the relevant attributes can be revealed exponentially faster
than it is possible by any existing algorithm.
In [27], the authors studied the application of a quantum support vector machine in Big Data
classification. The authors showed that a quantum version of the support vector machine (opti-
mized binary classifier) can be implemented on a quantum computer. As the work concluded, the
complexity of the quantum algorithm is only logarithmic in the size of the vectors and the number
of training examples that provides a significant advantage over classical support machines.
In [28], the problem of quantum-based analysis of big data sets is studied by the authors. As the
authors concluded, the proposed quantum algorithms provide an exponential speedup over classical
algorithms for topological data analysis.
The problem of quantum generative adversarial learning is studied in [46]. In generative adver-
sarial networks a generator entity creates statistics for data that mimics those of a valid data set,
and a discriminator unit distinguishes between the valid and non-valid data. As a main conclu-
sion of the work, a quantum computer allows us to realize quantum adversarial networks with an
exponential advantage over classical adversarial networks.
In [42], super-polynomial and exponential improvements for quantum-enhanced reinforcement
learning are studied.
In [43], the authors proposed strategies for quantum computing molecular energies using the
unitary coupled cluster ansatz.
The authors of [44] provided demonstrations of quantum advantage in machine learning prob-
lems.
In [45], the authors study the subject of quantum speedup in machine learning. As a particular
problem, the work focuses on finding Boolean functions for classification tasks.
3 System Model
3.1 Gate-Model Quantum Neural Network
Definition 1 A QNNQG is a quantum neural network (QNN) implemented on a gate-model quan-
tum computer with a quantum gate structure QG. It contains quantum links between the unitaries
and classical links for the propagation of classical side information. In a QNNQG, all quantum
information propagates forward from the input to the output, while classical side information can
propagate arbitrarily (forward and backward) in the network. In a QNNQG, there is no available
side information about the previous running sequences of the structure.
Using the framework of [12], a QNNQG is formulated by a collection of L unitary gates, such that
an i-th, i = 1, . . . , L unitary gate Ui (θi) is
Ui (θi) = exp (−iθiP ) , (1)
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where P is a generalized Pauli operator formulated by a tensor product of Pauli operators {X,Y, Z},
while θi is referred to as the gate parameter associated with Ui (θi).
In QNNQG, a given unitary gate Ui (θi) sequentially acts on the output of the previous unitary
gate Ui−1 (θi−1), without any nonlinearities [12]. The classical side information of QNNQG is used
in calculations related to error derivation and gradient computations, such that side information
can propagate arbitrarily in the network structure.
The sequential application of the L unitaries formulates a unitary operator U(~θ) as
U(~θ) = UL (θL)UL−1 (θL−1) . . . U1 (θ1) , (2)
where Ui (θi) identifies an i-th unitary gate, and ~θ is the gate parameter vector
~θ = (θ1, . . . , θL−1, θL)T . (3)
At (2), the evolution of the system of QNNQG for a particular input system |ψ,ϕ〉 is
|Y 〉 = U(~θ)|ψ〉|ϕ〉 = U(~θ)|z〉|1〉 = U(~θ)|z, 1〉, (4)
where |Y 〉 is the (n+ 1)-length output quantum system, and |ψ〉 = |z〉 is a computational basis
state, where z is an n-length string
z = z1z2 . . . zn, (5)
where each zi represents a classical bit with values
zi ∈ {−1, 1} , (6)
while the (n+ 1)-th quantum state is initialized as
|ϕ〉 = |1〉, (7)
and is referred to as the readout quantum state.
3.2 Objective Function
The f(~θ) objective function subject to minimization is defined for a QNNQG as
f(~θ) = 〈~θ|L(x0, l˜(z))|~θ〉, (8)
where L(x0, l˜(z)) is the loss function [12], defined as
L(x0, l˜(z)) = 1− l (z) l˜ (z) , (9)
where l˜ (z) is the predicted value of the binary label
l (z) ∈ {−1, 1} (10)
of the string z, defined as [12]
l˜(z) = 〈z, 1 | (U(~θ))†Yn+1U(~θ)|z, 1〉, (11)
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where Yn+1 ∈ {−1, 1} is a measured Pauli operator on the readout quantum state (7), while x0 is
as
x0 = |z, 1〉. (12)
The l˜ predicted value in (11) is a real number between −1 and 1, while the label l (z) and Yn+1
are real numbers −1 or 1. Precisely, the l˜ predicted value as given in (11) represents an average
of several measurement outcomes if Yn+1 is measured via R output system instances |Y 〉(r)-s,
r = 1, . . . , R [12].
The learning problem for a QNNQG is, therefore, as follows. At an ST training set formulated
via R input strings and labels
ST =
{
z(r), l
(
z(r)
)
, r = 1, . . . , R
}
, (13)
where r refers to the r-th measurement round and R is the total number of measurement rounds,
the goal is therefore to find the gate parameters (3) of the L unitaries of QNNQG, such that f(
~θ)
in (8) is minimal.
3.3 Recurrent Gate-Model Quantum Neural Network
Definition 2 An RQNNQG is a QNN implemented on a gate-model quantum computer with a
quantum gate structure QG, such that the connections of RQNNQG form a directed graph along a
sequence. It contains quantum links between the unitaries and classical links for the propagation
of classical side information. In an RQNNQG, all quantum information propagates forward, while
classical side information can propagate only backward direction. In an RQNNQG, side information
is available about the previous running sequences of the structure.
The classical side information of RQNNQG is used in error derivation and gradient computations,
such that side information can propagate only in backward directions. Similar to the QNNQG case,
in an RQNNQG, a given i-th unitary Ui (θi) acts on the output of the previous unitary Ui−1 (θi−1).
Thus, the quantum evolution of the RQNNQG contains no nonlinearities [12]. As follows, for
an RQNNQG network, the objective function can be similarly defined as given in (8). On the
other hand, the structural differences between QNNQG and RQNNQG allows the characterization
of different computational models for the description of the learning problem. The structural
differences also lead to various optimal learning methods for the QNNQG and RQNNQG structures
as it will be revealed in Section 4 and Section 5.
3.4 Comparative Representation
For a simple graphical representation, the schematic models of a QNNQG and RQNNQG for an
(r − 1)-th and r-th measurement rounds are compared in Fig. 1. The (n+ 1)-length input systems
are depicted by |ψr−1〉 |1〉 and |ψr〉 |1〉, while the output systems are denoted by |Yr−1〉 and |Yr〉.
The result of the M measurement operator in the (r − 1)-th and r-th measurement rounds are
denoted by Y
(r−1)
n+1 and Y
(r)
n+1. In Fig. 1(a), structure of a QNNQG is depicted for an (r − 1)-th and
r-th measurement round. In Fig. 1(b), the structure of a RQNNQG is illustrated. In a QNNQG,
side information is not available about the previous, (r − 1)-th measurement round in a particular
r-th measurement round. For an RQNNQG, side information is available about the (r − 1)-th
measurement round (depicted by the dashed gray arrows) in a particular r-th measurement round.
6
The side information in the RQNNQG setting refer to information about the gate-parameters and
the measurement results of the (r − 1)-th measurement round.
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Figure 1: Schematic representation of a QNNQG and RQNNQG in an (r− 1)-th and r-th measure-
ment rounds. The (n + 1)-length input systems of the (r − 1) and r-th measurement rounds are
depicted by |ψr−1〉 |1〉 and |ψr〉 |1〉, the output systems are |Yr−1〉 and |Yr〉. The result of the M
measurement operator in the (r − 1)-th and r-th measurement rounds are denoted by Y (r−1)n+1 and
Y
(r)
n+1. (a): In a QNNQG, for an r-th measurement round, side information is not available about the
previous (r − 1)-th measurement round. (b): In a RQNNQG, side information is available about
the previous (r − 1)-th measurement round in an r-th round.
3.5 Parameterization
3.5.1 Constraint Machines
The tasks of machine learning can be modeled via its mathematical framework and the constraints of
the environment [4–6]. A C constraint machine is a learning machine working with constraints [33].
A constraint machine can be formulated by a particular function f or via some elements of a
functional space F . The constraints model the attributes of the environment of C.
The learning problem of a C constraint machine can be represented via a G = (V, S) environ-
mental graph [33–37]. The G environmental graph is a directed acyclic graph (DAG), with a set V
of vertexes and a set S of arcs. The vertexes of G model associated features, while the arcs between
the vertexes describe the relations of the vertexes.
The G environmental graph formalizes factual knowledge via modeling the relations among the
elements of the environment [33]. In the environmental graph representation, the C constraint
machine has to decide based on the information associated with the vertexes of the graph.
For any vertex v of V , a perceptual space element x, and its identifier 〈x〉 that addresses x in
the computational model can be defined as a pair
(〈x〉 , x) , (14)
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where x ∈ X is an element (vector) of the perceptual space X ⊂ Cd. Assuming that features are
missing, the ♦ symbol can be used. Therefore, X is initialized as X0,
X0 = X
⋃
{♦} . (15)
The environment is populated by individuals, and the I individual space is defined via V and X0
as
I = V ×X0, (16)
such that the existing features are associated with a subset V˜ of V .
The features can be associated with the 〈x〉 identifier via a fP perceptual map as
fP : V˜ → X : : x = fP (v) . (17)
If the condition
∀v ∈ (V \V˜ ) : x = fP(v) = ♦ (18)
holds, then fP is yielded as
fP : V → X : : x = fP (v) . (19)
A given individual ι ∈ I is defined as a feature vector x ∈ X . An ι ∈ I individual of the individual
space I is defined as
ι = Υx+ ¬Υv, (20)
where + is the sum operator in Cd, ¬ is the negation operator, while Υ is a constraint as
Υ : (v ∈ V˜ ) ∨
(
x ∈ X\X˜0
)
. (21)
where X0 is given in (15). Thus, from (20), an individual ι is a feature vector x of X or a vertex v
of G.
Let ι∗ ∈ I be a specific individual, and let f be an agent represented by the function f : I → Cn.
Then, at a given environmental graph G, the C constraint machine is defined via function f as a
machine in which the learning and inference are represented via enforcing procedures on constraints
Cι∗ and Cι, such that for a C constraint machine the learning procedure requires the satisfaction of
the constraints over all I∗, while in the inference the satisfaction of the constraint is enforced over
the given ι∗ ∈ I [33], by theory. Thus, C is defined in a formalized manner, as
C ≡
{
Cι : ∀ι ∈ I˜ : χ (v, f (ι)) = 0,
Cι∗ : ι
∗ ∈ I\I˜ : χ (v∗, f∗ (ι∗)) = 0, (22)
where I˜ is a subset of I, ι∗ refers to a specific individual, vertex or function, χ (·) is a compact
constraint function, while v∗ and f∗ (ι∗) refer to the vertex and function at ι∗, respectively.
3.5.2 Calculus of Variations
Some elements from the calculus of variations [49, 50] are utilized in the learning optimization
procedure.
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Euler-Lagrange Equations The Euler-Lagrange equations are second-order partial differential
equations with solution functions. These equations are useful in optimization problems since they
have a differentiable functional that is stationary at the local maxima and minima [49]. As a
corollary, they can be also used in the problems of machine learning.
Hessian Matrix A Hessian matrix H is a square matrix of second-order partial derivatives of a
scalar-valued function, or scalar field [49]. In theory, it describes the local curvature of a function
of many variables. In a machine-learning setting, it is a useful tool to derive some attributes and
critical points of loss functions.
4 Constraint-based Computational Model
In this section, we derive the computational models of the QNNQG and RQNNQG structures.
4.1 Environmental Graph of a Gate-Model Quantum Neural Network
Proposition 1 The GQNNQG = (V, S) environmental graph of a QNNQG is a DAG, where V is a
set of vertexes, in our setting defined as
V = Sin
⋃
U
⋃
Y, (23)
where Sin is the input space, U is the space of unitaries, Y is the output space, and S is a set of
arcs.
Let GQNNQG be an environmental graph of QNNQG, and let vUi be a vertex, such that vUi ∈ V
is related to the unitary Ui (θi), where index i = 0 is associated with the |z, 1〉 input system with
vertex v0. Then, let vUi and vUj be connected vertices via directed arc sij , sij ∈ S, such that a
particular θij gate parameter is associated with the forward directed arc
1, as
θij = θj , (24)
such that arc s0j is associated with θ0j = θj .
Then a given state xUi(θi) of X associated with Ui (θi) is defined as
xUi(θi) = vUi + aUi(θi), (25)
where vUi is a label for unitary Ui in the environmental graph GQNNQG (serves as an identifier in
the computational structure of (25)), while parameter aUi(θi) is defined for a Ui (θi) as
aUi(θi) =
∑
h∈Ξ(i)
Ui (θhi)xUh(θh) + bUi(θi), (26)
where Ξ (i) refers to the parent set of vUi , Ui(θhi) refers to the selection of θi for unitary Ui for a
particular input from Uh(θh), while bUi(θi) is the bias relative to vUi .
1The notation Uj(θij) refers to the selection of θj for the unitary Uj to realize the operation Ui (θi)Uj (θj), i.e.,
the application of Uj (θj) on the output of Ui (θi) at a particular gate parameter θj .
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Applying a f∠ topological ordering function on GQNNQG yields an ordered graph structure
f∠(GQNNQG) of the L unitaries. Thus, a given output |Y 〉 of QNNQG can be rewritten in a compact
form as
|Y 〉 = U(~θ)x0 = (UL (θL)UL−1 (θL−1) . . . U1 (θ1)x0) , (27)
where the term x0 ∈ Sin is associated with the input system as defined in (12).
A particular state xUl(θl), l = 1, . . . , L is evaluated in function of xUl−1(θl−1) as
xUl(θl) = Ul (θl)xUl−1(θl−1). (28)
The environmental and ordered graphs of a gate-model quantum neural network are illustrated
in Fig. 2. In Fig. 2(a) the GQNNQG environmental graph of a QNNQG is depicted, and the ordered
graph f∠(GQNNQG) is shown in Fig. 2(b).
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Figure 2: (a): The GQNNQG environmental graph of a QNNQG, with L unitaries. The input state
of the QNNQG is |ψ, 1〉. A unitary Ui (θi) is represented by a vertex vUi in GQNNQG . The vertices
vUi and vUj of unitaries Ui (θi) and Uj (θj) are connected by directed arcs sij . The gate parameters
θij = θj are associated with sij , while Sin is the input space, U is the space of L unitaries, and
Y is the output space. Operator M is a measurement on the (n+ 1)-th state (readout quantum
state), and Yn+1 is a Pauli operator measured on the readout state (classical links are not depicted)
(b): The compacted ordered graph f∠(GQNNQG) of QNNQG. The output is |Y 〉 = U(~θ)x0, where
x0 = |z, 1〉 and U(~θ) =
∏L
l=1 Ul (θl)(classical links are not depicted).
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4.2 Computational Model of Gate-Model Quantum Neural Networks
Theorem 1 The computational model of a QNNQG is a C
(
QNNQG
)
constraint machine with linear
transition functions fT
(
QNNQG
)
.
Proof. Let G (QNNQG) = (V, S) be the environmental graph of a QNNQG, and assume that the
number of types of the vertexes is p. Then, the vertex set V can be expressed as a collection
V =
p⋃
i=1
Vi, (29)
where Vi identifies a set of vertexes, p is the total number of the Vi sets, such that Vi
⋂
Vj = ∅, if
only i 6= j [33]. For a v ∈ Vi vertex from set Vi, an fT : Cdimin → Cdimout transition function [33]
can be defined as
fT : Z |Γ(v)|Vi ×XVi → ZVi :
(
γΓ(v), xv
)→ fT (γΓ(v), xv) , (30)
where XVi is the perceptual space X of Vi, XVi ⊂ Cdim(XVi ); dim(XVi) is the dimension of the space
XVi ; xv is an element of XVi ; xv ∈ XVi associated with a unitary Uv (θv); Z is the state space,
ZVi is the state space of Vi, ZVi ⊂ Cdim(ZVi ), dim(ZVi) is the dimension of the space ZVi ; Γ (v)
refers to the children set of v; |Γ (v)| is the cardinality of set Γ (v); γ ∈ Z is a state variable in
the state space Z that serves as side information to process the v vertices of V in G (QNNQG),
while γΓ(v) ∈ Z |Γ(v)|Vi ⊂ C|Γ(v)| and γΓ(v) = (γΓ(v),1, · · · , γΓ(v),|Γ(v)|), by theory [33, 37]. Thus, the fT
transition function in (30) is a complex-valued function that maps an input pair (γ, x) from the
space of X × Z to the state space Z.
Similarly, for any Vi, an fO : Cdimin → Cdimout output function [33] can be defined as
FO : ZVi ×XVi → YVi : (γv, xv)→ FO (γv, xv) , (31)
where YVi is the output space Y, and γv is a state variable associated with v, γv ∈ ZVi , such that
γv = γ0 if Γ (v) = ∅. The fO output function in (31) is therefore a complex-valued function that
maps an input pair (γ, x) from the space of X × Z to the output space Y.
From (30) and (31), it follows that for any Vi, there exists the φ (Vi) associated function-pair as
φ (Vi) = (fT , FO) . (32)
Let us specify the generalized functions of (30) and (31) for a QNNQG.
Let U(~θ) of QNNQG be defined as given in (2). Since in QNNQG, a given i-th unitary Ui (θi)
acts on the output of the previous unitary Ui−1 (θi−1), the network contains no nonlinearities [12].
As a corollary, the state transition function fT
(
QNNQG
)
in (30) is also linear for a QNNQG.
Let |γv〉 be the quantum state associated with γv state variable of a given v. Then, the con-
straints on the transition function and output function of a QNNQG can be evaluated as follows.
Let fT
(
QNNQG
)
be the transition function of a QNNQG defined for a given v ∈ V of G
(
QNNQG
)
via (30) as
fT
(
QNNQG
)
:
(
γΓ(v), xv
)→ fT (γΓ(v), xv) . (33)
The FO
(
QNNQG
)
output function of a QNNQG for a given v of G
(
QNNQG
)
via (31) is
FO
(
QNNQG
)
: (γv, xv)→ FO (γv, xv) . (34)
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Since fT
(
QNNQG
)
in (33) and FO
(
QNNQG
)
in (34) correspond with the data flow computational
scheme of a QNNQG with linear transition functions, (33) and (34) represent an expression of the
constraints of QNNQG. These statements can be formulated in a compact form.
Let ζv be a constraint on fT
(
QNNQG
)
of QNNQG as
ζv : |γv〉 − fT
(
QNNQG
)
= 0. (35)
Thus, the fT
(
QNNQG
)
transition function is constrained as
fT
(
QNNQG
)
= |γv〉. (36)
With respect to the output function, let ϕv be a constraint on FO
(
QNNQG
)
of QNNQG as
ϕv : ℘v ◦ FO
(
QNNQG
)
= 0, (37)
where ◦ is the composition operator, such that (f ◦ g) (x) = f (g (x)), ℘v is therefore another
constraint as ℘v(FO
(
QNNQG
)
) = 0.
Then let piv be a compact constraint on fT
(
QNNQG
)
and FO
(
QNNQG
)
defined via constraints
(35) and (37) as
piv
(
fT
(
QNNQG
)
, FO
(
QNNQG
))
=
∑
v∈V
(ζv + ϕv)− 2 |V |
=
∑
v∈V
(
(|γv〉 − (fT
(
QNNQG
)
) + ℘v(FO
(
QNNQG
)
)
)− 2 |V |
6=0.
(38)
Since it can be verified that a learning machine that enforces the constraint in (38), is in fact a
constraint machine. As a corollary, the constraints (33) and (34), along with the compact constraint
(38), define a C (QNNQG) constraint machine for a QNNQG with linear functions fT (QNNQG) and
FO
(
QNNQG
)
.
4.3 Diffusion Machine
Let C be the constraint machine with linear transition function fT
(
γΓ(v), xv
)
, and let §v be a state
variable such that ∀v ∈ V
§v − fT
(
γΓ(v), xv
)
= 0, (39)
and let FO (γv, xv) be the output function of C, such that ∀v ∈ V
cv ◦ FO (γv, xv) = 0, (40)
where cv is a constraint.
Then, the C constraint machine is a D diffusion machine [33], if only C enforces the constraint
CD, as
CD :
∑
v∈V
(
(§v − fT
(
γΓ(v), xv
)
= 0) + (cv ◦ FO (γv, xv) = 0)
)− 2 |V | = 0. (41)
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4.4 Computational Model of Recurrent Gate-Model Quantum Neural Networks
Theorem 2 The computational model of an RQNNQG is a D
(
RQNNQG
)
diffusion machine with
linear transition functions fT
(
RQNNQG
)
.
Proof. Let C (RQNNQG) be the constraint machine of RQNNQG with linear transition function
fT
(
RQNNQG
)
= fT
(
γΓ(v), xv
)
. Using the GRQNNQG environmental graph, let Λv be a constraint
on fT
(
RQNNQG
)
of RQNNQG, v ∈ V as
Λv : |γv〉 − fT
(
RQNNQG
)
= 0, (42)
where |γv〉 is the quantum state associated with γv state variable of a given v of RQNNQG. With
respect to the output function FO
(
RQNNQG
)
= FO (γv, xv) of RQNNQG , let ωv be a constraint
on FO
(
RQNNQG
)
of RQNNQG, as
ωv : Ωv ◦ FO
(
RQNNQG
)
= 0, (43)
where Ωv is another constraint as Ωv(FO
(
RQNNQG
)
) = 0.
Since RQNNQG is a recurrent network, for all v ∈ V of GRQNNQG , a diffuse constraint λ¯ (Q (x))
can be defined via constraints (42) and (43), as
λ¯ (Q (x))
=
∑
v∈V
(Λv + ωv)− 2 |V |
=
∑
v∈V
(
(|γv〉 − (fT
(
RQNNQG
)
) + Ωv(FO
(
RQNNQG
)
)
)− 2 |V |
= 0,
(44)
where x =
(
x1, . . . , x|V |
)
, and Q (x) =
(
Q (x1) , . . . , Q
(
x|V |
))
is a function that maps all vertexes
of GRQNNQG . Therefore, in the presence of (44), the relation
C (RQNNQG) = D (RQNNQG) , (45)
follows for an RQNNQG, where D
(
RQNNQG
)
is the diffusion machine of RQNNQG. It is because a
constraint machine C (RQNNQG) that satisfies (44) is, in fact, a diffusion machine D (RQNNQG),
see also (41).
In (42), the fT
(
RQNNQG
)
state transition function can be defined for a D (RQNNQG) via
constraint (42) as
fT
(
RQNNQG
)
= |γv〉. (46)
Then, let Ht be a unit vector for a unitary Ut (θt), t = 1, . . . , L− 1, defined as
Ht = xt + iyt, (47)
where xt and yt are real values.
Then, let Zt+1 be defined via U(~θ) and (47) as
Zt+1 = U(~θ)Ht + Ext+1, (48)
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where E is a basis vector matrix [35].
Then, by rewriting U(~θ) as
U(~θ) = φ+ iϕ, (49)
where φ, ϕ are real parameters, allows us to evaluate U(~θ)Ht as(
Re(U(~θ)Ht)
Im(U(~θ)Ht
)
=
(
φ −ϕ
ϕ φ
)(
xt
yt
)
(50)
with
Ht+1 = f
RQNNQG
σ (Zt+1) , (51)
where Ht+1 is normalized at unity, and function f
RQNNQG
σ (·) is defined as
f
RQNNQG
σ (Z) =
{
Z, if |Z|1 ≥ 0
0, if |Z|1 < 0
, (52)
where |·|1 is the L1-norm.
Since the RQNNQG has linear transition function, (52) is also linear, and allows us to rewrite
(52) via the environmental graph representation for a particular
(
γΓ(v), xv
)
, as
f
RQNNQG
σ (Z) =
{
fT
(
γΓ(v), xv
)
, if |Z|1 ≥ 0
0, if |Z|1 < 0
, (53)
where fT
(
γΓ(v), xv
)
is given in (46).
Thus, by setting t = ν, the term Ht can be rewritten via (46) and (48) as
Ht = xν = Re (xν) + i Im (xν) . (54)
Then, the Yt
(
RQNNQG
)
output of RQNNQG is evaluated as
Yt (RQNNQG) = W
(
Re (xν)
Im (xν)
)
, (55)
where W is an output matrix [35].
Then let |Γ (v)| = L, therefore at a particular objective function f (θ) of the RQNNQG, the
derivative df(θ)dxν can be evaluated as
df (θ)
dxν
=
df (θ)
dx|Γ(v)|
dx|Γ(v)|
dxν
=
df (θ)
dx|Γ(v)|
|Γ(v)|−1∏
k=ν
dxk+1
dxk
=
df (θ)
dx|Γ(v)|
|Γ(v)|−1∏
k=ν
Dk+1
(
U(~θ)
)T
,
(56)
where
Dk+1 = diag (Zk+1) (57)
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is a Jacobian matrix [35]. For the norms the relation
∥∥∥∥df (θ)dxν
∥∥∥∥ ≤ ∥∥∥∥ df (θ)dx|Γ(v)|
∥∥∥∥ |Γ(v)|−1∏
k=ν
∥∥∥∥Dk+1 (U(~θ))T∥∥∥∥ , (58)
holds, where ∥∥∥∥Dk+1 (U(~θ))T∥∥∥∥ = ‖Dk+1‖ . (59)
The proof is concluded here.
5 Optimal Learning
5.1 Gate-Model Quantum Neural Network
Theorem 3 A supervised learning is an optimal learning for a C (QNNQG).
Proof. Let piv be the compact constraint on fT
(
QNNQG
)
and FO
(
QNNQG
)
of C (QNNQG) from
(38), and let A be a constraint matrix. Then, (38) can be reformulated as
piv
(
fT
(
QNNQG
)
, FO
(
QNNQG
))
= Af∗ (x)− b (x) = 0. (60)
where b (x) is a smooth vector-valued function with compact support [33], f∗ : I → Cn,
f∗(x) =
(
fT
(
QNNQG
)
, FO
(
QNNQG
)
, x
)
(61)
is the compact function subject to be determined such that
∀x ∈ X : piv (v, f∗ (x)) = 0. (62)
The problem formulated via (60) can be rewritten as
Af∗ (x) = b (x) . (63)
As follows, learning of functions fT
(
QNNQG
)
and FO
(
QNNQG
)
of C (QNNQG) can be reduced to
the determination of function f∗ (x), which problem is solvable via the Euler-Lagrange equations
[33,49,50].
Then, let SL(QNN) be a non-empty supervised learning set defined as a collection
SL(QNN) :
{
xκ, yκ, κ ∈ N|X |
}
, (64)
where (xκ, yκ), yκ = f
∗ (xκ) is a supervised pair, and |X | is the cardinality of the perceptive space
X associated with SL(QNN).
Since SL(QNN) is non-empty set, f∗ (x) can be evaluated by the Euler-Lagrange equations [33,
49,50], as
f∗ (x) =
1
`
−ATλ (x)− 1|X |
|X |∑
κ=1
(f∗ (x)− yκ) Υ (x− xκ)
 , (65)
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where AT is the transpose of the constraint matrix A, and ` is a differential operator as
` =
k∑
κ=0
(−1)κ cκ∇2κ, (66)
where cκ-s are constants, ∇2 is a Laplacian operator such that ∇2f (x) =
∑
i ∂
2
i f (x); while Υ is as
Υ (x− xκ) = `G (x, xκ) , (67)
where G (·) is the Green function of differential operator `. Since function G (·) is translation
invariant, the relation
G (x, xκ) = G (x− xκ) (68)
follows. Since the constraint that has to be satisfied over the perceptual space X is given in (62),
the L Lagrangian can be defined as
L = 〈Pf∗, Pf∗〉+
∫
X
λ (x)piv (x, f
∗ (x)) dx, (69)
where 〈·, ·〉 is the inner product operator, while P is defined via (66) as
` = P †P, (70)
where P † is the adjoint of P , while λ (x) is the Lagrange multiplier as
λ (x) = − (AAT )−1
γ`b (x) + 1|X |
|X |∑
κ=1
A (f∗ (x)− yκ) Υ (x− xκ)
 , (71)
where
γ =
∫
X
G (x− xκ) , (72)
and `b is as
`b (x) = −A
ATλ (x) + 1|X |
|X |∑
κ=1
(f∗ (x)− yκ) Υ (x− xκ)
 . (73)
Then, (65) can be rewritten using (71) and (73) as
f∗ (x) =
1
γ`
H (x) + 1|X |
|X |∑
κ=1
Φ (yκ − f∗ (x)) Υ (x− xκ)
 , (74)
where H (x) is as
H (x) = γAT
(
AAT
)−1
`b (x) (75)
and Φ is as
Φ = In −AT
(
AAT
)−1
A, (76)
where In is an identity matrix.
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Therefore, after some calculations, f∗ (x) can be expressed as
f∗ (x) =
1
γ
∫
X
G (z)H (x− z) dz +
|X |∑
κ=1
ΦχκG (x− xκ) , (77)
where χκ is as
χκ =
1
|X |
yκ − f∗ (xκ)
γ
. (78)
The compact constraint of C (QNNQG) determined via (77) is optimal, since (77) is the optimal
solution of the Euler–Lagrange equations.
The proof is concluded here.
Lemma 1 There exists a supervised learning for a C (QNNQG) with complexity O (|S|), where |S|
is the number arcs (number of gate parameters) of GQNNQG.
Proof. Let GQNNQG be the environmental graph of QNNQG, such that QNNQG is characterized
via ~θ (see (3)).
The optimal supervised learning method of a C (QNNQG) is derived through the utilization of
the GQNNQG environmental graph of QNNQG, as follows.
The AC(QNNQG) learning process of C
(
QNNQG
)
in the GQNNQG structure is given in Algorithm
1.
The optimality of Algorithm 1 arises from the fact that in Step 4, the gradient computation
involves all the gate parameters of the QNNQG, and the gate parameter updating procedure has
a computational complexity O (|S|). The QNNQG complexity is yielded from the gate parame-
ter updating mechanism that utilizes backpropagated classical side information for the learning
method.
The proof is concluded here.
5.1.1 Description and Method Validation
The detailed steps and validation of Algorithm 1 are as follows.
In Step 1, the number R of measurement rounds is set.
Step 2 is the quantum evolution phase of QNNQG that yields an output quantum system |Y 〉
via forward propagation of quantum information through the unitary sequence U(~θ) realized via
the L unitaries. Then, a parameterization follows for each xUi(θi), and the terms WUi(θi) and QUi(θi)
are defined to characterize the θi angles of the Ui (θi) unitary operations in the QNNQG.
In Step 3, side information initializations are made for the error computations. A given WUi(θi)
is set as a cumulative quantity with respect to the parent set Ξ ∈ i of unitary Ui (θi) in QNNQG.
Note, that (80) and (81) represent side information, thus the gate parameter θhi is used to
identify a particular unitary U(θhi).
Let G′QNNQG be the the environmental graph of QNNQG such that the directions of quantum
links are reversed. It can be verified that for a G′QNNQG , δUi(θi) from (82) can be rewritten as
δUi(θi) =
∑
h∈Ξ(i)
dWUL(θL)
dQUh(θh)
dQUh(θh)
dWUi(θi)
dWUi(θi)
dQUi(θi)
= QUi(θi)
∑
h∈Ξ(i)
θhiδUh(θh), (89)
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Algorithm 1 Supervised learning for a C (QNNQG)
Step 1. (Initialization.) Set Y
(r)
n+1, r = 1, . . . , R, where R is the number of total measurements
applied for QNNQG, and let U(
~θ) as given in (2).
Step 2. (Quantum evolution phase and parameter set.) Apply the unitary sequence U(~θ) of QNNQG
realized via the L unitaries to produce output |Y 〉. Let us assume that the node set V of GQNNQG is
topologically sorted via a topological ordering function f∠(GQNNQG).
Then, for a given xUi(θi) ((25)) set
VUi(θi) = vUi +QUi(θi), (79)
where
QUi(θi) =
∑
h∈Ξ(i)
θhiVUh(θh) +BvUi , (80)
where Ξ (i) refers to the parent set of vUi , BvUi is a bias relative to vUi .
Step 3. (Error initialization.) Set the P(r)(GQNNQG) post-processing associated to the r-th
measurement round on GQNNQG , as follows.
For i = 1, . . . , L, set WUi(θi) as
WUi(θi) =
∑
h∈Ξ(i)
θhiVUh(θh). (81)
For i = 1, . . . , L− 1, compute the error δUi(θi) associated to Ui (θi) as
δUi(θi) =
dWUL(θL)
dQUi(θi)
. (82)
For i = L, set
δUL(θL) =
dL(x0, l˜(z))
dQUL(θL)
. (83)
Step 4. (Gate parameter updating.) Set a gate parameter modification vector ~∆θ with an i-th
element ~∆θi as
~∆θi = WUi(θi), (84)
where WUi(θi) is given in (81). Update the gate parameters in a backpropagated manner from
unitary UL (θL) to U1 (θ1), as follows.
For z = L, . . . , 1:
If ~∆θz = 1, update θz as
θ′z = θz. (85)
If ~∆θz 6= 1, update θz as
θ′z = (~∆θz)θz. (86)
Step 5. (Gradient computation). For i = 2, . . . , L, and j ∈ Ξ (i), determine the gradient gUi(θi),Uj(θj)
between unitaries Ui (θi) and Uj (θj), as
gUi(θi),Uj(θj) = δ
′
Ui(θi)
WUj(θj), (87)
where δ′Ui(θi) is the updated error evaluated as
δ′Ui(θi) = (
~∆θi)δUi(θi). (88)
Step 6. Apply steps 1-5, for ∀r measurements.
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and δUL(θL) can be evaluated as given in (83)
δUL(θL) =
dL(x0, l˜(z))
dQUL(θL)
, (90)
while the term δUi(θi)WUj(θj) for each Ui (θi) can be rewritten as
δUi(θi)WUj(θj) =
dL(x0, l˜(z))
dθij
=
dL(x0, l˜(z))
dQUi(θi)
dQUi(θi)
dθij
. (91)
Since (86) and (85) are defined via the non-reversed GQNNQG , for a given unitary the Γ children
set is used. The utilization of the Ξ parent set with reversed link directions in G′QNNQG (see (89),
(90), (91)) is therefore analogous to the use of the Γ children set with non-reversed link directions
in GQNNQG . It is because classical side information is available in arbitrary directions in GQNNQG .
First, we consider the situation, if i = 1, . . . , L− 1, thus the error calculations are associated to
unitaries U1 (θ1) , . . . , UL−1 (θL−1), while the output unitary UL (θL) is proposed for the i = L case.
In GQNNQG , the error quantity δUi(θi) associated to Ui (θi) is determined, where WUL(θL) is asso-
ciated to the output unitary UL (θL). Only forward steps are required to yield WUL(θL) and QUL(θL).
Then, utilizing the chain rule and using the children set Γ (i) of a particular unitary Ui (θi), the
term dWUL(θL)
/
dQUi(θi) in δUi(θi) can be rewritten as
dWUL(θL)
dQUi(θi)
=
∑
h∈Γ(i)
dWUL(θL)
dQUh(θh)
dQUh(θh)
dWUi(θi)
dWUi(θi)
dQUi(θi)
.
In fact, this term equals to QUi(θi)
∑
h∈Γ(i) θhiδUh(θh), where δUh(θh) is the error associated to a
Uh (θh), such that Uh (θh) is a children unitary of Ui (θi). The δUh(θh) error quantity associated
to a children unitary Uh (θh) of Ui (θi) can also be determined in the same manner, that yields
δUh(θh) = dWUL(θL)
/
dQUh(θh). As follows, by utilizing side information in GQNNQG allows us to
determine δUi(θi) via the L (·) loss function and the Γ (i) children set of unitary Ui (θi), that yields
the quantity given in (82).
The situation differs if the error computations are made with respect to the output system,
thus for the L-th unitary UL (θL). In this case, the utilization of the loss function L(x0, l˜ (z))
allows us to use the simplified formula of δUL(θL) = dL(x0, l˜ (z))
/
dQUL(θL), as given in (83). Tak-
ing the dL(x0,l˜(z))dθij derivative of the loss function L(x0, l˜ (z)) with respect to the angle θij yields
dL(x0,l˜(z))
dQUi(θi)
dQUi(θi)
dθij
, that is, in fact equals to δUi(θi)WUj(θj).
In Step 4, the quantities defined in the previous steps are utilized in the QNNQG for the error cal-
culations. The errors are evaluated and updated in a backpropagated manner from unitary UL (θL)
to U1 (θ1). Since it requires only side information these steps can be achieved via a P(GQNNQG)
post-processing (along with Step 3). First, a gate parameter modification vector ~∆θ is defined,
such that its i-th element, ~∆θi, is associated with the modification of the θi gate parameter of an
i-th unitary Ui (θi).
The i-th element ~∆θi is initialized as ~∆θi = WUi(θi). If
~∆θi equals to 1, then no modification is
required in the θi gate parameter of Ui (θi). In this case, the δUi(θi) error quantity of Ui (θi) can be
determined via a simple summation, using the children set of Ui (θi), as δUi(θi) =
∑
j∈Γ(i) θ
′
ijδUj(θj),
where Uj (θj) is a children of Ui (θi), as it is given in (85). On the other hand, if ~∆θi 6= 1, then the
θi gate parameter of Ui (θi) requires a modification. In this case, summation
∑
j∈Γ(i) θijδUj(θj) has
to be weighted by the actual ~∆θi to yield δUi(θi). This situation is obtained in (86).
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According to the update mechanism of (84)-(86), for z = L − 1, . . . , 1, the errors are updated
via (88) as follows. At z = L and ~∆θz = 1, δUz(θz) is as
δ′Uz(θz) = δUL(θL). (92)
while at ~∆θz 6= 1, δUz(θz) is updated as
δ′Uz(θz) = (
~∆θz)δUL(θL). (93)
For z = L− 1, . . . , 1, if ~∆θz = 1, then δUz(θz) is as
δ′Uz(θz) = δUz(θz) =
∑
j∈Γ(z)
θzjδUj(θj). (94)
while, if ~∆θz 6= 1, then
δ′Uz(θz) = (
~∆θz)
∑
j∈Γ(z)
θzjδUj(θj) =
∑
j∈Γ(z)
θ′zjδUj(θj). (95)
In Step 5, for a given unitary Ui (θi), i = 2, . . . , L and for its parent Uj (θj), the gUi(θi),Uj(θj)
gradient is computed via the δUi(θi) error quantity derived from (85)-(86) for Ui (θi), and by the
WUj(θj) quantity associated to parent Uj (θj). (For U1 (θ1) the parent set Ξ (1) is empty, thus
i > 1.) The computation of gUi(θi),Uj(θj) is performed for all Uj (θj) parents of Ui (θi), thus (87) is
determined for ∀j, j ∈ Ξ (i). By the chain rule,
gUi(θi),Uj(θj) = δ
′
Ui(θi)
WUj(θj) =
dWUL(θL)
dθ′ij
=
dWUL(θL)
dQUi(θi)
dQUi(θi)
dθ′ij
=
dWUL(θL)
dQUi(θi)
d(
∑
h∈Ξ(i) θhiWUh(θh))
dθ′ij
.
(96)
Since for i = L, δUL(θL) is as given in (83), the gradient can be rewritten via (91) as
gUi(θi),Uj(θj) =
dL(x0, l˜(z))
dθ′ij
. (97)
Finally, Step 6 utilizes the number R of measurements to extend the results for all measurement
rounds, r = 1, . . . , R. Note that in each round a measurement operator is applied, for simplicity it
is omitted from the description.
Since the algorithm requires no reversed quantum links, i.e. G′QNNQG for the computations of
(85)-(86), the gradient of the loss in (87) with respect to the gate parameter can be determined in
an optimal way for QNNQG networks, by the utilization of side information in GQNNQG .
The steps and quantities of the learning procedure (Algorithm 1) of a QNNQG are illustrated
in Fig. 3. The QNNQG network realizes the unitary U(
~θ). The quantum information is propagated
through quantum links (solid lines) between the unitaries, while the auxiliary classical information
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is propagated via classical links in the network (dashed lines). An i-th node is represented via
unitary Ui (θi).
For an i-th unitary, Ui (θi), parameters WUi(θi), QUi(θi) and δUi(θi) = dWUL(θL)
/
dQUi(θi) for
i < L, are computed, where WUL(θL) =
∑
j∈Ξ(L) θLjVUj(θj). For the output unitary, δUL(θL) =
dL(x0, l˜ (z))/dQUL(θL). Parameters WUi(θi) and QUi(θi) are determined via forward propagation of
side information, the δUi(θi) quantities are evaluated via backward propagation of side information.
Finally, the gradients, gUi(θi),Uj(θj) = δUi(θi)WUj(θj), are computed.
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Figure 3: The learning method for a QNNQG. The QNNQG network realizes unitary U(
~θ) as
a sequence of L unitaries, U(~θ) = UL (θL)UL−1 (θL−1) . . . U1 (θ1). The algorithm determines the
gradient of the loss with respect to the θ gate parameter, at a particular loss function L(x0, l˜ (z)). All
quantum information propagates forward via quantum links (solid lines), classical side information
can propagate arbitrarily (dashed lines).
5.2 Recurrent Gate-Model Quantum Neural Network
In classical neural networks, backpropagation [34–36] (backward propagation of errors) is a super-
vised learning method that allows to determine the gradients to learn the weights in the network. In
this section, we show that for a recurrent gate-model QNN, a backpropagation method is optimal.
Theorem 4 A backpropagation in GRQNNQG is an optimal learning in the sense of gradient descent.
Proof. In an RQNNQG, the backward classical links provide feedback side information for the
forward propagation of quantum information in multiple measurement rounds. The backpropagated
side information is analogous to feedback loops, i.e, to recurrent cycles over time. The aim of the
learning method is to optimize the gate parameters of the unitaries of the RQNNQG quantum
network via a supervised learning, using the side information available from the previous k =
1, . . . , r − 1 measurement rounds at a particular measurement round r.
Let GRQNNQG be the environmental graph of RQNNQG, and fT
(
RQNNQG
)
be the transition
function of an RQNNQG. Then the γv constraint is defined via GRQNNQG as
|γv〉 = fT
(
RQNNQG
)
= fT
(
γΓ(v), xv
)
, (98)
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while the constraint Ωv on the output F (γv, xv) of RQNNQG is defined via ωv = 0 as [33,36,37]
ωv : ΩvF
(
fT
(
RQNNQG
)
, xv
)
= Ωv ◦ F
(
fT
(
γΓ(v), xv
)
, xv
)
= 0. (99)
Utilizing the structure of the GRQNNQG environmental graph allows us to define a modified version
of the backpropagation through time algorithm [34] to the RQNNQG.
The learning of D (RQNNQG) with constraints (42), (43), and (44) is given in Algorithm 2,
depicted as AD(RQNNQG).
Algorithm 2 Optimal learning method for a D (RQNNQG)
Step 1. (Parameter initialization.) Set the number R of measurement rounds.
For an r-th measurement round, r = 1, . . . , R, let
|ψr〉 = |z(r)〉 (100)
be the input quantum system of RQNNQG, where z
(r) is an n-length string, as
z(r) = zr,1zr,2 . . . zr,n. (101)
Step 2. (Quantum evolution phase.) Evaluate the output system |Yr〉 of RQNNQG as
|Yr〉 = U(~θr)|ψr〉|ϕr〉 = U(~θr)|ψr〉|1〉 = U(~θr)|z(r), 1〉, (102)
where ~θr is the gate-parameter vector associated to the L unitaries of RQNNQG as
~θr = (θr,1, . . . , θr,L−1, θr,L)
T
, (103)
and an r-th unitary sequence is as
U(~θr) = UL (θr,L)UL−1 (θr,L−1) . . . U1 (θr,1) , (104)
where Ui (θr,i) is the i-th unitary of U(~θr).
Step 3. (Post-processing initialization.) For a given r, initialize the P(r)
(
RQNNQG
)
post-processing
as follows. Define set S(~θr) as
S(~θr) = {~θr, Br}, (105)
where Br is a bias.
Define Φr as
Φr = z
(r) + U(~θr−1) +Br, (106)
where U(~θr−1) is the unitary sequence UL (θr−1,L)UL−1 (θr−1,L−1) . . . U1 (θr−1,1), of the (r − 1)-th
round.
Using (106), evaluate quantity ξr,k as
ξr,k =
dΦr
dΦk
=
r∏
i=k+1
dΦi
dΦi−1
, (107)
where Φk belongs to the k-th measurement round, k < r.
As a corollary, the training of D (RQNNQG) can be reduced to a backpropagation method via
the environmental graph of RQNNQG.
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Algorithm 2 Optimal learning method for a D (RQNNQG) (cont.)
Step 4. (Gradient computations). Using (107), compute the gr loss function gradient of the r-th
round as
gr =
L(x0,r, l˜(z(r)))
dS(~θr)
=
r∑
k=1
L(x0,r, l˜(z(r)))
dΦr
ξr,k
dΦ˜k
dS(~θr)
, (108)
where L(x0,r, l˜(z(r))) is the loss function of the r-th round,
L(x0,r, l˜(z(r))) = 1− l
(
z(r)
)
l˜
(
z(r)
)
, (109)
where x0,r =
∣∣z(r), 1〉 identifies the input system of RQNNQG in the r-th round, and l˜ (z(r)) is as
l˜
(
z(r)
)
= 〈z(r), 1 | (U(~θr))†Y (r)n+1U(~θr)|z(r), 1〉, (110)
where l˜
(
z(r)
)
is the predicted value of the binary label l
(
z(r)
) ∈ {−1, 1} of string z(r),
Y
(r)
n+1 ∈ {−1, 1} is a measured Pauli operator of r-th round, while dΦ˜kdS(~θr) is a partial derivative.
Step 5. (Gate parameter updates). If r < R, update gate parameter vector ~θr+1 via backpropagated
side information as
~θr+1 = ~θr − ωr, (111)
where ωr is defined as
ωr =
λ
r
r∑
k=1
gk, (112)
where gr is the gradient (108) evaluated in the k-th measurement round,
gk =
L(x0,k, l˜(z(k)))
dS(~θk)
, (113)
while λ is the learning rate.
Set the gate-parameter modification vector ~αr as
~αr = (αr,1, . . . , αr,L)
T
, (114)
where αr,i is associated to the modification of the gate parameter θr,i of the i-th unitary Ui (θr,i) as
αr,i = ωr. (115)
Step 6. (Output gradient). Apply steps 1-5 for all r.
Output the G final gradient of the R rounds via the summation of the R gradients as
G =
R∑
r=1
gr, (116)
where gr is given in (108).
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5.2.1 Description and Method Validation
The detailed steps and validation of Algorithm 2 are as follows.
In Step 1, the number R of measurement rounds are set for RQNNQG. For each measurement
round initialization steps (100)-(101) are set.
Step 2 provides the quantum evolution phase of RQNNQG, and produces output quantum
system |Yr〉 (102) via forward propagation of quantum information through the unitary sequence
U(~θr) of the L unitaries.
Step 3 initializes the P(r)
(
RQNNQG
)
post-processing method via the definition of (105) for
gradient computations. In (106), the quantity Φr = z
(r)+U(~θr−1)+Br connects the side information
of the r-th measurement round with the side information of the (r − 1)-th measurement round; and
U(~θr−1) is the unitary sequence of the (r − 1)-th round, and Br is a bias the current measurement
round. The quantity ξr,k = dΦr/dΦk in (107) utilizes the Φi quantities (see (106)) of the i-th
measurement rounds, such that i = k + 1, . . . , r, where k < r.
Step 4 determines the gr loss function gradient of the r-th measurement round. In (108), the
gr gradient is determined as
∑r
k=1
L(x0,r,l˜(z(r)))
dΦr
dΦr
dΦk
dΦ˜k
dS(~θr) , that is, via the utilization of the side
information of the k = 1, . . . , r measurement rounds at a particular r.
In Step 5, the gate parameters are updated via the gradient descent rule [34], by utilizing the
gradients of the k = 1, . . . , r measurement rounds at a particular r. Since in (111) all the gate
parameters of the L unitaries are updated by ωr as given in (112), for a particular unitary Ui (θr,i),
the gate parameter is updated via ~αr (114) to θr+1,i as
θr+1,i = θr,i − αr,i = θr,i − ωr. (117)
Finally, Step 6 outputs the G final gradient of the total R measurement rounds in (116), as a
summation of the gr gradients (108) determined in the r = 1, . . . , R rounds.
The steps of the learning method of an RQNNQG (Algorithm 2) are illustrated in Fig. 4. The
~θr gate parameters of the unitaries of unitary sequence U(~θr) are set as ~θr = ~θr−1 − ωr−1, where
~θr−1 is the gate parameter vector associated to sequence U(~θr−1), while αr−1,i = ωr−1 is the gate
parameter modification coefficient, and ωr−1 = λr−1
∑r−1
k=1
L(x0,k,l˜(z(k)))
dS(~θk)
.
5.2.2 Closed-Form Error Evaluation
Lemma 2 The δ quantity of the unitaries of a D (RQNNQG) can be expressed in a closed form
via the GRQNNQG environmental graph of RQNNQG.
Proof. Let GRQNNQG be the environmental graph of RQNNQG, such that RQNNQG is characterized
via ~θ (see (3)). Utilizing the structure GRQNNQG of RQNNQG allows us to express the square error
in a closed form as follows.
Let Y and Z refer to output realizations |Y 〉 and |Z〉 of RQNNQG, Y ∈ Y,Z, with an output
set Y, and let L(x0, l˜(z)) be the loss function. Then let HRQNNQG be a Hessian matrix [33] of the
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Figure 4: The learning method for an RQNNQG. In an r-th measurement round, the RQNNQG
network realizes the unitary sequence U(~θr), and side information is available about the previous
k = 1, . . . , r − 1 running sequences of the structure. Quantum information propagates only for-
ward in the network via quantum links (solid lines), the αr−1,i = ωr−1 quantities are distributed
via backpropagation of side information through the classical links (dashed lines). The θr,i gate
parameter of an i-th unitary Ui (θr,i) of U(~θr) is set to θr,i = θr−1,i−αr−1,i, where θr−1,i is the gate
parameter of the i-th unitary Ui (θr−1,i) of the U(~θr−1) unitary sequence.
RQNNQG structure, with a generic coordinate ~
RQNNQG
ij,lm , as
~RQNNQGij,lm =
d2L(x0, l˜ (z))
dθijdθlm
=
d
dθij
∑
Y ∈Y
dL(x0, l˜ (z))
dWUY (θY )
dWUY (θY )
dθlm
=
∑
Y ∈Y
∑
Z∈Y
d2L(x0, l˜ (z))
dWUY (θY )dWUZ(θZ)
δZUi(θi)δ
Y
Ul(θl)
WUj(θj)WUm(θm)
+
∑
Y ∈Y
dL(x0, l˜ (z))
dWUY (θY )
(
WUm(θm)
dδYUl(θl)
dθij
+ δYUl(θl)
dWUm(θm)
dθij
)
=
∑
Y ∈Y
∑
Z∈Y
d2L(x0, l˜ (z))
dWUY (θY )dWUZ(θZ)
δZUi(θi)δ
Y
Ul(θl)
WUj(θj)WUm(θm)
+
∑
Y ∈Y
dL(x0, l˜ (z))
dWUY (θY )
((
δYUl(θl),Ui(θi)
)2
WUm(θm)WUj(θj) + fi∠m
(
δYUl(θl)δ
m
Ui(θi)
WUj(θj)
))
,
(118)
where WUi(θi) is given in (81), fi∠m (·) is a topological ordering function on GRQNNQG , indices Y
and Q are associated with the output realizations |Y 〉 and |Q〉, while
(
δQUl(θl),Ui(θi)
)2
is the square
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error between unitaries Ul (θl) and Ui (θi) at a particular output |Q〉 as(
δQUl(θl),Ui(θi)
)2
=
d2WUY (θY )
dQUl(θl)dQUi(θi)
=
dδYUi(θi)
dQUl(θl)
=
dδiUl(θl)
dQUi(θi)
∑
j∈Γ(i)
θjiδ
Y
Ul(θl)
+QUi(θi)
∑
j∈Γ(i)
θji
(
δYUj(θl),Ul(θl)
)2
,
(119)
where QUi(θi) is as in (80). Note that the relation
(
δQUl(θl),Ui(θi)
)2 6= 0 in (119) holds if only there
is an edge sil between vUi ∈ V and vUl(θl) ∈ V in the environmental graph GRQNNQG of RQNNQG.
Thus, (
δQUl(θl),Ui(θi)
)2
=

(
δQUl(θl),Ui(θi)
)2
= 0, if sil /∈ S(
δQUl(θl),Ui(θi)
)2 6= 0, if sil ∈ S . (120)
Since GRQNNQG contains all information for the computation of (119) and D
(
RQNNQG
)
is defined
through the structure of GRQNNQG , the proof is concluded here.
6 Conclusions
Gate-model QNNs allow an experimental implementation on near-term gate-model quantum com-
puter architectures. Here we examined the problem of learning optimization of gate-model QNNs.
We defined the constraint-based computational models of these quantum networks and proved the
optimal learning methods. We revealed that the computational models are different for nonrecur-
rent and recurrent gate-model quantum networks. We proved that for nonrecurrent and recurrent
gate-model QNNs, the optimal learning is a supervised learning. We showed that for a recurrent
gate-model QNN, the learning can be reduced to backpropagation. The results are particularly
useful for the training of QNNs on near-term quantum computers.
Acknowledgements
The research reported in this paper has been supported by the National Research, Development and
Innovation Fund (TUDFO/51757/2019-ITM, Thematic Excellence Program). This work was par-
tially supported by the National Research Development and Innovation Office of Hungary (Project
No. 2017-1.2.1-NKP-2017-00001), by the Hungarian Scientific Research Fund - OTKA K-112125
and in part by the BME Artificial Intelligence FIKP grant of EMMI (BME FIKP-MI/SC).
References
[1] Preskill, J. Quantum Computing in the NISQ era and beyond, Quantum 2, 79 (2018).
[2] Harrow, A. W. and Montanaro, A. Quantum Computational Supremacy, Nature, vol 549,
pages 203-209 (2017).
26
[3] Aaronson, S. and Chen, L. Complexity-theoretic foundations of quantum supremacy experi-
ments. Proceedings of the 32nd Computational Complexity Conference, CCC ’17, pages 22:1-
22:67, (2017).
[4] Biamonte, J. et al. Quantum Machine Learning. Nature, 549, 195-202 (2017).
[5] LeCun, Y., Bengio, Y. and Hinton, G. Deep Learning. Nature 521, 436-444 (2014).
[6] Goodfellow, I., Bengio, Y. and Courville, A. Deep Learning. MIT Press. Cambridge, MA,
(2016).
[7] Debnath, S. et al. Demonstration of a small programmable quantum computer with atomic
qubits. Nature 536, 63-66 (2016).
[8] Monz, T. et al. Realization of a scalable Shor algorithm. Science 351, 1068-1070 (2016).
[9] Barends, R. et al. Superconducting quantum circuits at the surface code threshold for fault
tolerance. Nature 508, 500-503 (2014).
[10] Kielpinski, D., Monroe, C. and Wineland, D. J. Architecture for a large-scale ion-trap quantum
computer. Nature 417, 709-711 (2002).
[11] Ofek, N. et al. Extending the lifetime of a quantum bit with error correction in superconducting
circuits. Nature 536, 441-445 (2016).
[12] Farhi, E. and Neven, H. Classification with Quantum Neural Networks on Near Term Proces-
sors, arXiv:1802.06002v1 (2018).
[13] Farhi, E., Goldstone, J., Gutmann, S. and Neven, H. Quantum Algorithms for Fixed Qubit
Architectures. arXiv:1703.06199v1 (2017).
[14] Farhi, E., Goldstone, J. and Gutmann, S. A Quantum Approximate Optimization Algorithm.
arXiv:1411.4028. (2014).
[15] Farhi, E. and Harrow, A. W. Quantum Supremacy through the Quantum Approximate Opti-
mization Algorithm, arXiv:1602.07674 (2016).
[16] Farhi, E., Goldstone, J. and Gutmann, S. A Quantum Approximate Optimization Algorithm
Applied to a Bounded Occurrence Constraint Problem. arXiv:1412.6062. (2014).
[17] Farhi, E., Kimmel, S. and Temme, K. A Quantum Version of Schoning’s Algorithm Applied
to Quantum 2-SAT, arXiv:1603.06985 (2016).
[18] Schoning, T. A probabilistic algorithm for k-SAT and constraint satisfaction problems. Foun-
dations of Computer Science, 1999. 40th Annual Symposium on, pages 410–414. IEEE (1999).
[19] IBM. A new way of thinking: The IBM quantum experience. URL:
http://www.research.ibm.com/quantum. (2017).
[20] Brandao, F. G. S. L., Broughton, M., Farhi, E., Gutmann, S. and Neven, H. For Fixed Control
Parameters the Quantum Approximate Optimization Algorithm’s Objective Function Value
Concentrates for Typical Instances, arXiv:1812.04170 (2018).
27
[21] Crooks, G. E. Performance of the Quantum Approximate Optimization Algorithm on the
Maximum Cut Problem, arXiv:1811.08419 (2018).
[22] Gyongyosi, L. and Imre, S. Dense Quantum Measurement Theory, Scientific Reports, Nature,
DOI: 10.1038/s41598-019-43250-2, (2019).
[23] Lloyd, S. The Universe as Quantum Computer, A Computable Universe: Understand-
ing and exploring Nature as computation, H. Zenil ed., World Scientific, Singapore, 2012,
arXiv:1312.4455v1 (2013).
[24] Lloyd, S., Mohseni, M. and Rebentrost, P. Quantum algorithms for supervised and unsuper-
vised machine learning, arXiv:1307.0411v2 (2013).
[25] Lloyd, S., Shapiro, J. H., Wong, F. N. C., Kumar, P., Shahriar, S. M. and Yuen, H. P.
Infrastructure for the quantum Internet. ACM SIGCOMM Computer Communication Review,
34, 9-20 (2004).
[26] Lloyd, S., Mohseni, M. and Rebentrost, P. Quantum principal component analysis. Nature
Physics, 10, 631 (2014).
[27] Rebentrost, P., Mohseni, M. and Lloyd, S. Quantum Support Vector Machine for Big Data
Classification. Phys. Rev. Lett. 113. (2014).
[28] Lloyd, S., Garnerone, S. and Zanardi, P. Quantum algorithms for topological and geometric
analysis of data. Nat. Commun., 7, arXiv:1408.3106 (2016).
[29] Gyongyosi, L., Imre, S. and Nguyen, H. V. A Survey on Quantum Channel Capacities, IEEE
Communications Surveys and Tutorials 99, 1, doi: 10.1109/COMST.2017.2786748 (2018).
[30] Schuld, M., Sinayskiy, I. and Petruccione, F. An introduction to quantum machine learning.
Contemporary Physics 56, pp. 172-185. arXiv: 1409.3097 (2015).
[31] Van Meter, R. Quantum Networking, John Wiley and Sons Ltd, ISBN 1118648927,
9781118648926 (2014).
[32] Imre, S. and Gyongyosi, L. Advanced Quantum Communications - An Engineering Approach.
Wiley-IEEE Press (New Jersey, USA), (2012).
[33] Gori, M. Machine Learning: A Constraint-Based Approach, ISBN: 978-0-08-100659-7, Elsevier
(2018).
[34] Salehinejad, H., Sankar, S., Barfett, J., Colak, E. and Valaee, S. Recent Advances in Recurrent
Neural Networks, arXiv:1801.01078v3 (2018).
[35] Arjovsky, M., Shah, A. and Bengio, Y. Unitary Evolution Recurrent Neural Networks. arXiv:
1511.06464 (2015).
[36] Goller, C. and Kchler, A. Learning task-dependent distributed representations by backpropa-
gation through structure. Proc. of the ICNN-96, pp. 347–352, Bochum, Germany, IEEE (1996).
28
[37] Baldan, P., Corradini, A. and Konig, B. Unfolding Graph Transformation Systems: Theory
and Applications to Verification, In: Degano P., De Nicola R., Meseguer J. (eds) Concurrency,
Graphs and Models. Lecture Notes in Computer Science, vol 5065. Springer, Berlin, Heidelberg
(2008).
[38] Hyland, S. L. and Ratsch, G. Learning Unitary Operators with Help From u(n). arXiv:
1607.04903 (2016).
[39] Wiebe, N., Kapoor, A. and Svore, K. M. Quantum Deep Learning, arXiv:1412.3489 (2015).
[40] Wan, K. H. et al. Quantum generalisation of feedforward neural networks. npj Quantum In-
formation 3, 36 arXiv: 1612.01045 (2017).
[41] Cao, Y., Giacomo Guerreschi, G. and Aspuru-Guzik, A. Quantum Neuron: an elementary
building block for machine learning on quantum computers. arXiv: 1711.11240 (2017).
[42] Dunjko, V. et al. Super-polynomial and exponential improvements for quantum-enhanced re-
inforcement learning. arXiv: 1710.11160 (2017).
[43] Romero, J. et al. Strategies for quantum computing molecular energies using the unitary
coupled cluster ansatz. arXiv: 1701.02691 (2017).
[44] Riste, D. et al. Demonstration of quantum advantage in machine learning. arXiv: 1512.06069
(2015).
[45] Yoo, S. et al. A quantum speedup in machine learning: finding an N-bit Boolean function for
a classification. New Journal of Physics 16.10, 103014 (2014).
[46] Lloyd, S. and Weedbrook, C. Quantum generative adversarial learning. Phys. Rev. Lett., 121,
arXiv:1804.09139 (2018).
[47] Dorozhinsky, V. I. and Pavlovsky, O. V. Artificial Quantum Neural Network: quantum neu-
rons, logical elements and tests of convolutional nets, arXiv:1806.09664 (2018).
[48] Torrontegui, E. and Garcia-Ripoll, J. J. Universal quantum perceptron as efficient unitary
approximators, arXiv:1801.00934 (2018).
[49] Roubicek, T. Calculus of variations. Mathematical Tools for Physicists. (Ed. M. Grinfeld) J.
Wiley, Weinheim, ISBN 978-3-527-41188-7, pp.551-588. (2014).
[50] Binmore, K. and Davies, J. Calculus Concepts and Methods. Cambridge University Press. p.
190. ISBN 978-0-521-77541-0. OCLC 717598615. (2007).
[51] Shor, P. W. Scheme for reducing decoherence in quantum computer memory. Phys. Rev. A,
52, R2493-R2496 (1995).
[52] Petz, D. Quantum Information Theory and Quantum Statistics, Springer-Verlag, Heidelberg,
Hiv: 6. (2008).
[53] Bacsardi, L. On the Way to Quantum-Based Satellite Communication, IEEE Comm. Mag.
51:(08) pp. 50-55. (2013).
29
[54] Gyongyosi, L. and Imre, S. Multilayer Optimization for the Quantum Internet, Scientific
Reports, Nature, DOI:10.1038/s41598-018-30957-x, (2018).
[55] Gyongyosi, L. and Imre, S. Entanglement Availability Differentiation Service for
the Quantum Internet, Scientific Reports, Nature, (DOI:10.1038/s41598-018-28801-3),
https://www.nature.com/articles/s41598-018-28801-3, (2018).
[56] Gyongyosi, L. and Imre, S. Entanglement-Gradient Routing for Quan-
tum Networks, Scientific Reports, Nature, (DOI:10.1038/s41598-017-14394-w),
https://www.nature.com/articles/s41598-017-14394-w, (2017).
[57] Gyongyosi, L. and Imre, S. Decentralized Base-Graph Routing for the Quantum Inter-
net, Physical Review A, American Physical Society, DOI: 10.1103/PhysRevA.98.022310,
https://link.aps.org/doi/10.1103/PhysRevA.98.022310, (2018).
[58] Pirandola, S., Laurenza, R., Ottaviani, C. and Banchi, L. Fundamental limits of repeaterless
quantum communications, Nature Communications, 15043, doi:10.1038/ncomms15043 (2017).
[59] Pirandola, S., Braunstein, S. L., Laurenza, R., Ottaviani, C., Cope, T. P. W., Spedalieri, G.
and Banchi, L. Theory of channel simulation and bounds for private communication, Quantum
Sci. Technol. 3, 035009 (2018).
[60] Laurenza, R. and Pirandola, S. General bounds for sender-receiver capacities in multipoint
quantum communications, Phys. Rev. A 96, 032318 (2017).
[61] Gyongyosi, L. and Imre, S. A Survey on Quantum Computing Technology, Computer Science
Review, Elsevier, DOI: 10.1016/j.cosrev.2018.11.002, ISSN: 1574-0137 (2018).
[62] Pirandola, S. Capacities of repeater-assisted quantum communications, arXiv:1601.00966
(2016).
[63] Pirandola, S. End-to-end capacities of a quantum communication network, Commun. Phys. 2
51 (2019).
[64] Cacciapuoti, A. S., Caleffi, M., Tafuri, F., Cataliotti, F. S., Gherardini, S. and
Bianchi, G. Quantum Internet: Networking Challenges in Distributed Quantum Computing,
arXiv:1810.08421 (2018).
30
A Appendix
A.1 Abbreviations
AI Artificial Intelligence
DAG Directed Acyclic Graph
QG Quantum Gate structure of a gate-model quantum computer
QNN Quantum Neural Network
RQNN Recurrent Quantum Neural Network
A.2 Notations
The notations of the manuscript are summarized in Table A.1.
Table A.1: Summary of notations.
Notation Description
QNNQG Quantum neural network implemented on a gate-model quantum
computer with a quantum gate structure QG.
RQNNQG Recurrent quantum neural network implemented on a gate-model
quantum computer with a quantum gate structure QG.
Ui (θi) An i-th unitary gate, Ui (θi) = exp (−iθiP ), where P is a generalized
Pauli operator formulated by a tensor product of Pauli operators
{X,Y, Z}, while θi is referred to as the gate parameter associated to
Ui (θi).
Uj(θij) Selection of θj for the unitary Uj to realize the operation
Ui (θi)Uj (θj), i.e., the application of Uj (θj) on the output of Ui (θi)
at a particular gate parameter θj .
U(~θ) Unitary operator, U(~θ) = UL (θL)UL−1 (θL−1) . . . U1 (θ1), where
Ui (θi) identifies an i-th unitary gate.
~θ A collection of gate parameters of the L unitaries, ~θ =
θL, θL−1, . . . , θ1.
|ψ,ϕ〉 Input system, where |ψ〉 = |z〉 is a computational basis state, where
z is an n-length string, while the (n+ 1)-th quantum state initialized
as |ϕ〉 = |1〉, and is referred to as the readout quantum state.
|Y 〉 An (n+ 1)-length output quantum system of the gate-model quan-
tum neural network.
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z An n-length string, z = z1z2 . . . zn, where zi represents a classical
bit, zi ∈ {−1, 1}.
f (θ) Objective function.
l (z) Binary label of string z, l (z) ∈ {−1, 1}.
l˜ Predicted value of the binary label l (z) ∈ {−1, 1} of string z, l˜(z) =
〈z, 1|(U(~θ))†Yn+1U(~θ)|z, 1〉.
∆(l˜(z)) Difference of the l˜ (z) predicted value of the binary label l (z) ∈
{−1, 1} of the input string z, defined as ∆(l˜(z)) = |l(z)− l˜(z)|, where
l˜ ∈ [−1, 1].
Yn+1 Measured Pauli operator on the |ϕ〉 readout quantum state, Yn+1 ∈
{−1, 1}.
|Y 〉(r) An output system realization, r = 1, . . . , R, where R is the total
number of output instances.
ST Training set, formulated via N input strings and labels, ST =
{zi, l (zi) , i = 1, . . . , N}.
C Constraint machine.
D Diffusion machine.
F Functional space.
G Environmental graph, G = (V, S). A directed acyclic graph (DAG),
with a set V of vertexes, and a set S of arcs.
V Set of vertexes in the G environmental graph.
S Set of arcs in the G environmental graph.
v A vertex of V the G environmental graph.
Γ (v) Children set of v the G environmental graph.
|Γ (v)| Cardinality of set Γ (v).
〈x〉 An identifier.
X Perceptual space.
Z Mapped space.
x An element (vector) of the perceptual space X ⊂ Cd.
♦ Symbol of missing features.
X0 Initial perceptual space, X0 = X
⋃ {♦}.
I Individual space, I = V ×X0.
32
fP A perceptual map, fP : V˜ → X : x = fP (v), where V˜ is a subset V
in the G environmental graph.
ι An individual of the individual space I, ι = Υx + ¬Υv, where + is
the sum operator in Cd, while Υ is a constraint as
Υ : (v ∈ V˜ ) ∨ (x ∈ X\X0).
Cι∗ , Cι Constraints.
χ (·) Compact constraint.
Sin Input space.
U Space of unitaries.
Y Output space.
GQNNQG Environmental graph of a QNNQG.
GRQNNQG Environmental graph of an RQNNQG.
vUi A vertex associated to the unitary Ui (θi) in the environmental graph.
v0 A vertex associated to the input in the environmental graph.
θij Gate parameter, associated to the directed arch sij between vUi and
vUj .
xUi(θi) An element of X associated to unitary Ui (θi).
x0 An element of X associated to the input, x0 = |z, 1〉.
aUi(θi) Parameter defined for a Ui (θi) as aUi(θi) =
∑
h∈Ξ(i) Uh (θh)xUh(θh) +
bUi(θi), where Ξ (i) refers to the parent set of vUi , bUi(θi) is the bias
relative to vUi .
f∠ (·) Topological ordering function on the environmental graph.
H Hessian matrix.
fT (·) Transition function.
FO (·) Output function.
γ State variable in the mapped space Z, γ ∈ Z.
γv State variable associated to v, γv ∈ Z.
φ (A) Associated function-pair, φ (A) = (fT , FO).
|γv〉 System state associated to state variable γv.
ζv Constraint on fT
(
QNNQG
)
for a QNNQG.
℘v Constraint on FO
(
QNNQG
)
for a QNNQG.
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◦ Composition operator, (f ◦ g) (x) = f (g (x)).
α Parameter.
piv Compact constraint on fT
(
QNNQG
)
and FO
(
QNNQG
)
.
Λv Constraint on fT
(
RQNNQG
)
of RQNNQG.
Ωv Constraint on FO
(
RQNNQG
)
of RQNNQG.
λ¯ (f (x)) Diffuse constraint for RQNNQG.
Ht Unit vector for a unitary Ut (θt), t = 1, . . . , L − 1, Ht = xt + iyt,
where xt and yt are real values.
Zt+1 System state, Zt+1 = U(~θ)Ht + Ext+1, where E is a basis vector
matrix.
f
RQNNQG
σ (·) Function for RQNNQG.
||1 L1-norm.
W An output matrix.
D Jacobian matrix.
A Constraint matrix.
b (x) Smooth vector-valued function with compact support.
f∗ Compact function subject to be determined.
SL(QNN) Non-empty supervised learning set.
` Differential operator, ` = P †P , where P † is the adjoint of P .
∇2 Laplacian operator.
G (·) Green function.
L Lagrangian.
λ (x) Lagrange multiplier.
H (x), Φ, χκ Parameters used in the calculation of compact function f
∗ (x).
L(x0, l˜(z)) Loss function.
AC(QNNQG) Learning method for C
(
QNNQG
)
.
AD(RQNNQG) Learning method for D
(
RQNNQG
)
.
~TGQNNQG Topologically sorted node set,
~TGQNNQG = (q1, . . . , qL).
Ξ (k) Parents of k ∈ V in the environmental graph.
P(r)(GQNNQG) Post-processing associated to the r-th measurement on GQNNQG .
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δUi(θi) Error associated to unitary Ui (θi) in the environmental graph.
νUL(θL) Vertex associated to UL (θL) in the environmental graph.
~∆θi Parameter modification.
gUi(θi),Uj(θj) Gradient between unitaries.
Si Structure from the environmental graph.
~δSi Error vector associated to structure Si.
η Learning parameter.
S′ Children structure.
I Identity operation.
|Q〉 An output realization of RQNNQG.
HRQNNQG Hessian matrix of the RQNNQG structure.
~RQNNQGij,lm A generic coordinate of the Hessian matrix HRQNNQG .
(δQUl(θl),Ui(θi))
2 Square error between unitaries Ul (θl) and Ui (θi) at a particular out-
put |Q〉 of RQNNQG.
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