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RESUMO 
confiança para o problema de minimização re:st.rit.a a um conjunt-o 
;fechado Provamos convergência a pont.os que sat.isLEtZE>m 
condiçÕes: necessárias de primeira o:r-dem e quando usamos a Jiossia.n<.-.. da 
funçZio obje-t.ivo no modelo, provamos que condiçÕes de segunda O:l'>dern s~o 
Considerando-se a implement.abilidade dest..es algot•i t-mos. 
em que & uma bola euclidiana. 
Desenvolvemos uma inlplement.ação comput.acional e :fizemos um c:unjt.tnto 
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CAPÍTULO 1 
INTROLlUÇitO 
Problemas das mais diversas podem ser- r-esolvidos via 
:função objet.tvo v.áJ:.ias variáveis, necessárias 
ent.ant..o~ as t.écnicas escolhidas baseiam-se em soluções eHclent.es para 
o proble-ma de minimização irrest.r-it.a. Uma opção COH1 
convergência local q-quadl"át.ica, é o m&t.odo de Nowt.on~ cuja obt.ençào ó 
nat.m:•al quando se considera a aproximação qu.adr-át..ica para a íunção 




' " ut..ilizar- var-iant.es do mát.odo de 
em algum se-nt.idoJ a 
llessia.na (ex; mét.odos quase Na-wt.on>. Para pont.os que 
~ na o 
suf'J.c.ient.ement.e próximos da solução e nos quais a Hes:stana {ou Wlk"l 
aproximaç~o) 
~ nao posit.iva. deXinida, 
minimizadores, o mét.odo não est.á bem 
ou quando inflnlt.os: 
necessidade do modii~icar- o mét.odo e.scollddo, t.ornando-o globalmBnt-o 
l"'eg:iÕes d.a conf1ança. 
~ Uma out.r.a opçao globallz.adora ' e ut.ilizar .buscas 
modiflcando-se a Hessiana quando 
mod.if'icaç:Zio 
que es:t.e modelo t.em de ser unta aproxirn.ação local P<~:.u"a. a 
I 
objet.ivo. Na est.rat.égia de regiÕes de con:fiança, ao invés de so 
mod.i.fical" o modelo quadrát.ico,. a idéia básica consist.e- em acei t.ar a 
quo minimisza modo lo 
adequada.Jnent.& o comport.ament.o da função objet.ivo originaL DesLa 
:fox·ma, o passo :flca t'es:t.rlt.o pela região em que a série de Taylo:r par·a 
a funçãü ó confiável (região da conHa.nça). 
A f' o:r-mulaçào mais comum dest..a idéia 
núnimizar 
s/a <1.1) 
par-a cel."to 1\ > O. Se f' é a :função objet.ivo, gk • 'i/ :f(xk) e Bk é uma 
mat.riz simét.rica < p.ex., Dk • ~:f<xk) ou Bk ~ ~f'<x1,? ). 
Pod&-se most.:r-ar que, se >.. é um escaJ.a:r. t.al que a ma.t.riz Bk + À I é 
se.mi posit.iva deíinida , a solução das equações 
<B +Xl)s • 
k 
t.arnbém é solução para o subproblema <1.1) se 
11 " 11. Assim, ao-
( [lk TC{xk) > o ), solução de (1.1) ' " - a " 
Newt.on <La., a solução de (1.2) com À a 
rest.rição sobre a norma. t..or-na.-se at.iva e 11 " 
A 
(1.2) 
À • o 
s uf1cie n t.eme-nt.e grande 
simplesment-e a direção de 
o ). Caso cont.rár-io, a 
11. - "'• 
.6.1<: e avaliando-se a !"unção objet.ivo nos pontoa 
pequeno~ vetor s que + s) suf]c1ent.emo-nt.o 
), menor que ;f <xk). 
" 
objat.ivo em torno dest.e pont.o: 
/: a aproximação represente bem a ·.função (re~iào de confiança). 
!: 
{: 















suf1cient.e da aprmd.m.ação na r-e~;ião de conf'iança. 
:.n Avalia-se a :função objetivo em xk + houve um 
decx•éscimo suficient.e para o valor obt.ido, adot..a-se " ... • '\ + "• " 
awnent.a-sa o :&:>aio da região de confiança. Caso cont.rário, "k + "k é 
:r-ejeit-ado raio da região de con:f1ança ' diminuído. " " e 
Refex·ências para o est..udo dos: mét.odos de região de con:fiança para 
[ p:r-oblemas da minim.ização sem rest.rições, com ênfase na teoria de 
!: 




Fazendo wn breve hist.Ó:r-ico, os mét.odos de l"egião de cont·ia.nça t.âm 
como or-igem os t..l"ab.alhos de Levenberg <1944> [ 9 J e Ma:c-quardt. <1963) 
[ 10 J pa.l'a problemas de quadr-ados núnimos 
~ 
nao A 
abordagem do método para o problema gel'al de ndnimizaç.ão :foi :feit.a por 
{" Goldreld, Quandt. e Trot.t.el' em 1963 [ 5 1. Powell <1970 e 1975) 
( 18, 19 J e Thomas <1975) [ 23 l aplicar-am a est.x·at.égia da 
convel"sância global com regiÕes de conl'!ança a sit.uaçÕes mais ge:r-a.ls 
3 
de it.ex-açClos qusse Newt.on. Reinsch (1971) [ 20 J a Uobdén (:19'13) [ '1 ] 
com obsa.r-va.ções comput.acionais a 
o pl"oitlema de quadl•ados mínimoR ~ nao lineares. Flet.c:hex· (1900) [ 2 l 
e Sor-ansan <1982) [ 22 l provaram propr-iedades de conver~ência 
s:esunda O:f'dem. Oay (1981) [ 3 l acrescentou ca.:ract.erizaçÕes t.eÓJ:>icas 
e observações comput.acionais pa..r-a. o pi'oblema da minirnização irN"'St.l"it.a 
quando a Hess.iana é indet'inlda. Shult.z, Schnabel (198G) 
[ 22 J. Em 1988, Toint. [ 24 J provou propriedades de conve!'t;ência 
mJ.nimizaçâo náo convexa em espaços de Hilber-t:.. 
No cap{t.ulo 2 dast.e t.r-abalho, de-t'inimos dois algoJ:•it.mos ge-rais de 
r-egião da- confiança p.a.l'a o pl"oblema de mirúrnização r-a-st.r-it.a a um 
conjunto t'echado ''a:r-bit.r-áz.io". Pl"ovamos convergência a pont.os que 
sat.isf'azom condiçÕes necessá.r>iaa de px-i.meir-a ordem e quando usamos a 
Hessiana da !'unção objet.ivo no modelo, pr-ovamos que condiçÕes de-
see,;unda O.l"dem -sao sat.isi'eit.as Tendo em vist.a a imp.lement.abilidade 
do problema é uma bola euclidiana <ou, de mane-ira maJ.s t;e:r-al, um 
elipsóide sÓlido 1 que com uma mudança de vat"iáveis adequada se roduz a 
uma bo!a euclidiana). Tal problema poda como t.Una 
a l'esolução de pl'oblemas mal 
4 
condicionados <pr-incípio de :r-egul.ar>iza.ç.ão). lndependont..ornont.o dest.o 
ru'gument.o, a f"l'eqUência do domínio elipsoidal na nat.w•eza ba.s:t..a:Pla 
.. l'€ílevância dest.o 
desenvolvemos um conjunt.o de exper-iment.os 




doc:ument.açâo do programa e das rot.in.as implement-adas. 
5 





~TODOS D.S REOI.itO D:S CONFIANÇA PARA MINlMlZAÇÃO EM 
CONJUNTOS ARBITRAR!OS 
Neste cap{t.ulo, definimos dois: alg-orit.mos ser-ais de região de 
confiança pax-a o problema da minirnização com res:t.rições. Prov..e.n1os: 
conva1~gência a pont.os que a.at.isf'azem condiçêi'es nocassárias de primeira 
ordem e quando usamos a He.ssiana da :função objet.ivo no modelo, 
p-:r-ov.amos que condiçÕes de segunda ordem são sa.t.isfe-1 t.a.s. 
2.1 O PROBLEMA 
minimizax- f"(x) 
e/a x e IB 
(2.1) 
onda f' E Cl(A\), A\ é um conjunto abeJ>t.o contendo IB e D3 é f"echado. 
Para r-esolvei" (2.1) via mát.odos de x-egião de conf'iança, definimos 
dois algorit.mos, que em cada it.eraç.ão resolvem proble~ do t-ipo: 




onde gk ... Vf<xk) , xk é a apl"oximaçã:o at.ual da solução a 
mat.r-iz si.mét.r-ica. 
Cabe 
{ w E IR" 
observar 
'\ ... w E 
que, como 
IB e 11 w ~ 
'l<k ' cont.{nua e e o 
" •\ } ' compoct.o~ e " 
coJtjunt~o 
so1uç3o do 
Os dois algorit.mos gel'ais apresent-ados a. seguir são baseados no 
subproblonm <2.2). o primeiro gener-alização de UI1U)I; 
~ormulação cli&s:sica de de região de 
rest.r-lçÕes [ 14 l. O segundo é wna pequena. vax-iação do ant.ol"io:r- pa:N:t a 
qual é possível obt.er um t.eorema de conve:r-~ência mais fox-t.e. 
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2.2 OS ALGORITMOS 
ALGORITMO I 
0) k SI 0 Ao < oo 
i) dados xk e .õ.k, calcular gk • V:f(xk) e escolher> Bk 
2) resolve-r 
s/ a 
oht.endo sk. Se sk • O, parar-. 
3) se t'Cxk + s,,? < f'(x1? + 10-
4 ~k <s,,? 
ant..ão 
escolher /:J,. ~ Ak 
k+< 
se C<u. ) ~ !"(xk) 
kH 
+ 0.75 
-· sa f"(xk + 1!íi\) :2: :f(xk> + 10 'llk <s:k) 
escolhe X" Ak e [ 0.111•'. ~, 0.9llsk ~] e il' para GD 
CZ.2) 
Esta algox-:H.mo é uma genex-aliZElç:ào do algor-it.mo t.r-.adicional de 
região de conf"ian.ça t.al corno descr-it.o por Morá [ 14 J, no caso [B ... IR,.,. 
a 
IILGORI'fMO li 
Seja O < l>. 
m•n < "' 
0) k 111:1 o 
ü dados "'1.: e Ak,. calc\.llar- r;k • Vf'(xk) e escolher Dk 
2) resolver 
minimizar ~k (W) • 
s/ a xk + w E !B 
11 w 11 " .... 
o.bt.endo s 1/ Se sk a O, pa:t"a.r. 
3) se :f'(xk + s,? < f'(xx? + 10-4 Jlfk <uk) 
então de:r-inir x • x,_ + s 
k+t ~ k 
se .f(xk+:t) < .f(xJ.? + 0.75 lltk ü;;k) 
se 




k ... k+t, ir-
(2.2) 
O objef..ivo da modi:ficaçâo pl"opost.a no algo ri t..mo n • e que, ao 
começar cada .. t.ent.at...iva inicial seja su:ficient.e-mente 
••a.f':t•ojada''.t não se permit.indo (iniciabnent.e> de 
menores que 
razoável,. t.em 
A Est.a r-est.rição, além de ser algo-r·it.micament.-e 
m•n 
inf"luência nos: :r-esult.ados t.aóx-icos , corno pode se:r- vist.o 
Jl." seção 2.4 dest.e capít.ulo. 
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2.3 DEF'INIÇ<JES, HIPÓTESES E LEMAS BÁSICOS 
Dot'iniçã:o 2.1 
Dados wn conjunto " IB e wn pont.o t'act.ivel x E IB, dizemos que 
a .função (), ! [0_,11 ---+ lJtl _, 
pat"t.indo de x* se a(O) • x* e a(t.) e IB, V t. e [Q,tl. 
De-finição 2.2 .. 
Dados wn conjunt.o !B e um pont.o f'act.1vel x E [B, dizemos que 
* ' " x é :íraaamont.e ragular se p.a.I"'& t.odo ar-co f'act.avel q pal"t.indo de x e 
,, "1,(0) • "• ~VkeiN 
i i> otk (t.) E IB ,Vt.E [0,11, v k E IN 
i. \.i.) lim otk (t.) -a.(t.), V t. E l0,1l kEIN 
i v> l!m "{<O> -OL' (Q) keiN 




Os pont.os de IB sao t'I"acament.e I"&gular-es. 
,. .. " , 
Le:nla 2.4 - <CNi - Condição Necessária de Pr-imeira ú.l"dem ) 
• Se x é solução de <2.1>, 
ent.ão para t.odo arco ract.1vel a part.indo de x* t.em-se 
10 
uma 
Pl."ova: Ver [ 9 J, p.169. 11 
L~ ~ - <CN2 - Condição Nacassáz.ia da Segunda O!•dom ) 
S"".Á l~d ..., so- UÇ..o:lO a (2.1), en:t.ão 
:i (a(~)) I • O 
t.•O 
t.am-se 
P.t'ova: Ver { 9 J~ p.174. a 
Le-ma 2.6 
I ?: o -t.=O 
Se sk = O é minimizado-r do sub problema <2.2) 
ent.ão xk sa:t.is:faz a CN1 par-a <2.1>. 
Prova: 
Se- sk é núnimizadol" de (2.2) 
part.indo da sk t.em-se wl (s ) dw (0) 
ent.ão para. t.odo at"co :fact..ive-1 w 
K k dt. 
arco íact..ível para (2.2), t.emos w(Q) • sk • O e exist.e 6 > O t.al que 
w(t.) + "• e lll , llw<t.> 11 :S àk, V t. E to,ól. 
Chamando Q(t.) • w(t.) + "x - " k ~ logo 
~~ <t.) = ~~ (t.) e w(O) • a(O) - xk • O. Ent.ão a(O) • xk e pot"t.anto, a 
t.odo w corl"osponde et, ar-co .Cact.ivel par-a {2.1) part.indo do :xk , pois 
Além dilS!Go, a<t.> E lll ' v t. E [0~61 com o mesmo 6 dado acima 
Wt<O> dw (0) .. l d<X (0) ?: o. <K 1:" dt " 
Assim~ xk sat.is:f'az a CN1 para (2.1). " 
Le:ma 2.7 
Se .sk • O é minimizado:r- do subpvoblema (2.2) 1 f' E C
2 
(A) o 




Vii<t (g .) dw (O) .. 0 
I( k (!{; 
(2.2), t.omos w(O) . "' k - o e 6 > o que w(t.) + 




(1;.) o t.emos Wc(0) a(O) 
dt. 
m 
d{; o COJUO " - ' - - "k m k 




Ot(0) = "k • gk e --k -V f'(xk > -dt! 
'\ lU 
, logo 
o " ont...ão 
dzr<<X<O)), 
dt! 
se-il:u.indo <.'Ue< a t.odo w col"I'esponde a, ro•co .fact1vel par-a <2.1) pa:r-t..indo 
de xk , pois a(t.) e IB , V t. e W,ól , com o mesmo 6 dado acima. Dest-a 
:f0l'Jna1 
l da 
(O) " o t.al ' 
de< 
(O) o t.<0m-s:H g" dt. " pal'a "' que t;f< ilt: • 2 
~(a(0)) " o. Ou se-ja, '\ sat.isíaz a CN2 para (2.1) .. ctt." 
2.4 RESULTADOS DE CONVERGENCIA 
Teorema ~ <BOA DEFINIÇÃO - algo:r-it.mo I - CNi) 
Seja { x k } kEfN a sequência gerada pelo algol"i t...mo I. 
Se xk não sat..is:faz a CN1, ent.ão é possivel obt.e:r• "'k+t' 
Em out!"a.s palavx·.as, após um númer-o finlto de r-eduçÕes no raio de 
OCO:r<l:'idas durant.e a k-ésima it.aração, quando 
sat.ia:f'a.z a. CNi, consegue-se de:finir- um novo pont.o "·- . ... 
{ 
Prova: 
Quer&mos vo:r quo par-a. A ( l > suficient.ament.o pequeno Conde 
k 




do stllJpl'oblomn C!-.2) t.nJ .. k 
,, 
1'( + ltl) 




novo pont.o "•+ 
(\.) 
" - "k ••• 
Chamando -
- 1. 
Como por- hipót.es& 
para <:2.1) t.al que 
. 
vamos 
xk não sat.ist' az a CN1, ent.ão exist.e 
l de< 





usamos a notação: ' dot ()( - dt. • ' Lo~o~ gk c.'<O> < O (01.'(0) ,e 0). como a é 
a.r-co :faat.ive-1, a(Q) • xk e a(t.) e IB, V t. E [0~11. 
Pela 
A' i> suficiant.ement.e 
k 
pequeno, seja 
d ~ini - d ub bl "'k("k(\.)) e.  çao o s pro ema, ~ 
onde t.L > O á t.al que 11 c..<t.i.) - "'kl • A~i.>. Mas,. 
1 l 
11té<x<t.L) - xk) • 2 (a(t.i.) - xlr? Bk <a<t.i.) -
Agora 
,; i<«<t,> - "•>'sk <«<t,> - '\>i ,; 11 "'<t,> - ''. ~2 lll\~· 
LogoJ Wk<s~l>) $ '<ltk(a:(t.i.)-xk) ::S: g~<«<t.i.>-xk) + ~·I!Bk!J!I «<t.l)-xk H2· 














- " ) k • 
sufic!ent.ement.e 
L i s~"ll2 + ~ 11•{'112 
j~~tk (s~\.>) I • 
2L + IIB.II 
~la I 
' 






















quel'famos p:r•oval:' . a 
Teorema 2.9 < CONVERGe.NCIA GLOBAL -a!~or-it.mo I - CND 
Se ~Bk/1 é unif'ormament.e limit.ada e a seqUência ~orada pelo 
al~orH.mo 1 eat.á contida. em um conjunto compact.o, ent.ão exis:t.o uma 
Prova: 
Exist.em duas possibilidades para { âk }keiN 
j) inf 
kEIN 
A • O 
k 
iD inf" '\ > O . 
kEIN 







lu. e IN o 
Claramente 
IN 




E assim pox- diant..e~ seja k.j E IN o primeiro número t.al que 
_"..:<:.:"-::;' ,,_· --=':.'+c:1:.:>_ "··t <- ., (,..;J+ ) ~ (cl.a:r-a.rnent.e A L.· 1 < AJL.>. {KJ+ > KJ 
Seja IK:t • <Jru., ltt.:z, •• .J. A seqüência { A } ~ é 
k kE~i 
que 
lim f:.. 111111 O. Como 
....TV .k+:l 
h.k+t < ..6.k ~ V k e IK:~~., t.emos :f(xk + ~\? 2!: f'<x,,? + 
kt~i 
f"<x:k: + s.k) - f"(xk) 
• 0.75~ v k 
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Assim, para k e fK.t t.emos: 
"• .. " 
0
·
1 li"• 11 e por·taot.o. 
lim i•\ 11 • o. 
k.QK1 
Como { x } está contida em urn compact...o~ t.omem.os !'Kz ~ !K;: 
k ke!N 
t..al qua lim xk 
ke!K2 
eld.st.a e chamemos x * 1 i m xk. Nat.ul:'alm0nt.~~ ~ 
k<EIK2 
Hm !s, 11 -o. 
kEiK2 
Suponhamos * não sat.isf'aça que " 
em diant.e usar-em.os a not.a.ção li -• 9f:<x*>. 
En:tão exist.e a ar-co fact.ivel poo:-a 
a CNi 
(2.1) par-t.indo de * X ' 
t.al que g~ a' (0) < O. Pala r-egularidade de lB (hipót.osa 2.3), exist.e a 
seqüência de a.r-cos f"act.{veis { ak }kEfK:z sat.isf"azendo: 
i> '\(0) -'\ ,VkelK2 
i.i.J Ol.k (t.) E IB ' 
V t. E [0,11,. v k e IK2 
iiü lim ak (t.) -a(t.), V t. e W,1J kEIK2 
i.. v> IIm '\<O> -a' <O>. kEI:K2 
Ar;ora:, existe tu t.al que para t.odo k E 0<2, k ;?: fu, o F" ..... rco 
ak a:t..:ravessa a bola de cen:t.r-o em xk e raio IJsk~· 
V k e fKs 
De :fat.o, suponhamos que 11 (ltk(t.) 
~ LK2, para todo t. E l0,11. Então Um ~ 
kell<9 
D!k (Q) 11 ,; 
'\(0) 
:S llm is.JJ, V 
kE!Ks 
t. e W,1J .. ! <x(O) ~ :S O, V t. e l0,1l ., 
ct(t.) • a(O), V t. e [0,11, o que é absur-do pois «' (0) .,e. O. 
Asshn, exist.e l<u t.al que pal'a k e IKz, k ..;:: Jti~ podemos t.om.a.r 
t.k - min { t. E [0,1) : ll'\ (1.) - "k <O> li • nsk I} 
16 
Vejamos agora que lim t.k • O. 
kEI.K2 
Pela regularidade de IB, como Um Ot'(Q) • 
kEI.Kz k 
t.k ' " 
fo (Ot:) <t.)dt. 
t.k ' 
fo (Ot~) <t.)dt. 
(a~}'(-t.) := TJ > O pal'a todo t. E [0,1J. 
l.k ' f., <<{> (t.)dl. 
Então, 
t.k ' f., <<{'> (l.)dt. 
~ I 
t.k . ~ 
fo <<\> (l.)dt. 
l.k 
~ { fo r, dt. - { n t.k, onde { é uma const.a.nt.a 
negat.iva 
-nao 
Um !lsk Jl = O, segue que 
kEIK2 
lim. t.k - o. 
kEiK2 
Como Q Bk 11 $ M , V k e IN, segue que 
ent..ão 
+ 
Aplicando o t.eor-ema do valor médio a 





cada componont.e da 
M 
( .. >'<('> 
"\ k 





$ ' a' (0) tk ..:,. kEIK• 
!11 (s ) 
k k < 
t.k -
Então, 2: ja I e 
p -k 




t , I + -js B s < 
2 k k k -
S ( L + ~ ) ffsk~·"\ onda L á a const.ant.a da 
usamos o- !'a.t.o de que IIBl!J S M, V k e lN. 
Dessa :forma., -temos : 
Assim, pal'a k E IK2,. k f! h2 t.emos: 
19 
.. '. " . 
< o 
11;;; -
$ ( 2L + 111 )_k.ll" 
2fãl t.k • 
2L + 111 
2jal 
Hm pk "" 1 , 
kElK2 
c o que cont.r-adiz o fato de que pk ::s; 0.76 para V k: E [Kz ro 0<1. 
"•i 
Consideremos agora o caso (ii): in:f 11 > O 
ke!N k 
c 
Saja lK:1 oo [N t.al que Um Bk e-xis"t.e. Chamemos: 
ke!K. 
Seja IKz &t !KJ. t.al que 1 i m x 
kef.K2 k 
ext.st.e. Chamemos • " -
-· Temos f:(xk+t) < f"(xlc) + 10 Wk<sk)_, V k e I:K2 . 
• Logo, ~ir (s } > 10 ( f"(x ) - f"(x )),. V k E IKz 
k k k+ t k 
e l'~~.<sk)l < 10• C Hxk) - Hxk+
1
)), V k e 1K2 
:f<xk ) .. o 
t + ! t Vamos agora de:fini:r W_. (s) • s g* 2 s 
Como inf" /;, > O _, t.emos 
kelN k 
Seja s: solução do problema 
mi nimi:ZOO" tlt* <s> 
s/a x* + s e fB 
B s. 
Existe h t.al que paz-a k ~ k , k E 11<2,. t.emos 
* -De:fin.indo " -" + " , t.emos: 
11>< * - "•~ Ux * '\U B 11 • + "' - $ - + " $ Á $ 
19 
~" • 








k " k, 
ou seja, e como x • x * + s e lB , ent.ã:o 
t'act.ível pax·a o subproblema (2.2) e wk <x - "'J.? ~ lJ!k (s:},?· 
X - " k 
Ag-ora, no llmit.e para k E tKz: t.emos Ck --+ g* , Bk -> I.l , 
IJrk <s
1
? ___, O e x - "'x -+ ; .Logo W
111
<&> ?! W*(O) • O e s • O minlmiza 
(2.3). Pol"t.ant.o1 vale a CN1 par-a (2.3). Assim, pal'a t.odo a:r-co fact.ival 
w (w(O) • 0) t dw * t.em-se vw.<o> dC(O) ~ o. Chamando w(t.) .. Ct(t.) - X , como 
dw det 
e- dt::(t.) .. at<t.), ent..ão pal"a t.odo a ar-co !'&ct.ive-1 
(2.D (a_(Q) • ~ o. Ou seja, vale a ma 
(2:.1) 11 
Teorema 2.10 CBOA DEFINIÇÃO - algor!t.mo I - CN2) 
lB e que ~1: é 
Lipschit.z contínua em Çj., seja { xk }ketN a sequência Ge:r>ada pelo 
.a.lgorit.mo I, com Bk E 7-r--<xk>, V k E lN. 
Se xk não sat.isf'az a CN2, ent.ão é pos:stvel oht.er xkH" 
P:r-ova: 
Se xk sat.ist'az .a CN1 mas não sat.isfaz a CN2, que:r-emos ver 
que A. (Í.) 
k 
sul'icient.ement. e pequeno < onde { 
sequ~ncia da- raios ger-ada na k-ésima u .. er-açã:o), 




+ i0-4 11-'k (s~ü), 
( \.} 
x •x+sk. 
possivel o novo pont-o 
k+ ;t k 





CN2, exlst.e at"CO f'.act.ivel 
sat.isfaz a CN1 
t ck a'(O) • O a 
xlc t.al que 
d2:::f 
<a<t.>> 
dt." I < o . !.=O 
Logo, a'<O>t~f'ka'<O) + g~ o.'"'<O> < o. 
Se-ndo et :fact.ivel) a(O) • xk & a(t.) e !B~ V t. .c; to,1J. 
A <i.) 
k 
suf'icient.e-ment.e pequeno, seja t.. 
' 




e A (iJ < k -
Po:r-i..w:1:t.o-, lim .A {i.) 
ie!N 
k 
segue que lim 
ie!N 
Ou seja, lle<<t.,) - e<<O>II 
-o " 
0.9 
0.9 llst"ll $ 0.9 
como t.. é t.al que 
' 
xk 11 • lim 
ie!N 
o .. a.(t._) 
' 
Pela definição do subpl"oblema, 
• A~ü } 














W: ( (Í.)) ' Ol(0)) <o.<t..) «(Q))t gk <a.<t.,_> - - (aO .•. ) - ~(0)) k '\ 1 
" + ~-· t.' 2 
' ' 
Temos que 
De fat.o, chamando • F<t.) 
' 
' como Hm F<t.i.) .. €k ~'(0) • O 
teiN 







































e para i.. suflcient.ement.e ~rande (f.'\ suficient.ement.e pequeno) 










(\.) I g-ora, pk - 1 • 
1 1 
Jaj :> e 




M lls:" n• 3T • n 
I "' ( '''>I k ''> 
( pela Lipschit.z cont.inuidade de Te em A l 
M i"~" 11" 
M lls~" u· 3! t.• lls~"li' 
Mas 
3T ' ;;: M ,; -, ll'k <s~ i.>) I - IJt ( , i.)) I 3ifãT ---t! 
k "• ' 
t,2 
' 
Ki > 11 (')((t..) - 11" M M ' "• ,; 
31 1° I - 31 lal • t.' t.• 
' ' 
9/2 
M [ <ot<t..) - ot(O))l (ot(t..) - e<(Q)) ] ' ' t.. o -3f]Gf t.. i.EIN • ' ' ' 
(i.) 
Logo lim pk • i e po:r-t.a.n~ para i. sui':lcient..ernent~e g;P.::UJdB-, 
iE!N 
> 10 -•. Assim, < + 
X a ... est.á bem de:finido. • 
Teorema 2.11 WONVEROE:NCIA OLOBAL - algol'it.mo 1 - CN2) 
Supondo que t' e C
2 <An, Rt. abert.o, tu :> U3 
Ou 
que 
Lipschit,z cont.ínua em 1:., se a seqtiância gerada pelo algorit .. mo 1 está 
co-nt.ida a-m unk conjW"lt.o compact..o e se Bk = VZ"c<x
1
,? , V k e IN , ent.ão 
exis:t.e wna suhseqüên.cia cujo llmit.e sa.t.isi'az a CN2 p.ara <2.1). 
Pr-ova~ 
Exist.em duas possibilidades para { Ak } kEIN 
in:fA•O 
kE!N k 
1D in.f' Ak > O . 
k€IN 















E assim poro diant.e, seja kj E IN o pl:'imairo número t.al que 
AOuj-u+D 
2 
<cl.arament.e A ... 1 < A,_.). {r<;J+ ) .N.J 








p.!.U'& t.odo k e IKt. 
Como < 
+ 0.75 Logo 
Assim, para k e rKi t.emos 
llm llsk 11 • O. 
ke!K:t 
• v k 
Como { xk }kEl'N esrt.á cont.id.a em um compact..o~ t.omemos I.Kz &, U<:t 
t.all qua exist.e e charnemos * " Hm x . kEfK2 )r. Nat.ur·a..lment.e, 
* Suponhamos que x não sat.is:faça a CN2 para <2.:D. Usaremos a 
not.açào g._ • "lf'<x*> e ~f: • • Tr<x*>. 
Ent..ão existe 
(a~ (0) ?'! O ) t.al que 
" Ol'k (0) -
i.i..} ak (t.) E 
' ~;., < 
"k 
,Vkei:K2 
IB ,Vt.E íO.~oil, 
o. 
v k 
(2.1} poo~t.indo de * " 
• 
d r <a<O)) < o ~ 
dt.• 
Pela ret;ula:r-idade de IB, 
e IKz 
i.í .. t) Um "'.(t.) -a<t.>, V t.. e W,1l kEIK2 
bO lim a~(O) • a'<O> 
kEIK> 
v> Um ')_'<O> • a''<O> 
kEIKa 
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~ !Ka. E!nt.&lo li m l!ot <t.) 
kEÜ(9 k 
' t.em:os O :S 11 a(t.) -
t.k • min { t. e [0,11 
a(O) 
Vejamos ago:ra. que Um t.k • O. ·-· 
11 
t.. .,.;: {0,11. Como 
o ' v t0,1J 
t.k ' 
r <c('> <DdL 
Jo k 
Pela l"<tlguJ.ar.idade de IB, como Um a;_<o> 
kEll(> 
O, 
i. e <.t, ... , ,.. } t..al que 
Ent.ão, 
t.-k . ~ 
<a~)"<t.> ~ r, > O pa:ra t.cdo t. E tO,il. 
t.k ' 
f <«') (t,)dt, o k 
t.k 
e I 
t.k ' J 
r <a'> < t.>dt. 
Jo k I -
• { f
0 
<<\> (L)d!. " { J, l) dt. • { l) t.k, onde { é Ul'n.ü const.ant.-e 
Port.ant.o 
Um t.k • O, 
kEll(z 








+ 2 k 
"' ) + k 
' Ol.k (0)) 
:S 
gk ('\ ({.>) -
+ 
<t.k)2 





gk Cetk <t.k) - ak (0)) - k .. (I(Lk) • t.k, como 
li m F'(t.k) 
kEiK2 
' - g,. 
L'Hospi t.al t.emos 
Um 
kEIK2 
• O e 
[ -




+ ~!::~ g~ 
l 
gk (ak <t.k) - ak <O>> 
(t.k)2 
- o 










[ a'<t..k) -k CA~(Q) Lk 
' lim ~k
kEIKz 
Aplicando nov.ament.e o t.eorema. de L~Hospit.al SéG"ue que 
2'7 












gk (Otk (t.k) - Olk (0)) 
(U)2 
{ak(t.k) - ak(0)) 
t.k 
Pot:"t.an.t.o, para k ~ lt2 ?: lu , k e IK2 t.emos 
1 1 




< pela Lipschit.z cont.inuidade de ~f ) 
Assim, par-a k e lK21 k ~ k2 t.emos 
:f(xk + sk > - f'(xk) - lllk <s~._? 
'~'k<sk) 
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) < o. 
M IJskiJ" 
" 3ll0f • <t..k)2 
onda • obt.ido palo "• .. 




M 11 (;l(k (t.k) - '\ 11" M llv,II"Lk 31 la I --sq,-r • (t.k)2 
t.eorema do valor médio aplicado a 
n . 
lim IP, - !I :> lim 
kEÍK2 kGI.K2 
IJ"'<O)jj3 lim l.k = o. 
kEO<:z 
Logo 
V k E D<2 &i !K.t. 
li m p • 1, o que contradiz o f'at..o 
kEIK2 k 
Conside-remos agora o caso <iD: inf •\ > O . 
ke!N 







Seja lK2 exist.e . Charnemos 
.. 
" -
-· Temos t'<xk+ t) < f"(xl<? + 10 llik (slc), V k E I.Kz. 
Ent .. ão Wés1,? > 10
4 < f"(xk-+ 
1
) - :f(xk)), V k E i.K2 
Agora~ t'(:Hk) 
:f(xk) --t - oo ), pol't..ant.o 
:H><k ) --+ •• 

















Como in:f Ak ) O , t.emos Ak ~ A > O, V k E lK2. 
k<OIN 
Seja s solução do problema 
mi nimizaP ~ * <s) 
s/a • x + s e !B C2.4) 
Exist.e k tal que par-a k :;.:: k, k e [Kz, t.emos Jlx* - xk~ :S 11/2. 
Definindo x • x * + S , temos: .. - ",! li" .. -11" + .. :S 
11; ''k I :S A - " como J( 
pat'a o sub problema <2.2) 
Asol"a, no linút.e para 
" x-x__.s k 
- ".i + i .. 11 :; 
• + " " • "' E 
e en:t..ão lJ1 <x -
k 
k e 11<2 
. Logo 
A :S " • k " !Kz, k 2: k, K 
IB segue que " - ''k é 
'\) ;, wk (sk). 
n2f c•'r 
t v k---+ v ' 
minimiza (.2.4). Port.ant..o vale a CN2 para <2.4). lst.o é~ pn.:r·a t-odo <:lx-co 
:fact.ivel w ( w-(0) ' • O ) t.am-se ~• (0) dw(O) dt. 
que VIl!~ <O> :(0) • O 
(2.1) ( a(O) 
.. • " 
t.em-sa d
2
W•<O> ~ O 
dt! 
) t.eremos ' d~(O) .:. dt. ;, o " P"-"'' 
' ~~(0) • O t.em-se d
2
f 
~o. ou seja, v.aüe a CN2 ~: .. --(et(O)) para dt. dt! 
Teor-ema 2:.12 <BOA OEFINlÇ.;tO - algorit-mo li - CN1) 
" 
(;(ti) 




Se "'• n~o satisfaz a CN1, ent.ão é poss1vel oht.or x . 
k+i 
Pl'ova: 
a pl'ov.a des.rt..e t.eorema é análoga à do t.eol"em.a 2.9. u 
Teorema ~ <CONVERGE:NCIA GLOBAL - algorit.mo 11 - CN1> 
Seja { "'k }ketN a sequência ge:r-a.da pelo algor-itmo li. 
é uni:formement.e limitada e lim xk• x* , !.K & IN 
kEIK 




x • li m x , I'K oo lN. 
kEIK k 
Exist.em. duas possibilidades para { l\: }keK 
j) in!" A • O 
k€1K k 
iD in:t' Ak > O • 
kEIK 
Consideremos inicialment.e o caso {i): 
Se inf' 
kEIK 
t.al que Hm 
kelKt 
A "" O. k 
A. 
mcn 
> o, v k e IN, secuo que pode 
decrescel"1 indo par-a zero.. se considEU"a:rmos a diminuição dos raios: de 
Assim, em cada it.eração de lKt, existe um fracasso na condição de 
Armijo antes de se mudar de pont.o. Ou seja~ para todo k E fi(.t~ üxisLf.'! 
o subprob1ema com 
raio de conf'iança [ 0.1 ] ' obt..am-se 
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Al'mijo, definindo-se x • x,. + sk. 
k>ti Jl; 
Port.ant..o, Àk ~ 0.1 ~Sk ~ ;c: O, V k E lKt, seguindo quo 
llm 11 
kE!l<' 
• O. Natu:ralment.e, Um x 
JcefK i k 
• . " . 
Supo-n.h.runos que x* Mo sat.isfaça a CNi p.e.r<a <2.1). 
arco f'act.1ve1 para <2.1> 
et' (0) "' o "(t.) IB, v t. [0,1]) tal. 
l a~?o) e " e que ,.. 
regulat"idade de IB, extst.e " seqüência de &l"COS :fact.!vais 
sat.-isf'"azendo: 
" a.k(O) -"• ,VkeiK.t 
ii..) '\ (t.) e IB .. v t. € [O,:tl, Vkei.Kt 
ti.. i.> lim '\(t.) • or.(t..), V t. e LO~il 
kE!l<i 






Agora, axist.e tu. t.al que para t.odo k e D<.t, k ~ kJ., o arco ~ 
at.ravessa a bola de cent.l"o em "• & :r-aio ll".ll· 
De :fat.o, suponhamos que 11 '\(t) Ctk (0) 11 :5 11".11· 
v k IK• c IK<, v t. [0,1]. En-t.ão Hm ll<\(t) "'• (()) 11 :5 e "' E kE!l<2 
:5 Um ns-.11. v t E [0,11 ... ll«<t> <><O> li $ o ' v t E W,1J 
keiK2 
Logo a(t.) • a(O), V t. e [0,11, o que é absurdo pois a' <0) .,e O. 
Assim, e:rlst.e k.t t.al que para k e 1)(,, k ~ Ju~ podemos t..om;:-u· 
t.k - min { t. " [0,11 ! ll". (t.) - '\(0)11 -n .... n} 
Vejamos agora que Hm t.k -o. 
kE!l<' 
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Pela r-egularidade de [8~ como Um a,.<O> ... 
kSKt. k 
l e <t, ... 11 r. > t.al que <c{>~(t,.) :2: n > O para t.odo t.. e lO;il· 
t.k ' 
fo <a:} <t.>dt. 
Então, 
t.k ' 
f o <<\> (t.)dt. 
t.k 
I • 
~ { J0 n dt.. • { TI t.k, onde ~ é uma co:ns:t.ant.o 
negat.iva 
~ na o 
e como 11m ~fi ~ • O , segue que 
kEiKt k 
lim i..k • o. 
kE!K' 
Pela deCinição do subproblema, wk <Sk> < IJ!k <ak <t.k:) - xk ). 
Mas 
Como ~Bk ~ S M 1 V k E IN, segue que 
lllk <.Sk> :$ llllc <etét.k) - xJ.:? ::::; g~ <ock <t.k) - xk) + ; H«k <t.k) - x:k ~z 
Logo 
Aplicando o t.eor-ema do valox- médio em cada component-e de 
'\ (l.k) - c.k (0) t.emos que: 
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O ~ ·'- 'k . 1 ""' .. k.;;;:, "" , \. • , ••• ,n . 
Logo < o . 
Ent..ão 











Mas :f<xk + Sk> - í<xk> - lltk <Sk> I • 





onde const..ant.e de Lipschit.z 
usamos o :fat.o de que usk D ;:5; M, v k E lN. 
Dessa Co:rma, t.emos 





































il"'k (l.k) -><k 11
2 
l.k 





* Logo, x sat.isf'az a CNi pal"a <2.1>. 
Consid&I"emos ago:r-a o caso <iD: inf Ak > O 
kàK 
o .f.oxLo de 
Seja I.Kt ~ lK tal que lim Ble eKiat.e 
kE!Ki 
Chatnemos: iJ • 1 i m Bk 
kElKi 
Seja IK:z ~ lK1 t..al que li m xk exisrt.e . Ent.ão 
kE!Kz 
Ent.ão 
o (pois caso cont.rá!•io, 
+ ' ' n 2 p S. 
Como in:f A > O , t.emos A ~ A > o, V k E IK2 
kEiK k X 








x +se!B <2.5) 
- .. -
x • x + s: ~ t.emos: 
nrlrrlnúza (2.!D, valendo a CN1 para <2.5>. Ou seja, para t.odo .2<N.::o 
f'"act..ivo-1 <w<O> 0) t.&m-se VIJt! <O) dw ?c o. Clla:m.;;;u)do "' - <lt:<O> 
* V'\li.(Q) dw ~~(t.), ent..ão w(t) • a(~) - " ' como • g,. " d[{t.) • p;:n·a dt. 
t.odo a!'CO !"act.ivel Gl.1) {a(Q) teremos 
q;~ a.~(O) ~ O. Ou seja~ vale .a CNi pax-a <2.1) 11 
Teorema. 2.:14 <BOA DEFINIÇÃO a!gol'it.mo I! - CN2) 
contínua em ~, seja { xk }k'IEI.N a sequência @::era.da pelo al~o:riLrno U 1 
com Bk E ..rc<xk>1 V k E I.N. 
Se x .. não sat.isf.az a CN2, en:t.ão é possível obt..er- x . 
fi<. k+i 
Prova: 
Análoga à do t.aorema 2.10. • 
Teor-ema 2.15 <CONVERGI!:NOIA GLOBAL - a!go.-it.mo li - CN2) 
2 2 Supondo que t' e: C (A\), 4 abe:r-t.o, lU. :::> IB .e que \I f' é Lipsc.hit.z 
36 
contínua em k-, seja { xk }kEfN a sequéncia ga:rada pelo algo:r•it.mo lL 
~ • c 
Se Bk :;: v t"<x,_), V k e IN e Um x = x , !K oo IN 
"' kEfK k 
• &nt.ão x sat.is:faz a CN2 para (2.:D. 
Prova: 
Segue combinando-se os argumant..os das provas dos t.eorema:s 































MCTOOOS DE REGIXO OE CONFIANÇA PARA 
BOLAS EUCLIDIANAS 
3.1 O SUBPROBLEMA 
M.IN!M.IZAÇ.>iO EJ 
Considerando os a.lgorit..mos I e li,. o subpr-oble.ma <2:.2) n.&o é 
s:ompl"e f'ác:U de l"QS'!Olvo:r-, pois sua :!'egiâ:o admissível é a i:nt.eJ•seçào de 
uma b-ola com um conjun.t.o arbit.z.ál"io. P'at"a algumas :fol"m.as da IB~ no 
ent..àn.t...o, est.e-s algorit.mos t.o:rnam-se implament.ávai.st. Quando U3 á uma 
bola euclidiana <ou uma esf\;,tl"a, ou o complement-o da uma bola, at.c), 
<2.2) pode S&X" resolvido usando-se a car-act.e:r-ização de minimizadoro.s 
locais da Mart.(nez [ ti J. Out.J:>o caso implemant.ável oco:r·.I"e quando IB á 
um pollt.opo e as :r-egiÕG!s de confiança são p.ar-alê>lapíp-ados. Nt:i!at.a 
capítulo analisamos os asp.ect.os t.aóricos do caso em que lB é wn.a bola 
e-uclidiQl'\a, e &nt.ão (2.2:) J:>ed\12-s& .a minimiztill.l:' \.Una qutólt.h .. .á,t.ic.;;:. t"l$1 
int.e:rs:eção de duas bolas: 
minimizar 'ilk (S:) -
l 1 t 
"' gk + 2 s: Bks 




11 .. 11 ,; .... ' 
S E íRI'"l 
O conjunt.o :fact,Jvel descrit.o pelas rest..riçbes de <3.1:> JJOd!?!' 
ser- dividido em quat.ro regiões 
R1. -{ " e IRn 11 .. 11 < .... ' 11 '\ + " 11 < r } 
R> • { S E IR" 11 "' 11 • .... ' 11 "• + .. 11 < r- } ., -{ SE IR" ti "' 11 < .... ' 11 ... + & 11 • r } 
R• • {se IR" llsii••\.JI xk + s: ~ • r } 
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ficura 3.I 
Charnando de â wn m!nimizado:r global do suhpz>r..1-bl9-~ (0.:0, 
podemos pr-ova!' que: 
e 
A) Se .S E Ri, ent.ão S é minimizador €1oba1 de 
8) Se S E R2, ent.ão S é minhnizador local de 
C> Se i E Ra, antão S á minimizadol' local de 
min '~'• (s) s/ a 11 " 11 • "• • ~ "k + " 11 • r 
Com base na 
considel"ando 
det.er-minada. palas :re~iÕes Rt, R2~ Rll e 
as possíveis localizações pax•.a; a, 
a-st..abelecemos o seguinte algorit.mo pax-a !"&solução do subpr-oble:ma 
(3.1): 
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3.2 ALGORITMO Ill 
ü R~golv4:to I nrln \Nk (a) "'"'"' A G IJ<n ,. oht.ondo SI. 
S:e SI ó f'act.ível, i.e., i SI 11 5 •\ " 11 x:Jc + SI 11 " rf PH4 
Senão, 
2) resolver min 1l! k (s) s/ a ~ s ~ • tr.k J ,. obt.ando SGEC. 
Se SGEC é racLível, suardar. 
, obt.endo SLEC. 
Se SLEC é f'act.ível, guardar. 
3) Resolver s/a 11 "• + ,. 11 • r ' obt.endo SGEP. 
Sa SGEP é :fact.{vel, guardar-. 
Senão, resolver 
, obt..endo SLEP. 
Sa SLEP é :f.act..{vel, guard.ar. 
1: 4) Sa nem SGEC nem SGEP :f'ol"em t'act.!veis, resolve:I> 
' 
ED Compoo~ar- o valor de ~k n.as soluçÕes gu.a.rdadas & dGcidi:r qual 
a solução global do subp:r-oblem.a <S.D 
OBS: SI: solução i.t':restrH .. a 
40 
SGEC: solução global na es:fera de conflança 
SLEC: so-lução local na es:fez-.a do cont'.iança 
SGEP: solução global na es:fara do prohletna 
SLEP: solução local na es:fera do problema 
SG2E: solução global nas duas es:feras 
3.3 ANÁLISE DO ALGORITMO lll 
Observamos inicialment..e que o pi'oblema irrest!'it.o do passo 1 
t.em sentido apenas quando IJtk (s) f'oX> convens <Bk 
p:r-oblemas dos passos 2 e 3, podemos t.J>at.á-los 
2: 0). Com relação aos 
como variantes: de 
min 'l'k <s> s/a 11 s + v Jl • R I 
e de min loo \l<k <s> s/a D s + v 11 • R ] 
que :resolvidos 
minimizar qua.d.t-át.icas em est'el"as, t.ant.o 
a.lgol'it.mos o.Hcient..as: 
global quant.o loca.hnet:tt..e. 
<3.:n 
G.Un 
o problema do passo 4, onda a int.el'saç.ão das duas Eu;;:fe:r·as é uma esi\!!>;r-a 
da dbnerw.ão n-2, hast..a f'a:zor- uma mudança da VaJ'iáve.ls adequada pa.I'é.l 
IRO-i :rec.aix- no f'orrnat..o (3.2) .achna, com s e . 
3.3.1 Minimiz.adores globais da quadrát.ioas am e-sí'e-Pas 
Vamos analisax- o pr-oblema <3.2>, qu& 6 equivalent-e a 
I mdn ~k(s) s/a < s +v >L< s +v ) a R2 {3.2.:1) 
Subst.it.u!mos a resolução de (3.2.1) pela det-BI"minaç.ão da 
direção s e do mult.iplicador- 1-1 que zerem o gradient.a do Lagrangom10 
.associado a (3.2.1). Dast.a .for-ma, quer-emos encont.rar s E IR
0 
a 1.1 € tR 
t.-ais qua-
[ 'VL • Bks + gk + p ( s + v ) ... O] (3.2.2) 
F'aza-ndo a mudança de variáveis r z - s + V"] (3.2.3), t.remos: 
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Bk<z - v> + g + IJ z • o ... <B + i' Dz a n, v - ~:, k k 
.. I z • <B, + i' l>+ <llk v - ~:,>] (3.2A> 
onde + indica a pseudo-inversa de Moore-Penrose, 
Sendo a, wna ma:triz simét..rica, t.omemos sua decomposição 
aspect.:r-al <3.2.5), onde Qk Q~ e 
• diag com ~ Àn • Na not.ação 




{ Qk l)k Qk + 
z • f Q.k: <Dk i:' 
!J Q, Q~ ) + ( Qk l)k Q~ v - gk ) 
i' I) Q~ J+ <Q, o, Q~ v - gk ) 
v -
Chamando Q~ v • uj <3.2.7) e {3.2.9:) 




Tomemos o quadrado da norma euclidiana de z, que estabelece 
a :função 'P : IR -+ IR+ : 
C:L2.:10) 
Dest.a forma, a resolução do sist.ama não linear- ($.2.2) x•eca.i 
l 16 J~ se p ~ - Ài~ ent.ão a direção z • s + v C:Ol"l"espondent.o ó um 
mininrlzad.or global de <3.2). Se 1.\ v - gk e S~ t onde S ~ é o aut..oospaço 
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um;;;. 
única solução <3.2.9) para J.J. E [- .i\.t, ro.> e nest.e caso, J.J > 
f' <- (3.2.9) 
pal"a 1J • - Àt., pat"& t.oda direção z t.al que ~ z 11 • R e z pe.t>t.e<nça à 
vaJ>iedade linear 
v - y • < a - x. 1 >+ k 
dlm:t } ' 
onde d~mt ét a dimensão de S . Est.e caso é conhecido como "'ha:r·d-case''~ 
' 
devido à não t.:rivialldade comput..acional envolvida e aa:r-á t.:r-at.a.do com 
dat.alhes na seção 3.4 da-st.e capít.ulo. 
Uma out.:ra maneir-a de esc:t'eVel" a .t'Wlçào 1p (j.ü, que 
sua es:t..rut.ura. racional é: 
( À~ui.-ci. Ài. + /J 
onde I • { i. E { 1, ... , n > .. ci. .,t Ãl. ui. } , u~ • qi. 1v 
Temos ent.ã.o que: 
P )><J.J> • - 2 E 
i. .si 
( '. . . )2 "-'"' UI. - C.:t. 
6 E 
iel 
(À i. ui. - c\. ) 2 





Usando-se (3.2.5), (3.2.12)-(3.2.14), est..abelece-se 
t"acilment.a as seguintes p:r-oprieda.des para '{> CIJ), coruorme apx-e:s:•'*nt.a 
Mart.fnez [ 11 l: 
t..odo p e 
(a) Se-j.a O • 
00 
CJ e f' E C (CJ). 
IR - <- E I 
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convexa em qualquer intervalo cont.ido em O. 
(o) Se i. G I,. ou seja.,. para i. t..al que 
Hm f' <,> -"' ; lim + , '(p) • -oo .. Um " '(p) w "' I' -t -Xi. I' ..... -}>,.\. I' ..... -i\ i 
(d) lim f' (IJ) • Um f' (IJ) - o 
~-~~ 00 ~-~~ -oo 
Devido aos pólos que f' (") apresent.a. "" COXijUnt..t) 
( -Ãi.~ i. E I }1 Reinscch [ 20 l e llebdan [ 71 sugerem quo- a.o invé-H de 
resolver a equação (3.2.11), utHize-se- I-Ri7) • -E} (3.2.15), onde 
Reinsch es~abaleceu as seguin~es p~opriedadas para 
<a> 1 est.á bem deflnida pax-a t.odo f..J e !R i(i7j 
(b) 
i é est~itament.e crescente em [ -A:t.., "' ) if(IJ) 
(Q) 
i • côncava em [ -/...t,. oo ) <i<;:i'5 e 
modo compa.I'at.ivo, as 
1 
propriedades de fi(IJ) e iô(j.Ô 
" •r------------------------, 




I\_/ '- / 












Rii> , que além poss:ui:r• pÓlos, 
t-ende a ser quas:e linear em [ -Ãt, oo ), t.emos 
convergência global do mé-t.odo de Newt.on aplicado ~ equaçao (3:.2.15)~ 
como t.ambém um. desempenho comput..acional bast.ant.e sat.is:f"at..ór-io pa:Pa 
e-st.e mét.odo. Usaremos~ port.an:t.o, o seguint..e esquema it.erat..ivo: 
1 
... pkH - "k + 
[ onde- ili(iJ) • E i..El 
e 
-
R - 'HiJk) 'li<iJk) 
i '"(jUk) R 






( Ài. u~ - ci. -Ài + jJ.-
O ... i Ui. - cU
2 




À medida qu-e ~ (p) se apr-oxima da R, (3.2.16) compol:'t-a-se 
como o mét.odo de Newt.on aplicado a i (J.J) • R., com conver-gência local 
q-quad:t-át..ica pal'a J.J• <coruorme [ t l, p.136 ). 
1 
Sendo ~(J...I) uma função côncava em [ -Ãt, oo >~ o pont.o inicial 
deve sei" t.al qua 
do int.ar-valo [ -t..1, ->.s. + 0.5 ]. 
1 
"""R 




(3.2.15) usando-se (3.2.16), uma 
vez ancont.r.ado o mult.ipllcador J.1 correspondent.e- à solução global, 





8 .. Qk ({)k + J) D+ ( Dk u - c ) - v I 
com u e c dados por <3.2.7) e (3.2.S)t respect..ivament.e. 
Vamos agora o problema (3.3), onde quei>emos 
encontr-ar minimiza.dol" local global. [ J 
t.eoria para resolver est.e t.ipo de problema, que !"es:umiremos no que se 
segue. 
Pela mudança de va.:r-iáveis (3.2.3), o problema (3.3) pode sei' 
:r-eescrit..o da modo equivalent..a como: 
L
-nú---n--lo_c __ w __,<_z __ )__ •__ g_~ __ (_z ____ :_.) __ + ____ 2 ___ <_z __ -__ "_>_'. __ B_k __ (_z __ -__ v;;] 
s/a .zt.z • n:. J (3.3.1) 
Segundo "' t.aoria clássica dos mult.iplicadoi•es de Lat;l"r~ng;e.~ 
• ' minimizado r- local de (3.3.1), ent.ão se z " um 
[ 
.. • 
] Bk<z -v) + (t + J.JZ • o k 
H 
• 
H n• z -
[ 
• 
] ( '". + 1-1 I )z • Bk " - gk .. • para algwn p E !.R (3.3.2) 
11 
z 11 • n• 
Marot.ínez C.a.J'act.eriza as soluções de (3.3.1) nos seguint-es 
result.ados: 
Teorema 3.1 
"Se um minimizador- local de ($.3.:1>, ont..ão <3.3.2) vale 
com 1-i > - i\2." 
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Te-o.l'ema 3.2 
exist..am minimizadores locais para <3.3.1> com p e [->-..2, -Alll." 
(\.\.) "Exist..e no máximo um minim:izador .local par-a (3.:3.1) com 
f.J E (-À.2, -Ã.ü. Para 
.,:;'<p) ~ o:· 
est.e minimizadol", 9 est.á bem definida 
(ii.i) "Se (3.3.2) com 
~ . ' f'l(p) > O, ent..ao z e um minimizador local est.:rit.o para (3.3.1)." 
Cabe obse:r-var que se À2 • Àt, a t.eol'ia de Mo:ré - Sore.r.tsen e 
tlay ' aliada ao t.eorema 3.2 de Mart.ínez most.l"a que não 
minimizador-es locais par-a (3.3.1}. lst.o just.i:fica a de 
dimensão um para s~ f"eit.a no t.eorerna 3.2. 
O ~o ri t.rno IV a se"uir, para calcula:r o min.imizador local 
global do pr-oblema. (3.3.1) foi int.:roduz::ldo por- Mart.Ínoz [ 1 :t 1. 
PressupÕe o conheciment-o de (zg 1 J.-1g) 1 solução global de <S.s.:n Se 
J.l.9 • -Ã.:t1 ist.o é, se Bk + ~Jg 1 é singular-, ent.ão i\:t u:t • c1 e pelo 
t.eo:r-e-ma 3.2 sabemos que não exist.em m.lnimizado:r-es locais n.?io globais 
par-a (3.3.1. Podemos ent.ão .assum.iz. que J.ig > -Àll. Est.e algorH.mo 
compl'eende duas Cases, Na primeira busca-se J..l 
-










D Calcular p (J.Jk) e f' P(p ) k • 
2) Se 'P <pk) ~ Rz " 'P .O(JJ!,? ~ o 
3) Escolhe-I"' j1 E [ pk + 0'1 <p"' -k 








j.Jk +-1 • 
6) k • k + 1 , ir par-a 1 
f"as:e 2: 
t 
O) J.lk - ~-'k-t 
2) Calcular 
Se n JJ, 
-







, t'im da f'ase 1 
>V , /Jlt. + 0'2 ( u JJ, - >V ] 
Escolher íJ E [ t + O'f. (#Jk l l + 0'2 (pk - f..l~)] 3) J.lk - ,., ) ' ,.,, k 
4) Se f' <j]> 2:: R2 e 'P '(j.i) ~ o 
Etht..Õ.o da:finir -J.lk+i -J.l 
t t 
J.lk:H, -,.,, 
- det'inir senao J..!k+t -'"'• t -~-'ku -,., 
6) k • k + 1 ,. il'> p8%'& 1 
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Teor-ama 3.3 
"A fase 1 do algo:r-itmo IV ter-mina num número :finH.o de 
uma sequência 
Um u À< ,.,, • -.. ., 
Pt•ova: Ver l 
Teor-ema 3.4 
in.finll.a 
e À< w 
11 ] .. 
l.al 




Assumindo que no al~orit,.mo IV, p
0 
é escolhido no int.ervalo 
(->-..2, -À:t) e que a Case - 1 t.ermin.a após um número :finito K de 
iteraçÕes, t.emos~ 
(i.) "Se a :fase 2 do algor-itmo IV t.e:t"mina no passo 2, enl.~o 
não existe minimizador local não global para (3.3.-D." 
(i. i.) "Se " f"ase 2 do algoritmo IV derine uma sequência 
ent..âio • <-X.a, l.al Um lim L it~:hrlt.a ,.,, e-Jdst.e f.' E ->..t) que f.'k - ,.,, ft , 
k~ro k•OO 
• <p .) R' • • R' • .. -f.' ; , " ' p'(I-J ) 2 o .. f" <1-1 ) - ou f>'"(f-1. ) - o . 
local global p.al"a (3.3.1). Se • t><f.' ) 
def'ine o minimizador local não global de (3.3.1): 
z * • < Bk + J..l• I ) + < BK v - gk)." 
Prova: Ver [ 11 ). • 
* • De-st.a :t'o:r-ma, uma vez obt.ido o par (z ,J.J )~ solução local ~ nao 
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global pru•a (3.3.1), ba.st..a f'azermos 
• • $ * ~ 
s • z - v o- e-Ht~?lo (r:; J/1 ) t• :-. 
solução local não global par-a o problema (3.3). 
"·" do 
.ru.ncionam.ent.o do al!!:Orit.mo de Mar-t.fnez: 
fitfftAr-a 3·3 -Na f'ase do int.er-valo 
busca-se isolar o ponto que 
3.3~3 Minirnizadores de qua.drá.t..ica.s em es:f'eras (n-2) dimensionais 
o pl"'blama. do passo 4 do algol"it.mo lll ao :fol"mat.o (3.2> já analisado. 


































Suponhamos qua xk õ:o!' O e considet"emos a .t"amília 
I 'õ • { "' E IR": ~ " 11 - "• ' ~ "• + .. 11 - f' } I 
" -
o vot.or c -
2 •• 
I' - u 
k + 
<3.4.3) 
e o hipe:r-plano lJe • { w E IR": x; < w - c) • O B 
{3.4.2), 
(3.4.4). 
Vamos most-rar que para s E 'lJ , 1~emos xk + s e f1e 
da:fine o lug:al' geomét.rico dos pont.os equidist.ant.as a c. 
De fat.o, pal"a t.emos: 
Por (3.4.6) t.emos que 
Subst..H.uindo <3.4.6) e l"ear-:r-anjando: 
l 
s xk • 
Somando 
l 
em ambos membros: "'k "k os 
l 
xk (s 
2 Á. >' 





+ l [ 









l • c 
) i'\ i 
quando 
Vejamos agor-a que a dist.ância. de c a 'lJ é cons-t-ant.e. 
2 2 
d ( c, (j ) • in1' d ( c, xk + s) 
se'l:l 
Seja wn.a dir-eção a.I"bit..l'áx-ia. p E 1:J 
c, "~c + p) -
• ct(c - x 
' 
~ c - <x, + p> 
l - p) - x (c -




" -' l 
- o" - '"'• - o p - pc 
l l l •cc+pp - 2 c p -
z l - + -
(C - X 
k 
) 
l p - p 
l 
+ p "k 
l 
l 
- p) <c - x - p) .,. 
k 




'"'• + p "• -
2 Ol 
Cl t.' 
k "' ~".i + p " ' 






- l>: - \lx, 11" 
2 nx,n ) hll-
2 p)- 2 t." n·-.a 1\x, I ( " Ih 11 > (1 - -JlX: 1 ) • -+ d (c, xk + "' + - "' + -k 
• • " + t." k - "' I>\ li + " llx,n - • ,f+ I\>\ li i"d - 2 2 Ol • 
[ 
2 t." 
11"~ n ) 2 t."- lx.n• + 2 1><.11 
r - k 
+ 2 2 --a + 2 Dx,ll m r - C< • k 
que é wna const.ant-e independente de p. 
2 2 • r-a•p (3.4.7) e t.ontando o {nt"imo dê 
2 d { Ot :nk + p)_,. p E 'l:J 
• 2 
d ( ct 1j ) • i n.f d < c, xk + p) • 
pe:zj 
!' OBS: Se xk .., O 1 '[; ~ <j> apenas quando r • llk o ent..ão o problema (3.4,1) 
I' 
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se r-eduz dil"&t.am.ent..a ao f'o:r-ma.t.o (3.2). 
Consideraremos seguint.e caract..erizaç.âo 
r equivalent.e para a família (1 
I 
I " " <~ .. 11 "• + .. - " 11 - p (3,4.9) 
" ,, ) 
I 
I 
j- onde c, $lt a 
~ 
p sao dados respect.ivam&nt.e pox- (3.4.3)_, (3.4.4) 
.l. 
Chamando de xk o sube-spaço ort..ogonal 
cujas colW\.at.S f'o.Nnam uma base para ( A e 
a xk , soja A 
!Rrnt n- :i ) 
+ s ilf + .l. "• E .. "• .. - c e "• .. "• + .. - c -A y, y e ~n~ (3.4S) 
Para obt.el"mos a mat..l"'iz A ~ vamos -tomar a t.-l"'anslormação de 






( collf'o:r-me [ 6 J ). Ent.ão H - F,J -
- "• + sgn<Xk (1)) "''· Chamando H • <ru, lu, ... ' 
t.emos 
,, u' ,, H ' ,, hj o .t ••• n ' '\ • X -"'' ... "• - ' j = 2. k 
I A -( lu, ... , hn ) I 
Como u'u -ln .. A'A • In-• ' seguindo quo 
11 y u· 
Pro-sseguindo com as equivalências, t.emos: 
(3.4.8) ... li "• + s - c li - p 






hn), h i € u;(' ' 
. , n. Logo 
(3.4.10) 
li A y ,,. m 
11 y 11 -~J 
(3.4.11) 
Trat.emos agol"a da quadrát.ica l'esult.ant.e dest..a mudança 
A y + C - M 





Tínhamos l 1 l lJ,Ik (s) • gk s + 2""" s .Bks 
Subst.it.uindo (3.4.12) 
1 
" '· ' ' + " 
d Ay Ay + gkxk + "2" y A BkAy "• Bk + 
<r; Mk> + ( ' 
+ " 
• ' B ) A + 1 yt.At. gk 
"• k 
y "2" 
Assim, ao invés da (3.4.1), iremos resolver-
min.imi zar- '~'. (y) 
s/a ~ y ~ • p 
• (J ... t. B "' 
2- xk knk 
1\ A y] 
Seguindo os passos da análise f'eit..a par-a {3.2)~ t-emos: 
v r: • A' { gk + /1 Bk • ) + "• A' B k A y + 1.1 y = o 
Chamando I:~. • A' ( g + " k a, "x>l <ll.4.1!'D vem 
( A' B 
k 
A + 1.1 I ) y -- gk 
.. y -- ( A' Bk A + 1.1 I )+ ~k ] 
Fazemos a decomposição espect.:ral: 
fi'( lt>t • ;>( h. t. - lY'l-i 







O mu!t.iplicador 1.1 cor-:r-espondent.e à solução global de <3.4.14) é obt.ido 
ra-solvondo-s:a (3.4.15) oom iHp) • D - < .Ok + fJl ) + ri i! , C ... (Jkgk "-~ 
R • p. Uma vez est..abelecida a solução global de ( 3.4.14) at.ravés do 
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3.4 O ''llAii::l>-CASE" 
Consider-emos o problema 
I min \l>k (s) s/a 1 s + v 11 = R 
i!! possível e-st.abe!ec&l"' o seg-uinte result.ado pn.r-a as soluções 
de (3.6): 
Teo!'ema 3.5 
.. Se Bk v - l!:k € s-'-• 
d<> minimizado :r-as de (3.6) est.á 
Prova: 
Como Bkv 







.. s-'-• .. 
"' • akv 
E ker ( 
cont.ido numa. vax-iadada- lina;;xr-. •• 
'\ v - gk .L s -keX' ( a. - Àt! ), • - gk 
a, "' I ), "' arbit.r·á:r·io e 
z • ( Bk - Ài I ) + ( Bk v - gl<:?· Consideremos a .Canúl.ia de vet.ol"es 
Z + t.w, onde t. E IR é t.al que ~ Z + t.w Jt • R. 'remos: 
tk (z) • 
Como gk - Bk v • 
1 l 
Elk 
l h, segue -r v v - v gk -
"'• <i)- k< 
1 -+:r z 
k<+ 
1 [z '<B À i I) u :r -k 
+ 
l 




l a. z 





- '< a z 
l z ] z 
k 
-
) z • 





- "' D "· -
z li" 
A~or.a, q,k <i' + t.w) • 
lli!! kt - !- <Z + t.w)t(.Bk - Xt D <Z + t.w) 2 + A< 11 i + t.w ij n 
lu. -
linear V • 
A 
t<D - ÀJ. D z 
k 
y - ( 
peJo 
di mi } 
E C( q_ ' 
j"' j_ J J 
3.5 conhecida 
llt.era:t.u:t'a como "har-d case" ([ 13 )). Nest.e caso devemos escolher uma. 
solução s + v tal que 11 s + v i • R e s + v e V. 
A maneira que escolhemos decidir- sobro 
ort.ogona..U.dade de um vet.or g em l"elação ao subespaço s 
• [ 1>1, V2, ' vdi. m J baseia-se no vetor• c o-s e = 
. ' 
)' '" "' 
' cos &dim ' 
onde c os 8i - lviij nill ,i = 1, •.. ~di.m 
Se ~ c os 9 11 < e ha.rd , ent...ão decJ.a:r.amos g 
Observamos que de confiança: 
s - s. ···~ qdiml, na es.:fe:r-a do pl"oblema: 
Un1a vez dat..ect.ada a o:r-t..ogonalldade ~ como 

























< < ou • p, 
es:t..eja na e-sfe:r-a de confiança_, do problema 
Ilust.ramos ast.e f'at.o com a Hgura 3.4. 
{a) (b) 
não ocorre "'har-d-case" oco:r-:r-e ''hard-case'' 
ficura 3·4 
No que se segue vamos analisar sepax-adame-n·t..o o ''ilat•d-caso'' 
na es:fora de confiança, na es:fera do problema e na (n-2)-osfer·a. 
3.4.1 O "ha:r-d case" na es:fera de co.rúiança 
Nest.e caso~ v = O e ent.ã.o <Bk - Àt 1) s • - gk . Cha.memos 












































Tomamos agora a ret.a s(@) • st +e <sz - st), e E IR 
S(8) s.r;z Qu&remos a int..ox•seçâo do s(O) 
com " esf"era 11 s 11 e AI<! 
fi,gura ::;.6 port.ant.o: 
[ '" +e <s• - S<) n '" + e <s• - ,,.) ] = Az k 
l 
2 e l s<> + e• ÜS:2 - )' . sa) Az s~ Si + S1 (S2 - sa <.s2 - = 
k 
e• 
11 ... - ... 11" -A" 11 '" 11 2 k 
Se ... - '" -o .. H "' 11' -A" k 
Supondo .... - "' "' o 
t! - 11 '"' 11' e• k • 
11 ... - '"' 11
2 













.. e • ± 
Opt-ar-emos pela solução $ t..al que- s(()) est.eja mais p:r-óxinla! de 
~ 
e - + 
1:.: - 11 '"' 11 2 
11 SZ - "'' 11 2 
De Cat.o, jls> - s(e-) ij • lls• - [ Si - e <s2 - si) ] 11 • 
• lls• - SI< + e (sz - •u) 11 • 11 <1 + fJ) (s2 - st) 11 ;,: 
1! 11 <1 - e> <s• - s<) 11 • lls• - s<e+> 11 
Assim, s • st + $ (s2 - s;~.) I 
e. con. _ 
com Si~ S2 Et $ dados :r-espact.iv.ament..e po.t' {3.6), G3.7) e (:).$). 
Nest.a caso, v = " - k e ent.ão <B -k 
i\.t D + z = D 
k " -k 





- <B - Àt 
k 
Bx-g-
k k k 
À.t D. Ent..âo 
+ " k 

























ficura 3 ·7 
Tome-mos ag-ol"a a r-at.a z($) • Z:t + 8 (z2 - zt), $ e [R 
-r-z-ztel 
z~vz· 
Quet'emos a int..ex-seç.â.o de 




- -· ~ z•-z• · 11 "'' 11
2 
Se Z2-Z:t""O..;.. 
Supondo z2 - z:t r.t O 
"
2 
- 11 '"' 11
2 
-
11 Z2 - Z1 112 




















r• - 11 "" 11 2 
+ 
11 Z2 - Zt 11 2 
< 
,; 11 (1 + $) <z• - zt) 11 • llz• - z($-) 11 
Logo s • zt+G<zz-u;-1 
e. prob. =._j 
com z:t, z2 e e dados respect-lvament.e pOl" (3.10), (3.11) e (3.12). 
3.4.3 O "'ha:r-d case" na (n - 2) esfera 
Nest.e casot chamando de Sz o aut.oespaço associado ao menor 
aut.ovalot.• <:!\•) da A l S.k A (de dimans:ão .. dim2), t.arn-sa o "h.ar>d-<..:as-e" 
sempr-e qua gk e S~ 1 r><-Ât) 5 p 2 , com ifk e p dados por (3.4.1ti) 0 
<3.4.7),_ I>ospect.i vament.e. 
Chamando [ yt • - ( A tBkA - Âi D+ gk (3.14>, t.omamos 
y($) .. e - ( ~ s. ) impomos: 11 y<G> 11 2 2 - Y• "' "' e "' - p .. .. ( + e q~ )' ( +e - ) - 2 yt Y' "' p .. 
11 n· ~ l e' ~ l ~ 2 e• 2 11 u• ... Y' + 2$q,:ty:t+ "' "' • p .. • p Y' 
Como ''har-d-cas:e•• só quando <-ÃJ,) " 
2 
t.e1nos o oco:r:r-e "' p ' 
2 
" 11 Y' li' .. I e ± j 2 li Y' n· p • p (3.15) 
f7 
~ 
e escolhemos e • 11 Y< 11
2 .. 








í; conforme <3.4.12), com yt e e dados respect.ivament.e por C3.14) e 




1--...L..:-"J" - Kor (À B.A-}} ) 
CAPÍTULO 4 
EXPERIMENTOS NUMf:RICOS J 
4.1 CARACTERfS'r!CAS DO PROGRAMA 
Pax·a ver-i:fical"mos: o desempenho dos: mét.odos de l"e~iâo de 
~ 
cor'âianç.a pa:r-.a minimizaçao em bolas, :fizemos um pl"ogl"~:una. escrito em 
FORTRAN 77 e implement.ado no VAX 11/785 - siat.ema operacional V.ME:> ~ da 
UNICAMP, usando precisão dupla (vex- document.a.ção no APENI>lCE). 
O algo:r-it..mo implementado no progl"ama principal <TRUS1') :foi: 
0) k ,. O, dat'ir:dr- A 
0 
1} Dados xk e .Ak , calcular gk • 'V f<x1,:? e- Bk -::-;:: V
2 
f(xk) 
' 1 ' minimizar 'lrk <w> • w gk + -:z- w Bk w 
s./a 11 "k + w 11 :;; r 
(4.1) 
11 "' ~ " ... k 
o-bt.endo sk 
3) Se f(xk + sk) < :f(xl,:? + 10-4 IJ!k (s1,? 
ent.ão definir x • x + sk k+t k 
k • k + 1 e ir para <1) 
senão 
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Escolhemos as mat..:r-izes Bk como sendo aproximaçÕes pn:r-a as 
J'flat..r-ize-s Hess:ianas 'il
2
f(xk) via difel'enças flnit.as avançadas aplicadas 
Na J"esoluçào do subp:r-ohlerna (4.1> at.roavés da l"ot.ina SUBPRB 
<implementação do algol'it.mo UD, ut.ilizamos a rot.ina F02ABP da NAG 
Bk. Est.a rol.ina calcula todos os aut.ovalo:t'eS e aut.ovet.o:r-es de mat.rizes 
:t'"c&ais sirn&t.r-icas,. aplicando o algor-it.mo QL após t.:rid1agona.lizax· a 
ma:triz via t.rans:fo:r-mações de Hous:eholdel". Uma vez obt.ida 
decomposição e-spect.l'al complet.a de Bk 
~ , nao pz.ecisamos resolver-
sist.emas linear-es para encont.r-.ar- as dir-eções pl"ocu.J."adas:~ mas apeJ)as 
in.icialment.e validada com t.est.es ut.ilizando funçÕes quadx•át.icas. 
A f'act.ibilid.ade das soluçÕes obt.idas em SURPRB í'ol vori!'ic.21da 
+ .. , solução global do 
" k 
o 




Os crH .. érios de parada ut.iliz:ados em TRUST foram: 
ü> convergência pela norma da direção: 
(4.3) 
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convel."t;ên.cia pela norma do gradient-e 
irrost.rit..a~ na esfera d& con:fiança ou quando Bk ~ 0)~ 
11 gk H2 ,;; & 9'ad I 
4.2 ANÁLISE DO DESEMPENHO COMI'UT ACIONA L 
4~2.1 Test.es !'oalizados 
Trabalhamos com o conjunt.o de t.&:srtes a seguir, su~eJ>ido em 
(1) Função de Rosanbr-ock 
N • 2, M • 2 
C <x> -10 '" ><2) ' 2 i 
f' (x:) -1 - " 2 ' 





(2) Função de Freudenst.ein e Rot.h 
N • 2:, M • 2 
13+x +((5-x )x -2)x 
t: - o 
1 2 2 2 
• - 29 + x
1 
+ < < x
2 
' em < B. 4) 
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l f • 48.9!142 ... em ( 11.41 ... , -0.8968 ... ) 
"Hellcal valley Cunct..ion .. 
N • 3,_ M • 3 
f' <x> • 10 [ "• - to e ( x, X)] • ' . 
f' (x) 10 [ ( 2 + 2 ):i/2 - i ] - " " 2 ' 2 
f" <x> - " • 9 
1 ( " J &X>ct..an 2 2n " ' e < " ' X ) • ' 2 " 
' { 1 ( ) a:t"Ct.a.n 2 2ft - + 0.!3 " ' 
f • o em ( 1, o, O>' 
(4) Função EXP6 de Biggs 
N • 6~ M ~ N 
1'.<x> 
' 
• X 9){)> [-t.. X ] . ' ' - x exp [--t . ' 
+ " exp [ -t. " J - Y, " ' • 
onde t. • <0.1) ' ' 
" Yc -exp 1-t..l - 6 ""P [-10 L.J ' ' 
f - O em ( 1, 10~ 1~ 6,. 4,. $)t 
( 4, 10,. 3~ 5,. i,. 1)t o 
' < 4, t~ 3~ -1, 10,. -5) 
(8) Função Gaussiana 
N • 3, M • 16 
[ 
- X ( t. - X ) 2 . ' . 1' i.. (x:) • x • exp ---"-~2,:..--'--
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+ 3 








onde t. • < a - ' )/2 ' .. ' Y, 
1, 15 0.0009 
2, 14 0.0044 
3, 13 0.017!5 
4, 12 0.0540 
5, 11 0.1295 
6, 10 0.2420 
7, 9 0.3521 
1.1 0.390:9 
f' • 1.12793 .•. lO-· 
(6) Função mal escalada da Powell 
f' (X) • 104 X X - 1 
' ' 2 
f" (X:) 
2 
• exp [-~ l + exp [-x l - 1.0001 
• 2 
f' • -s t O em < 1.098 ... 10 , 9.106 ... ) 
(7) Punção da caixa t.l"idimensional 




i " J -' 
exp [-t.. 
' 
" J 2 
- x < eMp [-t..l - exp [- 10 t..J . ' ' 
onde t.. • (0.1) i. 
' 
t t ' f • O em < 1, 10, 1.) , < 10, 1, -1) t < k, k~ 0) 
(8) Função variavelment.e dimensionada 
N var-iável~ M • N + 2 
t:. (x) • "· - 1, ' " .t, •••• N ' ' 














( N r r (x) - E j (x, - 1) .... J j = t 
c -o am ( 1, ... , 1 >' 
Função de Wa~son 
2 ~ N ~ 31, M • 31 
N 
f:. (x) - E (j - ·1) X, j-2 t., -' j=2 
onde t. • i/29, 
' 
í (x) • x 
"" < 
:f (x) • x .. . - " • t -· c • 2.28767 ... 10 
-6 
f' 11111 1.39976 ... 10 
I 
-<O -4.72239 ... 10 
J ' 
- 1 
se N • 6 
se N • 9 
se N -12 
Funç~o penalidade I 
N vru:•iável, M • N + 1 
[ 
C.<><> - 10-5/2 ( n. - 1 ) • i ' ' 
[ N "~ ] 1 c <x> .. E .... j = :( 4 
I 
-5 
N 4 • 2.24997 ... 10 se • 
-· N 10 f' • 7.09766 ... 10 "" • 
(ti) Funç.áo penalidade li 
N var-iável_,. M • 2N 




N r-E j-t 1 X, "' J ' j = t 
" ' " N 
[ &Kp [ -;;;-] + AXp [
X ] c-1 -lõ-
2:5L:5N 
] - exp [ ;~- J) 
N ::f i. ~ 2N 
. [ N ) c (><) E <N-j+D 2 - 1 "· 2N j"" j. J 
onde exp [ ' ] + exp [ L-1 ] v, - 10 -w-
- .. 
f" • 9.37629 ... 10 se N • 4 
-· f' • 2.93660 ... 10 se N • 10 
(12) Função mal escalada d& Brown 
N • 2, M - 3 
f (:K) = " 10-
6 
• • 
f <x> • " 2.10-
6 
2 2 
f' (X) • " X - 2 • • • 
f -o em ( to6 , 2.10- 6 >' 
(13) Função da Brown e De-nnis 
N • 4, M 2: N 
( "• 
• 
f.()() - + t.. " - exp [t\1 ) + ' ' 2 
2 
+ ( }ll9 + "• sin <t..) - cos <t-,>) ' 
onda t. - i../5 
' 
f' • 85922.2 .. , SI& M • 20 
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(14) .. Gul!' :r-asearch and davelopment.. Í\mat.ion" 
N • 3, N !;; M ,; 100 
[ - Y, Mi X I"• ] 2 f'. <x> • exp - L. ' " '· • 
2/9 
onde \ • i./100 .. Y, • 25 + ( - 50 In <t,>J 
1: • o em ( 50, 2B, i.fDl 
·• ' (16) Funçao t.-rigonomet.rica t.ransladada 
N variável, M • N 





( X. - 1) 
J 
+ 
1 - cos < xi. - 1 ) ) - sen < '\ 
f' • O em ( 1, 1, ... , n' 
<16) Função da Rosenbrock est.e:ndida 
Npar,M•N 
2 x.-x ) 
Zl. 2i.-1 
.f"zi.(x) • 1 - "zi.-i 
f' • O em <1, •.. , i)l 
- 1) 
(17) Função singu.la.J:- de Powell estendida t.x-ansladada 
N múlt .. ip!o de 4 , M • N 
f: (><) • "· + 10 " + 11 4Í.-3 -~U.-91 4i.-2 
f: 
•i.-2: 
(x) -51/:2 ( "· 4t.-1 - x.;.? 
































I • O em <-1~ ···~ 
(19) Função de Beale 
<19) 
N • 2 1 M • 3 
f 1 <x> • y. - x ( 1 -. ' . ' "• ) 
onde y 
' 
I • O 
• 1.5~ y2 - 2.25 
t em ( 3, 0.5 ) 
F' unção de Wood 
N • 4, M • 6 
t: (><) 10 ( X • ) - " ' 2 ' 
:f' (X) • 1 - "' • ' 
Í (X) 90t/2: < • = " - " • • • 
f: (M) -1 - " • • 
i' (x) • 101/2 < X + " 5 2 • 
) 
y • 2.625 • 
2 ) 
Uma ve-z de:flnida a t'unção objet.ivo < (1) a (:19) ), f'ormuJa.m.os 
I 
í'' dois t.ipos básricos de pl'ohlema at.:r-avás de rest.:r•içÕes com bolas de raio 
r "g:t"'ande" ou "pequeno". Como as t'unça'es-t.est.e escolhidas t.êm~ em geral, 
I 
• minimiz.ador h.":rt.u:;;tri t.o ( x ) conhecido~ procu.J•a.mos escolher- " 
do :raio pelo seguinte pl"'"inc:Ípio: 
ti.) 4 • ~ " i. 
(i\.l x-aio pequeno • 0.25 • H " H. 
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Par-a os casos em • que " - ' nao e pl"eviament..e conltecidot t..om.::><tnos 
os valor-as para os :r-aios conf'orme .apresont.ado na t.abe1a 4.1. 
o 
raio n- do 
N M r-aio te-ste ~r ande pequeno 
01 2 2 !'Lí' 0.35 
02 2 2 25.6 1.6 
03 3 3 4.0 0.25 
04 6 13 15.0 0.125 
os 3 15 2.0 0.12!3 
06 2 2 10.0 2.5 
07 3 10 4.0 0.25 
08 10 12 12.65 0.79 
09 6 31 4.0 0.2S 
10 4 5 4.0 0.25 
11 4 9 4.0 0.26 
12 2 3 10 6 10.0 
13 4 20 20.0 4.0 
14 3 10 i. O 0.25 
15 10 10 12.0 i. O 
16 10 10 12.65 0.79 
17 12 12 8.0 0.5 
19 2 3 12.16 0.76 
19 4 6 ll. o 0.5 
tabela 4.x - Dimensêtes e :r-aios a:fet.ivament.e .adot.ados 
Os pl"oblemas ío:roam t.est.ados t.endo-s& duas escolhas possíveis 
pa:t<a o ponto inicial: 
Com 
(\) interior da bola (or-igem, sempre que poss{voD 
<i.i.> f'r-ont..eira da bola, :Cixando: 
"o • r 
exceção dos 
bola de r-aio 
( 1 1 -1, 1, ... • (-i)NH ) E 
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utilizamos h • 
o 
Biggs 





























pt"oblama. Nos t.est.as com (4) t.omamos ó • 0.5. 
o 
Adot.amos as seguintes const.ant.es de t.olerância: 
w-• (I'elat.iva ' esfera de con:fia.nça) " - a cont 
e 
porob -10-!5 <relat.iva à esfera do problema) 
& • i0-6 (l:'e-la:t.iva à <n-2) es::fera) <n-2}e&f 
ch.:u'd -10-7 (re-lat..iv.a ao "hard case") 
& 
9'od -10-e <relat.i v a ao vetor gradiente) 
Kmax -150 
Obs: Par-a a :função ' a bola de ~.rande. 
ut.iliza.mos c 
gr.a.d 
4 .. :2.2. Resultados Numét"icos 
-· • 10 . 
Set.ent.a (70) dos aet.ent.a e seis (76) p1•ob-lemas t.est.ados 
sat.is:fize.ram as e:Mpect.at.ivas iniciais ' o que corx•esponde a um 
índice de 9.2%. Dos t.l"int..a e oit.o (38) problemas rest.I•H .. os a bol.<:1s de 
r-aio tirande~ obt.a-ve-sa solução do t.ipo minimizado!" i:rres:t.rit..o em 
t.r-int.a a cinco (35) 
:r-e-sult..ados obt.ido-s &m 
de :r-aio pequeno, dos 
encontrados minimizadora-s na esfe-ra. do pl'oblema sat.isf'azendo a"">~ 
condições de Kuhn-Tucker (:figura 4.1) e-m t.r-int.a e cinco (35) deles, 
73 
X = - À _t; , À > 0. 
Nos gráficos 4.1 e 4.2 podemos ver o t.ipo de solução obt.ida, 
cont'o<r·me o t.ipo do r-est.l"ição do problema e o pont.o inicial asaolhid(.). 
RAIO GRANDE 
::~0 ------· 
<n 18 ,,, 
16 -1-
lj) 1 4 -w 
f- 12 
w 10 o 
o 8 
[)' 6 tJ.J 
)= 4" ;;;} 
L 2 
0 
IRRESTRITO RESTRJTO NAO CONVERGIU 
TIPO DO MINIMIZADCJR 
fiiiiiJX0 INTERIOR 1:2::'2JX0 FRCJNfEJRA 
Cabe observar que no problema formado pela 
~ 
:funçao (3) 
<"'holical va.llay :funct.ion") l"&St.l"it.a à bola de ralo pequeno, para os 
dois t.ipos de pont..os iniciais, a seqUância gerada pelo aJgtwiLm.o 
implement.ado convergiu para pont.os nos quais não há diferenciaLilidüdt'l' 





' I r ,, 












"' 6 w >= 4 2 
~ :d 
0 "'/"'.?" 
JRREsmno RESTRITO NAO CONVERGllJ 
TIPO DO MIN!M!ZADOR 
rLillJJX0 INTERIOR (.> .::c:JX0 FRONTEIRA 
cr-áfico 4·:<: 
do t.ipo bola da :t'aio pequeno, o mêt.odo samp:r-a convergiu pela .no1:-n1a da 
d.:iração. ' o fll.lfl)(.' 1•0 
de U .. o1~açÕe-s at.ingiu. o limit-e máximo em doi:s problemas; houve d!lco 
casos de convergência pela norma do gl"adient.e e os damais convergi:t·!.)JH 
pela norma. da direção. Além dest.es result.ados, pode-se ver no g-1~ánco 





















"' 18 w 16 f-
"' 14 w 1- 12 
!L! 10 o 
o 8 
~~ 6 Lu 





DlRECAO GRADIENTE NAO CONVERGIU 
CRITERJO DE CONVERGENCJA 
IZZ/ZZIXO INTER!OR r::=:;:.-:Jxo FRONTEIRA 
çr-áfico 4·3 
Apresent-amos um resumo dos l'esult..ados obt..idos na t.abela 4.2. 
Para. obser-varmos o comport..ament.o do visualizando 
seqUê-noia de pont..os ger-ada,.. escofuemos os 
Rosanbrock (1) 
fi&ura 4 .. ~ - Curvas de nível da Cunçáo de Rosenbrock 
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·-·~·-·M-~-
:r-aio gr-ande r-alo pequeno 
------··--·----~--~--
FO " int.erior " r:ront.eira " int.erio!" " t':r-onLoi P-".t o o o o 
TS CP IT NAF TS CP IT NAF 'rS CP JT NAF TS CP I'r Ni\F -------------
01 I D 14 20 I D 19 24 RO D 5 7 RO I) 4 5 
02 I D 6 13 I D 16 17 RO D 5 6 RO o 4 
, _ 
_ , 
03 I D 1i 26 l I> 11 19 RO D 2 6 R<h I> 5 10 
04 # 608 I I) 106 238 RL I) 9 14 ROz [l 7 17 
05 I o 8 14 I o 14 28 RO I> 5 6 RO D 3 4 
06 # 907 I D 38 54 RO o 20 56 I [) 34 91 
07 I [) a 25 I I> 19 128 I o 4 5 I lJ 4 5 
os I D 19 97 I D 19 76 RO [) 2 3 RO !l 2 3 
09 I D 12 14 I D 8 11 RO [) 4 5 RO !J 4 5 
10 I D 2 6 I D 50 73 RO [) 2 3 ROz D 9 18 
11 I (l 9 17 I o 26 27 RO D 2 3 RO o 3 4 
12 I ll 21 127 I ll 30 119 R o [) 2 3 RO D 2 " 13 I o 7 12 I o 9 10 RO o 4 5 RO ll 4 ,. ~ 
14 I [) 16 46 I (l 1 2 RO o 11 16 RO [) a 12 
15 I o 11 12 Ro [) 10 12 RO D 3 4 R02 D 3 5 
16 l I) 14 20 I D 19 23 RO o 5 7 RO D 4 s 
17 I o 23 25 I (l 24 27 RO D 3 4 RO D 4 F" _,
19 I [) a 13 I D 16 34 RO D 4 6 RO o 4 <-_, 
19 I I) 8 11 l D 11 12 RO D 4 5 RO o 3 10 
tabela 4-~ - Reswno dos: result.ados ob-tidos 
legenda: 
FO - :fw1ção objet.ivo 
TS - t.ipo de solução 
I - ir-.rast.x-it.a 
RG - minimizador _global na es:fe.ra do pr-oblerna 
RL - mininúzado.!' local na e-s::.f'e-r-a do p:r-oblema 
RG;z- ndnimizador global na <n-2) est'era 
CP - c:r-it.ér•io de pal"'ada. 
D - nol"m.a da direção 
G - norma do g:radient..e 
# - não convez.giu com Knt..&M it.eraçÕas 
IT - número de it.er-açÕes e~et.uadas 






























































































































I 4.3 CONCLUSÕES E TRABALHOS FUTUROS t 
' I: 
I r Analisando os :r-esult.ados numQrioos obt..idos, obS(H~vamos (}Uü o 
\-
• f; método da rag':tão de confiança para minimiz.ação em bnLCtS impla-mE'~nt..;:KJo 
;: 
de :fat.o cwnpre o papel globaliz.adol" paz-a o qual foi pX"opost.o. Al-úm 
disso~ acredit.amos que o desempenho obt.ido foi melhor do quo se 
poderia esperar p.a.r-a algor-U.mos ge.l"ais:, ainda que ~ nao tenhamos f"elt.o 
t.est.es cornparat.ivos. O t'.at.o da nossa. implement..ação est.ar baseada na 
decomposição espect.r.al complet.a inviéhiliz:a 


















liruaax-es, com poucos par.âmet.ros~ axist.em na :r-ealidade. 
Mot.:i vado-s pelo p:l'oblema de ldent.i,Oc.ação da 
p.ros:se-guir com mét.odos dest.a t.ipo, 
com o objet-ivo de desenvolver algor-it.mos que sejaJn viáveis par-a 
01 
I" APSNDICE 
Apresentam:os a set'uir a lis-tagem document.ada do programa 
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HESOLIJCAII DO F'IWE<LE11A DE liiNHHZACAII FICSTIUTU A IJII~ I!ULA 
CUCLIDTAI~A, VIA liCTliDIJ DF I<FIGTAO DC CIJUFTAUCi\, 1'111(1, HmC\11 ·; 
TES"fE DE MURE, GARBOW & HILLS"fROH 
REAL•B RCON, RPRB, RMAX, QSK, FXK, FXK1, 
$ XK(50>, XK1(50), SKC50), GKC50), BK(50,50), 
$ E(~:i0) I F<~:i0)' Ql{(~:;0,::i0)' RK(!50) I W(50)' C(~')0}' l)(~'i0)' 
$ fi(~~'i0 1 ~)(1), BP<!:i0,!50), (~f:~(~)0,~'·í0), HP<;:'i0), WC\~'i'O), U(~("·i0), 
$ CC<50), UC(50), ENXK, ENG, SIC50), SlilP(50), SLEP(50) 
$ 11GEC I 11GEP' EF'SHHD I EPSCDN' EF'SPRB' EP~:}2ES I E!"it!CH I 
S EPSGRD, Ai, A2, H, REPSGRD, ENSK, ENPRB 
RCON - raio de confianca 
RPRB = raio do problema 
RMAX =raio de cor1fianca n1aximo (2.0 * RPRB) 
QSK = valor da quadratica na solucao do k-esimo subprclblema 
F'XK = valor da funcao objetivo no ponto XK 
FXK1 = val11r da funcao objEtivo no ponto XK + SK 
XK = k-esimo ponto 

















- direcao solucao do k-esimo subproblema 
- vetor gradiente da funcao objetivo no por1to XK 
= aproxi1"acao para a matriz hessiana da funcao objetivo ~m XK 
F"' vctorc-10 <nDdliilnos 
=matriz ortogonal <colunas- autovetores de BK> 







vet oi· BK XK 
veto r ( OK ) t. GK 
vet m· ( QK H XK 
mat:1·iz cujas coltHI:.-71~5 fDl"mam base cn·tonormT_il 
para o COIRPlPmento ortogonal de XK 
Pl"'Oduto At ~~ Bl( * A Che~:;si<'Hl<'c\ tb. qu;·,\dri-:\t i c<:< llil mucl<:tnca d-r;:: 
variaveis para a (n-2} esfera 
matriz ortogonal (colunas = autovetores de D2) 
VRtor dos autovalores de B2 (ordem crescente) 
veto\- (A)t W 
vetor· ({'l)t GK 
V(d:or (QE~)t GC 
UC = vetor CQ2Jt WC 
ENXK = norma euclidiana do vetor XK 
ENG ~ norma euclidiana do vetor GK 
SI ~ so1ucao irrestrita 
SGEP = solucao global na esfera do problema 
SLEF' --~ ~;;oluc<"\\O loc<ll nao globcd na 0~<C~·fera do pi-ob"Jcma 
MGEC = multiplicador de Lagrange correspor1dente a SGEC 
MGEP ~ idem para SGEP 
EPSHRD = precisao para detectar hard case 
EPSCON = precisao para resolver na esfera de co11fia11Ca 
EPSPRD = precisao para resolver r1a esfRra do pr·ob1ema 
EPS2ES = precisao para resolver na (n-2>-esfera 
EHACH = precisac1 da maquina 
EPSGRD ·- precisao para o vetor gradienle 
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H "" :i.nCl"f:·~mcnt:o usndo p;Ar<;\ \J.pr,n><im;·~r a llcn~=;i;·,\.11<-t vi·;\ d:i fcl'f'il\..',J'> 
finitas avancadas 
r~!:F'!:)GF:D "~ ~~,~J.z quadradt:\ dt-:- EPGGI'I:D 
El~SK a: norma Pllclidiana da direcao SK 
FNPFU! -"" ncn·m;·J do cnndidal:o ;·,\ soluc!:\0 P<:tl"<:\ l:t'~'>t<.\1-
fact:·ibil:id;:u!e n<1 bo'l<:l do Pl"ob'lcma 
HHEGEr~ IF'f~B, TliAI, H'IN, J.SOL, N, 1-.!F, L J, t\, l·U'l\hlt, 





j_n,!ice do problema teste 
codigo para o tipo de 1·aio 
( 1 -> grande , 2-> pequeno ) 
codigo para o tipo de ponto inicial 
( i -) interior , 2 -> fronteira ) 
codigo para o tipo de solucao do 511bproblen1a 
0 -> Sllbproblema sem solucao 
1 --> soluçao global na esfera de confianca 
2 -) solucao local na esfera de confianc:a 
3 -) solucao global na esfera do problema 
4 -> sc1lucao local na esfer·a do problema 
5 -) solucao global na (n-·2)-esfera 
6 -) solucao irrestrita 
N - dimensao do problema teste 
NF = din1ensao do vetor de funcoes cujo quadrado da norma 
euclidiana constitui a funcao objetivo do problEma 
I, J = ir1dices dos vetores 
K = contador de iteracoes do algoritmo 
NAVAL ~ contador de avaliacoes da funcao 
DIM = dimensao do autoespaco associado ao mer1or autovalor de Dk 
DIM2 = idem para o menor autovalor de 82 
11AXNEW "" num~·ro m<~H:l.mo de itto'l··acncH p;·:~_r~' NEWTUH 
MAXLi = numero maximo de iteracoes para ~ fase i de MINLOC 
MAXL2 = idEM para a fase 2 de MINLOC 
Kl1AX = numer·c maximo de iteracoes para o algoritmo De regi~o 
de con·Fianca 
LOGI CAL ili\I'ILX, Ffll, FGLP, FLEP, FI1EC, FI1LF', DE2E, 
$ llflTOi, FALHA, HARDPD 
SAHEX m ind:ica resc)lucao do subproblema com o n1eemu pclrtto XK 
& diferente raio de confianca 
FSI = factibilidade da solucao irrestrita 
FGEP = factibilidade da sol. glob. na esf. problema 
FLEP = factibilidade da sol loc. n~ esf. problem~ 
DE2E = marca decomposicao espectral r~a (n-2) esfe1·;t 
FI1EC =existE:~ multiplicador global n<" e~;t'En"a de cnllfi.<HlCi':l 
mas a solucao e ir1factivel 
LHEP m ldBW na esfera da problema 
ORT01 ~~ GK or·togon:al a Si ("~ autm2sp;-H:o a~,,,;oc:í.t:tdo ~.\C} wcnm--
autova10l- d(;;' BK) 
FALHA codign de c'l"l"O 
( . THUE .... > OK 
HARDPB = ocorrencia de ' 
,-,,va1iac:rAn d<Ot -funcan ou do ~.J~--~idit_'fli.e 
.FAL.GE. ""'} pont:o t'OI'"<:\ do douli11in 
















FUI'4CUF'G ti'!:! L I ZAL!AH 
DUUBLE PRECISIUN EUCNOR 




ENTRADA DE DADOS/IN!CIALIZACAO 
OPEN CUNIT • 8, FILE= 'JRUBT.OUJ', SIATUS • 'NEW'I 
WIUTE I*, 100!0 I 
WHITE 18,100.101 
WRITE < Jt, 1.0020) 
ACCEPT *,lPRH 
lF ((IPHB.OE.t>.ANL!.<IPRH.LE.i9)) THEt~ 
WHITE (to:·, 100;30) 
ACCEPT *,lf(Al 
IF CCJRAI.EQ.ii.OR.CIRAI.EQ.211 THEN 
WRITE (*,10040) 
ACCFPT *, !f' !I; 
IF IIIPIN.EQ.II.OR.CIP!N.EQ.211 THEN 
EHACH '" l.0D··I6 
EPBGRD -· 1 . 0D-B 
FF•í;HRD ==~ 1 . 0D·-7 
EF'S)CON ·-· i . 0[1·-4 
EPBPI'<:B ... 1. 0ll-·:5 
EPHflEH ·-· t . 0D·-6 
liAXNEW ··• é;0 
!1AXLl = !50 
l'if\XLE~ ''" 1~~i0 
1111AX • íéi0 





Wt\ITE (-)f 1 10090) 
WfUfE (fJ,100'101 
1'-1 "" i:~ 
NF .... 2 
DOTO 2:00 
COhiTINUE 
W!::.:JTt:'. (-)f, 101.00) 
WI<ITE CB, 1.01001 
!'-1 ''" 2 




WRlTE (fL 10U.0) 









HF "" 3 
r;n rn r:~00 
CI.IIH li,IJE 
WfdTE (x-, 101.P0) 
Wl·dTE (8,10111~}) 
h! :o.r 6 
HF "" 1.:1 
GOHl 200 
COIHII".IE 
WIUTE (<, 10130) 
wrun: <8,10130> 
I; "' :J 




WRITE: (B, 10140) 
!'J :c•; C:: 
NF '"" i! 
GOTO 200 
CONTINUE 
t.JIUTE (*, :t0l~i0) 
WHITE 1.8, 101éi01 
I' "" :J 





1; " ... !0 
ur· ~~ N + 2 
GOTO 200 
CUIHINUE 
WI"ITE <•, 10170) 
WRITE (8, 10170) 
1'-l "" 6 




WRITE (B, 10HI0) 
N ~ 4 
GOTO 200 
COIHINUE 
WRITE (* 1 :t0i90) 
Wf,ITE (8,10!90) 
H ,. 4 
HF "~ 2 * N 
GIJTIJ 200 
CONTINUE 
wrnTE <*, :t0í:.100) 
WIUTF (8, 10200) 
N "" r.~ 










































Wf'O: lT (0, i0í:!t0) 
N ,,, 4 
NF' '~' P0 
DOTO 200 
COIH!NUE 
wrn IE <•, !0220> 
Wf<ITE (8, 10E~i.~0) 
N "" :J 
HF '"' 10 
noro 200 
CI:IIHINUE 
W!UTE <*, t02:30> 
wrn:TE <o, 1 01:~:30 > 
N '' 10 




WHITE <H, i0í240) 
N ' 10 
NF "" N 
DOTO 200 
CIJIHINUE 
Wfi' I TE (')li·, 10f:~i0) 
WHITE <8,10i:!::'i0) 
~~ '" 1. [~ 
ur ' u 
GOTO 200 
CDNTII'iUE 
WF:lTE (·)f, .1.0260) 
wrn: n::: < B, i 01.?.60 > 
H ""' 2 




hJh:lTE <iL 101270) 
(c! ' ' 4 
1'1' ' 6 
CONTII<UE 
WIUTE(<,<) 'RAIO DO PRIJBLE11Ac' 
ACCEPT *, RPfUJ 
PIJIHfJ INICIAL 
IF (IPJN,EO.í) THEN 
PON·ro 140 JN.rERIOR DA BOLA 























































V!J 1 "" 1. , I" 
WRl'l'Et•,•>'XK<',I, ') -> ' 
ACCFPT *,XK!ll 
Pl.ll~·1·0 NA FRUN.rEIRA DA BOLA 
Ai = RPRB I DSQRl'(i.0D+0 * Nl 
DO I "' J. , 11 
X!((U r.:: ((~ .. LD0) *·* <I+U) *Ai 
CNII DO 
EI1DIF 
WR!TE 18,112811 RPRB 
!F ITRAI.EQ.ll THEN 
WfUTE (B, :1.0290) 
FLSE 
wrun: (ü, i0300) 
ENDJF 
JF IIP!N EQ.IJ THEN 
WIUTE <8, !03!01 
ELSE 
WR!TE (8, !011201 
FI<.JDIF 
RAIO DE COijF!ANCA HAXH10 
Wf<!TF(*,*l 'RAIO DE C!mFIANCA 11AX!I10 --- I ' 
ACCEFT ~-, H11AX 
RAIO DE CUNFIANCA INICIAL 
RCI.IN "' 11111\X 
SAI·IEX '' . FALSE. 
l!HCIAL.IZA 1'1ARCPtDORES USADOS E:l-1 SUüF'fW 
FGJ "" . FALSE. 
FGEP ""' . F ALSE . 
FLEP ..... FALSE. 
F!'iEC ·-· . FALBE. 
FhEP "" . Fr.'iLSE. 
DF. r~ E: "·' . FAI.,f:IE. 
tmTOi "" . FALBE. 
HAIUIP!l " . FALSE. 
CONTADOR DE ITERACDES 









































IF (. NUT. SAI1EX! THEN 
CALL GKBK <XK, GK, BK, IPRB, N, NF, REPSGRD, FALHA> 
t<''"K+i 
EI,Dl F 
!F C.NOT.FALHA! THEN 
CALL SUBPRB <K, N, RPRB, RCON, XK, GK, BK, SK, QSK, 
S ISOL, SAMEX ,GK, RK, W, C, U, DIM, ENXK, 
S ENG, A, B2, 02, R2, WC, GC, CC, UC. DIM2, 
$ SI, SGEP, SLEP, FSI, FGEP, FLEP, DE2E, 
$ Fl1EC I 11GEC J Fl'lEP I 14GEP' ORTOi 1 Hr"lF\IWB' 
$ EPS.iRD,EPSCOI~, EPSPRB,EPS2ES,E11ACH, 
I MAXNEW, MAXLI, MAXL2) 
IF (1SOL.NE.0> THEN 
DU I ~ 1 , 1; 
XKi(I) ~ SKCI) + XKll) 
ENDDO 
FI·JSK ''" EUCh!OR ( SK, N) 
IF (.NOT.SAMEX) THEN 
IF CK.EG~il THEN 
C PRIMEIRA ITERACAO 
c 
FALHA "' . LA LSE I 
I<AI.'AL ~ HAWd_ + I. 
FXK "' FUNC <XK, IF'Rl<, N. HF, F~''HAI 
LI... SE 
FXK "' FXI<l. 
EHDIF 
writeC*,*)'funcao em xk = ',fxk 
WRITECB,•>'FUNCAO EM XK- ',FXK 
E!-.IDJF 
IF ( .NUT.FALHAI THEH 
h!AW1L "~ h!AVf)L + i 
FXKI • FUNC IXKI, IPRB, N, NF, FALHAI 
IF ( .l,lOT. FALHA) THFN 
Ai= FXK + i.0D-4 * QSK 
A2 •• FXKI -- AI 
IF IFXKI.LE.AII THEN 
C CONDICAO DE 1'-'lfUH..JO SATISFEITA 
SAMEX ,~, . FAL.SE _ 
BOI••1,N 
XI(( U "' XI(! ( I ) 
F!iDDD 
1.CON = fí'Ht'~X 
F~H ""' . FC-.t .. GE. 
FGEF' "" . FAU3E. 
FLEF' ···· . FALSE. 











FI1FF' ':~ . FALHE. 
DE2E :::: . FALHE:. 
orrnu ~= . F ALnE . 
HARDPB ·~· . FALSE. 
E L. SE 
FALHA Ef1 AI <IH ,JIJ 
BA!·1EX "" . TRUE. 






:tF (( HOT.FALHA).I-\ND.<I<.LE.l<l·ü'1X).{li'JH (f-P">I< c;r iV'-:;í::lli!} 
$ .t)Nü.(<E!..JG.GT.EPHGh:D>.Or~_(lrilJL.IJE (.,)) 
'li- .AND. ((ENG.GT.EPSGfd)f .OI:;:. <IHOL..W~-. t)) 
$ .AND.<CENG.GT.EPSGRD).0R.<ISOL.NE.2)) 
~li . Al'W. ( ( El'H3. GT. EPSlHW) . DF~. ( OAB!3 (f~!(< i ) ) . Ul. EPBGIW J) 
$ .AND.<ISOL.NE.0)) oo·J·o 250 
WIUTE (El, l03:J0) 
!F (. NOT. FALHA> THEii 
!F (JSOL.NE.0) THEH 
IF (K LE.KMAX) THEN 
IF <ENSK.Gl".EPSCON) THEN 
CONVERGIU <MINIMIZADOR IRRESTRI'fQ) 
IF <DABS<RK(i)).LE.EPSGRD) 
I THEN 
HESSIANA SEMI-DEFINIDA POSI"fiVA 
WRITE (*,10335) 
WIUTE (8, 10335) 
E:I'JHF 
NORI"'A DO tmAD I F.'!..JTE 
WRITE (*,10340) ENG 
WfUTE (8, i0:l40) ENG 
WRITE(*, i0:~;::;p) 
Wf~lTE:<B, 10::152) 
DO I :::: i, N 
IF CGKCI>.NE.0.D0l THEN 
WRI'fE(*,i0355) XKCI), GK<I) 






WRITE (*,10390) FXK 
WRITE (8,103911 FXK 
ELSE 
CDNVEHCiiU PELA I'I,I(HH1r~ DA DIRECAO 
WRil'E <•,10350> ENSK 
wrn: n;: ( G, :í. 0:3!50) E I\! SI< 
WRITE (*,i0:i60) 
vmiTE (EJ, 10:360> 
CALCUl_O DO IJRADIEN_I.E EM XKi 
CALL GKBK <XK1, GK, BK, IPRB, N, NF, EPSGRD, 
90 
Ffil.Jh'~~) 
!F C .NOT.FALHAI 1HEN 
DO I !1:! i I bl 
!F CGKI!I.NE.I.II THFN 
WRITE C", 10370) llK CU ,XK i< lI , Gl(( I I , 
XICl CU /GK C lI 
WHITE (8,10370) SK(J:),X!<i(l),GKCI), 
XK:l.(l)/GK(TI 
ELBE 
WRITE <•,10380) SK(l), XKi(J), GKCI) 




WR!TF 1•,113911 FXKI 
WR!TE 18,103901 FXK1 
FNDIF 
WRITE Co,ll400) NAVAL 
WRJTE 18,.\04001 NAVAL 
WRITE <•,10405) K 
WR!TE 18,114051 K 
FLSE 
C NAO CONVERGILJ COM KMAX ITERACOES 
WRITE (M 1 10400) NAVAL 
WR!TE Cll, !04001 NAVAL 
WRITE <•,114111 KHAX 
WR!TE 18,104101 KHAX 
u;nrF 
ELSE 
C SUBPROBLEMA SEM SOLUCAO 
WRITE C*, 1.0400 I t;AVAL 
WR!TE 18,104101 NAVAL 
Wt::.::t:TE (* 1 1.0420) 
W!-'i':lTE (8, 10420) 
EliDIF 
FLSE 
C PONTO FOf~A DO DOI1HHO DA FUNCAO 
I . e 
WRITE <•,10400) NAVAL 






EI'D I F 
GLOSE llll 
11110 FDRHAT CIX, 'RESULUCAU DE PROBLEMA DE MJNINIZACAU RESTRITO A UHA', 
$ /,iX,' BOLA EUCLIDIANA, USANDO REGIAO DE CONFIANCA',/) 
l 0020 FORMAl <i X, 'E IH RE COií O NUMEIW Dll SUBPRIJBLEITA O C•!FI\ll I ••l'l! ' , 
$ I,~·JX, 'IPRB ... > ',$) 
1.\)030 FOHHAT (1.X, 'POStJIBILl[lADES F'AHA ü t'i':AlD no Pfi:OE!l .. E.l'1f'1 
$ /,::iX, '1. ·-) !'\:AIO GRAb!IJE ',/,~'iX, 'i~""> fú'HO PE:ütJENO 
~~ / ,~:;x, 'SUA OPCAO -·> ', $) 







'!> /,;·'iX, 't '"·) I~U J!·JlEf\Hm ',;,:·.·;x, 'E1 · > !'l(l 1 fiiHJ!l: I!Ul 
$ 1, ;;x, ·suA OPCAO "~ > ·, $ > 
10090 FORMAl I IX, 'FUNCAO DE ROSENBRUCK',/) 
10101l FOI<I1AT llX, 'FUNCAO DF FREII!IFJ;STETN E IWTH' ,f) 
_1\Hlií) FfHd1AT (1X, 'HLLJCAL VAI.LEY FUHCTHJH' ,/) 
tf•1.?(1 FUf~Ht~T (j_X, 'FUHCAO E:XP6 VE HTGUS' ,/) 
:t0i31<) FORiíAT (iX, 'FUI~CAO GAUBBJANA' ,/) 
1.0l40 FORHcH I IX, 'FtmCAO 11AL ESCALADA DF POWFLL', ll 
11158 FORMAl CIX, 'FUNCAO DA CAIXA TRIDIHFNSIONAL',/1 
i 0160 F0!:;:!1AT ( l X 1 'FUhiCAO VAH I AVELI1ENTE DI li!::J~;3 I O!'</ ADA ' , I) 
10170 FORMAl' (1X, 'FUNGAO DE WATSON',/) 
10180 FORMA'f (iX, 'FUNI:AO PENALIDADE I',/) 
11190 FORMAl C IX, 'FUNCAO PENALIDADE 11',/) 
10200 FORMA'f <iX, 'FUNGAO MAL ESCALADA DE BROWN',/) 
11210 FORMAl C IX, 'FUNCAO DE BROWN E DENNIS',/1 
t0E20 FOHI1AT liX, 'GULF I~EliFARCH AND DEVELllf'I1EIH FIJHCTHIW ,f) 
11230 FDRMAT I IX, 'FUNCAO TR!GONOHETR!CA',/1 
l0c!40 FIIF<I1AT ( l X, 'FUNCAO DE f<OSFNBH{}CI( ESTEI;DI DA' , /l 
10P50 FOf<MAT (i. X, 'Flli~CAD BII-!GULAR DE F'OWELL ESTEHDIDA TI:;:AN~:;L.Aür'êjl.!(\' , 
$ ' DE ( i ' .t ' ... I i ) ' ' I) 
l0P60 FUI<I1Al ( l X, 'FUNCAIJ DE !JEALE', I) 
101'7<1 FIJR11AT OX, 'FUNCAO DE WOOD' ,/) 
10280 FORMAT (1X, "RAIO DO PROBLEMA -) ',iPE14.7> 
l0c'90 FORI1AT I 1.X, ' C HA HJ llRANDEl ' I 
103v)0 FD!·(!1r1T (J.X, '(RAIO PEOUE.NO) '> 
10~10 FORMAl C IX, 'PONTO INICIAL NO INTERIOR' I 
10320 FORMAI CtX, 'PONTO INICIAL NA FRONTEIRA'I 
10~180 FOR!1A'f C1X, '---------------------------------------·--·-------1 • ____________________________ ., 
1.033:~j Ft:H\11AT <:tX, 'HE:SBIAf,{A Sf."::!'1I··~DEFII~IDA POHJTIVA' ,/) 
!0J40 Fllf<ri,U li X, 'I;Of~MA [I() GRADIENTE , ', IPEJ4.7 ,/) 
!034:5 FDI111AT C IX, 'POIHO ESTHAHGIJLADO PELA BEQIJENCI.~ !IE Ri\IOG DE 
$ 'CONFIANCA' ,/, ' .... UETIMIJ llAIIJ , ', iPE!4.7,/) 
:1.0:348 FOH11AT <iX, 'NI-'11EfW DE AVALIACOES DA FUNCAO ATE O 11fH1E!ilO: ',E:;) 
i0350 FORliAT (iX, 'NOR\1(-l DA DIRECAO: ', 1.F'Ej_4.7,/) 
tll<3~5i~ FORMAT (i X, '-·-·,-- .. -- XK (I) -------- GK ( l) -··-·-') 
10355 F'ORMAT (iX,2CiPEi4.5,2X) ) 
1.03;"17 FOW1AT C1.X,1.PE:1.4.:5,2X,' -·----· .. ·--~-') 
10360 FORMA'f <iX,·------ SK ---------- X<K+l) -------- GK+1 -·~--
$ ' .... XK+t(J)/GI<+i.(I) ·-· ') 
10370 FORMA'!" CiX, 4(i.PE14.5,2X) ) 
1031l0 FOI~MAT OX, 3(lf'Eí4.~';,2XI,' ·-·-·-·--·-··---·---·- ') 
103?0 FUHI1AT (i X, 'VALOf< DA FliNCAO NO PONTO SULUCAO , F (X) " ' , 1 F'U4. 7) 
i0400 FOf?l"lAT ( tX, 'NUMEFW lO TAL DE AVALIACOES [1[ FUh!CAO : ', I:.'.i) 
i04Y)::.; FORMAl ( tX, '1·-lU!íFF..:O TOTAL DE lTERtH:;m;:s : ', 1~3) 
liJ4i.'? FORiiAT (1.X, '[) 11ETODO NAO CONVEHGIU El1 ',Ia,' ITLHACOEH'> 
i04i::~0 FORI1AT (iX, 'BUfWROBLEI1A SEI1 SOLUCAO -> li<.ITEf\mJF'CAU') 

























































SUl.iFi~OUTlNE flUBPRB<t<, h!, r\P, RCK, XK, GK, LO<, S, Qf), JCUL, ::d-iHl:X, 
OI(, 11:1<, W, C, U, DJ11, EHX1{, EHO, {\, nr.~, Oi.!, F~i!., WC, UC, (_:(:, 
lJC, DIM2, SI, SGEP, SLEP, FSI, FGEP, F'LEP, DE2E, ~M~C, 
!1GEC, F!"\ E F', HGEP, Ut~Tni, t-l('ll'~l'.IPB, cr:>~Jtlr~n, EPBCUI~, LPhf'l~l~, 
EPS2ES, EMAC~!, MAXNEW, MAXli, HAXL2) 
RESOLUCAO DO K-ESIMO SUBPROBLEMA 
PARAI'iETr<o~:; 
HE'AL-x-n f\P, F<CK, XK(t), G!<(i), f!K(50,i), í3(:i.), lW, 
OK<~:i0,;'50), ftK(~i0), WC~:i0), C(?i(?), lJ(~7!0), FhiX!(, EH\J, 
AC50,50), B2(50,50), Q2(50,50}, R2<50), WC(~0), 
GCC50), CC<S0), UC(50), SIC50), SGEP<50l, 5l_Er'(S0), 
1"\GEC' 11GEP' E:F'SHRD I EF'SCObl' EF'SPI:;:B' EF'bí2ES' EHACI·! 
IN'fEGER K, N, lSOL, DIM, DIM2, HAXNEW, MAXL.i, MAXL2 
LOGICAL SAMEX, FSI, FGEP, FLEP, DE2E, FMEC, FMEP. 
$ URrO i , HAfU!F'B 
RP = raio do problema 
RI~K = raio de confianca 
XK - k-esimo ponto 
GK = k·-esimo vetor gradiente 
DK ~ matriz hessiana do k-esimo subproblema, c1ue ~proxima 
o hessiano do problema no ponto XK 
S ~ direcao solucao 
\)S "'' valm" da qu:;,\dr<·.\t:i.ca na solucao 
QK - matriz ortogonal <colur1as = autovetores de BK) 
RK -· vetor dos autovalores de BK (ordt~m crescente) 
W = vetor BK XK 
C '"" vci:or (Q!( H UK 
LI =vetor (QK)t XK 
ENXK = norma euclidiana do vet(Jr XK 
ENG - norma euclidiana do vetor GK 
1!\ ···· mc·d:r:L~ cuja~; colunas formam bt:\Ee or·tonormal P<Ha 
o con!p)smento ortogonal de XK 
B2 ~" PI"Oduto At-KHK*A (he~;~:;ian<.\ d<:~. qtu.tdl·~.l.t ica n!~ mud;),l\Ca di:·: 
variaveis para a (n-2)-esfera) 
02 = matriz ortogonal <colurlas = autovetores de B2) 
R2 = vetor dos autovalores de (A)t BK A (ordem crescente) 
wc (1\)t w - vet m-
GC (A) t. UI( = Vid:nr 
CC (üf.?-H GC "~ vet 01-
UC (02H WC ~ vet. m-
SI = solucao irrestrita 
SGEP = so1ucao global na esfera do problema 
SL.EP = solucao local nao global na esfera do p\·of)]ema 
MGEC - multiplicador de Lagrange correspondente a SGEC 
HGEP - idem para SGEP 
F:PBHI\D ,~, pr·ec:is~ln pan·\ clf:~tect~''tr. "ha1 .. d C<'l~:>e" 



















































EPSPRB = precisao r~ra resover· na esfet·~ do pr·oblr·•n;' 
EF'!1PFS "' prec:i.•·;"o par·a I"C"iolvc-r ll<:\ (!l"·L:) "C'.·>fct -,,, 
EMACH ; precisao da maquina 
K = cor1tador de iteracoes do algoritmo 
N dim~riGao do stJbproblema 
ISOL = codigo do tipo de solucao obtida 
0 --) subprc1blema sem solucao 
i -> solucao global na esfera de confianca 
2 -> solucao local na esfera de confi~rtca 
3 -> solucao global na esfera do proble1na 
4 -) sc1lucao local na esfera do problema 
5 -> solucao global na (n-2)-esfera 
6 ·-) sol11cao irrestrita 
Dll•1 ''" dimFnsao do autoe~;paco •~s;sociado ao menor autov;~lm·· d1· t:n< 
I)IM2 = iden1 para o menor autovalor de B2 
MAXNEW = numero maximo de iteracoes para NEWTON 
MAXL1 - n11mero maximo de iteracoes para a fase 1 de M!NLUC 
MAXL2 = idem para a fase 2 
SAMEX - indica resolucao do subproblema com o mesmo ponto XK 
e diferente raio de confianca 
FSI = factibilidade de SI 
FGl:P = factibilidade de SGEP 
FLEP = foctlbllldodR de SLEP 
DE2E = marca deccJmposicao espectral r1a <n-2) esfera 
FMEC = existe l"ultiplicador global na esfer·a de conflanca, 111~~ 
•~ Sfducao assac:iad<i <:--:-' int'active1 
FMEP = idRm na esfera do problema 
DRTDI ·· GK ortogonal o SI 
<Si: autoespaco associado ao n1erlor autovaloí· de BK) 
HARDPB ocorrencia de ''ttard-case'' na esfera do p\-oblE\!Ia 
VARIAVEIS LOCAIS 
F<:Etll .. MB XKi<~:i0),E{;;;0), F(;')0), V<e-10), Y(~!0), 
SüEC { ;')0) I SL.EC ( ~:i0) 'SG2E ( ~)0) J 
C01(50), C02C50), C03(50), SNM(50), POS(50), 
TA, TC, T, MI0, E:NCEI~, ENV, ENSNM, 
ENCOi, ENC02, ENC03, ENCON, ENPRB, ENAUX, 
AUX, ALCA, BETA, RHO, INFINITO, FI, FILJN, 
QSI, OSGEC, QSLEC, QSGEP, QSLEP, OSG2E, QSOL 
INTEGER M, IFAIL, KONT, ERRO, I, J, KONl"i, KONT2, liJEC 
LUGICtJL FGEC, FLEC, FG2E, OHT02, CH~T0:3, Hr~RDCK, HARDPE 
XK1 k+i-esimo ponto 
E,F = vetores auxiliares 
V = vetor da t·ransformacao de Househol1!er 
que leva (i/enxk>•xk em ei (io. vetor 
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HLE:C '"' '"->n1ucao lnc;·_\1 rn,w glob-al nH FSfCI"a de cun r-ii'l.!ll'i'.\ 
sn;·_:~c "~ noluc<'iO global n;'.'ltii- 2 esff:l-·i·.-~n (t::-:~i--fera H---; __ ~ d:Lmci!H.lo!t<'l' 
COi- vetor dos co-senos dos angulos entre GK e os autoveto1~s 
<lj''"aKiado!c.> ao menor ;;\utov<õ\lor de BK 
CIJ2 - idem para os angulos er1tre W - GK e ClB autovclo1·cs 
associados ao menor autovalor de DK 
L:03 = idem para os angulos entre CA)t CGK + alfa * W) e os 
au!:ovetares associados ao menor autovalor de B2 
SHM = solucao de norma miniu1a 
F·os = projecao da origem do outro sistema de coordcr•adas 
·rA, TC = coeficientes de equacao de segundo grau 
T = variavel de equacao de segundo grau 
MI0 • multiplicador de Lagrange 
ENCEN = norma euclidiana do vetor centro da (n-2)-esfera 
E.NV = nor·ma euclidiana do vetor V <transf. Householder) 
ENBNI1 = norma euclidiana da vetor solucao de rlorma minima 
ENCEit - norma euclidiana do vetor COi 
ENC02 - idem para o vetor C02 
LNC03 - idom para o v•lor C03 
ENCUN - norma do candidate a solucao para testar factibilid~dP 
na bola de confianca 
ENPRB - idem na bola do prot1lema 
ENAUX = norma do vetor auxiliar 
AUX = variavel auxiliar 
ALFA, BEl'A = escalares utilizados na Cn-2)-esfera 
RHO = raio da (n-2)-esfera 
IHFINI·ro = auxiliar na obtencao do menor valor da quadratica 
FI= narma-2 da direcao S, 8 + XK, ou Y (ou quadrado dela), 
confonne se flstr-d<~ P:-:solvendn na €-;s-fE·r<."' de c:nnfianca, 11<·-< 
esfera do problema ou na (n-2) esfera 
FILIN = derivada de FI <dFI/dMI) 
QSl = valor da quadratica em SI 
QSGEC - valor da quadratica em SGEC 
QSLEC = valor da quadratic:a em SLEC 




valor da quadratica em SLEP 
= valor da quadratica em SG2E 
-valor auxiliar na tJbtencao do 
M"'N-! 
w:i.n :i. mo 
IFAIL - indicador de erro para F'02ABF (r·olin~ d~ NAG) 
l<tlh!'f '"' numcl-n de iteracoes efetu-;:\do em NL:WTUN 
ERRO ~ codigo do tipo de saida para NEWTON e MINLOC 
I, J = contadores au,ciliares 
KONTi = nlimero de iteracoes efetuado na fase 1 de MINLOC 
KON"f2 = idcn1 para fase 2 
IDEC = indice declarado para linhas r1as ntatrizes 
FGEC = factibilidade de SGEC 
FLEC = factibilidade de SLEC 
FG2E = factibilidade de SG2E 
Of<T02 = W •• GK tlrtogonal a. S:t. 
ORT03 = CA>t (GK + beta * W) ortogonal - ("'') d ~-,c. 
(S2: ;::~,utoe~:,p;cn:Q "'"•~>ociado ao uwnor· ~.\Utov.alol· de J-;.(_7) 


































double prRcisiorl DSQR·r (LIBRARY/FORTRnN) 
double precision EIJCNOR 
doublE precision QUAD 
SUBRO"fiNAS UTILIZADAS 







INFINITO • 1.10+30 
IDFC =~= ~i0 
11••1,··l 
I>IRITE <*,*) 'llERf-1CAO ',1< 
WfdTC (fl, l00101 
IF (.NOl".SAMEX) THEN 
WRI"fE (8,10020) K 
Wf<ITE lll, 100:101 
DD I "" 1. , N 
WR!TC 18,101411 !, XKIJI, GKIII 
E!·~nno 
FITDlF 
WRITE (8,10050> RCK 
!F I. NflT. BAilE X I rl·fEI; 
!JECOI1F'OHICAO ESPECTRAL DA 1·1ATRIZ HESSJ:AI··.tA BK 
UTILIZANDO A ROTINA FI2ABF DA NAG 
IFAIL • i 
c:ALL F02ABF <BK, IDEC, N, RK, GK, IDEC , E, IFnlL) 
IF ll.FAIL,NE.IJ THEN 
WRITE 18,lll601 IFAIL 
STOP 
LND!F 
DIHENSAO DE Si C AUTOESPACO ASSOCIADO A RK<i) 
l ., l. 
HEPITA 
I "'' I + i 
AUX ~ DABS<RK(i) - RK(l)) 













































MINIMIZADOR IRRESTRITO <CARACTERIZACAO DO HARLI C~SE) 
-·---------·- -----·------ -------------
CALCULO DO VETOR C = <OK>t GK 
CALl. PREMULT (QK, N, N, GK, C, .l.RUE.) 
CALCULO DO VETOR W • IBKI XK 
CALL PREMULT CBK, N, N, XK, W, .·rRUE.) 
CALCULO DO VETOR U • IQKit XK 
CALL PREHULT IQK, N, N, XK, O, .TRUE.I 
ENXK • EUCNUR IXK, Nl 
ENG = EUCNOR <GK, N) 
lF IRKIII.GT.I.DI) THEN 
HESSIANA POSITIVA DEFINIDA 
ORT01. ~"' . FAL.SE. 
ornOí:~ "" . FALSE. 
C~~LCULO DA DlRECAO DE 1-JEWTON (SI) 
F· VETOR AUXILIAR • - IDKI-1 IQKit GK 
DO I •• I , N 
ECII - - CCII I RKCil 
END DO 
SI• VETOR QK E • -QK IDKI-1 CQKII GK 
c,~LL PREMULT (QK, I•I, N, E, Sl, .Ffü_SE. 1 
CALCULO DAS NOh:l·1AS PARA TEHTAH A FAClliHLIDAl!E DE SI 
ENCON ~ EUGNOR CSI, N> 
DD J '"' :t , N 
XKi(J) = SI<I) + XKCI> 
END DO 
ENf'f<B "' EUCHCIR ( Xtc 1, N I 
FSI ""' ( ( ( CENCON-F~CI<) /ENCOI..J) . LE. EF'SCfm) . ?'i!·~lJ. 
<CCENPRB-RPI/ENPRBI .LE.EPSPRBI) 
ELSE 
HESSJANA NACI POSITIVA DEFINIDA 
FSl "" . FALSE. 
CALCIJLO DOS VETORES ADIMENSIUNAIS COi E C02, QUE t:ARACTER1ZhM A 
















DO I "' I, H 
E(I) W(l) - GKCI) 
Ehm 00 
ENAUX • EUCNOR IE,NI 
DO I ,., l.IDJf"i 
!F IENG.NE.I.DII COII!I • CI!I/ENG 
!F IENAUX.NE.I.DII THEN 
AUX '" 0. DI 
l.Jí.J j "'' i 1 !\1 
AUX • AUX + QKIJ,ll * EIJI 
END DO 
C02(1) ~ AUX/ENAUX 
E!>lDlF 
Cl'-ll! no 
!F IENG.FQ 0.001 THEN 
OHHH ··- . F(~L~lE. 
t.::LSE 
ENCUJ • EUCNOR ICOl,DJMI 
Dlnllt • IENC:Oi. LE. EPí:lHIW! 
ENDIF 
IF IEUAUX.EO.I.DII THEN 
OHT02 ··· . F P1LSE. 
ELSE 
ENCD2 • EUCNDR IC02,D!HI 
OfH02 -- ( ENCDí!. .L. E. EPSHFUI) 
EI<DIF 
WRJTE 18,110701 RKill 
IF COR'fOi) WRITE <8,10080> 
IF CORT02) WRil'E (8,10090) 
END!F 
ELSE 
IF <FSl) THFi-1 
ENCflN = EUCNOR <Sl,N) 
DO l "' 1 , I·J 
XKi(l) ~ SI<I> + XK<I> 
ENO DO 
ENPRD = EUCNOR CXKi,N) 




MINIHIZADOR GLOBAL RESTRITO A ESFERA DE CONFIAN(:A 
JF I.NOT.FB!I THEN 
IF <ORTO:l.) Tl .. lEN 


































































CALL FIFILIN IC, U, f(!(, N, DII1, -I<KIU, Fl, Fl.LJH, l, 
$ . TRUE. , 0. D0, . TI< li F ) 
HAI:;;LJCI< '"'((FI~ <F:CK ** í:~)),LT.EP~;I-mJJ) 
EL~:;F 
HAfWCK "" _F ALGE < 
LIWJ.F 
IF ( HARI>CI() THEN 
HARD-CASE NA BOLA DE CONF'IANCA 
WlllTE (8, 10100) 
CALCULO DE m.J!'1: SOLUCAD DE NORI1A !11NH\(1 F'(\F\A O SlS'TE!·\A 
(BK - RKC1) lrl) S = GK 
F· VETOR AUXILIAR • - ID - RKIIJ lnl+ C 
DO I "' I. , I< 
!F Cl.LE.DlMI THEN 
E(l) "' II.D<l 
ELSE 
Elll • CCII/CRKIII - RKCIII 
EI<DIF 
ENfJ .00 
CALL PREMULT CQK, N, N, E, SNM, .FALSE.I 
CALCIJLO DE POS; PROJECAO DE S = - XK NA VARIEDAUC 
C KER [ BK - RK(i) In ] + SNM J 
E· VETOR AUXILIAR • EID - RKCi) lni+ID - RKCIJ l11l 
DO I '" I, H 
IF ll.LE.DIMJ THEN 
Elll "- IHII 
E L f! E 




r· VETOR AUXILIAR = <GK> E = PROJECAU DE - XK NO SUBESPACU 
KER E BK - RK<i) In ] 
CALL PREHULT (QK, N, N, E, F, .FAESE. I 
DO I '"' t, !~ 
F'Ci\:!(1) '" F(l) + Bl-!11(1) 
END DD 
RESOLUCAO DA EGi\JACAO DE SEGUI~DO Gh:All 
TA * T ** 2 + TC co: 0, PARA OBTER A Ih/TD<HECt1U 
DA RE:l·A QUE PASSA POR SNM E POS COM ~ ESFERA DE CtJNFIANCn 
CALCULO DOS COEFICIENTES 































































































ENSNM = EUCNOR CSNH, N) 
TC "" ( RCI( ··- F:h1Bhll1) -)(· ( RCK + L:!'-ISI>!M) 
IF (TC L.T.0.110) TllCH 
Wl~ !:'l E (H, HJi. H~) 
FUEC "'' . FALHE. 
WHI'lE (B, :\.0lP0) FGFC 
ELSE !F nc E<l 0 D0J THFN 
T "-'' 0. D0 
ELSE 
COEFICIENTE DO TEJ(MO T *1<· í:.": 
CASO A F'fliiJEU,IJ DE ···XK EIT KER C BK - Hl< (I í In] llF.IA I~IJU1, 
TOMAR DIRECAO DO PRIMEIRO AUTOVE"fOR DE BK ASSO(:IAD(.l A RK(i) 
AUX ' 1 EUCNOH I F, H) 
I F I AUX . EQ . 0 . D'ó l THEI; 
T '"' tlH<Hn<TC) 
VO I '"' i, N 
F U. J 11 ()f< I J , il 
EHDDO 
ELSE 
·r= <DSORT (TC))/AUX 
EH!HF 
CALCULO DO CANDIDATO A SOLUCAO 
!F ITC.GE.I.D01 THEN 
DIJ l 11 I , N 
SGEC(l) = SNM<I) + T * F(l) 
XK1(1) = SGECCI> + XK<I> 
END DO 
TESTE nA FACTl.Bll.IDADE NA BOLA DO f'fWBLEITA 
ENPRB • EUCUUR IXKI, Nl 
FGEL: = (((ENPRB- RP)/ENPRB).LE.EPSI~RBl 
WRll"E (8,10120) FGEC 
EhlDIF 
F!1EC "" . F,;u;t:. 
ELf:lE 
1'11\U OCORRE HARLH::ASE HA BOLA DE CIJHFIAI'JCA 
INIC!ALIZA MULTIPLICADOR DE LAGRANGE 
MI0 = -RK(i) + 0.5U0 
CALCULf1 1\AIZ DA EQUACAO i/FI <MI) ~ i/RCK 
CALL NEw·roN (QK, C, XK, U, RK, SGEC, I~, DIM, RCK, MI0, 









































IF CERRO.EQ.ll THEH 
C ERRU ~ i -> SUCESSO EM NEWl'ON ,. ,, 
I . . 
liCJE:C '"' I•H0 
WRI_l_E (8,10130) KONl' 
C TESTE DA FACTIBILIDADE DE SGEC 
I' 
c 
no r •• J., H 
XKi(J) = SGECCI) + XKCI) 
EI1D DO 
FIWF<B •• EUCmiR C XK i, H I 
FGEC •= (((ENPRB- RP)/ENPRB).LE.EPSPRB> 
FMEC = <.NOT.FGEC) 
WRITE 18,!0!201 FGEC 
ELSE 
C ERRO ~ 2 -> KONT > MAXNEW 
c 
c 
WRITE 18,11!411 MAXNEW 
FGEC := . FAL.SE. 
FI1EC .... FALSE. 
E.ITD I F 
FITlllF 
C MINIMIZADOR FOCAL HAO GLOBAL !ESFERA DE CONFIANCAJ 
I . ' 
IF C<·-RK(i).GT.0.0D0>.AND.<-RKC2).LT.0.0D0)) l'HEN 
Cr:'d ... L FlFILIN (C, tL R!<, N, lHt1, 0.0D0, FI, FILI!'-1, L 
S .FALSE., 0.0D0, .TRUE.) 
ELSE: 
FI • 0. 0D0 
um r c 
lF ((0RT0i).OR.CDIM.GT.i).OR.(Fl.GT.<RCK••2)}) ·rHEN 












FLEC "" , F'ALSE, 
EL!:>F 
IF I FlíEC I THEN 
EXISTE ;wLUCAO GLOBAL, MAS H-IFACTlVEL 
ERRO "'' i 
Cf;LCULO DE SLEC PELO ALGORITI10 DE liAF\THJ.EZ 
CALL HIHLOC < GK, c, XI<, u, F:K, SL.EC, t~, n:C!<, t~ínFc, t 1-·t.r flH, 
t , ERfW, I) IM, l1fiXL i , MAXL~?., 1< O! H i , !{OI fi P, LHtd.:H J 
INICIO DU CAbE 
GOTO 110, 28, 31, 481 ERRO 
101 
nn r o ~'i4~J 
il crn~TINUE 
c 
r ERRO ~ i -> S!JCESSO EM MINLOC 
WRITE<8,10150) KUNTi, KON'f2 
c 
C TESTE DA FACTIBILIDADE DE SLEC 
c 
c 
DO I"" 1., !·J 
XKllll • SLECC!I + XKIII 
FI•W DO 
ENPRB • EUCNDR CXKI, Nl 
FLEC •• I I I ENPI'B ·• F<P l /EM'RB l . LE. EPFWI<l1) 
WRITE 18,111611 FLEC 
FJOTO l7i0 
20 CONTINUE 
1; ERRO = 2 -) NAO EXISTE MINIMIZADOR LOCAL NAO GLOBAL 
C Nl\ CSFEHA DE CONF!ANCA 
c 
c 
FLEC '"' . FALHE. 
WIU.TE IH, 10170) 
UUTO ;:;0 
30 CONTINUE 













WRITE 18,10180) MAXLi 
FL.EC •• . FALSE. 
GDTO ~;í0 
CONTINUE 
ERRO = 4 -) KONT2 ) MAXL2 
WF~ I TE ( B, i 0 i 90) NAXL2 
FL.FC "" .FALSE. 
COI;TINUE 
FHi DO CASE 
E:LBE 
FLFC :::: . FALHE. 
WRITE CB, 111681 FL.EC 
Eh!DIF 
E H lHE 
11HHMI:Z:AlJOR GLOBAL RESTRITO A ESFERA DO F'ROBLE!•\(:1 
IF U3r41·1EX) THEN 
IF <FGCP} THEN 
ENI;ON = EUCNOR <SGEP,N) 
FGE.P ~" < ( ( ENCDI\! - RCK) /ENCOIIJ) . LE. E:F'~:;coN) 













































I ' ' 
I ' ' 
I ' ' 
Wld I E ( 8, HH.:.'OO) FGEP 
ELSE 
!F IOIHili<') THEH 
DETECTANDO POSSIVEL JiARD-CASE 
AVALIANDO FIC-RK(i)) = (NORMA(S+XK))WW2 E FILIN ~ DFI/DMIC RKíl)) 
CALL F!F!L!N IC, U, RK, N, DIH, ~RKIII, FI, FlllN, 2, 
.TRUE., 0.D0, .TRUE.> 
HARDPB- ((FI- (RP ** 2)).L'f.EPS.IRD) 
ELSE 
HARDPB '"' . F AI... SE. 
E!;D !F 
IF ( HAf~DF'lJ) THFN 
HARD-CASE NA BOLA DO PROBLEMA 
WHITE (8, Hl2!0) 
CALCllLO DE SNM: SOLUCAO DE I~ORMA MINIMA F'~RA O SIS-fEMn 
IBK - RKI!I In! Z • CBKI XK - GK 
F, VEHIH é!UXILJAI~ ~ II!Klt CDIO XII·~ IGKH W 
E< VETOR AUXILIAR • ID - RKI!I Inl+ IF - Cl 
CALL F'!::.:EI"iUL T ( üK' N I N' w' F'' . TFdJE. ) 
DO I •• 1 , t; 
IF (l.LE.DlHI THEN 
E< I) -· 0. D0 
E:LBE 
Elll • IFIII - Cllii/IRKIII - RKI!II 
E!iüiF 
El·{ü DO 
CALL PREMULT IOK, N, N, E, SNH, .FALSE. I 
CALCtJLO DF POS: F'r.:OJECAO DE Z ·•· XI< 1'-11~ VAHIEDADE 
{ KER [ BK RK(i) Ir1 J i· SNM J 
F· VETOR AUXILIAR= [In 
DO I "' I , t; 
!E II.LE DIMI THEN 
ECO :::: U(I) 
ELHE 
E I I l ... (i . DO 
EHDIF 
El'>lD DO 
F: VETLlR AUXILIAR= (QK) E= PROJECAO DE XK NU SIJBESPAC:U 
l< ER [ Bl< .-~ RK ( i ) .[o ] 
CALL PREMULT (QK, N, N, E, F, .FALSE.I 
DO I :l.,N 





























I ' ' 
c 
I ' ' 












I ' ' 
c 
F!~l! DD 
REGOUJCtli:J VA EOUACAO DE ~3EGUNDO GRAU 
TA * T ** 2 + TC = 0, PARA OBTER A IN'fERSECAO 
IJA RETA QUE PASSA POR !31>111 E F'DS COJ1 A ESFEHf.'1 VO F'I:WEILLHf1 
CALCULO DOS CUEFICIEN'fES 
CDEFIC!ENIE DO TERMO INDEPENDENTE 
ENGNI1 1" EUCI;Or< I SNií, N I 
TC • IRP + ENSNMI o IRP - ENSNHI 
IF ITC,LT,I,DII THEN 
Wf~lTE <B, ttt)E20) 
FGEP "" .FALSE. 
WRITE (B, l0í?.0,~) FGEF' 
EIGE IF ITC,EO,I,DII THEN 
T '"' 0. D0 
E L. SE 
COEF. DO TERMO T ** 2 
CASO A PrW,JECAO DE XJ< EM I<ER CBK "" RK (i) In J SLJr, NULA 
TOMAR DIREGAO DO PRIMEIRO AUTOVETOR DE BK ASSOCIADO A RKIII 
AUX • EUCNOR IF,NI 
!F IAUX,[Q,I,DII THEN 
T ::= DBQRT<TC) 
DO I 1" L N 
F (l I 11 QK I I , 11 
ENDDO 
ELf:iE 
TA "" AUX ~H~ Z~ 
·r= (DSQRT CTC))/AUX 
EHDIF 
Ei'W!F 
CALCULO DO CANDIDATO A SOLUCAO 
IF ITC,GE,I,DII THEN 
DO I "1 i , N 
SGEP(I) = SNM<l) + T * f'(ll - XK(I) 
FND DO 
TESTE DA FACT!BJLIDADE NA BOLA DE CONFIANCA 
FITCUN " EUCNOR ( SGEF', N I 
FGFP 1" I ( ( ENCFm - f<CK I /ENCON I , LE. EI'SClHT) 
WRJTE <8,112001 FGEP 
ENII!F 
Fl'lEF' ""' < F ALSE . 
EU~ F 
















I ' ' 
c 





HJ0 = ·-RK(i) ·t 0.5D0 
CALCULA RAIZ DA EQUACAU 1/F!IH!I • 1/RP 
CALL HEWTUbl (GK, C, X!<, U, Rk, sr;cr:·, H, UH), f(1··, l·il~.J, 
EF'GPfm, !1riXNEW, í-~~~ E!-dW, !(OIH, nL ftY! 
l F I ERIW, E <i, I I THEH 
ERRO = 1 -> SIJCESSO EM NEWTON 
11GFF' "" MI0 
WRI'fE (8,10230) KONT 
TESTE DA FACTIBlLIDADE DE SGEP 
ENCON = EUCNOR CSGEP, Nl 
FGL:P '" I I I EITCim •• I<CII I /EHCIJN I . LE. LPSCim I 
FlíEP "' , Nlll. FGEP 
WRITE 18,112111 FGEP 
ELSE 
ERRO • 2 -> KONT I MAXHEW 
WRITE <8, 10240> MAXNEW 
FGEF' ,~, . F0LrlE. 




liiNIIíiZADIJI< LOCAL NAO GLOBAL (ESFERA DO PFWBLEI1AI 
lF ( (-·ri:l< ( :t). GT .0. ~)D~)). MW. (·--RK (;;~), LT. G}. 0110)) THFii 
CALL FIFILIN (C, IJ, RK, N, DIM, 0.000, FI, FILil~, 2, 
$ .FALSE., 0.0D0, .TRUE.) 
E L. SE 
FI "'"' 0.0D0 
ENDIF 
IF ((0Rl"02).0R.CDIM.GT.i).OR.CFI.GT.(RP**2)J) ltlEN 
NAO EXISl'E MINIMIZADOR LOCAL NAO GLOBAL 
FLLF' "' , FALSE, 
ELSE 
IF ISAHEX.AHD.FLEPI THEN 
ENCON '"" FUCNOH ( Sl .. FP, N) 
FLFP • IICENCON- RCKI/LNCONI .LL FPSCONI 
WRITE lll, 10,~i01 FLEP 
EL~;E 
IF <FiíLPI THEN 









I ' ·' 


















rrmu ·~' :1. 
CALCULO DE SLEP PELO ALGORITMO DE MARTINEZ 
CALL. 111NL.DG (01<, C, XK, U, r(K, SL.FP, 1'~, F<P, hGE.P, 
$ EPSPRB, 2 , ERRO, DIM, MAXL1, 11AXL2, 
I KONTl, KONT2, EHACHI 
INICIO f.lü CABE 
GOTD llll, 120, 130, 1401 ERRO 
GUTO t~50 
CONTINUE 
ERRO = 1 -) SIJCESSO EM MINLOC 
WRITE 18,102601 KONTI, KONTE 
TESTE D{\ FACTHHLlDADE DE SLEF' 
ENCON • EUCNOR ISLEP, Nl 
FLEP • ICIENCUN- RCKI/ENCONI.LE.EPSCUNJ 
WRITE 18,112501 FLEP 
DOTO 1.~:i0 
COIHINIJE 
ERRO = 2 -> NAO EXISTE HINIHIZADUR LOCAL NAO GLOD~L 
NA ESFERA DO PROBLEMA 
FLEF' '": . FALHE. 
WfnTE (0, i0i270) 
GOTO i ;50 
CONTINUE 
WRITE 18,112811 HAXLi 
FLEP • .FALSE. 
mno 150 
CIJI<HIIWE 
ERRO = 4 -> KUNT2 ) MAXL2 
WRITE (8,10290) HAXL2 
FLFP •o • FALSE. 
CONTINUE 
ELHE 
FLEP -· . FALSE. 





















I ' ·' 





















MlNIHIZAtiOR GLOBAL RES'fRITO AS DUAS ESFERAS - CN-2)-·ES~ER~ 
80 PODE HAVER SG2E SE NENHUM DOS MIN. GLOBAIS l'IVER SlDl) UDTlDO 
!F li .NOT.FGECI .AND.I.NOT.FGEPII THEN 
IF IENXK.EQ.I.D01 THEN 
FGEE ';~ . FALSE. 
WRITE 18,103011 FG2E 
E L. SE 
NORMA DO VETOR CENTRO DA CN-2>-·ESFERA 
ALFA= <CRP+RCK>*CRP-RCK))/(2.D0 * ENXK) -1 0 5D0 * ENXK 
LNCFN ":: DABS(ALFA) 
!F IFNCFN.EQ.RPI THEN 
IN-21-ESFERA E' UM UNICO PONTO 
WIUTE 18, !03!01 
AIJX ,, RCK I ENXII 
DU I '' i, N 
!F IRP.GT.RCKI THEN 
BGEE (I) ~": AUX * XI( (I) 
ELSE 
SG2ECI) -- AUX * XK<ll 
ENDIF 
EI~D ))() 
FGEE ::: . TmH::. 
WRITE (8,10300) FG2E 
EL.llE !F IENCEN.GT.IWI THEH 
NAO EXISTE CN-2) ESFERA 
FGEE "'' . FALSE. 
Wf\IlE <8, 1031:~0) 
IF ( (RF'. LT. RCK). AND. (F\F'. L r_ (f.;CK·-·ENXK))) Wl\lTE <H, 1.~lJ:l'fi J 
!F IIRP.GT.RCKI.AND.IRP.GT.IRCK+ENXKIII WRITE 18,101401 
EU.} E 
R~UO DA <l'l-2) -ESFERA 
RHO = DSQRT <CRP + ENCEN> * (I~P- EN~EN)) 
IF ( ( . NOT. SAt1EX) . OH. ( . b!OT. DEi:: E) ) THEN 
111JIHAGE11 DA 11ATRIZ A, CUJAS COLUNA~; FIJRI1AI1 Bt.SE PAIM 
O COI1Pl.FI1ENTU Of<TUGUNAL DE XK 
V: VETOF: DA TF<ANSFORI1ACAO DE HOUSEHDLDER H TAL OUE 
HCXK) = ESCAL.AR M E1 
AUX COIHEI1 ll SINAL DE XK I i I 
AUX ~ l.D0 
!F IXKIII.LT.0.D01 AUX •- AUX 
VIII • IXKIII/ENXKI + AUX 
DO l ,.,, P, N 





ENV • EUCNORIV,NI 
ENV "' EIW ** 2 
r: COLUNAS DE A: <N-1) ULTIMAS COLUNAS DE ~I <A: N x (!1-··1> ) 
c 
c 
DO J "" f!, l·l 
DO I '"' j., N 
H ll,EQ"JI THEN 
A <I, LJ--i)) :::: i.D0 ·-· 2.lH) 'li.· ( V(l) ~ui- i.? ) / FHt.) 
ELUE: 




f' MONTAR MATRIZ CA)t BK A = B2 
C lUSO DE 02 COMO MATRIZ AUXIL!ARI 
c 
(' 
CAL.L MUL'fMAT <BK, A, Q2, N, N, M, .FALSE.> 
CALL MULTMAT <A, Q2, B2, N, M, M, .TRLJE.) 
C DECOHPOSICAO ESPECTRAL DE 82 • IAII BK A !USANDO F02ABFI 
c 
c 
IFA!L '' i 
CALL F02ABF <B2, IDEC, M, R2, 02, IDEC, F, lf-~II_) 
lF IJFA!L,NE,01 T~~N 
WR!TE 18,101611 IFA!L 
~1TUP 
Eh!D I F 
C DIMENSAO DE 52 C AUTOESPACO ASSOCIADO A R2(i) ) 
c 
I F IM , Fü, U THFN 
DII'i2 '"' i 
EU3E 
l '' i 
C REPITA 
161 l • l + I 
AUX: DABS<R2(1)- R2(1)) 
!F CII,LE,MI,AND,IAUX,LT,EMACHI! GOTO 160 
C FIM 
c 
DH12 ""' I '"' i 
EI'!HF 
C C?1LCULD DOS VETORES AUXILIAf~ES 
c 
c 
CALL PREMULT IA, N, H, W, WC, ,TRUE ) 
CALL PREMULT (A, N, H, GK, GC, .l.RUE > 
CALL PREMULT (Q2, M, M, WC, l!C, .TRIJE. l 
CALL PREI1ULT (Qí.?., l'lt !1, GC 1 CC, . TrWl:;:.) 
C ATUALIZA MARCADOR DA MONTAGEM E DECOMPOSICAO ESPECTRAL DE B2 
(" . 















































I ' ' 
FNDIF 
CALCULO DO ESCALAR BETA 
liETA "' IALFA/LNXK) - l,, [10 
IF CR2(i)_G-f.0.D0) l"HEH 
HESS!ANA EIAit BK Al DEFINIDA POSITIVA 
ORT0:3 '"' . FALHE. 
HAF:Oi.~E =-~ . FALHE:. 
E L f~ E 
HESS!ANA liAII BK AJ NAO DEFINIDA POSITIVA 
CALCULO DO VETOR ADIMENSIONAL C03, QUE CARACTERIZA A 
OIHIJGONAL!!JADE DE I A lt ( l1K + L'ElA " Bll " X lO El1 REL, A SI' 
E, VETOR AUXILIAR • IA!t IGK + BETA * Wl 
[I[) l '" i ,1'1 
Elll • GCI!I + BETA • WCill 
EN!l DIJ 
ENAUX • EUCNOR IE,HI 
IF IFNAUX,NE,0,ü01 THE" 
DO I~" i, DII12 
AUX '" 0, D0 
Dü ,J "' t ,11 
AUX • AUX + Q2(J,l) o ECJI 
E"D Dll 
CU31l) • AUX/ENAUX 
EJ>~D no 
E:NC03 ~ EUCNOR (C03, DIM2> 
OR1"03 - <ENC03.LE.EPSHRD) 
ELSE 
ORTIJ:J "" , F ALSE, 
ENDIF 
TF <Df<TO:J) THEI< 
WRXTE <H,t0::l~"J0) 
CALL FlFiliN (CC/ UC, Rf~, !·L DH1P, -TI:E.:U.), FI, 
S FILIN, 3, .TRUE., BEl.A, .·l-RUE.) 
HARD2E- ((FI- (RHO ** 2>>.LT.EPSHRD> 
EL~~E 
HArW2E "' . FALSE. 
ENDJ:F 
ENDIF 
lF I,NOT,HARD2E) THEN 
NAO OCORRE HARD-CASE NA CN-2>-ESFERA 
FJ~rw = 1 




' ' f' F 
' I' ' ;: c 
t 
[ c 
















{ c f 





' c I 
j: c \ 
li c I 
f c i!- ' 












' c !( 
I c c c 
I c j; c 















CALCULA RAIZ DA EQUACAO 1/FIIMII • 1/RHU 
CALI. .. NEWTON ((lf~, CC, XK, UC, f~í?., Y, 1·1, l.l"fHf?, !\H!I, !·\1'0, 
EPS2ES, MAXNEW, 3, ERR~_), I(UNI-, DEl~> 
!F IERRO,EQ,il THEN 
ERRO = 1 -> SIJCESSO EM NEW"fON 
WRITE 18, 113611 KDNT 
CALL PHEMULT (A, N, 11, Y, E, . FAL~JE.) 
DO I "' I , N 
SG2ECI) = BE'fA * XKCI> + E<l) 
EI"D IJO 
FG2E "' . TRUE:. 
ELSF 
ERRO = 2 -) KONT ) MAXNEW 
WR!TE 18,113711 MAXNEW 
FCií?E '"' . FALSE. 
FI~DIF 
ELGE 
HARD-CASE NA <N-2) ESFERA 
WRITE 18, iii'IBII 
CALCULO l:IE Hh!M: SDU.JCAO .DE I·W!~!·iA !•HNI11(l F'Af~A D SHJTE11f:t 
( CA)t B A - R2(i) Im ) Y - - (A)t < GK + BEl'A <BK) XK ) 
E: VEl'OR AUXILIAR = - (D2 - R2<1> Im)+ <CC + BETA UC) 
DO I ~ i, 11 
IF (l.LE.DIM2> THEN 
L(.ll "' 0,!:10 
E L f! F 
E(l) = - (CCCI) + BE'fA * UC(l))/CR2CI) - R2(i)) 
EI~DIF 
EHD DO 
CALL PREMULT (021 H, M, E, SNM, .FAI_SE.> 
RESOLUCAO DA EQUACAO DE SEGU!,HIO GHAU 
1· ** 2 + TC = 0, PARA OBTER A INTERSECAO DA RE'fA 
QUE PASSA POR SNM E l'EM A DIRECAU DO PRIMEIRO AUl-OVETOR 
DE B~~. ASSOCIADO A Rí:~( 1), COI·í A (N.·-2)·-·ESFE:f~A 
CALCULO DO COEF, DO TERMO INDEPENDENTE 
EI-.ISNI1 "" EUC!'-lOR ( ~3N!1, 11) 
·rc = <RHO + ENSNM) * <RJ40 - ENSNM) 
!F CTC.LT.I.DII THEN 
WRITE (B, :1.0:390) 











t.miTF (fJ, :t03~H~) FGi:.E 
ECSE TE ITC.E<l.0.D0l THEI·l 
T '" 0. D0 
ELHE 
T "' VBQHT <TCl 
FNDIF 
CALCULO DA SOLUCAO 
lF ITC.GE.I.DIJ THEN 
DO l "' i, 1•1 
YCil = SNMCI) + 1· * 02(1,1) 
Eh!tt no 
CALL PREMULT (A, N, M, Y, E, .FALSE.) 
[10 I '" i , N 
SGé:EC!) "" E(l) +BETA* XK<J) 
CND Dll 






FG?E "" . F td ... SE . 
EIWIF 
DECJSAO DO MIHIMIZADDR GLOBAL DO SUBPRDBLCHA 
CALCULO DO HENOR DIJS VALOHES [IA <lUADRATlCC> 
PARA AS DIRECOES FACTIVEIS OBl'IDAS 
ISOL "' 0 
üSOL. '"' JNF INlTO 
!F IFGLCJ IHEN 
Q~:>GEC "'' üUr:lD ( BK, Gt<, SGEC, 1-.J) 
IF' CQSGEC.L'f.QSOL> l'HEN 
OSDL ,~, üBGEC 
I BOL ""' i 
Fl"ll!F 
u;nrc 
IF ( FLEC J THEN 
QSLEC = QUAD(BK, GK, SLEC, N) 
IF (QSLEC.LT.QSQL) l'HEN 
QBOL "'' OSLEC 
ISOL ,,,, F.! 
E"ll!F 
END!F 
IF ( FGEP J THEI; 
QSGLP =~~ QUAD ( BK I Gl< ' !;;GEP I N) 
IF COSGEP.L.'f.QSOL) THEN 
C!SOL :c~ QBGEP 
ISOL ~ 3 
ENDIF 
ENDIF 





QSLEP m QUADCBK, GK, SL.EP, N) 
IF (QSLEP.LT.QSOL.l T•~EN 
QBOL ... OSLEP 
ISOL "'' 4 
cr;nJF 
ENl!lF 
IF ( FUPE) THEN 
QSG2E = QUAD(BK, GK, SG2E, N> 
IF IOSG2E,FT,GSOLI THEN 




IBOL :.:: 6 
QSI = QUAD( BK, GK, SI, N) 
LI, Li! F 
C SAlDA DA SOLUCAO 




WRJTE i<, Hl4001 
nu I '" 1 , N 
H< I) =~= SGF:C< I) 
WfUTE <H, H~4i0) I, SOEC(U 
E:Nn no 
WRI.fE (8,10420) QSGEC 
QS '"' QSGEC 
GOTO f270 
i'i,'0 CUNT l NUE 
;mnE 111, i04:J0> 
lJRITE <~f, t04avn 
[lfJ J " ;, N 
S(l) '"' ~)LEC(l) 
WR!TE 18,114111 J, SLECIIJ 
END DO 
WRITE (8,10420) QSLEC 
QS "'' QSLEC 
GOTO f~70 
;::~::10 CONT I I·WF 
Wf<JTE (IJ, 104401 
WFUTE (·lf, 10440) 
DO I '"' l , h! 
S ( J ) ==: SGEP ( I ) 
WHITE (8,!04101 I, SGEP<IJ 
E.Nn nu 
WRITE (0,10420) QSGEF' 
OS ~~ QHGEP 
GOTO P70 
(~40 COhiT U-JUE: 
W!:;;ITE (B,i04:'j0) 





























1.10 I 1., 1'1 
\;(J:) "' DLFP<I> 
WIUTE (ll, 104101 L bLEPCU 
END DO 
WRITE <8,10420) QSLEP 
Qf3 <~SLEP 
GDTO P7~) 
2Ci0 CONT !IWE 
WRITE <H,10460) 
Wf~ITE <•~, t0460) 
Dll l '" i , N 
~)(!) .-:::: S(H~r:::<I> 
WRllE <8,10410) I, SG2E(l) 
Eh!D 00 
WRITE (8,10420) QSG2E 
Q:3 "~ OHG2E 
GOTO í.?70 
260 COIH I NUE 
WIUTE (0, !047>ll 
l4HITE (1~, t0470) 
Lill ! 1 i,N 
SC[) ''" GI(l) 
WRITE (8,10410> L SI<I> 
END üD 
WRI.fE (8,10420) QSI 
OS. '""' üS: I 
270 CONT HH.JE 
l;;:ETL/f~N 
10010 FORMAT C1X, '***********************************************•···· I 
s '***************************') 
.t0020 FOFdíAT OX, 'I~ESOLUCAO DO SUBPfWBLEI•tA- ITERAC?\0 t< ·-> ',JJ> 
11130 FORHAT (/,. -- l ---------- XKCII ----------- GKCII-------'1 
10040 FORMAf <2X,I3,5X,1PE14.7,5X,iPE14.7) 
t 0(jci0 FOF<tícol U X, . RA Hl DE CONE I f)IKA . ., ) ' , i PE :1.4 . 7 l 
10060 FORI1AT (/,!X, "ERRO i'IA ROTINo; F02Af<F, IFAIL '" ',131 
1.0070 FORMAT<I, i X, '11EI~DR AUlDVALDR DA Hcm:aAHA BJ<: ', .tPE1.1 .7, r> 
10080 FORMA·r (/,lX, '***** GK OR~OGONAL A Si ***** ',/) 
H~090 FOHI1AT (/,1.X, 'él(··l•HHf* (H-~ XK ·- G!{) ORTOGDh!AL. A ~:}i XlH·K-lr ',/) 
10100 FORMAl"(/,iX, '***** HARD CASE- ESFERA DE CONFIANCA ***** ·,;) 
lllil FORMAl 1/,!X, "NAO EXISTE INTERSECAO ENTRE A UARIEDA!JE E A ' 
I "ESFERA DE CONE!ANCA "J 
10120 FURMAT (iX, 'FACl'IBIL.IDADE DE SGEC : ',L7) 
i0i30 FORMAT (1X, '1--.!EWTON (ESFEHA DE CCH'!FIAI·~CA) COHVEF:GlU CUI1 ',J:l, 
$ . ITERACOES 'l 
10140 FOR!iAT liX, "NEWTDH (ESFERA DE CONFIAi'ICAl NAO CClllVFI,Gl\J COI1 ', 
$ I4, ' ITEHACOES') 
i0i~:'í0 FORtíAT (i.X, 'ITEf1:f'!CUEB F'Ar~A OBTEF\ LOCAL J·JAO GUJI:!AL. <ESFf.::f"l(l ', 
!~'DF COHF:tANCA)',/,iX,'FASE i: ',I3,/,.1.X,'FM1E ~?: ',1:3,/1 
t0ib0 Ftmi1ATOX, 'FACTIBILIDADE DE HLEC: ',L7) 
11171 FORMAl <IX, "NAD EXISTE MINIHIZADOR LOCAL NAU GLOBAL',/,5X, 
'~ "<ESFERA DE CONFIANCAl ") 
10180 FIJI<MAT (IX," A FASE i [IE 11INLOC IESFEHA DE CIJNFIAHCM HAO 
$ ' COHVERG!l.J C0!1 ', 14, ' ITF.:RACOE:S ') 
H\1190 FDf(!·lAT (tX, 'f~~ FAGE 2 DE HH.JUJC <ESF[J~A DE CO!~FIANCAJ N?!O 
113 
$ ' CONVE:HtHLJ COI1 ', 14, ' ITEF\ACOEH ') 
.1.02\~0 FOf\!11:;T (J.X,'FACTIBILIDADE DF SGFP: ',L'l) 
1021..:) FOR!·1AT<I,i.X, '***** HAFU.l CA~3E •·· EHFEHf.."! L!O F'HOIJI.~Ehr'i *·K*·IH\' /) 
10220 FCIRMAT C/,1X, 'NAO EXIS'fE INTERSECAO E!~'!'Rl A VARlf .. IJAlJE E~ 
S . ESFERA DO PROBLEMA ') 
:í.~?f.:~::J0 FOR~1()T (i.X, 'NEWTON <ESFERA DO PROBL.LI1f.) CU!~VL!;"(i.!.U Cul·\ ', J.:, 
$ ' JTERr'~1COES ') 
I0é'40 fOflMA'l IJX, 'i,E.WTUN <ESFERA DIJ F'ROBLFI·IA) N•'U CIJJ;')Ff<filU Clll•\ 
$ 14, ' ITEF~ACUiêS') 
l02:)~J FOI\~1~d.(lX, 'FI1CTJ.BlLH.tí'ülE DE Sl .. EP: ',L7) 
1. \~í.~6~1 FDRI1AT ( .tX, 'lTERACOES PAH(}, OüTEfi: l...lJCAL. I>Jr~O ULOfl(lL ( ESF!:.f\1·~ 
$'DO F'fWHLEI"i(l)',//,.1.X,'FAGE :t: ',I4,//,:1.X,'FflSE 1:·~: ',14) 
1.0270 FORJ·IAT (.tX, 'NAO EXISTE 11IN111IZADOH LOCAL. NAO GUJIJt1L' ,/,~)X, 
$ '(ESFERA DO PROBLEMA)') 
102[10 FORMAl OX, 'A FASE i DE MIHLOC (ESFFF:A DO PIWüLFi'l!1) 141\ll 
$ ' CONVERGIIJ COM ', 14, ' IT~RACOES ') 
1.0í.:~90 FORI1AT<tX, 'A FASE 2 DE Mli>JLOC <EGFEnA DO PFWJJI...EHti) !H1(l 
$ ' CONVEI\GIU CIJ11 ', 14 , ' JTEI<ACIJES') 
j_0'300 FOr'\I"'AT<:iX, 'FACTIBH .. IDADI?.: DE SGf..~E : ', L7) 
11311 FORMAT (/,IX, '(N-21-EBFERA • UM UNICO PONTO') 
10320 FORHATC/,iX, 'NAO EXISl'E (N-2>-ESFERA') 
:t03:~0 FORI1AT (/,tX, 'EBF. DE CONF'. EXTERNA f1 ESF. DO F'HOB. ') 
10:340 Fm~l1AT <I, i X, 'ESF. DO F'HOB. EXTEHNA A ESF, DE CONF. ') 
10350 FORMAT(/,iX, '***** CA)t (GK +BETA* B • XK> ·, 
$ ' ORTOGONAL. A S2 *-lHHH~', I) 
I031>0 FORI1AT I IX, 'I•IEWTON ((1;--21 ESFERA) CONVERGIU Cl\11 ',13, 
$ ' ITFfMCOES') 
.1.0<:170 FOF~MAT (:I.X, 'J--.JEWT0!'-1 ((1-J-2)·-ESFEt\:A) HAO C.rJI~VERGllJ CUI1 ', 13, 
$ ' I TEJ~ACUEB ' ) 
10380 FORMAl (/,:1.X 1 '***** HARD CASE- (N-2>-ESFERA ***** ') 
!039\l FOHI1AT I/, IX, 'i~AO EXI!lTE INTERSECAO ENTRE A VAF<IEDADE F ll ' 
$ ' ( N--·2) -+..:SFEHA ' ) 
10400 FORMAl. (iX. 'SOLIJCAO: MINIMIZADOR GLOBAL DA ESFERA DE . 
I ' CONFIANCA',/1 
H)4i0 FOfi:l1AT <i X, 'H ( ', 1:3,' ) "" ', 1.PE1.4.7) 
!0420 FOBI1AT \!X, 'VALtm 11II,II-l0 DA OliADRATICAo Q(S) '.IPFl4.?l 
11430 FDRMATIIX, 'SOLLICAUo MINIHIZADOR LOCAL DA ESFERA DE ·• 
I ' ClmFIANCA', I I 
10440 F()f(t1AT I IX. 'SOLllCAOo lili<HIIZADOF< GU.lE!AL DA ESFERA lHJ ', 
$ • F'f<DBI .. .EI1A. , I I 
i04Z:i~) FORl1AT (i X, 'SOL.UCAO: !1li~HHZADOf~ LOCAL DA ESFEE?1 lH.J ', 
$ ' PfWBLEJ1A' I /) 
11460 FORMAl I IX, 'SOLliCAOo HINIHIZADOR GLOBAL NA IN-2) - ESFERA ',/1 







































( ' ' 
ntJBfíOUTt!4F F'RF!1ULT (t4, lLI:N, ICOL, V, ti, ll~~l'lll";l·! 
EFETUA A HULTJPLJCACAD A o V • U OU At • V • U 
REALwR A<50,1), V(i), U(i) 
I!~lEGER ILIN, ICOL 
LUGJ:Cr~L THA"SP 
C A - matr·iz pr~multiplicadora 
C V - vetor a ser n1ultiplicado por A IJlA At 
C U • resultado da multlplicacao 
C !LlN • indire das linhas de A 
C ICUL = indice das colunas de A 
C TRANSP • indica •• a multipllcacao sara feita com A 
C ( TI1ANSF' ,..., . f a 1 SE.'.) ou com At ( TR,'é)I'JSF' ..... t r·ut-~. 
c 




liHEGLR l, ..1 
C AUX ~ acu1nulador na multiplicacao 
C l • variacao nas linha& de A 




IF ( _ NOT. H~ANSP) 
$ THEN 
DO 21l ~l "1 1, IUN 
AUX "'' '<). ü0 
DO 11 J • i, !COL 
AUX • AUX + All,Jl o VIJI 
10 CONTINUE 
UI]) '' AUX 
20 CONTINUE 
ELSE 
DO 40 J • I, !CUL 
1\UX "' 0~D0 
DO :;0 I 1"' l., I LI ~i 
AUX = AUX + AII,JI o VIII 
30 CONTINUE 









SUBROUTINE MULTMA·1· <A, B, C, ILINA, lCOLA, lCULB, A'!R) 
c 
l 


























E:f'F'JUtJ n HULrJI:'LJ.t.:Acnu n -x n n• c tJu (A)t 11 Jl ,., (: 
HEAL.Jo(·B lí<!'.'i~},i), f~(~.'J~),t), C(~~l0,1.) 
IN·re:t)Ef~ ll.INA, ICULA, li~!JL.B 
LOGICAL ATR 
A- matriz premultiplicadora 
B - matriz a ser multiplicada por A ou (A)t 
C- resultado da multiplicacao 
ILil~A - indice das linhas de A 
lCOLA = indice das colunas de A 
ICOLB = indic~ das colunas de B 
Al'R = indica se a multiplicacao sera feita com A (ATR Q F~l~•~ ) 
nu com (A)t (ATR "" .true.) 
VARIAVEIS LOCAIS 
REAUt8 SLl!í 
HHEGEf~ I I J' !( 
SOM = acumulador na multiplicacao 
I,J,K = variacao nos elementos das matrizes 
IF ( .HOT.ATR) 
THEH 
Dll Hi I ~ i, I LI NA 
DO 11 J • !, ICOLB 
!3011 ':: 0. D0 
DO 5 K • !, ICOLA 
SOM = SOM + A(l,K) * B<K,J> 
5 CONTINUE 
C(] , J) "' SIJM 
10 CONTINUE 
EL8E 
DO 20 I = i, ICOLA 
DO 20 J = 1, ICOLB 
GOJ-1 ''" 0 . IH} 
DD te; I< "·' 1., I L IHA 
SOM= SDM + A<K,l) * B(K,J) 
15 CONTINUE 










SUBROUTINE GKBK (XK, GK, BK, IPRB, N, NF·, EPS, FALHA) 










lo o ' 
e 
c 
I ' o 
I ' ' 
c 
c 
I ' ' 





















lh'\ APfWXIMACAO BK PARA A NA TRIZ HESHIA!iA, liD POHfü Xl{, 
VIA D!FERENCAS FINITAS AVANCADAS IDENNIS E SCHNABEL Po!03l 
HEAL *B XK ( :t) , GK (i), BK (~50, 1) , EF'S 
!NTEGER IPRB, N, NF 
LOIJICAL FALHA 
XK = K-ESIHO PON'IO 
GK • VETOR GRADIENTE DA FUNGAO OBJETIVO NO PONTO XK 
Bl< ~" APF.:OXII1ACAO PARA A !"'iA TRIZ HESSIANA DA F. O. E!1 XI< 
E:PS = PRECISOU PARA DIFERENCAS FINITAS 
IPF\:B "~ Tl~üiCE DO PFWBLFI1A TESTE 
N = DIHENSAO DO PROBL~:MA TESl"E 
l>iF "" üll"'lEI~H~~o DO VE:TOH DE FUhiCOEH CUJO O:UfdH<AüO Dtt !'H:m.l'h'\ 
EIJCLJDJAI'A COI,GT!llll A F.O. DO PIWüLEI1A 
F()t..HA = CODIGO DE ERRO NA AVAL.I;~CAO DO Gr..:ADlENTE. 
oTRIJE. -) OK .FALSE. -) PONTO FORA DO DDHINIU 
VARIAVEIS LOCAIS 
REAL*8 EC50), F<50), AC50,50), H, AUX 
E,F • VETORES AUXILIARES 
A = MATRIZ AUXILIAR 
H = INCREMENTO USADO PARA A APROXIMACAU 
AUX • VARIAVEL AUXILIAR 
SUBROTINA Ul"ILIZADA: GRAD 
CALCULO UIJ GRADJENTE NO POIHIJ XII 
FALHA >-::: • FALbE. 
CAt..L GRAD <XK, GK, IPRB, N, NF, FALHA) 
J • i 
MONTAGEM DA APROXIHACAO PARA A MA'fRIZ HESSIANA 
DO WHILF CIJoLE.Nl.AND.I.NOT.FALHAII 
I F I XII ( J l o Lü . 0 . D0 l THEN 
H "'' EPB 
ELHE 
H • FPS * XK(,J) 
END!F 
DO I ,, i , I" 
IF ( l o LCl. ,J) THEN 
Flll • XKIIl + H 
El...l:)E 
E I I l '' XK li ) 
Fb!illF 
ENDOO 
CALL GRAD CE, F, !PRB, N, NF, FALHAI 
IF (.NOl".FALHA) T~4EN 
DO 1 '" i, N 
117 
I ' . 





IF I .NOT FALHA) THEN 
no 1.?.0~1 :r ,~, tI N 
DO (~00 J "" i, N 









DIJUBLE F'f<ECISIDii FUNCT!ON EliCNIJR I V, IV) 
C CALCULA A NORMA EliCLIUIANA DO VEl"OR V 
f' 
C F'AHA!•íETh:OH 




C V = vetar cuja norma euclidiar~a sera calculada 
C IV - dimensao de V 
c 





C AUX = acumulador 
C I = variacao dos termos de V 
c 
r1UX r.:: 0 . D~~ 
DO I '"' 1, lV 
AUX - AUX + V(l) ** 2 
Eh!DDO 











DOUBLE PRECISION FUNCTION QUAD( B, G, S, N> 




























matr·iz t.essiana da quadratica 
gradientR da funcao 
dirPcao para a qual a quadratica s8r·a avaliad~ 
dimensao do subproblema 
C VARIAVEIS LOC:AIS 
c 
REAL*fl A, V(50) 
INTEGLf~ I 
C A ·· acum\llador 
C V • vetor auxiliar c V • BS 
C I - indice da soma 
c 
c 
CALL PREMULl' <B, N, N, 8, V, .FALSE.) 
A '" 0, D0 
DO t 0 I • t, , N 
A:::: A+ !HU * ( <V<I)/2.[10) + GU) ) 
i 0 CIJIH I NUE 








SUBROUl'INE: FIFILIN (C, U, R, N, DIM, Ml, FI, FILIN, ESFERA, 
$ AUTO, BE:TA, QUADF~AlJO) 



















REAL*S C(i), U(i), R(i), MI, FI, FILIN, BETA 
IHTEGER N, Dilí, ESFERA 





vetor (OK)t GK (esferas de confianca ou d'1 problema) 01.1 
vet.tw (Gr2 AH GK ( (n····2)··-esft"l"<il. ) 
vetor (Q!()t XI< (r,;sfeni\s de con·rianc;;.\ ou do prol:.dcmd) OH 
vt.?t:m· (Qf! A>t (BK) XK 
vetor dos autovalores da matriz hessiana 
m11ltiplicador de Lagrange 
FI ~= nonn<"--f! ou ntn·ma-f2 ar.) quadl·ado da d:i.l""f,:cao S, í)+X!( uu {, 
conforme a esfera 
FILIN = derivada de F'I = dCFI)/d(Ml) 
N = dimensao do subproblema 
DIJ1 ""' dímen~;ao do at.ttoE.'SPaco a~;sociado no lllt:.'nol .. <1Htov;;\1or th 
hcs~;i::.lnH 






















1.: Enfer·u tle cnn fi"lflt::<J 
2: esfera do pr·oblema 
~1: <n····2) -· tc-r:J.ft:;ra 
~UTO = ir1dicador seMI=- R<i> 
BETA'""''"",\!'"' ul:ili<e<Hio '"' <n,·l~l··cHfcr;J 
üUAüf\ADO ''" indicJ:~dor se FI "'' nor·ma····í.:! ~'\o quadr·;Jdn u11 11ie1U 
VA!UAVEIE LOCf-'dS 
REAL*8 Si, S2, Ai, A2, A3 
I NTEGEf~ I , J 
Si, S2 =acumuladores das somas 
Ai, A2, A3 = variaveis auxiliares 
I, J ·- indices das somas 
Si "'' 0. D0 
S2 '"' 0.!00 
]f (AUTIJI 
THEN 
J ~== DII1 + i 
ELSE 
,J ,, j 
u;m F 
no r "" J, N 
At ,..., R(:t) +!'li 
GUIO 12, 4, 6) ESFERA 
IJOTO ll 
E COIH u;uc 




A2 = - R(l) * U(l) 
GOTO 8 
COIHJI;UC 
t!2 '"' BETA * U < 1) 
CONTli·HJE 
A3 = ( C CC!) + A2> / Ai ) ** 2 
St "" Sl + A::l 
82 =52 + A3 * Cl.D0 I Ai) 
Ehm nn 
IF (QliADRADOI THEN 
FI •• SI 
FILIN = - 2.D0 * 82 
El..SE 
F I ~,, [!~;or~T ( St) 
IF IFI.NE.I.DI) THEN 
FILIN = - 52 I FI 
ELSE 
F!LJN "' 0.D0 
EN!liF 

















































~)!Jf!tdJUTU'-lE: I·JE:WTON (ü, C, X, IJ, R, H, N, fii!1, 1~(\l\'l, H'!0, [1'''), 
S I'I'MAX, ESF'ERA, Ef~RU, KONT, BE"fA) 
CALCULA A RAIZ DA EOUACAO 1/FJ CM101 • l/RAIO , Hl0 I ·HII', 
ONDE FI (Ml0J = NORMA-2 ( DIRECAO ) , 
USANDO O 11ETODO DE NEWl'ON COM A HODIFICACAO l)E REINSC!1-HFl:UFN 
F'AF\AF1ET!;:u;:; 
REAL*B Q(50,1), C(i), X(i), U(i), RCi), S(i), 
$ RAIO, MI0, E:PS, BEl'A 









base or·tonormal dos autovetc1res de BK ou B2 
vet m-- <H GK ou ( Q2 A) t Gl( 
vetor da mudanca de variaveis (Z = S + X) na eqfera do 
proble1na (X = 0 na esfera de confianca) 
vetor Qt X ou (Q2 A)t CBK> X 
R ::~ Vf~tm" dos autov;·:J.lon;;s de BK ou Bí.?. ( r·csp _ !·\K em !~.~J.) 
B '"' direcao as>soci<:td:a ao multiplicadO\" l1H;, obtido como ~"-oluc;-.w 
RAIO= raio da esfera (de confianca, do probleJua, da <n-2)--~sf.) 
MI0 = multiplicador inicial/ retorna com mult. da solucau glob~l 
EPB"" p.n.:~cisao C(Hil qu1'? se obt0~m a r;;d.z 
BETA = escalar utilizado na (n-2>-esfera 
N = dimensao da direcao ( N ou N-1 ) 
DIM = dimensao do autoespaco associado ao menor autovalor do 
hessiano BK ou B2 
!TMAX • numEro maxima de IIRracoos 
ESFERA = codigo do tipo de esfera: 
i: esfera de confianca 
2: esfera do problema 
:=l: (n-.. f.~) -- esf'er·a 
ERRO - codigo de saida da rotina NEWTON 
i: sucesso 
2o KDNT ) HAXNEW 
I<Oh!T "" cont<ldOl" d(;: iterl'\CO(i-~5 I r·etnr·na com o numc1·n di'c' :i.t~Fl ,ccue> 
efetu;:,\do 
VAR!AVEIS LOCAIS 
REAL•B F!T, E!, E!LIH, VCI511, AUX 
INTLGER I 
FIT = funcao de iteracao no metodo de Newton/modificacau 
de Reinsch-Hebder• 
FI "" nol"l!1a-·2 da din?cr-.o S, S + X ou Y, confm"m0~ ~' R"f->·fel-<1 
FILIN = derivada de FI 
VC"" vetor auxiliar no calculo da direcao S 
AUX = variavel au>ciliar 














C INICIALIZA CON"I"ADOR 
c 
l<mn '" 0 
c 
C II!J!LNCAO OU COlHO 11HCIAL 1110 H1L OUC l/1111-1191 <' l/lit>lil, 
1; VIA BISSECAO 
c 
C INTERVALO INICIAL 
AUX "" 11H) + R(i) 
c 
C CALCULO INICIAL DA FUNCAU FI 
c 
CALL FIFILIN (C, U, R, N, DIM, MI0, FI, FILIN, ESFERA, .FALSE 
S BE'l"A, .FALSE.l 
c 
C LOOP DA BISSECAO 
c 
DO WHILE CFI.LT,RA!OI 
AUX a AUX I 2,00 
Mil • -Rill + AUX 
CALL FIFILIN (C, U, R, N, DIM, MI0, FI, FILIN, ESF"ERA, 
$ , FALSE., BETA, . FALS!.::.) 
LI<D DO 
C FUNCAO DE ITERACAU INICIAL IREINSCH-HEBDENI 
c 
FIT • IIF!- RAIO) • Fll I IRA!O o FILINI 
c 
r LOOP DE NEWTON 
c 
100 IF<CDABSCFI-·RAIO>.Ll'.EPS>.OR.<KONT.GE.I'fMAX)) GU"J'O 120 
AUX = DABSCFI - RAIO) 
1110 ,, 1110 -, FJT 
CALL FIFILIN <C, U, FC N, Dllí, !•110, FL FILHC EBF'Ef\A, 
$ .FALSE. I BETfl, .FAL.SE.) 
FlT ~ IIFI- RAIO)* FII"/ !RAIO* F!LJNI 




!F IKDNT LT,lTMAXI THEN 
c 
C 1'-IEWTOH CDl<JVERGJU I CALCULO DA DHí:ECf10 
'' ' DIJ I ,, I , N 
GOTO Ci0, 20 1 30) ESFERA 
GOTO 40 
10 CONTINUE 
('llJX '"' 0. D0 
UUTO 40 
1!0 CO IH I NUE 




























I ' ' 
38 CONTINUE 
AUX = BETA • Ulll 
40 CONTINUE 
VCIJI • IAUX- Cllll I I RIII + MI0 I 
END DO 
CALL PREMUL·r (Q, N, N, VC, S, .FALSE. l 




IF IEBFERA, EQ, 21 THEN 
DO I = I, N 




C NEWTON NAO CONVERGIU 
c 
c 









BUIH<:OUTII'4E IHNLOC (Q, C, X, U, F{, S, N, RAIO, ~H, EPS, ESFEJ\A, 
$ ERRO, DIM, ITMi, ITH2, KF1, KF2, EMACH) 
C CALCULA A RAIZ DA EQUACAO FI IMJI • RAIO •• 2 , 
C PARA H! EM E-RC21, -RiliJ E TAL QUE Fll!N IM!I I• EPS, 
C ONDE FI <HI) = <NORMA-2 ( DIRECAO )) ** 2, 


















REAL-)(·8 0(~:10,1), C(i), X(i), IJ(1.), f~(i), 8(1), h:td:O, 111, 
EP~1, El"it~CH 
IHl'EGER N, ESFERA, ERRO, DIH, 1·rMi, ITM2, KF1, KF2 
Q m t1ase ortonormal dos autovetores de BK 
C "'' vet Ol" Qt Gl( 
X - vetor da n1udanca de variaveis <Z = S + X) tl~ esFer~ Jc1 
problen1a (X = 0 na esfera de cctlfianca) 
U ~~ vetOl" Ot X 
F\ "'' vetor dof_; autovalol~es dr:: B!( (ordvm c:rescc'1'1tt,:) 
S = direcao associada ao multiplicador MI obtido c:o1no solut.~ll 
RAIO= raio da esfera Cde confianca, do pr·oblema, da Crl-2)-psf.> 
!1I = muJl::l.plic~\dor inic:f.a1(col-l-espondentr; .. ~ a 'i;(J1. g1ob<J1) 




























































































































EPS ~ rr~?Llsao com quR se ol1tcsn a 1aiz 
EHACH • precisao da moquina 
N = dilll&llsao do subproblema 
ESFERA ~ codigo do tipo de esf~ra: 
i: (r~fcr·a de confianca 
2: esfera do pr·oble1na 
ERRO = c:odigo de saida da rotina MINLOC 
1: sucesso em MINLOC 
~-~ : n<·,\o e><ist*~ minimizadm .. 
~-l: I(Fl ) !Hil. 
4 I KFP ) I TMê.~ 
DIH = dimensao do autoespaco associado ao menor autovalor 1Jr· ~l( 
ll"Mi = numero maximo de iteracoes para a fase i 
ITM2 = jdem para a fase 2 
KF1 = retorna com o numero de iteracoes efctuadtl na fase i 
KF2 = idem para a fase 2 
VAR!AVEIS LOCAIS 
f<EAL<B VC<~'i0), 11IAIH, 1'\IIIF'F', lí!LDW, i'IJAUX, IHNLW, C:CUF'F', C:CLIJW, 
$ T, FI, FILIN, OR, INF, bUP, AUX, IhlTERV, FAUX, FLAUX 
INTEIJER I 
VC = vetor auxiliar r•o calculo da direcao S 
HIANT - multiplicador da etapa anterior <= Ml <KFi - i> 
!·ULJF'F' ""' IJ!ultipl:i.e<!ldol- que limita sup~Hionnentf:: o :i.nte·I"V<1.lo 
HILOW - multiplicador que limita inferiormente o intervalo 
HIAUX = 1nultiplicador auxiliar 
MINEW - mtlltiplicador obtido pela ·F11ncao de Newton para 
determinar a raiz de FI C HI ) = OR 
CCUPP = combinacao convexa para limite superior 
CCEOW - combinacao convexa para limito iufarior 
T = parametro da combinacao convexa 
FI = quadrado da norma-2 da direcao S D\J S + X, conforme a esfer~ 
FILIN = derivada de FI em relacao a MI 
QR = quadrado do raio 
INF = e>ctremo inferior de intervalo 
SUP = extremo superior de intervalo 
AUX = variavel auxiliar 
INTERV c compv·imento do intE:rvalo 
FAUX = valor da funcao FI<MIAUX> 
FLAOX • valor da funcao FIEIN(MJAOXI 
I = indices dos vetores 
COMBINACOES CONVEXAS CFUNCOES DE COl1AND0) 
CCLOWIT,MI,MJEOWI • MILOW + T * IHI MILOW) 
CCUPPCT,MI,MIUPP) = MI + T * <MIUPP- Ml) 
INICIALIZA CONTADORES 
KFI "' 0 
I\F2 "" ~? 














































































CDh:fi:E~3PUHDEh!TTE A BOLUCAO [ILODAL 
11!UPP 1 ' IH 
lh!ICIALIZA HlJLTIPLICADllR AN'fERIOR 
(CANDIDATO A EXTtí:EI10 IhiFEF~IOfi: lJO INTE!\VALO 1~(\ !"{i 1:;L· ;._l) 
MIANT = - 0.75D0 * R(2) - 0.25 * R(i) 
MI = - C R(i) + RC2) ) I 2.D0 
QUADRADO DO RAIO 
COMPRIMENTO INICIAL DO INTERVALO 
INTERV • MIUPP - MI 
CALCULO INICIAL DAS FUNCOES FI E FILIN 
Ct1L.L FIFILIN <C, U, R, h!, DIM, l'íL FI, FILHl 1 ESFERA 1 .FALEiE:., 
$ 0 . D0, . H\UE . ) 
FABE :1. 
UBTENCAIJ DL Ml TAL OUE FI(I1l) )1 üR E FILHHI·HI )•' 0 
DO WHILE (((Fl.LT.OFO.OI~.(FILIN.LT.0.D?))),t'ih!D.(HffEfl:tJ.G'f.Fl-\{IL'lD 
I .AND.CKFI.LT.lTMll) 
MIAUX • CCUPP 15.00-1, Ml, MIUPPJ 
!F ICRili+M!AUXI.GE.I.DII THEN 
1-iiUPP ~ 11IAUX 
E L. SE 
lí!AIH '" l·i! 
111 "' MIAUX 
CALL FIFILIN (C, U, F~. l'l, DHJ, I·H, FI, FIL.U·!, ESFFfM, 
S .FALSE., 0.D0, .l.RUE.) 
E:NIHF 
INTERV • HIUPP - Ml 
KFI '' l<F! + ! 
END DO 
IF IKFl.EQ.ITMll THEN 
ERHO "' :3 
ELSE 
FAGE P 
FXTilEITO INFERHI!l Llll IJ;TEF<VALO IIHC:UJL 
HIU:JW ., ITIAIH 















INTERV • Ml - MILOW 
OBTENCAO DE Ml TAL QUE F!IMII • QR L FILINCM!I I• 0, 
VIA IHSSE:CAO 
DO WHILE ((ERRO.EQ.1).AND.C<DABS(Fl-·QR).G'I'.l.PSl OR 
CFIL!N.LT.I.DIII.AND. IINTERV.GT.EMACHI.AND.IKF2.LT.ITM21l 
!F IFILIN.EO.I.DII THEN 
Ffdí:O :::: 2 
ELSE 
MINEW • MI - CF! - QRI/FILIN 
!F IM!NEW.LT.MILOWI THEN 
ELSE 
INF = CCLOW <i.0D-1, Ml, !11L0W) 
BUP • CCLOW 19.00-l, MI, M!LUWI 
!F ICMJNEW.GE.INFI.AND.CM!NEW.LE.SUPII THEO 
11IAUX •• 11!NEW 
ELSE 
MIAUX • CCLOW CU.ID-1, Ml, MILOWI 
Eh!DIF 
CALL FIF!LIN CC, IJ, R, N, Dllí, 11IAUX, FMJX, JLf·,ux, 
ESFERA, .FALSE.,0.D0, .TRUE.) 
IF ((FAUX.GF.Qfl) .• ~ND. CFLALIX.GL0.!101! THUI 
IH '" lí!ALIX 
FI '" FAIJX 
FILIN ~ FLAUX 
ELSE 
l'i!LOW • HIAUX 
ENDIF 
!NTERV • Ml - MILOW 




IF CLRRO.NE.21 THEN 
IF CKF2.EQ.Il"M2> "J"HEN 
f::J\RO '"' 4 
FLSE: 
Ct1LCULO DA DIHECAO S 
DO I "'"· i , hl 
IF CESFERA.EG.i) AUX = 0.D0 
IF (ESFERA.EQ.2) AUX = R(l) * U<I) 
VCIII • IAUX- CIIII I CRI!! +Mil 
EIW DO 
CALL PREHULT ( Q, N, N, VC, S, .FALSE.> 
NEs·rF MOMENTO, QUANDO MINLOC E' CHAMADA NA ESFERA DU 
PRODLEI·lA, G '~" G + Xi I:;:ECUPERANDO A DHU::CAO F'URA S, 
QUE RE"fORNA PARA O PROG. PRINCIPAL: 





'  r 












' • ' I 









































DO l • I, N 























SUBROU'flNE GRAD (X , G, IPRB, N, NF, ERRO) 
CALCULO DO VETOR GRADIENTE (8) NO PONTO X 
PARA O F'ROBLEI1A TESTE IPF.:B 
PARAf1ETFi'Of) 
nEALi.:·B X<1.), G<i) 
INl-EGER IPRB, N, NF 
l .. l.JGICAL E!~l-~0 
X ~ PONTO NO QUAL O GRADIENTE SERA AVAL.IADO 
G = VE'l-OR GRADIENTE 
JPRB = INDICE DO PROBLEMA 1-Es·rE 
N ~ Dltlf:N~;no Dfl PRODLEMn TESJE 
!'<tF '·" I.1II1ENSAU DO VFTOF~ l.IE FlmUJEB CI.UD OUfii.IF.:td!O l.ltl J-1U!d·tt~ 
E:UCL.lDit:":!NA CONSTITUI A FUNCAO OBJETIVO DU F'fdHll.!.l·i{'t TL~:;JL. 
ERRO = INDICA FALHA NA EXECUCAO (PONTO FORA DO DUl1IIil()) 
C VARIAVEIS LOCAIS 
c 
c 
RF::ALt~:·H F<1.00}, Y<~:t0), DF<t00,!50), 
S YI, 1·1, Ai, A2, A3, A4, A5, A6 
HHEGEH I, ,J, K 
C r· ~= VETOR DAS FUNCOES 
r Y • VETOR DE CONSTANTES 
C DF = MATRIZ JACOBIANA 
C YI, 1'1 = CONB1"ANTEB DAS F'I.JI~COES 
C Ai, ... ,A6 = CUNS'rANl'ES AUXILIARES 
C I,J,K = INDICES DOS VEl"ORES ,, ,, 
c 
GUTO (iÇ)V), P00, 300, 400, ~:;<,;o, é00, 700, IH)0, 9~}0, 1."<)í;}0,i_J.Ç)fe), 
~~ iP0(L i~l\~0, 1.400, t::i0(L 1.600, 1.70\L HHW.>, .1.90~)) JPFW 
DOTO 9999 
100 CI.INTIHUE 
C F'lJNCAO DE HOHEh!Bfi:DCI< 
F(i) = 10.]10 * (X(2) - X(i)*M2l 
DF<i,i) = -20.U0 * X(i) 
DF< 1. , i?.) = t 0 . D0 
F(2J • 1.00- X(!) 
DFCí~, t) "'' --··t. D") 
üF(ê~, P) "'' ç). D0 
GDTD B000 
c----------------------------------------------------
'·~•• CO IH I NIJE 
C FUNCAO DE FREUDENSTEIN E ROTH 
FCi) = -13.D0 + X(i) + C(5.D0 --- X<2l>*X<2> 2.110)MX(2) 
DF ( i , i ) "'' i . D~) 
DFCi,2l = X<2>•<10.D0- 3.D0xX(2)) - 2 D0 
F(2) = ·-29.D0 -• X(il + ((X(2) ·t 1.D0)MX(2) -· 14.ll0)MX(i~l 
DF ( t.~, i ) ·-· i . D~) 





' ' ' ;: 
' ' ' f ..
I 

















' ' I 
i 







C HELICAL VALLEY FUNCT!DN 
Ai= 50.D0/3.1415926D0 
!F IXIII,LT.I.D0) THEN 
F(1) = 10.D0 * X(3) -Ai * DA'fAN <XC2)/X(il> - 50.D0 
ELSE IF (X( i) .G·r.0.D0) l'HEN 
F<l) = i0.D0 * X<3) -Ai * DA"fAN CX(2)/X(i)) 
ELSE: 
EI~F\0 '"' . TI:::UE. 
El'lHF 
IF I .NOT.ERROI THEN 
A2 = XCt) ** 2 + X<2> ** 2 
A:3 '"' DSORT ( A2) 
F(2) = 10.D0 * A3 - 10.00 
Fl3l "' XCll 
IF CA2.NE.0.D0) THEN 
DFI!,ll ·- Al * X12l I Ai:? DF< i, f.~) ~"" ·•· A1 
DFil,3) ... 10.[10 
DF<i.~,t) -- li.DI 
DF<2,f-2) ... i0.D0 
l)F(;.:~,3) --- 1.!.10 
OFI3,l! '"' e.ne 
DF<::l,f~) -- 0.D0 
DF<:3,~~) "" i.D0 
EL~lE: 




• XO! I 






C FUNGAO EXP6 DE BIGGS 
DO 450 l = 1, NF 
TI - .1.. D-:1. * J 
YI = DEXPC-TI) - 5.D0*DEXP<-i0.D0*l'l) + 3.D0*DEXP(-4 D0*f1) 
Ala DEXP 1-TI•XIl)l 
A2 = DEXP C-TI*X(2)) 
A3 = DEXP (·-TI*XC5)) 
A4 -· X<3) * Ai 
A~) --- X ( 4) * AP 
A6 "" X<ó) * A:~ 
F<I> = A4 - AS + A6 - YI 
DFI!,IJ ---TI < A4 
DFCII2) = TI * AS 
DF< I, :ll --· !li 
DF ( [, 4) ... ·-- A2 
DF<I,S> = - 1·1 * A6 



















































() , O\H1'l fi('> 
'' ,0044110 0 . (1t7'5L10 
o . 0!:i40D0 
O. 1.f.?.?~!D0 
0 . P4í~~0JH) 
O . :3~'i? 1. D0 
0 . :i9B900 
Yl7) 
'{(6) 





DO ~:i::J0 1 '" i, h!F 
TI ·- (8.D0- I)/2.D0 
Ai=- CCTI- X(3)) ** 2)/2.D0 
A2 = DEXP CXC2) * Ail 
A3 ""' X<U * Af! 
F<U '" Ml ,, Y<Ii 
'OF ( I , í ) -·· A2 
DF(l,2) - A3 * Ai 
DF(I,3) = A3 * X<2) *('ri- X(3l) 
~:;::;{~ CONT I NUF 
GOTO Bl(l00 
r;,,,,,,,,,,,,,,,, _______ ,,,,,,,, ______ ,,,,,,,,,,,,,,,,,,,,,,,,,, 
6{)0 CutH I HUF 
C FUNGAO MAL ESCALADA DE POWFLL 
At '" DEXP<-XlU) 
A2 '" t!E.XF'(--X(2)) 
A3 ::.~ 1. . 0D+4 
F'(1) ~ A3 * X(il * XC2) - i.D0 
F(2) =Ai + A2 1.0001D0 
DF<1,1) = A3 * X(2) 
DFC1,2) = A3 * X<t) 
DF(í-2,1.) '"·' At 
DF ( í.~, f_"-:;) '"' -~ A2 
GIJTIJ 800>> 




FlJHU'd:J D(l CAIXA TRIDII1E:NSlOhtAL 
DO 7:~iü I '"' l, NF' 
TI "'' i .l!·-·1 * I 
Ai ·- DEXP (-TI * X<i)) 
A2 -· DEXP (-·ri * X(2)) 
A:3 ···· üEXP (·-TI> - DEXP C~·i0.D0 *TI) 
F(J) • Ai - A2 - Xl31 * A3 
DFCI,i> =-TI *Ai 
DFCI,2) - TI * A2 
lJF<I,3i -- -- A:l 
CIIIH INIJE 
GOTO 0000 c---- , _____ ,, ___ ,, ______ ,_, __ ,,_, ________ ,, ____ ,_,, _____ , __ _ 
fl00 COIHIIilJF 
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f'tJUCilO Vflf\ J t"J!..ILL HF!,~TE DI hLI·H; l OI,~(IDI'l 
L!O Hí.:.~(; I ::~ i, h! 
F()) "' X(ll -· 1..!.10 
(-)t '"' 0 '1:1\~ 
DO B20 -.1 i. ' I·~ 
IJF(I,J) "" 1 m~ 
(')i '" tU + J * (X(.J) 
CIJNTINUE 
F ( IHJ) ''" Ai 
F(N+e> :::: Al H 2 
no W:i0 ,.1 - t, N 
DF ( (H+ t ) , J) :c' ,) * j .D0 DF( <H+2) ,J) "" 2.D0 * .I CIJNTli;UF 
GOTO H0~}0 
-· j_ ' [10) 
* Ai 
c---------------------------------------------------------------
?00 CUIH INUF 
C FUNCAO f.!E Wt.!'I'HOhl 
DO r;::l(~ J "" t, i?. r; 
TI '" I/f.:9.D0 
M 0. !10 
AP "" ~). D0 
nu qz-.~0 J "" i , N 
A:J •• TI ** U-i!) 
Ai= Ai + (J-1) * X(J) * A3 
A2 = A2 + X(J) * A3 * TI 
920 CONTINUE: 
FCI) =Ai - A2 ** 2- 1.D0 
DO 930 .J •• i ,N 
A3 ~" T J. *li~:· ( J·-·2) 
DF<l,J) = <~1-1) * A3- 2.D0 * A3 *TI * A2 
?êl0 CUNTINUF 
FC30) "·' XCU 
f'(31) = XC2)- XCi) ** 2- 1.D0 
DFC:lü, J.) ~-, i. D0 
DFC31,i) =• -2.D0 * XC1) 
DF(:3t,i?.) 1..n0 
DO 9::i0 ,J '"' 2 I !•4 
DF(30,,J) ~= 0.[10 
IF( (,J+l) .LE.N> DFC3L (~J+U) '"' ~) IH} 
9~'/>() CO li f I h!UE 
GDTO B~)00 
c-------·---·--·-----------·----·-----------------·-·--- ----·---·---·-·---
I 0\Hl COHT HWE 
C FUIKAO FEI;AL.WADE I 
Ai= DSQRT<i.0D-5) 
DO 101:~0 I ~" i , N 
F<I) =Ai* CX(l) - i.D0) 
DO l 020 .J '"' i , N 
DF<T, J) ~ A1. 
i~-H~\, COl'·HlNUE 
f':!Í:? "' 0. D0 
no t ()::i{) ,J ~,, 1 , t~ 
A2 = A2 + X(J) ** 2 
DFC<N+i),J) = 2.D0 * XlJ) 
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!0é'i0 CUIHINUE 




EUNCAD PENALIDADE 11 
Ai= DSQRT(i.0l)-5) 
Flll • XIII - 0_200 
DF I i , j_ ) '" l . D0 
DO i tE0 .J "" t?, I·J 
DF(l,,J) ""' 0.D0 
COIHHWE 
Dll U.:J0 I • 2,1, 
A2 ~ DEXP <1.0D-1 * X(l)) 
A3 = DEXP C1.0D-1 * X<I-1)) 
YI = DEXP (i.OD-1 * 1> + DEXP Ci.0D-l M (1-1)) 
F<Il = Ai * <A2 + A3 - YI> 
DO U.30 ..1 '' i, N 
IF IIJ.NE.CI-lii.AND.CJ.NE.III 
$ THEI·I 
li E I I , .J) •• \) . D0 
ELnE 
IF CJ.EQ.CI-il) DFC!,JI • 1.00-l • AI • A3 
IF CJ.EQ.l) DF<I,J) = 1.0D-1 *Ai * A2 
ENDIF 
CONTINUE 
A2 = DEXP (-i.0D-1) 
DO U.4(~ I'"' U-H·t), <2*1-1·-i) 
A3 • DEXP Cl.D-1• XCI-N+III 
F(l) =Ai * CA3- A2> 
I.IO 1.140 J '"' t 1 N 
IF (J.EO.CI-N+i)) 
$ THEN 
DF(l,J) = i.D-1 *Ai * A3 
ELHE 
DFI!,.J) •• 0.00 
ENDIF 
CONTJI;oc 
AC? ~' 0. D~) 
DO i iciü .J •• i, I' 
DF(2MN,.J) = 2.D0*(N-J+1)*X(J) 
A2 = A2 + <N-J+i) * <X<J) ** 2> 
COIHII;U[ 






FUI~CAO !·it~l. ESC;1LADA DE BF\OW!~ 
F(i) ~ XCi) - 1.0D+6 
F<P) = X(2) - 2.0D-6 
FC3) = X(i) * X<2> 2.D0 
l!F ( 1 , f. ) '"' t . JJ0 
DF ( 1. , E~) -·· 0 . D0 
DF ( P, i.) ···· 0. 1:1(1 
























































VF(3, 1.) "" X(i::) 




FUJ·H':{)O OE IH\OWN F VENI'J:U:) 
DC) 1350 I i,NF 
TI ... l/!:5.:0~) 
Ai. ·~ l<EXF' (T!) 
F1í:·.: ,_. DG 1 h! (TI ) 
A::! .... nem:; <TJ) 
A4 X(i) + TI * X(2) - Ai 
A5 ·- XC3> ·~ X<4> * A2 - A3 
F<l) = A4 ** 2 + A5 ** 2 
DF(l,i) = 2.D0 * A4 
DF<I,2) -· 2.D0 * 1'1 * A4 
DF<I,3) = 2.1)0 * A5 





C GULF RESEARCH ANO DEVELOPMENT FUHCTJON 
!F CCXC1l.NE.I.DIJ.AND.CXC21.NE.I.DIIJ THLN 
DO I ~-" l , HF 
TI '"~ .t . D-t~ * I 
YI = (-50.D0 * DLOG(l'l)) ** C2.U0/3.D0) 
A:i. '"' DABS <YI :1~ NF i~ I * X<í?.)) 
A2 "" A 1 ** X <:3} 
A:3 ·-· ·-Aí!. IX< 1) 
A4 -· DEXP C All) 
FCTI A4 ···TI 
DFCI,f) = A4 * (-A3/X(1)) 
DFCI,2) = A4 * AJ * XC3) I X(2) 
DF(l,3) = A4 * A3 • DLOG(Ai) 
EHI.t DO 
ELSE 




l ci00 COHT I NUE 
C FUHCI;O TRTGimOI1ETF<ICA Tf~AI'lfJLADADA DE (i., i., . , l l 
Ai ·~ 0. D0 
no i ~::;-r20 .J ""' l, N 
Y<~J) = DSINCX(J) - i.0D0) 
Ai= Ai+ DCOSCX(J)- 1.0D0> 
1li20 COIHINUE 
DO 1550 I = l,NF 
Aí~ "" DClHHX( I)·- 1.. 0D0) 
FCI) ~ N- Ai+ I* C1.D0- A2> -· YCI) 
no :t :':)!.:;<? J ,,,, 1. , N 
IF CJ EQ.I> 
$ THFN 
DF(l,J) = <1.D0 + I) * Y<I> - A2 
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C FUNGAO DE ROSENBRIJCK E:STENDIDA 
DO t6;:;0 I ·"" i, <NF/i!.) 
j( f:~,~<-1-·i 
F(K) ~ 10.D0 * CXCK~·i) - XCK) ** 2) 
FIK+l) = i - XIKJ 
DO ib~50 J "" l.,N 
IF 1/J.NE.KI.AND.CJ.NE.CK+llll 
$ THFN 
JJF ( K , ,J) :o: 0 . D0 




DF<K,J) a: -20.D0 ~ XCJ) 
DFCCK+i),J) = -i.D0 
EN!.Il.F 
IF U.Eii. 1/(+11) 
$ l/IEN 
[IF(K,,J) "'' i0.D0 







C FUNGAO SINGULAR DE POWELL ESTENDIDA TRANSLADADA DE ll,l,. ,li 
Ai = DSQRl"C5.0D+0) 
A2 ~ DSQRT(1.0D+1) 
DD 1751 I • l, IN/41 
l(:-c:4*I-·J 
F<K) = XCK) + 10.D0 * XCK+i) + 1i.D0 
F<K+i) = Ai * (X(K+2) - XCK+3)) 
F(K+2) = (X(K+1)- 2.D0 * X<K+2) i.D0> ** 2 
F(K+3) "·'Ai:~~~ <X(K) -~- X<l<+an *1~ í.~ 
DO i7~:.i0 ,J '"' i,N 
.lF ( ,J. FQ.I< I TJ-IEH 
DF{I(,~J) :::: l.D0 
DF<<K+il,J> = 0.D0 
DF<CK+2),J) = 0.D0 
DFCCK+3),J) = 2.D0 * A2 * CX(K)- X<K·t3)) 
ELSE IF C~J.EQ.CK+i)) THEN 
DF(I(,_Jl '" !0.D0 
DF(<K+i),J) = 0.D0 
DF<O<+ín,.n ::: 2.D0 ·)\· <X<K+l) P.N? * X<!<t?) \ l!ii; 
DFC<K+3),J) = 0.D0 
ELSE IF ( .. J.EQ.(K+2)) TtiEI~ 



























I ?Cill CU IH INUE 
GOTO fh)00 
DF((J<+i),J) "" A.í 
DF<CK+2),J) = -4.D0*(X(K+j_)·-2 D0•X<1<+2)-t 00) 
DF((K+3),J) = 0.D0 
ELSE IF IJ.EQ.IK+311 THEN 
fiF(!< ,,J) ''" 0 .l.lü 
(1F((!(+:!.),,J) '" tü 
DF((K+2),J) = 0.D0 
DF((K+3),J) = -2.D0*A2*(X(K) ·- X(K·t3l) 
ELSE 
DF< I< , ,J) "" 0 . D0 
DF((K·I·i),J) = 0.U0 
DFC<K+2),J) ·-· 0.D0 
DFCCK+31,JI • 0.00 
c----------------------------------------------------------------
1 Blífl CIJNT li,UE 
C FUNGAO DE BEALE 
IF CXC21 .NE.I.Dil THEN 
Y ( 1 ) :;,: i . !:íD0 
Y ( 2) ·-· 2 . 2~1D0 
Y(3) -· 2.bE~5D0 
DO I .. I,NF 
Ai = XC2) ** Cl-1) 
r-~;;~ "'~ tli * X ([3.) 
f'(l) ~ YCil - X<il * Ci.D0- A2> 
DF<I,i) = A2- 1.D0 
DFII,21 • l * XIII • AI 
HW DO 
EL.BE 




1 '?00 CIJNT1 I'UE 
C FUNCAIJ OF WIJOD 
Ai = DSQR1"(9.0D+i) 
A2 = DSQRT<1.0D+i) 
A3 ~" j_ • D0/ f'12 
Flll • l0.D0 * IXI21 - Xlíl ** 21 
F(2) = i.D0- X<l> 
Fl31 • AI • IXI41 - Xl31 ** 21 
Fl41- !.DI- Xl31 
F(5) ~ A2 * (X(2) + XC4) - 2.D0) 
F(6) = A3 * <X<2)- X(4)) 
DF(1,1) - -20.00 * X(i) 
DF ( 1. , í:!) <ow :1.0 . D0 
DF ( I , 3 I "' 0 _ D0 
DF ( i 1 4) "'' 0- . [10 
llF (i::.':, i ) "" ""i . D0 
J:!F(2,í:?.) "" 0.D0 
DF(2,]) --- 0.D0 
DFU?.,4) :c" 0.IH? 

















DF<3,3) = -·2.D0 * Ai * XC3) 
DFCI,4l '" Ai 
0F(4,1.) ""0.D0 
DF<4, [~) "~ 0. D0 
DF(4,3) "'' -·Lü0 
DF ( 4, 4 ) ""' \? . D0 
f.! F ( ~), i. ) "" 0 . D0 
DF<:::<,P> ··· ~~2 
DF< ~:í, :3) "'' 0 . D0 
DF(!5,4) .. ~ {\2 
DF< 6, t) ... 0 .l10 
DF ( 6, E) ": A a 
I.JF < 6, 3) "" 0. D0 
DFI6,4) '" -,A:J 
GOTO FH}00 c---------------_, _____________________________ , ______ ,, 
0000 C!JNT n;uF 
DO Bí:::0~) J '" i, N 
~~ :1. '"' \? . IH~ 
DU 8100 I • l, NF 
AI '" AI + FIIl * DFII,Jl 
lll00 CUIHINIJF 







DOUflLE P!;:ECIBIOH FUNCTJ.ON FUNC (X, IPHB, N, NF, EHFW! 
c 
C CAL.CULO DO VALOR DA FUNCAO OBJETIVO DO PROBLEMA lES'fE IPRB 
C NO PONTO X 




l·";;F::AL*B X (i) 
1!~1-EGER JPRB, N, NF 
LIJGICAL LHRO 
C X = PONTO NO QUAL A FUNCAO SERA AVALIADA 
L IPt:;:B "·' JHDICE DO F'f-\Of.ll .. EHA TESTE: 
C N ~' UIHENSAO DO PROBLEMA TES"I'E 
1: NF = DIME!~SAO DO VETOR DE FUNCOES CUJO QUADRADO DA NORMA 
C EUCLIDIANA CO!iSTITU:t A FUNCAO OBJETIVO DO PWJBLFMA ·rEbTF 
1: Ef(I(O "' INDICA FALHA NA EXECIJCAO IPOIHfl FUI<•' DU DOi'lliHü) 
C VARIAVEIS LOCAIS 
c 
RE:ALw8 F(i00), YC50), Yl, TI, Ai, A2, A3, A4, A5, A6 
INTEGER I' ,j I K 
c 
C F ·- VETOR tiAS FUNCUE."S 
















j~ YJ, TI CUNS'f~NTES DnS FUNI~OES 
C 01, ... ,A6 = CCINS'f~Nl'ES AUXILIARES 
C I,J,K ~ INDICES DOS VE'fORES 
c 
GOTO (100, 200, 300, 400, 500, 600, 700, 800, Y00, j000,1100, 
$ 1200, 1300, 1400, 1500, 1600, 1700, 1800, 1900) IPf~D 
GOTO 90110 
Hl0 COIHINUE: 
C FUNGAO DE ROSENBROCK 
F(i) = i0.D0 * (X(2l - XC1>••2> 
F(2) = 1.00- X(i) 
GOTO B\~00 
;;-~.;:H.; CONT ll>lUE 
C FUNCAO VE F'REUDENSTEIN E ROTH 
F(i) = -13.D0 -~ X(i) + ((5.D0- XC2))*X(2) - 2.D0>•X<2) 
FC2) = -29.00 + X(i) + C(XC2> + i.D0>•X(2) 14.J)0)*X(2) 
GDTIJ B~N0 
c~-----~--~-------------------------------------------------------~~~--
:Jo<; CIIIH I NUE 
C HELICAL VALLEY FUNCT!ON 
Ai ~ 50.D0/3.1415926D0 
!F lXIII ,LT,0,DII THEN 
FC1) = 10.00 * X(3) -Ai * DATAN CX(2)/X(1)) - 50.00 
ELSE IF <X<i>.GT.0.D0) ·rHEN 
F'(i) i0.D0 * X(3) -Ai * DATAN (X(2)/X<1)) 
EL~:lE 
EJi'RO === . ·nwE. 
E"DIF 
JF I ,NUT.ERRDI THEN 
A2 = XCi) ** 2 + X(2) ** 2 
n3 ,.,, usmn < A2) 
F<2) = 10.D0 * A3 - 10.D0 
FCll "' X<:ll 
EJ;n I F 
GDTO B~}00 
c----~----~---------~---------------------
40'1 COIH IHUF 
C FUNGAO EXP6 DE BIGGS 
DO 4::10 I ~" l, NF 





DEXF'(-·T1> ··- r5.D0-x·DEXPC-10.lHJ-)(·TJ) + :3.lt~)x1JC:Xf'C-·4 DW~·fl) 
DEXP 1--TI•XIi)) 
A2 ''" DEXP <-·TI~·X<í:~)) 
A:l .. DEXP C-TI*X(o;)) 
A4 Xlill * Ai 
A:~í ·- X(4) * A2 
A6 "" X(6) * A3 





C FUNCAO GAlJSSIANA 
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" . 00,~?lH~ o .0044D0 
0 . 01];~;[!0 
l) . 0:~i4~H!~) 
Ü, H::9;'iD0 
() . ?4f~0(!~) 









no :':1~;0 1 "'' t ,w~· 
TI • (8,01 - Il/2,00 
AI- IITI- Xl3)) •• 2)/2,08 
A2 -~- ·- X(2) -lf A1 
All ,. DEXP I 1\2) 
A4 '"~ X ( :t ) * A3 




C FUHCAO HAL ESCALADA DE PDWELL 
Ai " DFXPI---XIU) 
A2 "' DEXF'I---XI2!) 
A3 "" :i. . ~~ü+4 
FCl) ~ A3 * XCi> * X(2) - 1.D0 




C FUNCAO DA CAIXA TRIDIMENSIONAL 
Dll l".ill J '" i, NF 
TI - LO----i -• I 
Ai • DEXP l-TI * Xllll 
A2 DEXP (-TI * XC2)) 
A3 = DEXP <-TI> - DEXP C-10.D0 * 1'1) 




000 COHT INUE 
C FUI~CAD VAfniAVELI1EIIHE DIHEI;SJOHAOA 
DO tJE~\? l ,::;-: t, N 
r·Cl) = X(l) - 1.D0 
Ai "" 0.D0 
no BE~0 ,J l';;l j. , bl 
Ai • Ai + J • IXIJ) - l.DII 
Hf21) CON·r J!-JUE: 
F(N+1.) ··· A.1. 


































































C FUHCAO DE WATSDN 
no <?~H~ I "" 1., í?.9 
TI Ilf"l . !10 
Ai :cc 0.1H~ 
AP '"' 0. [10 
nu ?E0 ~J '"' 
AIJ 1' TI 
Ai .::.~ Ai 
(~2 '"' Ar:: 
CONIINUE 
F<I> ,, Ai 
CDIHIIiUE 
F (:3~)) c" X ( t ) 




+ (J·-i) M· X(.j) .Jt A~l 
+ X CJ) * A3 * TI 
A2 ** 2 - i' [10 
- XCi) ** 2- i.D0 
c-------------------------------------------------------------
100\1 COITTINUE 
C FUNCAO PEN('rLIDi~OE I 
1020 
i0~10 
Ai = DSQRT<l.0D-5) 
DO 10E'0 I - l 1 N 
FCI) =Ai * (X(l) - 1.00) 
COIHINUE 
AE) ,,~ 0. Dü 
:00 j_0~50 .J '"' i,N 
A2 = A2 + X(J) ** 2 
CONTINUE 
FCN+i) = A2 - 0.25D0 
GOTIJ B000 
r ---------------------------------------------------------------
i. i0<l CONTINUE 
C FUNCAO PENALIDADE !I 
Ai = DSQR1'(1.0D-5) 
F<1> = X(i) - 0.2D0 
DO 1180 I = 2,N 
A2 = DEXP <i.D-1 * X<Il) 
A3 = DEXP Ci.D-1 * X(I-1>> 
YI = DEXP Ci.D-1 *I> + DEXP Ci.D-1 * <1-·1)) 
FCI> -Ai * CA2 + A3- YI) 
1 léiü CONTII-IIJE 
tú2 ~-' DEXP ( "<t . Ü"··t l 
DO U.40 I -o.~ CN+i), (2-MN-·i) 
A3 ~ DEXP Ci.D-1* X(I-N+i)l 
F(l) = Ai * CA3 - A2> 
i 14\J CIJIH I H li E 
A2 "" 0. D0 
DO 1. 1;;;0 ,J '~' '1., I'>J 
A2 = A2 + (N-J+i) * <X(J) ** 2) 
ii50 CONIINUE 





C F UI~ CAO Hi0L EBCAL.AL!A DE BFWWhl 
Flll ~ Xlll - 1.00+6 
F(2) = X<2> 2.0D-6 




C FUNCAO DE BROWN E DEI~NIS 
DU 1351 I = I,NF 
Tl ··· J/~'i.ü~> 
A:t DF:: X F' Cri) 
AP "" DSih! <TI) 
A:3 "" DCOH (TI) 
A4- XIII +TI • Xl21 -AI 
ns = X<3> -~ XC4) * A2 - AJ 





C GULF RESEARCH AND DEVELOPMENT FUNCTION 
IF ICXIll.NE.I.Dil.AND.IXI2l.NE.I.D011 THEN 
DIJ I = i,NF 
TI--· 1.D .... f.:! ·H· I 
YI -- (-50.D0 * DLOG<T!)) ** (2.D0/3.D0) i- 25.D0 
Ai= DABS (YI * NF *I* X(2)) 
A'' " - Ai ** xcn (13 .... ·-·AiUX ( 1) 
M .,. DEXF'IA31 
F(J) "'~{H--- TI 
FNI.i !I[) 
E::LnE 





C FUI~CAO HXTGOh!Ol'iETRICA THANSL.ADADA DE ( 1., 1 1 ••• , 1.) 
Ai =c~ <?"D0 
(lO :tt)í.:~0 .J :..· i,N 
Y(J) ~ DSlN(X(J) - 1.0D0) 
Ai: Ai+ DCOS(X(J)- i.0D0) 
i ::i2:(~ CO biT I NUE 
DO 1~55~J I "'' i, NF 
A2 = DCOSCX(l) - 1.0D0) 
FIII • N- Ai+ I* 11.01- A21 - YCII 
1 ~150 cmn I NUE 
GOTO 11000 
l:-----·-----------------------------------------------
j/,(;0 CONT .WUE 
C FUNGAO DE ROSENBROCK ESTENDIDA 
DU J6~i0 I "" 1., <NF/2) 
!(:c:2*I-i 
FCK) m 10.D0 * <X<K+i) - XCK) ** 2) 
FIK+ll • l.DI- XCKI 
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At = DSQR1'(5.0ll+0) 
A2 ~ USQRT(i.0D+1) 
DO 1750 I • I, CN/41 
!<~::4?:·I-·3 
FCK> ~ X(K) + 10.00 * X(K+i) ~· 11.D0 
F<K+i) =Ai* <XCK·~2) - X<K+3)) 
F(K+2) = <XCK+i)- 2.D0 * X<K+2) - 1.00) ** 2 
F(K·~3) = A2 * <XCK> - X(K+3>> ** 2 




C FUNCAO DE BEALE 
!F CXC2),EQ,0,D01 THEN 
ERWJ ~-~ , TfWE _ 
ELSE 
'((j_) ::;: i.~)IJ0 
Y U?. ) ·- i.?. . t~ ;'.'! IH~ 
Y<3> '"' 2.ór..:~m0 
DO I ,._, l., NF 
A.t "~ X(~~) M:·-x· I 





i 900 COI'•H I 1-.!UE 
C FUNCAO DE WOOD 
Ai : DSQRTC9.0U+i) 
A2 = DSQRTCi.0D+1) 
?13 '"' i. D0/t~f?. 
F(i) ~ i0_D0 * CX(2) - X<i> ** 2) 
FC2> --· i.D0- X(i) 
Fl31 • Ai * CXI41 - XC31 ** 21 
Fl41- l.DI- XC31 
F(5) = A2 * <XC2) + X(4) - 2.D0) 




:r r: ( EJH::O) THEN 
FUI;C '' 0 _ [10 
I~LBE 
~~i '" 0.D0 
DO I "' I, NF 
Ai = Ai + FCI) ** 2 
Ehlü DO 
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