In this paper we propose the efficient smoke and flame detection algorithms for intelligent video surveillance systems. Our algorithms consider dynamic and static features of smoke and flame including contrast, color, texture features and motion information. For smoke detection, the approach uses the motion and contrast as the two key features of smoke. Motion is a primary sign and it is used at the beginning for candidate areas extraction from a current frame. Furthermore, the direction of smoke distribution is also considered as an estimated movement based on the optical flow technique. For flame detection, we use the color image segmentation technique. Firstly, the temporal and spatial wavelets are analyzed. Then, color and texture features for candidate flame regions are extracted. Texture features are defined based on the normalized gray level co-occurrence matrix after computation of local binary pattern. Experimental results asserted the advantages of the proposed fire detection in the diversity of test video sequences.
Introduction


Early fire detection on open spaces, in buildings, in territories of the industrial enterprises is an important component for making any system of fire safety. Traditional fire detectors which have been widely applied in the buildings are based on infrared sensors, optical sensors, or ion sensors that depend on certain characteristics of fire, such as smoke, heat or radiation. Such detection approaches require a position of sensor in very close proximity to fire or smoke and often give out false alarms. So they may be not reliable and cannot be applied into open spaces and larger areas. Due to the rapid developments in digital camera technology and video processing techniques, intelligent video surveillance systems have been installed in various public places for monitoring. Therefore, there is a noticeable trend to use such systems for early fire detection with special software applied.
We propose algorithms for smoke and flame detection on color video sequences obtained from a stationary camera. Smoke detection algorithm consists of the following steps: (1) preprocessing; (2) slowly moving areas and pixels segmentation in a current input frame based on adaptive background subtraction; (3) merge slowly moving areas with pixels into blocks; (4) classification of the blobs obtained before. Flame detection algorithm is composed of basic steps: (1) candidate flame regions detection; (2) color and texture features extraction; (3) object classification.
Related Work
Generally, the video processing-based fire detection algorithms are carried out using two principal characteristics of fire, which are flame and smoke [1] . Video processing based on fire detection still has challenges. This is mainly due to the following reasons: diverse background, lighting and none of the primitive image features such as intensity, motion, edge and texture characterizes smoke and flame.
Motion information provides a key as the pre-condition to locate the possible smoke regions. The algorithm of background subtraction is traditionally applied to movement definition in video sequence [2] [3] [4] [5] . Common techniques use the adaptive Gaussian mixture model to approximate the background modeling process such as Refs. [2, 3] . In Ref. [6] , optical flow calculation is applied to detection of movement of a smoke. The drawbacks of the given approach are high sensitivity to noise and high computational cost. Algorithms based on color and dynamic characteristics of a smoke are applied for classification of the given moving blocks. In Ref. [7] , the algorithm comparative evaluation of the histogram-based pixel level classification is considered. In this algorithm, the training set of video sequences with smoke is applied to the analysis. Methods based on the preliminary training highly depend on the quality of training set classification. It demands much qualitative characteristics of the processed images. The area of decreased high frequency energy component is identified as smoke using wavelet transforms [2, 3] . However, change of scene illumination can be contours degradation reason. Therefore, such approach requires additional estimations. Color information is also used for identifying smoke in video. Smoke color at different stages of ignition and depending on a burning material is distributed in a range from almost transparent white to saturated gray and black. In Ref. [2] decrease in value of chromatic components U and V of color space YUV is estimated.
Phillips et al. [8] use color model based on Gaussian distribution to the color histogram for flame detection. This algorithm employs information gained through both color and temporal variation to detect fire. In Ref. [9] , flame is detected by analyzing the video in the wavelet domain in addition to ordinary motion and color clues. The algorithm checks flicker in flames using 1-D temporal wavelet transform and color variation in fire-colored moving regions using 2-D spatial wavelet transform. Töreyin et al. [10] use the hidden Markov models and the wavelet transform for flickering pixels detection that indicate the presence of flames. The hidden Markov models are used temporally and spatially to determine if flame colored pixels flicker or not. In Ref. [11] , video fire detection algorithm based on the covariance texture representation method is considered. The algorithm does not use a background subtraction method and therefore it can be used with moving cameras, but he works well when the fire is clearly visible and in close range so that the flicker and irregular nature of flames are observable. Chenebert et al. [12] use a combined texture and color based feature descriptor as an input to a trained classifier based detection boundary. Feature classification is performed based on isolation of candidate fire pixel regions using a basic color spectroscopy approach and combined color-texture classification of these regions using a trained classification approach.
Smoke Detection
The proposed algorithm uses motion and contrast as the two key features for smoke detection. The preprocessing block applies some methods of image processing which increases the performance of the proposed detection algorithm and reduces false alarms. Frame preprocessing block comprises three steps: grayscale transformation, histogram equalization and the discrete wavelet of the current input frame. Cameras and image sensors must usually not only deal with the contrast on a scene but also with the image sensors exposure to the resulting light on that scene. Histogram equalization is a most commonly used Fire Detection in Video Sequences Based on Static and Dynamic Features 27 method for improvement of contrast image characteristics. To resize the image and to remove high frequencies on horizontal, vertical and diagonal details, the discrete wavelet transform to Haar basis is applied. Wavelet transform to Haar basis is the simplest and the fastest algorithm that is important for systems of video processing.
In the course of the distribution, a smoke is being gradually blended to the background. Our adaptive algorithm of background subtraction considers this characteristic of a smoke and is based on the ideas stated in works of Refs. [3, 13] . A background image 
where ( , ) xy represent a pixel video frame and  is a adaptation parameter between 0 and 1. As the area of a smoke frame by frame grows slowly that the pixels belonging to a smoke, quickly did not fix in a background, value  should be close to 1.
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xy belongs to moving object if the following condition is satisfied [13] : 
At the initial moment of time 0 ( , ) const 0 T x y  . Accurate separating of a foreground object from the background is the main task of digital matting. Porter and Duff [14] 
On the next step of smoke detection algorithm to clear of noise and to connect of moving blobs the connected components analysis is used. This form of analysis takes in a noisy input foreground. Morphological operations are applied to reduce the noise:
 morphological opening to shrink areas of small noise:
where, S is image, M is structuring element 3 × 3;
 morphological closing to rebuild the area of surviving components that was lost in opening:
where, M is structuring element 3 × 3.
After that, edge analysis is applied and contours with a small perimeter are removed.
Blocks matching approach for optical flow calculation assumes that the frame is divided into small regions called blocks. It considers a primary direction of smoke propagation. It shows in Ref. [15] that global direction of smoke is 0-45°. This statement allows to simplify procedure of blocks matching detection and, hence, to considerably reduce number of calculations. Blocks are typically squares and contain some number of pixels. These blocks do not overlap. In our implementation frames in the size 320 × 240 pixels divided into blocks 2 × 2 pixels. Block matching algorithm attempt to divide both the previous and current frames into such blocks and then compute the motion of these blocks. (Fig. 1b) . The result of this step is the set of vectors s c having a direction corresponding to primary propagation of smoke (Fig. 1c) .
From each blob from the previous steps we calculate percentage  of blocks which have moved in primary direction of smoke:
where c is the total number of blocks on a current frame, and Weber contrast behavior: a fog, shadows from slowly moving objects and patches of light.
Flame Detection
CFR (candidate flame regions) are initially isolated based on color image segmentation, wavelet analysis and post-processing for binary mask of CFR. For image segmentation and flame-colored pixels we use RGB space and rule-set [16] : Fig. 2 (a) The input frame and (b) binary mask after image segmentation.
space can be represented:
We set a binary mask with include fire-colored pixels (Fig. 2) .
After that, we use one-dimensional temporal wavelet transform for analysis of checks flicker in flames and two-dimensional spatial wavelet transform for analysis of color variation in flame-colored regions. For temporal wavelet analysis each red component of RGB space fire-colored pixel is fed to a two stage-filter bank. If the pixel is part of a flame boundary at some time, then there will be several spikes in one second due to transitions from background colors to flame colors and vice versa [3] . In contrast to work on fire detection [3] , for reducing the time we do not use moving region detection.
Spatial wavelet analysis using low-high (SI lh ), high-low (SI hl ) and high-high (SI hh ) wavelet sub-images are added to obtain these images for parameter calculation of pixel (x, y) [3] :
where MN  is the number of pixels in the fire-colored moving region. As a result we receive a mask for CFR. On a final steps clearing of noise based on morphological opening and closing, area filtering by size for mask is used. If the area perimeter is equal or more than 1/8 perimeters of a frame, this area is CFR.
After that, texture features for candidate flame regions are extracted. Haralick [17] suggested the use 
where, ( , ), ( , ) ; ( , ) ( , );
d-distance between two next pixels in a direction  . In our work, we will use a set of offsets sweep through 180 degrees (0, 45°, 90 and 135) and d = 1, obtaining four GLCM matrices. From the co-occurrence matrices, nine Haralick texture descriptors (entropy, energy, contrast, sum average, variance, correlation, maximum probability, inverse difference moment, and cluster tendency) are computed [17] . We use five such summary statistics based on normalized GLCM
Energy:
Inverse difference moment
In contrast to work on fire detection [12] , texture features are calculated for a gray-scale CFR after applying a local binary pattern operator. Ojala et al. [18] introduced the LBP (local binary pattern) operator in 1996 as a means of summarizing local gray-level structure. It should be noted that the basic LBP features have performed very well in various applications, including texture classification and segmentation, image retrieval and surface inspection [19] . The operator takes a local neighborhood around each pixel, the pixels of the neighborhood at the value of the central pixel and uses the resulting binary valued image patch as a local image descriptor. It was originally defined for 3 × 3 neighborhoods, giving 8 bits codes based on the 8 pixels around the central one. LBP code for center pixel p is defined as equation: S(x) is the threshold function that can be defined as equation:
For color features CFR, we use HSV space which allows us to isolate the illumination component of the scene. Hue and Saturation channels are quantized as 20 element normalized histograms for input as features for classification [12] .
In the first step, the classifier is trained by using 50 positive and 50 negative flame images. Sample images from the training set are shown in Fig. 3 . Calculated texture features (entropy, energy, contrast, inverse difference moment and correlation) after applying a LBP operator and color features in HSV space were used for object classification. 
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For objects classification k-nearest neighbor algorithm is used. This algorithm is a method for classifying objects based on closest training examples in the feature space. In the second step, it is performed to assess the quality of training based on test sample images. There are no overlap between training and testing images. Training and testing phases are performed once for classifier configuration.
Experimental Results
The developed algorithms were tested on the real Table 1 .
For smoke detection processing time of a current frame depends on the block sizes and frequency of changes occurring in a background. If the background is stable and few blocks are detected then processing time decreases. The smoke has been found successfully out on all test video sequences with a smoke.
Therefore in this case, we cannot directly find out a smoke and detection time is increasing. The performed experiments have shown that the algorithm quickly finds out a smoke on a complex dynamic scene. Smoke detection is achieved practically in real time. The processing time per frame is about 15 ms. for frames with sizes of 320 by 240 pixels. The algorithm considers both dynamic and static features of a smoke. The algorithm has a low false alarm level. False alarms on objects with properties similar to a smoke are sometimes possible. Tracing of smoky properties during some frames can solve this problem. Video sequences (Fig. 4) The processing time per frame (ms)
The flame or smoke was present with / is found with (number of frame) 
Conclusions
We have presented in this paper algorithms for smoke and flame detection in video sequences. Our algorithms consider dynamic and static features of smoke and flame: contrast, color, texture features and motion. For smoke detection the algorithm uses motion and contrast as the two key features of smoke. Motion is a primary sign and is used at the beginning for extraction from a current frame of candidate areas. In addition to consider a direction of smoke distribution the movement estimation based on the optical flow is applied. For flame detection we use color image segmentation, temporal and spatial wavelet analyses on the first step. After that color and texture features for candidate flame regions are extracted. Texture features are defined based on normalized gray level co-occurrence matrix after computation of local binary pattern. We use Hue and Saturation channels HSV space for color features.
