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ABSTRACT
Word embeddings such as ELMo have recently been
shown to model word semantics with greater efficacy through
contextualized learning on large-scale language corpora, re-
sulting in significant improvement in state of the art across
many natural language tasks. In this work we integrate
acoustic information into contextualized lexical embeddings
through the addition of multimodal inputs to a pretrained
bidirectional language model. The language model is trained
on spoken language that includes text and audio modalities.
The resulting representations from this model are multimodal
and contain paralinguistic information which can modify
word meanings and provide affective information. We show
that these multimodal embeddings can be used to improve
over previous state of the art multimodal models in emotion
recognition on the CMU-MOSEI dataset.
1. INTRODUCTION
Acoustic and visual elements in human communication, such
as intonation or facial expressions, infuses semantic content
with additional paralinguistic cues which may modify intent
and can convey affective meaning more clearly if not exclu-
sively [1]. For this reason many work have proposed mul-
timodal systems which integrate information from multiple
modalities to improve natural language understanding. This
effort encompasses research in many applications such as hu-
man robot interfaces [2, 3], video summarization [4, 5, 6],
dialogue systems [7, 8], and emotion and sentiment analysis
[9, 10, 11].
The study of multimodal fusion in affective systems is a
prevalent and important topic. This follows from the fact that
human behavioral expression is fundamentally a multifaceted
phenomena that spans over multiple modalities [12, 13] and
can be more accurately identified through multimodal classi-
fiers [14]. Another factor is the importance of affective in-
formation as an intermediate step in a variety of downstream
tasks. Examples of which include the use of these human be-
havioral states in language modeling [15], dialogue systems
[16, 17], and video summarization [18].
Many multimodal systems for recognition of sentiment,
emotion, and behaviors have been proposed in prior work.
In feature-level fusion, Tzirakis et al. [19] combined audi-
tory and visual modalities by extracting features from con-
volutional neural networks (CNN) on each modality which
were then concatenated as input to an LSTM network. Haz-
arika et al. [20] proposed the use of a self-attention mecha-
nism to assign scores for weighted combination of modalities.
Other work has applied multimodal integration using late fu-
sion methods [21, 22].
For deeper integration between modalities many work
have proposed the use of multimodal neural architectures.
Lee et al. [23] proposed the use of an attention matrix cal-
culated from speech and text features to selectively focus
on specific regions of the audio feature space. The memory
fusion network was introduced by Zadeh et al. [24] which ac-
counted for intra- and inter-modal dependencies across time.
Akhtar et al. [25] proposed a contextual inter-modal attention
network which leveraged sentiment and emotion labels in a
multi-task learning framework.
The strength of deep models arises from the ability to
internally learn meaningful representations of features from
multiple modalities. This is learned implicitly by the model
through the course of training on respective datasets [26]. In
this work we propose a model to explicitly learn informative
joint representations of speech and text. This is achieved by
modeling the dynamics between lexical content and paralin-
guistics from audio through a language modeling task on spo-
ken language. We augment a bidirectional language model
(biLM) with word-aligned acoustic features and optimize the
model using large-scale text corpora followed by spoken ar-
ticles. The internal states of this biLM aren’t representative
of a specific task but rather models the intricacies of human
communication through speech and language. We show the
effectiveness of representations extracted from this model in
capturing multimodal information by evaluating in the task of
emotion recognition. Through the use of these representation
we improve the state of the art in emotion recognition on the
CMU-MOSEI dataset.
2. RELATEDWORK
Lexical representations such as ELMo [27] and BERT [28]
have recently been shown to model word semantics and syn-
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tax with greater efficacy. This is achieved through contex-
tualized learning on large-scale language corpora which al-
lows internal states of the model to capture both the complex
characteristics of word use as well as polysemy due to dif-
ferent contexts. The integration of these word embeddings
into downstream models have improved the state of the art in
many NLP tasks through their rich representation of language
use.
To learn representations from multimodal data Hsu et al.
[29] proposed the use of variational autoencoders to encode
inter- and intra-modal factors into separate latent variables.
Later, Tsai et al. [30] factorized representations into multi-
modal discriminative and modality-specific generative factors
using inference and generative networks. During the course
of writing this paper Rahman et al. [31] concurrently pro-
posed the infusion of multimodal information into the BERT
model. There the authors combined the generative capabili-
ties of the BERT model with a sentiment prediction task to
allow the model to implicitly learn rich multimodal represen-
tations through a joint generative-discriminative objective.
In this work we propose to explicitly learn multimodal
representations of spoken words by augmenting the biLM
model in ELMo with acoustic information. This is motivated
from how humans integrate acoustic characteristics in speech
to interpret the meaning and intent of lexical content from a
speaker. Our work differs from prior work in that we do not
include or target any discriminative objectives and instead
rely on the generative task of language modeling to learn
meaningful multimodal representations. We show how this
model can be easily trained with large-scale unlabeled data
and also demonstrate how potent multimodal embeddings
from this model are in tasks such as emotion recognition.
3. MULTIMODAL EMBEDDINGS
In this section we describe the network architecture of the
bidirectional language model with acoustic information that
generates the multimodal embeddings. The biLM comprises
two layers of bidirectional LSTMs which operate over lexical
and audio embeddings. The lexical and audio embeddings are
calculated from respective convolutional layers and combined
using a sigmoid-gating function. Multimodal embeddings are
then computed using a linear function over the internal states
of the recurrent layers. The overall architecture of the mut-
limodal biLM is shown in Figure 1.
3.1. Bidirectional language model
A language model (LM) computes the probability distri-
bution of a sequence of words by approximating it as the
product of conditional probabilities of each word given previ-
ous words. This has been implemented using neural networks
in many prior work yielding state of the art results [32, 33].
In this work we applied the biLM model used in ELMo,
which is similar to the character-level RNN-LM described by
Jo´zefowicz et al. [34] and Kim et al. [35].
The biLM is composed of a forward and backward LM
each implemented by a two-layer LSTM. The forward LM
predicts the probability distribution of the next token given
past context while the backward LM predicts the probabil-
ity distribution of the previous token given future context.
Each LM operates on the same input, which is a token embed-
ding of the current token calculated through a character-level
convolutional neural network (CharCNN). A softmax layer
is used to estimate token probabilities from the output of the
two-layer LSTM in the LMs. The parameters of the softmax
layer are shared between the LMs in both directions.
Different from ELMo our input to the biLM includes
acoustic features in additional to word tokens. Now the for-
ward LM aims to model, at each timestep, the conditional
probability of the next token tk+1 given the current token
tk, acoustic features ak, and previous internal states of the
two-layer LSTM~sk−1:
P (tk+1 | tk,ak,~sk−1)
The backward LM operates similarly but predicts the previous
token tk−1 given the current token tk, acoustic features ak,
and internal states resulting from future context ~sk+1.
3.2. Acoustic convolution layers
In our implementation time-aligned acoustic features of each
word are provided in adjunct to word tokens. We build on
ELMo and add additional convolutional layers to calculate
acoustic embeddings from the acoustic features. The convolu-
tional layers provide a feature transformation of the acoustic
features which we combine with token embeddings using a
gating function.
Due to the varying lengths of words in time, the acoustic
features are first padded to a fixed size in the temporal di-
mension before being passed to the CNN. Each convolution
layer in the CNN comprises a 1-D convolution layer followed
by a max-pooling layer. Finally, the feature map is projected
to the same dimension size as token embeddings to allow for
element-wise combination.
3.3. Multimodal ELMo
We combine token and acoustic embeddings using a sigmoid
gating function:
Mk = U(tk) σ(V(ak))
where U and V are the embeddings calculated from the to-
ken and corresponding acoustic features, respectively, σ is the
sigmoid function, and  represents element-wise multiplica-
tion. The resulting multimodal embeddings are used as input
to the forward and backward LM.
LSTM
LSTM
s0 LSTM
LSTM
LSTM
LSTM
sN
s'Ns'0
t2
t1 a1 t2 a2 tN aN
…
…
Gated Convolution Embedder
Forward LM
Backward LM
Gated Convolution Embedder
tk ak
Char 
CNN
Acoustic 
CNN
x
σ
t0 t3 t1 tN+1 tN-1
Softmax
Mk
Fig. 1. Architecture of the multimodal bidirectional language model.
The sigmoid gate scales the token embedding based on
corresponding acoustic features of the word. This serves as
a modifier of semantic meaning using paralinguistic informa-
tion which we hypothesize will be useful in capturing affec-
tive expressions in downstream tasks.
Word embeddings are extracted for use in downstream
models in a similar fashion to ELMo. That is, we compute
a task-specific weighted sum of all LSTM outputs as each
word embedding. We adopt the use of sentence embeddings
in downstream models and additionally average all the word
embeddings in a sentence. The final multimodal ELMo (M-
ELMo) sentence embedding is given as
M-ELMo = γ
1
N
L∑
j
cj
N∑
k
hk,j
where hk,j are the concatenated outputs of LSTMs in both
directions at the jth layer for the kth token. Values {cj} are
softmax-normalized weights and γ is a scalar value, all of
which are tunable parameters in the downstream model.
4. EXPERIMENTAL SETUP
4.1. Pre-training the multimodal biLM
The multimodal biLM is pre-trained in two stages. In the
first stage the lexical components of the biLM are optimized
prior to the inclusion of acoustic features. This is achieved
by training with a text corpus and fixing the acoustic input as
zero. We use the 1 Billion Word Language Model Benchmark
[37] for this purpose and train the biLM for 10 epochs. After
training, the model achieves perplexities of around 35 which
is similar to values reported in [27].
In the second stage of training we optimize the biLM us-
ing the multimodal dataset CMU-MOSEI [36] (described in
Section 4.3). In our experiments we use only the text and au-
dio of segments in the training split of the dataset to train the
model. In terms of word count CMU-MOSEI is much smaller
than the 1-billion word LM benchmark, therefore to prevent
overfitting we reduce the learning rate used in the previous
stage by a factor of 10 and train for an additional 5 epochs.
4.2. Features
Since a CharCNN is used as the lexical embedder, input
words to the biLM are first transformed into a character map
and padded to a fixed length. The character-level representa-
tion of each word is then given as a c × lc matrix, where c is
the dimension size of the character embedding and lc is the
maximum number of characters in a word.
Acoustic features were extracted from each recording
at 10ms frame intervals using the COVAREP software ver-
sion 1.4.2 [38]. There are 74 features in total and include,
among others, pitch, voiced/unvoiced segment features, mel-
frequency cepstral coefficients, glottal flow parameters, peak
slope parameters, and harmonic model parameters.
The acoustic features are aligned with word timings to
provide acoustic information for each word. Since the time
duration varies between words we pad the number of acous-
tic frames per token to a fixed length. Thus, word-aligned
acoustic features are given as a d × la matrix, where d is the
number of acoustic features and la is the maximum number
of acoustic frames in a word.
4.3. Emotion recognition as a downstream task
After pre-training, the multimodal biLM is used to extract
multimodal sentence embeddings for use in downstream mod-
els. In our experiments we adopt emotion recognition as the
downstream task and evaluate on the CMU-MOSEI dataset.
Anger Disgust Fear Happy Sad Surprise Average‡
Method WA F1 WA F1 WA F1 WA F1 WA F1 WA F1 WA F1
(A + L + V)
Graph-MFN [36] 62.6 72.8 69.1 76.6 62.0 89.9 66.3 66.3 60.4 66.9 53.7 85.5 62.3 76.3
CIM-Att-STL [25] 64.5 75.6 72.2 81.0 51.5 87.7 61.6 59.3 65.4 67.3 53.0 86.5 61.3 76.2
(A + L)
CIM-Att-STL [25] - - - - - - - - - - - - 59.6 76.8
M-ELMo + NN § 65.8 74.7 74.2 81.7 63.2 85.1 67.0 65.2 63.1 72.0 63.8 83.3 66.2 77.0
Table 1. Emotion recognition results on CMU-MOSEI test set for various multimodal models. Modalities: acoustic (A), lexical
(L), visual (V). Values are taken from their respective sources. §Average across ten runs. ‡Average across six emotions.
CMU-MOSEI contains 23,453 single-speaker video seg-
ments from YouTube which have been manually transcribed
and annotated for sentiment and emotion. Emotions are anno-
tated on a [0,3] Likert scale and include those such as happi-
ness, sadness, anger, fear, disgust, and surprise. We binarize
these annotations to arrive at class labels by predicting the
presence of emotions, i.e. any emotion with a rating greater
than one. Since video segments have ratings for all emotions
this becomes a multi-label classification task.
As our goal is to evaluate the efficacy of the multimodal
sentence embeddings we used a simple feedforward neural
network for emotion recognition. The network inputs the
multimodal sentence embeddings and predicts the presence
of each emotion. The tunable parameters described in Section
3.3 are also included in this network. We trained the network
using data from the training split provided in the dataset and
validated using the validation split. We also used the valida-
tion split as a development set in choosing hyper-parameters
of the network.
4.4. Evaluation methods
We evaluated the emotion recognition model using weighted
accuracy (WA) and F1 score on each emotion. Weighted ac-
curacy, as used in [36], is equivalent to the macro-average re-
call value. We also averaged the metrics across all emotions
to obtain an average WA and F1 score.
The downstream model was trained for 30 epochs and
separately optimized on WA and F1 score using the valida-
tion set. We randomly initialized each downstream model ten
times and a best model was selected based on the average
scores on validation over the ten runs. The final model was a
neural network with two hidden layers using ReLU activation
functions.
Due to the lack of work that only focuses on text and au-
dio, we compared with models that also considers the visual
modality. We compared our performance with two recent
state of the art emotion recognition models on CMU-MOSEI.
Specifically, these are the graph Memory Fusion Network
(Graph-MFN) [36] and the contextual inter-modal attention
framework (CIM-Att) [25]. To match learning conditions, we
compared with the single task learning (STL) model of [25]
where only emotion labels are used in training.
5. RESULTS
The results of the final model averaged across ten runs are
shown in Table 1. Our simple feedforward neural network us-
ing multimodal embeddings achieved state of the art results
in terms of average WA and F1 over all emotions at 66.2%
and 77.0%, respectively. On individual emotions our model
yielded comparable to improved results over state of the art.
Specifically, we observed improvements in the weighted ac-
curacy of all emotions except sad as well improvements in F1
score of disgust and sad.
6. CONCLUSION
In this work we proposed a method for extending ELMo word
embeddings to include acoustic information. We used convo-
lutional layers over word-aligned acoustic features to calcu-
late acoustic embeddings which we then combined with token
embeddings in ELMo using a sigmoid gating function. The
model was trained on a language modeling task, first with
a text corpus followed by inclusion of audio from a multi-
modal dataset. We then showed the effectiveness of sentence
embeddings extracted from this multimodal biLM in emotion
recognition. The results are surprising given that our down-
stream model using a neural network with two hidden lay-
ers outperformed state of the art architectures. This demon-
strates how well the multimodal embeddings have captured
inter- and intra-modal dynamics in spoken language.
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