Feature combinations affect network intrusion detection/prevention systems based on machine learning methods such as multi-layer perceptron (MLP) in terms of accuracy and efficiency. However, selecting the optimal feature subset from the list of possible feature sets to detect network intrusions requires extensive computing resources. In this paper, we propose an optimal feature selection algorithm based on the simulated annealing algorithm to determine six denial of service attacks (neptune, teardrop, smurf, pod, back, land). In order to evaluate the performance of our proposed algorithm, three well-known machine learning methods (multi-layer perceptron., Bayes classifier, and support vector machine) are used against the NSL-KDD data set.
Introduction
An incomparable amount of changes is taking place in the methods and volume of information distribution owing to the widespread application of computers and the exponential increase of wired and wireless networks. Especially, the application of information and computer technology to various industries definitely contributes to increased efficiency and productivity. However, the wide spread application of computers and the increase of networks also elevated the incidence of malicious activities such as information leakage and intrusions, resulting in economic losses and difficulty with spreading information technology. To tackle these problems, varying methods have been proposed especially in the area of network-based intrusion detection systems (IDS) . Almost all of the IDS deployed in networks are signaturebased IDS and use a set of simple rules. Despite some advantages such as high confidence in detection and low false positive rate, signature-based IDS have limits on detecting unknown attacks and the need for expert knowledge to create signatures. For this reason, machine learning based IDS has attracted many researchers as an alternative IDS approach [1] [2] [3] [4] [5] [6] [7] [8] .
One of the most important factors in developing IDS based on machine learning methods is finding feature sets to characterize and describe attacks in networks. Although various features have been extracted from network packets and system logs and many others have been proposed, a public feature data set for objective and fair comparison between proposed IDS is required by reseachers. The KDD'99 data set was provided by MIT Lindon lab to fulfill this requrement [9] . Many researchers have used the KDD'99 data set to evaluate the performance of IDSs they proposed. However, owing to the disadvantages of the KDD'99 data set such as excessive data size, data redundancy and bias to certain attacks, the data set has limitations on using it without modification. To address the problems of the KDD'99 data set and provide a data set that can be used to carry out objective and fair performance comparisons, the NSL KDD data set was proposed by Tavallaee et al. [10, 11] .
Both the KDD'99 and NSL KDD data sets use a total of 41 features to characterize and describe various attacks. However, a total of 41 features is not suitable as a descriptor for representing attacks and as the input vector for machine learning methods such as multi-layer perceptron. Methods that use feature subsets relevant to specific attacks, therefore, have received considerable attention among many concerned researchers. In this respect, many methods based on the analysis of the correlations with attack classes such as the information gain [12] , dependency ratio [13] and correlation [14] of individual features have been proposed. These methods eliminate features with lower ranks after ordering in terms of correlation measures. Although the correlation based methods guarantee efficiency, they cannot reflect the emergent effect of feature combinations, which is different from the naïve addition of individual features. The reason for almost all proposed feature selection methods dependent on the correlation analysis of individual features is that the number of possible feature subsets is too large to evaluate each feature subset through experimentation. For example, given a set of 41 features, the number of possible feature subsets is 241-1.
A method based on the meta heuristic algorithm was proposed to tackle the optimal feature selection problem by Kang et al. [15] . The proposed optimal feature selection algorithm is based on a local search algorithm to provide a feature subset for multi-layer perceptron. The authors showed that the feature subsets selected by the approach guarantees above 95% accuracy and the average size of feature subsets is 21, half of 41 features. However, they encountered two class problems in determining whether denial of service (DoS) attacks occur from the selected feature subset without specifing the kind of DoS attacks. In view of the fact that the contermeasure should be different according to the kind of attack, the functionality to discern the kind of attack is an important ability that IDSs require. Therefore, the research has limitations for applications to network-based IDSs in practice.
In this paper, we propose an optimal feature selection algorithm to characterize the six kinds of DoS attacks (neptune, teardrop, smurf, pod, back, land) defined in the KDD'99 data set and the NSL KDD data set in addition to normal traffic. The proposed method is based on the simulated annealing algorithm. In order to evaluate the performance of selected feature subsets in terms of accuracy and efficiency using the proposed algorithm, three well-known machine learning techniques, experiments using multi-layer perceptron (MLP), naïve Bayes classifier and support vector machine (SVM), are carried out against the NSL KDD data set. Subsequently, we compare the performance of our proposed method with that of the feature selection method based on the local search algorithm.
The paper is arranged as follows. In the second section, the composition and properties of the NSL KDD data set is described. A feature selection algorithm based on the simulated annealing algorithm is proposed in Section 3. In Section 4, experiments using three machine learning methods are conducted to evaluate the performance of the selected feature subsets obtained by using the proposed feature selection method. A performance comparison is also carried out againt the NSL KDD data set in terms of accuracy and efficiency. Lastly, we conclude and present future research in Section 5.
Material

NSL KDD Data Set
We used the NSL KDD data set [11] to evaluate the usability of the proposed feature selection algorithm. The KDD'99 data set [9] , which has been widely used to evaluate IDSs, is composed of training data containing about 5 million samples and test data containing about 300,000 samples. Attacks in the data set are categorized into 4 classes (denial of service attack, user to root attack, remote to local attack, probing attack) including normal traffic. Additionally, 41 features (refer to Table 1) are classified into 3 groups: basic Table 1 .
The fact that the complete KDD'99 data set is too large makes it difficult to use the data set to compare the performance of proposed methods without artificial manipulation such as arbitrary selection of part of the data set according to the author's subjective decision. In addtion to the data size problem, the fact that the results of experiments could be biased towards the relatively abundant attack records has been revealed by many studies focusing on the KDD'99 data set itself.
To complement the disadvantages of the KDD'99 data set, M. Tavallaee et al. [10] proposed the NSL KDD data set. While the NSL KDD data set is basically a subset of KDD'99, it improves the KDD'99 data set as follows. Firstly, the NSL KDD data set eliminates data redundancy such that it prevents the results of experiments from having a bias towards relatively redundant attack records. In addtion, the NSL KDD data set increases the objectivity of the performance comparisons by adjusting the difficulty levels between attack classes. Lastly, the NSL KDD data set consists of a reasonable amount of records so that objective comparisons among different detection methods are possible while avoiding the arbitrariness that occurs when randomly selected parts of the data set are used.
Because the goal of this paper is to propose a feature selection method for determining which kind of DoS attack occurs in a network among six kinds of attacks, normal records and six kinds of DoS attack records were extracted from the complete NSL KDD data set. The selected part of the data set is composed of training data and test data, containing 113271 records and 15452 records, respectively. The composition of the prepared data set for experiments including normal instances is shown in Table 2 . From the table, we can observe large differences in the number of records for DoS attacks in the NSL KDD data set. 
Data Preprocessing
NSL KDD data set contains a range of feature types. Therefore, each feature needs to be normalized into a certain range of numeric values in order to be used as an input to the machine learning classifier. Data normalization was conducted following the method proposed in [2] .
1) symbolic features like protocol type -integers from 0 to N -1, where N is the number of symbols, were assigned to each symbol and then each value was linearly scaled to the range of [0, 1]. 2) numeric features with large integer value ranges like src bytes and dst bytes -logarithmic scaling with base 10 was applied to the features. After mapping to a certain range of numeric values, min-max normalization was applied to each scaled feature value. A feature value s is linearly transformed to a value in the range of [0, 1] using (1)
where, min(f i ) and max(f i ) denotes the minimum value and the maximum value of the i-th feature over the training and test data set (1≤ i ≤ 41).
Optimal Feature Selection Algorithm
Optimal Feature Subset Selection Problem
Kang et al. [15] defined the feature selection problem for IDS as a combinatorial optimization problem. The number of possible feature combinations from the feature set with 41 features is 2 41 -1. This number means that it is impossible to conduct performance evaluations for all feature combinations. The optimal feature subset selection problem is defined as follows:
. ., f n } and a cost function C:f → q (0 ≤ q), find feature subset (s) f' such that the value of the cost function is minimized.
Feature Selection Approach based on Simulated Annealing Algorithm
We designed a novel feature selection algorithm for IDS. The proposed feature selection algorithm is based on simulated annealing, which is a widely used method in combinatorial optimization. The simulated annealing algorithm can be considered one of the search algorithms. However, while naïve local search algorithms use a greedy approach to find the optimal solution, simulated annealing is a probabilistic technique that enables us to leave the local optima to find better solutions. For this reason, simulated annealing is known to behave better than the naïve local search algorithm most of the time.
Solutions
A solution used in the feature selection algorithm is represented by a binary vector f with a length of 41 as (2) . While the value of 1 is assigned to the selected feature, 0 is assigned to the unselected feature.
Most search algorithms used to handle the optimization problem need an initial solution. The simulated annealing approach needs an initial solution as well. We randomly selected a feasible solution and used it as an initial solution.
In the meantime, the neighboring solutions for a given solution are defined as binary vectors with one bit different from the given solution. For example, the neighboring solutions for a solution which uses all 41 features are composed of 41 binary vectors with only one bit of value 0. <0, 1, 1, 1, . . ., 1> is one of them.
Cost function
One of the important factors on which the performance of optimization heuristic algorithm such as simulated annealing depends is the cost function for evaluating individual solutions. In other words, the performance of an algorithm is largely dependent on how the cost function is defined. The cost function used in this paper is similar to the one suggested in [15] . The basic idea of the cost function is to use the accuracy of clustering by using features represented by the given solution. How accurately the training data is partitioned into correspondig clusters when the clustering is conducted using only features presented by a solution serves as the cost for a given solution.
K-means clustering algorithm was adopted as a clustering algorithm for the cost function. The objective of the k-means clustering algorithm is to partition observation into k clusters such that the sum of the variation in the clusters is minimized. Because the paper dealt with classifying 6 kinds of DoS attacks and normal traffic, the feature selection problem belongs to the 7-class problem and the value of k is 7. Additionally, the cost ϕ for a given record x in the training data is computed by
ϕ(x) is set to 1 if the class p(x) determined by the clustering algorithm is equal to the original class q(x) that a record x belongs to, otherwise it is set to 0. The cost C(f ) for a given solution f is calculated over the training data set (with a size of N ) using (5) .
Other parameters
Simulated annealing adopts a cooling scheme to find optimal solutions avoiding local optima while searching the solution space. In general, the cooling scheme refers to a schedule for how to search. Parameters such as an initial temperature, a temperature reduction function and a termination condition have to be specified. The initial temperature T has to be large enough to allow sufficient transitions to be accepted. A value of 100,000 was assigned as the initial value T, which is larger than the size of the training data set. The temperature reduction function is defined as a simple iterative function which is the product of T multiplied by a constant r.
where the value of r is set to 0.9. Lastly, the termination condition is that if the value of T is less than 0.001 then the algorithm stops where 0.001 was determined after several experiments.
Procedure of algorithm
The feature selection algorithm based on simulated annealing proceeds as follows.
Firstly, an initial solution is selected randomly and it is assumed to be the optimal solution. Subsequently, the cost of the initial solution is computed using the cost function described previously. While temperature T does not satisfy the termination condition, a neighboring solution of the current optimal solution is selected and its cost is calculated. If the cost of the newly selected neighboring solution is less than or equal to that of the current optimal solution, the current optimal solution is replaced with a newly selected neighbor solution. If the cost of the neighboring solution is greater than the current optimal solution, a random value q is chosen in the range of (0, 1). In this case, the replacement of the optimal solution is permitted only if a random value q is less than e − Cost(vn)−Cost(v b ) T . After temperature T is reduced following (6), these processes are continued until T satisfies the termination condition.
A pseudo-code for the feature selection algorithm based on simulated annealing is suggested as follows.
Algorithm: Feature selection algorithm based on simulated annealing
Input: Training data set Output: Combination of features: ν b 1. ν b ← Null; // final solution 2. T ← 100000; 3. r ← 0.9; 4. Generate an initial solution, ν i ; 5. ν b ← ν i ; 6. Calculate the cost of initial solution, Cost(ν b );. 7. while (T > 0.001) do 8. begin: 9.
Randomly select a neighbor solution, ν n , of ν b which have one bit different from ν b ; 10.
if (Cost(ν b ) = Cost(ν n )): 11.
ν b ← ν n ; 13. else: 14.
Generate a random number q uniformly in the range (0, 1);
T← r × T 18. end // for while loop
Experiments and Results Analysis
We generated 20 feature subsets using the proposed feature selection algorithm for the performance evaluation of the selection algorithm.
Machine Learning Methods
In order to evalute the selected feature subsets, three representative supervised machine learning methods, MLP, Bayes classifier and SVM, were used. A brief introduction about machine learning methods including the used parameters are presented in this sub section.
Multi-layer perceptron
Multi-layer perceptron, also known as an artificial neural network, is a supervised machine learning method that learns and recognizes objects by imitating the information process of the human brain. A 3-layer format containing input, hidden and output layers was adopted as the basic structure of MLP. The number of nodes at the input layer is equal to the size of the given feature subset and the number of nodes at the output layer is set to 7. The number of nodes at the hidden layer was set up with a number which showed the best performance through many experiments. The sigmoid function was used as a neuron function and MLP was learned using the backpropagation algorithm with various learning rates and momentums.
S(v)
The learning algorithm terminated when the improvement with respect to error rate was less than 0.1% between two contiguous epochs over the entire training data set.
Naïve Bayes classifier
The naïve Bayes classifier [16] is a supervised machine learning classifier based on the following Bayes theorem.
where w i indicates the i th class and x denotes a given feature vector. In the naïve Bayes classifier, the class of the given feature is determined by the class with the greatest posterior probability p(x|w i ). We assumed that the distribution of p(x|w i ) follows the Gaussian distribution and the maximum likelihood method was used to determine the parameters of the distribution.
Support vector machine
Support vector machine (SVM) is one of the supervised machine learning methods suggested by Vapnik [17] . Because it considers the margin between support vectors when finding the decision hyperplane, it is known to have generality compared with other machine learning methods. We used a polynomial kernel function K(x, y) = (x · y + 1) p for the non-linear support vector machine. Lagrange multipliers were obtained by a sequential minimal optimization (SMO) algorithm [18] . Originally, SVM was a 2-class classifier. The 2-class SVM for solving multi-class problems that deal with more than two classes had to be expanded. The pair-wise classification method that adopts voting to identify the given feature was used.
Performance Comparisons
In order to evalute the performance of the feature subset computed by the proposed selection algorithm, the accuracy, which is generally evaluated in studies on IDS, was measured. The accuracy is the proportion of correct results in determinations by the machine against the test data set. In additon to the accuracy, the time taken to train and test and the size of the feature subset were measured as well. These measures are important evaluation factors for real time IDS/IPSs. Table 3 presents the average accuracy and standard deviation when three machine learning methods were applied to 20 feature subsets obtained by two feature selection algorithms, one based on the local search algorithm and the other based on simulated annealing. In the same table, the accuracy of all 41 features when they were used in the three machine learing methods is also shown. The accuracy of the feature subsets obtained by the proposed feature selection algorithm was 96.83% for MLP, 96.64% for the Bayes classifier and 97.48% for SVM. Although these accuracy values are lower than those obtained when all features were used, they are slightly higer than those obtained with the local search based feature selection algorithm. In the case of the naïve Bayes classifier, while the simulated annealing algorithm showed 5% higher accuracy than the local search algorithm, it was quite a bit lower than the accuracy when all 41 features were used. However, the best accuracy values achieved by the proposed algorithm for the three machine learning methods among 20 feature subsets were 98.74%, 98.69% and 99.24% respectively, which were higher than or equal to those achieved when 41 features were used. This means that if we seek many solutions with the proposed algorithm and select the solutions with high performance, we can achieve accuracy as high as that obtained when 41 featues are used for machine learning techniques regardless of the types. Table 4 shows the feature subsets which achieved the best accuracy values among the 20 feature subsets used for three machine learning techniques with their accuracy values. Table 5 shows the average lengths of feature subsets obtained by two feature selection algorithms using MLP. It also shows the time required for training and the time for testing. The average length of feature subsets produced by the proposed feature selection algorithm is 18 (±3.74) and is lower than that of feature subsets obtained by the feature selection algorithm based on a local search algorithm. As we can expect, the time taken to train and test the proposed method is shorter than that of the local search based algorithm. The length of the feature vector and especially the time taken to determine whether an attack occurs or not, even though it is trivial, is as important as the accuracy in realtime IDS/IPSs. The best solution in terms of Table 4 A feature set with accuracy of 98.8%
Feature Compositon Accuracy MLP 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 1, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0 98.74 Bayes 1, 1, 0, 0, 1, 1, 0, 0, 0, 1, 1, 1, 0, 1, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0 98.69 SVM 0, 1, 0, 1, 1, 0, 0, 1, 0, 1, 1, 1, 0, 0, 0, 0, 1, 1, 0, 1, 1, 0, 1, 0, 1, 0, 0, 1, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 1, 1 99.24 the time had a length of 14 and the time taken to train and test was 233.11 sec and 0.49 sec, repectively.
Conclusion
In this paper, we proposed an optimal feature selection algorithm for detecting six kinds of denial of service attacks against the NSL KDD data set. The feature selection problem was defined as a combinatorial optimization problem. The proposed algorithm is based on the simulated annealing algorithm. In order to evaluate the accuracy and efficiency of selected feature subsets obtained by the proposed feature selection algorithm, MLP, Bayes classifier and SVM were used against the NSL KDD data set. A comparison between our proposed algorithm and other feature selection algorithms was conducted including a comparison with the results obtained when all 41 feature sets were used. From the experiment results, we confirmed that the feature subsets selected by the proposed algorithm have a higher accuracy and detection rate. In addition, the average length of the feature subsets obtained by the proposed algorithm was 18 and the algorithm was more efficient in both learning and identifying time. This indicates that the proposed feature selection algorithm is suitable for realtime IDS/IPS.
