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ABSTRACT
We present cosmological radiation-hydrodynamic simulations, performed with the code
RAMSES-RT, of radiatively-driven outflows in a massive quasar host halo at z = 6. Our simu-
lations include both single- and multiscattered radiation pressure on dust from a quasar and
are compared against simulations performed with thermal feedback. For radiation pressure-
driving, we show that there is a critical quasar luminosity above which a galactic outflow
is launched, set by the equilibrium of gravitational and radiation forces. While this criti-
cal luminosity is unrealistically high in the single-scattering limit for plausible black hole
masses, it is in line with a ≈3 × 109 M black hole accreting at its Eddington limit, if infrared
(IR) multiscattering radiation pressure is included. The outflows are fast (v  1000 km s−1)
and strongly mass-loaded with peak mass outflow rates ≈103–104 M yr−1, but short-lived
(<10 Myr). Outflowing material is multiphase, though predominantly composed of cool gas,
forming via a thermal instability in the shocked swept-up component. Radiation pressure-
and thermally-driven outflows both affect their host galaxies significantly, but in different,
complementary ways. Thermally-driven outflows couple more efficiently to diffuse halo gas,
generating more powerful, hotter, and more volume-filling outflows. IR radiation, through its
ability to penetrate dense gas via diffusion, is more efficient at ejecting gas from the bulge.
The combination of gas ejection through outflows with internal pressurization by trapped IR
radiation leads to a complete shut down of star formation in the bulge. We hence argue that
radiation pressure-driven feedback may be an important ingredient in regulating star formation
in compact starbursts, especially during the quasar’s ‘obscured’ phase.
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1 IN T RO D U C T I O N
In the present day Universe, most galaxies with stellar masses
greater than ∼1011 M are passive, with star formation rates per
unit stellar mass well below 10−2 Gyr−1 (e.g. Peng et al. 2010;
Bauer et al. 2013; Moustakas et al. 2013). With stellar populations
dominated by old stars, such passive galaxies typically exhibit red
optical colours and are therefore said to be ‘red and dead’ (e.g.
Kauffmann et al. 2003; Bell et al. 2004; Brammer et al. 2009).
Though rarer in number, inactive massive systems appear to ex-
ist out to redshifts as high as z = 4 (see e.g. Gobat et al. 2012;
Muzzin et al. 2013; Straatman et al. 2014; Belli, Newman & Ellis
2015; Glazebrook et al. 2017). The mechanisms responsible for the
suppression of star formation in massive galaxies thus appear to
have been operating since the earliest stages of galaxy formation.
 E-mail: costa@strw.leidenuniv.nl
These observations put strain on galaxy formation models based
on CDM cosmologies. The challenge for these models, most
clearly illustrated by the discrepancy between the shapes of the
observed stellar mass function of galaxies and the predicted dark
matter halo mass function (Read & Trentham 2005; Behroozi, Con-
roy & Wechsler 2010; Moster et al. 2010), is to prevent excessive
star formation in both low- and high-mass systems. In order to rec-
oncile theory and observations, virtually all models invoke a series
of feedback processes that tap into the energy released by stars
(through the stellar radiation field, supernovae, stellar winds, and
cosmic rays), and accreting black holes (through radiative heating,
winds, and jets).
While sufficiently energetic to regulate star formation in galaxies
with stellar masses below ∼1011 M, supernovae likely fall short
of providing the required energy in the deepest gravitational po-
tential wells (Dekel & Silk 1986; Benson et al. 2003). In order to
reproduce the bulk properties of massive galaxies, most success-
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ful models instead appeal to the energy output by active galactic
nuclei (AGN) powered by rapidly accreting supermassive black
holes (Scannapieco & Oh 2004; Churazov et al. 2005; Di Mat-
teo, Springel & Hernquist 2005; Bower et al. 2006; Croton et al.
2006). The underlying assumption is that energy and momentum
liberated by AGN couples to the surrounding interstellar- and in-
tergalactic media (ISM, IGM) efficiently, heating and pushing the
surrounding gas and, possibly, expelling it via powerful large-scale
outflows. Accordingly, AGN feedback has been incorporated into
practically all state-of-the-art cosmological simulations of galaxy
formation (Sijacki et al. 2007; McCarthy et al. 2011; Dubois et al.
2014; Vogelsberger et al. 2014; Khandai et al. 2015; Schaye et al.
2015; Weinberger et al. 2017). The limitations imposed by insuf-
ficient numerical resolution in even the most sophisticated cosmo-
logical simulations as well as the absence of key physical processes
from the models (e.g. radiative transfer, magnetohydrodynamics),
however, prevent an ab-initio treatment of AGN feedback. Conse-
quently, despite the many successes of cosmological simulations in
reproducing the bulk properties of massive galaxies, the physical
mechanism that couples AGN energy to its surroundings and its
efficiency remains elusive.
One possible AGN feedback channel is direct radiation pressure
on dusty gas at galactic scales (Fabian 1999; Murray, Quataert
& Thompson 2005; Ishibashi & Fabian 2015; Thompson et al.
2015). The importance of dust can be appreciated from the following
argument. As in the classical Eddington limit, the radiation force
exerted by the radiation field of a central source with luminosity
Lcen and flux F = Lcen/(4πR2), where R is the radial distance
to the source, can balance the gravitational weight of a galaxy
with gas mass Mgal(R), here assumed to dominate over other matter
components, if
Lcen = 4πGMgal(R)c
κ
, (1)
where G is the gravitational constant, c the speed of light in vac-
uum, and κ the scattering cross-section per unit mass. For instance,
κ = κT = 0.346 cm2 g−1 if electron (Thomson) scattering is the
dominant coupling mechanism.
If the central source is an AGN powered by a black hole with
mass MBH, accreting at its Eddington limit, then it must emit at a
luminosity
LAGN = 4πGMBHc
κT
. (2)
The mass of the galaxy that can be supported by radiation pressure
from its central AGN is obtained by setting Lcen = LAGN, which
gives
Mgal(R) = MBH κ
κT
. (3)
We require κ  κT if radiation pressure is to have an appreciable
impact on the gas of the host galaxy (Fabian, Celotti & Erlund
2006).
Opacities greater than κT are easily achieved by continuum dust
absorption and photon scattering (Draine & Lee 1984). At op-
tical and UV frequencies, the dust opacity κD can reach values
∼103 cm2 g−1  κT for a Milky Way dust-to-gas ratio fD ≈ 0.01
(e.g. Li & Draine 2001). The dust grains, which are expected to be
charged even at large (∼ kpc) distances from the AGN due to their
strong radiation field, are expected to be dynamically coupled to at
least the cold phase of the interstellar medium (Murray et al. 2005)
and to therefore impart the full radiation force on the gas, though
hydrodynamic decoupling may occur in shocks or in the presence of
strong radiation fields (e.g. Hopkins & Lee 2016). It is possible for
the dust opacities to be important also at infrared (IR) frequencies.
Calculations for dusty media composed of grains of various sizes
and chemical composition predict temperature-dependent Rosse-
land mean opacities that can reach κIR ≈ (1–10) cm2 g−1 at dust
temperatures TD ∼ 100 K (e.g. Pollack et al. 1994; Semenov et al.
2003).
At galactic scales, the highest optical depths are measured in sys-
tems hosting intense star formation activity, such as ultra-luminous
infrared galaxies (ULIRGs), submillimetre galaxies (e.g. Lutz et al.
2016; Simpson et al. 2017), reddened quasars (Banerji et al. 2012,
2017; Hamann et al. 2017), and hot dust-obscured galaxies (Eisen-
hardt et al. 2012; Assef et al. 2015; Tsai et al. 2015). For Arp220, a
late-galaxy merger and a local ULIRG, the two ∼100 pc-scale dusty
nuclei are optically thick in the continuum at far-infrared (FIR)
wavelengths λ = 600μm–2.6 mm, and the estimated luminosity-
to-mass ratio of ≈500 L/M is a strong indication that radiation
pressure is dynamically important (Scoville et al. 2017).
Possibly, radiation pressure on dust in these extreme environ-
ments lies at the origin of some of the AGN-driven outflows now
often detected through emission and absorption lines (see Fiore
et al. 2017 for a recent compilation). Analytic models based on
the momentum balance of gravitational and radiation forces have
previously shown that AGN are sufficiently luminous to accelerate
significant masses of gas to high velocities > 1000 km s−1 at least
out of the central regions of massive galaxies (Ishibashi & Fabian
2015; Thompson et al. 2015). Indeed, the prevalence of radiation
pressure over, for instance, the thermal pressure of an extremely hot
T ∼ 109 K bubble as predicted by some models (e.g. King 2003),
has been claimed to be favoured from available constraints based
on emission line ratios in systems hosting powerful AGN-driven
outflows (Stern et al. 2016).
The possibility that radiation pressure on dust in bright quasars
drives large-scale outflows is the subject of this paper. Direct ra-
diation pressure on dust gives a force Frad = LAGN/c, which is
lower than the momentum fluxes inferred for a number of observed
molecular outflows and is likely insufficient to efficiently regulate
black hole accretion and drive powerful large-scale outflows (De-
buhr, Quataert & Ma 2012; Costa, Sijacki & Haehnelt 2014a). In
configurations in which dusty gas is optically thick also at IR fre-
quencies (τ IR > 1), it is possible for the radiation force to exceed
LAGN/c, though at most1 by a factor of τ IR. In this regime, IR pho-
tons become trapped within the optically thick gas and must scatter
multiple times before escaping (see e.g. appendix in Costa et al.
2018).
In order for the radiation force to approach τ IRLAGN/c, it is cru-
cial for the radiation to be efficiently confined by optically thick
gas. Krumholz & Matzner (2009), for instance, argue that radia-
tion leakage through holes punched through outflowing gas should
reduce the IR radiation force to a value comparable to LAGN/c.
Using radiation-hydrodynamic simulations, Krumholz & Thomp-
son (2012, 2013) find that even when interacting with a homoge-
neous medium, trapped IR radiation triggers a Rayleigh–Taylor-
like instability and is beamed through low-density channels, re-
ducing the radiation force to Frad ≈ LAGN/c (see also Rosdahl &
Teyssier 2015). More accurate radiative transfer schemes (e.g. vari-
1An exception occurs at extremely high τ IR if the system is in the ‘dynamic
diffusion’ regime (e.g. Krumholz et al. 2007; Costa et al. 2018), i.e. when
the speed of the flow v  c/τ IR. This regime, however, does not apply in
the systems we are interested in in this paper, for which τ IR < 40.
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able Eddington tensor or Monte Carlo methods), however, result in
higher (though still reduced) trapping efficiencies (Davis et al. 2014;
Tsang & Milosavljevic´ 2015; Zhang & Davis 2016). More recently,
Bieri et al. (2017) performed radiation-hydrodynamic simulations
to test the efficiency of IR radiation trapping in clumpy galactic
discs, showing that, although IR radiation is relatively ineffectively
trapped (with efficiency ηIR ≈ 0.2–0.3), it continues to play a de-
cisive role in accelerating outflows.
Costa et al. (2018) employed the radiation-hydrodynamic code
RAMSES-RT in order to test its ability in reproducing analytic solutions
of gas shells driven by radiation pressure out of galactic potentials,
as envisaged by Thompson et al. (2015) and Ishibashi & Fabian
(2015). The agreement between numerical simulations and analytic
models was found to be excellent for a wide range of AGN lumi-
nosities and IR optical depths. In particular, IR trapping was seen
to be efficient as long as the optically thick gas has a high covering
fraction and the IR diffusion times are short in comparison to the
hydrodynamic response time.
The feasibility of this scenario has, however, never been tested in
cosmological simulations performed with on-the-fly radiative trans-
fer. The main goal of this paper is to assess whether, from an ener-
getics point of view, radiation pressure on dust can drive large-scale
outflows in a cosmological context. In addition, we investigate the
extent to which star formation is inhibited in the presence of single-
and multiscattering radiation pressure from a quasar. We address
this problem for the first time with fully cosmological radiation-
hydrodynamic simulations of radiative feedback from a quasar in
a massive z  6 galaxy, a regime which we have explored with
different models for AGN feedback in previous studies (e.g. Costa
et al. 2014a; Costa, Sijacki & Haehnelt 2015).
The paper is organized as follows. We describe our simulations
in Section 2. In Section 3, we present the results of our radiation-
hydrodynamic simulations focussing on the impact of IR multiscat-
tering in generating large-scale outflows. We discuss the implica-
tions of our findings in Section 4 and summarize our conclusions in
Section 5. We present complementary material in a series of Appen-
dices. In Appendix A, we present the quasar light-curve used in one
of our simulations, in appendices B, C, and D, we test the robustness
of our results against changes in the reduced speed of light parame-
ter, numerical resolution, and artificial pressure floor, respectively.
Finally, in Appendix E we quantify the trapping efficiency of IR
radiation.
2 TH E S I M U L AT I O N S
We perform cosmological simulations with the radiation-
hydrodynamic code RAMSES-RT (Rosdahl et al. 2013; Rosdahl &
Teyssier 2015), the public multifrequency radiative transfer exten-
sion of the adaptive mesh refinement code RAMSES (Teyssier 2002).
RAMSES follows the hydrodynamical evolution of gas coupled with
the dynamics of dark matter, stellar populations, and black holes,
under the influence of gravity and radiative cooling. The Euler hy-
drodynamic equations are solved using a second-order unsplit Go-
dunov scheme. The ‘Local Lax-Friedrichs’ (LLF) Riemann solver
together with the MinMod Total Variation Diminishing scheme to
reconstruct the interpolated variables from their cell-centred values
is used to compute fluxes at cell interfaces. The evolution of the
collisionless component (dark matter, stellar populations, and black
holes) is computed using a particle-mesh method and cloud-in-cell
interpolation.
RAMSES-RT follows the multigroup propagation of radiation, its
on-the-fly interaction with hydrogen and helium through photoion-
ization, heating and momentum transfer (all neglected in this study)
as well as its interaction with dust particles embedded within in-
terstellar gas via single- and multiscattering radiation pressure. In
order to solve radiative transfer, RAMSES-RT uses a first-order Go-
dunov method with the M1 closure for the Eddington tensor. We
employ the ‘Global Lax-Friedrichs’ (GLF) Riemann solver for the
advection of photons between cells. Since the time-step 	t, and
hence the computational load, scales inversely with the speed of
light, we adopt the ‘reduced speed of light approximation’ (Gnedin
& Abel 2001). We use a reduced speed of light of c˜ = 0.03c, but
also perform simulations at the full speed of light (c˜ = c) in order
to assess the convergence of our results. This analysis is presented
in Appendix B.
2.1 Cosmological initial conditions
We investigate the ability of AGN radiation pressure to drive out-
flows in a massive galaxy at z  6. We assume that the bright-
est quasars at z = 6 are hosted by dark matter haloes with virial
masses of 2 × 1012 M (see Costa et al. 2014b for a discussion
on the likely mass of z = 6 quasar host haloes). At z = 6, the halo
mass function turns over at a mass ≈1011 M. With a comoving
number density of 10−7 h3 Mpc−3, the required haloes become
exceedingly rare. Our simulations have to follow a very large cos-
mological box in order to include such massive haloes as well as to
accurately model the tidal torque field generated by the surrounding
large-scale structure.
We generate cosmological ‘zoom-in’ initial conditions with the
MUSIC code2 (Hahn & Abel 2011) for a cosmological box with a
comoving side length 500h−1 Mpc. We adopt the following cosmo-
logical parameters: 
m = 0.3065, 
 = 0.6935, 
b = 0.0483,
H0 = 67.9 km s−1 Mpc−1, σ8 = 0.8154, and ns = 0.9681 in line
with the most recent cosmic microwave background constraints
(Planck Collaboration et al. 2016). Length scales are given in phys-
ical units unless stated otherwise.
We first perform a relatively low resolution, purely N-body, sim-
ulation on a uniform 10243 grid down to z = 6 using RAMSES.
The low-resolution dark matter particles have a mass mDM,0 =
1.5 × 1010 M. Using the halo finder ADAPTAHOP (Tweed et al. 2009),
we identify the location of the most massive dark matter haloes
(Mvir > 1012 M) found in the simulation at z = 6. We select the
second most massive system, as the most massive halo is found to
be undergoing a major merger at z = 6.
We then generate ‘zoom-in’ initial conditions for a roughly spher-
ical region of comoving diameter ≈7 Mpc centred on the selected
dark matter halo. The radius of our high-resolution region is there-
fore about five times greater than the virial radius (Rvir = 62.1 kpc)
of the targeted halo at z = 6. Within the high-resolution volume,
dark matter particles have a mass of mDM,hr = 3.5 × 106 M. We
verify that the halo of interest is completely free of contamination
from low-resolution dark matter particles; the nearest low-resolution
dark matter particle is at a distance of ≈8Rvir from the central halo
at z = 6.5 and ≈6Rvir at z = 6. We have listed the main properties
of the massive halo in Table 1 for various different redshifts, in-
cluding its virial mass, which, at z = 6, is Mvir = 2.4 × 1012 M.
A visual impression of the cosmological density field at z = 6 in
the high-resolution region of one of our simulations is provided in
Fig. 1.
2The public version we used can be found on the website https://bitbucket.
org/ohahn/music.
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Table 1. Main properties of the massive dark matter halo addressed in our
various simulations, here shown for simulation noAGN. From left to right,
we list the redshift, virial mass, virial radius (in physical units), stellar mass,
and maximum stellar circular velocity. The halo grows rapidly between
z = 8 and z = 6, increasing by an order of magnitude in mass and a factor
of 3 in size. The stellar bulge of the most massive galaxy forms particularly
rapidly over this redshift interval and becomes remarkably tightly bound by
z = 6 with a peak circular velocity just under 600 km s−1.
z Mvir [M] Rvir [kpc] M∗ [M] V max∗ [km s−1]
8 3.2 × 1011 24.5 6.8 × 109 80.7
7 1.4 × 1012 44.1 4.1 × 1010 184.1
6 2.4 × 1012 62.2 1.4 × 1011 585.2
The grid is dynamically refined during the course of the simula-
tions based on mass density. A cell is refined if (ρDM + 
DM
b ρ∗ +

DM

b
ρ)	x3 > 8mDM,hr, where ρDM, ρ∗, and ρ are the dark mat-
ter, stellar, and gas density, respectively. The minimum cell width
achieved in most of our simulations is	x = 125h−1 pc. At the time
at which radiation injection begins, there are about 130,000 such
RAMSES cells within the virial radius, which constitutes ≈15 per cent
of the total number of cells (of all sizes) in that region. We also
perform one high-resolution simulation (simulation UVIR-4e47-
hires in Table 2), in which we refine by one additional level. In
this high-resolution simulation, the minimum RAMSES cell width
is 	x = 62.5h−1 pc. The number of high-resolution cells within
the virial radius of the massive halo is also on the order of
130,000.
2.2 Radiation-hydrodynamic simulations
We use a deliberately simple setup for our numerical experiments.
Our aim here is to isolate the effects of AGN radiation pressure
on dust as narrowly as possible, focussing on the conditions under
which large-scale outflows can be generated and on the properties
of the large-scale outflows that develop. We do not calibrate the
multiple free parameters present in our models or attempt to match
observables, for which a range of many additional physical mech-
anisms (e.g. metal-line and non-equilibrium cooling, supernova-
driven outflows) would have to be taken into account. We do, how-
ever, verify how the bulk properties of simulated outflows compare
with observations, when possible. We describe the physical pro-
cesses that are included in the following sections.
2.2.1 Radiative cooling and star formation
Non-equilibrium hydrogen and helium cooling down to a temper-
ature T = 104 K is followed using tabulated cooling rates (as de-
tailed in Rosdahl et al. 2013). We do not consider feedback from
supernovae, since this would itself generate galactic outflows, or
interact non-linearly with outflows driven by AGN (e.g. Booth &
Schaye 2013; Costa et al. 2015), and thus complicate our task of
isolating outflows driven by AGN radiation pressure.
Since we do not follow supernova feedback, we also do not
include metal-line cooling in our fiducial simulations, as there would
be no way of distributing the metals throughout the galactic halo.
While arguably unimportant for average galaxies at z = 6, metal-
line cooling may already affect the metal-enriched environments of
very massive galaxies hosting z > 6 quasars as well as the cooling
properties of AGN-driven outflows (Costa et al. 2015).
We therefore perform a purely hydrodynamic simulation with
supernova feedback in order to verify that the gas column density
distribution around the AGN in our simulations is not unrealistically
high due to the absence of additional feedback mechanisms (see
Section 4.2).
Star formation is enabled for gas with number density nH > n∗ =
0.13 cm−3 and temperature T < 2 × 104 K at a rate
dρ∗
dt
= ρgas
t∗
, (4)
where t∗ = t0 (nH/n∗)−1/2 and t0 = 8 Gyr. Given our star forma-
tion density threshold, our choice of t0 corresponds to a star forma-
tion efficiency of ∗ ≈ 0.02 per free-fall time.
The number N∗ of ‘stellar particles’ generated in star forming gas
is drawn from a Poisson distribution, i.e. they form with a probability
of P (N∗) = (λN∗/N∗!)e−λ, where λ = ∗
(
ρ	x3/m∗,min
) (	t/tff )
(see Rasera & Teyssier 2006 for details), ρ is the gas density and
	t is the time-step. The minimum stellar particle mass is given by
m∗,min = n∗	x3 ≈ 2.3 × 104 M.
Stellar mass loss, the associated metal loss and enrichment, and
stellar radiation processes are neglected, but the effect of the latter
will be investigated in a future study.
2.2.2 Polytropic equation of state
Like in many cosmological simulations of galaxy formation, we
adopt a polytropic equation of state for dense ISM gas. The motiva-
tion for such an artificial source of pressure support is twofold: (i) the
numerical resolution is not sufficient to capture physical processes
taking place at ISM scales, including turbulence, thermal conduc-
tion, and cloud evaporation (McKee & Ostriker 1977; Springel &
Hernquist 2003), which may generate additional pressure support
and (ii) in order to avoid artificial fragmentation in cells in which
the Jeans length is not resolved (Truelove et al. 1997).
We recall the definition for the Jeans length
λJ =
(
πcs
Gρ
)1/2
= 16
(
T
1K
)1/2 ( nH
1cm−3
)−1/2
pc , (5)
where cs = (kBT /γ )1/2 is the speed of sound and γ = 5/3 is
the adiabatic index of a monatomic ideal gas. Requiring λJ to be
resolved by NJ cells gives a condition for the minimum temperature
TJ that is necessary to resolve the Jeans length at all times. This is
TJ =
( nH
1cm−3
)(NJ	x
16pc
)2
K , (6)
or, alternatively,
TJ = T0
(
nH
n∗
)
, (7)
where T0 = n∗/(1cm−3) (NJ	x/16 pc)2 K. In agreement with pre-
vious cosmological simulations at comparable resolution and star
formation threshold (e.g. Dubois et al. 2012a), we set T0 = 104 K,
which corresponds to NJ = 24. We also perform various simula-
tions for which T0 = 103 K, i.e. NJ = 8 in line with other state-
of-the-art cosmological simulations (e.g. Katz, Sijacki & Haehnelt
2015). We find that all main results presented in this paper are
strengthened by adopting a weaker polytrope with T0 = 103 K. As
a conservative choice, we thus adopt T0 = 104 K as our default
model and discuss the effect of varying T0 in Appendix D.
We apply an artificial pressure term in terms of the effective tem-
perature function given in equation (7) in all our simulations. When
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Figure 1. The large panel on the bottom left shows the gas density field projected along a slab with thickness 5h−1 cMpc, where cMpc denotes ‘co-moving
Mpc’, at z = 6 in simulation noAGN. The quasar host galaxy lies at the intersection of a complex network of gas filaments, which feed the central galaxy
at a high rate. At the top, the gas temperature distribution of the central halo is shown at z = 6 for simulations noAGN (left), UVIR-5e47 (middle), and
thermal-4e47 (right). The inclusion of AGN feedback drives powerful outflows that transport gas to the outer regions of the halo. On the right, we show density
projections for two of our simulations at z = 6.3 (when dense outflows are most prominent); for a simulation without AGN feedback (top panel) and for a
simulation with radiative (UV and IR) feedback (UVIR-5e47). Radiation pressure here drives a powerful outflow and disrupts the central galaxy.
we quote temperatures in this study, we always refer to the tem-
perature (ignoring the TJ term) derived from the thermal pressure,
unless stated otherwise.
2.2.3 Radiation from a bright quasar
Following existing analytic models for AGN radiation pressure on
dust (Murray et al. 2005; Ishibashi & Fabian 2015; Thompson et al.
2015; Costa et al. 2018), we consider two radiation frequency bins
(optical/UV and IR). This choice allows us to draw closer compar-
ison with existing literature, for which only one radiation channel
is single-scattering and the other is multiscattering radiation. In all
simulations, AGN radiation is injected in the optical/UV band, but
is allowed to be reprocessed into IR.
Radiation injection is performed within a spherical region of
radius 	x centred on a single massive particle and at every fine
time-step. We employ the RAMSES clump finder (Bleuler & Teyssier
2014; Bleuler et al. 2015) to identify gas density peaks considering
all RAMSES cells with a density 80 times higher than the current back-
ground mean cosmic density. If the saddle point between different
density peaks lies at a value higher than 200 times the background
mean gas density, the two peaks are merged and identified as a sin-
gle clump. The clump finder is called once every coarse time-step3
in order to find potential candidate peaks for the formation of a
black hole sink particle. When a clump of mass 3 × 1010 M has
formed, we create one sink particle with mass 3 × 109M which
is placed at the location of the potential minimum within its par-
ent clump. In our simulations, the black hole particle is seeded at
z = 6.8, but AGN feedback is only allowed to start at z = 6.5.
Note that a high black hole mass is chosen to minimize BH particle
wandering and to ensure it remains close to the potential minimum
of the halo at all times (see Biernacki, Teyssier & Bleuler 2017 for a
recent physically motivated method to prevent BH scattering). We
also note that, at the scales which are resolved in our simulations,
3In the subcycling scheme used in our simulations, two level l + 1 time-steps
are performed for each coarser level l step.
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Table 2. The simulations performed and analyzed in this study. We probe
a wide range of quasar optical/UV luminosities (from 2 × 1047 erg s−1 to
1.2 × 1048 erg s−1) and explore simulations in which we include only single-
scattering radiation pressure (simulations ‘UV’), while in others we inves-
tigate the impact of multiscattering (IR) radiation (simulations ‘UVIR’).
We also consider a higher resolution simulation (UVIR-4e47-hires), a sim-
ulation in which we do not allow radiation to couple to gas hotter than
3 × 104 K (UVIR-4e47-dust), a simulation in which the AGN light-curve
oscillates (UVIR-4e47-duty), a simulation in which both a temperature cut-
off for the dust opacity and a variable AGN light-curve is adopted (UVIR-
4e47-dustduty) and a simulation in which AGN feedback consists of thermal
energy injection instead of radiation (thermal-4e47).
Name Lopt, UV Lbol L′bol IR?
[erg s−1] [erg s−1] [erg s−1]
UV-4e47 4 × 1047 7.1 × 1047 4.6 × 1047
UV-5e47 5 × 1047 8.9 × 1047 5.7 × 1047
UV-8e47 8 × 1047 1.4 × 1048 9.2 × 1047
UV-1e48 1 × 1048 1.8 × 1048 1.1 × 1048
UV-1.1e48 1.1 × 1048 2 × 1048 1.3 × 1048
UV-1.2e48 1.2 × 1048 2.1 × 1048 1.4 × 1048
UVIR-1e47 1 × 1047 1.8 × 1047 1.1 × 1047 
UVIR-2e47 2 × 1047 3.6 × 1047 2.3 × 1047 
UVIR-3e47 3 × 1047 5.4 × 1047 3.4 × 1047 
UVIR-4e47 4 × 1047 7.1 × 1047 4.6 × 1047 
UVIR-5e47 5 × 1047 8.9 × 1047 5.7 × 1047 
UVIR-4e47-hires 4 × 1047 7.1 × 1047 4.6 × 1047 
UVIR-4e47-dust 4 × 1047 7.1 × 1047 4.6 × 1047 
UVIR-4e47-duty 4 × 1047 7.1 × 1047 4.6 × 1047 
UVIR-4e47-dustduty 4 × 1047 7.1 × 1047 4.6 × 1047 
thermal-4e47 4 × 1047 7.1 × 1047 4.6 × 1047
the black hole’s gravitational potential is much weaker than those
of the stellar and gaseous bulge (see Section 3.1). Only one black
hole particle is allowed to form.
The AGN is assumed to radiate at a constant luminosity or to
follow a variable light-curve. For the latter, we consider an irregu-
lar light-curve as output by recent cosmological simulations (Costa
et al. 2015). The AGN light-curve employed in our simulations is
shown in Fig. A1 in Appendix A. We probe different quasar lumi-
nosities in our various simulations, ranging from 2 × 1047 erg s−1
to 1048 erg s−1.
The luminosities we quote should be understood as the opti-
cal/UV luminosity of the quasar, i.e. the portion of the quasar emis-
sion that is absorbed by dust grains. In order to obtain bolometric
luminosities from the optical/UV contribution, we must assume
a quasar spectrum. We take the characteristic quasar spectrum of
Sazonov, Ostriker & Sunyaev (2004) and integrate it between ener-
gies 1 eV and 200 eV, a range which encompasses optical and UV
wavelengths and roughly accounts for 56 per cent of the bolometric
luminosity, i.e. Lbol ≈ Lopt,UV/0.56.
A significant fraction of quasar energy is liberated in the IR band.
According to the Sazonov et al. (2004) spectrum, this component
amounts to approximately 31 per cent of the bolometric emission.
However, the origin of this component, which is commonly thought
to stem from emission from radiatively heated dust, is complex. It is
often assumed to originate from a pc-scale dusty torus surrounding
the AGN (which would not be resolved in our simulations), but
could also be generated due to dust absorption at scales we do
resolve (Sanders et al. 1989). Thus, in order to obtain a lower limit
on the bolometric luminosity, we also consider a second, modified,
spectrum in which the IR contribution is added into that of the
optical/UV. In this extremal scenario, the bolometric luminosity of
the AGN is simply L′bol ≈ Lopt,UV/0.87. When quoting bolometric
luminosities, we add an error bar encompassing the range between
both limiting cases.
We name our simulations based on the frequency bins included
and the adopted quasar luminosity, e.g. ‘UVIR-4e47’ for a simula-
tion in which radiation is injected at a luminosity 4 × 1047 erg s−1
in the optical/UV band, but allowed to be reprocessed to the IR. In
one of our simulations, named ‘noAGN’, the opacities are all set to
zero, such that the radiation injected by the quasar does not couple
to the gas in any way. We list the main simulations, together with
the assumed quasar luminosity in Table 2.
In this study, we focus on the effects of radiation pressure on dust
as an AGN feedback mechanism and do not consider the effects
of photoionization. We accordingly set all ionization cross-sections
to zero. We select fixed dust opacities of κUV = 1000 cm2 g−1 in
the optical/UV and κIR = 10 cm2 g−1 in the IR regardless of gas
temperature. These opacities are in line with a dust-to-gas ratio of
fD = 0.01 and a metallicity of Z = Z. These are optimistic as-
sumptions, but allow us to link our results to those based on analytic
models (e.g. Thompson et al. 2015) and cosmological simulations
(e.g. Debuhr, Quataert & Ma 2011), where similar assumptions ap-
ply, and can be used to place an upper bound on the efficiency of
radiation pressure on dust as an AGN feedback mechanism. We
also note that, since there is only one source of radiation in our
simulations (the bright quasar) and only the central regions of the
massive halo are optically thick in the IR, most of the effect we see
is confined to the innermost few kpc of the targeted galaxy.
In one of our simulations (UVIR-4e47-dust), however, we have
κUV = κIR = 0 cm2 g−1 for gas with temperature T ≥ 3 × 104 K
in order to mimic a scenario in which dust is destroyed in hot gas.
As we show in later sections, introducing this temperature cut-off
in the dust opacity mainly limits the development of weak outflows
in the simulations at late times, after the obscuring layers initially
surrounding the quasar have been ejected. At early times, however,
a powerful outflow still develops in this simulation. We explored
also including both a temperature cut-off for the dust opacity and a
variable AGN light-curve in one simulation (UVIR-4e47-dustduty).
We finally note that we adopt the ‘reduced flux approximation’
described in the appendix of Rosdahl et al. (2015) in order to cal-
culate the direct radiation force of optical/UV photons. This ap-
proximation, which is exact given that we only consider radiation
from one source, prevents the radiative force from being artificially
suppressed close to the quasar.
2.2.4 Thermal AGN feedback
In one of our simulations, we consider also thermal feedback in
order to compare its efficiency to that of radiation pressure in driving
large-scale outflows. Thermal energy is injected continuously, at
every fine time-step, within a spherical region of radius 	x at a rate
˙Eth = 0.05 × Lopt,UV , (8)
or, in terms of Lbol, energy is injected at a rate ˙Eth = 0.028 × Lbol.
We thus adopt a feedback efficiency of ≈3 per cent in line with
that selected in many cosmological simulations that include AGN
feedback, which, typically, lies in the range (1–15 per cent)Lbol (e.g.
Di Matteo et al. 2005; Sijacki et al. 2007; Booth & Schaye 2009;
Biernacki et al. 2017).
Many implementations of AGN thermal feedback cap the temper-
ature to which gas can be heated to 109 K or 5 × 109 K. This proce-
dure ensures that the hydrodynamic time-step does not become too
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short and prevents gas from entering the relativistic hydrodynamic
regime, which is not followed in most simulations. We, however,
find that limiting the temperature of gas heated by AGN feedback
to 109 K prevents most of the AGN feedback energy from being
injected into the gas. In addition, we find that the gas temperature
reaches 109 K in the central regions, while the gas density is reduced
as an outflow develops. Since the temperature is not allowed to rise
further, while the gas density decreases, the pressure of the central
region drops with time unphysically, stalling the outflow. We thus
raise the maximum temperature to which gas can be heated to 1010 K
in our simulations with thermal feedback. In practice, however, the
gas mass that gets heated beyond 109 M in our simulations is very
small and on the order of ∼105 M, i.e. less than 0.1 per cent of the
total mass in the injection region. The simulation performed with
thermal energy injection, for which Lopt,UV = 4 × 1047 erg s−1, is
referred to as ‘thermal-4e47’.
3 IR - D R IVEN LARGE-SCALE O UTFLOW S
We now present the main results of our simulations, starting with
the evolution of the galaxy down to z = 6.5, the point at which
radiation injection begins.
3.1 Before the quasar is ‘switched on’
At z = 6.5, the targeted galaxy consists of an extended (thick)
gaseous disc with diameter ≈5 kpc and a highly concentrated com-
ponent we shall refer to as a ‘compact bulge’ (see also Dubois
et al. 2012b). Its circular velocity vcirc =
√
GM(< R)/R peaks at
≈440 km s−1 for both the stellar and gas components individually, at
radial distances of ≈600 pc and 2 kpc, respectively. The dark matter
component flattens out at ≈430 km s−1, though at the much larger
radius of 32 kpc. We find that the total circular velocity peaks at
values exceeding 640 km s−1 at a radius of 1.5 kpc (see Costa et al.
2015 for circular velocity profiles for the different components in a
similar cosmic environment).
Due to the absence of strong stellar feedback, it is likely that this
compact bulge is unrealistically tightly bound and overmassive. The
inclusion of supernova and AGN feedback, however, appears not to
be able to reduce the total circular velocity much below≈500 km s−1
(Costa et al. 2015). In Section 4.2, we present test simulations
using strong supernova feedback, finding a moderate increase in the
peak (total) circular velocity up to ≈670 km s−1. While efficient at
suppressing star formation in the low mass progenitors of the central
galaxy, we find that the left-over gas is unable to escape the massive
halo, where it cools producing an even more compact stellar bulge.
It is worth pointing out that recent observations do suggest that
galaxies hosting bright quasars at z  6 are, indeed, very compact.
Interferometric observations of emission lines from the cold ISM
indicate that z  5 quasars are hosted by systems with typical sizes
≈2–5 kpc (e.g. Wang et al. 2013, 2016; Trakhtenbrot et al. 2017).
A recent ALMA measurement of [CII] emission (Venemans et al.
2017) from the z = 7.1 quasar J1120 (Mortlock et al. 2011) reveals
≈80 per cent of the total line flux to be associated with the innermost
kpc of the host galaxy.
The formation of such a tightly bound bulge (see inset in Fig. 1
for a stellar surface map showing the disc and its central bulge) by
z = 6.5 appears to be linked to the cosmological environment in
which the massive halo forms. As is illustrated in Fig. 1, the central
galaxy lies at the intersection of a large network of filaments. These
gas streams, which are composed of diffuse cool (T ≈ 104 K) gas as
well as a large number of satellite galaxies, transport large quantities
of gas to the central galaxy. As they approach the potential mini-
mum, the gas streams accelerate to high speeds500 km s−1, feed-
ing the central galaxy from different directions. The environment
of the massive galaxy is therefore favourable to angular momentum
cancellation; the angular momentum of gas flowing in along the
various filaments adds up incoherently (Dubois et al. 2012b) and
the gas rapidly settles onto a gravitationally unstable disc, which
can, in principle, feed the central black hole at a high rate (see e.g.
Curtis & Sijacki 2016; Prieto et al. 2017).
There is also a more tenuous and spatially extended gas com-
ponent that surrounds the central galactic disc and is associated
with a hot atmosphere that has formed already by z = 6.5 (see
top left-hand panel of Fig. 1). The star formation in the central
galaxy remains high (≈500 M yr−1) despite the presence of this
hot component.
At z = 6.5, the galactic gas component is so compact that, when
integrated from the galactic centre out to a few kpc, the hydrogen
column densities NH can exceed 1024 cm−2. We cast 105 rays starting
from the location of the black hole particle at z = 6.5 and integrate
the gas density in the intercepted RAMSES cells along the rays out
to the virial radius. The resulting column densities are converted
into IR optical depths by computing the product τIR = gasκIR,
where gas is the total gas column density obtained by integrating
along the various rays. The solid line in Fig. 2 shows the mean IR
optical depth as a function of inclination angle measured from the
polar axis of the galactic disc for one of our standard resolution
simulations.4 We find IR optical depths in the range of 20–40, with
the highest optical depths occurring at inclination angles of θ ≈π /2,
i.e. along the disc plane, and the lowest at high inclination angles,
i.e. along the poles. We note that the optical depth distribution seen
here converges after only a few kpc from the BH particle and is not
sensitive to the upper integration radius as long as it lies beyond the
central galaxy.
We ensure that the numerical resolution of our simulations is
sufficient to yield a converged column density distribution. The
dashed line in Fig. 2, which shows the optical depth distribution
obtained in the high resolution simulation, indicates reasonable
convergence. The mean optical depth increases by ≈8 per cent, from
τ IR ≈ 28, at standard resolution, to τ IR ≈ 30, at high resolution. Fig.
2 shows that, while the optical depth appears to increase by only
a few per cent along the disc plane, it increases by ≈19 per cent
along the polar (rotation) axis. The normalization of the column
density distribution increases because the galaxy becomes slightly
more compact. Thus, IR radiation should be slightly more efficiently
trapped with increasing numerical resolution. We present a thorough
convergence study in Appendix C.
We also show the 1σ levels associated with fluctuations in the
column density surrounding the quasar host galaxy in Fig. 2, which
are illustrated by the orange shade, for the standard resolution simu-
lation, and by the blue shade, for the high resolution simulation. We
see fluctuations on the order of 15 per cent around the mean value
for both standard- and high resolution simulations. With increasing
resolution and the addition of a cold ISM phase, we should, how-
ever, expect the amplitude of these fluctuations to increase and the
distribution of gas column densities to become broader, as the gas
fragments and clumps into smaller interstellar clouds. Some lines-
of-sight may then yield optical depths even higher than τIR = 40,
though other lines-of-sight could be more transparent to IR radia-
tion.
4All standard resolution simulations are identical at z = 6.5.
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Figure 2. IR optical depth distribution at z = 6.5 (at the time at which
radiation begins to be injected) as a function of inclination angle θ (measured
from the polar axis in the positive z-direction) obtained by integrating along
105 rays cast in random directions (Michel-Dansac et al., in prep.). We show
mean optical depths (black solid line) as well as the 1σ fluctuation amplitude
(orange shades) for one of our standard resolution simulations. The dashed
line and the blue shades show results for the high resolution simulation. The
vertical dashed line marks the plane of the disc. On the right-hand plot, the
histogram shows the optical depth probability distribution for the standard
resolution (solid line) and high-resolution (dashed line) simulations, with
horizontal lines giving the median value in both cases. All lines-of-sight are
optically thick in the IR. The optical depths are particularly high along the
plane of the central disc, where they nearly reach τIR = 40, but lower by
about a factor of 2 along the galactic poles.
The initial column density distribution is favourable to IR radia-
tion trapping, since optical depths are high in every direction. At this
point, the quasar should be completely obscured at optical and UV
wavelengths. The quasar is obscured by design in our simulations,
since we do not allow any AGN feedback prior to z = 6.5. How-
ever, we interpret the initial conditions at z = 6.5 as the possible
outcome of a wet merger or accretion episode, which could increase
the central gas density in a realistic setting. We now explore how
the onset of quasar radiation shapes the evolution of its host galaxy
and the extent to which IR is able to boost an outflow.
3.2 Galactic-scale outflows
Once it is ‘switched on’, quasar radiation pressure on dust accel-
erates gas outwards. Large-scale outflows are launched in all but
one (UVIR-2e47) of our simulations including IR multiscattering,
but only in the simulations with the highest quasar optical/UV lu-
minosities (Lopt,UV  1.2 × 1048 erg s−1) if only single-scattering
radiation pressure is included. We delve deeper into the role played
by the quasar luminosity in driving large-scale outflows in Sec-
tion 3.3. In this section instead, we give a qualitative outline of
the main properties of the outflows in simulations in which these
exist.
On the left-hand panel of Fig. 3, we show the mass-weighted
radial velocity distribution for gas located within the virial radius at
different times in simulation UVIR-5e47 as an illustration. We see
that substantial amounts of gas (1010 M) are accelerated to high
velocities (vr > 500 km s−1). Due to the continuous injection of
radiation at a fixed luminosity, the outflow masses and the maximum
outflow velocities steadily rise with time, exceeding 2, 500 km s−1
by z = 6.
On the right-hand panel of Fig. 3, we show how the velocity
distribution varies across a subset of our simulations at a fixed
redshift (z = 6.3). We see a clear trend of increasing outflow
masses and maximum velocities with quasar luminosity. The blue
and pink lines, which correspond to simulations UVIR-4e47-dust
and UVIR-4e47-duty,5 respectively, show that the outflow mass and
maximum velocity can drop drastically with respect to UVIR-4e47,
once radiation is not allowed to couple to hot gas and the AGN life-
time is taken into account. Even in those simulations, however, we
find outflow masses on the order of ∼5 × 109 M. A fast outflow
with vmax ≈ 1500 km s−1, though carrying a slightly lower mass of
∼109 M, is launched also in UVIR-4e47-dustduty.
The outflow masses we find in our simulations, which reach
≈4 × 1010 M in one of our most extreme models (UVIR-5e57),
are somewhat lower than those found in cosmological simulations
following similar haloes with thermal AGN feedback at the same
redshift. Using a thermal feedback model, Costa et al. (2015) find
outflow masses in the range 5–8 × 1010 M, higher by more than an
order of magnitude than seen in our more realistic models UVIR-
4e47-dust or UVIR-4e47-duty (∼5 × 109 M). It is apparent that
the radiatively-driven outflows seen in our simulations, while sub-
stantial, are weaker than seen in simulations with (efficient) thermal
feedback. We return to this question in Section 3.7.
We now refer the reader to Fig. 4, which shows various radi-
ation and hydrodynamic variables at z = 6.4 (top panel) and at
z = 6.3 (bottom panel). These redshifts correspond to, respectively,
≈17 Myr and ≈35 Myr from the time at which radiation injection
begins.
We focus here on simulation UVIR-5e47, which, as we have seen,
generates a strong outflow.6 In Fig. 4, we show gas ram pressure,
defined as ρv2r , gas temperature, and the radiation energy density in
the optical/UV and IR bands. All quantities are projected in a mass-
weighted fashion along a slab of thickness 500h−1 kpc (comoving)
oriented in such a way that the disc of the AGN host galaxy is
approximately seen edge-on. In physical units, this length scale
corresponds to ≈99 kpc at z = 6.4 and ≈100 kpc at z = 6.3.
The early stages of outflow formation are illustrated in the top
panel of Fig. 4. The outflow develops rapidly, breaking out of the
galaxy within a few Myr. At z = 6.4, less than 20 Myr since
the beginning of radiation injection, the outflow already has a
size7 of ≈30 kpc, from one tip of the cone to the other. At this
stage, it has a clearly bipolar structure, propagating towards the
polar regions of the central disc galaxy, as seen in many pre-
vious cosmological simulations (e.g. Costa et al. 2014a; Curtis
& Sijacki 2016); radiatively-driven outflows take paths of least
resistance.
5In UVIR-4e47-duty, an outflow is not sustained below z = 6.2.
6Qualitatively, the evolution of the outflow seen in this simulation is similar
to that seen in our remaining ‘UVIR’ simulations.
7In Appendix B, we show that the spatial extent of the outflow is sensitive
to the reduced speed of light approximation only in the first few Myr of
radiation injection. At z = 6.4, this is well converged.
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Figure 3. Left: Mass-weighted gas velocity distribution for gas located within the virial radius of the targeted galaxy in simulation UVIR-5e47 at various
redshifts. Radiation pressure here launches outflows with maximum radial velocities exceeding 2, 500 km s−1. The outflowing mass rises steadily with time
as the quasar continues to shine. Right: Mass-weighted gas velocity distribution across a sub-set of our simulation sample. Both the outflow mass and the
maximum outflow velocity increase with quasar luminosity. Disabling the coupling between radiation and hot gas with T > 3 × 104 K (light blue line) or
including the AGN lifetime (pink line) lead to lower outflow masses and maximum velocities.
The temperature map reveals that a significant portion of outflow-
ing mass is cool, with temperatures T < 105 K, and is concentrated
at the rim of the blast waves generated by radiation pressure. We
have added arrows to the temperature map on the top panel of Fig. 4
in order to guide the eye of the reader. The interior of the outflow,
instead, appears to contain mostly tenuous gas with temperatures
reaching8 T ≈ 107 K. In Section 3.6, we show that the cool out-
flowing gas component forms through radiative cooling of shocked
outflowing material.
The second and fourth rows give the energy densities of opti-
cal/UV and IR radiation. The outflowing cone is filled by optical/UV
radiation, which is efficiently absorbed by the dense outer shell of
the outflow; the radiation field here also has a clearly bipolar config-
uration. Absorption of optical/UV radiation is particularly efficient
in directions along the disc plane, such that the quasar remains ob-
scured along this direction. Due to the lower dust opacity and the
fact that it can diffuse through dense gas, IR radiation escapes more
easily than optical/UV radiation. Note, in particular, the higher en-
ergy densities seen for the IR radiation component, which exceed
those of the optical/UV due to (i) the higher absorption cross-section
in the optical/UV and (ii) the fact that IR radiation is reprocessed,
while optical/UV is absorbed. Thus, while most of the volume con-
tains no optical/UV radiation at early times, it is quickly filled by
reprocessed IR radiation. Note that, since we adopt a reduced speed
of light c˜ = 0.03c, our simulations inevitably underestimate how
long it takes for radiation to propagate across the simulation volume
(see Appendix B).
The coherent structure of the outflow seen on the top panel of
Fig. 4 is, however, short-lived. By z = 6.3, the outflowing cold
shell has broken up into multiple filaments, many of which remain
in the halo and fall back towards the galaxy, and is starting to lose
its initial bipolar configuration. The bottom right panel in Fig. 1
gives the density field in the same simulation at the same time.
The galaxy is highly disturbed and surrounded by various shells
8We note that such a component exists even in simulations for which ra-
diation is not allowed to couple to gas hotter than 3 × 104 K. This hot
component forms as the cool gas pushes against the hot atmosphere of the
galactic halo at speeds 1000 km s−1.
and filaments of dense (nH  10 cm−3) gas, which encase a lower
density outflow component. These later stages of the simulation
are illustrated on the bottom panel of Fig. 4, where we present the
same projected maps as shown on the top panel, but generated at
z = 6.3. In particular, the ram pressure of the outflow, i.e. its ability
to push gas out from its surroundings, drops as it expands. Since IR
radiation pressure plays a fundamental role in driving the outflow, it
is not surprising that the outflow weakens as it moves out to regions
in which it becomes optically thin to IR radiation. In Section 3.5, we
show explicitly that the mass outflow rates drop with radius, and,
hence, that the bulk of the mass expelled in the outflow remains
within the halo.
At z = 6.3 (and also later on), after ≈35 Myr of continuous radi-
ation injection, the central galaxy, though highly disturbed, remains
largely intact. Even at these high luminosities, radiation pressure
is unable to prevent gas from refilling the innermost regions of the
halo. However, the stellar bulge’s properties evolve considerably as
a consequence of the radiatively-driven outflow. We find the peak
stellar velocity dispersion to have dropped to ≈370 km s−1 from
≈440 km s−1 and the effective radius to have increased to ≈675 pc
from ≈600 pc. The expansion of the stellar bulge is also impor-
tant, though somewhat suppressed, in simulations UVIR-4e47-duty
and UVIR-4e47-dust, in which the peak circular velocities, respec-
tively drop to ≈390 km s−1 and ≈400 km s−1 and the effective ra-
dius grows to ≈700 pc in both cases. When performed with ineffi-
cient AGN feedback, the peak stellar velocity instead increases to
≈490 km s−1, while the effective radius remains at ≈600 pc. The
origin of this size growth (associated with expansion of the stellar
component) is likely linked to the rapid modification of the gravita-
tional potential (Mashchenko, Couchman & Wadsley 2006; Pontzen
& Governato 2012; Martizzi, Teyssier & Moore 2013).
The picture of radiation pressure-driven outflows suggested by
our simulations is in line with the classical scenario (Sanders et al.
1988; Hopkins et al. 2008; Narayanan et al. 2010). After an accretion
episode, caused by a merger or by cold inflow, the central quasar is
buried within a dense gaseous bulge. The high central gas density
should facilitate rapid black hole growth. The accreting black hole
is enshrouded in various layers of dense gas which are thick to the
optical/UV radiation of the quasar, which may, at this point, appear
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Figure 4. Mass-weighted projections of gas ram pressure (ρv2r ), gas temperature, optical/UV, and IR energy densities at z = 6.4 (top panels) and z = 6.3
(bottom panels) in a cubic region with size 500h−1 kpc (comoving) centred on the quasar host galaxy. The white circle in the ram pressure maps gives the
virial radius. IR radiation pressure drives a bipolar outflow. The outflow initially consists of shells of cool T < 105 K gas, which reach out to ≈30 kpc from
the BH particle. The optical/UV radiation field is also initially bipolar, but the IR radiation spreads out more isotropically due to the lower dust opacity at this
frequency. At later times, the ram pressure of the outflow drops, as the radiation force declines. The outflowing shell fragments and takes on a more filamentary
structure. Due to lower optical depths, the optical/UV radiation starts escaping more efficiently, filling up the simulation volume.
as a hot-dust-obscured AGN (e.g. Tsai et al. 2015). Due to the
high binding energy of the gaseous bulge, direct radiation pressure
is insufficient to lift off the gas layers surrounding the quasar. IR
radiation pressure, however, is able to drive an outflow, clearing the
galactic nucleus (but leaving the gas disc intact) and opening up
low density channels through which also the optical/UV radiation
field can escape. At this point, the AGN transitions into an optical
quasar.
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We examine the properties of the IR-driven outflows in more
detail in Section 3.5, where we show that IR radiation pres-
sure is unlikely to be an efficient mechanism to eject baryons
from massive galactic haloes. Before we return to the properties
of the outflows, we first examine the conditions in which they
are driven and also show that IR radiation pressure may be ex-
tremely important in regulating the star formation rates of quasar
host galaxies.
3.3 A critical luminosity for quasar outflows
Here, we study the conditions in which outflows can be launched
in our simulations. We start by investigating the effect of single-
scattering radiation only, i.e. in the set of ‘UV’ simulations (see
Table 2).
3.3.1 The single-scattering regime
For simulations performed with single-scattering radiation only, we
find that radiation pressure is able to launch a galactic outflow only
if the quasar optical/UV luminosity is higher than the critical value
Lcrit = 1.2 × 1048 erg s−1. This corresponds to a bolometric lumi-
nosity of Lcrit,bol ≈ (1.4–2) × 1048 erg s−1 (see Section 2.2.3). The
existence of such a critical luminosity is demonstrated in Fig. 5,
where we plot mass-weighted median outflow velocities (on the
left-hand panel) and the 85th percentile of the velocity distribution
(on the right-hand panel) against the quasar bolometric luminosity.
Both quantities are averaged over the period of ≈100 Myr during
which the quasar is emitting radiation, with the error bars showing
the standard deviation associated with the time-average. The me-
dian is evaluated over all gas located within the virial radius and
with an outward radial velocity greater than 500 km s−1, which is
approximately the maximum speed attained by gas in an identical
simulation performed without feedback. For simulations conducted
with single-scattering radiation only (shown with blue symbols),
the median outflow speed is constant at v¯out ≈ 600 km s−1 up to
Lopt,UV = 1.1 × 1048 erg s−1, at which point it increases dramati-
cally to v¯out ≈ 1400 km s−1. The moderate outflow velocities seen
below this critical luminosity are not caused by feedback, but in-
stead represent the high velocity tail of gas undergoing gravitational
motions at the centre of the halo. For this reason, the median and
85th percentile values are similar below Lcrit.
If we assume the critical luminosity to be generated by a super-
massive black hole accreting at its Eddington limit (equation 2), we
find a corresponding critical black hole mass of
McritBH =
Lcrit,bolκT
4πGc
≈ 1.1 × 1010
(
Lcrit,bol
1.4 × 1048 erg s−1
)
M . (9)
The required quasar luminosities and the corresponding black hole
masses are, in this case, implausibly high. The total stellar mass
within the halo is M∗ = 1.1 × 1011 M at z = 6.5, such that the
required black hole mass would amount to10 per cent of the stellar
mass. Estimated bolometric luminosities for the majority of z = 6
quasars are lower than Lcrit by factors  2–3, as can be seen from
comparison with the observational data shown in Fig. 5 with gray,
vertical lines. These observational data give the estimated bolomet-
ric luminosities of SDSS and CFHQS quasars at z 6 and are taken
from Jiang et al. (2007) and Willott et al. (2010), respectively. In the
probably rare case of J010013, a hyperluminous quasar at z = 6.3
identified by Wu et al. (2015), the estimated bolometric luminos-
ity is higher than 1.5 × 1048 erg s−1 and would therefore compare
well with Lcrit as obtained in our simulations. It is important to
note, however, that surveys such SDSS or 2MASS probe cosmolog-
ical volumes much larger than that of our simulations. Associating
such a bright quasar to every ≈(2–3) × 1012 M halo found in our
cosmological volume would lead us to greatly overestimate their
number density.9
A critical quasar luminosity for outflows is, in fact, a key predic-
tion of analytic models based on feedback through radiation pres-
sure (e.g. Fabian 1999; Murray et al. 2005; Heckman & Borthakur
2016; Costa et al. 2018). According to these models, the outward
radiation pressure acceleration ∼L/c eventually exceeds the inward
gravitational acceleration GMgas(R)Mtot(R)/R2, where Mgas(R) and
Mtot(R) are enclosed gas and total masses,10 respectively. The criti-
cal quasar luminosity at which both forces balance is hence
Leq ∼ GMgas(R)Mtot(R)c
R2
= v
2
circ,gasv
2
circ,totc
G
. (10)
The right-hand side of equation (10) varies with radius, but a suffi-
cient condition for an outflow is that Leq is greater than the maximum
value of this expression. We evaluate v2circ,gasv2circ,tot at z = 6.5 and,
using equation (10), find that Leq = 3.4 × 1048 erg s−1, higher than
obtained in the simulations by a factor ≈2.8.
That a significant outflow is launched at a somewhat lower lu-
minosity is not surprising, since the simple analytic argument pre-
sented above (i) requires all gas to be ejected from within the radius
corresponding to the peak of the circular velocity curve, and this
does not happen at the luminosities probed by our simulations,11
and (ii) it neglects the fact that the galaxy is not spherically sym-
metric, but elongated along the disc plane (see Fig. 2). In reality,
radiation preferentially accelerates gas located towards the galactic
poles, such that material driven out at Lopt, UV < Leq corresponds to
the low-end tail of the gas surface density distribution.
This result indicates that the critical luminosity for outflows in
the single-scattering regime seen in our simulations is in reasonable
agreement with analytic predictions based on force balance between
gravity and radiation pressure. However, we show that large-scale
outflows can be launched already at Lopt, UV < Leq, such that it is
likely that black hole growth would self-regulate before the associ-
ated quasar reaches the luminosity required to expel all gas from the
galaxy (see also Hartwig, Volonteri & Dashyan 2018). This finding
also agrees with observations, which show high redshift quasars to
lie within extended gaseous discs (e.g. Wang et al. 2016) and with
previous simulations, which show central outflows to pave paths
of least resistance without interacting with most of the mass in the
galaxy (Bourne, Nayakshin & Hobbs 2014; Gabor & Bournaud
2014; Curtis & Sijacki 2016).
Finally, note that our conclusion that too high UV/optical lu-
minosities are required to launch outflows with single-scattering
9This argument assumes a quasar duty cycle of order unity. For the bright-
est quasars at z = 6, this condition is likely required in order to enable
supermassive black holes to form rapidly, as shown in e.g. Fig. A1.
10There are inconsistencies in the literature regarding the computation of
Mtot and on whether and how the gas mass (and its self-gravity) is accounted
for. We calculate Mtot = Mcol + Mgas, where Mcol is the mass of the col-
lisionless component (dark matter, stars, black holes), in agreement with
e.g. Zubovas & Nayakshin (2014). Note that e.g. Thompson et al. (2015)
instead take Mtot = Mcol + 12Mgas. Our computation of Leq (equation 10),
however, drops only by a factor ≈1.3 if we take the latter. This does not
affect our conclusions.
11We have verified that even if the luminosity is set to Leq, it is still not
possible to eject all gas from the halo. The reason for this is that equation (10)
also ignores density anisotropy and ram pressure from infalling gas.
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Figure 5. Mass-weighted median outflow speed (left-hand panel) and 85th radial velocity percentile (right-hand panel) as a function of quasar bolometric
luminosity. The dashed line on the right-hand panel gives the 95th radial velocity percentile. Blue points refer to simulations with only single-scattering
radiation, while red points refer to simulations that also include infrared multi-scattering radiation pressure. The dark red triangle, gray triangle and blue
filled star show results for simulations UVIR-4e47-dust, UVIR-4e47-duty and thermal-4e47, respectively. The vertical lines show observational estimates of
bolometric luminosities for z ≈ 6 SDSS quasars (from Jiang et al. (2007), shown with solid lines), CFHQS (from Willott et al. (2010), shown with dashed
lines) and for J010013 (Wu et al. (2015), shown with a dotted line). The black data point shows the velocity of the cold outflow detected through [CII] emission
in the quasar J1148 at z = 6.4 (Cicone et al. 2015), the green data points show the measured velocities in a sample of ionized outflows detected in z ≈ 2.4
quasars (Carniani et al. 2015), the purple data points give results for the WISSH quasar project (Bischetti et al. 2017) and orange data points for ionized outflows
at z = 0.5 presented in Liu et al. (2013a,b). These data are taken from the compilation of Fiore et al. (2017). Zakamska et al. (2016) estimate outflow velocities
≈3, 000 km s−1. We illustrate these data with upward arrows. There is a critical luminosity Lcrit above which an outflow is launched in our simulations, though
Lcrit is unrealistically high if only single-scattered radiation is included. Infrared radiation pressure leads to a reduction in Lcrit by a factor ≈4 to more realistic
values and generates outflows with bulk velocities in good agreement with the more moderate of the observed outflows.
radiation pressure only is not caused by numerical underestima-
tion of the radial photon flux (see Appendix B in Rosdahl et al.
2015), which has been corrected for in our simulations. We ver-
ified that if we did not adopt the ‘reduced flux approximation’
described in Section 2.2.3, we would require even higher quasar lu-
minosities in order to drive outflows with single-scattering radiation
pressure.
3.3.2 How IR radiation pressure boosts galactic outflows
The inclusion of IR radiation pressure reduces Lcrit by a factor of ≈4,
as can be seen from the red data points in Fig. 5. The resultingLcrit =
(2–3) × 1047erg s−1, which corresponds to Lcrit,bol = (3.4–5.4) ×
1047erg s−1, appears to be in better agreement with the luminosities
of quasars observed at z = 6. The required bolometric luminosities,
if achieved through Eddington limited accretion, now correspond
to black hole masses of (2.7–4.3) × 109 M, in good agreement
with the black hole masses predicted by cosmological simulations
that model black hole growth self-consistently in galactic haloes of
similar mass at z = 6 (e.g. Sijacki, Springel & Haehnelt 2009; Di
Matteo et al. 2012; Costa et al. 2014b). The required black hole mass
is now 3 per cent of the total stellar mass within the halo. Thus,
we confirm that, as in energy-driven outflows (Costa et al. 2014a),
trapped IR radiation pressure has the ability to generate large-scale
outflows at lower luminosities. In Appendix E, we calculate the IR
radiation force in simulation UVIR-4e47 explicitly and find this to
be ∼10Lopt, UV/c at the earliest times.
For optical/UV luminosities Lopt,UV ≥ 3 × 1047 erg s−1, the re-
sulting IR-driven outflows have median speeds on the order of
1000 km s−1, with the fastest component reaching velocities of
nearly 1500 km s−1. In particular, we find the median and maximum
outflow luminosities to increase with Lopt, UV, though not linearly.
The difference between simulations performed at different quasar
luminosities is that, with increasing Lopt, UV, outflows start sweeping
up more mass such that the mean and maximum outflow velocity
are prevented from increasing linearly.
Note that the outflow velocities drop significantly in simulations
UVIR-4e47-dust, for which the dust opacity is set to zero at high
gas temperatures (dark red triangle in Fig. 5) and UVIR-4e47-
duty, for which the AGN light-curve fluctuates. In UVIR-4e47-dust,
outflow velocities decrease, because gas which is shock-heated as
it pushes into the low-density halo gas can no longer couple to
radiation, while in UVIR-4e47-duty the quasar luminosity drops by
an order of magnitude after z ≈ 6.3 and is unable to sustain an
outflow. However, even in these simulations, IR radiation pressure
is able to drive outflows for which the fastest component has vmax 
1000 km s−1.
3.3.3 Comparison with observed outflows
Powerful quasar outflows are observed at quasar luminosities in
the range explored by our simulations. However, comparison with
observations is challenging, since (i) observations usually probe
only one phase of outflows, e.g. the cold phase as detected through
[CII] or CO emission (e.g. Maiolino et al. 2012; Cicone et al. 2015)
or the warm ionized phase as detected through high ionisation metal
lines (e.g. Carniani et al. 2015; Zakamska et al. 2016; Bischetti et al.
2017) and (ii) various different definitions of outflow velocity are
adopted in the literature. Thus we merely verify whether the bulk
velocity of the outflows generated in our simulations compares well
with available observational constraints.
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On the right-hand panel of Fig. 5, we show data points for obser-
vationally measured outflow velocities in high-redshift quasars with
estimated bolometric luminosities of > 1047 erg s−1, such as those
probed in our simulations. We compare our simulations to results
from five different data sets, including (i) the powerful, spatially
extended outflow seen in [CII] emission around the z = 6.4 quasar
J1148 (Cicone et al. 2015) and (ii) the ionized outflows from the z
≈ 0.5 obscured quasar sample presented in Liu et al. (2013a, b), (iii)
the ionized outflows from a sample of z ≈ 2.4 quasars (Carniani
et al. 2015), (iv) the outflows from the WISSH quasars project (Bis-
chetti et al. 2017) and (v) the extreme outflows in reddened quasars
at z = 2.5 of Zakamska et al. (2016), all detected in [OIII] emis-
sion. We take the bolometric luminosity12 and maximum velocity
of outflows vmax from Table B.1 from Fiore et al. (2017) for the
outflows investigated by Liu et al. (2013a, b); Cicone et al. (2015);
Carniani et al. (2015) and Bischetti et al. (2017), while Zakamska
et al. (2016) give vmax = 3, 000 km s−1 as the likely velocity of
their quasar-driven outflows (see their Section 4.2).
We find that the maximum outflow velocities of the simulated
outflows are in much better agreement with observations if IR multi-
scattering is included. At luminosities at which a force Lopt, UV/c is
insufficient, trapped IR radiation ensures that an outflow is driven.
Interestingly though, even under optimistic assumptions of high
and uniform dust-to-gas ratio, IR radiation pressure is not able to
generate sufficient gas at velocities much exceeding 1500 km s−1,
as shown on the right-hand panel of Fig. 5. When compared to the
observational data points, the IR-driven outflows appear to have
velocities which are somewhat too low. We have verified that these
conclusions do not change if we define the maximum velocity as
the 95th radial velocity percentile, in which case the maximum
speed attained by IR-driven outflows is on the order of 1700 km s−1
(see dashed red line on the right-hand panel of Fig. 5). Some ob-
served outflows at similar quasar luminosities have outflow speeds
exceeding 2, 500 km s−1 (e.g. Zakamska et al. 2016; Bischetti et al.
2017). The filled blue star in Fig. 5, which shows results for the
thermally-driven outflow, is in much better agreement with these
extreme outflows.
At face value, our simulations suggest that, while IR-driven out-
flows have bulk speeds in agreement with some of the more moder-
ate AGN-driven outflows, energy-driving may be required to gen-
erate large-scale winds moving faster than 2, 000 km s−1. Possible
alternatives would require (i) the galaxies hosting the quasars in the
samples of e.g. Zakamska et al. (2016) or Bischetti et al. (2017) to
be significantly less compact than in our simulations, (ii) that the
IR optical depths are even higher than seen in our simulations (see
Appendix D), (iii) that additional feedback mechanisms such as su-
pernova feedback or cosmic rays boost the AGN radiatively-driven
outflow (e.g. Costa et al. 2015) or (iv) that the observed outflows
exist on scales that are too small to be resolved accurately by our
simulations. The latter is unlikely since, based on photoionization
modelling, Zakamska et al. (2016) constrain the spatial extension
of their extreme outflows to be on the order of a few kpc, a scale
which is well resolved in our simulations. Performing higher reso-
lution and more self-consistent simulations following a statistically
12We take the bolometric luminosities provided in Fiore et al. (2017), but
include an error bar if the bolometric luminosity is also quantified in the
original papers and this does not match the value listed in Fiore et al. (2017).
In this case, the error bar encompasses the range of bolometric luminosities
for a given system.
significant number of quasars at lower redshift will be crucial to
generalise the findings presented here.
3.4 Regulating star formation
We now address the effect of radiation pressure on star formation in
the quasar host galaxy. We select all stellar particles within Rvir and
reconstruct the star formation history using their birth times. The
star formation rate as a function of time in some of our simulations
is shown on the left-hand panel of Fig. 6. Star formation rates within
spheres with radii of ≈7 kpc and Rvir are shown by dashed and solid
lines, respectively. These star formation rates account for both in-
and ex situ contributions. Since the central galaxy forms stars at a
rapid rate at z = 6 due to efficient cooling, however, most of the
star formation occurs in situ, as is shown below.
For the simulation in which the opacity is zero (noAGN), the star
formation rate increases from 500 M yr−1 to over 700 M yr−1
within the time span of ≈100 Myr during which radiation injection
is allowed to take place. Most of this star formation occurs within
the innermost 7 kpc of the galaxy, as can be seen by comparing
dashed and solid black lines.
If IR radiation pressure is neglected and only single-scattering
radiation is included, unrealistically high luminosities are re-
quired to affect the star formation evolution. We find that the
quasar optical/UV luminosity would have to be increased to about
1.2 × 1048 erg s−1, roughly the luminosity output of a 1010 M
black hole accreting at its Eddington limit, in order for the star for-
mation to drop with respect to simulation noAGN. This luminosity
is the same as the threshold value Lcrit for which an outflow can be
generated, as we have seen in the previous section.
Remarkably, IR radiation pressure reduces the required quasar
luminosity to values lower by a factor ≈6. The luminosity required
to suppress star formation (Lopt,UV = 2 × 1047 erg s−1) in the host
galaxy is somewhat lower than that required to launch a large-
scale outflow (Lopt,UV = 3 × 1047 erg s−1), indicating that trapped
IR radiation can reduce the star formation rate without ejecting gas
(yellow line). Star formation reduces even further as the quasar lumi-
nosity increases (see e.g. red line for Lopt,UV = 4 × 1047 erg s−1).
In the more restrictive simulations in which radiation cannot cou-
ple to hot gas (UVIR-4e47-dust) and the quasar lightcurve fluctuates
(UVIR-4e47-duty), shown by light blue and pink curves, respec-
tively, star formation is efficiently suppressed in the first ∼10 Myr.
However, at later times, the inability of radiation to couple to hot gas
(in the case of UVIR-4e47-dust) and the lower quasar luminosities
(in the case of UVIR-4e47-duty) result in star formation rates up
to a factor 2 higher than seen in UVIR-4e47, failing to quench star
formation in the long term. The effect is similar to that of reducing
the quasar luminosity, which can be seen from comparison with
the yellow and orange curves in Fig. 6. For UVIR-4e47-dustyduty,
not shown here, the star formation history closely traces that of
UVIR-4e47-dust in the first 10 Myr and, as the quasar luminos-
ity falls, increases thereafter to values ≈10–20 per cent higher than
in UVIR-4e47-duty. Overall, however, due to early gas ejection,
some degree of long term star formation suppression occurs in all
simulations including IR radiation pressure.
The star formation rates evaluated within spheres of radii 7 kpc
never drop below 100 M yr−1. It is clear that, in our simulations
with IR radiation pressure, only the central few kpc of the quasar
host galaxies are affected. In the right-hand panel of Fig. 6, we
show the enclosed star formation rate as a function of radial dis-
tance from the BH particle in simulation UV-1.1e48, illustrated
with a blue band encompassing the range of profiles obtained be-
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Figure 6. Left: Star formation rate within the virial radius (solid lines) and the central 7 kpc (dashed lines). In our simulation with no radiative coupling
(noAGN, black lines), star formation rises steadily, exceeding 700 M yr−1 by z ≈ 6.0. The bulk of this star formation (> 80 per cent) occurs within the
central 10 kpc. In all our simulations with radiative feedback, radiation injection starts at t ≈ 841 Myr (z = 6.5), a time which is marked with a dotted vertical
line. If only single-scattering radiation is included, the star formation history of the quasar host galaxy is not affected unless the quasar luminosity is very
high (1.2 × 1048 erg s−1), as shown by the dark blue line. If IR radiation pressure is included, the star formation rate is suppressed already at UV/optical
luminosities of 2 × 1047 erg s−1 (yellow line). The suppression is more significant for higher quasar luminosities (e.g. orange and gray lines), as expected.
Right: Star formation rate profiles for simulations UV-1.1e48, shown as blue band encompassing the range of profiles obtained from z = 6.5 to z = 6.0, and
UVIR-4e47, shown with solid lines for different times. The addition of IR radiation pressure results in a significant, or total, reduction in star formation within
the innermost 1 kpc.
tween z = 6.5 and z = 6, and UVIR-4e47 simulations, shown
with solid coloured lines at different redshifts. Here, star formation
rates are computed directly by applying equation (4) and therefore
include only in situ contributions.13 Although the total star forma-
tion rates, evaluated within Rvir, drop only by factors 2–3, central
star formation is quenched efficiently. In particular, for simulation
UVIR-4e47, the region within which star formation is completely
terminated has a radius ∼1 kpc. We investigated how the size of
the region within which star formation is suppressed scales with
quasar optical/UV luminosity in our simulations. We find that in
simulations which include IR multi-scattering, star formation is
suppressed efficiently within ≈300 pc for simulation UVIR-2e47 to
≈2 kpc for UVIR-5e47. In simulations UVIR-4e47-dust and UVIR-
4e47-duty, star formation is efficiently suppressed in the innermost
≈800 pc within ∼10 Myr of radiation injection. At later times, how-
ever, star formation, though still reduced, is no longer suppressed
as efficiently.
Star formation suppression occurs due to a drop in gas den-
sity (see Section 4.3 for a discussion of how missing physics and
insufficient resolution may affect these findings). We show the den-
sity probability distribution in Fig. 7 for gas in the central regions
of the halo (within 5 kpc) and with low absolute radial velocities
(|vr| < 300 km s−1) for a representative sample of our simulations
at z = 6.4. For simulation noAGN (shown in blue), the gas density
can reach ≈500 cm−3. The peak of the density distribution drops
by about 0.25 dex in simulation UVIR-2.e47 (yellow histograms).
As we have seen in Section 3.3, there is no large-scale outflow in
this simulation. Together with the fact that the mass at low velocity
remains unchanged (see legend in Fig. 7), the shift in the density
13We have also verified that if we remove the temperature criterion for star
formation, the star formation rates remain similar to those shown on the
right-hand panel of Fig. 6
Figure 7. Density probability distribution within 5kpc of the quasar for gas
with absolute radial velocities < 300 km s−1 at z = 6.4 in a representative
sample of our simulations. The mass associated with this gas component
is given in the legend. Radiative feedback reduces the central gas density;
optical/UV radiation pressure does so by ejecting gas (though very high
quasar luminosities are required). IR radiation, however, can reduce the
gas density without ejecting it, as can be seen from comparing the gas
masses with those of simulation noAGN. Thus, one of the channels by which
trapped IR radiation quenches star formation is through local reduction of
gas density.
probability distribution must be interpreted as the consequence of
local suppression of gas density as opposed to gas ejection.
The ability of IR radiation pressure to suppress the local gas
density becomes clearer once we consider somewhat higher quasar
optical/UV luminosities. We show the density probability distribu-
tion in Fig. 7 for simulation UVIR-4e47 (in light red). The mass of
low velocity gas drops to 9.5 × 1010 M (less than a factor 2 de-
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crease), but the peak of the probability distribution shifts by almost
an order of magnitude. The mass of low velocity gas is comparable
to that in simulation UV-1.2e48 (which has single-scattering radia-
tion only, but a luminosity three times higher), but gas density is not
suppressed nearly as efficiently in the latter. We have also verified
that suppression in gas density occurs also in simulations UVIR-
4e47-duty and UVIR-4e47-dust, suggesting that our conclusions
are unlikely to change as long as IR radiation can couple efficiently
to interstellar gas.
The suppression of star formation seen in our simulations that
follow IR multi-scattering has two main origins: (i) gas ejection in
an outflow and (ii) local suppression of gas density due to inter-
nal pressurisation by trapped IR radiation. The second mechanism
has the potential to lead to low star formation efficiencies without
necessarily removing the gas.
3.5 Outflow properties: mass outflow rates, kinetic luminosity,
and momentum flux
Key outflow observables include the mass outflow rate, kinetic lu-
minosity, and momentum flux. For outflows driven by AGN, the
highest mass outflow rates can reach 103–104 M yr−1, though a
wide span of outflow rates, which can be as low as 1–10 M yr−1,
is seen even at high AGN luminosities (Fiore et al. 2017).
In observational studies, kinetic luminosities and momentum
fluxes are derived from the mass outflow rate and outflow velocity
estimates as ˙Ekin = 1/2 ˙Moutv2out and ˙P = ˙Moutvout, respectively.
The highest kinetic luminosities appear to reach a few per cent of
the AGN bolometric luminosity (e.g. Cicone et al. 2014; Zakamska
et al. 2016; Bae et al. 2017; Bischetti et al. 2017; Fiore et al. 2017),
though significantly lower values on the order of 10−4 − 10−3Lbol
are also often measured (e.g. Husemann et al. 2016). Similarly,
momentum fluxes as high as  20Lbol/c have been reported (e.g.
Cicone et al. 2014; Tombesi et al. 2015; Rupke, Gu¨ltekin & Veilleux
2017), though, in other cases, values on the order of Lbol/c or lower
are inferred (e.g. Cicone et al. 2015; Veilleux et al. 2017).
In this section, we measure these various outflow properties in
our simulations of radiation pressure-driven outflows.
3.5.1 Mass outflow rates
There are multiple ways in which outflow and momentum rates as
well as kinetic luminosities are evaluated in the existing literature.
Strictly speaking, given a flux F = Qv for some density Q =
dq/dV , e.g. the gas density, the rate at which q flows across some
surface S is ∫S Qv · dA, where v is the flow velocity and dA is the
vector area. For a spherically symmetric flow bounded by a spherical
surface with radius R, this would be 4πR2Qvr(R). However, it is
common in both observational and theoretical studies to evaluate
outflow rates in an integrated sense. For instance, Cicone et al.
(2015) and Carniani et al. (2015) identify individual outflowing
clouds, estimate their mass M, velocity v, and (projected) radial
distance to the quasar R and measure the outflow rate by summing
Mv/R, where v/R is the (inverse) flow time, over all such clouds. In
this study, we apply and compare both methods.
We begin by examining the spherically averaged outflow rate
〈 ˙M〉4π . We generate a radial grid centred on the halo cen-
tre, with logarithmic radial bins spaced at about 0.06 dex in
the range (0.6–20) kpc. For each shell, we compute 〈ρvr〉4π =
V −1shell
∑
i mivi,rad, where Vshell is the volume of the shell, mi the
cell gas mass and vi,rad the gas cell radial velocity within the shell,
respectively, and obtain the spherically averaged mass outflow rate
as 〈 ˙M〉4π = 4π〈ρvr〉4πR2, where R is the radius of the radial bin.
The sum is performed over all gas elements with radial veloci-
ties > 300 km s−1, but we also investigate the effect of raising this
threshold to a radial velocity > 500 km s−1.
We show the resulting outflow rate profiles on the left-hand panel
of Fig. 8 for simulation UVIR-4e47 at various times, using solid
lines for the velocity threshold of 300 km s−1 and dashed lines for
500 km s−1. We focus on the first 17 Myr of outflow evolution, in the
regime in which our simulations are least sensitive to the assumption
of long quasar lifetimes and constant dust-to-gas ratio.14
Considering our lower velocity cut (solid lines), the outflow rate
〈 ˙M〉4π initially rises, peaking at about 104 M yr−1 after 2 Myr of
AGN activity, when the shell-like outflow15 has a radius of 1–2 kpc.
Thereafter, the outflow rate declines rapidly within short timescales
of ∼1 Myr. We first see the outflow rate drop to 5000 M yr−1 at
radii R ≈ 3 kpc and, shortly thereafter, down to ∼1000 M yr−1 at
radii R ≈ 5–10 kpc. This trend, in fact, persists out to later times in
this simulation. We find outflow rates on the order of ∼100 M yr−1
at scales of ≈40 kpc at z = 6.2 (not shown in Fig. 8). It follows
that only a few per cent of the gas ejected from the central galaxy
actually reaches the virial radius.
The outflow rates are lower if we consider a higher radial velocity
threshold of > 500 km s−1, as shown by the dashed lines on the left-
hand panel of Fig. 8. The peak outflow rate drops to ≈2600 M yr−1,
suggesting that, at kpc scales, most of the mass is driven out at a
relatively slow speed in the range 300–500 km s−1. Most of the
outflow that makes it out of the central few kpc is fast and therefore,
the outflow rates for high- and low-velocity thresholds converge at
at later times (	t ≈ 10 Myr). From the right-hand panel of Fig. 8,
it is also clear that the mass in fast-outflowing material does not
decrease as sharply as for outflow gas with vr < 300 km s−1, as it
has a higher chance of moving out to large radii.
The shaded regions in Fig. 8 give the mass outflow rates of gas
with temperature T < 3 × 104 K. The cool outflow component can
here be seen to dominate the mass budget of the outflow, though it
starts to become less important at large radii ≈7 kpc, when it moves
to lower density regions. In Section 3.6, we show that the cool
phase forms through a thermal instability in the shocked outflowing
medium.
The declining mass outflow rates indicate that the radiatively-
driven outflow is not mass-conserving. The left-hand panel of Fig. 8
shows that, besides declining with radius, the mass outflow rate
profiles become broader, as some of the expelled gas lags behind
the fastest outflow component. On the right-hand panel, we show
the enclosed outflowing mass (with vout > 300 km s−1) as a function
of radius for the same simulation times as shown on the left-hand
panel. The outflowing mass initially increases, as mass is swept-
up, reaching its maximum of ≈3 × 1010 M when the outflow is
located at a radius ≈2 kpc. The enclosed mass, however, drops as
the outflow moves out to larger radii, implying that a significant
mass (1010 M) of outflowing gas slows down to radial velocities
lower than 300 km s−1. The outflow rates therefore drop with radius
(and time) as high velocity gas is subtracted from the outflow.
We have also checked how the outflow rates seen here vary with
quasar luminosity. We did not perform simulations with outputs
14We recall that both the simulation performed with a variable quasar
lightcurve and with a temperature cut-off for the dust opacity yield sim-
ilar results during the first few Myr.
15The peak at higher radius is associated with a satellite fly-by.
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Figure 8. Left: spherically averaged mass outflow rate in simulation UVIR-4e47 within the first 20 Myr of quasar radiation injection. Solid (dashed) lines
give total mass outflow rates considering gas with vr > 300 km s−1 (vr > 500 km s−1). Shaded regions give outflow rates only for gas with temperature
T < 3 × 104 K and vr > 300 km s−1. Right: cumulative outflow mass profile as a function of radius at various times after the onset of radiation injection. After
sweeping up ≈3 × 1010 M, mass is gradually subtracted from the outflow.
spaced at∼ Myr intervals as discussed in this section for all our mod-
els and we therefore focus on results at z = 6.4. The peak outflow
rate scales with quasar luminosity and ranges from < 550 M yr−1
in simulation UVIR-2e47 to 1500 M yr−1 in UVIR-5e47. The
peak outflow rate drops to ≈660 M yr−1 in simulation UVIR-
4e47-dust, though higher outflow rates are seen at earlier times,
but they rise to ≈1390 M yr−1 in thermal-4e47.
3.5.2 Kinetic luminosity and momentum flux
We now measure the kinetic luminosity and momentum flux of
the simulated radiation pressure-driven outflows. Specifically, we
compute 4π〈 12ρv3r 〉4πR2 = 2πV −1shell
∑
i miv
3
i,rad for the kinetic lu-
minosity and 4π〈ρv2r 〉4πR2 = 4πV −1shell
∑
i miv
2
i,rad for the momen-
tum flux. We plot the radial profiles of these two quantities in Fig. 9,
again considering the radial velocity cuts of vr > 300 km s−1 (solid
lines) and vr > 500 km s−1 (dashed lines) when performing the sum.
We find maximum kinetic luminosities on the order of
1045 erg s−1. These are weakly sensitive to the velocity cut we
consider due to the steep scaling of kinetic luminosity with ve-
locity ∝ v3r , except at early times, when most of the outflow
is still relatively slow. Given the quasar optical/UV luminosity
of 4 × 1047 erg s−1, or Lbol ≈ 7 × 1047 erg s−1, the kinetic lumi-
nosities measured here imply an energy conversion efficiency
of ≈0.14 per centLbol, comparable to observational constraints of
quasar outflows (e.g. Rupke et al. 2017), though lower by about
an order of magnitude than the most powerful AGN-driven out-
flows. Similarly, we find moderately boosted (maximal) momentum
fluxes on the order of ≈3Lopt,UV/c ≈ 2Lbol/c comparable to what
is found in some AGN-driven outflows (e.g. Veilleux et al. 2017),
but certainly lower than the high values ≈20Lbol/c sometimes mea-
sured (e.g. Cicone et al. 2014). The momentum boosts we measure
are lower than Lopt, UV/c if we consider the fastest portion of the
radiatively-driven outflow (dashed lines), indicating that this quan-
tity is strongly dependent on the precise velocity cut taken when
defining an outflow. We would be led to conclude that IR trapping
does not generate a momentum boost if we were to only consider
the fastest outflowing component, whereas we would conclude the
opposite if we were to include the slower component into our con-
sideration. Based on this analysis, we suggest that a substantial
fraction of the AGN radiation momentum is transferred to a slower
outflow component with a speed which may make it difficult to dis-
tinguish from gas undergoing random gravitational motion, greatly
complicating the task of observationally evaluating the coupling
efficiency of AGN feedback.
High outflow kinetic luminosities and momentum fluxes, how-
ever, last only in the 10 Myr phase in which the outflow sweeps
up mass at a high rate. The timescale during which the outflow has
high kinetic luminosity 0.1 per centLbol and a ‘momentum boost’
>Lbol/c is only on the order of 5 Myr. After the radiatively-driven
outflow breaks out of the quasar hosting galaxy, at scales of a few
kpc, the kinetic luminosity drops to values below 0.1 per centLbol
and the momentum flux declines to <Lbol/c. Based on our simu-
lations, we thus suggest that the most extended radiatively-driven
outflows typically have ˙Ekin  0.1 per centLbol and ˙Pout  Lbol/c.
One of the most spatially extended outflows detected to date is the
[CII] emitting cold wind seen by Maiolino et al. (2012) and Cicone
et al. (2015), where the emission associated with fast moving gas is
shown to be distributed over some 30 kpc. Intriguingly, Cicone et al.
(2015) measure a (projected) momentum flux of ˙Pout ≈ Lbol/c and
a kinetic luminosity of ˙Ekin ≈ 0.16 per centLbol. Both these values,
as well as the outflow rate ≈ 1400 M yr−1 are in good agreement
with the values measured in the later stages of our simulations,
when the outflow is most extended. We have also verified that the
high mass outflow rates, momentum fluxes and kinetic luminosi-
ties obtained in UVIR-4e47 persist in simulation UVIR-4e47-dust
during the first ≈20 Myr of radiation injection. At this time, there
is a large mass of cold gas surrounding the black hole particle and
radiation couples efficiently (see also Fig. 6). It is at late times,
when the cold gas reservoir has been cleared out that differences
between UVIR-4e47 and UVIR-4e47-dust start becoming relevant.
For UVIR-4e47-duty, the quasar luminosity is high and close to
the maximum value during the first 20 Myr of radiation injection,
i.e. that simulation is essentially identical to UVIR-4e47 during
the time period investigated in this section. It is interesting that
at later times, when the outflow still propagates through the halo
but the quasar luminosity has dropped to ≈0.02 its initial value,
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Figure 9. Left: spherically averaged kinetic luminosity in simulation UVIR-4e47 within the first 20 Myr of quasar radiation injection. The shaded region
gives the level corresponding to 0.1 per cent conversion efficiency between quasar- and kinetic luminosity. Right: spherically averaged ‘momentum flux’ as a
function of radius. The shaded region has 〈 ˙P 〉4π > LUV,opt/c and indicates that the outflow is moderately boosted for a duration of ≈5 Myr.
Table 3. Many observational studies compute outflow rates, momentum
fluxes, and kinetic luminosities in an integrated sense, by adding up, e.g.
for the mass outflow rate
∑
iMivi/Ri for all outflowing components (e.g.
different outflowing clouds). We show the result of this calculation applied
to our simulations in this table. The values listed here are comparable to the
maxima of the curves shown in Figs 8 and 9.
	t ˙M ˙Pout/(Lopt,UV/c) ˙Ekin/Lopt,UV
[Myr] [M yr−1]
1 3394 0.80 0.10%
2 6709 2.23 1.08%
3 7223 1.72 0.22%
7 3870 1.17 0.21%
10 2259 0.78 0.15%
14 1557 0.56 0.12%
17 1643 0.74 0.28%
the peak kinetic luminosities and momentum fluxes appear to be
high when normalised to the instantaneous quasar luminosity. At
z ≈ 6.3, we find a peak kinetic luminosity of ≈0.2 per centLopt,UV
and momentum flux ≈Lopt, UV/c higher than in UVIR-4e47 at the
same redshift. Such ‘fossil outflows’ misleadingly appear to retain
more of the quasar’s energy and momentum just by virtue of quasar
variability.
We conclude this section by comparing the outflow rates, the
momentum fluxes and kinetic luminosities seen in the radial pro-
files of Figs 8 and 9 with values obtained by computing the sum∑
i Qi/ti flow, whereQ = M ,Mvr , 1/2Mv2r , respectively. We per-
form the sum over all gas cells within the virial radius16 and with
a velocity17 vr > 300 km s−1 and list the results in Table 3. The
resulting mass outflow rates, momentum fluxes and kinetic lumi-
nosities are comparable to the maxima of the radial profiles shown
in Figs 8 and 9 and their trend with time is the same. Since our
mass outflow profiles are sharply peaked, it is no surprise that both
methods return comparable values. However, for flatter outflow rate
16We verify that the results are insensitive to the choice of the outer radius
as long as it encloses all of the outflow.
17The values shown in Table 3 increase only by 15 per cent and only in the
first Myr if a this condition was changed to vr > 100 km s−1.
profiles, adding up the contribution from outflowing components at
different radii should bias the resulting rates to unphysically high
values.
3.6 Multiphase structure of radiation pressure-driven outflows
The properties of observed AGN-driven outflows appear to be very
diverse. Such outflows have been observed to transport hot, warm
ionized, neutral, as well as cold atomic and molecular gas compo-
nents (see e.g. Fiore et al. 2017). The origin of this multi-phase
structure and particularly the cold component, however, remains
highly debated. There are two prevailing scenarios for the existence
of fast cold gas at kpc scales: (1) cold clouds are ejected from the
galaxy through ram pressure from a hot wind or directly through
radiation pressure (Klein, McKee & Colella 1994; Murray, Me´nard
& Thompson 2011; McCourt et al. 2015; Scannapieco & Bru¨ggen
2015; Schneider & Robertson 2017) and (2) the shocked outflow-
ing component cools down radiatively and forms cold clouds in situ
(see e.g. Zubovas & King 2014; Costa et al. 2015; Ferrara & Scan-
napieco 2016; Thompson et al. 2016; Scannapieco 2017; Richings
& Faucher-Gigue`re 2018). Our simulations are too simplistic to test
either of these scenarios in great detail due to resolution limitations,
the absence of a cold ISM phase with T < 104 K and simplified
cooling physics (i.e. no metal-lines). However, since we have seen
that the simulated outflows do appear to contain gas at a range of
temperatures, it is useful to investigate how this multi-phase struc-
ture comes about.
3.6.1 Characteristic temperature scales
We start by taking a closer look at the temperature distribution of
the outflows generated in our simulations. We focus on simula-
tion UVIR-4e47-dust, where the dust opacity temperature cut-off
treats the inefficient coupling between radiation and hot, dust-free
gas more realistically. The temperature distribution of the outflows
launched in simulation UVIR-4e47-hires is explored in Appendix C.
In Fig. 10, we plot the outflow mass distribution as a function
of gas temperature (left-hand panel). In producing these plots, we
select only gas with radial velocity >500 km s−1, which is approxi-
mately the maximum radial velocity reached by gas in an identical
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Figure 10. Left: The mass distribution of the outflow shown as a function of temperature. Only gas with radial velocity > 500 km s−1 is considered. The bulk
of the outflowing gas is in the ‘cool phase’ with temperatures3 × 104 K. There are two characteristic temperatures at which the outflowing mass accumulates.
These characteristic temperatures correspond to local minima (vertical dashed lines) in the radiative cooling function. Middle: Logarithmic ratio of cooling to
outflow expansion times (‘flow times’) as a function of outflow radial velocity, colour-coded according to mean temperature per bin, at z = 6.3. The dashed
line gives the mass-weighted median relation. The bulk of the outflowing material radiates away its thermal energy and becomes cold within a flow time. Right:
The relative mass contribution of different gas phases and vr > 500 km s−1 as a function of gas temperature in our UVIR-4e47 (blue lines) and UVIR-4e47-dust
(red lines) simulations as well as in identical simulations performed with an inefficient cooling function in which the cooling rates were uniformly decreased
by a factor of 10 (dashed curves), all at z = 6.4.
simulation performed without AGN feedback, and gas within the
virial radius of the galactic halo. The dominant outflowing compo-
nent has T ≈ 104 K, placing it at the bottom of the adopted cooling
function. Since we have neglected metal-line and molecular cool-
ing, it is possible that this outflow component could be even more
massive and colder than seen in our simulations. In Appendix C,
we show the temperature distribution of the outflow seen here to be
robust with increasing numerical resolution.
Apart from the dominant cold component at T ≈ 104 K, there are
two other characteristic outflow temperatures, seen as local max-
ima on the left-hand panel of Fig. 10. A significant portion of the
outflow has T ≈ 104.7 K, corresponding to the dip in the cooling
function just below the temperature at which Helium cooling is ef-
ficient, while another important component has T ≈ 106 K, though
this becomes significant only at late times. The black dashed lines
on the left-hand panel of Fig. 10 show the temperatures at which the
cooling function has local minima. The three different outflow com-
ponents we have identified trace these lines very closely, suggesting
that the outflowing gas preferentially has a temperature such that
radiative cooling proceeds slowly. For temperatures ≈106 K, note
that (i) the associated dip in the cooling function is very broad and
(2) the cooling times become comparable to the characteristic out-
flow times, such that the agreement between the temperature peak
seen in this simulation and the right-most dashed line is less close.
Cooling of outflowing material can only be expected if the char-
acteristic outflow expansion time (‘flow time’, in short) is longer
than the cooling time of the gas. In the following, we show that this
condition is indeed satisfied for the bulk of the outflowing material.
3.6.2 Cooling- vs. outflow expansion timescales
Naı¨vely, outflowing gas is expected to cool radiatively if its cooling
time is short compared to its characteristic outflow expansion time
(see e.g. Zubovas & King 2014; Costa et al. 2015 for recent studies).
Here, we define the cooling time as
tcool = 3/2nkBT
n2H(T )
, (11)
where (T) is the primordial, non-equilibrium cooling rate adopted
in our simulations. The outflow expansion time, or simply the ‘flow
time’, is defined as
tflow = R
vr
. (12)
In the central panel of Fig. 10, we present a 2-dimensional his-
togram for the ratio log10(tcool/tflow) as a function of radial velocity
at z = 6.3. The colour shows the mean gas temperature per bin, as
indicated by the colour bars at the top, and the dashed lines show
the mass-weighted median values as a function of outflow radial
velocity. We find that there is little evolution in the redshift range18
for which radiation is emitted by the AGN, with the exception of
the formation of the hot component with long cooling times, and
we therefore choose to show results only for z = 6.3.
In agreement with our expectations, as shown by the dashed curve
in the central panel of Fig. 10, most outflowing gas has tcool/tflow  1.
The bulk of the outflow should therefore be cooling efficiently. The
cooling portion of the outflow, in fact, accounts for 80–97 per cent
of the outflow mass and has a temperature in the range ≈104–106 K.
There is also a weakly mass-loaded hot component with tempera-
tures T  106 K, which remains hot and tenuous. This component,
however, amounts to, at most, ≈3–20 per cent of the total outflow-
ing mass, where 20 per cent applies at z = 6. The cool gas with
T ≈ 104 K seen at the top has long cooling times because its tem-
perature has reached the bottom of the cooling function and is thus
not allowed to cool radiatively. We note that the temperature of
T ≈ 104 K still corresponds to the maximum of the temperature
probability distribution even if we do not introduce an opacity cut-
off at high temperatures (see Fig. C2), though the hot phase can
then amount to ≈30–80 per cent of the total outflow mass in the
simulation, where 80 per cent applies at z = 6.
The presence of the hot weakly mass-loaded component may
appear surprising given that radiation couples only to gas with
T < 3 × 104 K in UVIR-4e47-dust. This gas component is, indeed,
18At early times 	t  10 Myr, however, the cooling vs. flow time ratios
vary rapidly, as the gas is shock-heated and the cooling times are long.
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cool and dense when it is initially accelerated, but is shock-heated.
When its temperature increases, it stops coupling to quasar radia-
tion, which is why this phase generally traces only relatively low
velocity vr  800 km s−1 gas (see central panel of Fig. 10).
3.6.3 The consequences of inefficient cooling
If in-shock radiative cooling is the dominant mechanism for the
production of fast outflowing gas in our simulations, then suppress-
ing cooling should decrease the mass of cold outflowing material.
In this section we perform this second test. We re-run simulations
UVIR-4e47 and UVIR-4e47-dust starting from z = 6.5, when ra-
diation injection begins, with a modified cooling function for which
the normalisation of the total cooling rate is reduced by a factor of
10.
In the right-hand panel of Fig. 10 we plot the temperature dis-
tribution of the resulting outflows at z = 6.4. As before, we select
only gas within the virial radius of the parent galactic halo. We find
that reducing the cooling rate has a very strong impact on the tem-
perature distribution of the outflow. For UVIR-4e47 (shown with
blue lines), we see that the outflow mass at T ≈ 104 K drops by
over one order of magnitude. Conversely, the mass of hot gas, at
T ≈ 107 K increases dramatically.
For UVIR-4e47-dust (shown with red lines), there is virtually no
hot component (at this time) if cooling is efficient. Inefficient cool-
ing, however, prevents the shock-heated gas from radiating away
its thermal energy, such that a significant portion of the outflow re-
mains at high temperatures. The cool outflow component that forms
in this simulation is also less significant.
We are forced to conclude that radiative cooling plays a fun-
damental role in regulating the amount of cool gas in radiation
pressure-driven outflows. It also plays a role in modulating the
mass of inflowing material, which in turn affects how much ram
pressure from inflowing gas the outflow needs to overcome (see
also Costa et al. 2014a). Since the cooling function we adopt in this
study assumes primordial radiative cooling, we should think of the
cool outflowing gas masses seen in our simulations as a lower limit
of what might be achievable in the presence of metal-line cooling.
We also have neglected the ionisation field of the quasar. While we
should expect our outflowing cool phase to become photoionized, its
temperature should not much exceed ≈104 K. We have performed
separate simulations in which we included photoionization from a
quasar using 5 radiation frequencies bins for IR, optical and UV
radiation (three bands), finding no significant difference in the mass
of ‘cool gas’ as defined in this paper. Quasar radiation may, how-
ever, have a significant effect on the metal-line cooling rates and on
the ionisation of metals in the CGM even after it has turned off (e.g.
Segers et al. 2017).
3.7 Radiatively- vs. thermally-driven outflows
In this section, we compare the properties of outflows driven by ra-
diation pressure to those launched through thermal energy injection.
We refer to the simulation with thermal feedback as ‘thermal-4e47’
and compare it against simulation UVIR-4e47.
In our simulations, continuous injection of thermal energy results
in the formation of a hot,T ≈ 5 × 109 K, bubble. As it expands, this
bubble initially pushes the surrounding gas approximately isotropi-
cally. However, when its radius becomes comparable to the height of
the quasar host disk, the bubble breaks out and escapes, propagating
at speeds > 1000 km s−1 and taking on an increasingly anisotropic
morphology (see also Costa et al. 2014a). As it pushes into ambient
halo gas, the expanding bubble drives a shock that sweeps across
the circumgalactic medium, ultimately filling the halo (and its outer
regions) with hot and tenuous gas at temperatures 107–108 K, as has
been illustrated in Fig. 1 (see also Gilli et al. 2017).
The outflow propagates more quickly in the case of thermal en-
ergy injection than for radiation pressure,19 as is shown on the
left-hand panel of Fig. 11, where we plot the cumulative mass dis-
tribution, as M(> R), of fast outflowing gas with vvrad > 500 km s−1
as a function of radius. At any given time, thermally-driven out-
flows have propagated out to a larger distance and swept-up more
mass than in the case of radiation pressure. For instance, we see gas
masses flowing out faster than 500 km s−1 of ≈(2–7) × 1010 M
(within 2 × Rvir) in the simulation with thermal feedback (solid
lines), while we find 8 × 109–4 × 1010 M in the simulation with ra-
diative feedback (dashed lines). It is also clear from Fig. 11 that some
outflowing gas does reach the virial radius (which grows with time
and is shown with a black shade). At Lopt,UV = 4 × 1047 erg s−1,
this amounts to3 × 1010 M in the simulation with thermal feed-
back and 5 × 109 M in the simulation with radiative feedback,
less than 10 per cent of the ejected gas.20
While thermally-driven outflows displace the largest masses, the
scales within which gas is removed differ between both feedback
mechanisms. The central panel of Fig. 11 shows the difference
between the enclosed mass of low velocity gas as a function of
radius in both simulations, at different redshifts. Specifically, we
plot the quantity
δrad/th = Mrad(< R) − Mth(< R)
Mrad(< R) + Mth(< R) , (13)
where Mrad(< R) is the cumulative mass in simulation UVIR-4e47
and Mth(< R) is the cumulative mass in simulation thermal-4e47.
This quantity is computed for gas with an absolute radial velocity
|vr| < 500 km s−1, in order to probe the presence of low veloc-
ity gas. If δ > 0, gas is more efficiently accelerated in simulation
thermal-4e47; if δ < 0, gas is more efficiently accelerated in sim-
ulation UVIR-4e47. There is a deficit of low velocity gas mass in
the simulation with radiative feedback in the central ≈3 kpc when
compared to that performed with thermal feedback, i.e. radiation
pressure accelerates gas in the central regions more efficiently than
thermal feedback. We also show radial density profiles in Fig. 12
for UVIR-4e47 (on the left-hand panel) and thermal-4e47 (on the
right-hand panel) within the first few 17 Myr of AGN feedback. The
density profiles show that the central density is indeed more effi-
ciently suppressed with radiation pressure than with thermal energy
injection. Conversely, at large radii, thermal feedback is the more
efficient mechanism when it comes to expelling material, which can
be seen from the excess of low velocity gas (δ > 0) in the simulation
with radiative feedback in the central panel of Fig. 11. Finally, note
that the total mass of low velocity gas is higher in the simulation
with feedback through radiation pressure, as can be noticed from
its higher cumulative mass at high radii. We conclude that, overall,
thermal feedback ejects more material from the halo than radiation
pressure.
19However, note that this is true given the feedback efficiency of f = 0.028
adopted here. For lower feedback efficiencies, both results may become more
similar.
20We caution, however, that if we perform our simulations for a longer time,
it is possible for these values to rise as some outflowing material coasts
through the halo.
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Figure 11. Left: Cumulative mass distribution for gas with vr ≥ 500 km s−1 in the simulation with thermal feedback (solid lines) and the simulation with
radiative feedback (dashed lines), plotted at different times. The vertical shade gives the range of the time-varying virial radius. Middle: Difference in enclosed
low velocity (vr < 500 km s−1) gas mass between the simulation with radiative feedback and that with thermal feedback. Right: Kinetic energy of outflowing
material with vr > 300 km s−1 in the simulation with thermal feedback (blue lines) and radiative feedback (black lines). The dashed lines give the kinetic
energy if the low-density hot component is excluded (see text). At matching quasar luminosity, thermally-driven outflows are the most powerful, because
they are faster and sweep-up larger amounts of mass. However, thermally-driven outflows preferentially sweep-up gas at larger radii, i.e. at R  5 kpc, while
radiation pressure is more efficient at removing gas from the central regions. Quenching operates differently in these two mechanisms: thermal energy expels
gas from the halo, whereas multi-scattering radiation pressure launches dense gas from the galactic nucleus and suppresses the galaxy’s density globally.
Figure 12. Gas density profiles in the early stages of outflow evolution in the simulation with purely radiative feedback (left-hand panel) and with purely
thermal feedback (right-hand panel). Radiation pressure suppresses the central gas density more efficiently than thermal energy, even if the latter results in the
formation of hot bubbles with T ≈ 5 × 109 K. While IR radiation diffuses and hence penetrates dense gas, thermal energy vents out of the galaxy. Thus, even
if thermally-driven outflows are more energetic, they produce a weaker immediate impact on the host galaxy than IR radiation pressure.
We show the kinetic energy of outflowing gas (with vr >
300 km s−1) in the first 17 Myr of AGN feedback on the right-
hand panel for UVIR-4e47 (black lines) and thermal-4e47 (blue
lines). Since they are fastest and most massive, outflows driven
through thermal energy injection are the most energetic. Note,
however, that the kinetic energy of outflowing gas in thermal-4e47
only overtakes that of UVIR-4e47 after ≈5 Myr of AGN feedback,
when the hot bubble begins to expand into low-density material,
converting its thermal energy into kinetic energy. Conversely, in
the case of radiation pressure, the kinetic energy of outflowing
gas stalls after the initial outflow is launched and τ IR ≈ 1 (see
Fig. E1). If we exclude hot T > 106 K, low-density nH < 1 cm−3
gas from our computation (dashed lines), we find that, while the
kinetic energy drops only marginally in UVIR-4e47, it falls by
factors 2–4 in thermal-4e47, indicating that the bulk of energy
in thermally-driven outflows is contained in relatively low density
gas.
Intuitively, these findings make sense; IR radiation can only oper-
ate in IR thick, and hence highly dense material, and should become
ineffective after the obscuring layers are removed and when prop-
agating through low-density gas in the halo. However, since it can
diffuse and penetrate dense gas, IR radiation has the ability to cou-
ple to a higher volume of the galactic gas. The bubble generated by
thermal energy deposition, on the other hand, leaks out, coupling to
the lower density halo gas outside of the central galaxy instead.21
Thus, thermally-driven outflows impact the halo environment more
profoundly, while the innermost regions are most efficiently regu-
lated by radiation pressure.
4 D ISCUSSION
We now consider the implications of radiation pressure on dust as an
AGN feedback mechanism and discuss the physical and numerical
limitations of our work.
21If thermal conduction operates, which may be expected given the steep
temperature gradient at the intersection between the bubble’s outer surface
and the colder ISM, it may be possible for thermal feedback to couple to a
larger volume than seen here.
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4.1 AGN radiation pressure as a feedback mechanism
Radiation pressure on dust from a quasar appears to be an impor-
tant feedback mechanism, which can drive large-scale outflows and
reduce star formation in massive galaxies by factors  3. In most
simulations, star formation is suppressed efficiently only in the first
∼10 Myr from the onset of radiation injection, i.e. when gas is still
optically thick in the IR. Though the initial removal of gas as well
as the expansion of the ISM of the quasar host galaxy lead to long
term star formation suppression in all simulations, star formation
tends to increase at late times. In our simulations, which follow the
evolution of a massive galaxy capable of hosting a bright quasar at
z 6, IR radiation pressure is essential to ensure feedback operates
at reasonable quasar luminosities. Single scattering is ineffective
because the potential well is too deep and the galaxy is fed by gas
inflows at very high rates. While single-scattering radiation is in-
efficient in galaxies which are very compact, high central densities
favour high optical depths in the IR, which could lead to efficient
multiscattering radiation pressure.
In this study, we have shown that from an energetics point of
view, IR radiation pressure can be a significant AGN feedback
mechanism. It leads to the generation of mass-loaded outflows with
peak outflow rates 103–104 M yr−1, displacing masses ∼1010 M
at peak velocities 1000 km s−1. However, the outflows generally
have only moderate kinetic luminosities ∼0.1 per cent Lbol, which
are considerably lower than observational reports of1 per centLbol
(e.g. Cicone et al. 2014; Zakamska et al. 2016). In addition, outflow
rates, as well as any quantity derived from them, vary rapidly on
∼ Myr scales as the amount of mass which can be entrained changes
and different portions of the outflow stall; the same outflow may
appear differently mass-loaded depending on when and where it is
observed, even for a constant quasar light-curve. The non-steady
nature of the outflows generated in our simulations could partially
account for the scatter of measured outflow rates at fixed AGN
luminosity (e.g. Fiore et al. 2017; Rupke et al. 2017).
While the outflows launched by IR radiation pressure are only
moderately powerful, particularly when compared to outflows
driven by thermal energy injection, the impact of IR radiation on
the star formation rate is considerable. We have shown that star
formation can be completely quenched within the innermost kpc at
reasonable quasar luminosities. Quenching here happens through a
combination of gas removal and through the local suppression of
gas density in the central galaxy. The latter, which does not occur in
simulations with single-scattering only radiation or thermal energy
injection, is caused by internal pressurisation of trapped IR radia-
tion. This process could potentially result in quenching without gas
ejection in massive high-z galaxies.
Throughout this study, we have taken a number of simplify-
ing assumptions that favour radiation pressure on dust as an AGN
feedback mechanism. We have assumed dust opacities in line with
metal-rich and hot dust, high quasar luminosities, a spatially con-
stant dust-to-gas ratio and, in many of our simulations, we have ne-
glected the possibility that dust is destroyed in the outflow through
shocks and thermal sputtering. The quasar host galaxy is, by con-
struction, initially highly obscured, which enhances the impact of
IR radiation pressure. Supernova feedback appears not to reduce the
column densities substantially (see Section 4.2), but even stronger
feedback or earlier AGN-driven outflows may further reduce the IR
optical depths.
Despite these assumptions, we have found that radiation pressure
on dust from a quasar is able to generate only relatively weak
outflows with masses not greater than ∼1010 M, amounting to just
a few per cent of the total halo gas mass. In some of our simulations,
we have adopted a simple model for dust destruction, by setting the
dust opacities to zero for gas hotter than T = 3 × 104 K, finding
outflow velocities lower by only a small factor ∼1.5, and a weaker
impact on star formation rate; the results here become comparable to
those seen for our simulations with slightly lower quasar optical/UV
luminosities, i.e. star formation is suppressed efficiently within the
first 10 Myr and then starts to rise, approaching the result of the
‘noAGN’ simulation.
In principle, the outflow could be boosted if supernovae inject en-
ergy at a very high rate, which might be expected given the high star
formation rates of500 M yr−1 present in the galactic disc, which
is less affected than the nucleus, or if the contribution from radiation
pressure from the stellar radiation field is also significant. Missing
physical ingredients, such as cosmic rays excited in the shock fronts
developed in AGN-driven outflows or supernova explosions, may
also play a role in generating more powerful outflows.
Nevertheless, one should question whether AGN-driven outflows
are able, by themselves, to lead to rapid quenching in massive
galaxies. We have shown that, even in circumstances in which the
cold and dense gas component has a high covering fraction, outflows
pave paths of least resistance, whether driven by radiation pressure
or through a hot bubble. The outflows then merely vent out, as has
been seen in many previous simulations (e.g. Costa et al. 2014a, b;
Bourne et al. 2014; Gabor & Bournaud 2014; Curtis & Sijacki 2016;
Bieri et al. 2017). The cold gas that is seen through molecular line
emission in observations may arise from a thermal instability in the
shocked outflowing medium and not necessarily indicate a thorough
depletion of the molecular reservoir. Moreover, we calculate inflow
rates on the order of 100–1000 M yr−1, despite the presence of
a hot atmosphere, even when this is boosted by thermal feedback,
in the quasar host halo. These high inflow rates are certainly more
persistent than the only temporarily high outflow rates seen in our
simulations and continue to replenish the central galaxy down to (at
least) z = 6.
Based on our findings, we suggest that non-ejective modes of
AGN feedback may play a complementary, if not a more domi-
nant, role in quenching massive galaxies. Recent far-infrared ob-
servations of high redshift post-starburst galaxies support such a
picture. Suess et al. (2017), for instance, find significant molecu-
lar gas reservoirs (Mgas ≈ 6 × 109–3 × 1010 M) in two quenched
post-starburst massive galaxies at z ≈ 0.7, while Schreiber et al.
(2017) present possible evidence for quenching without complete
mass ejection in an extremely obscured galaxy at z ≈ 4. In our sim-
ulations, trapped IR radiation leads to the ‘inflation’ of the massive
galaxy as a whole, pushing its star formation rate to lower levels,
but other mechanisms could also be at play (see Section 4.3).
4.2 Are the required quasar luminosities realistic?
Observed bright quasars at z  6 have estimated bolometric lumi-
nosities of 1047–5 × 1047 erg s−1 (e.g. De Rosa et al. 2014; Reed
et al. 2017). In this regard, the luminosity of 3–4 × 1047 erg s−1 for
which IR radiation pressure is able to generate an outflow in our
simulations is consistent with that implied by observations, assum-
ing that the dark matter halo followed in our simulations should
host such a bright quasar. The brightest quasars detected at z 
6 have an estimated comoving number density of ≈1 Gpc−3 (Fan
2006), such that even the 500h−1 Mpc cosmological box employed
in our simulations is arguably too small to capture their likely host
haloes. Since the binding energy of the central galaxy should in-
crease for higher mass dark matter haloes, even the ‘momentum
MNRAS 479, 2079–2111 (2018)
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/479/2/2079/5034968 by Jacob H
eeren user on 23 N
ovem
ber 2018
2100 T. Costa et al.
boost’ provided by IR radiation might prove too weak to efficiently
regulate stellar mass and black hole growth. Note, however, that the
enhanced IR optical depths could compensate by boosting radiation
pressure.
We have neglected feedback from supernova explosions in this
study. While unlikely to unbind the very tightly bound gaseous
bulge (Costa et al. 2015), stellar feedback could plausibly decrease
its binding energy, leading to a drop in the critical quasar luminosity
required to launch an outflow. In such conditions, we might expect
Lcrit < 3–4 × 1047 erg s−1, or a < 2–3 × 109 M SMBH radiating
at its Eddington limit, for our 2.4 × 1012M halo. Supernova feed-
back may, however, produce the competing effect of reducing the
IR optical depths to much lower values, lowering the expected IR
momentum boost.
In order to verify that the IR optical depths obtained in this
study do not depend strongly on the absence of supernova-feedback
before the onset of AGN feedback in our simulations, we perform a
new simulation, identical to noAGN, but following feedback from
supernovae. There are various ways in which supernova feedback
is modelled in RAMSES and it is beyond the scope of this study to
investigate how the various models affect the structure of massive z
> 6 galaxies. Instead, we select a particularly strong implementation
of supernova feedback to probe how the column density distribution
responds to violent supernova feedback.
We adopt the ‘delayed cooling’ prescription described in Teyssier
et al. (2013), whereby radiative cooling is shut down in gas which
has been recently heated by nearby supernova events. We assume
that each stellar particle of our simulations samples a single stellar
population, each of which injects a supernova (thermal) energy ESN
of
ESN = 1051ηSN m∗
mSN
erg , (14)
where the fraction of mass per stellar particle ηSN recycled into
supernova ejecta is set to ηSN = 0.2 and the average stellar mass of
a Type II SN progenitor mSN is set to mSN = 10 M, following the
assumption that each stellar population is approximately described
by a Chabrier initial mass function (IMF). Each SN injection episode
is associated with mass injection at a rate
mej = ηSNm∗ , (15)
though the associated metal injection is neglected in our simulations.
Energy is simultaneously added in the form of a passive scalar to a
non-thermal energy variable ρturb, where turb is a specific energy
tracer typically associated with unresolved turbulent energy (see
Teyssier et al. 2013). The non-thermal passive scalar advects with
the gas and is assumed to decay on a timescale tdelay (see e.g.
Rosdahl et al. 2017 for details). In order to maximise the effect
of SN feedback, we set tdelay = 20 Myr, twice the value expected
given our simulation parameters (see equation A8 in Dubois et al.
2015).
Supernova feedback in our simulations reduces the optical depths
by about a factor ∼2. In Fig. 13 we plot the IR optical depth
distribution around the BH particle at z = 6.5, when radiation
injection begins in our simulations with AGN feedback, showing
results for noAGN with a solid black line and for our simulation
with stellar feedback with a dashed lilac line. The dotted lines show
the median values of each distribution. The highest optical depths
drop from ≈37 to ≈25, the minimum optical depths drop from ≈22
to ≈10, while the median drops from ≈28 to ≈16. The central
regions of the galaxy thus remain optically thick to IR radiation in
every direction.
Figure 13. The IR optical depth distribution around the BH particle in
our fiducial simulation with no radiative feedback (black line) and in our
simulation with SN feedback modelled via delayed cooling (lilac dashed
line). Vertical dotted lines given the median values of the distributions. The
median IR optical depth decreases by less than a factor 2 from τIR ≈ 28 to
τIR ≈ 16. Crucially, all lines-of-sight remain IR optically thick.
Interestingly, the potential well deepens in the presence of SN
feedback and the peak of the total circular velocity increases from
640 km s−1 to 670 km s−1 at z = 6.5. The larger gas mass present
in the latter, which is caused by inefficient star formation in the
progenitors of the massive galaxy, means that the critical luminos-
ity, as obtained by equation (10) also increases. We estimate that
Leq ≈ 5.3 × 1048 erg s−1, a factor ≈1.6 increase. Thus, supernova
feedback could, in principle, create the requirement of even higher
quasar luminosities in order for radiation pressure to drive outflows.
However, the absolute value of this threshold luminosity should de-
pend on the supernova model and also on the time at which rapid
black hole accretion occurs.
4.3 Numerical and physical limitations
4.3.1 M1 method
RAMSES-RT solves radiative transfer using a moment method, i.e.
conservation laws are derived for the radiation energy density and
flux (see Rosdahl et al. 2013 for details). The resulting set of partial
differential equations is closed by assuming the M1 closure for
the Eddington tensor. While fast and reasonably accurate (see e.g.
Costa et al. 2018), the moment method is less accurate and more
diffusive than other techniques available. As a consequence, RAMSES-
RT tends to underestimate the trapping efficiency of IR radiation
when compared to ray-tracing or Monte Carlo methods (see e.g.
Davis et al. 2014; Tsang & Milosavljevic´ 2015). It is therefore
possible that radiation pressure is even more efficient than seen
in our simulations (given our setup). In practical terms, however,
due to simplifications of dust physics and the choice of high dust
opacities, we consider a more efficient scenario to be implausible.
4.3.2 Dust physics
We have used a very simplified treatment of dust physics through-
out the paper. In order to bridge the gap with existing analytic
models of radiation pressure-driven outflows (e.g. Murray et al.
2005; Ishibashi & Fabian 2015; Thompson et al. 2015), we have
MNRAS 479, 2079–2111 (2018)
D
ow
nloaded from
 https://academ
ic.oup.com
/m
nras/article-abstract/479/2/2079/5034968 by Jacob H
eeren user on 23 N
ovem
ber 2018
Quenching star formation with trapped IR radiation 2101
assumed the Rosseland mean opacity to be fixed at all temperatures,
or to drop to zero for gas above a temperature of T = 3 × 104 K.
In reality, the opacity in the optically thick limit τ IR > 1 scales with
the dust temperature as ∝T2 for T  150 K (e.g. Semenov et al.
2003). In particular, the value of κIR = 10 cm2g−1 assumed here
is valid for hot dust with T ≈ 150 K and for a dust-to-gas ratio of
fD = 0.01. In addition, the dust-to-gas ratio can vary spatially and
with redshift, which we have ignored.
We have also shown that some of our results are sensitive to
whether and for how long dust is able to survive in the outflowing
material. While radiation was found to couple to cool and dense gas
in our simulations even without explicitly reducing the opacities at
temperatures above T ≈ 104 K, the long term impact on the star
formation rate is found to be equivalent to a moderate reduction
in the quasar luminosity. While star formation is efficiently sup-
pressed in the first few Myr, it rises after the cold dense material
has been expelled from the host galaxy and the remaining gas is
too hot to couple to radiation. We have seen that radiative cool-
ing is able to maintain a large fraction of gas at T ≈ 104 K, which
may permit some of the dust grains to survive if the cooling times
are sufficiently short, but a portion of the dust should nevertheless
be destroyed through grain-grain collisions, shocks and the ambi-
ent radiation field, as well as thermal and non-thermal sputtering
(Draine & Salpeter 1979; McKee 1989; Jones, Tielens & Hollen-
bach 1996; Hensley, Ostriker & Ciotti 2014). It is likely that all these
effects would further decrease the ability of trapped IR radiation to
drive large-scale outflows. More sophisticated dust formation and
destruction models are now starting to be incorporated into simula-
tions of galaxy formation (e.g. Zhukovska et al. 2016; McKinnon
et al. 2017). A crucial test will be to couple AGN and stellar radia-
tion to such a dust model in order to probe the extent to which the
various physical processes outlined here affect this AGN feedback
scenario.
Another simplifying assumption we have made is that gas and
dust are always coupled hydrodynamically. The coupling between
gas and dust in reality depends on the size of the dust grain (e.g.
Booth, Sijacki & Clarke 2015; Hopkins & Lee 2016). Moreover, in
the presence of strong shocks, dust grains may become decoupled
from the gas phase, further limiting the net momentum imparted on
the gas. Clearly, all these questions require further exploration in
future work.
4.3.3 Black hole accretion
We have not modelled black hole accretion self-consistently and
have therefore not captured the effect of black hole accretion self-
regulation. Instead, we have assumed the quasar to release energy
at a constant luminosity or according to a predefined light-curve
(Fig. A1). Unlike we have assumed here, the AGN light-curve
should be, at some level, correlated to the black hole accretion
rate. Due to insufficient resolution, however, it is unclear to what
extent the AGN luminosity should correlate with the accretion rate,
when evaluated at ∼100 pc scales; some of the gas may not accrete
onto the black hole or do so only after a considerable time delay.
It is also unclear whether tying the AGN luminosity to the black
hole accretion would result in less efficient IR radiation pressure
feedback. It is possible that, as the AGN fades, the dense nucleus of
the galaxy reforms, boosting the IR radiation force. This situation
is, for instance, difficult to achieve in our fiducial simulations, in
which the AGN luminosity is fixed at a constant value, preventing
the regrowth of a central density peak.
On the other hand, this simplification allows us to study the
properties of radiation pressure-driven outflows cleanly without in-
voking a ‘subgrid model’ for black hole accretion. Black hole accre-
tion models are notoriously uncertain, mainly because the relevant
physics is poorly understood and the spatial (e.g. the accretion
disc) and time scales are not resolved. Most models rely on pre-
scriptions for Bondi-Hoyle-type accretion flows and often make the
additional, simplifying, assumption that AGN feedback occurs in-
stantaneously. Choices have to be made regarding the spatial scale
within which the Bondi parameters (gas density and speed of sound)
are to be measured and how the average is to be performed. Cur-
tis & Sijacki (2015) and Negri & Volonteri (2017), for instance,
find discrepancies of up to two orders of magnitude in the black
hole mass required for self-regulated growth just due to different
choices of resolution, averaging method, the spatial scale within
which the Bondi parameters are evaluated as well as the feedback
implementation.
Our results, however, should hold in general as long as the quasar
luminosity L is allowed to reach the high values probed here. In
particular, outflows should be launched as long as L ∼ Lcrit.
4.3.4 Star formation criterion
One of our key findings is the ability of trapped IR radiation pres-
sure to reduce the star formation rate in massive compact galaxies.
We identify two quenching channels: (i) gas removal through out-
flows and (ii) density suppression due to internal pressurisation by
trapped IR radiation. These results depend on our star formation
model, which only allows star formation to occur in dense and cold
(T < 2 × 104 K) gas. In reality, star formation likely depends also
on the dynamical and turbulent state of dense gas (e.g. Semenov,
Kravtsov & Gnedin 2016) and also on the ability of dust to shield
star forming regions from hard radiation (e.g. Draine & Bertoldi
1996). Both physical ingredients should increase the complexity
of how radiation pressure on dust may affect star formation. For
instance, variations in dust-to-gas ratio induced by the removal of
dust grains via radiation pressure could conceivably facilitate the
destruction of molecular gas or iron out density inhomogeneities
(see e.g. Rosdahl et al. 2015), preventing or delaying their collapse.
In order to gain further insight into the possibility of non-ejective
quenching, future investigations should address the interaction of
AGN radiation with the interstellar medium at ∼ pc scales.
4.3.5 Other missing physics
We have focussed on radiation pressure on dust as an AGN feed-
back mechanism. There are, however, multiple ways in which AGN
radiation may affect the interstellar medium of the host galaxy. Pho-
toionization and photo-heating of gas may, for instance, contribute
to suppressing star formation in the AGN host galaxy (see Rosdahl
et al. 2015 for the effect of stellar photoionization). Radiation pres-
sure from the stellar radiation field could both aid the propagation
of a large-scale outflow as well as reduce the density of interstellar
gas, further limiting star formation.
An additional effect of the AGN radiation field is Compton heat-
ing of gas with T  107 K in the inner regions of the galaxy (Gan
et al. 2014; Xie, Yuan & Ho 2017). This process may drive slow
outflows from the nuclear regions and may help maintaining the
black hole accretion rate of the host galaxy at a low level (e.g. Ciotti
& Ostriker 1997).
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Importantly, a cold ISM phase is missing from our simulations.
Cold gas has a much lower volume filling fraction (though see Mc-
Court et al. 2018), is inhomogeneous22 and could therefore be less
efficient at trapping IR radiation (e.g. Bieri et al. 2017). We there-
fore underscore the need to revisit the problem at higher resolution
and in the presence of a cold ISM phase.
Additional AGN feedback processes (such as nuclear winds or
jets) could also affect the properties of AGN host galaxy. In our
simulations, AGN feedback at z > 6.5, before we include radiation
injection, could potentially have cleared out low density channels,
limiting the trapping efficiency of radiation subsequently.
Finally, we highlight thermal conduction as a potentially impor-
tant physical process. In the context of energy-driven outflows, this
mechanism could be an efficient way of coupling the thermal energy
contained in the central hot bubble to a larger volume of the quasar
host galaxy, analogously with trapped IR radiation.
5 C O N C L U S I O N S
We have presented a suite of cosmological radiation-hydrodynamic
simulations performed with the code RAMSES-RT in order to test
the scenario in which quasars launch large-scale outflows via radia-
tion pressure on dust. We have found that single-scattering radiation
pressure (from UV/optical radiation) on its own leads to galactic out-
flows only at very high quasar luminosities L  1.1 × 1048 erg s−1.
Given that the brightest z = 6 quasars plausibly reside in haloes
even more massive than considered in this study, we consider such
high quasar luminosities to be unrealistic. This conclusion applies
even in the presence of strong supernova feedback. A momentum
input rate of >L/c thus appears to be required to launch large-scale
outflows and affect star formation in the galaxy as a whole (see also
Debuhr et al. 2011; Costa et al. 2014a).
Multiscattering of reprocessed IR radiation leads to large-scale
outflows at luminosities a factor ≈4 lower than in the single-
scattering case. In our simulations, IR multi-scattering is efficient
because the gas configuration is initially optically thick in the IR
along virtually every line-of-sight. The ‘boost factor’ over which
the radiation force is amplified compared to the single-scattering
scenario is ≈10L/c. The coupling, however, quickly becomes in-
efficient as the dense gas envelope is cleared out and low density
channels are created. Accordingly, radiation pressure on dust is
only efficient in the initial ‘obscured’ phase, when the quasar is
enshrouded by dense gas.
Even though radiation pressure on dust appears to be strong
enough to launch a galactic outflow, its effects are limited to the
innermost regions of the galactic halo. We find a net suppression
in star formation rate in the galactic halo by a factor of ≈3. The
star formation in the innermost few kpc, however, drops to zero,
suggesting that IR radiation pressure might be very efficient when
it comes to regulating the star formation rate in compact starburst
galaxies at high redshift. The inclusion of a temperature cut-off in
the dust opacity, mimicking dust destruction in hot gas, or AGN
variability both decrease the efficiency of radiation pressure as a
feedback mechanism, leading to outflows with properties similar to
those obtained by reducing the quasar luminosity. While the effect
of IR radiation pressure is still not negligible in periods of high
quasar luminosity and high central densities in these simulations, it
22Though note that lack of confinement possibly resulting by density in-
homogeneity should also limit the efficiency of feedback generated by hot
over-pressurised bubbles and not just radiation.
is clear that the ability of dust to survive in outflowing material and
the duration of quasar outbursts are key to the efficiency of radiation
pressure on dust as a feedback mechanism.
The way in which IR radiation pressure affects the quasar host
galaxy is twofold: (i) gas is expelled from the nuclear region, re-
ducing the density and hence star formation rate locally, (ii) the gas
density is suppressed globally since a portion of IR radiation can
diffuse out to dense regions at large radii. The last mechanism is
particularly promising as it could open up a new avenue for sup-
pressing star formation in high-redshift galaxies. Given its potential,
this scenario deserves to be analysed at higher resolution in more
realistic simulations.
The radiation pressure-driven outflows generated in our simula-
tions initially have an approximately symmetric conic structure and
peak mass outflow rates of (103–104) M yr−1. The outflows are
not mass-conserving and only a small fraction of the gas mass is
accelerated beyond ≈10 kpc. Quantities such as mass outflow rates,
momentum fluxes and kinetic luminosities are sensitive to when and
where they are measured, fluctuating by large factors over timescales
of ∼1 Myr. Note that we measure kinetic luminosities on the order
of 0.1 per centL, which agree with various observational measure-
ments (e.g. Carniani et al. 2015; Cicone et al. 2015; Veilleux et al.
2017), but are about an order of magnitude lower than the canonical
5 per centL often claimed to be required for efficient feedback.
The simulated outflows are naturally multi-phase and have a
temperature structure which is set by radiative cooling. The bulk of
outflowing mass has very short cooling times and cools radiatively
over a flow time. Using simulations with lower radiative cooling
efficiencies, we explicitly find that the cool 104 K component found
in our simulations forms via in-shock radiative cooling.
There are interesting differences between the effects of IR radia-
tion pressure feedback and thermal feedback as commonly imple-
mented in simulations of galaxy formation with AGN feedback. We
find that, in the regime in which the gas density in the host galaxy is
very high and the quasar is likely obscured, IR radiation pressure is
more efficient at regulating star formation globally due to its ability
to diffuse. Instead, thermal energy vents out of the galaxy as soon as
the outflow has cleared out low density channels. After the thick gas
layers around the quasar are expelled, however, radiation pressure
becomes inefficient because the gas is mostly optically thin (in the
IR). The hot pressurised bubbles generated by the thermal energy
injection, however, accelerate lower density gas in the galactic halo
and lead to a slower starvation of the gas reservoir in the central
galaxy as the cooling times are prolonged and diffuse halo gas is
pushed out.
Our findings open up many intriguing questions concerning the
nature of AGN feedback and galactic outflows. Mainly, they high-
light the many channels in which so called ‘quasar mode’ feedback
may affect the evolution of massive galaxies, which include gas
heating, expulsion, as well as the gentler effect of pressurization by
trapped IR radiation.
Our results are subject to various simplifications regarding dust
physics, including the constant dust-to-gas ratio and high dust opac-
ities. What they do suggest is that, from an energetics point of view,
IR radiation pressure appears to be dynamically significant not only
in simple spherical models (e.g. Ishibashi & Fabian 2015; Thomp-
son et al. 2015; Costa et al. 2018) but also in a more realistic
cosmological setting. In order to further scrutinise the ability of IR
radiation pressure to affect star formation in galaxies, future studies
must turn to dust physics and include a more realistic treatment
of the cold interstellar medium and its interaction with a quasar
radiation field.
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A P P E N D I X A : A D O P T E D VA R I A B L E AG N L I G H T- C U RV E
Figure A1. AGN light-curve adopted in simulation UVIR-4e47-duty shown in terms of the Eddington ratio as a function of redshift. The Eddington ratio is
close to unity until z ≈ 6.4 (about 17 Myr since radiation begins to be injected), but it oscillates between LAGN/LEdd ≈ 1 and LAGN/LEdd ≈ 0.1 thereafter.
In one of our simulations (UVIR-4e47-duty), we explore varying the AGN light-curve in order to illustrate a more realistic scenario in
which radiation is injected at a time-varying rate. We show the light-curve we adopt in UVIR-4e47-duty in Fig. A1, where we plot the
Eddington ratio LAGN/LEdd as a function of redshift. The light-curve is taken from one of the cosmological ‘zoom-in’ simulations of Costa
et al. (2015), where black hole growth is investigated self-consistently in the presence of AGN and supernova feedback. The Eddington ratio
is close to unity until z ≈ 6.4 (about 17 Myr since radiation begins to be injected in the simulations presented in this paper), but it oscillates
between LAGN/LEdd ≈ 1 and LAGN/LEdd ≈ 0.1 thereafter. Note that LAGN is set to the optical/UV luminosity Lopt, UV in UVIR-4e47-duty.
A PPENDIX B: R EDUCED SPEED OF LIGH T APPROX I MATI ON
Since the hydrodynamical time-step is limited by the speed of light in RAMSES-RT, the present radiation-hydrodynamic simulations rely on
the ‘reduced speed of light’ approximation, in which the speed of light is artificially reduced (see Rosdahl et al. 2013 for details). We have
adopted a reduced speed of light of c˜ = 0.03c. If IR multiscattering is dynamically important, there is a risk the radiation force could be
artificially damped because of the reduced speed of light approximation (see e.g. Bieri et al. 2017; Costa et al. 2018) and it is therefore crucial
to examine how our results are affected by our choice of reduced speed of light parameter.
Figure B1. Left: Star formation rate as a function of time for the UVIR-4e47 performed at a reduced speed of light of c˜ = 0.03c (black line) and for the
simulation performed at full speed of light (blue line). The star formation rate is evaluated within the virial radius (solid lines) and at 10 per cent the virial
radius (dashed lines). The star formation is suppressed slightly more efficiently in the simulation performed at full speed of light. Right: Density profiles in the
first few Myr after radiation is injected in our simulations. The solid lines correspond to the simulation performed at full speed of light, while the dashed lines
give the results for the simulation with a reduced speed of light.
We perform one additional simulation, identical in setup to UVIR-4e47, though performed at full speed of light, i.e. c˜ = c. Since the
typical time-step becomes shorter by a factor of almost 100 than in the other simulations presented in this paper, we perform it only for a
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Figure B2. Cumulative mass distribution of outflow with vr > 300 km s−1 at various times in our fiducial simulation (dashed curves) and in our simulation
performed at full speed of light (solid curves). At t = 1 Myr, there is more outflowing gas in the simulation performed at full speed of light, though the
outflowing masses converge after a few Myr.
duration of 20 Myr. This simulation, however, allows us to probe the convergence properties during the early stages of outflow development,
when the IR optical depths are highest and our results should be most sensitive to the reduced speed of light approximation.
One of our main conclusions concerns the suppressive effect of trapped IR radiation on star formation. We thus begin by comparing the
star formation history between this new simulation and UVIR-4e47. This is shown on the left-hand panel of Fig. B1, where we show star
formation histories within Rvir (solid lines) and 10 per centRvir (dashed lines) in our standard simulation (black lines) and the simulation
performed at full speed of light (blue curves). We find that both star formation histories are well converged, but star formation is suppressed
slightly more rapidly in the simulation performed at full speed of light. The lower diffusion times of trapped radiation in this simulation
ensure that the optically thick material feels a higher radiation force (see Costa et al. 2018) such that the central density drops more efficiently.
The more rapid drop in central density is also shown on the right-hand panel of Fig. B1, where we plot density profiles at various times in
both simulations. Thus, concerning the ability to suppress star formation and reduce gas density, the results presented in the paper are robust
and are, in fact, strengthened somewhat by adopting the full speed of light.
Finally, we also verify that the outflow masses are well converged with respect to the reduced speed of light parameter. In Fig. B2, we plot
cumulative mass distributions for outflowing gas with vr > 300 km s−1 at different times. Generally, we find outflows driven in simulations
performed at full speed of light to be slightly more spatially extended (by about ∼1 kpc) at any given time. In the first Myr (purple lines), we
find 2 times higher outflow masses in the simulation with the full speed of light, as a result of the somewhat higher radiation force. At later
times, however, the cumulative velocity distributions of outflowing gas in both simulations converge (green and red lines), indicating that our
main results should not be very sensitive to the reduced speed of light approximation. We have also verified that the outflow rates are well
converged after a few Myr from radiation injection, with the main difference occurring in the earliest stages, where there is a time delay on
the order of ∼1 Myr between the development of an outflow in UVIR-4e47 with respect to that seen in the simulation performed at full speed
of light.
In summary, we find our main results to be robust with respect to variations in the reduced speed of light parameter c˜ in the sense that they
are well converged for most of the simulation. Unsurprisingly, the main differences arise in the first few Myr from radiation injection, where
the outflow driven in the simulation performed with c˜ = c develops somewhat more rapidly than in that with c˜ = 0.03c. Our choice of c˜
therefore gives a lower limit to the efficiency of outflows driven by trapped IR radiation.
A PPENDIX C : NUMERICAL RESOLUTION
We performed cosmological ‘zoom-in’ simulations in order to follow the evolution of a massive halo at z = 6. The advantage of this approach
is the self-consistent treatment of the cosmological environment of the quasar host galaxy, which, as we have seen, plays a major role in
determining its structure as well as the impact of feedback on its gas content and the propagation of outflows. There is, however, inevitable
lack of resolution and the nuclear regions, where a large-scale outflow is ultimately powered, are only poorly resolved.
We here verify how/if we expect our main results to change with increasing resolution. We probe the effects of changing resolution by
re-running simulation UVIR-4e47, which includes single- and multiscattering radiation pressure, and has been shown to launch galactic
outflows in this study, at higher resolution. We increase the maximum refinement level by a factor 2, keeping all other parameters fixed, such
that the minimum cell size drops to 	x = 62.5h−1 pc. In particular, note the region into which radiation is injected is kept fixed and is still
on the order of 100 pc.
We compare the star formation histories (computed within the virial radius) of UVIR-4e47 to UVIR-4e47-hires in the left-hand panel
of Fig. C1. The evolution prior to the time at which radiation injection begins is virtually identical in both simulations. After the quasar
starts injecting radiation, the qualitative evolution of the star formation rate is also comparable, i.e. there is a sharp decrease down to
SFR ≈ 220 M yr−1 followed by a series of (an equal number) of oscillations around SFR ≈ 250 M yr−1. The main difference is the
time-scale over which the SFR oscillates, which is somewhat shorter in the high resolution simulation.
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Figure C1. Left: Star formation rate within the virial radius as a function of time for the UVIR-4e47 performed at standard resolution (black line) and for the
high resolution simulation (blue line). The evolution prior to radiation injection (marked with a vertical dashed line) is virtually identical in both simulations.
After the quasar starts injecting radiation, the qualitative evolution of the star formation rate is also comparable. Right: Density distribution within 5 kpc of
the quasar for low velocity gas with |vr| < 300 km s−1 in our standard resolution simulations (green histograms) and the high resolution simulations (red
histograms). Open histograms give results at z = 6.5 and filled histograms give results at z = 6.4.
Figure C2. The mass distribution of outflowing gas shown as a function of temperature in our high resolution simulation. Only gas with radial velocity
> 500 km s−1 is considered. The bulk of the outflowing gas is still in the ‘cool phase’ with temperatures 3 × 104 K. Note that in UVIR-4e47-hires, there is
no cutoff in the dust opacity, which explains why the hot component is more prominent than in Fig. 10.
The density distribution of low-velocity gas (|vr| < 300 km s−1) within 5 kpc of the quasar is shown in the right-hand panel of Fig. C1 at
z = 6.5 (open histograms) and z = 6.4 (filled histograms). The initial density distribution in UVIR-4e47 (green histograms) and UVIR-
4e47-hires (red histograms) is similar, though slightly enhanced (by ≈0.1 dex) in the high resolution simulation. Density suppression is
efficient in both simulations at z = 6.4, as shown by the development of a bump at low density in both simulations. The density distribution
is very flat in simulation UVIR-4e47-hires, but extends over a somewhat higher density range, populating the low- and high-density ends
more than in UVIR-4e47. This analysis suggests that as resolution increases, the impact of IR radiation pressure may become more localised
and may be expected to predominantly affect the nuclear regions of the galaxy.
Finally, we verify how the temperature probability distribution function of outflowing material with vr > 500 km s−1 contained within the
virial radius changes with resolution. This is plotted in Fig. C2 at various redshifts. We find that the cool phase with T ≈ 104 K remains
the most prominent of all outflowing components. The main difference with respect to Fig. 10 (which refers to UVIR-4e47-dust) is the more
pronounced hot component seen in UVIR-4e47-hires. However, note that there is no temperature cut-off in the dust opacity here, which is
why hot gas accelerates more efficiently in this case, shocking to higher temperatures.
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Figure D1. IR optical depth distribution at z = 6.5 (at the time at which radiation begins to be injected) as a function of inclination angle θ (measured from
the polar axis in the positive z-direction) obtained by integrating along 105 rays cast in random directions. We show mean optical depths (lines) as well as the
1σ fluctuation amplitude (shades). The dashed line and the blue shade show results for the simulation with the weak polytrope, while the solid line and the
yellow shade give results for our fiducial simulations, with horizontal lines giving the median value in both cases.
A P P E N D I X D : VA RY I N G T H E ‘J E A N S ’ PR E S S U R E F L O O R
Here, we outline results from a series of simulation tests in which we probe the effect of adopting a weaker polytropic equation of state than
employed in the paper. We perform multiple simulations at different quasar luminosities, in which we take TJ = 103 K in equation (7), such
that the Jeans length is always resolved with ≈8 cells. We adopt the same naming convention for these simulations as before but use the
names ‘UVIR-poly’ or ‘UV-poly’ in order to emphasise we are employing a different polytropic equation of state.
As expected, gas collapses down to even smaller scales in these simulations, forming even more compact galaxies. We show the azimuthally
averaged IR optical depths in Fig. D1, where we show the distribution obtained in the new simulation with a dashed line (and the blue shade
for the standard deviation) at z = 6.5 (at the time at which radiation begins to be injected). The IR optical depths of the central galaxy now
reach τ IR  100 (to be compared with τIR ≈ 40 in our fiducial simulations) and the azimuthally averaged mean is systematically a factor 2
greater than in the simulations discussed in the paper.
On the one hand, the more efficient gas collapse means that the potential well becomes deeper, such that it becomes even harder to
drive outflows with single-scattering radiation pressure. We find enormous values for the peak (total) circular velocities, which can reach
≈850 km s−1, most likely as a consequence of unrealistic overcooling in the absence of baryonic feedback. We estimate an optical/UV critical
luminosity (see Section 3.3) for outflows driven by single-scattering of Lcrit = 5 × 1048 erg s−1, i.e. Lbol,crit = (6 − 9) × 1048 erg s−1. On
the other hand, the higher optical depths mean that IR radiation is even more efficiently trapped, compensating for the deeper potential well.
Consequently, we find that our conclusion that IR multi-scattering is required to launch powerful outflows becomes even stronger when we
perform simulations with a weaker polytrope.
While the critical luminosity to launch large-scale outflows dropped by a factor ≈4 with the inclusion of IR multi-scattering in our fiducial
simulations, here we find that it drops by a factor ≈16. In the top panel of Fig. D2, we show the mass-weighted median outflow velocity
(like in Fig. 5) as a function of quasar bolometric luminosity. We see that powerful outflows are driven at quasar bolometric luminosities
(3–8) × 1047 erg s−1 if IR multi-scattering is enabled, as in our fiducial simulations. If multi-scattering is disabled, however, we find that
bolometric luminosities on the order of 5 × 1048 erg s−1 are required to launch outflows, in good agreement with our analytic estimate for
Lbol, crit. For a weaker polytrope, IR multi-scattering therefore becomes even more important.
We show the star formation history (evaluated within the virial radius) in our various simulations using the weaker polytrope in the
central panel of Fig. D2. The star formation rates are, on the whole, higher than in the simulations performed with the stronger polytrope
by a factor  2 at z = 7 and by a factor ≈1.2 at z = 6.5. The halo-wide star formation rate seen in our ‘UVIR-poly’ simulations with
Lopt,UV = 3 × 1047 erg s−1 is about a factor ≈2 lower than in UV-1.2e48-poly, a suppression which is comparable to that seen in the
simulations at similar quasar luminosities performed with the stronger polytropic equation of state (see Fig. 6). The degree by which the star
formation rate is reduced increases in simulation UVIR-5e47-poly (lilac line in the central panel of Fig. D2), where it is ≈4 times lower
than in noAGN-poly at z = 6. Suppression of star formation in our simulations employing a weaker polytropic equation of state is therefore
somewhat more efficient than in our fiducial simulations.
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Figure D2. Top: Mass-weighted mean outflow velocity as a function of quasar bolometric luminosity in our UV-poly simulations (blue line) and in our
UVIR-poly simulations (red line). Multi-scattering efficiently launches outflows at reasonable quasar bolometric luminosities Lbol  3 × 1047 erg s−1, but,
due to the deeper potential well, even higher luminosities Lbol  5 × 1048 erg s−1 are required to power outflows with single-scattering radiation pressure.
Middle: Star formation history within the virial radius in our various simulations with the weaker polytropic equation of state. Star formation suppression with
IR radiation pressure is slightly more efficient than in our fiducial simulations. Bottom: Density distribution function for low velocity gas (|vr| < 300 km s−1)
located within 5 kpc of the quasar in noAGN-poly (blue histograms), UVIR-2e47-poly (yellow histograms) and UVIR-3e47-poly (red histograms). Even though
the mass in low-velocity gas is comparable in all these simulations, the density distribution is shifted to lower values in the presence of IR multi-scattering.
Star formation suppression is again due to a combination of gas ejection and a shift in the density distribution towards lower values. In the
bottom panel of Fig. D2, we show the density distribution for low velocity gas (|vr| < 300 km s−1) within the innermost 5 kpc at z = 6.4
in a sub-sample of our simulations. We show results for noAGN-poly (blue), UVIR-2e47-poly (yellow) and UVIR-3e47-poly (red). Even
though the mass of the low-velocity gas component is comparable in these simulations, it is clear that the peak of the density distribution
shifts towards lower values by more than an order of magnitude if IR multi-scattering is present.
The key conclusions of this paper are robust to changes in the polytropic equation of state, i.e. trapped IR radiation pressure leads to a sharp
decrease in the star formation rate of the massive galaxy at reasonable quasar optical/UV luminosities ∼3 × 1047 erg s−1 in both our fiducial
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simulations (in which we employ a strong polytropic equation of state) as well as in the less conservative scenario considered here. Given
the deliberate exclusion of other baryonic feedback from our simulations, however, selecting a strong polytropic equation of state could be
argued to be a good compromise, preventing excessive gas collapse and the formation of unrealistic galaxies. We therefore regard our fiducial
simulations as the more realistic scenario.
A PPENDIX E: TRAPPING INFRARED RADI ATI ON
All our results depend on the ability of IR radiation to be trapped within dense galactic gas. In the main body of the paper, we have seen that in
the absence of multi-scattered radiation pressure, we require about four to six times higher AGN power in order to produce a comparable effect
on the star formation rate of the host galaxy and launch large-scale outflows. We must conclude that trapping of IR radiation is reasonably
efficient within the gaseous bulge that forms at the centre of the massive halo. In this section we measure the IR trapping efficiency directly
and calculate the factor by which the radiation force is amplified with respect to Lopt, UV/c.
We divide our simulation domain into spherical shells centred on the halo centre and with radial spacing of about 1 kpc. For each shell, we
compute ρFIR4π , where FIR is the infrared flux and the average is taken over all RAMSES cells lying within the shell. The spherically averaged
radiation force is then given by
〈Frad〉4π = 4π κIR
c
∫ Rout
Rin
〈ρFIR〉4πR2dR , , (E1)
while the IR optical depth is
τIR = κIR
∫ Rout
Rin
ρdR , , (E2)
where the opacity κ IR is assumed to be constant, in line with our simulations. For a spherical IR radiation front with flux FIR = LIR/(4πR2),
equations (E1) and (E2) give the expected radiation force
〈Frad,sph〉4π = 4π κIRLIR
c
∫ Rout
Rin
ρFIRR
2dR = τIR LIR
c
. (E3)
Figure E1. The spherically averaged effective optical depth (solid lines) and the actual IR optical depths (dashed lines) for different redshifts in simulation
UVIR-4e47. Clearly Frad < τIRL/c throughout the entire galactic halo and at all times. The typical trapping efficiency can, however, be high and here on the
order of 60–90 per cent. The radiation forces are modest, lying in the range of (1–10)Lopt, UV/c.
Note that since virtually all optical/UV radiation is absorbed at early times in our simulations, we have that LIR ≈ Lopt,UV. We begin by
testing how the radiation force Frad actually exerted by the trapped IR component in our simulations compares with the naı¨ve expectation
that Frad = τIRLIR/c (equation E3). We follow Roth et al. (2012) and define an effective optical depth τ¯IR
τ¯IR = 〈Frad〉4π
LUV,opt/c
. (E4)
In Fig. E1, we plot the actual, spherically averaged IR optical depth together with the effective optical depth τ¯IR (equation E4) for simulation
UVIR-4e47, at different times. We see that while Frad4π can be as high as ≈10Lopt, UV/c at early times, it is always lower than the optical
depth, i.e. in general, 〈Frad〉 < τIRLUV,opt/c.
The optical depth drops very rapidly once gas is expelled, such that the IR radiation force declines to just (1–2)Lopt, UV/c within a few
Myr. At this point, gas becomes optically thin to IR radiation and multiscattering becomes inefficient. The ‘momentum boost’ is thus only
significant for gas at radial scales smaller than a few kpc. We can see from Fig. E1 that the spatial scale at which the optical depths converge
to unity is, in fact, on the order of a few (1–4) kpc, comparable to the radial scales within which star formation is suppressed (see Fig. 6).
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We can make a simple estimate for the maximum scale within which star formation regulation can take place, if we assume that IR radiation
pressure is the sole or dominant feedback mechanism. We consider a galaxy with gas mass Mgas. If a fraction of fej of this mass is ejected and
swept-up into a shell, the IR optical depth of the outflow is
τIR = fejκIR Mgas4πR2 . (E5)
The radius Rτ at which the gas becomes optically thin is obtained by setting τIR = 1 in the previous equation, giving
Rτ =
√
fejκIR
Mgas
4π
. (E6)
At z = 6.5, we find that Mgas = 1.2 × 1011 M. Using κIR = 10 cm2 g−1, equation (E6) thus gives Rτ ≈ 3(fej/0.5)1/2 kpc, in reasonable
agreement with the spatial scale within which star formation is regulated in our simulations. Note that even in the hypothetical case that
fej = 1, equation (E6) still gives Rτ  5 kpc.
It is also interesting to note that the momentum fluxes evaluated in Section 3.5 are considerably lower than the initial IR optical depth
measured in the simulations. The likely reason why ˙P appears to be lower than FIR is that momentum is also used up in slowing down
infalling gas and in overcoming gravity and the confining pressure of the ambient medium.
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