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Abstract
In this paper, instead of using the Hinge loss in standard support vector machine, we introduce a weighted linear loss function
and propose a weighted linear loss support vector machine (WLSVM) for large scale problems. The main characteristics of
our WLSVM are: (1) by adding the weights on linear loss, the training points in the diﬀerent positions are proposed to give
diﬀerent penalties, avoiding over-ﬁtting to a certain extent and yielding better generalization ability than linear loss. (2) by only
computing very simple mathematical expressions to obtain the separating hyperplane, the large scale problems can be easy dealt.
All experiments on synthetic and real data sets show that our WLSVM is comparable to SVM and LS-SVM in classiﬁcation
accuracy but with needs computation time, especially for large scale problems.
c© 2014 The Authors. Published by Elsevier B.V.
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1. Main Text
Support vector machine (SVM) is an excellent kernel-based tool for pattern recognition1,2. It was introduced by
Vapnik and co-workers1 based on the statistical learning theory. The SVM has outperformed most other systems
in a wide variety of applications, including a wide spectrum of research areas ranging from text categorization3,
biomedicine4,5, and ﬁnancial regression6 etc. The standard linear support vector classiﬁcation is the earliest SVM
model. Its primal problem can be understood in the following way: construct two parallel hyperplanes such that,
on the one hand, the band between the two parallel hyperplanes separates the two classes (the positive and negative
data points) well; on the other hand, the width between the two hyperplanes is maximized. This leads to introduce
the regularization term and implement the structural risk minimization principle. The ﬁnal separating hyperlane is
selected to be the “middle one” between the above two hyperplanes.
Though SVM owns better generalization performance compared with many other machine learning methods, the
training stage involves the solution of a quadratic programming problem (QPP). In fact its computational complexity is
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O(m3), where m is the total size of training data points. This drawback restricts the application to large scale problems.
To address this problem, so far, many improved algorithms have been proposed, e.g. Chunking7, SMO8, SVMLight9,
Libsvm10 and Liblinear11. They aim at fast resolving the optimization problem by optimizing a small subset of the
variables in the dual during the iteration procedure. On the other hand, a number of new SVM models12,13 have
been presented in recent years. For example, least squares SVM (LS-SVM)12 replaces the QPP in SVM with a linear
system by using a squared loss function instead of the Hinge one, resulting in a fast training speed.
As we know, the linear loss may be fail for constructing the classiﬁer because it’s value will lower than 0. In
this paper, we improve the linear loss function to weighted linear loss function, which has the similar properties
of Hinge loss function. Then, a weighted linear loss support vector machine (WLSVM) for large scale problems
is proposed. The main contributions of this paper are: (1) by using the merit of the linear loss, which makes the
training points of each class are far from separating hyperplane. (2) by adding the weights, the training points in
the diﬀerent positions are proposed to give diﬀerent penalties, avoiding over-ﬁtting to a certain extent and yielding
better generalization ability. (3) by only computing very simple mathematical expressions to obtain the separating
hyperplane, the large scale problems can be easy dealt. The experiments on synthetic and real data sets show that our
WLSVM is comparable to SVM and LS-SVM in classiﬁcation accuracy but needs less computation time, especially
for large scale problems.
This paper is organized as follows. Section 2 introduces the related works. Section 3 proposes our WLSVM and
depicts its properties and analyzes its generalization performance. Experiment results are shown in Section 4. Finally
we conclude in Section 5.
2. Background
For binary classiﬁcation problems, we consider the training set T = {(x1, y1), (x2, y2), ..., (xm, ym)}, where xi is a
training input in space Rn and yi ∈ {−1,+1} is its corresponding class label, i = 1, ...,m.
2.1. Support Vector Machines
Linear support vector machine (SVM)1,2,14 for classiﬁcation problem searches for a separating hyperplane
f (x) = wx + b = 0, (1)
where w ∈ Rn and b ∈ R. To measure the empirical risk, the soft margin loss function ∑mi=1 max(0, 1 − yi(wxi + b)) is
used. Figure 1 (a) shows this loss function as an example. By introducing the regularization term 12 ||w||2 and the slack









s.t. yi(wxi + b) ≥ 1 − ξi, ξi ≥ 0, i = 1, ...,m,
(2)
where C > 0 is a parameter. Note that the minimization of the regularization term 12‖w‖2 is equivalent to the max-
imization of the margin between two parallel supporting hyperplanes wx + b = 1 and wx + b = −1. And the
structural risk minimization principle is implemented in this problem. When we obtain the optimal solution of (2), a
new data point is classiﬁed as +1 or −1 according to whether the decision function, Class i = sgn(wx + b), yields 1
or 0 respectively.
In practice, rather than solving (2), we solve its dual problem to get the appropriate soft (or hard) margin classiﬁer.
The case of nonlinear kernels is handled on lines similar to linear kernels.
2.2. Least squares SVM
Similar to SVM, linear least squares support vector machine (LS-SVM)12 also searches for a separating hyperplane
(1). To measure the empirical risk, the quadratic loss function
∑m
i=1(1− yi(wxi + b))2 is used. Figure 1 (b) shows this
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(a) SVM (b) LS-SVM (c) LSVM
Fig. 1. (a): Hinge loss. (b): Quadratic loss. (b): Linear loss.
loss function as an example. Also, by introducing the regularization term 12 ||w||2 and the slack variable ξi, the primal










s.t. yi(wxi + b) = 1 − ξi, i = 1, ...,m,
(3)
where C > 0 is a parameter. Similar to SVM, the minimization of the regularization term 12‖w‖2 is equivalent to the
maximization of the margin between two parallel proximal hyperplanes wx+b = 1 and wx+b = −1. The solutions
of (3) can be obtained by solving a linear equations. When we obtain the optimal solution of (3), a new data point is
classiﬁed the same with SVM.
3. Weighted linear loss support vector machine
3.1. Linear WLSVM
In this section, to classiﬁer the training set eﬃciency, we replace the loss function
∑m
i=1 max(0, 1 − yi(wxi + b)) in
SVM by the linear loss
∑m
i=1(1 − yi(wxi + b)). Figure 1 (c) shows this loss function as an example. Then we propose
the linear loss support vector machine (LSVM). By introducing the regularization term 12 (||w||2 + b2) similar to13,15,16









s.t. yi(wxi + b) = 1 − ξi, i = 1, ...,m,
(4)
where C > 0 is a regular parameter.
Let us compare the empirical risks of SVM, LS-SVM and LSVM. Obviously, they are diﬀerent due to the diﬀerent
loss functions although they have the same aim to put the decision hyperplane farther from the each class. In fact,
SVM uses soft margin loss function, trying to make the classes has at least one distance from the hyperplane, while
LS-SVM uses the least squares loss function, trying to make the classes has one distance from the hyperplane. And
LSVM uses the linear loss function, trying to make the classes far away from the hyperplane. However, compare with
the SVM, both LS-SVM and LSVM loss the spares, and more vulnerable by outliers.
To balance the inﬂuence of each point to the hyperplane, following the notion of rough sets17, we introduce the
weighted factor νi and propose the weighted linear loss support vector machine (WLSVM) by reformulating the (4)
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s.t. yi(wxi + b) = 1 − ξi, i = 1, ...,m,
(5)
where νi is the weight parameter and determined by the following formula:
νi =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 i f ξi  J1,
J1−ξi
J1−J2 i f J2 ≤ ξi ≤ J1,
10−4 otherwise,
(6)
where J1 ≥ 0 and J2 ≤ 0 are parameters. When νi is ﬁxed, to solve the problem (5), on substituting the equality
constraints into the objective function, QPP (5) becomes:
L(w, b) = 12 (||w||2 + b2) +C
∑m
i=1 νi(1 − yi(wxi + b)). (7)
Setting the gradient of (7) with respect to w and b to zero, gives:
w −C∑mi=1 νiyixi = 0, =⇒ w = C
∑m
i=1 νiyixi, (8)
b −C∑mi=1 νiyi = 0, =⇒ b = C
∑m
i=1 νiyi. (9)
When we obtain the optimal solution of (5) from (8) and (9), similar to SVM, a new data point is classiﬁed as +1
or −1 according to whether the decision function, y = sgn(wx + b), yields 1 or 0 respectively.
In order to determine the weights, we consider the weight-setting method using in WLS-SVM18 which similar to
the formula (6). To verify the eﬀectiveness of the proposed linear WLSVM and to give the proper J1 ≥ 0 and J2 ≤ 0,
then we have the following algorithm
Training algorithm for linear WLSVM :
step 1: Given the training data T = {(x1, y1), (x2, y2), ..., (xm, ym)}, set v1i = 1, i = 1, ...,m. Compute weight vectors w1
and b1 from (8) and (9) with proper penalty parameters C, which are usually selected based on validation.
step 2: Calculate the slack values ξ1i by w
1 and b1 in (5), then obtain v∗i from (6), where J1 ≥ 0, J1 = |ξ+mean/N+ −
ξ−mean/N−| and J2 ≤ 0, J2 = −|ξ−mean/N− − ξ+mean/N+|.
step 3: Compute weight vectors w∗ and b∗ from (8) and (9) with the v∗i and the proper penalty parameters C.
step 4: Classify the new point x by y = sgn(w∗x + b∗).
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3.2. Nonlinear WLSVM
In order to extend the above results to the nonlinear case, similar to2,19,20,21, we consider the following kernel-
generated surfaces instead of hyperplanes
wϕ(x) + b = 0, (10)
where function ϕ(x) project the data point x into the feature space.









s.t. yi(wϕ(xi) + b) = 1 − ξi, i = 1, ...,m,
(11)
where C > 0 is a regular parameter.
To solve the problem (11), on substituting the equality constraints into the objective function, QPP (11) becomes:
L(w, b) = 12 (||w||2 + b2) +C
∑m
i=1 νi(1 − yi(wϕ(xi) + b)). (12)
Setting the gradient of (12) with respect to w and b to zero, gives:
w −C∑mi=1 νiyiϕ(xi) = 0, =⇒ w = C
∑m
i=1 νiyiϕ(xi), (13)
b −C∑mi=1 νiyi = 0, =⇒ b = C
∑m
i=1 νiyi. (14)
When we obtain the optimal solution of (11) from (13) and (14), a new data point is classiﬁed as +1 or −1 according
to whether the decision function, y = sgn(wϕ(x) + b), yields 1 or 0 respectively. To verify the eﬀectiveness of the
proposed nonlinear WLSVM, we have the following algorithm
Training algorithm for nonlinear WLSVM :
step 1: Given the training data T = {(x1, y1), (x2, y2), ..., (xm, ym)}, set v1i = 1, i = 1, ...,m. Compute weight vectors
w1 and b1 from (13) and (14) with proper penalty parameters C and kernel function, which are usually selected
based on validation.
step 2: Calculate the slack values ξ1i by w
1 and b1 in (11), then obtain v∗i from (6), where J1 ≥ 0, J1 = |ξ+mean/N+ −
ξ−mean/N−| and J2 ≤ 0, J2 = −|ξ−mean/N− − ξ+mean/N+|.
step 3: Compute weight vectors w∗ and b∗ from (13) and (14) with the v∗i and the proper penalty parameters C and
kernel function.
step 4: Classify the new point x by y = sgn(w∗ϕ(x) + b∗).
4. Experimental results
In order to evaluate our WLSVM, we investigate its classiﬁcation accuracies and computational eﬃciencies on
eight UCI benchmark data sets22 and David Musicant’s NDC Data Generator23 data sets. In experiments, we focus
on the comparison between our WLSVM and two state-of-the-art classiﬁers, including SVM and LS-SVM. All the
classiﬁers are implemented in MATLAB 7.0 environment on a PC with Intel P4 processor (2.9 GHz) with 1 GB
RAM. In order to give as fast as training speed, the SVM is implemented by Libsvm and Liblinear, the LS-SVM is
implemented by LibLSSVM24. LSVM and WLSVM is realized by simple MATLAB operations. The “Accuracy” is
used to evaluate methods, which is deﬁned as: Accuracy = (TP+TN)/(TP+ FP+TN + FN), where TP, TN, FP and
FN are the number of true positive, true negative, false positive and false negative, respectively. As for the problem of
selecting hyper-parameters, we employ standard 10-fold cross-validation technique. Furthermore, the parameters for
the all methods are selected from the set {2−8, ..., 27}.
Firstly, we experimented with the UCI benchmark datasets, and report the results of the ﬁve methods on the selected
datasets in Table 1. We computed the means and standard errors of the 10-folds and CPU time for training for each
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Table 1. Ten-fold testing percentage test set accuracy (%) on UCI data sets for linear classiﬁers.
Datasets SVM(Libsvm) LS-SVM SVM(Liblinear) LSVM WLSVM
Acc % Acc % Acc % Acc % Acc %
Time (s) Time (s) Time (s) Time (s) Time (s)
Hepatitis 84.27±1.77 82.72±1.46 84.45±0.98 81.24±1.37 82.32±1.30
155 × 19 0.0012 0.0222 0.0007 0.0001 0.0002
Heartstat-log 84.05±0.61 84.88±0.47 83.07±0.30 63.79±0.63 83.44±0.74
270 × 13 0.0031 0.0624 0.0005 0.0002 0.0005
Sonar 77.91±1.25 78.68±1.64 72.07±1.47 55.14±1.38 57.55±2.03
208 × 60 0.0119 0.0415 0.0086 0.0008 0.0009
WPBC 79.39±1.51 77.23±1.36 79.64±1.19 73.11±1.97 75.76±0.01
569 × 30 0.0228 0.1002 0.0023 0.0004 0.0007
Australian 86.46±0.34 85.87± 0.22 86.18±0.24 68.42±0.40 76.91±0.90
690 × 14 0.0422 0.1754 0.0022 0.0009 0.0013
German 75.21±0.37 74.52±0.33 75.13±0.33 70.00±0.00 70.10±0.01
1000 × 20 0.0923 0.4937 0.0031 0.0011 0.0020
Diabetics 77.22±0.17 76.25±0.51 77.34±0.25 66.13±0.32 70.10±0.53
768 × 8 0.0499 0.2621 0.0010 0.0006 0.0014
CMC 73.42±0.10 71.39±0.40 76.09±0.13 70.26±0.350 76.71±0.04
1473 × 9 0.0112 1.0360 0.0028 0.0013 0.0021
classiﬁer. Table 1 shows that the generalization capability of our WLSVM are better than LSVM, but weak lower
than SVM and LS-SVM on many of the datasets considered. It also reveals that our WLSVM, whose solution is
obtained by computing very simple mathematical expressions, performs comparable to LS-SVM and SVM. We note
that, on the many data sets, the performance diﬀerence between our WLSVM and the other classiﬁers is insigniﬁcant,
where our WLSVM is signiﬁcantly better than LSVM. It can be clearly seen that the WLSVM obtains the comparable
classiﬁcation performance than the LSVM for the most cases. From Table 1, we also can see that our WLSVM and
LSVM are fastest in all of others, while WLSVM is bit slower than LSVM in terms of training time.
Table 2. Ten-fold testing percentage test set accuracy (%) on UCI data sets for nonlinear classiﬁers.
Datasets SVM(Libsvm) LS-SVM LSVM WLSVM
Acc % Acc % Acc % Acc %
Time (s) Time (s) Time (s) Time (s)
Heartstat-log 84.05±0.61 84.08±0.32 67.26±1.52 79.64±1.52
270 × 13 0.0031 0.0015 0.0019 0.0038
Sonar 88.93±1.59 86.57±1.05 65.91±1.49 75.57±1.33
208 × 60 0.0662 0.0038 0.0059 0.0072
WPBC 79.75±1.10 80.76±1.35 72.22±1.72 77.96±1.55
569 × 30 0.0471 0.0024 0.0026 0.0172
German 81.71±4.52 76.62±0.30 70.00±0.00 81.84±1.05
1000 × 20 0.3765 0.4937 0.0136 0.0198
Diabetics 80.95±8.38 76.82±0.37 65.57±1.07 75.26±0.59
768 × 8 0.2623 0.0776 0.0064 0.0146
Table 2 is concerned with kernel SVM, LS-SVM, LSVM and WLSVM. The Gaussian kernel K(x, x′) = e−μ‖x−x′‖2
is used. The kernel parameter μ is obtained through searching from the range 2−10 to 25. The training CPU time is
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also listed. The results in Table 2 are similar with that appeared in Table 1, and therefore conﬁrm the above conclusion
further.
4.1. NDC data sets
We also conducted experiments on large datasets, generated using David Musicants NDC Data Generator23 to get
a clear picture of how the computing time of all these methods scale with respect to number of data points. The NDC
datasets are divided into a training set and prediction set. We report the training accuracy and prediction accuracy,
respectively. For experiments with NDC datasets, we ﬁxed penalty parameters of all algorithms to be the same (i.e.,
C = 1,c1 = 1, c2 = 1, ν1 = 0.5, ν2 = 0.5).
Table 3 shows the comparison of computing time and accuracy for linear SVM, LS-SVM, LSVM and our WLSVM
on NDC data sets. For almost same accuracy, WLSVM and LSVM performed several orders of magnitude faster than
SVM and LS-SVM on all datasets. It is also worth mentioning that our WLSVM and LSVM does not require any
special optimizers. For large datasets (more than ten thousand training points), we only report the results on LS-SVM,
Liblinear, LSVM and WLSVM, it is because the Libsvm may ran out of memory. From Table 3, we can see that
WLSVM train the classiﬁer with 1 million data in 1.6018s which is faster than the training time 6.85s as required by
LS-SVM. In addition, LSVM and our WLSVM also can training 2 million data in PC. The results undoubtedly prove
the boost of computational eﬃciency of our WLSVM over SVM and LS-SVM.
Table 3. Comparison on NDC data sets for linear classiﬁers.
Datasets SVM(Libsvm) LS-SVM SVM(Liblinear) LSVM WLSVM
Train (%) Train (%) Train (%) Train (%) Train (%)
Test (%) Test (%) Test (%) Test (%) Test (%)
Time(s) Time(s) Time(s) Time(s) Time(s)
NDC-3k 83.73 84.86 83.48 77.34 82.22
81.42 83.42 82.04 73.78 80.32
0.4267 0.0037 0.0878 0.0025 0.0025
NDC-5k 81.87 82.82 81.69 72.46 80.79
79.93 81.37 80.34 72.07 79.62
1.2534 0.0072 0.0087 0.0041 0.1461
NDC-10k 84.29 86.85 84.52 84.15 84.63
83.57 83.69 84.18 80.19 82.45
7.8161 0.0132 0.3288 0.0177 0.0084
NDC-50k * 85.48 86.54 75.12 82.06
* 80.97 80.35 74.32 78.65
* 0.06973 1.3835 0.0425 0.0929
NDC-100k * 80.95 81.21 78.45 79.42
* 79.46 80.79 76.48 79.70
* 0.1277 2.4775 0.0826 0.1944
NDC-1m * 84.71 * 80.32 82.45
* 79.86 * 77.42 80.15
* 1.0716 * 0.8395 1.6018
NDC-2m * * * 77.55 81.02
* * * 74.69 80.82
* * * 1.6018 1.7002
* Experiments ran out of memory.
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5. Conclusions
In this paper, we have proposed a weighted linear loss support vector machine (WLSVM) by introducing the
weighted linear loss function. By using the weighted linear loss, the separating hyperplane is obtained by only
computing simple mathematical expressions, and the large scale problems can be dealt easily. In addition, as the
weighted loss has the similar properties of Hinge loss function, which improved the generalization ability of linear
loss SVM. The experiments on synthetic and real data sets shown that our WLSVM is suitable for handling large
scale problems. However, the weights setting is important for WLSVM, our future works including to construct better
weighting function and improve the generalization ability further. It is also interesting to extend our WLSVM to other
pattern recognition problems, such as25,26,27.
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