Abslracl-This paper presents an efficient algorithm for finding all solutions of piecewise-linear resistive circuits. First, a technique is proposed which substantially reduces the number of function evaluations needed in the piecewise-linear modeling process. Then a simple and very efficient sign test is proposed which remarkably reduces the number of linear simultaneous equations to be solved for finding all solutions. An effective technique is also introduced which makes the sign test further more efficient. All of the techniques exploit the separability of nonlinear mappings. Some numarical examples are given, in which all solutions are computed very rapidly. Our algorithm is simple, efficient, and caq be easily programmed.
I. INTRODUCTION
Let us first consider nonlinear circuit analysis. A nonlinear resistive circuit can be described by a set of nonlinear equations where f is a continuous nonlinear mapping from R" into itself and z is a point in R". In the piecewise-linear analysis of nonlinear circuits, the operating region of the nonlinear circuit klement is divided into a finite number of subregions, and the nonlinear mappind f is approximated by a piecewise-linear mapping F which is linear on each subregion. Thus, the system otpiecewise-linear equations where A(m) is an n x n matrix, w(m) is an n-vector and L is the total number of regions on which F is linear. Equation(3) or (4) has extensively been studied by many authors.
To find all solutions of (3), we generally solve L linear simultaneous equations in (4) and decide whether each solution lies in the assumed region.
Related to this subject, Fujisawa, Kuh and Ohtsuki [ l ] showed that if the LU-factorization of A(m) is known, the LU-factorization of the matrix which differs from A(m) by rank one can be performed through about n2/3 multiplications. Chua [2] gave a method which calculates the inverse of a matrix which differs from A(m) by one diagonal element through O(nz) multiplications when A(m)-' is known. Chua and Ying [3] gave an efficient method to find all solutions of (4). In their method, the number of linear simultaneous equations to be solved is reduced by an appropriate sign test, which gives a necessary and sufficient condition on the existence of a solution in each region. Although this method is one of the most efficient methods, the total number of multiplications required exceeds O(Ln2). Moreover, the number of performance of the sign test exceeds L in the worst case, and the sign test itself is not a s i m ple procedure. Huang and Liu [4] proposed a method which is more efficient than Chua and Ying's method by several times. Nishi [5] proposed a method which requires O ( h ) multiplications to find all solutions for large n. Their methods seem to be best, but they will be more efficient if the number of regions which can have solutions is decreased by a simple procedure.
In this paper, we present an efficient algorithm for finding all solutions of piecewise-linear resistive circuits. First, a technique is proposed which considerably reduces the number of function evaluations needed in the piecewise-linear modeling process. Then a simple and very efficient sign test is proposed which markedly reduces the number of linear simultaneous equations to be solved for finding all solutions. An effective technique is also introduced which improves the computational efficiency of the sign test. All of our techniques exploit the sepambilily of the nonlinear mapping f. Our algorithm is simple and can be easily programmed, but the effectiveness is very large.
PIECEWISE-LINEAR MODELING OF SEPARABLE MAPPINGS
In this paper, we F u m e that the nonlinear mapping f is separable, (10) Therefore we have created a linear approximation F of f on the rectangle R which equals f on the 2" vertices of the rectangle. Performing such linearization on each rectangle, we obtain a piecewise-linear approximation of f on the rectangular subdivision.
The system of linear equations
can be rewritten as follows:
or, in matrix form,
If the solution of (13) satisfies OSXi<l, i = then the solution
lies in the rectangle R.
, 2,.. . , n, i = 1 , 2 , ..., n ---ear circuits, a system of nonIn piecewiselinear analysis of non1 linear equations is generally given first and then it is approximated by piecewiselinear equations. In this modeling process, it is necessary to determine the function values a t all of the break points. In this section, we shall propose an efficient technique which substantially reduces the number of function evaluations in the modeling process.
We fist give a two-dimensional example t o illustrate geometrically the basic idea. Fig.1 shows that the domain o f f is partitioned into a rectangular lattice with edges parallel to the co-ordinate axis. Assume that we have already evaluated the function values at 7 vertices a1,a2,. . . ,a7. That is, ofi(a:) (i = 1,2, k = 1,2,. . . ,7) have been computed. Then, since all edges of the rectangular lattice are parallel to the coordinate axis, it is easily seen that the function values at all of the vertices can be obtained by simply combining fi(af) (i = 1,2, k = 1,2,. . . ,7). For example, the function value at a36 is given by fl(a:) + f2(al).
This,technique can be extended to the n-dimensional case. Assume that f is approximated by ki segments. Then, the function values at all of the vertices can be obtained by combining pi(.;) (i = 1,2,. .. , n , k = 1,2,. . . ,ki + 1). Although there are n:='=,(ki + 1) vertices in the n-dimensional domain, the number of evaluations off required in the modeling process is less than max{ki} + 1, which is a very small number compared with the total number of vertices nyzl(ki + 1). Moreover, once the function values f'(aF) (i = 1,2, . . . , n, k = 1,2,. . . , t i + 1) are computed, then the function value a t an arbitrary vertex can be easily derived when it is necessary.
SIMPLE SIGN TEST
To find all solutions of (3), we generally solve L linear simultaneous equations in (4) and decide whether each solution lies in the assumed region, where L = nL1 ki. Chua and Ying's algorithm requires at least o( Ln2) multiplications, and Nishi's algorithm requires O(Ln) multiplications. Since L is generally very large, a simple test is required to eliminate regions which do not contain solutions.
Perhaps the simplest test is checking the signs of the functions at the boundary vertices [8], [9] . Let us consider an n-dimensional rectangle R with 2" vertices. Since F is linear, the following necessary condition is easily verified. This test allows us to discard a region once the sign test fails for any one of fj. The idea of checking the signs of the functions at all of the vertices was proposed first by Ushida and Nakamura [8] . However, this test requires 2" function evaluations per one region in the worst case, and is not so efficient.
Exploiting the separability of f, this sign test can be made markedly more efficient. As noted previously, each vertex vi is either ai or bi , and from (5), Therefore it is clear that Suppose that maxuER{fj(u)) and minv€R{fj(u)) have different signs for all j = 1,2,. . . , n. In other words, assume that
holds. Then, it is clear that there exist two vertices with different signs, and there may be a solution in R. If (19) does not hold for some j, then the signs of f,(u) are all the same at 2"-vertices of R, and (3) does not have a solution in R.
In this sign test, the number of function evaluations is only two per one region. If the function values f'(a') (i = 1,2,. . . , n, k = 1,2, . . . , ki + 1) are already computed in the modeling process of Section 11, then no further function evaluation is required and the test i= 1 n i=l (19) can be performed by additions and comparisons only. It is also worth noting here that this sign test does not require multiplications.
After the sign test, we solve linear simultaneous equations to regions which passed the test. Although our test does not give a necessary and sufficient condition on the existence of a solution as that of Chua and Ying, it is very simple and efficient. As seen in Section VI, most of the regions are discarded by our sign test in many practical applications.
IV. IMPROVING THE EFFICIENCY OF THE SIGN TEST
The sign test proposed in Section I11 requires at least 2(n -1) additions and n + 2 comparisons per one region. In the worst case, the number of additions is 2n(n-1) and the number of comparisons is n(n + 2) per one region. (This is the case when the Jacobian matrix of f is full. When the Jacobian matrix is sparse, the numbers in the worst case are much smaller.) Although the sign test itself is a simple procedure, the total computation time grows exponentially with the dimension n, because there are nL1 ki regions t o be tested.
In this section, we propose an effective technique for improving the computational efficiency of the sign test. Suppose that n-dimensional rectangles are arranged in z1 direction like Using this technique, the number of additions becomes zero and the number of comparisons becomes a t mod 3n (at least 3) from the second rectangle. Hence, the total number of computations is markedly reduced.
When n-dimensional rectangles are arranged in all directions, we repeat the above procedure in zi direction (instead of 21 direction) in which the number of regions ki is largest. By choosing such a direction, the number of additions becomes zero and the number of comparisons becomes at most 3n (at least 3) in most of the rectangles.
There is another effective way of choosing a direction of the sign test. That is, we select a variable zi which is contained in the minimum number of functions, and perform the sign test in zi direction. If f j does not contain zi, the left-hand side of (21) becomes zero. the number of comparisons in the worst case is largely reduced. This technique is especially effective when the Jacobian matrix is sparse.
From the above discussion, we have the following solution valid* tion test.
New solution validation t e s t
If there exists a subscript j such that f j does not contain zi and pj < 0 or qj > 0 holds, then all rectangles in this tine do not contain solutions. Here,zi is the direction of the sign test.
When we compute pi and qj ( j = 1 , 2 , . . . , n) at the beginning of each line, we check the signs of pj and qj iff, does not contain zi.
If p j < 0 or q j > 0 holds for some j, we terminate the computation in this line and move to the next line. This technique reduces the number of regions to be tested, and makes it possible to apply our algorithm to large scale systems with sparse Jacobians.
V. ALGORITHM FOR FINDING ALL SOLUTIONS
We now summarize our discussions in the previous sections and Assume a system of nonlinear equations f(z) = 0 is given.
state the algorithm.
Step 1 (function evaluation)
Divide the solution domain into n;='=, k, rectangular regions, where ki denotes the number of regions in zi direction. Compute the function values f'(a:) ( i = 1,2,. . . , n, E = 1,2,. . . , ki + 1).
Siep 2 (sign test)
posed in Section IV. Discard regions which do not pass the test.
Step 3 (computation of solutions)
passed the test in Step 2 and solve them.
Perform the sign test (19) on all regions using the techniques proConstruct linear simultaneous equations (12) to regions which
VI. NUMERICAL EXAMPLES
We have programmed the proposed algorithm using the C programming language on a Sun S-4/1 workstation. The program is very clear and short.
Ezample 1
Consider the two-tunnel diodes circuit shown in Fig.3 [3] , [8] . The Most of the regions were eliminated by the sign test, and only 47 regions passed the test. Then we solved linear simultaneous equations to these regions, and obtained 9 solutions.
The total computation time was 10.0 seconds, most of which was occupied by the sign test. This is because the sign test was performed 1,000,OOO times, while the function evaluation was performed 1,001 times and the linear simultaneous equation was solved 47 times. (In this example, we did not use the technique proposed in the last part of Section IV.) Although the number of regions is very large, the computation time is very small.
Next, we divided each [0,4] into 10 segments. Then the number of regions was lo2 = 100. In this case, we could also obtain 9 solutions.
Of course, the accuracy of these solutions was much lower than that of the previous ones. However, the computation time was very small; only 0.002 seconds.
Ezample 2
Consider the four-transistor multi-state circuit shown in Fig.4 [8] . The circuit equations are given by When we performed the sign test, 256 regions passed the test, and by solving 256 linear simultaneous equations, we obtained 9 solutions. The total computation time was 0.2 seconds. Comparing the result with that of the existing method; the effectiveness of our algorithm is clear.
Next, we divided each [-lo, 0.451 into 100 segments. Thus, there are loo4 = 100,000,000 regions. When we performed the sign test, only 161 regions out of 100,000,000 regions passed the test, and by solving 161 linear simultaneous equations, we obtained 9 solutions with higher accuracy. Although the number of regions increases by 10,000 times, the number of linear simultaneous equations to be solved is decreased. The total computation time in this case was about 20 minutes. However, when we used a special technique which was not presented in this paper, the computation time was reduced to less than 1 second.
In this technique, the number of regions t o be tested is decreased by exploiting the sparsity and the partial monotonicity of circuit equations. Since this technique requires long discussion, it is omitted in this paper and will be discussed in the succeeding paper.
VII. CONCLUSION
Exploiting the separability of nonlinear mappings may be an epochmaking idea of improving the computational efficiency of nonlinear system analysis [lo] - [13] . However, in the field of circuit analysis, little attention has been paid to the separability except for [7] and [14] . In this paper, we proposed an efficient algorithm for finding all solutions of piecewise-linear resistive circuits. The sign test proposed in Sections 111 and IV is very simple and requires little additional work, but the effectiveness is very large. The technique proposed in Section I1 is also effective for substantially decreasing the number of function evaluations in the piecewise-linear modeling process. All of the proposed techniques exploit the separability of nonlinear mappings. By numerical examples, it was shown that all solutions can be computed very rapidly.
As noted in Section VI, the proposed algorithm can be made further more efficient by exploiting the sparsity and the partial monotonicity of circuit equations. Details are discussed in [15] .
