In the theory of conditional sets, many classical theorems from areas such as analysis, probability theory or measure theory are lifted to the conditional framework, often to be applied in areas such as financial mathematics or optimization. The frequent experience that such theorems can be proved by 'conditionalizations' of the classical proofs suggests that a general transfer principle is in the background, and that formulating and proving such a transfer principle would yield a wealth of useful further conditional versions of classical results, in addition to providing a uniform approach to the results already known. In this paper, we formulate and prove such a transfer principle based on second-order arithmetic, which, by the results of reverse mathematics, suffices for the bulk of classical mathematics, including real analysis, measure theory and countable algebra, and excluding only more remote realms like category theory, set-theoretical topology or uncountable set theory, see e.g. the introduction of [40] . This transfer principle is then employed to give short and easy proofs of conditional versions of central results in various areas of mathematics, including the Bolzano-Weierstraß theorem, the Heine-Borel theorem, the Riesz representation theorem and Brouwer's fixed point theorem.
Introduction
Fixing a probability space (Ω, F, µ), one can distinguish between probabilistic and deterministic objects such as a deterministic real number which is an element of R and a random real number which is a measurable function x : Ω → R. Extending such reasoning, one might speak of a 'random', 'stochastic' or 'conditional' version of a 'deterministic', 'classic' or 'standard' theorem which expresses a randomization of its statement. To illustrate, a random or conditional version of the Bolzano-Weierstraß theorem states that for every sequence (x k ) of random real numbers such that lim sup x k < ∞ almost surely, there exists a strictly increasing sequence N 1 < N 2 < . . . of random integers such that if the sequence (x k ) is 'randomly' parametrized by (N k ), then it converges almost surely to a unique random real number. Experience showed that many classical theorems have such conditional analogues such as the Bolzano-Weierstraß theorem, the Hahn-Banach extension and separation theorems, the Brouwer fixed point theorem, see e.g. [8, 13, 16, 17, 30] . It is thus tempting to aim for a general transfer principle that allows one to 'import' classical theorems into a conditional setting.
In section 3, we prove such a transfer principle based on second-order logic. Strong arguments have been put forward in favor of the claim that second-order logic is a satisfying formal framework for the bulk of 'classical' mathematics, see e.g. the introduction to [40] ; and this was impressively confirmed by the results of reverse mathematics. More precisely, we prove that any consequence of the second-order axiomatic system of arithmetical comprehension ACA 0 , which has a second-order comprehension axiom for formulas in which all quantifiers range over natural numbers (see [40] ), also holds conditionally. To this end, we show (i) that the axioms of ACA 0 hold in the structure with first order part L 0 (N) and second-order part its conditional power set P with truth value Ω and (ii) that truth value Ω is preserved by the usual deduction rules of second-order predicate calculus. We expect that, with a certain amount of extra technical effort, this can be extended to a considerably stronger transfer principle for full second-order logic.
In section 4, we verify that the transfer principle yields a conditional version of classical theorems many of which were proved 'by hand' previously 1 . On the other hand, a conditional version of a classical theorem is oftentimes also a theorem about a more involved situation in a classical setting. For instance, a conditional version of the Bolzano-Weierstraß-theorem is also a theorem securing existence of certain almost surely converging subsequences of a bounded sequence of real-valued measurable functions. In this classical form under the name of a 'randomized', 'stochastic' or 'measurable' version of the Bolzano-Weierstraß-theorem this statement was proved in [19, 33] , motivated by applications in mathematical economics.
We will be also interested in the reverse direction. Starting with the real numbers in a 'conditional' model of ACA 0 , it can verified that certain classical structures have a well defined 'conditional' meaning. For example, the standard space L 0 (R) of real-valued Borel measurable functions on σ -finite measure space (Ω, F, µ) modulo almost everywhere equality are the real numbers in a 'conditional' model of ACA 0 . More generally, if E is a complete separable metric space and L 0 (E) is the space of E -valued Borel measurable functions on Ω modulo almost everywhere equality, we show that L 0 (E) can be identified with a complete separable metric space in a 'conditional' model of ACA 0 . The space L 0 (E) reflects a measurable parametrization of the elements of E relative to a base space (Ω, F, µ). A measurable parametrization is a constituent part of a conditional model 2 . From an external perspective, one may view the transfer principle as a device which parametrizes classical theorems in a measurable way relative to a fixed measure space. In particular, the application of a conditional version of classical theorems (as obtained from the transfer principle) preserve measurability, and thus providing an alternative to uniformization theorems in descriptive set theory (see e.g. [34, 36, 37] ) whenever one restricts attention to almost everywhere Borel selections. For example, we show that the maximum theorem in a randomized model is equivalent to a maximum theorem for normal integrands. In particular, compact subsets of a Euclidean space in a randomized model are uniquely related to compact-valued maps. We will draw a connection to Lebesgue-Bochner spaces and probabilistic analysis as well.
There is a practical interest in such model-theoretic results as the transfer principle is a highly efficient tool which replaces the tedious work of proving a conditional version classical results which are relevant in applications. Existing areas of application include probability ( [30] ), mathematical economics ( [3, 5, 6, 12, 18, 19, 21, 27, 33] ), optimal stochastic control ( [7, 9, 31] ), random set theory, Lebesgue-Bochner spaces and vector duality ( [15] ), vector optimization ( [23] ) and probabilistic analysis ( [24, 32] ).
Conditional set theory [13] , which is used to build a 'conditional' model of ACA 0 , is conceptually closely related to Boolean-valued models and topos theory. In fact, a conditional model of ACA 0 is a Boolean-valued model of ACA 0 by changing to the measure algebra associated to an underlying base space (Ω, F, µ). The constructive approach of second-order arithmetic permits us to explore the semantics in a Booleanvalued model, and through this understanding build a relationship to structures and theorems in a standard model.
In [2] , a categorical equivalence between conditional sets and a certain class of Booleanvalued sets is discussed. The correspondence is based on ZFC set theory rather than second-order arithmetic. We believe that our transfer principle is of independent interest, as it is (1) an explicitly formulated theorem; (2) second-order arithmetic allows a more direct and convenient modeling of relevant mathematical notions than set theory; for example, natural numbers and real numbers are treated as primitive objects and not as complicated sets; (3) it is not argued in [2] how one can deduce a transfer principle from a categorical equivalence and (4) the correspondence in [2] excludes local subsets which are necessary to prove a transfer principle as shown in the proof of theorem 3.4 below.
Preliminaries
In the language L 2 of second-order arithmetic (see [40] for an introduction), we distinguish between number variables, traditionally written in lower-case Latin letters x, y, z, ... and set variables, usually written as upper-case Latin letters X, Y, Z, .... Moreover, we have two constant symbols 0 and 1, two binary function symbols + and · and a binary relation symbol <. Between numbers and sets exists an element relation ∈. The first-order terms are number variables, constant symbols and expressions of the form t 1 + t 2 and t 1 · t 2 for first-oder terms t 1 and t 2 . The atomic formulas are t 1 = t 2 , t 1 < t 2 and t 1 ∈ X where t 1 and t 2 are first-order terms and X is a set variable. The remaining formulas are obtained from atomic formulas by the use of propositional connectives and number and set quantifiers.
The axiomatic system of arithmetical comprehension (ACA 0 ) consists of the axioms for discretely ordered semirings, together with the second-order induction principle and an axiomatic scheme saying for any second-order formula φ containing only first-order quantifiers that there is a set of all natural numbers of which φ holds, see [40] . By the cumulative results of reverse mathematics, ACA 0 is a sufficient axiomatic basis for a great number of theorems from classical mathematics; many examples can be found in [40] .
Throughout fix a σ -finite measure space (Ω, F, µ) and let N denote its σ -ideal of null sets. We always identify A, B ∈ F whenever A∆B ∈ N where ∆ denotes symmetric difference. The resulting quotient Boolean algebra has the following relevant properties:
• Completeness: Any family in F has a union and an intersection in F ;
• Countable chain condition: Any pairwise disjoint family in F is at most countable; see e.g. [22, Chapter 31] for a reference. We will always identify two functions x and y on Ω with the same codomain if {z : x(z) = y(z)} ∈ N . For a function x on Ω and A ∈ F , we write x|A for the restriction of x to A. For any Polish space E , let L 0 (E) denote the space of Borel functions r : Ω → E . For a measurable partition (A k ) and a countable family (x k ) in L 0 (E) for a Polish space E , we write k x k |A k for the unique element x ∈ L 0 (E) with x|A k = x k |A k for all k. In particular, L 0 (R) denotes the space of real-valued functions, and L 0 (N), L 0 (Z) and L 0 (Q) denote its subsets consisting of functions with values in N = {0, 1, . . .}, the integers and the rational numbers, respectively. Recall that L 0 (R) is a Dedekind complete Riesz lattice where addition, multiplication and order are defined pointwise, see e.g. [20] . By an abuse of language, we also denote by 0 and 1 the functions with constant values 0 and 1 respectively.
We introduce the conditional power set of L 0 (N), see [13] for an introduction to conditional set theory.
is said to be stable under concatenations, or stable for short, if it is not empty and k n k |A k ∈ N for all measurable partitions (A k ) and countable family (n k ) in N . The conditional power set of L 0 (N) is the collection
where N|A := {n|A : n ∈ N}. We write N|∅ = { * }.
We define a concatenation of a countable family (N k |B k ) in P and a measurable
Let us define conditional intersection and conditional complement. We follow the presentation in [30, Section 2] . Let N|A, M|B ∈ P . The conditional intersection of N|A and M|B is defined as
where
The conditional complement of N|A is the conditional subset
By applying an exhaustion argument, it can be derived from stability that C and D are attained, and it can be checked that V and W are stable sets as well. We conclude that the conditional intersection and conditional complement are well defined, see e.g. [30] for a complete argument.
We introduce a conditional element relation between L 0 (N) and its conditional power set.
Definition 2.2
The conditional element relation is the function 
which defines a measurable partition of A * . Since A k ∈ G for all k, the claim follows from stability of N . Further, by inspection, we have
Our aim is to prove that every consequence of ACA 0 holds in the structure S := (L 0 (N), P, +, ·, 0, 1, <, i) with truth value Ω, i.e. that S is a 'conditional model' of ACA 0 . We start by explaining the evaluation of terms and formulas in S .
Let V 1 denote the collection of all number variables and let V 2 denote the collection of all set variables. Let β be a function with domain
and β : V 2 → P , and let t be a first-order term. Such a β is called a 'conditional assignment'. Then [t] β , the β -evaluation of t, is defined recursively as
For first-order terms t 0 and t 1 and a second-order variable X , the conditional β -evaluation of atomic formulas is defined by
The conditional β -evaluation of composite and quantified formulas is defined by
] .
The remaining composite and quantification formulas are defined in the obvious way.
We have the following maximum principle, also known from Boolean-valued models, see e.g. [4, Chapter 1].
Proposition 3.1 Let β be a conditional assignment and let φ and ψ be formulas in L 2 . Then there exist n ∈ L 0 (N) and N|A ∈ P such that
Proof We may assume that [∃xφ(x)] β = Ω. We find a countable family (
The second claim can be shown analogously by using concatenations in P .
We will now adapt the usual notion of the correctness of a sequent to the conditional context. 
and Γ → ∆ is said to be correct if and only if
for all assignments β . An inference rule R is a pair consisting of a finite sequence (Γ 1 , Γ 2 , . . . , Γ n ) of sequents and a single sequent Γ written as
, and it is said to be correct if and only if the correctness of Γ follows from the correctness of
We want to apply the inference rules for second-order logic given by Takeuti in [41, p. 9-10 and p. 135-136]. By Boolean arithmetic, one can directly check that all structural and logical rules are correct. We illustrate this for the first weakening rule
For each assignment β , one has
which leads to the correctness of (3-1). By Proposition 3.1, the left universal quantification rule
where t is a term, is correct. As for the correctness of the right universal quantification rule
where y does not occur freely in Γ → ∆, ∀xφ(x), assume
for all conditional assignments, and let β be an arbitrary conditional assignment. We want to show that
Choose a y-variant β ′ of β that maps y to n * . Then (3.3) follows from (3-2) since y does not occur freely in Γ → ∆, ∀xφ(x), so that the first two sets of the union remain unchanged. Analogously, one shows the first-order existential quantification inference rules. The second-order quantifier inference rules are only relevant for second-order variables, as predicate constants do not appear in our language. The inference rules for second-order quantification can hence be proven analogously to the corresponding first-order rules. Thus, we obtain:
is any deduction rule of second-order sequent calculus and Γ 1 , ..., Γ n are correct, then Γ is correct. In particular, if all elements of Γ hold in S with truth value Ω and Γ → φ is derivable with the rules of sequent calculus, then φ holds in S with truth value Ω.
Theorem 3.4 All the axioms of ACA 0 attain the value Ω in the structure S for all conditional assignments.
Proof Let β be an arbitrary conditional assignment. The verification of the basic axioms (see [40, p. 4] ) is immediate from the definitions. For the sake of completeness, we provide the elementary arguments below.
•
• Similarly, one can verify that [x+0
As for the second-order induction scheme, we have to verify that
By conditionally evaluating the previous formula and rewriting it by using Boolean arithmetic, we must verify that A ⊂ B, where
But this is immediate from the stability of β(X).
Finally, we verify the arithmetical comprehension scheme, that is, we want to show that [∃X∀x(x ∈ X ↔ φ(x))] β = Ω for any arithmetical 3 formula φ(x) in which X does not occur freely. By Proposition 3.1,
] is attained. Suppose for a moment that
, and put n 2 = n 0 |B + n 1 |B c . By stability of N φ , we have
By Boolean arithmetic, it follows from (3-4) that
which proves comprehension. Thus it remains to verify that N φ is stable under concatenations for all formulas φ which we will prove by an induction on arithmetical formulas. First, since addition and multiplication commute with concatenations 4 , for any first-order term t = t(x), by an induction on terms, one has
for all measurable partitions (A k ) and every countable family (n k ) in L 0 (N). Since also order and concatenations commute and due to (2) (3) , N φ is stable for all atomic formulas φ.
Let φ and ψ be two arithmetical formulas such that N φ |A φ , N ψ |A ψ ∈ P . Then we have
Moreover, for a negation one obtains 
is stable, then its projection to the first coordinate is stable, and by definition equal to N φ .
We now state the main theorem of this section:
If φ is a consequence of ACA 0 , then φ holds in S with truth value Ω.
Proof By Theorem 3.4, all axioms of Z 2 have truth value Ω in S . By Lemma 3.3, truth value Ω is preserved under the rules of second-order sequent calculus. Thus, the theorem follows.
Harvesting the fruits
The aim of this section is threefold. We will spell out some consequences of the transfer principle and interpret these consequences in a standard setting. That is, we will compare a meaning of the same object in S and in a standard model. For example, L 0 (N) is the set of natural numbers in S , while it is the function space of N-valued functions on Ω in a standard model. If there is no risk of confusion, we will omit a distinction in language between standard and non-standard objects if the context makes the distinction visible. We will also argue that the transfer principle provides a common framework for many existing results.
We begin by recalling some set-theoretical vocabulary in the conditional setting. Let (N k |A k ) be a sequence of sets in P . Using the element relation i, the intersection
The union of (N k |A k ) is defined by
The complement of a set is defined in (2-2). The set operations in S recover the conditional set operations, see [13, p. 567 ].
Real analysis and linear algebra
In the abstract system of conditional sets, a detailed construction of the conditional real numbers and its conditional order and topological properties are discussed in [29, Chapter 5] where all properties are proved by hand starting from scratch. In this subsection, we will show that most of these results are consequences of the transfer principle. In the model S , the integers (see [40, p. 73] ++ (Q), the set {x ∈ L 0 (R) : |x| r} is closed, but the standard complement of B(0, r) is not. It can be verified that every closed set N is sequentially closed in a standard sense, that is N contains the limit x of every standard sequence (x n ) in N which converges almost everywhere to x. Let L 0 (R) k denote the set of finite sequences
The absolute value on L 0 (R) extends to a Euclidean norm on L 0 (R) k which for x = n (x 1 , . . . , x kn )|A n can be written as
Remark. In a standard model, the Euclidean norm (4-3) is one example of a "random" or "conditional" or "L 0 -valued" norm. Such norms appear in different parts such as the analysis of Lebesgue-Bochner spaces (see e.g. [28] ), vector integration (see the standard reference [11] ), or probabilistic analysis (see e.g. [17, 38] ).
By the transfer principle, we obtain from [40, Lemma III.2.1] a Bolzano-Weierstraß theorem. Recall that a sequence (x n ) in L 0 (R) k is said to be bounded if there exists r ∈ L 0 + (Q) such that x n < r for all n ∈ L 0 (N).
This theorem is reminiscent of a 'randomized' or 'conditional' version of the BolzanoWeierstraß theorem as proved with standard techniques and for a standard sequence in a standard product The following minimum theorem was proven in conditional analysis in [8, Theorem 4.4] , and applied in [6, 31] to stochastic optimal control problems. Proof The proof can be done in WKL 0 , which is a subsystem of ACA 0 , using the Heine-Borel covering property by [40] . The claim now follows from the transfer principle.
The previous minimum theorem has a variant in set-valued analysis. An interesting aspect of the following result is that it bypasses measurable selection arguments. 
Proof By Proposition 4.2, one can identify X with a compact set in L 0 (R) k . By [31, Corollary 4.3] , one can identify f with a lower semi-continuous function f :
An application of the minimum theorem 4.3 proves the claim.
In [8, Section 2] , some classical results in linear algebra are extended to L 0 (R) k culminating in an orthogonal decomposition theorem in [8, Corollary 2.12] . In the standard setting of [8] , the space L 0 (R) k is viewed as an module of rank k over the commutative ring L 0 (R). By basic linear algebra in second-order arithmetic (see [40] ), the space L 0 (R) k is a vector space of dimension k in S . Thus, all results in [8, Section 2] become consequences of the transfer principle.
Polish, Banach and Lebesgue-Bochner spaces Remark. In [14, 15] conditional completions of standard metric spaces are constructed and their connection to Lebesgue-Bochner spaces is discussed. The notion of a random metric can be traced as far back as Menger [35] , see [38] for an overview. The notion of a conditional metric space and a conditional normed space are introduced in [13] abstracting earlier concepts in the context of L 0 -modules or randomly normed spaces in [17, 24, 28] . Conditional vector spaces are introduced in [13, Section 5] , and the link to L 0 -modules is established in [32] . Many of the above listed consequences of the transfer principle were proved by hand with the techniques of conditional analysis, see [32] for an overview and references.
Hilbert spaces
In this subsection, we will elaborate on basic results in separable Hilbert spaces 5 where our focus lies on the following two classes of Hilbert spaces:
• the Lebesgue-Borel space L 0 (H) where H is a standard separable Hilbert space;
where (Ω, F, P) is a standard Borel probability space, G ⊆ F is a sub-σ -algebra, and E[·|G] denotes a G -conditional expectation.
As for the first class, the inner product is defined through parametrization
. Notice that for L 2 (F|G) the base space is (Ω, G, P). We obtain the following extension of von Neumann's mean ergodic theorem to conditionally separable Hilbert L 0 -modules. converges to the projection of x to the space of T -invariant vectors.
Remark. The conditional Hilbert space L 2 (F|G) was introduced in [27] motivated by applications in mathematical economics. A Riesz representation theorem and an orthogonal decomposition theorem in complete random inner product spaces are proved in [25, Section 4] . A mean ergodic theorem for complete random inner product spaces is established in [26] .
Fixed point theorems
A conditional version of the Brouwer fixed point theorem is proved in [16] . The precise statement in the standard model is the following. Let f : S → S be a local and sequentially continuous function. Then there is x ∈ S such that f (x) = x.
The proof is based on an adaptation of Sperner's lemma to a conditional setting. One obtains Sperner's lemma and the Brouwer fixed point theorem in the following slightly more general form as a consequence of a transfer principle applied to [40, Theorem IV.7.6] . The Brouwer fixed point theorem in S is the following statement. Then there is x ∈ S such that f n (x) = x for all n ∈ L 0 (N).
