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MODELO DE REGRESIÓN BIRNBAUM-SAUNDERS
EN LA PRESENCIA DE EFECTOS NO
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Resumen: El principal objetivo de este trabajo es proporcionar una versión más flexible
del modelo de regresión Log-Birnbaum-Saunders bajo la presencia de censura aleatoria y
no informativa, donde se asume que los efectos de algunas variables explicativas son no
lineales pero su forma funcional es desconocida.
La flexibilidad que proporciona el modelo que se propone radica en su capacidad para
describir la mediana de la distribución del tiempo de vida mediante un conjunto de
covariables haciendo uso de una suma de funciones arbitrarias, cuya forma funcional
es estimada de los datos (observaciones), reduciendo aśı la posibilidad de error de
especificación, lo que permite estimar los parámetros de forma robusta bajo la presencia
de extremos o outliers, incluyendo observaciones censuradas no informativas.
Abstract: The main objective of this work is to provide a more flexible version of
the Log-Birnbaum-Saunders regression model under the presence of random and non-
informative censoring, where it is assumed that the effects of some explanatory variables
are nonlinear but their functional form is unknown .
The flexibility provided by the proposed model lies in its ability to describe the median
life-time distribution by a set of covariates that make use of a sum of arbitrary functions,
which is estimated from the data (observations ), thus reducing the possibility of
specification error, which allows the estimation of robust parameters under the presence
of extremes values or outliers, including non-informative censored observations.
Palabras clave: Log-Birnbaum-Saunders, estimación robusta, censura no informativa,
tiempo de vida, efectos no-paramétricos.
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CAPÍTULO 1
INTRODUCCIÓN
Los modelos de regresión lineales y no lineales proporcionan un marco rico y flexible que
se adapta a las necesidades de muchos analistas en los distintos campos de aplicación, sin
embargo no siempre lo hacen de forma adecuada y esto impide que se pueda dar una solu-
ción conveniente frente a las distintas situaciones que se puedan presentar. Para solucionar
las limitaciones frente a la modelación correcta de los datos se han propuestos varias ex-
tensiones de los modelos clásicos de regresión, relajando los supuestos de los errores y de
la componente sistemática que forma el modelo, en particular, el supuesto de los errores
simétricos. Este supuesto ha sido de gran estudio especialmente en la última década. Uno
de los principales atractivos de relajar los supuestos de los modelos clásicos de regresión
es la posibilidad de permitir distribuciones para los errores aleatorios con colas ligeras o
colas pesadas. Esta flexibilidad puede enriquecer el análisis de tiempos de vida, los cuales
se llevan a cabo usando distribuciones estrictamente positivas y asimétricas. Sin embar-
go, en algunas ocasiones, el deterioro de elementos (por ejemplo, componentes, sistemas,
subsistemas, espećımenes, unidades, entre otros) no se mide en términos cronológicos, si
no por medio de otras variables aleatorias, por ejemplo, el nivel de degradación de un
elemento, la flexibilidad de un adhesivo, el número de ciclos hasta que un material falle
debido a la fatiga (en este caso fatiga = vida).
En 1969, motivados por los problemas de vibración encontrados en los nuevos aviones
comerciales y por los problemas de fatiga de materiales, Birnbaum y Saunders (1969) pre-
sentaron un modelo probabiĺıstico ingenioso para tiempos de vida de estructuras bajo carga
dinámica bajo el supuesto de daño acumulado. La distribución Birnbaum-Saunders se de-
rivó a partir de un modelo que muestra que las fallas se deben al desarrollo y crecimiento
de una fractura dominante. Aśı, la distribución Birnbaum-Saunders describe totalmente
el tiempo de falla que ha transcurrido cuando cierta clase de daño acumulado excede un
umbral ω. Aunque esta distribución se conoce como el modelo de Birnbaum-Saunders, un
trabajo anterior atribuido a Freudenthal & Shinozuca (1961) introdujo un modelo similar
con una parametrización diferente, además Fréchet (1927) presentó algunas ideas análogas
relacionadas con la de Birnbaum-Saunders pero también con una parametrización distinta
a la considerada por ellos.
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Los modelos de regresión Log-Birnbaum-Saunders se aplican basados en la distribución
Sinh-Normal descrita por Rieck & Nedelman (1991), como un caso particular de la dis-
tribución (BS), de acuerdo a estos autores, la distribución Sinh-normal es simétrica, y
para un α muy pequeño, converge a una distribución normal, a su vez, presenta grados
de curtosis más grandes y pequeños que la distribución normal, y admite unimodalidad y
bimodalidad.
Estos modelos se han aplicado extensivamente en estudios de datos de fatiga de materiales
en los cuales, el tiempo total hasta la falla puede estar relacionada con algún tipo de daño
acumulado. Sin embargo, las aplicaciones de esta distribución no se reducen al estudio
de falla de materiales. Por ejemplo, en el campo médico, es de interés estudiar diversas
enfermedades en las que el daño acumulado causado por diversos factores de riesgo que
pueden conducir a una degradación y esta a su vez conduce a un proceso de fatiga (Barros
(2008)).
En años recientes los modelos de fatiga (tiempos de falla) o modelos de log-localización-
escala con una distribución de error espećıfica y censura aleatoria no informativa han
sido objeto de estudio por diversos investigadores como Wood(2006), Lin(2009), Vane-
gas(2015a), entre otros, han propuesto diversas estrategias para introducir las distribucio-
nes asimétricas en los modelos de regresión, en los que se incluye la presencia de efectos
no paramétricos. Generalmente se ha modelado un solo parámetro con la distribución
de fatiga pero no se admite la presencia de efectos no paramétricos en sus componentes
sistemáticas.
Este documento presenta una versión más flexible del modelo de regresión Log-Birnbaum-
Saunders en la presencia de censura aleatoria y no informativa (véase, por ejemplo, Lei-
va(2016)), donde se asume que los efectos de algunas variables explicativas son no lineales
pero sus formas funcionales son desconocidas.
La flexibilidad proporcionada por el modelo propuesto radica en su capacidad para des-
cribir la mediana de la distribución del tiempo de vida (fatiga) mediante un conjunto de
covariables usando una suma de funciones arbitrarias, cuya forma funcional es estimada
de los datos, reduciendo aśı la posibilidad del error de especificación.
Este documento se encuentra organizado como sigue:
En el caṕıtulo 2 se presenta la distribución Birnbaum-Saunders, sus caracteŕısticas más
importantes y el modelo de regresión log-Birnbaum-saunders para datos censurados que
permite el análisis de datos de fatiga(tiempo de vida), además del estimador de máxima ve-
rosimilitud propuesto para este modelo(Véase, Leiva (2016)). Adicionalmente, se considera
la distribución Birnbaum Saunders-t como una distribución más robusta (posee colas más
pesadas) que la distribución Birnbaum-Saunders, la cual según Barros M (2008) produce
estimaciones de parámetros que son menos sensibles a los datos at́ıpicos en comparación
a la distribución Birnbaum-Saunders, aśı mismo, se presenta el modelo de regresión para
esta distribución y el estimador de máxima verosimilitud.
En el caṕıtulo 3 se propone un modelo más flexible que el modelo de regresión Log-
Birnbaum-Saunders para datos censurados, el cuál asume la presencia de efectos no li-
neales cuya forma funcional es desconocida pero se puede aproximar usando splines cúbi-
cos naturales (Green y Silverman(1994)) o P-splines cúbicos (Eilers y Marx(1996)). Los
parámetros se estiman por el método de máxima verosimilitud penalizada usando algo-
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ritmos como Newton-Raphson. Adicionalmente, se presenta una aplicación basada en un
conjunto de datos presentados y analizados por Nelson(1984), posteriormente por Meeker
& Escobar (1998) y finalmente por Heuchene & Vankeilegom (2007). Se hicieron las co-
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DISTRIBUCION BIRNBAUM-SAUNDERS
PARA DATOS CENSURADOS
La distribución Birnbaum-Saunders (Birnbaum & Saunders (1969)) es una alternativa pa-
ra modelar datos de tiempo de vida o datos de fatiga de un material en los cuales, el
tiempo total hasta la falla puede estar relacionado con algún tipo de daño acumulado.
El daño acumulado puede ser causado por diversos factores de riesgo que pueden conducir
a una degradación, y esta a su vez a un proceso de fatiga.
Se considera esta distribución ya que ella fué constrúıda bajo el supuesto de daño acumu-
lado, y posee dos propiedades importantes: cerrada bajo cambios de escala y cerrada bajo
rećıprocos; propiedades que según Puig(2008) son deseables en distribuciones que se usan
para describir datos obtenidos como el cociente de cantidades positivas.
Birnbaum & Saunders (1969) consideran muestras de materiales que se someten ćıcli-
camente al estrés, asumiendo que la falla en el material puede ser atribúıda al inicio,
crecimiento y desarrollo final de una grieta o daño dominante, es decir, se asume que la
falla se debe a la fatiga del material. También se asume que la grieta o el daño en el
material aumenta en cada ciclo en una cantidad que se considera aleatoria debido a las
fluctuaciones en el material, aśı como en la magnitud del estrés a la que es sometido. De la
misma forma, se supone que el aumento en la extensión de la grieta debido al j-ésimo ciclo,
denotado Mj es una variable aleatoria con media δ y varianza σ
2, j = 1, 2, .... Entonces el





Por lo tanto, la distribución de T, el tiempo de vida del material, es una representación
del número de ciclos necesarios para forzar el daño de la grieta hasta exceder su valor
cŕıtico ω. Suponiendo que T es bastante grande para usar el teorema central del ĺımite, la
distribución de W (t) puede ser aproximada usando la distribución normal.
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2.1. Distribución Birnbaum-Saunders bajo el supuesto de
daño acumulado
Como una distribución de fatiga, el modelo Birnbaum-Saunders considera un espećımen
expuesto a una secuencia de t cargas ćıclicas, denotado por {li, i = 1, 2, ..., t, t ∈ R}. El
esquema de la carga puede ser descrita como sigue:
l1, l2 · · · lt︸ ︷︷ ︸
Primer Ciclo
lt+1, lt+2 · · · l2t︸ ︷︷ ︸
Segundo Ciclo
· · · ljt+1, ljt+2 · · · ljt+t︸ ︷︷ ︸
(j + 1) ésimo Ciclo
, (2.1.1)
donde ljt+i = lkt+i, para j 6= k.
El proceso de fatiga que utilizó Birnbaum y Saunders (1969a) se basó en lo siguiente:
(a) Un material está sujeto a cargas ćıclicas o choques repetitivos, que producen una grieta
o desgaste en el material.
(b) La falla en el material ocurre cuando el tamaño de la grieta del material excede un
nivel de resistencia (umbral), denotado por ω.
(c) La secuencia de cargas impuestas al material es la misma de un ciclo a otro.
(d) Durante un ciclo de carga, la extensión de la grieta causada por la carga li, Xi, es
una variable aleatoria cuya distribución está gobernanda por todas las cargas Lj , para
i < j, con i = 1, ...,m, y por la extensión de la grieta que lo precede
(e) El tamaño total de la grieta causada por el ciclo k,Yk, es una variable aleatoria que
sigue una distribución de la media µ y la varianza σ2, ambas finitas.
(f) El tamaño de las grietas (Yk) en diferentes ciclos es independiente.
Por tanto, basado en los 6 supuestos anterioresde la distribución Birnbaum-Saunders se
define la distribución de T como sigue:
definición 2.1.1. Sea t1, t2, ..., tn muestras aleatorias de materiales que se someten ćıcli-
camente al estrés donde la distribución de T es el tiempo de vida del material que repre-
senta el número de ciclos necesarios para forzar el daño de la grieta hasta exceder su valor
cŕıtico ω.
La distribución de W (t) puede ser aproximada usando la distribución normal, por lo tanto,
la función de distribución acumulada de T, FT(t), puede ser expresada como:
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siendo Φ(·) la función de distribución acumulada de la normal estándar. Con α = σ/
√
δω













, t > 0 (2.1.2)
Si la función de distribución acumulada de T se puede escribir como 2.1.2, entonces T
sigue una distribución Birnbaum-Saunders y se denota T ∼ BS(α, η), donde α > 0 y
η > 0 son los parámetros de forma y escala, respectivamente.
Desmond (1985) proporcionó una derivación más general de esta distribución basada en
un modelo biológico. También reforzó la justificación f́ısica para el uso de esta distribu-
ción relajando algunas suposiciones consideradas anteriormente por Birnbaum y Saunders
(1969). A partir de FT(t) se puede encontrar la función de densidad de T, fT(t), la cual























, t > 0, (2.1.3)
siendo φ(·) la función de densidad de la distribución normal estándar.
Entre las propiedades más importantes de T ∼ BS(α, η) (ver Birnbaum & Saun-
ders(1969)), con parámetros de forma y escala dados por α > 0 y η, respectivamente
se tienen:














(B3) η es la mediana de T
(B4) cT ∼ BS(α, cη), con c > 0 una constante;



















P [T ≥ t(q)] = q, en que zq es el cuantil 100(q) % de la distribución normal estándar
(N(0, 1)).
Aunque la distribución Birnbaum-Saunders (BS) fué desarrollada para describir fatiga de
materiales, se ha aplicado en otras áreas, por ejemplo en muchos problemas médicos como
enfermedades cardiacas crónicas y diferentes tipos de cáncer, el daño se acumula causando
que varios factores de riesgo se presenten. Esta degradación lleva a un proceso de fatiga
cuyos tiempos de propagación pueden ser adecuadamente modelados por la distribución
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Birnbaum-Saunders (Véase Barros (2008)). Leiva (2016) aplicó la distribución Birnbaum-
Saunders para modelar tiempos de sobrevivencia en pacientes con melanoma múltiple.
Podlaski (2008) usa la distribución Birnbaum-Saunders para caracterizar los diámetros
de la distribución de una floresta natural. Leiva (2011a) desarrollan una metodoloǵıa de
gráficos de control basados en la distribución Birnbaum-Saunders, en que el monitoreo
del tiempo de vida se realiza usando el tiempo acumulado o el tiempo medio hasta la
ocurrencia de una serie de fallas.
La figura (2.1) representa el comportamiento de fT(t) para diferentes valores de α y η. Se
puede observar que la distribución de T presenta diferentes niveles de asimetŕıa. De hecho,
para η fijo, la distribución de T tiende a ser simétrica a medida que el valor de α tiende
a cero. Además para α fijo, la varianza de T aumenta a medida que η aumenta.
Figura 2.1. Densidad Birnbaum-Saunders para diferentes valores de α y η
.
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2.2. Modelo de regresión Log-Birnbaum-Saunders en la pre-
sencia de censura no informativa a la derecha
Una manera de llevar a cabo el análisis de datos usando la distribución Birnbaum-Saunders
es por medio de la distribución Sinh-Normal descrita por Rieck & Nedelman (1991).
De acuerdo a estos autores, la distribución Sinh-Normal es simétrica Rieck & Nedelman
(1991) y, para α muy pequeño, converge a una distribución normal. presenta grados de
curtosis más grandes y pequeños que la distribución normal, y admite unimodalidad y
bimodalidad.
La distribución Sinh-normal se obtiene de la transformación:






donde Z ∼ N(0, 1), α > 0 es el parámetro de escala, µ ∈ R es un parámetro de localización.
En este caso se usa la notación Y ∼ SHN(µ, σ, α).La función de densidad de probabilidad
de Y está dada por:









2 cosh ((y − µ) /σ)
ασ
, y ∈ R. (2.2.1)
La función de distribución acumulativa de Y está definida por:









, y ∈ R. (2.2.2)
La función cuantil de Y está definida como:






, 0 ≤ q ≤ 1, (2.2.3)
donde z(q)es el q × 100-ésimo cuantil de Z ∼ N(0, 1) y F−1Y (·) es la función inversa de











donde E(Y ) = µ y Kλ(·) es la función de Bessel modificada del tercer tipo con la cual se
















La función de confiabilidad y la tasa de falla de Y ∼ SHN(µ, σ, α) están dadas por:
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)) y ∈ R,
respectivamente.
Rieck (1989) mostró que una distribución sinh-normal con parámetros α, µ y σ es:
(a) Simétrica alrededor de la media µ
(b) Unimodal para α < 2 y su curtosis es más pequeña que la curtosis de una distribución
normal.
(c) Platicúrtica para α = 2
(d) Bimodal para α > 2, es decir, cuando α aumenta, la distribución se convierte en
bimodal y su curtosis es mayor que de la distribución normal. Adicionalmente, si
Y ∼ SHN(µ, σ, α) entonces, cuando α se aproxima a cero
2 (Y − µ)
ασ
∼̇N(0, 1).
Rieck & Nedelman(1991) probaron que si T ∼ (α, η, entonces Y = log(T) ∼ SHN(µ, σ =
2, α), donde µ = log(η). Por esta razón la distribución Sinh-normal también se conoce
como Distribución Log-Birnbaum-Saunders, esto es, si se basa en la ecuación 2.2.4,
Y = log(T) y la relación:
MY (r) = E(exp(rY )) = E(T
r), (2.2.5)
los momentos de cualquier orden de la distribución Birnbaum-Saunders pueden compu-
tarizarse ((Rieck(1999))).
En conclusión, la estimación de los parámetros de la distribución Birnbaum-Saunders y
la generación de los números aleatorios de esta, pueden obtenerse de forma más eficiente
por la distribución Sinh-Normal.
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Formulación del modelo de regresión Log-Birnbaum-Saunders Censurado
definición 2.2.1.
Sean t1, . . . , tn las mediciones de una caracteŕıstica de interés realizadas en n suje-
tos, se asume que son realizaciones de n variables aleatorias independientes, denotadas
T1, . . . ,Tn, que siguen distribución Birnbaum-Saunders con parámetros de forma y esca-
la dados por α > 0 y ηk > 0, respectivamente. Entonces se asume que Tk se obtiene de
acuerdo al siguiente mecanismo:
Tk = ηkεk, k = 1, . . . , n, (2.2.6)
donde:
• ε1, . . . , εn son variables aleatorias independientes e idénticamente distribuidas tales
que εk ∼ BS(α, 1).
• Se asume que ηk está relacionada con un conjunto de variables explicativas en la
siguiente forma:
log(ηk) = β1xk1 + . . .+ βpxkp = xk
>β, k = 1, . . . , n, (2.2.7)
donde:
• xk = (xk1, . . . , xkp)> es un vector con los valores que asumen p variables explicativas,
continuas y/o discretas, cuando son medidas en el sujeto o unidad experimental k.
• β = (β1, . . . , βp)> es un vector de parámetros desconocidos que deben ser estimados.
En la escala logaŕıtmica el modelo se puede escribir en la siguiente forma:
Yk = µk + εk, k = 1, . . . , n, (2.2.8)
donde
• Yk = log(Tk)
• µk = log(ηk) = xk>β
• ε1, . . . , εn son variables aleatorias independientes e idénticamente distribuidas tales
que log(ξk) = εk y εk ∼ SH(0, 2, α)
Siendo aśı, E(εk) = 0, Var(εk) = w(α), y la distribución de εk es simétrica alrededor de
0, lo cual implica que E(Yk) = µk = xk
>β, Var(Yk) = w(α), y la distribución de Yk es
simétrica alrededor de µk = xk
>β.
Para el modelo (2.2.7) se asume la presencia de censura(a la derecha) no informativa , es
decir, cada sujeto tiene un tiempo de censura que es independiente del momento de falla.
El tiempo de supervivencia observado es el mı́nimo entre el momento de la censura y de la
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falla. Por tanto, se asume la presencia de variables aleatorias independientes C1, C2, ..., Cn
mutuamente independientes cuya función de densidad de probabilidad no dependen de β
ni de α y se encuentran definidas como sigue:
definición 2.2.2.
Sean C1, C2, ..., Cn variables aleatorias cont́ınuas e independientes que representan tiempos
de censura. Las funciones de densidad de probabilidad de las C ′ks no dependen de β ni de α.
Entonces, los datos observados denotados (t1, δ1), ..., (tn, δn), se asumen como realizaciones
de las variables aleatorias bivariadas (T1, δ̄1), ..., (Tn, δ̄n), las cuales se generaron por:
Tk = mı́n(Tk, Ck) y δ̄k = I(Tk > Ck),
donde I(·) es la función indicadora.





, se puede escribir como θ̂ = argmax`(θ), en que `(θ) se reduce a:













• C es una constante.
• ξk1 = 2αcosh(uk).
• ξk2 = 2αsinh(uk).
• uk = (yk − xk>β)/2.
• δk es una variable indicadora que informa la presencia de censura a la derecha no
informativa (vea Klein y Moeschberger (1997, capitulo 3))
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2.3. Distribución Birnbaum-Saunders-t
La distribución de Birnbaum-Saunders-t con ν grados de libertad puede considerarse como
una alternativa para el estudio de datos de tiempo de vida(fatiga) en lugar de la distri-
bución de Birnbaum-Saunders ya que esta produce estimaciones de parámetros que son
menos sensibles a los datos at́ıpicos; ver Leiva (2008a), Barros (2008) y Paula (2012). La
diferencia radica en que esta, usa la distribución t-student con ν grados de libertad para
ladescribir el daño acumulado, mientras que la distribución Birnbaum-Saunders usa la
distribución normal para el mismo fin.
A diferencia de la distribución Birnbaum-Saunders, la distribución Birnbaum-Saunders-t
describe el daño acumulado hasta el ciclo t, denotado como W (t), usando la distribución
t-student con ν grados de libertad.
La función de distribución acumulada de la variable aleatoria T, la cual describe el tiempo













, t > 0, (2.3.1)
siendo Φt(·) la función de distribución acumulada t-student con ν grados de libertad.























, t > 0, (2.3.2)
siendo φ(·) la función de densidad de la distribución t−Student con ν grados de libertad.
Entre las propiedades estad́ısticas más importantes de T ∼ BS− t(α, η, ν) con parámetros
de forma y escala dados por α > 0 y ηk, respectivamente se pueden citar las siguientes:
(C1) η es la mediana de T
(C2) cT ∼ BS − t(α, cη, ν) donde c > 0 es una constante

















P [T ≥ t(q)] = q, siendo zq el percentil 100(q) % de la distribución t-Student con
ν grados de libertad.
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Figura 2.2. (2) Densidad Birnbaum-Saunders-t para diferentes valores de α y ν con η = 1
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Formulación del modelo de regresión Log-Birnbaum-Saunders-t Censurado
definición 2.3.1.
Sean t1, . . . , tn las mediciones de una caracteŕıstica de interés realizadas en n sujetos, las
cuales son realizaciones de n variables aleatorias independientes, denotadas T1, . . . , Tn, que
siguen distribución Birnbaum-Saunders-t teniendo parámetros de forma, escala, y grados
de libertad dados por α > 0, ηk > 0, y ν, respectivamente. Se asume que Tk se obtiene de
acuerdo al siguiente mecanismo:
Tk = ηkεk, k = 1, . . . , n, (2.3.3)
donde:
• ε1, . . . , εk son variables aleatorias independientes e idénticamente distribuidas tales
que εk = log(ξk) y εk ∼ BS−t(α, 1, ν).
• Se asume que ηk está relacionada con un conjunto de variables explicativas como
sigue:
log(ηk) = β1xk1 + . . .+ βpxkp = xk
>β, k = 1, . . . , n, (2.3.4)
donde:
• xk = (xk1, . . . , xkp)> es un vector con los valores que asumen p variables explicativas,
continuas y/o discretas, cuando son medidas en el sujeto o unidad experimental k.
• β = (β1, . . . , βp)> es un vector de parámetros desconocidos que deben ser estimados.
En la escala logaŕıtmica el modelo se puede escribir en la siguiente forma:
Yk = µk + εk, k = 1, . . . , n, (2.3.5)
donde
• Yk = log(Tk)
• µk = log(ηk) = xk>β
• ε1, . . . , εn son variables aleatorias independientes e idénticamente distribuidas tales
que log(ξk) = εk y εk ∼ SH−t(0, 2, α, ν)
Siendo aśı, E(εk) = 0, Var(εk) = w(α, ν), y la distribución de εk es simétrica alrededor de
0, lo cual implica que E(Yk) = µk = xk
>β, Var(Yk) = w(α, ν), y la distribución de Yk es
simétrica alrededor de µk = xk
>β.
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Por tanto el estimador de máxima verosimilitud suponiendo censura no informativa como
la definida en la sección (2.2) de θ = (β>, α)>, denotado θ̂ = (β̂
>
, α̂)>, se puede escribir
como θ̂ = argmax`(θ), en que `(θ) se reduce a:






















4. uk = (yk − xk>β)/2
5. δk es una variable indicadora que informa la presencia de censura a la derecha no
informativa (vea Klein y Moeschberger (1997, capitulo 3)).
Si en los modelos de regresión Log-Birnbaum-Saunders y Log-Birnbaum-Saunders-t cen-
surados, la matriz Hessiana de los estimadores de máxima verosimilitud `(θ) es definida
negativa para todo θ, entonces la función `(θ) es estrictamente cóncava y θ̂ es la única
solución al sistema de p + 1 ecuaciones no lineales dado por U(θ̂) = 0. el gradiente de
`((θ)) también conocido como la función de score, es dado por:











En general, el sistema de ecuaciones U(θ̂) = 0 no tiene solución cerrada, por tanto, la
estimación del vector de parámetros (θ) debe obtenerse mediante métodos numéricos,
como, por ejemplo por el algoritmo de Newton-Raphson.
2.3.1. Algoritmo Newton-Raphson
La idea de este algoritmo es maximizar iterativamente aproximaciones cuadráticas de
la función `(θ) para los modelos de regresión Log-Birnbaum-saunders y Log-birnbaum-
Saunders-t presentdos en las secciones anteriores, hasta encontrar el valor de θ̂. Para esto,
se calcula una aproximación de `(θ) basada en series de Taylor de segundo orden en torno
de, digamos, θ[t], obteniendo lo siguiente:
`(θ) ≈ `∗(θ) = `(θ[t]) +U>(θ[t])(θ − θ[t])− 1
2
(θ − θ[t])>J(θ[t])(θ − θ[t]), (2.3.8)
donde J(θ) = −∇2`(θ) es la matriz de información observada de Fisher. Si J(θ) es definida
positiva para todo θ ∈ Ω, entonces `(θ) es estrictamente cóncava, J(θ[t]) es definida po-
sitiva, J−1(θ[t]) existe y `∗(θ) también es estrictamente cóncava, pues ∇2`∗(θ) = ∇2`(θ).
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Por lo tanto, derivando `∗(θ) e igualando a 0 se obtiene que su único máximo global,
denotado θ[t+1], satisface la siguiente ecuación:
0 = U(θ[t])J(θ[t])(θ[t+1] − θ[t]). (2.3.9)
Siendo aśı, θ[t+1] puede expresarse como:
θ[t+1] = θ[t] + J−1(θ[t])U(θ[t]). (2.3.10)
Este resultado motiva el siguiente algoritmo:
Paso 0: Inicializar el contador en t = 0, fijar ε > 0 y especificar un valor inicial, θ[0].
Paso 1: Calcular θ[t+1] = θ[t] + J−1(θ[t])U(θ[t])
Paso 2: Calcular δ(t+1) = δ(θ[t],θ[t+1])
Paso 3: Actualizar el contador haciendo t = t+ 1
Paso 4: Repetir los pasos 1, 2 y 3 hasta que δ(t) < ε.
Paso 5: Hacer θ̂ = θ[t].
2.3.2. Inferencia Estad́ıstica
La inferencia para muestras grandes de θ se puede obtener a partir de la normalidad






donde Σθ̂ es la matriz asintótica de varianzas y covarianzas de tamaño (p + 1) × (p + 1)
de θ̂. Observe que Σθ̂ puede aproximarse por −῭
−1, donde −῭ es la matriz de información
observada de Fisher de tamaño (p+ 1)× (p+ 1) que se obtiene de la matriz Hessiana de















































sinh (yi − µi) , i = 1, 2, ..., n. (2.3.14)
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Aśı, basado en el resultado dado en 2.3.11, una región de confianza aproximada del
(1− γ)× 100 % para el parámetro θ se obtiene de:
R ≡
{












2 denota el cuantil (1− %)× 100-ésimo de la distribución central chicua-
drado con p+ 2 grados de libertad y Σ̂−1 es una estimación de Σ la cuál, se puede obtener
de la matriz de información observada basada en la ecuación 2.3.12.
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PARAMÉTRICOS
20
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REGRESIÓN BIRNBAUM-SAUNDERS
CENSURADO CON EFECTOS NO
PARAMÉTRICOS
En este caṕıtulo se propone una versión más flexible del modelo de regresión log-Birnbaum-
Saunders y Log-Birnbaum-Saunders-t cencurados expuestos en el caṕıtulo 2. En principio,
el modelo propuesto se expone únicamente bajo la distribución Birnbaum-Saunders pe-
ro sin pérdida de generalidad este modelo se puede proponer de la misma forma bajo la
distribución Birnbaum-Saunders-t, en este caso, se asume que los efectos de algunas va-
riables explicativas son no lineales pero sus formas funcionales son desconocidas. Se define
un modelo de regresión que permita ajustar los datos de tiempo de vida o fatiga de un
material usando funciones suaves pero arbitrarias que se pueden aproximar usando splines
cúbicos naturales (Green y Silverman (1994)) ó P-splines cúbicos (Eilers y Marx(1996)).
Estas funciones se penalizan con la intención de que el algoritmo devuelva el spline cúbico
natural ideal y óptimo que permita una correcta aproximación de las funciones, por lo
que el estimador de máxima verosimilitud para el modelo es penalizado, además, se hace
una descripción detallada del estimador de parámetros que para este caso es el estima-
dor de máxima verosimilitud penalizada y se propone un algoritmo para encontrar las
estimaciones de la función de score por medio del algoritmo de Newton-Raphson.
Adicionalmente, las sección (3.3) presenta un estudio de simulación con el objetivo de
evaluar la efectividad del procedimiento de estimación para recuperar el verdadero valor
de µ tanto en modelos Log-Birnbaum-Saunders y Log-Birnbaum-Saunders-t. En la sección
(3.4) estudia un conjunto de datos de bajo ciclo presentados por Nelson (1984) para la
tensión de 26 espécimenes a base de ńıquel, se analiza estad́ısticamemnte y se comparan
los 4 modelos estudiados con el fin de verificar la ganancia estad́ıstica que se obtiene al
usartanto los modelos paramétricos basados en las distrinuciones Birnbaum-Saunders y la
distrinución Birnbaum-Saunders-t y el modelo propuesto con las distibuciones Birnbaum-
Saunders y la distribución Birnbaum-Saunders-t.
22
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3.1. Formulación del Modelo de regresión Log-Birnbaum-
Saunders con efectos no paramétricos y censura no in-
formativa
definición 3.1.1.
Sean t1, . . . , tn mediciones de una caracteŕıstica de interés realizadas en n sujetos o uni-
dades experimentales, las cuales se asume que son realizaciones de n variables aleatorias,
independientes, cont́ınuas y estrictamente positivas, denotadas T1,T2, ...,Tn, que repre-
sentan el tiempo de vida T de las n realizaciones y siguen distribución Birnbaum-Saunders
con función de densidad de probabilidad (2.1.3), teniendo parámetros de forma y escala
dados por α > 0 y ηk, respectivamente.
Se asume que Tk se obtiene de acuerdo al siguiente mecanismo:
Tk = ηkξk, k = 1, ..., n, (3.1.1)
donde ξ1, ξ2, ..., ξk son un conjunto de errores multiplicativos independientes e identica-






















, ξ > 0, (3.1.2)
siendo α > 0 un parámetro estrictamente positivo. Además, se asume que ηk está relacio-
nada con un conjunto de variables explicativas en la siguiente forma:
log(ηk) = x
>
k β + g1(sk1) + . . .+ gq(skq), k = 1, . . . , n, (3.1.3)
donde:
• xk = (xk1, . . . , xkp)> es un vector con los valores que asumen p variables explicativas,
continuas y/o discretas, cuando son medidas en el sujeto o unidad experimental k,
• (sk1, . . . , skq)> son q variables explicativas continuas asociadas al sujeto o unidad
experimental k
• β = (β1, . . . , βp)> es un vector de parámetros desconocidos que deben ser estimados.
• g1(·), . . . , gq(·) son funciones suaves pero arbitrarias que se pueden aproximar usando
splines cúbicos naturales (Green y Silverman (1994)) ó P-splines cúbicos(Eilers y
Marx(1996)).
Las funciones g1(·), . . . , gq(·) permiten aproximar la forma funcional de las variables
explicativas de las cuales se sospechan que la relación con la variable de respuesta es no
lineal. Por lo tanto, para r = 1, . . . , q, el vector (gr(s1r), . . . , gr(snr))
> se puede escribir
como Nrτr, donde Nr es una matriz conocida de dimensión n× pr, y τr es un vector de
parámetros desconocidos de dimensión pr que deben ser estimados.
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Por ejemplo, para aproximar la función gr(·) usando splines cúbicos naturales se consideran
los pr valores diferentes en el conjunto s1r, s2r, . . . , snr, donde skr es el valor que toma el k-
ésimo individuo en la covariable sr, los cuales se denotan como: sr(1) < sr(2) < . . . < sr(pr).
El elemento (ij) de la matriz Nr es 1 si sir = sr(j) y 0 en otros casos. Siendo aśı, µk =
log(ηk) se puede reescribir en la siguiente forma
µk = xk
>β +mk1
>τ1 + . . .+mkq
>τq. (3.1.4)
donde mkr
> es la k-ésima fila de Nr.
En la escala logaŕıtmica el modelo se puede escribir en la siguiente forma:
Yk = µk + εk, k = 1, . . . , n, (3.1.5)
donde:
• Yk = log(Tk),
• µk = log(ηk) = Xβ +N1τ1 +N2τ2 + ...+Nqτq,
• ε1, . . . , εn son variables aleatorias independientes e idénticamente distribuidas tales
que εk ∼ SH(0, 2, α).
Siendo aśı, E(εk) = 0, Var(εk) = w(α), y la distribución de εk es simétrica alrededor de
0, lo cual implica que E(Yk) = µk, Var(Yk) = w(α), y la distribución de Yk es simétrica
alrededor de µk.
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3.2. Estimación de parámetros del modelo de regresión Log-
Birnbaum-Saunders con efectos no paramétricos y cen-
sura no informativa
Si τ =(τ>1 , . . . , τ
>
q )
> es el vector de parámetros desconocidos tal que (gr(s1r), . . . , gr(snr))
>
se puede escribir como Nrτr, el estimador de máxima verosimilitud penalizada del vector
de parámetros θ = (β>, τ>, α)>, denotado θ̂ = (β̂
>
, τ̂>, α̂)>, se puede escribir como
θ̂ = argmax PL(θ), en que:
PL(θ) = L(θ) + P (θ)
,
donde





















• C es una constante.
• yk = log(Tk).
• ξk1 = 2αcosh(uk).
• ξk2 = 2αsinh(uk).
• uk = (yk − µ>k )/2
• δk es una variable indicadora que informa la presencia de censura a la derecha no
informativa (vea Klein y Moeschberger (1997, capitulo 3)).
• M1, . . . ,M q son matrices de penalización conocidas.
• λ1 > 0, . . . , λq > 0 son parámetros de suavización.
Si la matriz Hessiana de PL(θ) es definida negativa para todo θ, entonces la función
PL(θ) es estrictamente cóncava, y θ̂ es la única solución al sistema de p+ 1 +p1 + . . .+pq
ecuaciones no lineales dado por U(θ̂) = 0, si ella existe, en que U(θ) es el gradiente de
PL(θ), también conocido como la función de escore, es decir, U(θ) = ∇PL(θ).
El sistema de ecuaciones U(θ̂) = 0 no tiene solución cerrada, por lo que estimación del
vector de parámetros θ se obtiene mediante métodos númericos como el algoritmo Newton-
Raphson.











• X = [X,N1, . . . ,N q],
• x = (x1, . . . ,xn)>,
• S = (S1, . . . , Sn)>, Sk = ξi1ξi2 − ξi2/ξi1,
• M = {0, λ1M1, ..., λqMq,0}.
3.2.1. Algoritmo Newton-Raphson
Se calcula una aproximación de PL(θ) basada en series de Taylor de segundo orden en
torno de, digamos, θ[l], obteniendo lo siguiente:
PL(θ) ≈ PL∗(θ) = PL(θ[l]) +U>(θ[l])(θ − θ[l])− 1
2
(θ − θ[l])>J(θ[l])(θ − θ[l]),
donde:
• J(θ) = −∇2PL(θ) es la matriz de información observada de Fisher.
• Si J(θ) es definida positiva para todo θ, entonces PL(θ) es estrictamente cónca-
va, J(θ[l]) es definida positiva, J−1(θ[l]) existe y PL∗(θ) también es estrictamente
cóncava, pues ∇2PL∗(θ) = ∇2PL(θ).
Por lo tanto, derivando PL∗(θ) e igualando a 0 se obtiene que su único máximo global,
denotado θ[l+1], satisface la siguiente ecuación:
0 = U(θ[l])− J(θ[l])(θ[l+1] − θ[l]).
Siendo aśı, θ[l+1] puede expresarse como
θ[l+1] = θ[l] + J−1(θ[l])U(θ[l]).
Este resultado motiva el siguiente algoritmo:
Paso 0: Inicializar el contador en l = 0, fijar ε > 0 y especificar un valor inicial, θ[0].
Paso 1: Calcular θ[l+1] = θ[l] + J−1(θ[l])U(θ[l])
Paso 2: Calcular κ(l+1) = κ(θ[l],θ[l+1])
Paso 3: Actualizar el contador haciendo l = l + 1
Paso 4: Repetir los pasos 1, 2 y 3 hasta que κ(l) < ε.
Paso 5: Hacer θ̂ = θ[l].
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3.2.2. Selección de los parámetros de suavización
El parámetro de suavización λ = (λ1, . . . , λq)
> permite suavizar el spline cúbico natural
con el que se aproximan las funciones g(sk). El valor de λ se puede seleccionar usando el
siguiente critério (ver Green & Silverman (1994))
λ̂ = argmin AIC(θ),
donde
AIC(θ) = −2L(θ̂) + 2(p+ gl1 + . . .+ glr), (3.2.2)
en que glr = traza[(N
>
r N r + λrM r)
−1(N>r N r)] es el número de grados de libertad
gastados al aproximar gr(·).
3.2.3. Inferencia estad́ıstica
1. Para grandes tamaños de la muestra θ̂ ∼̇ N(θ,J−1(θ)), es decir, para n suficiente-
mente grande θ̂ es un estimador aproximadamente insesgado de θ, cuya matriz de
varianzas y covarianzas aproximada es Var(θ̂) = J−1(θ).
2. La matriz de varianzas y covarianzas de θ̂ para muestras grandes se puede estimar
consistentemente usando la matriz J−1(θ̂).
3. la regla de decisión del test de Wald para juzgar el sistema de hipótesis dado por H0 :
θj = 0 versus H1 : θj 6= 0 es “Rechazar H0 al nivel de significancia aproximado
de 100(γ) % si |Z| > Z1− γ
2
o Z2 > χ2
1−γ(1)”, donde Z = θ̂j/ee(θ̂j), en que ee(θ̂j) es
la raiz cuadrada del j-ésimo elemento de la diagonal principal de la matriz J−1(θ̂).
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3.3. Estudio de simulación
En este caso, se describe un estudio de simulación con el objetivo de evaluar la efectividad
del procedimiento de estimación para recuperar el verdadero valor de µ tanto en modelos
log-Birnbaum-Saunders y log-Birnbaum-Saunders-t en la presencia de censura a la derecha
no informativa ante los efectos no paramétricos de una variable explicativa como sigue:
(1) se generaron r muestras independientes e identicamente distribúıdas de tamaño n =
1000, cada una de las cuales corresponde a una realización del modelo log-Birnbaum-
Saunders que considera en este caso una variable explicativa no lineal s,donde el tiempo
de vida del indiv́ıduo k, k = 1, . . . , 1000 puede ser descrito como:
Yk = β1 + β2xk + g(sk) + εk,
(2) Los tiempos de censura se generaron independientes, siguiendo una distribución expo-








(3) Los valores de sk se generaron a partir de la construcción de la matriz de base N y
la matriz de penalización haciendo uso de la función ncs del paquete SSYM (Vanegas
(2016)) disponible en el software R-project. La función ncs permite aproximar una
función suave utilizando una spline cúbica natural.
Para el parámetro de forma α y la media de la censura γ:
(a) se tomaron varios valores con el fin de analizar el comportamiento de la estimación
g(sk) dentro del modelo, los valores para el parámetro de forma fueron (α =
0.5; 1; 1.5; 2) y para la censura γ = (0.00003; 0.0003; 0.003)
(b) La variable explicativa, x, se generó siguiendo una distribución uniforme en el
intervalo (0, 1)
(c) El parámetro de suavización λ se estimó con la función la sección (3.2.2).
(d) En cada una de las r = 10000 réplicas del método los parámetros fueron estimados
para el modelo log-Birnbaum-Saunders y log-Birnbaum-Saunders-t Censurado
usando el método de máxima verosimilitud penalizada.
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3.3.1. Resultados
Las gráficas (3.1 ), (3.2 ), (3.3 ), (3.4 ), (3.5 ), (3.6 ), (3.7 ) y (3.8 ) representan las estimacio-
nes de g(s) bajo los modelos Log-BS censurado y Log-BS-t censurado ambos con efectos
no paramétricos, la función de color negro representa el verdadero valor de la curva de
regresión mientras que las bandas de confianza en las gráficas, la de color rojo (Log-BS)
y las de color azul (Log-BS-t) representan los cuantiles 2.5 % y 97.5 % de las estimaciones
de los parámetros por el método de máxima verosimilitud penalizada.




















Figura 3.1. Curva de estimación simulada del modelo Log-BS censurado con efectos no paramétri-
cos (A) y Log-BS-t censurado con efectos no paramétricos (B):(α = 0.5, γ = 0.003)
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Las gráficas (A) y (B) de la figura (3.1) representan estimaciones del modelo de regresión
Log-BS y Log-BS-t ambos no paramétricos y con censura simulados en este caso. Las
gráficas (A) y (B) representan estimaciones con α = 0.5 y τ = 0.003 (esto equivale al 4.1 %
de datos censurados), note que en el gráfico (A) que contiene el verdadero valor de la curva
se encuentra aproximadamente dentro de las bandas estimadas (las bandas representan
los percentiles 2.5 % y 97.5 % de todas las R curvas estimadas en la simulación), lo que
significa que la estimación recupera el verdadero valor de la curva. El gráfico (B) indica
que si se aumenta el valor de α con el mismo porcentaje de censura, recuperar el verdadero
valor de la curva es más complejo de estimar ya que hay una parte de la estimación que
no la está recuperando.




















Figura 3.2. Curva de estimación simulada del modelo Log-BS censurado con efectos no paramétri-
cos (A) y Log-BS-t censurado con efectos no paramétricos (B) (α = 0.5, γ = 0.00003)
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Las gráficas (A) y (B) de la figura (3.2) representan estimaciones del modelo de regresión
Log-BS y Log-BS-t ambos no paramétricos y con censura simulados en este caso. Las
gráficas (A) y (B) representan estimaciones con α = 0.5 y τ = 0.00003 (esto equivale al
3.4 % de datos censurados), note que en el gráfico (A) que en este caso, ambas simulaciones
están recuperando el verdadero valor de la curva, es decir, el verdadero valor se encuentra
aproximadamente dentro de las bandas de confianza estimadas (las bandas representan
los percentiles 2.5 % y 97.5 % de todas las R curvas estimadas en la simulación), lo que
significa que en este caso ambos modelos están recuperando el verdadero valor de la curva.
Tenga en cuenta que en este caso, el parámetro de escala es el mismo pero se hizo una
disminución de la censura y permitió una mejor aproximación, esto indica que a menor
censura, mejor precisión de las estimaciones.





















Figura 3.3. Curva de estimación simulada del modelo Log-BS censurado con efectos no paramétri-
cos (a) y Log-BS-t censurado con efectos no paramétricos (b) (α = 1.5, γ = 0.003)
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La figura (3.3) muestra las estimaciones de la función para valores altos del parámetro de
escala y censura del 43 %, en ambos casos (tanto para el modelo (A) como para el (B)) el
método no está recuperando por completo el verdadero valor de la curva, cabe recalcar que
el porcentaje de censura y los valores de α = 1.5 son altos lo que dificulta la convergencia
adecuada del modelo, para mejorar la estimación se debeŕıa tomar un valor más alto de n
y aumentar las réplicas, de esta forma se obtendŕıa una mejor estimación del modelo.




















Figura 3.4. Curva de estimación simulada del modelo Log-BS censurado con efectos no paramétri-
cos (A) y Log-BS-t censurado con efectos no paramétricos (α = 1.5, τ = 0.0003)
Note que al igual que en la figura (3.3) el valor del parámetro de escala es α = 1.5 en las
gráficas (A) y (B ) respectivamente pero en este caso la censura disminuyó de un 42 % a
un 30 %, lo que significa que para valores grandes de α entre menos censura se tenga, el
método se aproxima al verdadero valor de la curva y para estas simulaciones, el modelo
Log-BS-Censurado con efectos no paramétricos (A) tiene mejor estimación, es decir, las R
curvas estimadas en el modelo devuelve aproximadamente el verdadero valor de la curva.
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Figura 3.5. Curva de estimación simulada del modelo Log-BS censurado con efectos no paramétri-
cos (A) y Log-BS-t censurado con efectos no paramétricos (α = 2.0, τ = 0.003)
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En las las gráficas (A) y (B ) de la figura (3.5) el valor del parámetro de escala en este
caso es α = 2.0 pero en este caso la censura es de un 50 %, note que con respecto a la
figura (3.4) se aumentó la censura y el parámetro de escala, los resultados muestran que
las estimaciones están muy cerca al verdadero valor de la curva, sin embargo, la curva
verdadera no está contenida totalmente en las bandas, observe que en la gráfica (B) el
verdadero valor de la curva está sobresaliendo más que en la gráfica (A) lo que significa
que a pesar de que las estimaciones no son significativamente eficientes, las r curvas de (A)
producen bandas de estimaciones con mejor aproximación. Se espera que si se aumenta el
n y las repeticiones, las estimaciones mejoren y contengan al verdadero valor de la curva.




















Figura 3.6. Curva de estimación simulada del modelo ((A) :α = 1.0, τ = 0.0003); ((B) : α =
1.5, τ = 0.0003)
Como se indicó en la figura (3.5) para un parámetro de escala alto se recomienda disminúır
la censura ya que con ambos valores significativos el modelo tiene problemas para estimar
el verdadero valor de la curva a pesar de que las repeticiones y réplicas se aumenten. En
este caso el parámetro de escala tomó un valor de α = 2.0 pero la censura se disminuyó
de un 30 % a un 5.6 %, tanto (A) como (B) muestran aproximaciones estad́ısticamen-
te significtivas, ambos modelos brindan aproximaciones igual de buenas, tanto como las
estimaciones para un parámetro de escala α = 0.5.
CAPÍTULO 3. REGRESIÓN BIRNBAUM-SAUNDERS CENSURADO CON EFECTOS NO PARAMÉTRICOS 35




















Figura 3.7. Curva de estimación simulada del modelo Log-BS censurado con efectos no paramétri-
cos (A) y Log-BS-t censurado con efectos no paramétricos (α = 2.0, τ = 0.00003)
La figura (3.7) muestra las estimaciones de las r curvas con parámetro de escala α = 1.0 y
censura del 3.1 %, la gráfica (B) permite observar una mejor estimación del verdadero valor
de la curva con respecto a la gráfica (A), observe que las bandas de confianza(estimadas)
de la gráfica (B) contiene a la función de color negro (la verdadera función) con mayor
confiabilidad que (A), lo que indica en este caso que el modelo Log-BS-t censurado con
efectos no paramétricos tiene mejor estimación que el Log-BS.
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Figura 3.8. Curva de estimación simulada del modelo Log-BS censurado con efectos no paramétri-
cos (A) y Log-BS-t censurado con efectos no paramétricos (α = 1.0, τ = 0.003)
En este caso, se hizo un aumento de la censura con respecto a la figura (3.7), pasó de 3.1 %
a 5.6 % con el mismo parámetro de escala α = 1.0, se puede observar que con el aumento
de censura, en la gráfica (A) la curva se sale de las bandas de confianza estimadas, es decir,
el modelo no está devolviendo el verdadero valor de la curva, mientras que en la gráfica
(B), a pesar de que la estimación no es realmente buena, la curva se encuentra en el ĺımite
de las bandas de confianza, esto es, las bandas de confianza encierran el verdadero valor
de la curva.
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3.4. Aplicación
(1) Se presenta un conjunto de datos de fatiga de bajo ciclo para una prueba de tensión
controlada en 26 espećımenes ciĺındricos a base de ńıquel. Los datos fueron origi-
nalmente analizados por Nelson(1984), también por Meeker & Escobar (1998) y por
Cédric Heuchenne & Ingrid Van Keilegom (2007)
(2) La figura (3.9) muestra el logaritmo del número de ciclos antes de la falla contra el
Pseudo-estrés (El módulo de Young multiplicado por la tensión)
(3) Se observaron cuatro datos censurados: una observación se censura si ocurre una falla
en el radio, soldadura o hilos (la censura proviene de impurezas o vaćıos) o si no ocurre
ninguna falla. Se puede observar que el Pseudo-estrés tiene un efecto no lineal sobre













































Figura 3.9. Logaritmo del número de ciclos antes de la falla contra el Pseudoestress.
El modelo a estimar está dado por:
Yk = µk + εk, k = 1, ..., 26, (3.4.1)
Los dos predictores a usar son:
i µk = β1 + β2xk (Forma lineal)
ii µk = g(xk) (Forma no lineal)
A su vez, se consideran dos variables aleatorias para modelar los errores:
i εk ∼ SH(0, 2, α)
ii εk ∼ SH − t(0, 2, α, 4),
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donde k = 1, 2, ..., 26 son los 26 espećımenes ciĺındricos a base de ńıquel, Yk representa
el logaritmo natural del número de ciclos antes de la falla contra el Pseudo-estrés, µk es
el predictor del modelo , xk es el nivel de Pseudo-estrés del k-ésimo espećımen ciĺındrico,
k = 1, 2, ..., 26 y εk son los errores aleatorios independientes e identicamente distribúıdos.
Aśı, se estudian los cuatro modelos posibles para ajustar el número de ciclos hasta la falla.
A su vez, se consideran dos variables aleatorias para modelar los errores:
i εk ∼ SH(0, 2, α)
ii εk ∼ SH − t(0, 2, α, 4)
Aśı, se estudian los cuatro modelos posibles para ajustar el número de ciclos hasta la falla.
La siguiente tabla muestra las estimaciones de los parámetros β1 y β2 de acuerdo a los
modelos propuestos por los autores:
1. Nelson W. (1984) µ(S) = γ1 + γ2[LPS −A] + γ3[LPS −A]2.
2. Meeker & Escobar (1998) log[tp(x)] = yp(x) = β0 + β1x+ β2x
2 + Φ−1(p)σ.
3. Heuchenne & Van Keilegom (2007) log Y = β0 + β1 log(x− γ) + σ(X)ε.
Estimaciones
Autores β̂0 β̂1 β̂2
Nelson (1984) 4.482 -7.012 19.962
Meeker & Escobar (1998) 217.61 -85.52 8.48
Heuchenne & Van Keilegom(2007) 9.243 -1.722 -
Tabla 3.1. Estimaciones de los β̂’s usando los modelos descritos anteriormente por los autores:
Nelson(1984), Meeker & Escobar(1998) y Heuchenne & Van Keilegom(2007)
Estimaciones
Autores ee(β̂0) ee(β̂1) ee(β̂2)
Nelson (1984) 0.62 0.884 6.64
Meeker & Escobar (1998) 62.1 26.53 2.83
Heuchenne & Van Keilegom(2007) 3.05 0.64 -
Tabla 3.2. Estimaciones de los β̂’s usando los modelos descritos anteriormente por los autores:
Nelson(1984), Meeker & Escobar(1998) y Heuchenne & Van Keilegom(2007)
Heuchunne & Van Keilegon hicieron las comparaciones con la estimación del parámetro
γ̂ = 71.1792 con un modelo propuesto por ellos mismos en 2005b cuya estimación fué
de γ̂ = 65.273 por lo tanto es improbable estad́ısticamente hacer las comparaciones del
modelo propuesto por Heuchunne & Van Keilegon (2007) y el que se presenta en este
documento.
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A continuación se muestran las estimaciones obtenidas por los modelos Log-Birnbaum-
Saunders censurado paramétrico y no paramétrico y los modelos Log-Birnbaum-Saunders-t
paramétrico y no paramétrico:
Modelo Log-Birnbaum-Saunders Censurado
* β̂1 β̂2 ee(β̂1) ee(β̂2) α̂ ee(α̂)
Paramétrico 8.94286 -0.05179 0.76409 0.00736 0.77526 0.11857
No Paramétrico - - - - 0.71474 0.11357
Tabla 3.3. (4) Estimaciones del modelo Log-Bs censurado paramétrico y con efectos no paramétri-
cos
Modelo Log-Birnbaum-Saunders-t (4) Censurado
* β̂1 β̂2 ee(β̂1) ee(β̂2) α̂ ee(α̂)
Paramétrico 9.68269 -0.05761 0.70951 0.00678 0.56360 0.11663
No Paramétrico - - - - 0.35694 0.09334
Tabla 3.4. Estimaciones del modelo Log-Bs-t(4) censurado paramétrico y con efectos no pa-
ramétricos
Note que el valor de α̂ de los modelos Log-Birnbaum-Saunders censurado y Log-Birnbaum-
Saunders-t censurado ambos con efectos no paramétricos es menor que el estimado
por el modelo de regresión Log-Birnbaum-Saunders censurado y Log-Birnbaum-Saunders
censurado-t paramétrico, lo que significa que el ajuste del modelo propuesto estad́ıtica-
mente es más óptimo. La significancia de los β̂′s depende del modelo paramétrico, sin
embargo no significa que si las estimaciones de los β̂′s son no significativo en el modelo
Log-Birnbaum-Saunders censurado (o Log-Birnbaum-Saunders-t censurado ), también lo
sea en el modelo Log-Birnbaum-Saunders censurado con efectos no paramétricos (o en su
defecto en el modelo Log-Birnbaum-Saunders censurado-t con efectos no paramétricos) ,
ya que esto indica que si hay relación entre la variable explicativa y la de respuesta, solo
que la relación es no lineal. Para estar seguro de la ganancia del modelo que se propone,
se calculan los criterios de información bayesiana (BIC) y el criterio de Akaike (AIC)






































































































Figura 3.10. Ajuste del modelo Log-Bs Censurado para los datos de fatiga en la prueba de tensión
(A) y Ajuste del modelo Log-Bs Censurado con efectos no paramétricos para los






































































































Figura 3.11. Ajuste del modelo Log-Bs-t Censurado para los datos de fatiga en la prueba de
tensión (A) y Ajuste del modelo Log-Bs-t Censurado con efectos no paramétricos
para los datos de fatiga en la prueba de tensión (B)
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las Figuras (3.10) y (3.11) muestran el ajuste para los datos de fatiga en la prueba de
tensión de los modelos Log-BS censurado, Log-BS Censurado con efectos no paramétricos,
Log-BS-t(4) censurado y Log-BS-t(4) Censurado con efectos no paramétricos, note que el
ajuste de ambos modelos (por gráfica) es distinto, esto se debe a que el modelo propuesto
(gráfica B) posee efectos no paramétricos los cuales hacen complicado la comparación de
los residuales con respecto a los modelos (gráfica A) paramétricos. Mientras en la figura
(3.10(B)) y (3.11(B)) se comparan el ajuste con bandas de confianza de los cuantiles 2.5 %
y 97.5 %, las figuras (3.10(A)) y (3.11(A)) permiten observar el ajuste del modelo con la
curva de la distribución normal teórica, por lo que se procede a calcular el BIC (Criterio
de información bayesiano) y el AIC (Criterio de información de Akaike ) para hacer las
comparaciones de forma óptima.
Las tablas 3.5 y 3.6 presentan los valores obtenidos del BIC y del AIC para los modelos Log-
BS Censurado, Log-BS Censurado con efectos no paramétricos , Log-BS-t(4) Censurado
y Log-BS-t(4) Censurado con efectos no paramétricos, note que para ambos criterios, los
modelos Log-BS censurado y Log-BS-t(4) censurado ambos con efectos no paramétricos
brindan el mejor ajuste en los datos si se compara con los modelos paramétricos, con un
BIC de 14.112 y un AIC de 9.935 (ver en la tabla 3.5), el modelo Log-BS censurado con
efectos no paramétricos describie mejor los datos analizados en este caso, y con un BIC de
3.029 y un AIC de −1.147(ver en la tabla 3.6), el modelo Log-Bs-t(4) describe mejor los
datos analizados en este caso. Por tanto se puede conclúır que el modelo Log-Birnbaum-
Saunders-t Censurado con efectos no paramétricos y el Log-Birnbaum-SaundersCensurado
con efectos no paramétricos pueden ser usados para describir la relación entre el número




No Paramétrico 9.935 14.112
Tabla 3.5. Valores de los criterios AIC y BIC para los modelos Log-BS Censurado y Log-BS
Censurado con efectos no paramétricos
Modelo Log-Birnbaum-Saunders-t (4) Censurado
* AIC BIC
Paramétrico 10.30 14.7
No Paramétrico -1.147 3.029
Tabla 3.6. Valores de los criterios AIC y BIC para los modelos Log-BS-t(4) Censurado y Log-
BS-t(4) Censurado con efectos no paramétricos
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La tabla (3.7), muestran las diferentes estimaciones que obtuvo Nelson(1984) y Meeker &
Escobar(1998). Para hacer comparables estas estimaciones con las obtenidas en la tabla
(3.5) y la tabla (3.6) se debe sumar 187.3116 a los valores de AIC y BIC de los modelos BS
y BS-t censurados paramétricos, ya que la escala obtenida en estos modelos es logaŕıtmica,
estas estimaciones se encuentran en las tablas (3.8) y (3.9).
Estimaciones
Autores AIC BIC
Nelson (1984) 494.55 489.35
Meeker & Escobar (1998) 292.5 287.66





No Paramétrico 197.94 201.42
Tabla 3.8. Valores de los criterios AIC y BIC para los modelos Log-BS Censurado y Log-BS-t
Censurado con efectos no paramétricos comparables con los calculados por Meeker &
Escobar(1998) y Nelson(1984)
Modelo Log-Birnbaum-Saunders-t (4) Censurado
* AIC BIC
Paramétrico 197.61 202.01
No Paramétrico 186.16 190.34
Tabla 3.9. Valores de los criterios AIC y BIC para los modelos Log-BS-t(4) Censurado y Log-
BS-t(4) Censurado con efectos no paramétricos comparables con los calculados por
Meeker & Escobar(1998) y Nelson(1984)
De las tablas anteriores se pueden observar que al comparar las estimaciones de los modelos
paramétricos Log-Birnbaum-Saunders y Log-Birnbaum-Saunders-t, los criterios AIC y BIC
muestran que efectivamente existe una ganancia estad́ıstica en cuanto a las estimaciones
por este modelo con diferencia de los modelos propuestos por Meeker & Escobar (1998)
y Nelson (1984), esto es, las estimaciones son estad́ısticamente más óptimas. Ahora, si a
su vez se comparan con el modelo propuesto, se puede observar que los criterios AIC y
BIC son mucho más óptimos que si se asume que el efecto de la variable explicativa es
lineal, en otras palabras, parece que el ajuste no lineal es mucho más óptimo por lo que






A continuación se presentan los datos utilizados para el estudio del nivel de Pseudo-estrés
con respecto al número de ciclos antes de la falla. Los casos marcados con F son fallas y
los casos marcados con C son censura. (Tomado de Nelson(1990), página 272 )
Pseudo-estrés K-Ciclos Estado Pseudo-estrés K-Ciclos Estado
80.3 211.629 F 99.8 43.331 F
80.6 200.027 F 100.1 12.076 F
80.8 57.923 C 100.5 13.181 F
84.3 155.000 F 114.8 21.300 F
85.2 13.949 F 114.8 21.300 F
85.6 112.968 C 116.4 15.616 F
85.8 152.680 F 118.0 13.030 F
86.4 156.725 F 118.4 8.489 F
86.7 138.114 C 118.6 12.434 F
87.2 56.723 F 120.4 9.750 F
87.3 121.075 F 142.5 11.865 F
89.7 122.372 C 144.5 6.705 F
91.3 112.002 F 145.9 5.733 F
Tabla A.1. Ciclos de fatiga de espećımenes a base de Nı́quel bajo un nivel de Pseudo-estrés (En
unidades de miles de ciclos hasta la falla.)
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## 0.5, 1, 1,5, 2
alpha <- 1.5
x <- sort(round(runif(n),digits=1))














z <- (y - eta)/2
alpha <- exp(theta[ncol(N)+1])





z <- (y - eta)/2
alpha <- theta[ncol(N)+1]





y <- eta + asinh((alpha/2)*rnorm(n))*2
## 0.00003, 0.0003, 0.003





H <- N%*%solve(t(N)%*%N + exp(lambda)*K)%*%t(N)
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g0 <- solve(t(N)%*%N + lambda*K)%*%t(N)%*%y_k
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A.3. Algoritmo de Regresión log-Birnbaum-Saunders censu-
rado paramétrico y no paramétrico con censura no in-
formativa.
A.3.1. Datos de fatiga de bajo ciclo para una prueba de tensión controlada














-log(sqrt(2*pi)*2) + log(xi1) - xi2^2/2
}
loglikBS <- function(theta){
p <- length(theta) - 1





p <- length(theta) - 1
z <- (y - X%*%theta[1:p])/2
alpha <- theta[p+1]
AIC <- -2*sum(dBS(z,alpha)*(1-delta) + log(sBS(z,alpha))*delta)
+ 2*(p+1)





p <- length(theta) - 1
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salidaBS <- try(optim(c(beta,log(alpha)), loglikBS, method="BFGS"),silent=TRUE)
parBS <- salidaBS$par
parBS[length(parBS)] <- exp(salidaBS$par[length(parBS)])














z <- (y - eta)/2
alpha <- exp(theta[ncol(N)+1])





z <- (y - eta)/2
alpha <- theta[ncol(N)+1]
gl <- sum(diag(solve(t(N)%*%N+lambda*K)%*%t(N)%*%N))
AIC <- -2*sum(dBS(z,alpha)*(1-delta) + log(sBS(z,alpha))*delta) + 2*(gl+1)







z <- (y - eta)/2
alpha <- theta[ncol(N)+1]
-sum(dBS(z,alpha)*(1-delta) + log(sBS(z,alpha))*delta) + (1/2)*lambda*t(g)%*%K%*%g
}
lambda <- 50000
g0 <- solve(t(N)%*%N + lambda*K)%*%t(N)%*%y
salidaBS <- try(optim(c(g0,log(alpha)), loglikBS, method="BFGS"),silent=TRUE)
parBS <- salidaBS$par
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parBS[length(parBS)] <- exp(salidaBS$par[length(parBS)])










A.4. Algoritmo de Regresión log-Birnbaum-Saunders-t(4)
censurado paramétrico y no paramétrico con censura
no informativa.
A.4.1. Datos de fatiga de bajo ciclo para una prueba de tensión controlada
de 26 espećımenes ciĺındricos a base de ńıquel.
nu <- 4





+ log(xi1) - ((nu + 1)/2)*(log(xi2^2 + nu) - log(nu))
}
loglikBSt <- function(theta){
p <- length(theta) - 1





p <- length(theta) - 1
z <- (y - X%*%theta[1:p])/2
alpha <- theta[p+1]
AIC <- -2*sum(dBSt(z,alpha)*(1-delta) + log(sBSt(z,alpha))*delta) + 2*(p+1)
BIC <- -2*sum(dBSt(z,alpha)*(1-delta)




p <- length(theta) - 1
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salidaBSt <- try(optim(c(beta,log(alpha)), loglikBSt, method="BFGS"),silent=TRUE)
parBSt <- salidaBSt$par
parBSt[length(parBSt)] <- exp(salidaBSt$par[length(parBSt)])














z <- (y - eta)/2
alpha <- exp(theta[ncol(N)+1])





z <- (y - eta)/2
alpha <- theta[ncol(N)+1]
gl <- sum(diag(solve(t(N)%*%N+lambda*K)%*%t(N)%*%N))
AIC <- -2*sum(dBSt(z,alpha)*(1-delta) + log(sBSt(z,alpha))*delta) + 2*(gl+1)







z <- (y - eta)/2
alpha <- theta[ncol(N)+1]
-sum(dBSt(z,alpha)*(1-delta) + log(sBSt(z,alpha))*delta) + (1/2)*lambda*t(g)%*%K%*%g
}
lambda <- 50000
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g0 <- solve(t(N)%*%N + lambda*K)%*%t(N)%*%y
salidaBSt <- try(optim(c(g0,log(alpha)), loglikBSt, method="BFGS"),silent=TRUE)
parBSt <- salidaBSt$par
parBSt[length(parBSt)] <- exp(salidaBSt$par[length(parBSt)])











• El modelo de Regresión Log-Birnbaum-Saunders con efectos no paramétricos y cen-
sura no informativa brinda estimaciones robustas y siempre se aproxima al valor real
siempre y cuando el parámetro de escala sea pequeño y el porcentaje de censura no
sea grande mayor al 40 % de los datos o cuando el parámetro de escala es grande
y el porcentaje de censura es pequeño, es decir, si se tiene porcentajes de censura
mayores al 50 % y un parámetro de escala grande el modelo converge pero no arroja
estimaciones que se aproximen al verdadero valor de la curva, por tanto seŕıa impor-
tante seguir estudiando este tipo de modelos con la convicción de obtener mejores
aproximaciones a la hora de relajar los supuestos del modelo, tener censura en los
datos y adicional a ello que las variables explicativas de las cuales se sospechen que
posean un efecto no lineal.
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