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Abstract. Sign change problem (SCP) in multivariate Quantitative Structure-Activity/Property Relation-
ships (QSAR/QSPR) is the inconsistency in the direction of association between molecular descriptors 
and the dependent variable. Sign change is observed when the signs of the elements of the reference vec-
tor (correlation vector for the data set obtained from variable selection) are compared to the signs of the 
elements of all correlation and regression vectors related to a model. SCP check in this work, named Inte-
gral SCP (ISCP) check, is established to be a general effective anti-SCP procedure, consisting of five 
check levels. Twelve diverse QSAR/QSPR data sets from literature were tested, and performance of  
data sets, models and descriptors was assessed by qualitative labeling systems. Most data sets  
and models did not have satisfactory performance, what is discussed in terms possible data and model  
remedy. 
Keywords: sign change, direction of association between two variables, correlation, molecular descriptor, 
dependent variable, multivariate model  
 
INTRODUCTION 
Quantitative Structure-Activity Relationship (QSAR) and 
Quantitative Structure-Property Relationship (QSPR)1–5 
are usually a multivariate (rarely a univariate) regres-
sion equation by which a macroscopic property of inter-
est y in vector form y, usually a measured biological 
activity (in QSAR) or physico-chemical property (in 
QSPR) of n chemicals, is modeled from m ≥ 2 molecu-
lar descriptors which form a matrix X. A multivariate 
regression equation obtained from Multiple Linear Re-
gression (MLR), Partial Least Squares (PLS) regression 
or other multivariate regression method,1,2,4,6,7 has a gen-
eral form in which the vector of the predicted property y 
( ŷ ) is calculated from descriptors xj (vectors xj), after 
regression coefficients α and βj have been determined:  
1 1 2 2ˆ ,
1, 2, ,
m m j j
j
α β β β α β
j m
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 (1) 
Selected independent variables xj i.e. molecular 
descriptor, have important features in relation to y, such 
as interpretability, easy generation for future applica-
tions, and statistically significant correlation to y, which 
can be expressed via simple linear regression for the j-th 
descriptor: 
ˆ , 1, 2, ,j j j jα β j m  y x   (2) 
Regression coefficients are αj = 0 and βj = rj when 
the data are autoscaled. The Pearson correlation coeffi-
cient rj for the j-th descriptor is a statistical index, which 
measures the degree and direction of the association of 
variables xj and y. The final QSPR/QSAR model is 
obtained after the variable selection procedure and satis-
factory performance in various statistical methods 
known as model validations.1,4,8–14  
One can notice for a univariate regression (Equa-
tion 2) that 
sign ( ) sign ( )j jβ r  (3) 
and, naturally expects for a multivariate model that 
sign ( ) sign ( )j jβ r  (4) 
i.e., the signs of regression coefficients from the simple 
(univariate) and multivariate regression equations are 
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the same for a particular descriptor. In general, it is 
expected that the signs of all regression and correlation 
coefficients for the j-th descriptor are preserved i.e., 
they are equal to that of rj, regardless of data set used 
(complete, training, external validation or other set). 
Sign change problem (SCP) or lack of internal incon-
sistency in a multivariate QSAR/QSPR modeling has 
been reported and discussed15,16 as the lack of preser-
vation of these signs. In other words, a descriptor un-
dergoes sign changes when the signs of its correlation 
and regression coefficients for studied data sets are 
different from the sign of the respective correlation 
coefficient rj for the data set that was obtained from 
variable selection (reference data set). A multivariate 
regression model is considered free of SCP when there 
is no sign change for all of its descriptors. The essence 
of the SCP check is to ensure that the j-th molecular 
descriptor xj in a QSPR/QSAR model is physically 
realistic, i.e. it is based on real properties of pure sub-
stances. Descriptors must have statistically defined 
direction of correlation in all linear regressions, i.e. the 
correlation is either positive or negative. Thus, when xj 
is increasing, y must either increase or decrease, it is 
not possible that both trends exist at the same time. 
This is the natural imperative for chemical problems 
such as synthesis of new compounds, selection among 
existing compounds, docking procedures and intermo-
lecular interaction studies. 
In the period from 2007 to 2009, the author of this 
study participated in a line of research on QSAR/QSPR 
model validation,4,14,17–19 during which the sign change 
problem has been identified as a serious obstacle in 
obtaining chemically realistic regression models. As a 
natural consequence, a simple SCP check15 was intro-
duced in 2010 to be a tool for rapid SCP detection and 
elimination, and then extended to a more advanced SCP 
check16 in 2012. SCP check has been already applied by 
some researchers,20–24 whilst for other QSAR/QSPR 
groups it served to make them more aware of the danger 
of SCP.25–28 In this work, the previous SCP check16 is 
substantially extended to Integral SCP (ISCP) check. 
The aim of the ISCP check is to detect false or partially 
deficient regression models in terms of descriptors’ sign 
changes (in further text: the sign changes), and to identi-
fy useless or ill-constructed data sets which were used 
to build such models, and remedy the models and data 
sets whenever possible. ISCP check consists of five 
levels, which are introduced to become a general and 
effective anti-SCP tool, once standard model validations 
are not efficient to identify, eliminate or minimize the 
sign changes.15 For this purpose, ISCP check tutorial is 
given, twelve examples of diverse QSAR/QSPR models 
and data sets are tested, and the resulting performance is 
discussed with possible anti-SCP remedy.  
METHODS  
ISCP Check Levels: A Tutorial  
General Remarks  
If a research includes two or more reference regression 
data sets and models, then the ISCP procedure must be 
applied for each reference data set and model.  
ISCP check should be performed between variable 
selection and model validations. Based on the perfor-
mance of data set and model of interest in the ISCP 
procedure, researcher decides either to proceed to model 
validation or go back to variable selection and eventual 
data set modification.  
For the ISCP procedure, one should provide the 
maximum possible number of data sets and models in 
relation to the model of interest. If the complete data set 
or split data were not used, they should be employed to 
build models, regardless that they could not be of the 
primary interest. More data sets and models based on 
the same variable selection give better insight into the 
structure of data and quality of modeling.  
 
Level 1 – Simple SCP Check  
ISCP check level 1 was the first SCP check,15,16 carried 
out for fifty-two QSAR/QSPR data sets. It consists of 
calculating correlation vectors of descriptor – y relation-
ships for all data sets, as well as regression vectors of 
the respective regression models, and comparing all 
these vectors to the correlation vector for the data set 
that resulted from variable selection. For example, if the 
model and the data set obtained from variable selection 
include all samples (n samples), then these are the refer-
ence model and the reference data set, respectively, 
yielding one correlation and one regression vector. Pos-
terior data split into training set (nt samples) and exter-
nal validation set (ne samples) produces a new regres-
sion vector and correlation vector for the training set, 
whilst the correlation vector for the external validation 
set is calculated when the set is sufficiently large (for 
example, having seven or more samples15). Then, all 
correlation and regression vectors are compared to the 
reference correlation vector element-by-element, includ-
ing the regression vector of the reference model. If the 
complete data set was first split, variable selection was 
carried out and the regression model was built, then the 
data set and model are the reference ones, and the corre-
lation vector is the reference vector. All other regression 
and correlation vectors are compared to this one in 
terms of the signs of their elements, meaning that com-
plete comparison is made for each descriptor. The num-
ber or count of sign changes with respect to the refer-
ence vector gives the sign change absolute frequency, 
which has to be zero for a QSAR/QSPR model of ac-
ceptable performance. 
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Level 2 – Full SCP Check 
ISCP check level 2 has been carried out for three QSPR 
data sets and described in details previously.16 The full 
SCP check consists of calculating regression vectors for 
all submodels, where a submodel is any model having 
two or more (at most m) selected descriptors. The ob-
tained vectors are compared to the reference vector in 
the same way as in the simple SCP check. The idea of 
this check is to confirm the internal consistency of  
the model that was obtained from variable selection,  
the reference model: the model with m descriptors is 
always decomposed into submodels with zero sign 
change frequency. For m selected descriptors, the 
numbers of all combinations giving bivariate, trivariate,  
etc. l-variate models up to the final m-variate model  
are binomial coefficients, which can be calculated as  
l-combinations (l > 2) for m elements, or simply used as 
elements of the (m + 1)-th row of Pascal’s triangle, with 
exception that the first two elements of this row must be 
discarded. Therefore, the number of all tested multivari-
ate models is 2m – m – 1, obviously growing predomi-
nantly exponentially with m, and meaning that chances 
for sign changes are greatly augmented for complex 
regression models. Table 1 shows how the number of 
multivariate submodels, number of regression coeffi-
cients and the number of the coefficients per descriptor, 
grow with m. It is easy to test all submodels in case of 
MLR, but when a more complex regression method is in 
question, carrying out the same computational proce-
dure for all submodels can be tedious. For example, 
PLS requires determination of the optimal number of 
latent variables for all submodels. 
 
Level 3 – Extended SCP Check  
The idea of this new check is to extend the full SCP 
check to a larger set of descriptors and so, to obtain 
statistically more reliable report on SCP performance 
the model of interest and of selected descriptors. This 
goal can be achieved using a descriptor pool (level 3a) 
or its well-defined subset (level 3b). For this purpose, 
two descriptor sets are formed at each level: set of se-
lected descriptors (XS), and the set containing the pool 
or its subset with exclusion of selected descriptors (XP). 
Then, the extended SCP check is carried out for each 
selected descriptor to determine its respective sign 
change frequency. The extended SCP check for a par-
ticular descriptor consists of building MLR models: 
bivariate models for all variables in XP, then trivariate 
models for all combinations of two variables from XP 
etc. For example, using information from Table 1, one 
can calculate binomial coefficients so that for XP with 
mP descriptors there will be mP bivariate models, 
mP(mP – 1) / 2 trivariate and mP(mP – 1)(mP – 2) / 6 tetra-
variate models for each selected descriptor from XS. 
Descriptor sign change frequency is the count of sign 
changes in regression coefficients for a particular  
selected descriptor, and not for descriptors from XP.  
The complexity of MLR models in the procedure is 
determined by limiting factors: large number mP, too 
long calculation time, computational and memory  
limits, and the impossibility to build all MLR models 
for certain descriptor combinations (high multicolline-
arity, descriptors with mostly constant values etc.).  
The reference model has satisfactory performance in 
extended ISCP check when its sign change frequency is 
very small.  
 
Level 4 – Randomization SCP Check  
Many published QSAR/QSPR models cannot be well-
checked at previous ISCP levels, especially when the 
number of calculated descriptors is small, there are no 
available data for all ISCP check levels (external valida-
tion set, descriptor pool or its subset), the final regres-
sion equation is univariate, and there is only one regres-
sion model published, among other difficulties. The idea 
of this novel SCP check for a model built for n samples 
is to overcome the difficulties, by using descriptors 
obtained in a large number of random permutations of 
Table 1. Dependence of the number of multivariate submodels, number of regression coefficients and number of regression 
coefficients per descriptor on the number of selected descriptors m 
m Submodels(a) Regression coefficients Regr. coeff. per descriptor 
2 1 2 1 
3 3 + 1 = 4 9 3 
4 6 + 4 + 1 = 11 28 7 
5 10 + 10 + 5 + 1 = 26 75 15 
6 15 + 20 + 15 + 6 + 1 = 57 186 31 
7 21 + 35 + 35 + 21 + 7 + 1 = 120 441 63 
8 28 + 56 + 70 + 56 + 28 + 8 + 1 = 247 1016 127 
9 36 + 84 + 126 + 126 + 84 + 36 + 9 + 1 = 502 2295 255 
10 45 + 120 + 210 + 252 + 210 + 120 + 45 + 1 = 101 5110 511 
(a) Total number of submodels for a given value of m is shown as the sum of the numbers of all l-variate models, where numbers of 
bivariate, trivariate, tetravariate, etc. models are added sequentially from left to right. 
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the samples’ position vector p (its transpose is pT =  
[1, 2, 3, …, n]). The random descriptors are used in 
combination with each selected descriptor to build biva-
riate MLR models. As at the SCP level 3, sign changes 
are counted for each selected descriptors in all models, 
and not for random descriptors. In this SCP check a 
sufficiently large number of random descriptors has to 
be generated, among which some appear with signifi-
cant correlation to y, so that the sign change can be 
provoked in deficient QSAR/QSPR models. The maxi-
mum number of random descriptors (random vectors) 
used depends on m, n, descriptor distributions, de-
scriptor - y bivariate distributions and other intrinsic 
data properties. Therefore, one should scan the refer-
ence model, by making usually a set of 10, 25, 50, 100, 
200, 500, 1,000, 2,000, 5,000, 10,000, 20,000, 30,000 
and much more random descriptors (Nrv – number of 
random vectors). Each set will be used to test all the 
selected descriptors. For each set i.e. for each value of 
Nrv, the correlation coefficient for randomization (ρrd), 
defined as the average of the absolute values of the 
maximum and minimum correlation coefficients for 
random descriptor - y relationships, is calculated. An-
other parameter is calculated for each value of Nrv: the 
relative sign change frequency for all selected de-
scriptors (fSC). Using a table with values of Nrv, fSC and 
ρrd, it is possible to identify QSAR/QSPR models with 
satisfactory performance. If sign change appears at 
small values of ρrd or Nrv, the model has poor perfor-
mance, while if sign change occurs only at high values 
of these parameters, then the model has a satisfactory 
performance. The level variant 4a is directed to find the 
smallest value of Nrv, whilst the level variant 4b identi-
fies the smallest value of ρrd, at which sign change starts 
occurring constantly. Values ρrd = 0.40 and Nrv = 100 
are proposed as reasonable empirical thresholds.  
 
Level 5 – t- and F-tests  
In a previous study15 independent variables in 
QSAR/QSPR were divided into noise or “trash” varia-
bles and descriptors, depending whether their absolute 
values of correlation coefficients with respect to y were 
smaller or greater than the empirical threshold 0.30, 
respectively. To this criterion a new one is added in this 
work, t- and F-tests for determination of statistical sig-
ificance of descriptor - y linear relationships (Equation 
2), motivated by the fact that several QSAR/QSPR 
studies do not incorporate it in usual data set analysis.15 
It consists of two levels: 1) level 5a – t-test for αj, which 
is rarely used test in QSAR/QSPR; and 2) level 5b,  
t-test for βj and F-test, which are two tests not so rarely 
used in QSAR/QSPR. Although mathematically equiva-
lent, t- and F-tests do not always give exactly the same 
results because of differences in propagation of calcula-
tion errors. In this work, qualitative labeling system for 
statistical significance at 95 % confidence interval, 
based on p-values, was adopted from GraphPad statisti-
cal software.29 Variables characterized as having not 
statistically significant (NSS: p > 0.10) or not quite 
statistically significant (NQSS: 0.05 < p < 0.10) rela-
tionship to y are considered noise variables, whilst vari-
ables with statistically significant (SS: 0.01 < p < 0.05), 
very statistically significant (VSS: 0.001 < p < 0.01) and 
extremely statistically significant (ESS: p < 0.001) rela-
tionship to y are considered descriptors. At level 5a, 
QSAR/QSPR model has poor performance if at least 
significant fraction of variables fails in this test, whilst 
the level 5b is a more rigorous criterion. It is important 
to emphasize that all models i.e., data used for all mod-
els inspected, must be checked at level 5. This ISCP 
check enables identification of noise variables,15 which 
can undergo sign changes (unstable noise appears due to 
data splitting or modeling) or can be stable (hidden and 
real noise, with significant and not significant contribu-
tion to the model, respectively). ISCP check level 5 can 
also point out descriptors undergoing sign change due to 
data splitting (quasi descriptor), whilst descriptors with 
sign changes (anti descriptors) are idetified at all SCP 
check levels 1–5. By applying the complete ISCP pro-
cedure, identified good (real) descriptors are ready to be 
used in further QSAR/QSPR analysis, and deficient 
(quasi and anti) descriptors can be eventually remedied 
with other data splitting, outlier removal, or descriptor 
transformation.  
 
Additional Checks  
Three additional checks are recommended joint to the 
ISCP procedure. First, it is the check whether there are 
descriptors with very small regression coefficients 
(Equation 1). Such descriptors have no significant con-
tribution to the multivariate model. When using au-
toscaled data, βj values are scale-independent.  
Other very important test is graphical inspection 
of bivariate descriptor - y plots for all data sets to see 
whether there are problems with variable distribution, 
outliers and distinct groups of samples, non-linearity, 
and artificially high correlations, among others.15 In 
general, graphical inspection of relationships between 
variables is not less important than numerical 
checks.30,31  
Third check is for descriptors whose absolute val-
ues of correlation coefficients relative to y are signifi-
cantly smaller than the threshold of 0.30, regardless of 
the results from the ISCP check levels 5a and 5b. It is a 
practical aid in QSAR/QSPR research to eliminate 
falsely relevant descriptors.14,15  
 
Performance Qualitative Labeling Systems  
ISCP check is a complex tool that provides calculation 
of several statistical indices for descriptors, models  
and regression coefficients. Usage of these indices is  
not very simple and therefore, performance qualitative 
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labeling systems are proposed. Because the labeling 
systems can be well explained when used for concrete 
examples, i.e. results from ISCP check levels, appropri-
ate places are dedicated to the labeling systems in sec-
tion Results and discussion. The performance qualita-
tive labeling systems can be used in a QSAR/QSPR 
research, to compare various models and see which one 
has the best performance, in the same way as is shown 
for twelve data sets and models in the present work.  
 
Data Sets and Regression Models  
Data Set A  
This medium-size QSPR data set was published by 
Kiralj and Ferreira.17 It consists of five electronic (Ee, 
ECC, ΔHL, QC2mul, QOmul) and three structural (σb, σr, DCC) 
descriptors. Two PLS models were constructed and used 
to predict δ, the 17O carbonyl chemical shift in substitut-
ed benzaldehydes. A PLS model with 50 samples re-
sulted from variable selection, and another model was 
based on posterior data split, with 40 and 10 samples in 
the training and external validation set, respectively. 
Descriptor pool contained 109 variables that were based 
on chemical knowledge of heteroaromatic compounds. 
An initial subset of 51 descriptors had absolute values 
of correlation coefficients for descriptor - y relationships 
(|rj|, Equation 2) greater than 0.60, which was the basis 
for the ISCP check levels 3a and 3b with 101 and 43 
descriptors in the matrix XP, respectively. The two PLS 
models were validated previously by various methods,14 
and inspected by the simple SCP check for the reference 
model, for which no sign change has been observed.15 In 
this work, ISCP check levels 2–5 were applied to data 
set A and the models, and more comprehensive analysis 
of the descriptors and models in terms of sign changes is 
reported. 
 
Data Set B  
This small QSPR data set for 23 samples (polycyclic 
aromatic hydrocarbons, PAHs, including benzene) was 
published by Ferreira,32 consisting of four descriptors: 
electronic (EA), steric (SArea) and topological (Log(W), 
Xe). Two PLS models, model 4 from variable selection 
and its externally validated analogue with 16 training 
samples,32 were built with the purpose to predict boiling 
points Tb of PAHs. Model 4 was later checked by sim-
ple and full SCP checks,16 by which no sign change has 
been detected. Descriptor pool consisted of 14 variables, 
generated from chemical knowledge of PAHs, meaning 
that matrix XP contained 10 descriptors. Therefore, the 
ISCP check levels 3a, 4 and 5 were performed in this 
work.  
 
Data Set C  
This is a QSPR-type (more exactly: LFER, Linear Free 
Energy Relationship) data set of moderate size (64 sam-
ples and five descriptors), which was published by 
Sprunger et al.,33 and used to build an MLR model 
(model from Equation 10)33 to predict LogPx,CTAB/water, 
logarithm of micellar phase-water partition coefficient 
of diverse solutes. Descriptors were rationally generated 
according to LFER theory and therefore, no additional 
variables existed in the descriptor pool: electronic: (E, 
S), steric (V) and hydrogen bonding properties (A, B) of 
solutes. Only the fitting performance of the model was 
reported, and no standard model validations were car-
ried out.33 Data split into 44 training and 20 external 
validation samples was made, and a new MLR model 
was constructed by Kiralj and Ferreira and inspected by 
the simple SCP check,15 and later the full SCP check.16 
Both sign checks have shown that data set C and the 
respective MLR models were based on sign changes. In 
this work, ISCP check levels 4 and 5 were carried out. 
 
Data Set D  
This is a larger QSPR data set consisting of five 
electrotopological descriptors of the MEDV type 
(Molecular Electronegativity Distance Vector 
descriptors: x15, x25, x26, x27, x36) for 114 samples, 
generated by Qin et al.34 and used to predict logBCF, 
logarithm of bioconcentration factor of diverse nonpolar 
organic compounds. The reference MLR model (model 
2, Equation 7)34 and its externally validated analogue 
(Equation 8, with 85 training and 29 external samples)34 
were constructed with very rudimentary validation. The 
simple and full SCP checks were carried out by Kiralj,16 
revealing the presence of sign changes in the models. 
Other ISCP check levels were applied in this work, but 
since there were no data available for the 
electrotopological descriptor pool (15 descriptors),34 the 
ISCP check level 3 could not be performed.  
 
Data Set E  
This is a small QSAR-related (more exactly: QSAAR, 
Quantitative Structure-Activity-Activity Relationship) 
data set, containing three independent variables: elec-
tronic (LUMO) and constitutional (NO) molecular de-
scriptors, and biological activity (Human liver) for 23 
diverse toxic chemicals. It was published by Lessigi-
arska et al.35 and used to build an MLR model (model 8) 
to predict logarithm of human toxicity (HAP). The 
model had only rudimentary validation. Data split into 
18 training and 5 external validation samples was made 
by Kiralj and Ferreira,15 and a new MLR model was 
constructed and validated by the simple SCP check, by 
which sign change was not detected but a hidden noise 
variable was identified. Descriptor pool35 had more than 
250 variables, and only a part of it was published. In 
this work, the ISCP check level 3b with only 19 de-
scriptors in XP, and check levels 4 and 5 were carried 
out.  
 
Data Set F  
This small QSAR data set consists of four electrotopo-
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logical descriptors of the MEDV type (x1, x7, x29, x52) for 
21 samples (cyclooxygenase-2 inhibitors), and was 
published by Liu et al.,36 and used to build two MLR 
models: one based on variable selection (Equation 3), 
and the other one as its externally validated analogue 
model (Equation 4: 15 and 6 samples in the training and 
external validation sets, respectively).36 The models 
were validated by certain methods, and used to predict 
50 % drug activity in logarithmic form, pIC50. De-
scriptor pool of 91 electrotopological descriptors and its 
subsets were not published and therefore, in this work 
only the ISCP check level 3 could not be carried out. 
 
Data Set G  
This is a larger QSAR data set for 153 polar narcotics 
from the phenol class, with 50 % toxic activity against 
T. pyriformis in logarithmic form (log1/IGC50), as pub-
lished by Aptula et al.37 for classification purposes. It 
contains five molecular descriptors: electronic (Ehomo, 
Elumo) and constitutional (Nhdon) descriptors, lipophilicity 
(logKow) and basicity (pKa). The first MLR model with 
certain model validation and modest external validation 
was published by Yao et al.38 More rigorous external 
validation was carried out by Kiralj and Ferreira,14 by 
building two more models, with 75 and 78 samples in 
the training and external sets and vice versa (roles of the 
sets were exchanged), and validating with other stand-
ard model validations. The simple SCP check for the 
data set with 75 samples and the respective MLR mod-
el15 has revealed the presence of sign changes, as well as 
problematic descriptors with no statistically significant 
relationship to the dependent variable. The original 
descriptor pool, consisting of seven descriptors generat-
ed from chemical knowledge of phenols, was not pub-
lished.37 In this work, ISCP check levels 2, 4 and 5 were 
carried out.  
 
Data Set H  
This QSAR data set is small, containing four descriptors 
(steric: M04 and M11; shadow: S6’; and shadow-
structural: P5X) for 21 oral progesterones with progesta-
tional activity relative to norethisterone (IC50), as pub-
lished by Kiralj and Ferreira.39 It was used to build a 
PLS model (model Id),39 which was validated by certain 
methods. The original publication39 contained descriptor 
pool (33 descriptors) and its subset related to model Id 
(15 descriptors). In this work, all the ISCP check levels 
were carried out, including the check levels 3a and 3b 
with 31 and 11 descriptors in the matrix XP, respectively.  
 
Data Set I 
This is a QSPR data set of moderate size, containing 
eight simple descriptors (S1, S2, S3, S4, S5, S6, S7, S8), 
indicator variables with values 0 and 1 for the absence 
and presence of chloro-substituents, respectively, in 62 
polychlorinated naphthalenes, as published by Yin et 
al.40 It was employed to build an MLR model (model 
M1/M2, Equations 2, 3)40 for prediction of a chromato-
graphic retention index (RI). The model was validated 
only by leave-one-out cross-validation. In this work, all 
the ISCP check levels were performed, with exception 
of the level 3 due to the lack of the descriptor pool. This 
type of data set, indicator variables that have only two 
distinct values, has been discussed previously as not 
recommendable for QSAR/QSPR studies.14,15 Data set I 
is validated in this work because such data set type still 
appear in current QSAR/QSPR literature.  
 
Data Set J  
This QSPR data set was recently published by Ah-
madi.41 It consists of four descriptors of topological 
(IC5, LP1) and steric (E1v, RDF125m) nature, which 
were used to predict logarithm of the association con-
stant (logK) of 53 macrocycles with sodium cation, via 
an MLR model with rudimentary validation. Data set J 
is the only one in this work as an example in which the 
reference data set i.e., the data set obtained from varia-
ble selection, has been obtained after data splitting of an 
essential descriptor pool subset. Therefore, the MLR 
model with 40 training and 13 external validation sam-
ples is the reference one, and is tested with the ISCP 
procedure. The descriptor pool (more than 350 de-
scriptors) was not published.27 MLR model using the 
complete data set (53 samples) is built in this work, and 
was inspected at the ISCP check levels 1, 2, 4 and 5.  
 
Data Set K  
This is an example of a larger QSPR data set, with ten 











Ab–Σβ2O, μ4Pols) for 232 
samples, organic compounds from at least fifteen di-
verse classes. It was generated by Pérez-Garrido et al.42 
and used to build an MLR model to predict logarithm of 
the stability constants (logK) of β-cyclodextrin with 
diverse chemicals. The authors presented only an exter-
nally validated model (185 training and 47 external 
samples) that was extensively validated. It is unclear 
what was the exact size of the descriptor pool.28 The 
check level 1 for this data set was reported previously.15 
The model for the complete set i.e., that one resulting 
from variable selection was not published and therefore. 
It is constructed in the present work and considered as 
the reference model. The model is tested by all SCP 
check levels except for the levels 3a and 3b due to the 
lack of the descriptor pool and its subsets.  
 
Data Set L  
This is even a larger QSAR data set, consisting of four 
descriptors (constitutional: nX, nCaH; topological: 
CIC0; and electronic: HOMO) for 460 diverse volatile 
organic chemicals. It was published by Gramatica et 
al.,43 and used to build an MLR model to predict loga-
rithm of the rate constant for hydroxyl radical tropo-
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spheric degradation of chemicals, –log k(OH). This data 
set is somewhat similar to data set K: the reference 
model was not reported by the authors although it was 
obtained from variable selection and, the published 
model (model 4)43 was based on data split (234 train-
ing and 236 external samples) and extensively validat-
ed. The reference model was tested previously15 at the 
ISCP check level 1. In this work, ISCP check levels 2, 
4a, 4b, 5a and 5b are performed, with addition of a 
new model with switched roles of the split subsets (i.e. 
236 training and 234 external samples), as has been 
done for data set G. Descriptor pool of 1308 de-
scriptors was not published.43  
 
Computational Procedures  
Data were autoscaled prior to any calculation, and then 
used to reproduce selected PLS and MLR models from 
the literature. The choice of PLS and MLR is justified 
by the fact that these are the two commonest regression 
methods employed in QSAR/QSPR.44 Regression and 
other statistical analyses as well as diverse calculations 
were done by using programs Pirouette (version 4.0)45 
and Scilab (version 5.4.0),46 and statistical significance 
in t- and F-tests was checked by online software 
GraphPad.29  
For generating random vectors, grand function in 
Scilab was used. The sign change of regression coeffi-
cients βij of the j-th descriptor (Equation 1) in ν 
regressions (i = 1, 2, ..., ν) was counted by introducing 
the sign matrix with elements Sij = sign(βij), and then 
using a simple formula: 











Determination of thresholds in the random SCP 
check, depending mainly on the number of samples n, 
was carried out as illustrated in Figure 1. It is visible 
that the correlation coefficient ρrd has an asymptotic-like 
behavior for each data set, i.e. after a certain region of 
values of the number of randomized vectors Nrv it grows 
very slowly. For large n, it is practically impossible to 
pass the threshold ρrd = 0.40 without a large computa-
tional time and memory expense. On the other hand, 
small data sets easily pass the threshold at very small 
values of Nrv. More intuitive plots illustrate the nature of 
the ISCP check level 4, such as the sign change count 
(absolute sign change frequency NSC) depending on Nrv 
(Figure 2) and on ρrd (Figure 3), or relative sign change 
frequency (fSC) depending on Nrv (Figure 4). It is visible 
that models based on problematic data sets exhibit sign 
changes even for small number of randomized vectors, 
and this trend is emphasized in linear (Figure 2) and 
vertical asymptotic form (Figure 3), independently of 
the number n. In terms of fSC, sign changes stabilize 
only at high values of Nrv (Figure 4). Figures 1 – 4 show 
no regularity with respect to the number of selected de-
scriptors m, which varies from 3 to 8 for data sets A – L. 
Nine smaller data sets (A – F, H – J) were tested up to 
Nrv = 200,000, whilst for larger data sets (G, K, L) the 
maximum values of Nrv were smaller due to computa-
tional time and memory limits. 
 
RESULTS AND DISCUSSION 
Performance of Data Sets and Models in the ISCP 
Check  
General Considerations  
A complete example of carrying out the ISCP procedure 
is given for data set A in Tables S1–S15 in Supple-
mental Material. ISCP check results for this data set are 
organized in two tabular forms: summary of data set and 
model statistics, and summary of descriptor statistics, as 
shown in Tables 2 and 3, respectively. Statistics sum-
mary for other data sets is in Tables S16 – S37 in Sup-
plemental Material. In general, data set and model per-
formance in the ISCP procedure should be used to de-
cide about the tested data set, model of interest and 
descriptors, as is shown in Tables 1 – 6: to go to the next 
step (model validation) or go back to variable selection 
and eventual data modification. 
The data set and model statistics summary consists 
of three types of statistics for each ISCP check level: 
model statistics, descriptor statistics, and regression 
coefficient statistics. Each statistics can be expressed in 
two equivalent forms, as the relative sign change fre-
quency i.e., fraction (sign change count)/(total count) 
for models, descriptors and regression coefficients, and 
Figure 1. Dependence of the correlation coefficient for ran-
domization (ρrd) on the number of random vectors (Nrv) and
number of samples in data sets (n). Threshold ρrd = 0.40 is
marked by a dotted line.  
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also as the percentage value (given in brackets). Only 
for the ISCP check level 4b another quantity is reported, 
the value of ρrd at which sign change starts occurring 
regularly. Among the three statistics, descriptor statis-
tics gives an overall sign change appearance, whilst 
model statistics coincides with regression coefficient 
statistics for the ISCP check levels 3a, 3b and 4a. Zero 
sign change count in the ISCP check levels 1, 2 and 4 is 
a requirement for real models with satisfactory perfor-
mance. However, it is practically impossible to expect 
that no sign change will occur at the ISCP levels 3a and 
3b and therefore, up to 10 % relative sign change fre-
quency is reasonable to tolerate for models with satis-
factory performance (Table 4). 
The most quantitative measure for sign changes in 
Table 2 is the regression coefficient statistics, which can 
be expressed in the form of sign change fractions for 
each test (S1, S2, S3a, S3b, S4a, S5a, S5b), whilst S4a is the 
value of ρrd from the ISCP level 4a. Values of these 
indices (Table 2) can be used to characterize data set and 
model performance, by introducing for example, a five-
level performance qualitative labeling system (Table 4): 
excellent, good, acceptable, poor and extremely poor 
performance, which correspond to scores 5, 4, 3, 2 and 
1, respectively.  
Descriptor statistics (Table 3) can aid in deciding 
about the data set and model at descriptor level, such as 
excluding, replacing, or transforming descriptors or 
even excluding samples, carrying out new variable se-
lection, making new data split, excluding outliers, 
among other actions. Results from each ISCP check 
level and visual check are taken into account, reporting 
performance of every descriptor as well as of the de-
scriptor set. For descriptor set performance in visual 
check,15 the poorest descriptor performance can be used 
as a rigorous criterion: problematic (problematic bivari-
ate distribution), acceptable (some changes may im-
prove the distribution), and excellent (no need for 
change), with scores 1, 2, and 3, respectively. The values 
of descriptor performance, expressed as percentage sign 
change frequency for all ISCP check levels (except for 
the level 4b where two parameters are reported – Nrv and 
ρrd), can be used together with the visual check perfor-
mance to finally characterize descriptors by single scores 
(applying the qualitative labeling system in Table 4). 
Figure 2. Dependence of the number (absolute frequency) of
sign changes (NSC) on the number of random vectors (Nrv).
The number of sign changes is independent on the number of
samples in data sets (n). Four data sets with zero sign changes
frequencies (A, B, K, L) are not presented.  
Figure 3. Dependence of the number (absolute frequency) of
sign changes (NSC) on the correlation coefficient for
randomization (ρrd). The number of sign changes is
independent on the number of samples in data sets (n).
Threshold ρrd = 0.40 is marked by a dotted line. Four data sets
with zero sign changes frequencies (A, B, K, L) are not
presented.  
 
Figure 4. Dependence of the relative frequency of sign 
changes (fSC, expressed as percentage) on the number of 
random vectors (Nrv). The relative frequency of sign changes 
is independent on the number of samples in data sets (n). Four 
data sets with zero sign changes frequencies (A, B, K, L) are 
not presented.  
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Weight for scores for less strict tests (ISCP levels 3a, 3b 
and 5a) is 0.5, otherwise is 1 (see Table 4). For exam-
ple, the total score for descriptor Ee from data set A 
(Table 3) is calculated as the sum of products (score × 
weight) to which the visual performance score is added: 
5×1 (ISCP 1) + 4×1 (ISCP 2)+ 5×0.5 (ISCP 3a) + 4×0.5 
(ISCP 3b) + 5×1 (ISCP 4a) + 5×0.5 (ISCP 4b: ρrd per-
formance) + 5×0.5 (ISCP 4b: Nrv performance) + 5×0.5 
(ISCP 5a) + 5×1 (ISCP 5b) + 2 (visual check) = 33. 
When this calculation is carried out for a perfect de-
scriptor (i.e. descriptor with the best possible perfor-
mance), one gets the value of 35.5. In terms of ideal 
performance, descriptor Ee has relative score of 33/35.5 
= 0.93 or 93 %, which can be used to assess the risk of 
using this descriptor in further modeling. Assuming a 
new label scheme for the total score (no risk to very low 
risk: 96 % – 100 %; low risk: 86 % – 95 %; moderate 
risk: 76 % – 85 %; and high to very high risk: ≤75 %), 
descriptor Ee can be characterized as a low risk descrip-
tor. Calculating the risk scores for other descriptors, one 
finds that data set A contains one descriptor with none 
to very low risk, five low risk descriptors, and two mod-
erate risk descriptors (Table 3). In general, a severe 
action must be made about all high 
risk descriptors, and probably a similar action is neces-
sary for moderate risk descriptors, whilst descriptors 
with lower risk can stay untouched. Data sets with in-
complete ISCP validation are somewhat problematic for 
descriptor risk assessment. In such cases, the total de-
scriptor score can be expressed as a range, with its min-
imum value (based on results from performed ISCP 
check levels) and the maximum value (the minimum 
value is augmented with contributions from missing 
check levels for a hypothetical, perfect descriptor). For 
example, data set D could not be checked at the ISCP 
levels 3a and 3b due to the lack of the descriptor pool 
and its subsets and therefore, for descriptor x15 the min-
imum score was found 29.5, and the maximum (suppos-
ing the perfect descriptor performance in check levels 
3a and 3b) was obtained 34.5. Thus, the relative score 
range is 83 % – 97 %, and its mean (90 % of the maxi-
mum possible score) corresponds to a low risk (Table 
S21 in Supplemental Information). 
Summary of all data sets and models statistics is 
given in Table 5, and summary of all descriptors statis-
tics is in Table 6, as based on data set and model anal-
yses analogue to those in Table 2 and Table 3, respec-
tively (analyses for data sets B – L are shown in Sup-
plemental Material). At first, it is visible that most data 
sets could not be tested at the ISCP check levels 3a and 
3b due to the lack of descriptor pools or pool subsets, 
and in some cases external validation sets were missing. 
Table 5 reports data set and model performance with 
parameters S1 – S5b in brackets, which agrees well with 
model characterization from visual check of descriptor - 
y scatterplots (penultimate column). Data set score (last 
column) is obtained as a sum of products (score × 
weight) for all ISCP check levels, using the perfor-
mance qualitative labeling system from Table 4, to 
which the visual check score is added. For example, the 
score for data set A (Table 5) is obtained in the follow-
ing calculation: 5×1 (ISCP 1) + 2×1 (ISCP 2)+ 4×0.5 
Table 2. Data set A and its model statistics(a) in terms of sign changes 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;2) 0/8 (0 %) 0/2 (0 %) 0/40 (0 %) S1 = 0 excellent 
2 (submodels;8) 7/8 (87.5 %) 34/247 (13.8 %) 43/1016 (4.2 %) S2 = 0.042 poor 
3a (pool;2;101) 2/8 (25.0 %) 6/808 (0.7 %)(b) 6/808 (0.7 %)(b) S3a = 0.007 good 
3b (subset;4;43) 2/8 (25.0 %) 4887/106296 (4.6 %)(b) 4887/106296 (4.6 %)(b) S3b = 0.046 acceptable 
4a (500;0.43) 0/8 (0 %) 0/4000 (0 %)(b) 0/4000 (0 %)(b) S4a = 0 excellent 
4b (200,000;0.63) >>0.63 >>0.63 >>0.63 S4b >> 0.63 excellent 
5a(t-test;0.05) 2/8 (25.0 %) 1/2 (50.0 %) 2/24 (8.3 %) S5a = 0.083 acceptable 
5b(t-/F-test;0.05) 0/8 (0 %) 0/2 (0 %) 0/24 (0 %) S5b = 0 excellent 
(a) ISCP parameters. Level 1: No. models considered (2). Level 2: No. descriptors (8), which is the maximum complexity of the 
multivariate model considered. Level 3a: the maximum complexity (l value) of the l-variate MLR models considered (2) that 
could be treated computationally; number of all descriptors excluding the selected descriptors (101). Level 3b: the maximum 
complexity (l value) of the l-variate MLR models considered (4) that could be treated computationally; number of descriptors 
used for testing (43). Level 4a: number of random descriptors (generating 500 random descriptors is sufficient to obtain 
correlation coefficient with respect to y around 0.40); correlation coefficient for randomization, ρrd (0.43). Level 4b: the 
minimum number of bivariate models at which sign change starts occurring continuously, or the maximum number of bivariate 
models tested if sign change has not been observed (200,000); the minimum ρrd at which sign change starts occurring 
continuously, or the maximum ρrd reached if sign change has not been observed (0.63). Level 5a and 5b: confidence level α, the 
probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios 
and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>>”only when 
probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
(b) Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and 
random) variables are not of interest; therefore, the models and descriptors have the same statistics in such cases. 
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(ISCP 3a) + 3×0.5 (ISCP 3b) + 5×1 (ISCP 4a) + 5×0.5 
(ISCP 4b) + 3×0.5 (ISCP 5a) + 5×1 (ISCP 5b) + 2 (vis-
ual check for descriptor set) = 27. When this calculation 
is carried out for a hypothetical, perfect data set (i.e. 
data set with the best possible performance), one obtains 
35.5. Therefore, data set A has relative score of 27/35.5 
= 0.76 or 76 % of the maximum possible score. The 
score for data set D is given as an interval, for which the 
lowest value is obtained from in calculation for the 
performed ISCP check levels (11.5), and the highest 
value is the sum of the lowest value and the sum of 
maximum values for the ISCP levels 3a and 3b (5.0), 
yielding the relative score 32 % – 46 % with the mean of 
39 %. As a simple rule, data sets with relative score 
greater than 75 % can be considered as worth to be 
considered for further modeling. 
Data sets can be characterized also by the average 
descriptor score and overall risk of using descriptors, as 
is shown in Table 6, where descriptors are classified 
according to their risk levels. The average descriptor 
score is obtained simply from descriptor scores (for data 
set A these values are shown in Table 3), and the same 
five-level risk system can be applied to the average 
descriptor score, with certain corrections when neces-
sary. These corrections take into account the presence of 
one or more descriptors with the poorest possible 
performance, what was not adequately included in the 
performance qualitative labeling system (Table 4). The 
poorest possible performance includes: sign change 
frequency of 75 % – 100 % (ISCP check levels 1, 2, 3a, 
3b and 4a), extremely small values of Nrv (Nrv < 25, 
ISCP check level 4b), and extremely poor t- and F-test 
performance (no statistical significance in 100 % cases, 
ISCP check levels 5a and 5b). For example, the value of 
the average descriptor score for data set F is 0.86, what 
would correspond to low overall risk of using 
Table 3. Descriptor statistics(a) in terms of sign changes for data set A and its models. 







































































































































































Risk(e) low moderate 
none to 
very low 
low moderate low low low – 
(a) Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), 
except for the level 4b for which ρrd value is reported (marked with sign “>>” only when probable region for ρrd was 
determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
(b) The minimum number of bivariate models at which sign change starts occurring continuously, or the maximum number of 
bivariate models tested if sign change has not been observed (reported as a lower limit >>200,000, meaning that the true 
number of random vectors must be greater than the limit by one or more orders of magnitude). 
(c) The minimum ρrd at which sign change starts occurring continuously, or the maximum ρrd reached if sign change has not been 
observed (reported as a lower limit >>0.63, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
(d) Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as 
percentage of the maximum value of 35.5. 
(e) Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate 
modeling. Total risk means the risk of taking into account all selected descriptors. 
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descriptors. However, there are three descriptors (under-
lined in Table 6) with the poorest possible performance 
at the ISCP check level 5b (Table S25 in Supplemental 
Information), and therefore, the estimated overall risk 
must be shifted by one level down, i.e. to moderate risk. 
The proposed performance qualitative labeling systems 
and their usage should be understood as an aid to find 
the best regression model in a QSAR/QSPR study, and 
they might be refined in future studies.  
 
Performance of Data Sets and Models in the ISCP 
Check  
The final scores for data sets and models (Table 5) and 
descriptors with the overall risk (Table 6) show that the 
best performance data sets and models are A, B and H. 
Among them, data set B has the best performance, with 
no necessity for any change in descriptors. Data set H 
has one moderate risk descriptor (M11) which has, to-
gether with another one (S6'), the poorest possible per-
formance at the ISCP check level 5a. This deficiency 
could be repaired, by which the published model would 
be refined. Data set A has satisfactory performance at 
all ISCP check levels except at the level 2, and this is 
probably due to many descriptors used (eight) and bi-
modal normal distribution of y.17 The reported reference 
model could be refined by reducing the number of de-
scriptors and perhaps including a new descriptor, once 
the model was validated with several standard model 
validations and additional checks known at the time of 
its publication.14,15,17  
All other data sets, i.e. C – G, I – L are problemat-
ic, having at least one moderate or high risk descriptor 
(Table 6), unsatisfactory visual performance and rela-
tively low score (Table 5). In such cases, it is wise to 
keep only descriptors that have no risk, very small or 
small risk for regression modeling, add new descriptors 
via variable selection, and then test a new model carry-
ing out the complete ISCP check.  
It can be noted from statistics summaries in Tables 5 
and 6 that the sign change frequency does not depend on 
data set size, i.e. on the number of selected descriptors (m) 
and the number of samples for the reference model (n). 
Summary of data set and model characterization (Table 5) 
and summary of descriptor characterization (Table 6) are 
very useful diagnostics, because ISCP acts as a model 
validation which indicates what should be the next step 
after a model has been constructed i.e., either model valida-
tion or a new variable selection. High and even moderate 
risk descriptors in multivariate modeling should be re-
moved or replaced, or eventually modified. One should 
also inspect particular ISCP check level performances, 
such as those for data set A (Tables 2 and 3), before the 
final decision about the data set, model and descriptors. 
Finally, variable selection should end when all se-
lected descriptors show low, very low or no risk to mul-
tivariate modeling, and the models have satisfactory 
performance: excellent performance in all ISCP check 
levels, with exception of ISCP checks 3a and 3b, in 
which the performance should be at least good or ac-
ceptable (Table 4).  






















good < 0.001 
[≤ 0.5 %] 
< 0.01 
[≤ 1 %] 
< 0.0001 
[≤ 0.1 %] 
0.5 – 0.6 
[ρrd: 0.5 – 0.6, 
Nrv > 1000 – 10000] 
< 0.01 
[≤ 1 %] 
< 0.001 
[≤ 0.5 %] 
4 
[4] 
acceptable 0.001 – 0.01 
[0.5 % – 5 %] 
0.01 – 0.1 
[1 % – 10 %] 
0.0001 – 0.001 
[0.1 % – 1 %] 
0.4 – 0.5 
[ρrd: 0.4 – 0.5, 
Nrv > 100 – 1000] 
0.01 – 0.1 
[1 % – 10 %] 
0.001 – 0.01 
[0.5 % – 5 %] 
3 
[3] 
poor  0.01 – 0.1 
[5 % – 25 %] 
0.1 – 0.3 
[10 % – 50 %] 
0.001 – 0.01 
[1 % – 5 %] 
0.3 – 0.4 
[ρrd: 0.3 – 0.4, 
Nrv > 25 – 100] 
0.1 – 0.5 
[10 % – 50 %] 
0.01 – 0.1 






[> 25 %] 
> 0.3 
[> 50 %] 
> 0.01 
[> 5 %] 
< 0.3 
[ρrd < 0.3, Nrv < 25] 
> 0.5 
[> 50 %] 
> 0.1 
















(a) For the ISCP check levels 1, 2, 3a, 3b, 3c, 4a, 4b, 5a and 5b regression coefficient performance indices are S1, S2, S3a, S3b, S4a, 
S4b, S5a, S5b, respectively, where S4b is the value of ρrd at which sign change starts appearing continuously with the increase of 
the number of random vectors, and other indices are fractions of regression coefficients of selected descriptors with sign 
changes. The values of these indices are given as out of brackets. 
(b) For the ISCP check levels 1, 2, 3a, 3b, 3c, 4a, 5a and 5b percentage sign change frequencies for descriptors are given in 
brackets. For the ISCP 4b level the values of ρrd and Nrv at which sign changes start occurring continuously are given in 
brackets. For both values weight is 0.5, whilst at all other ISCP levels the weight is always 1. 
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Influence of the number of samples n (in statistics: 
sample size) on statistical significance of descriptor - y 
relationships deserves a special attention in QSAR/QSPR. 
As Capraro47 says, “given a large enough sample, one 
would always achieve statistical significance”, because 
the value of a statistical test and its corresponding  
p-value depend not only on effect size and the level of  
α selected, but also on the number n.48,49 Effect size, 
defined by Kenny,50 is “the measure of the strength  
of effect as opposed to its p-value”. In terms of de-
scriptor - y relationships, it is the strength of associa-
tion between a descriptor and y, which is measured by 
the Pearson’s product-moment correlation coeffi-
cient.48,49,51–54 Standard test statistic for one variable or 
for relationship between two variables, such as t- and  
F-test statistic, can be expressed as a product of sample 
size and effect size.48,49 The Pearson correlation coeffi-
cient is data set size-independent and therefore, should 
be reported together with the p-value from statistical 
significance testing of the relationship between two 
variables. Effect of data set size on test statistic and 
probability is well noticeable for large data sets. In this 
work, both data sets with the largest n, K (n = 232) and 
L (n = 460), possess one descriptor characterized with 
statistically significant relationship to y at the ISCP 
level 5b (t- and F-tests), but with low absolute values of 
the respective correlation coefficients: μ1
Dip2 (data set K) 
with extreme statistical significance and r = 0.26, and 
nCaH (data set L) with statistical significance and r = 
0.11. Such descriptors should not be used in further mo-
deling, because they aid in producing misleading, false-
ly good models. Although the mentioned values of r are 
Table 5. Summary of all data set and model statistics in terms of sign changes(a) 
Data 
set 

































acceptable 29 – 31.5 
(82 % – 89 %)












problematic 11.5 – 16.5 
(32 % – 46 %)












problematic 11.5 – 16.5 















problematic 19.5 – 22 













problematic 24.5 – 29.5 
(69 % – 83 %)












problematic 9 – 14 































problematic 21.5 – 26.5 













problematic 13.5 – 18.5 
(38 % – 52 %)












problematic 16.5 – 21.5 
(46 % – 61 %)












problematic 18.5 – 23.5 
(52 % – 66 %)
(a) Sign change statistics expressed as data set and model performance at all ISCP check levels: a) in qualitative manner (excellent, 
negligible for slight negative performance, tolerable, bad and very bad) and quantitative manner (indices for each ISCP check
level). For the ISCP check levels 1, 2, 3a, 3b, 3c, 4a, 4b, 5a and 5b indices are S1, S2, S3a, S3b, S4a, S4b, S5a, S5b, respectively, 
where S4b is the value of ρrd at which sign change starts appearing continuously with the increase of the number of random 
vectors, and other indices are fractions of regression coefficients of selected descriptors with sign changes. NA – information 
not available. Performance qualitative labeling system consists of five levels: excellent, good, acceptable, poor and extremely 
poor (extr. poor) performance of data and models. 
(b) Visual check of selected descriptors in all data sets via descriptor - y scatterplots with general description: excellent, acceptable 
(some or all scatterplots have modest distribution problems), and problematic (some scatterplots are not acceptable for 
regression). 
(c) Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as 
percentage of the maximum value of 35.5 (given in brackets). 
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statistically significant i.e., have 95 % probability of 
being different from zero, they measure weak associa-
tions of the two descriptors to y. Threshold r = 0.3 for 
moderately strong associations in QSAR studies14,15 is 
also recommended in statistical literature.48,51,52  
 
ISCP and Other Approaches to Treat Sign Changes  
PLS and MLR are still the two commonest regression 
methods in QSAR/QSPR.44 QSAR/QSPR models made 
by using PLS, MLR and other simpler regression meth-
ods can be rather effectively checked for sign changes 
using the ISCP procedure. Hence, there is no need to 
abandon the mentioned regression methods and use 
more complicated ones which treat sign changes up to a 
certain extent.  
Regression methods that employ orthogonalized 
variables generated from original descriptors55,56 such as 
PLS, successfully deal with descriptor multicollinearity, 
but are not effective against sign changes and besides, 
yield models that are difficult to interpret. It has been 
shown previously15 that sign changes in PLS models are 
originated from multicollinearity and increased model 
complexity. In this work, examples of PLS models (A, 
B and H) also incorporate sign changes. In other words, 
the use of orthogonalized descriptors does not prevent 
the appearance of sign changes, which are visible when 
the model is expressed in terms of original descriptors.  
Modern shrinkage regression methods,57,58 such as 
ridge regression, LASSO (Least Absolute Shrinkage 
and Selection Operator) regression and its variants indi-
rectly deal with sign changes, but do not completely 
solve the sign change problem. In all these methods 
descriptors with small coefficients are discarded, what 
enables partial solution of SCP, because eliminated 
descriptors can easily undergo sign changes during the 
regression modeling. In LASSO and its variants, de-
scriptors whose regression coefficients are unstable (i.e. 
have large variations in size and even change signs) are 
also discarded. In fact, shrinkage regressions tend to 
minimize descriptors multicollinearity. Shrinkage meth-
ods are rather automated procedures in terms of variable 
selection. LASSO and its variants are based on preserv-
ing regression vector signs with respect to the MLR 
regression vector as the reference vector (Equation 1, 
with α = 0) that serves as the first estimate of regression 
coefficients,57,58 and not with respect to the correlation 
vector from univariate regressions (Equation 2). Be-
sides, the complete procedure is carried out for each 
data set. Therefore, shrinkage regressions do not pre-
serve regression vector signs with respect to one refer-
ence vector, which would characterize the reference 
Table 6. Summary of descriptor statistics(a) in terms of risk of sign changes in multivariate modelling. 
Data 
set 
No risk to 
very low risk 
Low risk Moderate risk 
High to 
very high risk 
Score(b) Overall risk(c) 
A 1 
[QOmul] 
5 [Ee, ΔHL, σr, DCC, QC2mul] 2 [Ecc, σb] 0 0.88 low 
B 0 4 [EA, Xe, SArea, Log(W)] 0 0 0.91 low 
C 0 2 [E, V] 0 3 [A, B, S] 0.68 high to very high 
D 0 2 [x15, x25] 0 3 [x26, x27, x36] 0.75 high to very high 
E 0 2 [Human liver, LUMO] 0 1 [NO] 0.77 [moderate to high]
F 0 3 [x1, x7, x29] 1 [x52] 0 0.86 [moderate to high]
G 0 1 [log Kow] 1 [ELUMO] 3 [pKa, EHOMO, NHdon] 0.60 high to very high 
H 2 [P5X, M04] 1 [M11] 1 [S6'] 0 0.92 [moderate] 
I 0 5 [S2, S3, S4, S5, S8] 2 [S7, S6] 1 [S1] 0.82 [moderate to high]
J 0 2 [E1v, LP1] 1 [IC5] 1 [RDF125m] 0.74 high to very high 














0.74 high to very high 
L 0 3 [Homo, nX, CIC0] 0 1 [nCaH] 0.80 moderate 
(a) Descriptors are named in the same way as in original publications. They are considered as bearing no risk to very low risk, low 
risk, moderate risk, and high to very high risk of the sign changes for the use in multivariate modeling. 
(b) Average score is expressed in terms of the sum of score contributions of descriptors divided by the number of descriptors. 
(c) Overall risk means the risk of taking into account all selected descriptors, based on average score. Overall risk is given in 
square brackets when it must be higher than predicted from the average score, due to the presence of descriptors with the 
poorest possible performance in the ISCP tests (underlined descriptors). 
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data set. Consequently, the sign change may occur in 
shrinkage regressions.  
ISCP introduced in this work can be considered as 
a general anti-SCP tool. A model based on a regression 
method that partially treats SCP should be also subject-
ed to the ISCP check.  
Spectral-SAR59–61 is a novel, challenging approach 
in terms of its QSAR/QSPR philosophy and theoretical 
background, calculation of new goodness-of-fit indices, 
and model interpretation. Spectral-SAR regression 
models are Hansch-type equations with hydrophobic, 
electronic and steric descriptors, which are orthogo-
nalized via the Gram-Schmidt algorithm. The spectral-
SAR methodology should be further tested for eventual 
sign changes, which probably should be interpreted 
somewhat differently than in standard QSAR/QSPR. 
Similar can be said about alert-QSAR,62 in which resid-
ual analysis is employed with the purpose to minimize 
residuals correlation with descriptors.  
ISCP is based on the assumption that relationships 
between descriptors and y are linear, statistically signifi-
cant, and sufficiently strong. However, when descriptor - 
y relations are not linear, and the non-linearity is included 
in a multivariate model but not in the univariate regres-
sions, sign change may appear. Catastrophe-QSAR63 uses 
Thom’s polynomials to model non-linearity in multivari-
ate regression (Equation 2), showing that the sign change 
in linear terms of a descriptor is caused by inadequate 
univariate regressions (Equation 1). Catastrophe-QSAR is 
an example of a new challenge for sign change treatment 
and interpretation in non-linear QSAR/QSPR.  
 
CONCLUSION 
The five-level integral sign change problem check  
established in this work can be considered as an effec-
tive anti-sign change problem methodology, acting as a 
new model validation that detects sign changes in 
QSAR/QSPR data sets and models. A detailed tutorial 
for the complete procedure and accompanying checks 
was presented. The procedure was applied to twelve 
QSAR/QSPR data sets and models, resulting data and 
model performance was reported and discussed in terms 
of data and model remedy. Performance qualitative 
labeling systems are proposed as an aid to characterize 
data set and model performance, and simplify human 
decision in this stage of modeling i.e., the choice be-
tween model validation and new variable selection with 
eventual data modification. Future research will be 
directed to further development and refinement of the 
proposed integral sign change problem check. The de-
scriptor sign change problem is an issue to which no 
sufficient attention is paid in QSAR/QSPR research, 
which certainly contributes to generation of statistically 
false, deficient and low predictable regression models. 
Supplementary Materials. – Supporting informations to the 
paper are enclosed to the electronic version of the article. 
These data can be found on the website of Croatica Chemica 
Acta (http://public.carnet.hr/ccacaa).  
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Example for ISCP: Data set A (Tables S1 – S15)  
 
Table S1. Basic information about data set A. 
Item                  Values 
Data sets* -Complete data set (nc = 50) 
-Subsets after splitting: 
  training (nt = 40) and external validation (ne = 10) sets 
Selected descriptors 8 (Ee, Ecc, QOmul, ΔHL, σb, σr, DCC, QC2mul) 
QSPR models -PLS model for the complete data set (nc = 50) 
-Proposed PLS model for the training set (nt = 40) with 
external validation (ne = 10) 
Reference data set Complete data set (obtained from variable selection) 
Reference model PLS model for the complete data set (obtained from variable 
selection) 






Table S2. ISCP level 1: Comparing correlation and regression vectors to the reference vector for data set A. 









-0.8561 -0.8920 0.9282 -0.8267 0.8619 -0.8905 0.9069 0.8915 - - - 
Regression 
(nc=50), βc 
-0.1036 -0.0636 0.1222 -0.2276 0.0372 -0.2876 0.0882 0.1124 0.9154 0.8951 2(92.33%) 
Correlation 
(nt=40), rt 
-0.8445 -0.8842 0.9176 -0.8435 0.8580 -0.8989 0.8976 0.8863 - - - 
Regression 
(nt=40), βt 
-0.1095 -0.0559 0.1071 -0.2156 0.0374 -0.3178 0.0764 0.1153 0.9105 0.8857 2(92.61%) 
Correlation 
(ne=10), re 
-0.9166 -0.9589 0.9753 -0.7463 0.8984 -0.8526 0.9769 0.9172 - - - 
*Correlation vectors: rc - for complete data set, rt - for training set, re - for external validation set. Regression vectors: βc - for complete data set, βt - for training set. The 




 – correlation coefficient of multiple determination; Q
2
 – cross-validated correlation coefficient; LVs - number of latent variables with corresponding percentage (%) of the 
original information. 
 
Observation based on Table S1: No sign change was noticed in this SCP check, i.e. the sign change frequency at the ISCP level 1 is equal 




Table S3. ISCP level 2: Counting sign change absolute frequencies for l-variate 
submodels and descriptors of data set A. 
Regressions* Ee Ecc QOmul ΔHL σb σr DCC QC2mul SCP
#
 
Bivariate (28) 0 2 0 0 2 0 1 0 5 
Trivariate (56) 0 5 0 0 8 0 0 0 12 
Tetravariate (70) 1 5 0 1 9 0 0 1 12 
Pentavariate (56) 0 3 0 0 4 0 0 0 4 
Hexavariate (28) 0 0 0 0 0 1 0 0 1 
Heptavariate (8) 0 0 0 0 0 0 0 0 0 
Octavariate (1) 0 0 0 0 0 0 0 0 0 
Total multivariate (247) 1 15 0 1 23 1 1 1 34 
*Bivariate and higher l-variate PLS regression models and their numbers (given in brackets). 
#Total SCP count (absolute sign change frequency) in l-variate PLS regression models 
 
 
Table S4. ISCP level 2: Final sign change (SC) statistics for data set A. 
Count Total With SC %With SC 
No. Multivariate models 247 34 13.78% 
No. Regression coefficients 1016 43 4.23% 
No. Selected descriptors 8 7 87.50% 
 
 
Observation based on Tables S3 and S4: Sign change was noticed in this SCP 
check, i.e. the sign change frequency at the ISCP level 2 is equal to 4.23% in terms 





Table S5. ISCP level 3a: Checking the reference model using the descriptor pool for 
data set A. 
Item Values 
No. Selected descriptors 8 
No. Descriptors in descriptor pool 109 
No. Descriptors in the matrix Xp 109 - 8 = 101 
No. Bivariate MLR regressions* 8×101 = 808 
No. Regression coefficients of interest 8×101 = 808 
*Calculations could not be performed for higher MLR regressions: several trivariate MLR models could 
not be constructed because of the matrix singularity problem. 
 
 
Table S6. ISCP level 3a: Final sign change statistics for data set A (bivariate MLR 
models). 
Regressions Ee Ecc QOmul ΔHL σb σr DCC QC2mul SCP* 
Bivariate (808) 0 1 0 0 5 0 0 0 6 
*Total sign change count: 6 in 808 regression coefficients or 0.74%. 
 
 
Observation based on Tables S5 and S6: Sign change was noticed in this SCP 
check, i.e. the sign change frequency at the ISCP level 3a is equal to 0.74% in 




Table S7. ISCP level 3b: Checking the reference model using the descriptor pool subset 
for data set A. 
Item Values 
No. Selected descriptors 8 
No. Descriptors in descriptor pool subset* 51 
No. Descriptors in matrix Xp 51 - 8 = 43 
No. Bivariate MLR regressions 8×43 = 344 
No. Regression coefficients (bivariate regressions) 8×43 = 344 
No. Trivariate MLR regressions 8×43×42/2 = 7224 
No. Regression coefficients (trivariate regressions) 8×43×42/2 = 7224 
No. Tetravariate MLR regressions
#
 8×43×42×41/6 = 98728 
No. Regression coefficients (tetravariate regressions) 8×43×42×41/6 = 98728 
*Descriptor pool subset contains descriptors whose absolute values of correlation coefficients related to 
the dependent variable are |r|>0.60. 
#
Calculations could not be performed for higher MLR regressions because of time- and memory-
consuming problems. 
 
Table S8. ISCP level 3b: Final sign change statistics for data set A (bivariate to 
tetravariate MLR models). 
Regressions* Ee Ecc QOmul ΔHL σb σr DCC QC2mul SCP
#
 
Bivariate (344) 0 1 0 0 5 0 0 0 6 
Trivariate (7224) 0 35 0 4 162 0 5 29 235 
Tetravariate (98728) 33 602 29 182 2758 0 92 950 4646 
Total multivariate (106296) 33 638 29 186 2925 0 97 979 4887 
*Bivariate and higher l-variate MLR regression models and their numbers (given in brackets). 
#Total sign change count (absolute sign change frequency) in l-variate MLR regression models: 4887 in 
106296 models or 4.60%. 
 
Observation based on Tables S7 and S8: Sign change was noticed in this SCP 
check, i.e. the sign change frequency at the ISCP level 3b is equal to 4.60% in 





Table S9. ISCP levels 4a and 4b: sign change (SC) and ρrd statistics*
,#
 for data set A. 
Nrv rmin rmax ρrd Ee Ecc QOmul ΔHL σb σr DCC QC2mul SC %SC 
10 -0.2825 0.2119 0.2472 0 0 0 0 0 0 0 0 0 0% 
25 -0.2386 0.2182 0.2284 0 0 0 0 0 0 0 0 0 0% 
50 -0.4026 0.3352 0.3689 0 0 0 0 0 0 0 0 0 0% 
100 -0.4026 0.3352 0.3689 0 0 0 0 0 0 0 0 0 0% 
250 -0.4026 0.3678 0.3852 0 0 0 0 0 0 0 0 0 0% 
500 -0.4026 0.4520 0.4273 0 0 0 0 0 0 0 0 0 0% 
1000 -0.4201 0.4698 0.4450 0 0 0 0 0 0 0 0 0 0% 
2000 -0.4275 0.4698 0.4486 0 0 0 0 0 0 0 0 0 0% 
5000 -0.5951 0.4806 0.5379 0 0 0 0 0 0 0 0 0 0% 
10000 -0.5275 0.5131 0.5203 0 0 0 0 0 0 0 0 0 0% 
20000 -0.5557 0.5265 0.5411 0 0 0 0 0 0 0 0 0 0% 
30000 -0.5951 0.5265 0.5608 0 0 0 0 0 0 0 0 0 0% 
40000 -0.5951 0.5271 0.5611 0 0 0 0 0 0 0 0 0 0% 
50000 -0.5967 0.5787 0.5877 0 0 0 0 0 0 0 0 0 0% 
60000 -0.5498 0.5214 0.5272 0 0 0 0 0 0 0 0 0 0% 
70000 -0.5673 0.5306 0.5490 0 0 0 0 0 0 0 0 0 0% 
80000 -0.6248 0.6318 0.6283 0 0 0 0 0 0 0 0 0 0% 
90000 -0.5971 0.5957 0.5964 0 0 0 0 0 0 0 0 0 0% 
100000 -0.5809 0.5739 0.5774 0 0 0 0 0 0 0 0 0 0% 
110000 -0.5967 0.5787 0.5877 0 0 0 0 0 0 0 0 0 0% 
120000 -0.5967 0.5787 0.5877 0 0 0 0 0 0 0 0 0 0% 
130000 -0.5760 0.5816 0.5788 0 0 0 0 0 0 0 0 0 0% 
140000 -0.6248 0.6318 0.6283 0 0 0 0 0 0 0 0 0 0% 
150000 -0.5809 0.5739 0.5774 0 0 0 0 0 0 0 0 0 0% 
8 
 
160000 -0.5638 0.6121 0.5880 0 0 0 0 0 0 0 0 0 0% 
170000 -0.5759 0.6426 0.6093 0 0 0 0 0 0 0 0 0 0% 
180000 -0.5958 0.6246 0.6102 0 0 0 0 0 0 0 0 0 0% 
190000 -0.5820 0.6111 0.5966 0 0 0 0 0 0 0 0 0 0% 
200000 -0.6243 0.6120 0.6182 0 0 0 0 0 0 0 0 0 0% 
*Nrv – No. random vectors; rmin, rmax – the minimum and maximum correlation coefficients for correlations between the random vectors and the dependent variable; ρrd – the 
correlation coefficient for randomization, given as the average, ρrd = (|rmin| + |rmax|)/2; SC - total sign change (SC) count (absolute SC frequency); %SC – relative SC 
frequency, defined as the ration of the absolute SC frequency and the number of random vectors. 
#
Statistics for the ISCP level 4a is typed in bold black: for ρrd = 0.43 the SC frequency is equal to zero. Statistics for the ISCP level 4b is typed in bold red: this is not a 
definitively statistics but statistics indicating that non-zero SC frequency probably occurs at very high values of ρrd, certainly at ρrd > 0.62. Calculations stopped at Nrv = 
200,000 because of time- and memory-consuming problems. 
 
 
Observation based on Table S9: Sign change at the ISCP level 4a is equal to zero in terms of regression coefficients, and probably is the 
same for the SC frequency at the ISCP level 4b up to very high values of the random coefficient ρrd (to achieve this limit Nrv should be of 




Table S10. ISCP level 5a: t-Test values for intercepts of univariate descriptor – y relationships for data set A. 
Data set Ee Ecc QOmul ΔHL σb σr DCC QC2mul 
Complete (nc=50) 19.7691 14.5924 40.773 2.6224 -3.8729 123.8859 -13.4885 85.0262 
Training (nt=40) 17.6656 11.8573 34.1011 3.1878 -2.9619 115.9003 -11.0634 79.1452 
External (ne=10) 8.9877 8.6020 27.7945 0.0708 -2.4471 41.6592 -7.5292 29.9819 
 
Table S11. ISCP level 5a: Statistical significance of intercepts of univariate descriptor – y relationships for data set A (t-test*). 
Data set Ee Ecc QOmul ΔHL σb σr DCC QC2mul 
Complete (nc=50) ESS ESS ESS SS ESS ESS ESS ESS 
Training (nt=40) ESS ESS ESS VSS NQSS ESS ESS ESS 
External (ne=10) ESS ESS ESS NSS SS ESS ESS ESS 
*Not acceptable statistical significance is typed in bold. 
 
Observation based on Tables S10 and S11: Two (ΔHL and σb) out of eight descriptors are not characterized by statistically significant 




Table S12. ISCP level 5b: t-Test (up) and F-test (down) for slopes of univariate descriptor – y relationships for data set A (t- and F-tests). 
Data set Ee Ecc QOmul ΔHL σb σr DCC QC2mul 
Complete (nc=50) -11.4769 -13.6732 17.2870 -10.1788 11.7785 -13.5616 14.9116 13.6347 
 131.7189 186.9570 298.8413 103.6071 138.7331 183.9171 222.3561 185.9040 
Training (nt=40) -10.0002 -11.0813 14.0186 -9.9058 9.7805 -12.0855 12.2760 12.1371 
 100.0031 122.7953 196.5214 98.1249 95.6575 146.0602 150.7014 147.3089 
External (ne=10) -5.8866 -8.1286 13.2662 -3.5165 6.0128 -5.4895 8.2213 5.8832 
 34.6519 66.0734 175.9908 12.3657 36.1536 30.1342 67.5895 34.6115 
 
Table S13. ISCP level 5b: Statistical significance of slopes of univariate descriptor – y relationships for data set A (t- and F-tests*). 
Data set Ee Ecc QOmul ΔHL σb σr DCC QC2mul 
Complete (nc=50) ESS ESS ESS ESS ESS ESS ESS ESS 
Training (nt=40) ESS ESS ESS ESS ESS ESS ESS ESS 
External (ne=10) ESS ESS ESS VSS ESS ESS ESS ESS 
*Results for the t- and F-tests for data set A are exactly the same for all descriptors. 
 




Table S14. Legend for statistical significance for ISCP levels 5a and 5b.* 
Abbreviation            Wording p-value range (for 95% confidence limit) 
NSS Not statistically significant p > 0.10 
NQSS Not quite statistically significant 0.05 < p < 0.10 
SS Statistically significant 0.01 < p < 0.05 
VSS Very statistically significant 0.001 < p < 0.01 
ESS Extremely statistically significant p < 0.001 
*Statistical significance levels NSS and NQSS are considered as not acceptable in the ISCP analyses in 
this work. The qualitative labelling of statistical significance levels is from the GraphPad QuickCalcs 




Table S15. Additional checks for the data set A. 
Check No. checks Result 
Check for very small regression 
coefficients (< 0.001 for autoscaled 
data) for all descriptors in all models 
8×3 = 12 No problematic 
descriptors were found 
Visual inspection of bivariate 
distribution of descriptor – y 
scatterplots for all data sets and subsets 
8×3 = 24 No serious distribution 










Data set & model and descriptor statistics for data sets B – L (Tables 




Table S16. Data set B and its model statistics
#
 in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;2) 0/4(0%) 0/2(0%) 0/16(0%) S1 = 0 excellent 
2 (submodels;4) 0/4(0%) 0/11(0%) 0/44(0%) S2 = 0 excellent 
3a (pool;11;10) 4/4(100.0%) 493/4092(12.0%)* 493/4092(12.0%)* S3a = 0.120 poor 
4a (25;0.41) 0/4(0%) 0/100(0%)* 0/100(0%)* S4a = 0 excellent 
4b (200000;0.75) >>0.75 >>0.75 >>0.75 S4b >> 0.75 excellent 
5a(t-test;0.05) 1/4(25.0%) 2/2(100.0%) 2/8(25.0%) S5a = 0.250 poor 
5b(t-/F-test;0.05) 0/4(0%) 0/2(0%) 0/8(0%) S5b = 0 excellent 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (2). Level 2: No. descriptors (4), which is the maximum complexity of the multivariate 
model considered. Level 3a: the maximum complexity (l value) of the l-variate MLR models considered (11) that could be treated computationally; number of all descriptors excluding the 
selected descriptors (10). Level 4a: number of random descriptors (generating 25 random descriptors is sufficient to obtain correlation coefficient with respect to y around 0.40); correlation 
coefficient for randomization, ρrd (in this case, 0.41). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously, or the maximum number of 
bivariate models tested if sign change has not been observed (in this case, it is 200,000); the minimum ρrd at which sign change starts occurring continuously, or the maximum ρrd reached if sign 
change has not been observed (in this case, 0.73). Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change 
frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>>”only when probable region for ρrd was determined, 
meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
 
Table S17. Descriptor statistics* in terms of sign changes for data set B and its models. 
Level EA Xe SArea Log(W) Total 
1 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/32(0%) 
2 0/7(0%) 0/7(0%) 0/7(0%) 0/7(0%) 0/28 (0%) 
3a 82/1023 (8.0%) 210/1023 (20.5%) 194/1023 (19.0%) 7/1023 (0.7%) 493/4092(12.0%) 













5a 0/2(0%) 0/2(0%) 2/2(100.0%) 0/2(0%) 2/8(25.0%) 
5b 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/8(0%) 
Visual check acceptable excellent excellent excellent acceptable 
Total score
##
 30.5 – 33 (86 – 93%) 31.5 – 34 (89 – 96%) 29.5 – 32 (83 – 90%) 32 – 34.5 (90 – 97%) - 
Risk** low low low low - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously, or the maximum number of bivariate models tested if sign change has not been observed (in this case, reported as a lower limit >>200,000, meaning 
that the true number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which sign change starts occurring continuously, or the 
maximum ρrd reached if sign change has not been observed (in this case, reported as a lower limit >>0.63, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
**Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the risk of taking into account all 
selected descriptors. ##Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of the maximum value of 35.5 
(given in brackets). 
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Table S18. Data set C and its model statistics# in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;2) 2/5(40.0%) 2/2(100.0%) 3/20(0.2%) S1 = 0.150 poor 
2 (submodels;5) 2/5(40.0%) 14/26(53.8%) 15/75(20.0%) S2 = 0.200 poor 
4a (2500;0.43) 2/5(40.0%) 116/12500(0.9%)* 116/12500(0.9%)* S4a = 0.009 poor 
4b (10;0.21) 0.21 0.21 0.21 S4b = 0.21 extremely poor 
5a(t-test;0.05) 0/5(0%) 0/2(0%) 0/15(0%) S5a = 0 excellent 
5b(t-/F-test;0.05) 2/5(40.0%) 2/2(100.0%) 6/15(40.0%) S5b = 0.400 extremely poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (2). Level 2: No. descriptors (5), which is the maximum complexity of the multivariate 
model considered. Level 4a: number of random descriptors (generating 2500 random descriptors is sufficient to obtain correlation coefficient with respect to y around 0.40); correlation 
coefficient for randomization, ρrd (in this case, 0.43). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously (in this case, 2500), or the maximum 
number of bivariate models tested if sign change has not been observed; the minimum ρrd at which sign change starts occurring continuously (in this case, 0.43), or the maximum ρrd reached if 
sign change has not been observed. Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change frequencies expressed 




Table S19. Descriptor statistics* in terms of sign changes for data set C and its models. 
Level E S A B V Total 
1 0/4(0%) 2/4(50.0%) 1/4(25.0%) 0/4(0%) 0/4(0%) 3/20(15.0%) 
2 0/15(0%) 10/15(66.7%) 5/15(33.3%) 0/15(0%) 0/15(0%) 15/75(20.0%) 















5a 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/15(0%) 
5b 0/3(0%) 0/3(0%) 3/3(100.0%) 3/3(100.0%) 0/3(0%) 6/15(40.0%) 
Visual check acceptable acceptable problematic acceptable excellent problematic 
Total score
##
 29 – 34 (82 – 96%) 21 – 26 (59 – 73%) 10 – 15 (28 – 42%) 20.5 – 25.5 (58 – 72%) 28.5 – 33.5 (80 – 94%) - 
Risk** low high to very high high to very high high to very high low - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously (in this case, 10), or the maximum number of bivariate models tested if sign change has not been observed (reported as a lower limit >>200,000, 
meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which sign change starts occurring continuously (in 
this case, 0.21), or the maximum ρrd reached if sign change has not been observed (reported as a lower limit >>0.53, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
**Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the risk of taking into account all 
selected descriptors. 
##Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of the maximum value of 35.5 (given in brackets). 
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Table S20. Data set D and its model statistics
#
 in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;2) 2/5(40.0%) 2/2(100.0%) 4/25(16.0%) S1 = 0.160 poor 
2 (submodels;5) 7/8(87.5%) 34/247(13.8%) 43/1016(4.2%) S2 = 0.042 poor 
4a (80000;0.40) 1/8(12.5%) 92/400000(0.02%)* 92/400000(0.02%)* S4a = 0.002 poor 
4b (500;0.25) 0.25 0.25 0.25 S4b = 0.250 extremely poor 
5a(t-test;0.05) 0/5(0%) 0/2(0%) 0/15(0%) S5a = 0 excellent 
5b(t-/F-test;0.05) 1/5(20.0%) 2/2(100.0%) 3/15(20.0%) S5b = 0.200 extremely poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (2). Level 2: No. descriptors (5), which is the maximum complexity of the multivariate 
model considered. Level 4a: number of random descriptors (generating 8000 random descriptors is sufficient to obtain correlation coefficient with respect to y around 0.40); correlation 
coefficient for randomization, ρrd (in this case, 0.40). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously (in this case, 500), or the maximum 
number of bivariate models tested if sign change has not been observed; the minimum ρrd at which sign change starts occurring continuously (in this case, 0.25), or the maximum ρrd reached if 
sign change has not been observed. Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change frequencies expressed 




Table S21. Descriptor statistics* in terms of sign changes for data set D and its models. 
Level x15 x25 x26 x27 x36 Total 
1 0/5(0%) 0/5(0%) 2/5(40.0%) 2/5(40.0%) 0/5(0%) 4/25(16.0%) 
2 0/15(0%) 0/15(0%) 4/15(26.7%) 7/15(46.7%) 1/15(6.7%) 12/75(16.0%) 















5a 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/15(0%) 
5b 0/3(0%) 0/3(0%) 0/3(0%) 3/3(100.0%) 0/3(0%) 3/15(20.0%) 
Visual check acceptable acceptable problematic problematic acceptable problematic 
Total score
##
 29.5 – 34.5 (83 – 97%) 29.5 – 34.5 (83 – 97%) 20.5 – 25.5 (58 – 72%) 12.5 – 17.5 (35 – 49%) 28.5 – 33.5 (80 – 94%) - 
Risk** low low high to very high high to very high high to very high - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which sign change starts occurring continuously (in this case, 500), or the maximum number of bivariate models tested if sign change has not been 
observed (reported as a lower limit >>200,000, meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which 
sign change starts occurring continuously (in this case, 0.25), or the maximum ρrd reached if sign change has not been observed (reported as a lower limit >>0.43, meaning that the value of ρrd 
must be far from the lower limit i.e. close to 1). 
**Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the risk of taking into account all 
selected descriptors. 
##Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of the maximum value of 35.5 (given in brackets). 
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Table S22. Data set E and its model statistics
#
 in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;2) 0/3(0%) 0/2(0%) 0/12(0%) S1 = 0 excellent 
2 (submodels;3) 0/3(0%) 0/4(0%) 0/9(0%) S2 = 0 excellent 
3b (subset;6;19) 2/3(66.7%) 14/49791(0.03%)* 14/49791(0.03%)* S3b = 0.003 good 
4a (20;0.43) 1/3(33.3%) 5/60(8.3%)* 5/60(8.3%)* S4a = 0.083 poor 
4b (20;0.43) 0.43 0.43 0.43 S4b = 0.430 acceptable 
5a(t-test;0.05) 3/3(100.0%) 2/2(100.0%) 6/6(100.0%) S5a = 1.000 extremely poor 
5b(t-/F-test;0.05) 1/3(33.3%) 2/2(100.0%) 2/6(33.3%) S5b = 0.333 extremely poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (2). Level 2: No. descriptors (3), which is the maximum complexity of the multivariate 
model considered. Level 3b: the maximum complexity (l value) of the l-variate MLR models considered (6) that could be treated computationally; number of descriptors used for testing (19). 
Level 4a: number of random descriptors (generating 20 random descriptors is sufficient to obtain correlation coefficient with respect to y around 0.40); correlation coefficient for randomization, 
ρrd (in this case, 0.43). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously (in this case, 20), or the maximum number of bivariate models 
tested if sign change has not been observed; the minimum ρrd at which sign change starts occurring continuously (in this case, 0.43), or the maximum ρrd reached if sign change has not been 
observed. Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages 
(in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>” if only probable region for ρrd was determined). 
 
Table S23. Descriptor statistics* in terms of sign changes for data set E and its models. 
Level Human liver LUMO NO Total 
1 0/4(0%) 0/4(0%) 0/4(0%) 0/12(0%) 
2 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 
3b 0/16597(0%) 6/16597(0.3%) 8/16597(0.5%) 14/49791(0.03%) 











5a 2/2(100.0%) 2/2(100.0%) 2/2(100.0%) 6/6(100.0%) 
5b 0/2(0%) 0/2(0%) 2/2(100.0%) 2/6(33.3%) 
Visual check excellent acceptable problematic problematic 
Total score
##
 31 – 33.5 (87 – 94%) 29.5 – 32 (83 – 90%) 17.5 – 20 (49 – 56%) - 
Risk** low low high to very high - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously (in this case, 20), or the maximum number of bivariate models tested if sign change has not been observed (reported as a lower limit >>200,000, 
meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which sign change starts occurring continuously (in 
this case, 0.43), or the maximum ρrd reached if sign change has not been observed(reported as a lower limit >>0.83, meaning that the value of ρrd must be far from  the lower limit i.e. close to 1). 
**Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the risk of taking  
into account all selected descriptors. 
##Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of the maximum value of 35.5 (given in brackets). 
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Table S24. Data set F and its model statistics# in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;2) 0/4(0%) 0/2(0%) 0/16(0%) S1 = 0 excellent 
2 (submodels;4) 0/4(0%) 0/2(0%) 0/28(0%) S2 = 0 excellent 
4a (25;0.40) 0/4(0%) 0/100(0%)* 0/100(0%)* S4a = 0 excellent 
4b (500;0.61) 0.61 0.61 0.61 S4b = 0.610 excellent 
5a(t-test;0.05) 0/4(0%) 0/2(0%) 0/8(0%) S5a = 0 excellent 
5b(t-/F-test;0.05) 3/4(75.0%) 2/2(100.0%) 6/8(75.0%) S5b = 0.750 extremely poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (2). Level 2: No. descriptors (4), which is the maximum complexity of the multivariate 
model considered. Level 4a: number of random descriptors (generating 25 random descriptors is sufficient to obtain correlation coefficient with respect to y around 0.40); correlation coefficient 
for randomization, ρrd (in this case, 0.40). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously (in this case, 500), or the maximum number of 
bivariate models tested if sign change has not been observed; the minimum ρrd at which sign change starts occurring continuously (in this case, 0.61), or the maximum ρrd reached if sign change 
has not been observed. Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and 
percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>” if only probable region for ρrd was determined). 
 
 
Table S25. Descriptor statistics* in terms of sign changes for data set F and its models. 
Level x1 x7 x29 x52 Total 
1 0/4(0%) 0/4(0%) 0/4(0%) 0/4(0%) 0/16(0%) 
2 0/7(0%) 0/7(0%) 0/7(0%) 0/7(0%) 0/28(0%) 













5a 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/8(0%) 
5b 0/2(0%) 2/2(100.0%) 2/2(100.0%) 2/2(100.0%) 6/8(75.0%) 
Visual check problematic problematic problematic problematic problematic 
Total score
##
 28.5 – 34 (80 – 96%) 28.5 – 34 (80 – 96%) 28 – 33 (79 – 93%) 27.5 – 32.5 (77 – 92%) - 
Risk** low low low moderate - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously (in this case, 500, 5000 and 150000), or the maximum number of bivariate models tested if sign change has not been observed (reported as a lower limit 
>>200,000, meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which sign change starts occurring 
continuously (in this case, 0.61, 0.73 and 0.81), or the maximum ρrd reached if sign change has not been observed (reported as a lower limit >>0.84, meaning that the value of ρrd must be far 
from the lower limit i.e. close to 1). **Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the 
risk of taking into account all selected descriptors. ##Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of 
the maximum value of 35.5 (given in brackets). 
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Table S26. Data set G and its model statistics
#
 in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;3) 3/5(60.0%) 3/3(100.0%) 8/30(26.7%) S1 = 0.267 extremely poor 
2 (submodels;5) 3/5(60.0%) 17/26(65.4%) 22/75(29.3%) S2 = 0.293 extremely poor 
4a (150000;0.37) 2/5(40.0%) 19297/750000(2.6%)* 19297/750000(2.6%)* S4a = 0.025 extremely poor 
4b (10;0.13) 0.13 0.13 0.13 S4b = 0.13 extremely poor 
5a(t-test;0.05) 2/5(40.0%) 3/3(100.0%) 6/15(40.0%) S5a = 0.400 poor 
5b(t-/F-test;0.05) 3/5(60.0%) 3/3(100.0%) 9/15(60.0%) S5b = 0.600 extremely poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (3). Level 2: No. descriptors (5), which is the maximum complexity of the multivariate 
model considered. Level 4a: number of random descriptors (generating 150000 random descriptors is still not sufficient to obtain correlation coefficient with respect to y around 0.40); 
correlation coefficient for randomization, ρrd (in this case, 0.37). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously (in this case, 10), or the 
maximum number of bivariate models tested if sign change has not been observed; the minimum ρrd at which sign change starts occurring continuously (in this case, 0.13), or the maximum ρrd 
reached if sign change has not been observed. Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change frequencies 
expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>” if only probable region for ρrd was determined).  
 
 
Table S27. Descriptor statistics* in terms of sign changes for data set G and its models. 
Level logKow pKa ELUMO EHOMO NHdon Total 
1 0/6(0%) 1/6(16.7%) 0/6(0%) 4/6(66.7%) 3/6(50.0%) 8/30(26.7%) 




























5a 0/3(0%) 3/3(100.0%) 0/3(0%) 3/3(100.0%) 0/3(0%) 6/15(40.0%) 
5b 0/3(0%) 3/3(100.0%) 3/3(100.0%) 3/3(100.0%) 0/3(0%) 9/15(60.0%) 
Visual check excellent problematic problematic problematic acceptable problematic 
Total score
###
 30.5 – 35.5 (86 – 100%) 11.5 – 16.5 (32 – 46%) 24.5 – 29.5 (69 – 83%) 6 – 11 (17 – 31%) 21.5 – 26.5 (61 – 75%) - 
Risk** low high to very high moderate high to very high high to very high - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously (in this case, 10 and 50), or the maximum number of bivariate models tested if sign change has not been observed (reported as a lower limit >>160,000, 
meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which sign change starts occurring continuously (in 
this case, 0.13 and 0.15), or the maximum ρrd reached if sign change has not been observed (reported as a lower limit >>0.37, meaning that the value of ρrd must be far from the lower limit i.e. 
close to 1). **Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the risk of taking into 
account all selected descriptors.  
##
This performance was predicted from plots (Figures 1-4 in the article) based on the fact that ρrd = 0.40 was not reached up to 150,000 random vectors applied. 
###Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of the maximum value of 35.5 (given in brackets). 
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Table S28. Data set H and its model statistics
#
 in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;1) 0/4(0%) 0/1(0%) 0/8(0%) S1 = 0 excellent 
2 (submodels;4) 0/4(0%) 0/1(0%) 0/28(0%) S2 = 0 excellent 
3a (pool;2;29) 1/4(25.0%) 4/116(3.4%)* 4/116(3.4%)* S3a = 0.034 acceptable 
3b (subset;2;11) 1/4(25.0%) 3/44(6.8%)* 3/44(6.8%)* S3b = 0.068 good 
4a (25;0.42) 0/4(0%) 0/100(0%)* 0/100(0%)* S4a = 0 excellent 
4b (70000;0.76) 0.76 0.76 0.76 S4b = 0.76 excellent 
5a(t-test;0.05) 2/4(50.0%) 1/1(100.0%) 2/4(50.0%) S5a = 0.500 poor 
5b(t-/F-test;0.05) 0/4(0%) 0/2(0%) 0/4(0%) S5b = 0 excellent 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (1). Level 2: No. descriptors (4), which is the maximum complexity of the multivariate 
model considered. Level 3a: the maximum complexity (l value) of the l-variate MLR models considered (2) that could be treated computationally; number of all descriptors excluding the 
selected descriptors (29). Level 3b: the maximum complexity (l value) of the l-variate MLR models considered (2) that could be treated computationally; number of descriptors used for testing 
(11), from a descriptor pool subset (set Id from the original publication). Level 4a: number of random descriptors (generating 25 random descriptors is sufficient to obtain correlation coefficient 
with respect to y around 0.40); correlation coefficient for randomization, ρrd (in this case, 0.42). Level 4b: the minimum number of bivariate models at which sign change starts occurring 
continuously (in this case, 70,000), or the maximum number of bivariate models tested if sign change has not been observed; the minimum ρrd at which sign change starts occurring continuously 
(in this case, 0.76), or the maximum ρrd reached if sign change has not been observed. Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP 
levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>” if only probable 
region for ρrd was determined). 
 
Table S29. Descriptor statistics* in terms of sign changes for data set H and its models. 
Level S6' P5X M04 M11 Total 
1 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/8(0%) 
2 1/7(0%) 1/7(0%) 1/7(0%) 1/7(0%) 0/28(0%) 
3a 4/29(13.8%) 0/29(0%) 0/29(0%) 0/29(0%) 4/116(3.4%) 
3b 3/11(27.3%) 0/11(0%) 0/11(0%) 0/11(0%) 3/44(6.8%) 
4a 0/25(0%) 0/25(0%) 0/25(0%) 0/25(0%) 0/100 (0%) 
4b
#,&
 >>200000; >>0.85 >>200000; >>0.85 160000; 0.84 160000; 0.84 70000; 0.76 
5a 1/1(100.0%) 0/1(0%) 0/1(0%) 1/1(100.0%) 2/4(50.0%) 
5b 0/1(0%) 0/1(0%) 0/1(0%) 0/1(0%) 0/4(0%) 
Visual check problematic  excellent acceptable acceptable problematic 
Total score
##
 28 (79%) 35.5 (100%) 34.5 (97%) 32.5 (92%) - 
Risk** moderate no risk to very low no risk to very low low - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously (in this case, 70,000 and 16,000), or the maximum number of bivariate models tested if sign change has not been observed (reported as a lower limit 
>>200,000, meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude).&The minimum ρrd at which sign change starts occurring 
continuously (in this case, 0.76 the model and 0.84), or the maximum ρrd reached if sign change has not been observed (reported as a lower limit >>0.85, meaning that the value of ρrd must be far 
from the lower limit i.e. close to 1). **Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the 
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risk of taking into account all selected descriptors.  ##Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of 
the maximum value of 35.5 (given in brackets). 
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Table S30. Data set I and its model statistics# in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;1) 0/8(0%) 0/2(0%) 0/40(0%) S1 = 0 excellent 
2 (submodels;8) 1/8(12.5%) 2/247(0.8%) 2/1016(0.2%) S2 = 0.002 acceptable 
4a (2000;0.41) 0/8(0%) 0/16000(0%)* 0/16000(0%)* S4a = 0 excellent 
4b (30000;0.50) 0.50 0.50 0.50 S4b = 0.50 acceptable 
5a(t-test;0.05) 0/8(0%) 0/1(0%) 0/8(0%) S5a = 0 excellent 
5b(t-/F-test;0.05) 1/8(12.5%) 1/1(100.0%) 3/8(37.5%) S5b = 0.375 extremely poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (1). Level 2: No. descriptors (8), which is the maximum complexity of the multivariate 
model considered. Level 4a: number of random descriptors (generating 2000 random descriptors is sufficient to obtain correlation coefficient with respect to y around 0.40); correlation 
coefficient for randomization, ρrd (in this case, 0.41). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously (in this case, 30,000), or the 
maximum number of bivariate models tested if sign change has not been observed; the minimum ρrd at which sign change starts occurring continuously (in this case, 0.50), or the maximum ρrd 
reached if sign change has not been observed. Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change frequencies 
expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>” if only probable region for ρ was determined). 
 
Table S31. Descriptor statistics* in terms of sign changes for data set I and its models. 
Level S1 S2 S3 S4 S5 S6 S7 S8 Total 
1 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/2(0%) 0/16(0%) 
2 2/127(1.6%) 0/127(0%) 0/127(0%) 0/127(0%) 0/127(0%) 0/127(0%) 0/127(0%) 0/127(0%) 2/1016(0.2%) 





















5a 0/1(0%) 0/1(0%) 0/1(0%) 0/1(0%) 0/1(0%) 0/1(0%) 0/1(0%) 0/1(0%) 0/8(0%) 
5b 1/1(100.0%) 0/1(0%) 0/1(0%) 0/1(0%) 0/1(0%) 1/1(100.0%) 1/1(100.0%) 0/1(0%) 3/8(37.5%) 
Visual 
check 





22.5 – 27.5 
[63 – 77%] 
28.5 – 33.5 
[80 – 94%] 
28.5 – 33.5 
[80 – 94%] 
28.5 – 33.5 
[80 – 94%] 
28.5 – 33.5 
[80 – 94%] 
24.5 – 29.5 
[69 – 83%] 
24.5 – 29.5 
[69 – 83%] 
28.5 – 33.5 
[80 – 94%] 
- 
Risk** high to  
very high 
low low low low moderate moderate low - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously (in this case, 30,000), or the maximum number of bivariate models tested if sign change has not been observed (reported as a lower limit >>200,000, 
meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which sign change starts occurring continuously (in 
this case, 0.50), or the maximum ρrd reached if sign change has not been observed (reported as a lower limit >>0.68, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
**Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the risk of taking into account all 
selected descriptors. ##Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of the maximum value of 35.5 
(given in brackets). 
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Table S32. Data set J and its model statistics
#
 in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;2) 1/4(25.0%) 2/2(100.0%) 2/20(10.0%) S1 = 0.10 poor 
2 (submodels;4) 0/4(0%) 0/2(0%) 0/28(0%) S2 = 0 excellent 
4a (50;0.40) 1/4(25.0%) 17/200(8.5%)* 17/200(8.5%)* S4a = 0.085 extremely poor 
4b (10;0.25) 0.25 0.25 0.25 S4b = 0.25 extremely poor 
5a(t-test;0.05) 1/4(25.0%) 1/2(50.0%) 1/12(8.3%) S5a = 0.083 acceptable 
5b(t-/F-test;0.05) 2/4(50.0%) 2/2(100.0%) 4/12(33.3%) S5b = 0.333 extremely poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (2). Level 2: No. descriptors (4), which is the maximum complexity of the multivariate 
model considered. Level 4a: number of random descriptors (generating 50 random descriptors is sufficient to obtain correlation coefficient with respect to y around 0.40); correlation coefficient 
for randomization, ρrd (in this case, 0.40). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously (in this case, 10), or the maximum number of 
bivariate models tested if sign change has not been observed; the minimum ρrd at which sign change starts occurring continuously (in this case, 0.25), or the maximum ρrd reached if sign change 
has not been observed. Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and 
percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>” if only probable region for ρrd was determined). 
 
 
Table S33. Descriptor statistics* in terms of sign changes for data set J and its models. 
Level E1v IC5 LP1 RDF125m Total 
1 0/5(0%) 0/5(0%) 0/5(0%) 2/5(40.0%) 2/20(10.0%) 
2 0/7(0%) 0/7(0%) 0/7(0%) 0/7(0%) 0/28(0%) 













5a 0/3(0%) 1/3(33.3%) 0/3(0%) 0/3(0%) 1/12(8.3%) 
5b 0/3(0%) 1/3(33.3%) 0/3(0%) 3/3(100.0%) 4/12(33.3%) 
Visual check acceptable acceptable problematic problematic problematic 
Total score
##
 29.5 – 34.5 (83 – 97%) 25 – 30 (70 – 85%) 28.5 – 33.5 (80 – 94%) 12.5 – 17.5 (35 – 49%) - 
Risk** low moderate low high to very high - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously (in this case, 10), or the maximum number of bivariate models tested if sign change has not been observed (reported as a lower limit >>200,000, 
meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which sign change starts occurring continuously (in 
this case, 0.25), or the maximum ρrd reached if sign change has not been observed (reported as a lower limit >>0.68, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
**Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the risk of taking into account all 
selected descriptors. 




Table S34. Data set K and its model statistics
#
 in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;2) 3/10(30.0%) 2/2(100.0%) 6/50(12.0%) S1 = 0.120 extremely poor 
2 (submodels;10) 8/10(80.0%) 989/1013(97.6%) 2481/5110(48.6%) S2 = 0.486 extremely poor 
4a (120000;0.29) 0/10(0%) 0/1200000(0%)* 0/1200000(0%)* S4a = 0 excellent 
4b (120000;0.29) >>0.29 >>0.29 >>0.29 S4b >> 0.29 excellent 
5a(t-test;0.05) 0/8(0%) 0/1(0%) 0/30(0%) S5a = 0 excellent 
5b(t-/F-test;0.05) 3/10(30.0%) 2/2(100.0%) 5/30(16.7%) S5b = 0.167 extremely poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (3). Level 2: No. descriptors (10), which is the maximum complexity of the multivariate 
model considered. Level 4a: number of random descriptors (generating 120000 random descriptors is still not sufficient to obtain correlation coefficient with respect to y around 0.40); 
correlation coefficient for randomization, ρrd (in this case, 0.29). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously, or the maximum number 
of bivariate models tested if sign change has not been observed (in this case, 120,000); the minimum ρrd at which sign change starts occurring continuously, or the maximum ρrd reached if sign 
change has not been observed (in this case, 0.29). Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change 
frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>>”only when probable region for ρrd was determined, 
meaning that the value of ρrd must be far from the lower limit i.e. close to 1). **This performance was predicted from plots (Figures 1-4 in the article) based on the fact that no sign change has 
been observed up to 120,000 random vectors applied (memory limit reached). 
 
























































































5a 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/30(0%) 
5b 0/3(0%) 1/3(33.3%) 0/3(0%) 0/3(0%) 1/3(33.3%) 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 3/3(100.0%) 5/30(16.7%) 





20.5 – 25.5 
[58 – 72%] 
21.5 – 26.5 
[61 – 75%] 
20.5 – 25.5 
[58 – 72%] 
29.5 – 34.5 
[83 – 97%] 
20.5 – 25.5 
[58 – 72%] 
28.5 – 33.5 
[80 – 94%] 
24.5 – 29.5 
[69 – 83%] 
24.5 – 29.5 
[69 – 83%] 
24.5 – 29.5 
[69 – 83%] 
24.5 – 29.5 
[69 – 83%] 
- 






low high to very 
high 
low moderate moderate moderate moderate - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which 
sign change starts occurring continuously, or the maximum number of bivariate models tested if sign change has not been observed (reported as a lower limit >>120,000, meaning that the true 
number of random vectors must be greater than the limit by one or more orders of magnitude). &The minimum ρrd at which sign change starts occurring continuously, or the maximum ρrd 
reached if sign change has not been observed (reported as a lower limit >>0.29, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
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**Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate modelling. Total risk means the risk of taking into account all 
selected descriptors. 
##
This performance was predicted from plots (Figures 1-4 in the article) based on the fact that no sign change has been observed up to 120,000 random vectors applied (memory limit reached). 
###Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of the maximum value of 35.5 (given in brackets). 
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Table S36. Data set L and its model statistics
#
 in terms of sign changes. 
ISCP level Descriptors Models Regr. coefficients Calculated index Performance 
1 (models;3) 0/4(0%) 0/2(0%) 3/24(12.5%) S1 = 0.125 extremely poor 
2 (submodels;4) 1/4(25.0%) 4/11(36.4%) 4/44(9.1%) S2 = 0.091 poor 
4a (60000;0.19) 0/4(0%) 0/240000(0%)* 0/24000(0%)* S4a = 0 excellent** 
4b (60000;0.19) >>0.19 >>0.19 >>0.19 S4b >> 0.19 excellent** 
5a(t-test;0.05) 0/4(0%) 0/3(0%) 0/12(0%) S5a = 0 excellent 
5b(t-/F-test;0.05) 1/4(25.0%) 1/3(33.3%) 1/12(8.3%) S5b = 0.083 poor 
*Only parameters (regression coefficients) for the selected descriptors are taken into account; parameters for other (real and random) variables are not of interest; therefore, the models and 
descriptors have the same statistics in such cases. #ISCP parameters. Level 1: No. models considered (3). Level 2: No. descriptors (4), which is the maximum complexity of the multivariate 
model considered. Level 4a: number of random descriptors (generating 60,000 random descriptors is still not sufficient to obtain correlation coefficient with respect to y around 0.40); correlation 
coefficient for randomization, ρrd (in this case, 0.19). Level 4b: the minimum number of bivariate models at which sign change starts occurring continuously, or the maximum number of 
bivariate models tested if sign change has not been observed (in this case, 60,000); the minimum ρrd at which sign change starts occurring continuously, or the maximum ρrd reached if sign 
change has not been observed (in this case, 0.19). Level 5a and 5b: confidence level α, the probability threshold (0.05). Reported parameters for all ISCP levels are relative sign change 
frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked with sign “>>”only when probable region for ρrd was determined, 
meaning that the value of ρrd must be far from the lower limit i.e. close to 1). **This performance was predicted from plots (Figures 1-4 in the article) based on the fact that no sign change has 
been observed up to 60,000 random vectors applied (memory limit reached). 
 
Table S37. Descriptor statistics* in terms of sign changes for data set L and its models. 
Level HOMO nX CIC0 nCAH Total 
1 0/6(0%) 0/6(0%) 0/6(0%) 3/6(50.0%) 3/24(12.5%) 
























5a 0/3(0%) 0/3(0%) 0/3(0%) 0/3(0%) 0/12(0%) 
5b 0/3(0%) 0/3(0%) 0/3(0%) 1/3(33.3%) 1/12(8.3%) 
Visual check acceptable problematic acceptable problematic problematic 
Total score
###
 29.5 – 34.5 (83 – 97%) 28.5 – 33.5 (80 – 94%) 29.5 – 34.5 (83 – 97%) 16.5 – 21.5 (46 – 61%) - 
Risk** low low low high to very high - 
*Reported parameters for all ISCP levels are relative sign change frequencies expressed as ratios and percentages (in brackets), except for level 4b for which the value of ρrd is reported (marked 
with sign “>>” if only probable region for ρrd was determined, meaning that the value of ρrd must be far from the lower limit i.e. close to 1). 
#The minimum number of bivariate models at which sign change starts occurring continuously, or the maximum number of bivariate models tested if sign change has not been observed (reported 
as a lower limit >>60,000, meaning that the true number of random vectors must be greater than the limit by one or more orders of magnitude). 
&The minimum ρrd at which sign change starts occurring continuously, or the maximum ρrd reached if sign change has not been observed (reported as a lower limit >>0.19, meaning that the 
value of ρrd must be far from the lower limit i.e. close to 1). **Descriptors are characterized as bearing low, moderate and high risk of the sign change problem for the use in multivariate 
modelling. Total risk means the risk of taking into account all selected descriptors. ##This performance was predicted from plots (Figures 1-4 in the article) based on the fact that no sign change 
has been observed up to 60,000 random vectors applied (memory limit reached). 
###Total score is expressed in terms of the sum of score contributions along the ISCP check levels (rules given in Table 4), and as percentage of the maximum value of 35.5 (given in brackets). 
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