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ABSTRACT
The goal line of designing any structure is to get maximum performance at minimum cost.
Therefore, optimization is the only method through which that objective can be achieved.
Engineers have been practicing different formats of optimization. Topological optimization is one
of the well-known long-practiced methods. But it is always desired to find out the most helpful
way to design that considers every relevant parameter associated with the structure. In the
continuation of this search to enhance the efficacy of design through optimization, a new approach
was explored in the following work. The motivation was to enable a model to be capable of finding
out the best design criteria numerically based on numerous dimensions so that the method could
be examined on a ground irrespective of any constraint.
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CHAPTER 1: INTRODUCTION & MOTIVATION
One of the most fundamental challenges of engineering is designing with the precise
amount of material in the specified design space to get maximum performance. The requirement
of using less material has made human beings find the effective solution to this question
relentlessly over time. As a result of this quest, people have been researching persistently.
Topological optimization was the first method that was developed in this regard.
1.1 An overview of topological optimization
Topological optimization bolstered by the development of homogenization theory and
numerical optimization method was first introduced in the seminal paper by Bendsøe and Kikuchi
in 1988 [1]. The review paper on ‘Topology optimization approaches’ by Ole Sigmund and Kurt
Maute gives a detailed idea about the origin and the development of topological optimization. With
time, the concept of topological optimization has been developed from different perspectives and
directions such as density[2],[3],[4], level set [5],[6],[7], topological derivative [8], phase field [9],
evolutionary [10] and many others. The main idea of the method is repeated analysis, design update
steps [3], and gradient computation. In their paper, Ole Sigmund and Kurt Maute also describe the
details of overview, comparison, critical review, similarities, dissimilarities, advantages, and
disadvantages of the different approaches.
The difference among the approaches is mainly based on the design variables or the
parameters. The design variable in density and evolutionary approaches of topological
optimization is a simple element or nodal based. The level set approach and topological derivative
approaches use shape derivatives to get optimal topology.
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They discussed the general topology problem and different ways to solve it in the paper.
The general topology problem can be stated as finding the material distribution that minimizes an
objective function F which is subjected to a volume constraint
Go ≤0 and
Gi ≤0 where i=1, 2, ….M where M was the number of possible constraints.
The material distribution was described by the density variable ρ(x) which can be 0 (void)
or 1 (solid) at any point in the design domain Ω. That is
min:F=F(u(ρ), ρ) = ∫𝛺 f(u(ρ), ρ)𝑑𝑉
𝜌

s.t: Go(ρ)= ∫𝛺 ρ(x)𝑑𝑉 -Vo ≤0
Gi(u(ρ), ρ) ≤0 where i=1, 2, …M
ρ(x) =0 or 1 ∀ x∈Ω
For example, strain energy is calculated as an objective to optimize compliance. In reality,
there are numerous design-related constraints, so the general optimization problem included M
constraints. The basic topology problem can be solved with two approaches such as
a)

Shape optimization and

b)

Density approach

This can be identified as the Lagrangian approach in which mesh follows boundaries and
the Eulerian approach in which mesh is fixed. The Lagrangian approach follows boundary
following mesh and the Eulerian approach follows fixed mesh.
A major part of the density approach of topological optimization is discretizing the whole
domain into N finite elements and the density distribution is N nodal design variable. Therefore,
the optimization problems were modified accordingly.
2

People first found it difficult to get a general solution to the above optimization problems.
Because for many cases introducing more holes may decrease the stiffness. Also, when the domain
is discretized, more holes can be created which indicated the mesh dependence. To find the
solution to these issues, a method called relaxation which includes the homogenization approach
[1] as well as the free material approach [11] and restriction methods were started to be used. The
more popular restriction method indicates preventing rapid oscillation of the density distribution.
Another concern of the discretized problem is design variable can take only discrete values:
1 or 0. Solving such a discrete problem with thousands of design variables was quite a challenging
one which inspired to modify the above optimization problems into a continuous one. So the
general topological optimization problems become
min:F=F(u(ρ), ρ) = ∑𝑖 ∫𝛺𝑖 f(u(ρi), ρi)𝑑𝑉
𝜌𝜌

s.t: Go(ρ)= ∑𝑖 𝑣𝑖𝜌𝑖 -Vo ≤0
: Gj(u(ρ), ρ) ≤0 where j=1, 2, …M
:

0≤ 𝜌i≤1 where, i=1, 2,…N

According to the author, more research needs to be done in the following direction
regarding topological optimization,
1.

The efficient numerical and computational performance is yet to be achieved for a

large-scale 3D model.
2.

The algorithm of topological optimization is not capable of any arbitrary physical

problem. Most of the approaches can only handle simple problems like minimization of
compliances
3.

Not all approaches can handle multiple constraints.
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4.

Many physical models are dependent on the accuracy of the modeling of boundary

conditions. They cannot be solved with a standard regular mesh approach.
5.

Sometimes, a large number of iteration and continuation approaches are a must for

good convergence. Again sometimes, starting guess needs to be good although the approach can
be efficient in the following steps. Hybrid approaches are needed to combine the benefits.
6.

Some approaches need problem-dependent tuning parameters which makes them

unfit to solve all problems with fixed parameters.
7.

More research to make converge problems independent of the mesh is needed.

8.

The topological optimization is dependent on finite element analysis software on

large scale. According to the author, non-FE-based topological optimization should be explored
more.
1.2 Historical background of machine learning
The historical background of machine learning is described in the book ‘Artificial
intelligence, A modern approach’ by Stuart Russell and Peter Norvig.
Several early works can be identified as examples of AI. But among them, Alan Turing is
considered to have been probably the most important one because of his speech at the London
Mathematical Society as well as the influential agenda in his 1950 article “Computing Machinery
and Intelligence.” Although as the first step of modern AI, Warren McCulloch, and Walter Pitts
1943 proposed the model of an artificial neuron with ‘on’ or ‘off’ option while simulation from
different neighboring neurons was needed to result in the neuron being ‘on’. According to them,
it was possible to compute any quantifiable function by some network comprised of connected
neurons. They also suggested that a properly described network could learn. In 1949, Donald
Hebb proposed a little modification related to the connection strength between neurons, which rule
4

is known as ‘Hebbian learning’. Marvin Minsky and Dean Edmonds, two undergraduate students
of Harvard, deserve the credit to build the first neural network computer in 1950.
In the development of AI, the influence of the Dartmouth workshop was undeniable. This
was possible for the effort of John McCarthy who persuaded Minsky, Claude Shannon, and
Nathaniel Rochester to bring together U.S. researchers and expand the research field of automata
theory, neural nets, and the study of intelligence. The advancement of modern AI was possible
because it was dealt with as a separate branch of research. This workshop helped to establish the
fact that AI cannot be a branch of mathematics, nor it cannot be included in control theory or
operations research or decision theory as AI is the only branch that from the very beginning tried
to mimic human facilities such as creativity, self-improvement, and language use by learning.
Also, It was clear to all that AI was the only field that was concerned about building a machine
that can operate in changing environments.
The period starting from 1980 to 1988 can be considered as the period of the booming
industry of AI applications which. The backpropagation learning algorithm was reinvented by at
least four different groups in the mid-1980s, which was first discovered by Bryson and Ho in 1969.
After its rediscovery, it started to be used extensively.
The advancement in content and methodology of Artificial intelligence has been in
constant motion. In recent years, it is safe to say that the AI methodology strictly follows the
scientific method. A hypothesis is accepted only when it is proven by rigorous empirical
experiments, and a statistical method can be applied to analyze the result (Cohen, 1995).
Judea Pearl (1988) and Peter Cheeseman (1985) influenced significantly the probability
and decision theory getting accepted in AI. The invention of the Bayesian network approach helped
to solve many problems related to the probabilistic reasoning system of the 1960s and 1970s. AI
5

has been so common in numerous web-based applications as well as in internet tools such as search
engines etc.
With the progress of AI, it becomes more concerned about data than the type of algorithm
due to the lack of availability of large dataset sources.
Here are a few applications of AI•

Robotic vehicle

•

Speech recognition

•

Autonomous planning and scheduling

•

Game playing

•

Spam fighting

•

Logistic planning

•

Robotics

•

Machine translation

1.3 Literature review
People have been trying to incorporate the machine learning approach in optimizing lattice
structure for so long to explore the structural design on large scale. Dennis M. Dimiduk et al (2018)
discussed the impacts of machine learning, deep learning, and artificial intelligence in material,
processes, and structures engineering [12].
To apply machine learning in optimizing lattice structure, the main idea is to convert the
lattice structure into a design state vector that can be interpreted and translated by a machine.
Researchers adopted different approaches for that. In every case, the goal is to get the optimized
structure that gives better mechanical properties. Among some of the recent works, Adithya
Challapalli et al (2021) used a machine learning framework to optimize lightweight metamaterials.
6

They used generative adversarial networks (GANs) as an inverse design framework to optimize
the lightweight lattice unit cell to improve mechanical properties and ended up finding 40-120%
better load carrying capacity than the octet unit cell.
The framework of the inverse design is given below. Data generation is a vital part of any
machine learning approach. In their study, they considered the 3D lattice unit cell consisting of a
cylindrical element with a certain cross-sectional area. A Representative Volume Element (RVE)
with 27 vertices was their reference. Each cylindrical element was formed by connecting two
vertices and the data of the study had 1500 different unit cells with different combinations of those
beam elements which made them unique. Those lattice unit cells were tested uniaxially by making
one end fix and applying a uniform compression load using ANSYS simulation. Thus, the data
table for this study included the 1500 different unit cell designs, their mass, and compression load.
To feed the unit cell design into the machine, they were initially expressed by the element number.
The vertices were numbered from 1 to 27 and then the connecting cylindrical elements were
numbered by the two vertices they had connected. Later those elements were expressed as 1’s and
0’s (1 being the element in the design and the 0 being the rest of the positions) and the unit cell
was a vector consisting of all those 1’s and 0’s at different positions. Feeding those vectors into a
forward regression model mass and compression load can be predicted. But based on only mass
and compression load it was not possible to get a new unit cell design. To do so, their machine
learning approach GAN used two neural networks. As shown in the above picture, the generator
is one neural network that generates new data, and the discriminator is another neural network that
differentiates the new data from existing data. To ensure that the new data fulfills all the constraints
they are passed through several boundary conditions. The new unit cells generated in this way are
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first modeled by 3D CAD design software solid work then tested by ANSYS workbench. They are
also 3D printed by feeding the STL file into the printer and then tested [13].

Figure 1: The pipeline of the inverse design framework [13]
Adithya Challapalli and Guoqiang Li (2021) also applied machine learning and conducted
optimization to achieve superior biomimetic polymeric lattice structures. They assigned numbers
to express the individual structure and thus they converted them into a logical sequence to feed the
machine. Then they performed numerical simulation on the optimal lattice structure and tested
them experimentally. In this paper, they tried to make the machine learn from mature to design
biomimetic rods with better buckling resistance and predicted new lattice unit cells as well. They
generated new sandwich material with the optimal unit cell using it as a core. That’s how their
machine learning model predicted unit cells with superior buckling resistance [14].
Anthony P. Garland et al (2021) used machine learning to optimize the novel structural
lattice metamaterial to maximize the elastic stiffness during static loading and minimize wave
8

speed during an impact event. Complying with the manufacturing constraints, they first generated
random lattice units. Then they perform numerical simulation and got the FEA analysis result for
stiffness and wave speed. Then train the unit cell data with a convolutional neural network (CNN)
to predict the stiffness and wave speed. After that, they used a genetic algorithm to predict new
unit cells based on the trained model. Their data acquisition method is different from that has been
described in the paper by Adithya Challapalli et al. Their two-dimensional topology which was
fixed at the end and was subjected to the impact force contained unit cells with 12X12 pixels each
of which was either material or void. Each pixel was meshed into 25 eight-node hexahedral
elements while simulating it in the Sierra FEA analysis package. They used1000 different designs
of the unit cell. The CNN is trained with a lattice structure made of a 3X3 unit cell. The using
genetic algorithm best optimized new unit cells are predicted fitness of which is crosschecked by
the CNN. The whole flowchart as shown in the following picture

Figure 2: Flow chart [15]
They showed that this is a pragmatic way to get new designs of unit cells overcoming
complex manufacturing constraints [15]
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Yingjun Wang et al (2020) developed a back propagation neural network-based (BPNN)
design framework to build petal-shaped auxetics. Their BPNN model was based on a parametric
modeling scheme with few designs’ variables but the relation between the variables and
mechanical properties as the response was highly non-linear. But BPNN fitted model showed high
accuracy.
To parameterize the petal-shaped auxetics, they followed the methodology of wang et al.
[Wang and Poh (2018); Wang, Poh, Zhu, et al. (2019)], that is the IGA-based multi-patches
parameterization scheme.

Figure 3: IGA-based multi-patches parameterization scheme [16]
In the above figure they showed (a) interior boundary definition; (b) exterior boundary
generation; (c) parent petal generation; (d) insertion of connecting bars and transformation of the
parent petal; (e) full RVE generation. One unit cell consisted of one single material and they
described the geometry by the vector of the parameters, x=[l1,l2,l3,l4,h4,d1,d2]
The BPNN structure they used,
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Figure 4: Figure: BPNN structure [16]
And the design framework flow chart is,

Figure 5: Figure: Flow chart of data-driven design framework [16]
3000 training, 500 tests, and 500 validation samples of three types of datasets for tri, tetra,
and Hexa-petals of the auxetic structure were generated by IGA-based computation
homogenization.
The design limit that is with the lowest possible poison ratio at a stiffness constraint was
tried to find out using both methods i.e., IGA homogenization computed data and BPNN trained
function[16].
Similarly, Sangryun Lee et al (2022) used neural network and genetic optimization (NNGO) to expand the design space of lattice structures to improve the mechanical property. This is
the most recent work around this research area, which was supervised by professor Dr. Grace Gu
11

of the University of California, Berkeley. In this paper, the authors discussed the different
perspectives of the research with the design of lattice structure that is made up of the crisscross
arrangement of beam elements which allows the designer to distribute material more effectively
from a structural point of view. They also mentioned that general consideration about the crosssectional area of beam element being uniform makes these problems get rid of all complexity but
at the same time more challenging to find out the best weight to performance ratio, because
according to them, the most demanding part of getting an optimal lattice structure is to reduce
density maintaining a better performance. In this paper, they investigated the optimized shape of
beam elements with the deep learning approach, then adapted the combined neural network and
genetic optimization method to achieve the best lattice structure. They put the material mostly
around the joint which is the weakest region. This allowed the structure to become more load
bearing and energy absorbing because of the balance of axial and edging deformation. They
simulated the design, then to prove the result of the simulation they fabricated it by additive
manufacturing, and then the mechanical properties of the lattice structure were tested. They
modeled the shape of the beam element by high order Bezier curve which is a mathematical curve
used mainly used in the computer graphics field. Using randomly generated Bezier curve control
points, relative density and modulus of BC lattice structure are predicted from FEA and
homogenization. All these data are fed into two deep NN to predict the relative density and relative
young’s modulus. Then using the hybrid NN-GO method they derived a new beam element shape.
They proved that the BC lattice structure with a new beam element achieved from the NN-GO
method showed higher stiffness and strength [17].
The workflow chart of their NN-GO approach is as follows

12

Figure 6: Work flow-chart of design approach [17]

1.4 Motivation
In this thesis, the machine learning approach to deal a design optimization for a random
geometry was explored in the motivation to establish a more generalized methodology. Like all
other efforts of the researchers that we can come to know from the literature review, the first
synthetic data was developed for random geometry with the help of a bunch of codes. Then the
mass of the geometry was tried to optimize at certain stress. As an initial geometry, a cantilever
beam was considered. The design space is defined by the nodes so it was expected that the method
would be able to solve a wide range of complex geometry. The goal was to develop such an
optimization method that can effectively calculate for any physical 3D geometry model design
problem that would be able to find a set of parameters that satisfy the optimal value of an objective
under any number of constraints. The subdivision concept inside the design allowed the geometry
to have different sizes and patterns of mesh in the different regions of the body, which made the
13

method mesh independent, that is it could be useful equally for regular and irregular mesh patterns.
No finite element analysis software involvement was necessary for the method. Thus, this method
tried to challenge some shortcomings of the topological optimization we can find in section 1.1.
Thus, it was expected to be a good alternative to topological optimization. As AI is making
numerous revolutionary changes in different sectors, it can be easily presumable that incorporating
AI into an optimization method can open many windows in the modern sector structure design.
Also, once established the algorithm can be elaborated to apply to different types of optimization
problems related to finding a set of thousands of parameters of the design problem.
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CHAPTER 2: METHODOLOGY AND RELEVANT THEORIES
In this chapter, a detailed methodology and the relevant theories will be discussed. The
design problem was finding the optimal lattice structure for any geometrical shape where the
design variables were nodal spacings and beam element cross-sectional areas.
Lattice structure is topologically ordered, three-dimensional open-celled, and can be
consisted of one or more-unit cells. Those unit cells can be repeating or non-repeating. Those unit
cells are defined by the dimensions and the connectivity of their component beam element which
are connected at nodes [18],[19],[20].
Each unit cell can have a different nodal distribution pattern depending on the nodal
spacing (ds). Hence the length of the beam element will be different for each unit cell. Similarly,
each unit cell can have a different beam element cross-sectional area. In this thesis, each unit cell
is defined by a unique nodal distance (ds) and beam element cross-sectional area (A). So, these
two are the properties of each unit cell for the optimization problem. In other words, these are the
parameters that describe the unit cell. As a result, the number of the nodal spacing and beam
element cross-sectional area were equal to the number of the unit cell which was referred to as
subdivisions in this work. Thus, the mass and maximum stress of the design space were expressed
as a function of the parameters of all the unit cells (which are nodal spacings and beam element
cross-sectional areas of all subdivisions in this case). If ds1 is the nodal spacing of subdivisions
number one, ds2 is the nodal spacing of subdivisions number two, etc., and A1 is the beam element
cross-sectional area of the first region, A2 being the beam element cross-sectional area of the
second region, etc. the optimization problem formulation is,
Find x (ds1, ds2, ds3, ds4, ……., A1, A2, A3, .….. ) where x ϵ Ω, Ω is design space
to make

mass φ (x) → min
15

so that Maximum stress, σ (x) -Allowable stress, σallow ≤0
That is best parameters are needed to be chosen so that the mass of the lattice structure
becomes minimum at maximum stress generated in the structure which meets the requirement of
the allowable stress.

Figure 42: Work flow-chart of the proposed design approach
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2.1 Data Generation
The main data generation code (named ‘run_3d’) was designed in this way so that it takes
all the inputs and other functional codes to perform their task. Those inputs make those functional
codes run, generate the design space, subdivide it, and perform a finite element analysis. Thus, the
output data table was obtained which consisted of all the required data to be fed into the machine
learning algorithm.
Here is the description of the functions that all those codes that the ‘run_3d’ needed to
generate the data table.
2.1.1 Description of the functional Code ‘beam_lattice.m’
Table 1: Algorithm of Code ‘beam_lattice.m’
Algorithm 1
1.

The length (l), width (h), and height (k) are described from the corner

nodes of the unit cell
2.

Based on nodal spacing, the algorithm finds the number of nodes

along the length (ni), width (nj), and height(nk)
3.

The total number of nodes (nn) are found out

4.

Using a for loop the matrix of node co-ordinates are found out

5.

Applying a mean (mu) and a standard deviation (std), the position of

the nodes is rearranged in such a way that they are in a gaussian distribution manner
6.

Discard all the co-ordinates that are created out of range for having

a gaussian distribution
7.

Co-ordinates of corner nodes are added to the matrix of node

coordinates.
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To perform finite element analysis a physical model is needed. The first job is to create this
physical model or geometry of a lattice structure which will be eventually the design space of the
optimization problem. As we have discussed already, the shape of a lattice structure is defined by
the unit cells or subdivisions which are composed of beam element strut that connects specified
nodes. In other words, it can be said that by connecting nodes, beam elements can be obtained.
These beam elements produce the unit shape of the lattice structure. It is to be noted that the
parameters of the optimization problem are nodal spacing and beam element cross-sectional area.
They are needed to be chosen to get the minimum mass. They cannot describe the design space.
Therefore, nodes are the fundamental concept here. So, the design space is defined by the nodes
or points.
To develop the lattice structured geometry, the code was designed to develop it from the
unit cell or single subdivision. So that several unit cells or subdivisions build up the desired
geometry.
The function of this code was to make the unit cell of the geometry. This code generated
coordinates of the nodes which clearly defined the unit 3D design space block of the geometry. To
create coordinates of nodes in any space, the dimension of the unit 3D space i.e. length, width,
height, and distance among the nodes as well as the pattern of the distribution of the nodes are to
be specified. To provide all this information, this code needed to take the input of the coordinates
of corner nodes from which it can calculate the dimensions. The code also needed the information
on the nodal distances (ds) which was also one of the parameters of the optimization problem of
this thesis. The distribution pattern of the nodes was gaussian distribution for which the code

18

needed the information of standard deviation ‘sigma’ and mean ‘meu’ of the distances among the
nodes.

Figure 7: Randomly generated 3D nodes in design space
As a result, when, mean = 0 and standard deviation=0, the nodes tended to be distributed
uniformly with the spacing of ‘ds’ from each other. The lattice structure created from this type of
node was regular mesh in this thesis. If the values of ‘meu’ and ‘sigma’ are anything other than
zero, the nodes produced an irregular lattice structure which was referred to as an irregular mesh.
This allowed the code to control the node distribution. For a certain mean and a standard deviation,
if the x, y, and z coordinates of the nodes are plotted, the plot will show the normal distribution
along the length as follows,
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Figure 8: Histogram of node distribution
Therefore, this code gives the node co-ordinate matrix that specifies the unit design space.
2.1.2 Description of the function of code ‘beam_cell_1.m’
Table 2: Algorithm of Code ‘beam_cell.m’
Algorithm 2
1.

In this algorithm, the for loop using the code ‘beam_lattice’ with a specified

nodal spacing, mean and standard deviation, generates regional density-based nodal
coordinates and thus defines the subdivisional domains within the whole design envelope.
The loop also creates the matrix that consists of all the node coordinates, the
subdivision number that a node belongs to, the nodal spacing, and the mean and standard
deviations of that specified subdivisions.
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2.

Then Delaunay option creates triangulation from the nodes and creates the

connectivity matrix that has two columns having the end node IDs that are connected to
form one beam element of the triangulation.
3.

The matrix of the cross-sectional areas of those beam elements is created. It

is specified that when the beam element is formed by the connection between nodes that
belong to two different subdivisions, the cross-sectional area would be the average of the
two cross-sectional areas of those two subdivisions. That is cross-sectional area is uniform
in one subdivision.

The function of this code was to generate nodes in all the subdivisions that define the design
space or the whole geometry. To do so this code needed the coordinates of corner nodes or
boundary nodes of all subdivisions so that it could create points inside it. The ‘node’ matrix was
the list of all corner nodes. The matrix ‘conn’ was the list of all subdivisions described by the
corner node ids of each subdivision in an order of anti-clockwise direction. This code also needed
the vector of standard deviations ‘sigma’ and means ‘meu’ of the nodal distributions for all
subdivisions. The other inputs are the vector of nodal distances of all subdivisions, and the vector
of all beam-element cross-sectional areas. This code gave the outputs of the matrix of coordinates
of all nodes generated within the design space, the information of the blocks or subdivisions they
belonged to, their connectivity which was expressed as the node ids, and the cross-sectional area
of each connectivity or each beam element. The nodes were connected in such a way that each
subdivision had its own beam element cross-sectional area and the cross-sectional area of the beam
element that was built up by connecting two nodes from two different subdivisions was the average
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of the two cross-sectional areas of the two subdivisions. Thus, this code defines the whole
geometry finite element analysis which was performed in the code-named ‘truss_eval’.

Figure 9: Generated nodes with local densities
The 3D visualization of the rectangular design domain with subdivisions having nodes are
as follows,

Figure 10: Lattice structure with regular mesh and uniform density
In the above design domain, the nodes of all subdivisions have the same nodal spacing,
zero mean, and zero standard deviation. When the spacing and standard deviation have some
specified values and the spacing is not the same all over, the lattice structure is similar as follows,
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Figure 11: Lattice structure with irregular mesh and non-uniform density
The lattice structure with different cross-sectional areas in different subdivisions are similar
as follows,

Figure 12: Lattice structure with regular mesh and non-uniform density
2.1.3 Description of the function of code ‘truss_eval’
Table 3: Algorithm of Code ‘truss_eval.m’
Algorithm 3
1. First for loop finds out the mass (M) of the structure with the inputs of the matrix
of cross-sectional area A, density (rho). The loop finds out the stiffness matrix using
the ‘kmat_truss3d.m’ code
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2. The fixed points are declared (ifix)
3. Displacements under load (rhs) are found out for each node those are not fixed
4. The second for loop finds out the stresses generated in all the beam elements with
the help of the functional code bmat_truss3d.m
5. Maximum stress is found out.

This is the step where the synthetic data is produced for the design state vectors. The code
uses finite element analysis principles. The code uses the stiffness method or displacement method.
Dary L. logan defined the stiffness matrix k -which is very important to get introduced while using
the stiffness method- in his book ‘First course in finite element analysis’ in chapter 2, P-32. For a
single element k is, {f}=[k]{d}
Where [k] establishes the relation between nodal displacement and nodal load on it. For an
assembly of elements, it relates the global coordinates of the nodal displacement to a global force.
The basic element of the lattice structure is a bar. So, explaining the FEA for a bar can give the
concept on which the code was written. It was described in chapter 3 of the book.

Figure 13: a) Bar subjected to tensile force T, b) Displacement at the two ends of the
bar[21]
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In the method, it is considered that the bar element is linear elastic and has a constant crosssectional area (A), length L, and modulus of elasticity E. Now, the challenge is to find the stiffness
matrix for it.
Suppose the tensile force T is applied at the two-end node of the bar in the x direction.
From hook’s law, we write
Stress (σ)= modulus of elasticity (E) x strain (ϵ )
Strain=displacement (du)/length (dx)
For a bar with tensile forces applied at both ends, T is constant. Therefore,
A σ =T = Constant
To get the stiffness matrix the first task is to assign nodes at the two ends of the selected
bar. The relation between the nodal force matrix and displacement matrix can be expressed as
follows if the two nodal forces are f1x and f2x, and the displacements of the two ends are u1 and u2
the
[

𝑘12 𝑢1
][ ]
𝑘22 𝑢2

𝑓1𝑥
𝑘
]= [ 11
𝑓2𝑥
𝑘21

Here, kij represents the force in ith degree of freedom for unit displacement in jth degree of
freedom, and the rest of the values are zero
The second step after selecting an element is, choosing the displacement function. As the
displacement is considered linear, it can be stated as
u= a1+a2x , The number of the coefficient is equal to the degree of freedom. Here the
degree of freedom is two as the displacement for two nodes is to be considered. This can be written
in matrix form as follows,
𝑎1
u= [1 x] [𝑎 ]
2
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applying u=0 and u=L, the values of 𝑎1 and 𝑎2 can be obtained. Thus, substituting the value
of u becomes, u=(

𝑢1 −𝑢2
𝐿

)x+𝑢1

This can be written in matrix form such as follows,
𝑢1
u= [N1 N2] [𝑢 ]
2

Where, N1= 1 x x/L and N2= x/L
The next step is defining strain/displacement and stress/ strain relationship which we
already know that,
Stress (σ)= modulus of elasticity (E) x strain (ϵ )
And Strain=displacement (du)/length (dx)
Also, T= A σ = A E

𝑢1 𝑋𝑢2
𝐿

Using, substituting this into nodal force sign and expressing that in matrix form we find
[

𝑓1𝑥
1
]=AE/L [
𝑓2𝑥
𝑥1

𝑥1 𝑢1
][ ]
1 𝑢2

Therefore, [k]= AE/L [

1
∗1

∗1
] is the stiffness matrix for a bar element.
1

For a structure that is composed of more than one element, global stiffness, force matrices,
and global equations are assembled using the direct stiffness method. Then, the displacements by
imposing boundary conditions and simultaneously solving a system of equations, {f}=[k]{d} are
determined. Then finally the system needs to be solved for element forces [21].
The finite element analysis code takes the input of the matrix of nodal co-ordinates, unique
connectivity matrix of all nodes, matrix of cross-sectional areas of all connecting unit lattice
elements, the density of the material, modulus of elasticity, matrix of the node IDs which are
decided to be fixed and the matrix of loads at certain nodes. This code gives the maximum stress
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of the beam and the mass of the beam for a given set of nodal distances and lattice element crosssectional areas.
The code finds the stiffness matrix with the help of another functional code
(kmat_truss3d.m). It calculates the sum of the length of all the elements. Then calculates the mass
by multiplying the length by density and cross-sectional areas. Then the stress is calculated in each
element using another functional code bmat_truss3d.m that computes the strain-displacement
matrix for the 3d object.
2.1.4 a description of the code ‘run_3d.m’
Table 4: Algorithm of Code ‘run_3d.m’
Algorithm 4
1. Describe the inputs of the matrix of the coordinates of all corner nodes of the
subdivisions of the structure
2. Describe the inputs of the matrix of all the corner node IDs of the subdivisions
arranged in their connection order (anti-clockwise). In this matrix, each row will
have eight-node ids and the row number will be equal to the number of
subdivisions, N.
3. Fixing the number of test points (X)
4. Provide the vectors of randomly generated nodal spacings (ds) for all subdivisions
X times. Therefore, there will be N vectors of nodal spacings which have one column
with X rows
5. Provide the vectors of randomly generated beam element cross-sectional areas (A)
for all subdivisions X times. Therefore, there will be N vectors of cross-sectional

27

areas which have one column with X rows. Vectors 4 & 5 are the design state
vectors.
6. Load and maximum allowable stress values are given
7. Then the for loop is started. The loop operates X times for each row values of nodal
spacings and beam-element cross-sectional areas for all subdivisions. Inside the
loop, fixed nodes are declared. Distributed loads on each node of the edge of the
load application are declared.

Using the ‘beam_lattice’, ‘beam_cell’, and

‘truss_eval’ algorithm, each loop finds out the mass and maximum generated stress
on the structure based on that specific set of parameters. After finishing the loop
data table with X rows and (N+N+2 responses) columns.

The ’run_3d’ code, for example, to generate a data table consisting of one thousand data,
generates one thousand sets of twenty random numbers as nodal spacings and one thousand sets
of twenty random numbers of lattice element cross-sectional areas within a given range. For each
set, the loop finds out the mass and maximum stress. These one thousand data gave an image of
the pattern of the relation of mass and maximum stress with the nodal distances and beam element
cross-sectional areas of all subdivisions of the geometry. This pattern can be expressed as models,
and it is possible to find an optimum point for a set of parameters where the mass of the geometry
is minimum at the allowable stress.
2.1.5 Data generation on cluster
But the design of lattice structure with much finer mesh is needed to be considered.
Therefore, we need to consider the nodal spacing as much smaller which eventually will increase
the lattice element hence the mass of the structure. So, to achieve a minimized mass the cross28

sectional areas are needed to be small enough. write the problem and help with the supercomputer
using ‘parfor’. If the nodal distances are substantially small, it increases the number of nodes hence
the element number to a large extent. Consequently, the time cost of the calculation increases.
With the help of a supercomputer (in this case, UTEP high-performance cluster or HPC) the time
cost was reduced.
In the data generation code, each ‘for’ loop performs each test. MATLAB code cannot use
more than one CPU which is referred to as ‘core’ in the case of the supercomputer. But the parallel
computing toolbox of MATLAB allows the user to use the multiple cores in a cluster. The parallel
for loop (parfor) is used to run independent iterations in parallel on multicore CPUs. To generate
1000 data the loop needs to run 1000 times. But if the nodal spacing is reduced to an extensive
amount to develop a design with a finer mesh, which results in hundreds of thousands of elements
for one single test. Eventually, this may have the finite element analysis code run hour after hour.
Therefore, if the code with 1000 tests loop is run in one core, it would take so long to finish data
generating. But if ‘parfor’ is used, then the loop is distributed among the cores of that specific
nodes. So, to generate 1000 data, the numbers of tests were distributed within the nodes of the
cluster. [ code appendix]
The range of nodal spacing was chosen from .038~.048 and the range of cross-sectional area was
chosen from .00001~.01. First, a code generated 1000 sets of twenty nodal spacing and twenty
cross-sectional areas. Then separate data generation code was developed with 48 sets of data from
this dataset so that, that code would run 48 tests hence there would be 48 for loops. Using parfor,
while running on a node of a cluster, MATLAB eventually distributed twelve loops within twelve
cores. It took around seven hours to completion of one loop. As twelve loops were parallelly
running, in around seven to eight hours the code could generate twelve data at one node. Therefore,
29

for the generation of 48 data, it took 28~32 hours. Twenty separate codes were needed to run on
twenty different nodes with twelve cores to generate 960 data points within this 28~32 hours. [job
submission script in appendix]. All associated codes were saved in the cluster directory as well as
the job scripts, and the spreadsheet with 1000 sets for nodal spacings and cross-sectional areas.
Later the output .txt files were downloaded, converted into a spreadsheet, and analyzed.
2.2 Optimization
To find the optimum solution, the optimization tool ‘fmincon’ finds the minimum mass of
the lattice structure at the allowable stress, fmincon needs an objective function and a constraint
function which are built based on the generated data developed with the help of finite element
analysis code. Therefore, those data give a pattern of how the mass as well as the stress changes
with the parameters. In other words, by fitting the curve an optimum equation for mass and an
optimum equation for stress can be achieved by the machine learning technique. The equation for
mass is the objective function for the optimization problem and the equation for stress is the
constraint function of the optimization problem of this thesis. The machine learning toolbox of
MATLAB allows the user to give input of the data and then it provides the best-fitted curve.
Eventually, the user can export the function of the best-fitted curve. The steps are as follows,

Select data and
validation

Choose
regression model
option

Train
regression
model

Export
regression
model

Assess
regression
model
performance
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Figure 14: Flow chart of using regression learner app
2.2.1 Overview of Machine learning
Machine learning provides an automated method of data analysis to automatically detect
data patterns, which helps in future prediction and other kinds of decision-making. Machine
learning aims to create a machine using algorithms to analyze big data. This analysis makes a
machine predict, classify, or distinguish between things and thus can make a machine decide.
Therefore, machine learning is the fundamental theory of artificial intelligence [22].
An important application of machine learning is learning the relationship between
parameters and associated responses, known as modeling [23]. Christopher M. Bishop described
briefly and concisely how machine learning works. While implementing machine learning, a set
of data called ‘training set’ is used to find the pattern and fit it in an appropriate model. The result
of running machine learning algorithms takes a function f(x) which generates a new output f(x)
for every value of input x. This training phase based on training data is also known as the learning
phase. Once the model is trained, it can predict a new data set with an unknown response. The
latest data set is known as the test set. Sometimes, feature extraction is performed on the dataset
to pre-process the data to save unnecessary computation time. Feature extraction is recovering the
most informative features and discarding other features, also known as principal component
analysis. It will be discussed later in the chapter [24].
This type of machine learning is known as supervised learning. Murphy described the types
of machine learning in his book [22]. The types are as follows:
1. Predictive or supervised learning approach
2. Descriptive or unsupervised learning approach
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3. Reinforcement learning
The work in this thesis is mainly based on supervised learning. Therefore, this chapter will
focus on the two types of supervised learning. This is an essential application of machine learning
that is learning the relationship between a set of parameters and associated response, known as
modeling [23]. Christopher M. Bishop described how the modeling is done briefly and concisely
[24]. While implementing machine learning, a set of data called ‘training set’ is used to find out
the pattern and fit in an appropriate model. The result of running machine learning algorithms
takes a function f(x) which generates a new output f(x) for every value of input x. This training
phase based on training data is also known as the learning phase. Once the model is trained, it can
predict with a new data set with the unknown response. The new data set is known as the test set.
Sometimes to pre-process the data feature extraction is performed on the dataset to save
unnecessary computation time. Feature extraction is recovering the most informative features and
discarding other features, also known as principal component analysis. It will be discussed later in
the chapter.
Murphy expressed this training set as D where D is,
D = {(𝑥𝑖 , 𝑦𝑖 )}𝑁
𝑖=1…𝑁 , where N is the number of training examples, xi is the training input,
and yi is the output.
Each xi is a D dimensional vector of numbers which are referred to attributes, features, or
covariate.
Response variable yi can be categorical or nominal. If it is categorical, the problem is a
classification problem or pattern recognition. If yi is nominal, the problem is a regression [22].
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The goal of unsupervised learning is to find out similar examples within the data or in other
words, clustering. The purpose of reinforced learning (Sutton and Barto, 1998) is to find a suitable
solution in a given situation to maximize a reward [24].
Overview of Machine learning toolbox
In this thesis, two machine learning apps of MATLAB were used.
1.

Regression Learner app

2.

Classification learner

The regression learner app was used to train the model for the objective function. The app
takes the input data of predictors and responses. Then train them using a different model. Based
on RMSE and R^2 values, the best model is chosen.
2.2.1.1 Gaussian process regression
The regression learner app uses the following modeling procedures
1.

Linear regression models

2.

Regression Trees

3.

Support vector machines

4.

Gaussian Process Regression models

5.

Ensembles of trees

6.

Neural networks

This thesis will focus on describing the algorithm of gaussian process regression and
ensembles of trees from the regression learner app and the logistic regression of the classification
learner app.
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The theory of the Gaussian process for regression explained in this thesis is mostly based
on the book Gaussian Processes for Machine Learning by C. E. Rasmussen & C. K. I. Williams
(2006).
The Gaussian process regression model is a probabilistic supervised machine learning
structure to solve the regression problem. The Gaussian process is a collection of random variables,
any finite number of which have a joint Gaussian (normal) distribution [25]. In this process, instead
of using a parametric model of regression function for prediction, a non-parametric model is used.
It is assumed that the output vector yi or target vector elements are normally distributed. The focus
is to find out the mean and covariance matrix for this gaussian [23]. The Covariance matrix entails
measuring the joint variability of any random pair of variables, in this case, the elements of the
target vector. A kernel function is analogous to the covariance matrix in this process.

Figure 15: Noise-free GPR. (left)Predictions over a finer grid of points let us visualize the
GP function. The solid line shows the predictive mean and the dashed line plus and minus one
standard deviation. (right) Ten sample functions from the predictive distribution [23]
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The machine learning toolbox of MATLAB can train four types of gaussian process
regression models. The types are classified according to the kernel function for covariance used in
the algorithm. They are
•

Rational quadratic

•

Squared exponential

•

Exponential

•

Matern 5/2

•

Optimizable GPR (activates hyperparameters of the kernel function. Finds the best

kernel. Finds the values of the hyperparameters)
Once the mean and covariance of the target outputs for observed points are known,
prediction becomes possible for test points. It is also possible to give an idea about the
measurement of the confidence of that prediction.

Figure 16: Panel (a) shows the application of the spline covariance to a simple dataset. The
solid line shows the resultant predictive mean function, which is a piecewise cubic polynomial,
and the grey area indicates the 95% confidence area. The two thin dashed and dash-dotted lines
are sample functions from the posterior. Note that the posterior samples are not as smooth as the
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mean. For comparison, a GP using the squared exponential covariance function is shown in panel
(b) [25]
In this model, there is no specific function. Instead, it is accepted that an infinite number
of functions are possible through the same points. So, the non-parametric model is not a model
without parameters rather, there are an infinite number of parameters. These points can be multidimensional. Hence the distribution will be multivariate Gaussian distribution. One mean function
m(xi) of those functions gives the mean output values for given points.
If the function is
Y= f(x)
Then, f(x)= gp (m(x), k (x, x′)) where m(x) is the mean function and k (x, x′) is co-variance
function (Kernel) of f(x).
As mean and co-variance of any data that come from gaussian distribution can be expressed
as
m(x) = E [f(x)]
and k (x, x′) = E [(f(x) – m(x)) (f(x′) – m(x′))]
This thesis will focus on the squared exponential Gaussian process regression model as this
model fits the generated dataset best. That is for this type of model
Cov (f(x1), f(x2)) = k (x1, x2) = exp (-1/2 |x1- x2| )2
For the above co-variance function, the co-variance of the two variables becomes a unit
when the inputs are so close and increases when the difference between the two variables increases.
The squared exponential function corresponds to the Bayesian linear regression model with
an infinite number of basis functions. A squared exponential covariance function can be obtained
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from the linear combination of an infinite number of Gaussian Shaped basis functions. Once the
covariance function is specified, it indicates the distribution over functions [25].
The theory is explained based on a sample training set S with n observations.
S= (xi,yi) where i=1,2,3….n
Here, x is input vectors of D dimensions and y is scalar outputs. The regression learner app
takes the input matrix as a predictor and scalar outputs as a response. If xi is the observed input
points, xi* is the test input points and the joint distribution of training output y, then test output y*
can be sampled from the following predictive distribution,
y*|xi*, x, y ~ N ( k (x*, x) k(x, x)-1y, k(x*,x*)-k(x*,x) k(x, x)-1k(x, x*)) ………(1)
Where,
Mean, m = k(x*,x) k(x,x)-1y
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Figure 17: Samples from a Gaussian process prior defined by the widely used kernel
function for Gaussian process regression. The title above each plot denotes the parameters of the
kernel function (θo, θ1, θ2, θ3) [24]
Co-variance matrix, Σ = k(x*,x*)-k(x*,x) k(x,x)-1k(x,x*)
y* can be sampled using the multivariate gaussian model.
The squared exponential Gaussian process model of the Machine learning toolkit predicts
without considering noise. Only the optimizable GPR model of the toolkit considers the noise. In
this model, the toolkit activates the hyperparameters. The squared exponential kernel function (for
one dimension) for this model is,
k(x1, x2) = σf2 exp (-1/2l2(x1- x2)2)+σn2δ12
Here, l is length-scale, σf2 is signal variance, and σn2 is noise variance. These are
hyperparameters. This model finds the best-fitted kernel function among different kernel functions.
It finds the optimized hyperparameters and the best basis function among constant, zero, and linear.
The other kernel functions used in the other GPR models are as follows:
Rational quadratic
Exponential
Matern 5/2
2.2.1.2 Linear regression models
The linear regression model is a model where a relationship between one dependent
variable and two or more independent variables is established. The independent variables are also
called predictors. A multiple linear regression model is,
yi=β0+β1Xi1+β2Xi2+⋯+βpXip+εi,

i=1,⋯,n,

Here,
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➢

yi is the ith response

➢

β0 is the constant of the model and β1, β2,… βp

➢

Xij is the ith observation on jth predictor variable and j=1,2,…p

➢

εi is the ith noise term, that is random error.

are the co-efficients

Given that all other variables are kept constant, the coefficient βp is the measurement of the
impact of a one-unit change in the predictor variable, Xj, on the mean of the response E(y). The
sign of the βp expresses the direction of the change [26], [27].

Figure 18: The meaning of the parameters of simple linear regression [26]
2.2.1.3 Regression trees
A regression tree is a method where an algorithm predicts data following the decision from
the root to the leaf node. Classification trees give nominal responses, and the regression trees give
numeric responses. The trees that statistics and machine learning toolbox uses are binary [28],
Which means each node is split into two subsamples. Trees are the representation of the method
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of predictors predicting data starting from a node and branching to many. The top node includes
the entire tree. The remaining nodes contain the subset of samples in the nodes above it. Each
node contains the sum of the samples in the nodes connected and right below it. Each node can be
thought of as a cluster of objects or cases [9]. The method of fitting trees to predict quantitative
variables was first introduced by Morgan and Sonquist (1963). Performing stepwise splitting was
the main idea of the algorithm. The algorithm starts with a cluster of cases and then it finds a
candidate set of predictors to branch off the cluster into two. Each predictor is tested by sorting all
n cases on the predictor and examining all n-1 ways to split the cluster into two. For each possible
split, the within-cluster sum of squares about the mean of the cluster on the dependent variable is
computed. The best of the n-1 splits is chosen to reflect the predictor’s contribution. For actual
split, the predictor and its cut point that yields the smallest overall within-cluster sum of squares
are chosen.

Figure 19: Regression trees example [29]
This tree shown in the above example predicts based on two predictors x1 and x2
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Figure 20: Comparison of CART and Linear Regression [28]
2.2.1.4 Support vector machine
The machine learning toolbox executes the algorithm of linear 𝜀 insensitive SVM
regression that is 𝜀 −SVM. In SVM classification the goal is to find the hyperplane that has the
maximum margin to classify the data. But in regression, the objective is different. The purpose of
regression is to find the best function that can predict the best.
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Support vector

Maximum margin
decision hyperplane

Figure 21: A maximal margin hyperplane with its support vectors highlighted [30]
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Figure 22: Support vector machine [30]
The goal is to find the hyperplane that holds maximum data within the margin 𝜀 which is
the tolerance level. This means the function is a loss function that ignores errors that are within a
certain range from the true value. The function is called 𝜀 insensitive loss function. The 𝜉 is the
cost of error that is zero within the band which is known as the slack variable. If xn is a multivariate
set of N observations of training data and the observed response values yn. The linear 𝜀 insensitive
loss function is
𝐿𝜀 (x,y,f) = |y − f(x)| 𝜀 = max (0, |y -f(x) | - 𝜀) , where f(x) is a real-valued function on a
domain X, x e X and y e R.
This means the loss is measured by the distance between observed value y and 𝜀 boundary
and the loss function ignores error inside the boundary considering it as zero.
If f(x)=xw+b
We want this function as flat as possible which gives the convex optimization problem to
minimize, ½ ||w||2 . If we express the weightage of the function w as the vector β then the
optimization problem becomes,
J(β)= 1/2 β′β
The constraints of this optimization problem is all yn will be less than 𝜀 on both sides of the
hyperplane. The mathematical expression of this is
∀n:∣yn−(xn′β+b)∣≤ε
At this stage introducing slack variables ξn and ξ*n for each point, the minimization
problem and the constraints become
J(β)= β′β+C ∑
(ξn+ξ∗n) ,
12
N n=1
subject to:
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∀n:yn−(xn′β+b)≤ε+ξn
∀n:(xn′β+b)−yn≤ε+ξ∗n
∀n:ξ∗n≥0
∀n:ξn≥0
This formulation allows errors up to slack variables satisfying the constraints. C is a box
constraint and prevents overfitting [31].
To solve the nonlinear regression problem, the algorithm introduces a nonlinear kernel
function that transforms the data into a high-dimensional space. Statistics and Machine Learning
Toolbox uses the following built-in positive semidefinite kernel functions.

Figure 23: Different types of kernel functions [29]
2.2.1.5 Ensembles of trees
A regression tree ensemble is a model that predicts response to new data by using multiple
regression trees and then getting the weighted result from all those models. The learning is initiated
by generating base learners or weak learners. Then in the next step based on performance, some
of the generated functions are discarded. Then in the final step, the remaining functions are
combined.
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Figure 24: Ensembles of trees [32]
The combination of model averaging can be performed in many ways as follows,
Simple Arithmetic Mean (SAM), Bayesian Model Averaging (BMA), Equal Weights
Averaging (EWA), Bates-Granger model Averaging (BGA), Averaging using Akaike’s
information criterion (AICA), Bayes’ Information Criterion (BICA), Mallows Model Averaging
(MMA), and Granger-Ramanathan Averaging (GRA) [33]
The machine learning toolbox offers two types of ensembles, they are
1.

Boosted trees and

2.

Bagged trees

In bagging, which is also known as Bootstrap aggregation, each base model is trained with
the training data. To get the random subset of data for training original models with replacement
in this technique, Bootstrap sampling method is applied. Based on majority selection, the
individual output models obtained from the bootstrap samples are combined [27]. When every tree
in the ensemble can select predictors for each decision split arbitrarily, that is known as a random
forest. This technique is used to get a better precision of bagged trees [34]
The member trees are trained with all training examples with a subset of characteristics in
a random subspace. So, one of the parameters of this method is the dimension of the subspace. It
is used to improve the accuracy of the k-nearest neighbor classifier [35]
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The main idea of boosting is adding new models successively that is boosting weak learners
into a strong ones. Boosting technique also creates a training dataset by sampling from the primary
dataset randomly like bagging. In boosting a second or new model is created to modify the
performance of the first model. Then the base models are combined by a weighted majority [36].
Some of the types of this approach are, Ada boosting, Gentle AdaBoost, Adaptive logistic
regression (Logit Boost), Linear programming boosting (LPBoost), and Least-squares boosting
(LSBoost), robust boosting, Random under sampling boosting (RUSBoost), Totally corrective
boosting (TotalBoost).

Figure 25: (Left) Schematic illustration of the bagging ensemble learning for prediction
problems (Right) Schematic illustration of the boosting ensemble learning for prediction
problems [32]
2.2.1.6 Neural networks
Here the neural network is explained briefly with a common example- handwritten digit
recognition. The first layer of the network shown in the figure of the objective function and
constraint function giving outputs of mass and maximum stresses is called the input layer. The last
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layer is called the output layer. The layers in between input layers and output layers are referred
to as hidden layers in the neural network. The training data of this neural network contains many
28 by 28-pixel images of the scanned handwritten digits. So, the neural network to solve the
problem consists of 784 (that is 28X28) neurons. Each neuron holds the pixel values in greyscale
that is 0 to 1, 0 representing white, and 1 representing black. The other values between 0 to 1
represent gradual darkening shades of grey. The second layer consists of function values which
are called the activation function. Each pixel values have certain weights and biases. Each
activation function takes all the input values varied by weights and biases. These weights and
biases are calculated by different optimization methods.

Figure 26: Neural Network [37]
The output layer contains 10 digits. For example, if the result for the first neuron is 1 that
means the digit is 0 [37].
2.2.1.7 Logistic regression
Logistic regression is a very useful classification algorithm. It is a special type of
regression. In this type of regression, it is tried to express the probability of something as a function
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of another variable. Classification learner app offers to fit curve with logistic regression. It also
offers another algorithm as well such as
•

Linear model

•

Decision tree

•

Discriminant analysis

•

Naive Bayes classifier

•

Support vector machine

•

Nearest neighbor classifier

•

Kernel approximation classifier

•

Ensemble classifier

•

Neural network classifier

When a dataset has the binary response, {0,1}, the task of building a model that enables
the user to tell the response whether 0 or 1 is called classification. In the book of the first course
in machine learning, the authors explained the method based on the following vector and matrix,

𝑥𝑛1
Xn=[𝑥 ]
𝑛2

𝑤1
w=[𝑤 ]
2
𝑥𝑇1
X= ( ⋮ )
𝑥𝑇 𝑁
The popular technique to while choosing the function of xn and w to produce probability
is, taking simple linear function (for example, f(xn, w) = wT xn) and then passing the result through
a second function that suppresses the output so that it yields a valid probability. The authors
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referred to it as a squashing function. The sigmoid function can perform this task of the second
function perfectly. As the linear function increases value converges to 1 and as it decreases, the
value converges to 0.
They expressed the sigmoid function as follows,
1

P(Tn = 1|xn, w) = 1 + exp(−𝑤𝑇 𝑥

𝑛)

Figure 27: The sigmoid function that squashes the real value to always between 1 and 0
[23]
2.2.2

Overview of optimization algorithm

The third step of the approach was to optimize the objective function and constraint
function. The optimization is conducted through ‘FMINCON’ tool of MATLAB which uses
‘Interior-point’ algorithm to find the optimum result. In the following section, the algorithms that
FMINCON uses are briefly discussed.
Fmincon’s five algorithm options are as follows,
➢

'interior-point' (default)

➢

'trust-region-reflective'
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➢

'sqp'

➢

'sqp-legacy'

➢

'active-set'

In the thesis work, both interior-point algorithm and sqp algorithm were applied depending
on the situation.
2.2.2.1 Interior point method
It is recommended to use the ‘interior-point’ algorithm first because of its capability to
solve large, sparse problems. It can also solve small dense problems. The advantage of the
algorithm is- it can fulfill the bounds at every iteration. It can recover from NaN and Inf conditions.
It is a large-scale algorithm which means it uses linear algebra and thus does not need to store and
operate on full matrices [29]
However, the interior-point algorithm can show a slight error because of the barrier
function’s iterating away from the inequality constraint boundaries.
The theory of the method is discussed in Convex Optimization - Stephen Boyd, Lieven
Vandenberghe.
Fmincon interior point algorithm uses the barrier method. This is the method specialized
to solve the convex optimization problem that is intended to minimize the objective which includes
inequality constraint [38].
Let us consider a general optimization problem,
min 𝑓(𝑥),
𝑥

subject to h(x)=0 and g(x)≤0
that f(x) is a function of x, which needs to be minimized in such a way that h(x)=0, g(x) ≤
0
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If it is assumed that the problem is solvable, and the optimal solution is x *. The interior
point method solves the problem or the KKT conditions with the help of Newton’s method. The
Karush-Kuhn-Tucker (KKT) conditions are conditions that a solution to a non-linear
programming problem with inequality constraints must satisfy [39], [40]. The KKT conditions
using auxiliary Lagrangian function are [38]
Δx L(x, λ) = 0 or, ||Δf(x)+Σ λg,iΔgi(x) + Σ λh,iΔhh,i(x) ….. (1)
λg,igi(x)=0 ∀𝑖,

….. (2)

g(x) ≤ 0
h(x)=0
λg,i≥ 0
The solver the last three expressions for optimality measurement.
The problem is approximately considered as the following one
Min fμ(s,x) = min f(x) - μ∑𝑖 ln(𝑠𝑖), subject to s≥0 , h(x)=0, and g(x)+x=0 …………. (3)
Where, each μ=0, si is a slack variable
Slack variables are restricted to be positive so that the iterations are always inside of the
feasible region.
As the μ approaches zero, min fμ(x, s) approaches min f(x). The added logarithmic term is
known as barrier function [29].
To solve the problem the algorithm uses one of the two main types of steps at each iteration.
•

A direct step in (x, s)- In this step KKT equations are solved with the help of linear

approximation. This step is also known as the newton step.
•

A CG step (conjugate gradient) using a trust region.
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The algorithm by default takes the newton step. When the approximate function is found
not to be locally convex near the current iteration. At each iteration the algorithm decreases a merit
function
fμ(x,s)+ν||(h(x),g(x)+s)||
Direct step/Newtonian method
In this method, KKT equations are solved for (x, s). In fmincon the following equations
are derived from equations 1 & 2 and then they are solved.
𝐻
0
𝐽ℎ
[𝐽𝑔

0
𝑆𝛬
0
𝐼

𝐽ℎ𝑇
0
0
0

𝐽𝑔𝑇
∆𝑓 + 𝐽ℎ𝑇 𝑦 + 𝐽𝑔𝑇 𝜆
∆𝑥
𝑆 𝑆 −1 ∆𝑠
𝑆𝜆 − 𝜇𝑒
[
]=∆𝑦
0
ℎ
0 ] ∆𝜆
[ 𝑔(𝑥) + 𝑠 ]

Where, H is the Hessian of the Lagrangian of fμ
2
2
H= Δ2f(x) + Σi λiΔ gi(x) + Σj yjΔ hj(x)

•

Jg denotes the Jacobian of the constraint function g.

•

Jh denotes the Jacobian of the constraint function h.

•

S = diag(s).

•

λ denotes the Lagrange multiplier vector associated with constraints g

•

Λ = diag(λ).

•

y denotes the Lagrange multiplier vector associated with h.

•

e denotes the vector of ones the same size as g.

2.2.2.2 Conjugate gradient step
This method solves equation (3) as well. The main idea of the approach is to minimize the
quadratic approximation to the approximate problem in a trust region subjected to linearized
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constraints. If R is the radius of the trust region, solving KKT equation Lagrange multiplier is
obtained from the algorithm.
∇xL=∇xf(x)+∑𝑖 𝜆𝑖∇𝑔𝑖 (𝑥) +∑𝑗 𝑦𝑗∇ℎ𝑗(𝑥) =0

……………………. (4)

So, the approximate problem becomes with a step (Δx, Δs),
1
1
min ∇𝑓𝑇Δ𝑥 + 2 ∆𝑥𝑇∇2 𝑥𝑥𝐿Δ𝑥 + 𝜇𝑒𝑇𝑆 −1 Δ𝑠 + 2 ∆𝑠𝑇𝑆 −1 ΛΔ𝑠 ………………… (5)
Δx,Δs

And the linearized constraints are,
g(x)+ JgΔx + Δs=0, h(x) + JhΔx = 0 ………………………………….. (6)
Algorithms solve equation (5) while the solution remain within the trust region with radius
R and s is strictly positive after minimizing the norm of linearized constraints inside the trust region
[41], [42], [43].
2.2.2.3 SQP method
Biggs [44], Han [45], Powell [46], and [47] showed that the sequential quadratic
programming (SQP) method has the similarity with Newton’s method to solve the constrained
optimization problem.
If the problem is
min 𝑓(𝑥)
𝑥

subject to
Gi(x)=0 i=1,...,me
Gi(x) ≤0 i==me+1,...,m
xl≤x≤xu
Where,
x is the vector of length n design parameters
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f(x) is the objective function (which returns a scalar value)
function G(x) returns a vector of length m containing the values of the equality and
inequality constraints evaluated at x.
When the objective and constraint function are nonlinear, an iterative method is needed to
determine the direction. In the SQP method, approximate Hessian of the Lagrangian function is
made using quasi-Newton updating method which forms the quadratic programming subproblem.
The solution to the subproblem helps to find the direction.
Here, the Lagrangian function is, L(x,λ)=f(x)+∑𝑚
𝑖=0 𝜆𝑖 ⋅ 𝑔𝑖 (𝑥)

Figure 28: The formulation of optimization problem [29]
Any QP Algorithm can be used to solve this. The solution dk forms a new iterate,
xk + 1 = xk + αkdk where, αk is the step length.
The matrix Hk is a positive definite approximation of the Hessian matrix of the Lagrangian
function. Updating the Hessian matrix, BFGS is the most popular method.
where λi, i = 1,...,m, is the Lagrange multipliers
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Figure 29: Definition of Hessian matrix [29]
In Chapter 18 of ‘Numerical Optimization’ Nocedal and Wright [48] described The
basic sqp algorithm.
2.2.2.4 Fmincon 'Trust-region-reflective' Algorithm
The main idea of the algorithm is – if a function f(x) is to be minimized, it is considered
that the simplified function q(s) shows similarity within a certain neighborhood N which is known
as trust region, around x. The trial size s is minimized over N. The trust region sub-problem
becomes,
min{𝑞(𝑠), 𝑠 ∈ 𝑁}
𝑠

the current point becomes x+s if f(x+s) < f (x)
In the standard trust region method, the approximate quadratic function q(s) is the first two
terms of the Taylor approximation to F at x. The trust region is generally spherical or ellipsoidal.
The typical mathematical representation of the trust region subproblem is,
Min {1/2sTHs+sTg such that ‖Ds‖≤Δ}
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Where,
G is gradient of f at current point x
H is hessian matrix
D is diagonal scaling matrix
Δ is positive scalar, the trust-region dimension, which is needed to be adjusted during the
solution of the subproblem in determination of trial step s.
‖ . ‖ is the 2-norm [49]
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CHAPTER 3: RESULT AND ANALYSIS
In this chapter, the details of the methodology to achieve the result will be discussed. The
work procedure was developed step by step. The Steps are as follows
➢

Developing the 2D model of the problem and comparing the result with other

traditional approaches
➢

Developing the 3D model of the problem including subdivisions and generating

➢

Finding out the optimization result

➢

Finding out the best result

➢

Comparing the optimized result and best result

➢

Principle component analysis of the data

data

3.1 Developing the 2D model of the problem and comparing the result with other
traditional approaches
The fixed parameters of the problem are as follows,
Table 5: Fixed parameters for 2D model

Dimension

Material properties

Title

Value

Length

10

Height

2

Width

1

Modulus of elasticity,

1000

Material density

2

E
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Load on the beam,

150

Force F
Maximum

allowable

20000

stress, 𝜎𝑎𝑙𝑙𝑜𝑤

3.1.1 Machine learning approach
The goal of the work is to find out the best parameters for any geometry that minimizes its
mass at certain stress. The first approach to developing the idea is to establish the method for the
2D model. For the 2D model, the optimization problem is as follows
Find x (ds, A) where x ϵ Ω, Ω is design space
to make

mass φ (x) → min

so that Maximum stress, σ (x) -Allowable stress, σallow ≤ 0
In this case, Nodal spacing (ds), beam element cross-sectional area (A), mass (M),
maximum allowable stress (sigmax) for Range of A: 0-1.00 & Range of ds: 0.3-2.1. This means
that one thousand randomly generated values from 0 to1 as beam element cross-sectional area and
one thousand randomly generated values from 0.3 to 2.1 as nodal spacing were fed into the finite
element code to get one thousand corresponding masses and maximum stresses.
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Figure 30: (Top) 3D plots for the relation between Mass with Ai and dsi (bottom) 3D
plots for the relation between stress with Ai and dsi
Then from the machine learning toolbox of Matlab ‘Regression learner’ app, the data was
tried to fit into the curve. Data was saved in table form from the code. The columns of nodal
spacing and element cross-sectional area were predictor datasets and the ‘Mass’ column was the
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response dataset for fitting the objective function. The best-fitted model was the Gaussian process
regression model based on the training result. The columns of nodal spacing and element crosssectional area were the predictor dataset and the ‘Maximum stress’ column was the response
dataset for fitting constraint function. The best-fitted function was to Ensemble of trees.

Optimize
d Point

Optimize

Nodal Spacing,
d Point

ds

Beam element area,
A Figure 31: The visualization of fitness.
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The ‘FMINCON’ operator of Matlab takes the input of an objective function, constraint
function, range of the parameters, and initial value of the parameters. Then, the following result
was given,
•

A=0.018

•

Nodal distance, ds=2.08

•

Mass=5.8

•

Stress=16619

3.1.2 The first traditional approach: hand calculation
The most conventional way to find out the minimum mass at stress with the optimum
parameters is the calculation by hand. Using the following equation bending moment can be found
out,
Bending moment, BM = force X length
In this case, BM = 150 X 10 = 1500
𝐵𝑒𝑛𝑑𝑖𝑛𝑔 𝑚𝑜𝑚𝑒𝑛𝑡,𝐵𝑀

The sectional modulus, Z = 𝑀𝑎𝑥.

𝐴𝑙𝑙𝑜𝑤𝑎𝑏𝑙𝑒 𝑠𝑡𝑟𝑒𝑠𝑠

1500

= 20000= 0.075

Then, the beam geometry is found out by trial and error that satisfies the sectional modulus
and minimized the mass. The following results meet all the criteria
Web thickness

=0.03

Flange Thickness, =0.03
Flange width, b= 1
Beam height, h=2
M=2.36
Max Stress= 19607
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3.1.3 The second traditional approach: topological optimization
This approach involves modeling the block in Tool- Altair Hypermesh 2017. The structural
analysis of the software gives the following result for an optimized geometry,
•

Mass=3.5

(Volume=1.8)
•

Maximum stress=20656

From the above experiments, the achieved three results are compared in the following table,
Table 6: Comparison table
Machine

Traditional approach

learning approach

Hand
calculation

Topological
optimization

Mass (a.u)

5.8

2.36

3.5

Stress (a.u)

16619

19607

20656

Volume (a.u)

2.9

1.18

1.8
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Figure 32: Optimal beam lattice structure generated from machine Learning approach,
Element cross section area .018, Nodal spacing 2.08

Figure 33: Cross Section of the I-beam generated from hand calculation
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Flange width=1
Flange thickness=.03
Web thickness=.03

Figure 34: Topologically optimized beam
3.2 Developing the 3D model of the problem including subdivisions and generating
data
After getting a promising result from the model developed for two-dimensional problem,
a more detailed model was tried to be developed. The purpose was to design a geometry that is
theoretically divided into several regions consisting of different patterns of the lattice structure in
each region. Given that, the nodal distances among the nodes and the cross-sectional area of the
node connecting beam elements are different for each region. This implies that the lattice structure
of the beam will depend on a number of beam-element- cross sectional areas and a number of
nodal distances. An optimum combination of these beam-element- cross sectional areas and nodal
distances can give a minimum mass at stress.
The optimization problem formulation was now,
Find x (𝑑𝑠1, 𝑑𝑠2, 𝑑𝑠3, 𝑑𝑠4, … … ., A1, A2, A3, ….. ) where x  𝞨, 𝞨 is design space
to make

mass φ (x) → min

so that Maximum stress,  (x) -Allowable stress, 𝜎𝑎𝑙𝑙𝑜𝑤 0
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Here, ds1 is the nodal spacing of subdivided region number 1
ds2 is the nodal spacing of subdivided region number 2 etc.
And A1 is the beam element cross-sectional area of the first region
A2 is the beam element cross-sectional area of the second region etc.
The input fixed parameters were,
Table 7: Fixed parameters for 3D model

Dimension

Title

Value

Length

5

Height

1

Width

1

Number

of

20

subdivisions
Modulus of elasticity

Modulus of elasticity,

1000

Material density

2

Load on the beam

150

Maximum

50000

E

allowable

stress

So the input block was divided into twenty subdivisions. Now, there were two ways to
divide it. They are as follows,
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Figure 35: The arrangements of subdivisions
The second arrangement was chosen to observe the best effect. As a cantilever beam, the
stress will be higher at the root and negligible at the tip. Choosing the second parameter resulted
in each block having dimensions of 0.5 units in length and height and 1 unit in width. The code
(beam_cell_1.m) needed the corner nodes for creating the subdivisions starting from the (0,0,0)
point. The input corner nodes are given in the following table.
Table 8: The Node IDs and co-ordinates
Node ID

Co-ordinate (x, y, z)

1

0, 0, 0

2

0.5, 0, 0

3

1, 0, 0

4

1.5,0, 0

5

2, 0, 0

6

2.5, 0, 0

7

3, 0, 0
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8

3.5, 0, 0

9

4, 0, 0

10

4.5, 0, 0

11

5, 0, 0

12

0, 0.5, 0

13

0.5, 0.5, 0

14

1, 0.5, 0

15

1.5, 0.5, 0

16

2, 0.5, 0

17

2.5, 0.5, 0

18

3, 0.5, 0

19

3.5, 0.5, 0

20

4, 0.5, 0

21

4.5, 0.5, 0

22

5, 0.5, 0

23

0, 1, 0

24

0.5, 1, 0

25

1, 1, 0

26

1.5, 1, 0

27

2, 1, 0

28

2.5, 1, 0

29

3, 1, 0
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30

3.5, 1, 0

31

4, 1, 0

32

4.5, 1, 0

33

5, 1, 0

34

0, 0, 1

35

0.5, 0, 1

36

1, 0, 1

37

1.5, 0, 1

38

2, 0, 1

39

2.5, 0, 1

40

3, 0, 1

41

3.5, 0, 1

42

4, 0, 1

43

4.5, 0, 1

44

5, 0, 1

45

0, 0.5, 1

46

0.5, 0.5, 1

47

1, 0.5, 1

48

1.5, 0.5, 1

49

2, 0.5, 1

50

2.5, 0.5, 1

51

3, 0.5, 1
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52

3.5, 0.5, 1

53

4, 0.5, 1

54

4.5, 0.5, 1

55

5, 0.5, 1

56

0, 1, 1

57

0.5, 1, 1

58

1, 1, 1;

59

1.5, 1, 1

60

2, 1, 1

61

2.5, 1, 1

62

3, 1, 1

63

3.5, 1, 1

64

4, 1, 1

65

4.5, 1, 1

66

5, 1, 1

Table 9: Connecting orders of the nodes to generate a hexahedron
Hexahedrons no.

Order of the corner node IDs

1

1 2 13 12 34 35 46 45

2

2 3 14 13 35 36 47 46

3

3 4 15 14 36 37 48 47

4

4 5 16 15 37 38 49 48
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5

5 6 17 16 38 39 50 49

6

6 7 18 17 39 40 51 50

7

7 8 19 18 40 41 52 51

8

8 9 20 19 41 42 53 52

9

9 10 21 20 42 43 54 53

10

10 11 22 21 43 44 55 54

11

12 13 24 23 45 46 57 56

12

13 14 25 24 46 47 58 57

13

14 15 26 25 47 48 59 58

14

15 16 27 26 48 49 60 59

15

16 17 28 27 49 50 61 60

16

17 18 29 28 50 51 62 61

17

18 19 30 29 51 52 63 62

18

19 20 31 30 52 53 64 63

19

20 21 32 31 53 54 65 64

20

21 22 33 32 54 55 66 65

3.3 Optimization using a machine learning approach
The fitted objective function was a gaussian process regression model and the constraint
function was a logistic regression model. These two models were fed to the optimization code
(appendix). The inputs of the code were,
Initial point
Upper and lower bound of the data.
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Figure 43: A sample ‘fmincon’ given sets of parameters
for above parameters, fmincon finds the following results,
Mass=9.97
Max. stress= 33245.7421; 0.5M elements.
Range of cross-sectional area: 1e-5 to 0.01.
Range of nodal spacing: 0.038 to 0.048
3.4 Finding out the best result using FEA code
The data generates a new design each time it runs. So, observing the parameters that were
chosen by the ‘fmincon’ code by optimization of the objective and constraint function from
different datasets within different ranges, it was visible that the parameters were homogeneous for
all subdivisions. But it is already known that the design needs more mass at the root and less at the
tip. to find out the efficacy of the method, the result is needed to be compared with the best possible
result. To know the best possible result considering the maximum allowable stress as 50000,
manually the twenty values of cross-sectional area and nodal spacing for twenty subdivisions are
found for which the finite element analysis gives the maximum stress below 50000 for each
subdivision. The nodal spacings are kept constant initially as here larger nodal spacings were used.
To observe the change in cross-sectional area, only cross-sectional areas were reduced until the
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maximum allowable stress was achieved. Thus, the following values met the requirement. The
mass was found as 2.3.

Figure 36: The arrangements of subdivisions where each color have the values of
beam element cross-sectional area for each sub-division
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Figure 37: The arrangements of subdivisions where each color have the values of max
stress for each sub-division
It’s following a pattern that is different from the result from the fmincon. When this result
was given to the objective and constraint function as input data to observe the resultant mass and
maximum stress, the following result was found, which implies that there is the possibility that the
objective and constrained functions were poorly fitted.
Table 10: The masses were given by the fitted objective and constraint function with the
best result
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Table 11: The stresses were given by the fitted objective and constraint function with the
best result

Here, objective function and constraint functions were trained four times with four datasets
generated from the same inputs by code (run3d.m). Though the inputs are the same, still due to the
random command, MATLAB generates different sets of data.
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3.5 Principal component analysis of the data
As in this thesis, the ultimate purpose of the research is to establish a methodology that
allows to find out the best possible design through optimization based on numerous variables,
therefore principal component analysis is important for this work.
The objective of the principal component analysis is to reduce dimensionality by
eliminating interrelated variables and extracting the dataset that has the most variability. The job
is done by transforming the data into a new set of variables called principal components which are
a linear combination of the variables. To reduce dimensionality, one must investigate the linear
combination with maximum variance. This chapter is mostly based on the theory described in the
book by I. T. Jolliffe (2002) [50].
As in this study, forty dimensions were used, therefore here, the number of variables is
forty. The first step is to look for the linear function α1’x of elements of x having maximum
variance where α1 is a vector of 40 constants: α11, α12, …., α40 and ‘denotes the transpose so that,
α1’x= α11x1+ α12x2+ …... + α1(40)x40= ∑𝑝𝑗=1 𝛼1𝑗 𝑥𝑗
Here, α1’x is the principal component one (PC1). Thus the 40th derived variable α40’x is the
40th PC. The maximum variance of each PC is uncorrelated with other linear functions or PCs.
But it is hoped that most variation in the variables will be accounted for by m number of PCs such
that m≪ 40
Therefore, the principal component analysis was performed using the Matlab command.
For the analysis the outputs i.e., the vector of the percentage of variance and the eigenvectors were
observed. The figure shows the scree plot of the percentage of variance vs principal components
for the derived 1000 stress data
Scree plot and the eigenvector for stress data
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Figure 38: The scree plot for max. stress

Figure 39: The eigenvector for max. stress
The scree plot and eigenvector for mass data are as follows
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Figure 40: The scree plot for mass
From the Percentage of variances, it can be perceived that the first four PCs captures the
total 66% of data. Therefore, we must look at the eigenvector/co-efficient matrix to see which
features are most important.
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Figure 41: The eigenvector for mass
From the eigen vector, we can see most of the variances are in area data, and that is because
the range of nodal spacing was smaller than the range of area.
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CHAPTER 4: CONCLUSION
It has been seen that setting a good starting point gives a better result. But to make the
optimization method effective and user-friendly, it is expected that going into deeper the
algorithms of fmincon and machine learning toolbox will be helpful.
The thesis is the reflection of the initial research work of the proposed method. The result
needs to be modified further to get an optimal lattice structure. To get the finer mesh, nodal
distances need to be reduced to a large extent which eventually increases the node number and
therefore increases the mass. To alleviate that effect cross-sectional areas, need to be reduced to a
large extent too. The optimization algorithm needs to be such that it can understand the pattern of
whatever values it is fed. In that way, it is possible to get a meaningful optimal lattice structure.
The plan of the task to modify the result is as follow:
1.

To check how to fit the objective and constraint function curve better to minimize

the RMSE and maximize the R square value of both especially the constraint function curve.
2.

As the machine learning toolbox is doing everything based on the preset algorithm,

there is no way to play with the algorithm. In that case, the only way is to write the code by hand
and try to fit the curve with machine learning approach.
3.

Incorporating neural network with the procedure extensively.

The future scope of the works can be as follows:
1.

Generalize the geometry generator so that getting data for any complex geometry

becomes more user-friendly for the same objective.
2.

To elaborate the methodology to look at its capability to solve any optimization

problem that involves any kind of and any number of parameters. This work can be the beginning
of new era in the optimization sector if it is explored to reach its full capacity.
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APPENDIX
Appendix A- the unit cell generator code ‘beam_lattice.m’
function [node] = beam_lattice_5(corners, ds, mu, std)
%generates lattice on a rectangular region
l = norm(corners(2,:)-corners(1,:));
h = norm(corners(4,:)-corners(1,:));
k = norm(corners(5,:)-corners(1,:));
ni = ceil(l/ds)+1;
nj = ceil(h/ds)+1;
nk = ceil(k/ds)+1;
xi=linspace(corners(1,1), corners(2,1),ni);
eta=linspace(corners(1,2), corners(4,2),nj);
zi=linspace(corners(1,3), corners(5,3),nk);
nn=ni*nj*nk;
nodeA=zeros(nn,3);
n = 1; %row count
for i=1:ni
for j=1:nj
for m=1:nk
nodeA(n,:) = [xi(i), eta(j), zi(m)];
n = n + 1;
end
end
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end
dA = normrnd(mu,std,[nn 3]);
nodeA = nodeA + dA;
ii = [ find(nodeA(:,1) < corners(1,1)); find(nodeA(:,1) > corners(2,1));

find(nodeA(:,2) <

corners(1,2)); find(nodeA(:,2) > corners(4,2)); find(nodeA(:,3) < corners(1,3)); find(nodeA(:,3) >
corners(5,3)); ];
node = nodeA(setdiff(1:nn,ii),:);
%we will include the eight corner nodes as we are going to fix the left four
%nodes and will apply load on right four nodes.
node

=

[[corners(1,1)

corners(4,3)];[corners(5,1)
corners(8,3)];node;[corners(2,1)

corners(1,2)

corners(1,3)];

corners(5,2)
corners(2,2)

[corners(4,1)

corners(4,2)

corners(5,3)];[corners(8,1)

corners(8,2)

corners(2,3)];[corners(3,1)

corners(3,2)

corners(3,3)];[corners(6,1) corners(6,2) corners(6,3)];[corners(7,1) corners(7,2) corners(7,3)]];
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Appendix B- the whole generator generator code ‘beam_cell_1.m’
function [lattice_points, S, conn_1, A, T] = beam_cell_1(node,conn, ds, A1,mu,std)
ne=size(conn,1); %ne is the element number
%%lattice_points creating loop
%ds=rand(ne,1); %random vector of nodal spacing for each hexahedral subdomain
%A1=.01*rand(ne,1); %random vector of beam cross section area for each hexahedral subdomain
%lattice_points=[];
S=[];
for e=1:ne
%%generating lattice point in cell
%[lpe]=beam_lattice_5(node(conn(e,:),:), ds(e), mu(e), std(e));
%mu = .15*ds(e); std = 0.01*ds(e);
lpe=beam_lattice_5(node(conn(e,:),:), ds(e), mu(e), std(e));
%generating a state matrix consisting element/hexadron/subdomain no, lattice point coordinates, beam element cross section area and nodal spacing
state=[e*ones(size(lpe,1),1),lpe(:,1),lpe(:,2),lpe(:,3),

A1(e,1)*ones(size(lpe,1),1),

ds(e,1)*ones(size(lpe,1),1), mu(e,1)*ones(size(lpe,1),1), std(e,1)*ones(size(lpe,1),1) ];
%%storing all the lattice points from the loop in one large matrix
%lattice_points = [lattice_points; lpe];
%%storing all the state matrices from the loop in one large matrix
S=[S;state];
end
[~,idx] = unique(S(:,2:4),'rows','stable');
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S=S(idx,:);
T=S(:,2:4);

%%%We can omit the T and directly introduce lattice_points

lattice_points=[T(:,1),T(:,2),T(:,3)];

%%% duplicate nodes will be created at the ending edge of

the first material and the starting edge of the second material
%%%create tetrahedrons using the lattice_points and make a connectivity
%%%list
tri = delaunay(lattice_points(:,1), lattice_points(:,2), lattice_points(:,3));
conn_1 = unique(sort([tri(:,1) tri(:,2);
tri(:,2) tri(:,3);
tri(:,3) tri(:,4);
tri(:,4) tri(:,1);
tri(:,4) tri(:,2);
tri(:,3) tri(:,1)],2), 'rows');
nf=size(conn_1,1);
A=zeros(nf,1);
for f=1:nf
A(f) = 0.5*(S(conn_1(f,1),5) + S(conn_1(f,2),5));
End
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Appendix C- the finite element analysis code ‘truss_eval.m’
function [M, sigmax] = truss_eval(node, conn, A, E, rho, rhs, ifix)

nn = size(node,1);
ne = size(conn,1);
ndof = 3*nn;

%P = 150;

K = sparse(ndof, ndof);
%f = -P*rhs;
d = zeros(ndof, 1);

M = 0;
for e=1:ne
sctr

=

[3*conn(e,1)-2

3*conn(e,1)-1

3*conn(e,1)

3*conn(e,2)];
n = node(conn(e,2),:) - node(conn(e,1),:);
L = norm(n);
%n = n/L;
%kn = n'*n;
%ke = A*E/L*[kn -kn;-kn kn];
ke = kmat_truss3d(E, A, node(conn(e,:),:));
K(sctr,sctr) = K(sctr,sctr) + ke;
M = M + A*L*rho;
end
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3*conn(e,2)-2

3*conn(e,2)-1

ifree = setdiff(1:ndof,ifix);
d(ifree) = K(ifree,ifree)\rhs(ifree);

sig = zeros(ne,1);
for e=1:ne
sctr

=

[3*conn(e,1)-2

3*conn(e,1)-1

3*conn(e,1)

3*conn(e,2)];
%n = node(conn(e,2),:) - node(conn(e,1),:);
%L = norm(n);
%n = n/L;
%B = [-n n]/L;
B=bmat_truss3d(node(conn(e,:),:));
sig(e) = E*B*d(sctr);
end
% clf
% plot_mesh(node,conn,'Line2')
% colorbar
sigmax = max(abs(sig));
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3*conn(e,2)-2

3*conn(e,2)-1

Appendix D- the stiffness matrix calculating code ‘kmat_truss3d.m’
function k = kmat_truss3d(e, A, coord)

% k = kmat_truss3d(E, A, coord)
%
% Generates stiffness matrix of a 2D truss element
%

E = modulus of elasticity

%

A = Area of cross-section

%

coord = coordinates at the element ends

x1=coord(1,1); y1=coord(1,2); z1=coord(1,3);
x2=coord(2,1); y2=coord(2,2); z2=coord(2,3);
L=sqrt((x2-x1)^2+(y2-y1)^2+(z2-z1)^2);
ls=(x2-x1)/L; ms=(y2-y1)/L; ns=(z2-z1)/L;
k = e*A/L*[ls^2, ls*ms, ls*ns, -ls^2, -(ls*ms), -(ls*ns);
ls*ms, ms^2, ms*ns, -(ls*ms), -ms^2, -(ms*ns);
ls*ns, ms*ns, ns^2, -(ls*ns), -(ms*ns), -ns^2;
-ls^2, -(ls*ms), -(ls*ns), ls^2, ls*ms, ls*ns;
-(ls*ms), -ms^2, -(ms*ns), ls*ms, ms^2, ms*ns;
-(ls*ns), -(ms*ns), -ns^2, ls*ns, ms*ns, ns^2];
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Appendix E- ‘bmat_truss3d.m’

%function [B,L]=bmat_truss3d(coord,xi)

function B=bmat_truss3d(coord)
%
% Computes the strain-displacement matrix (B matrix) for a 3D truss
% element.
%
%

coord: the nodal coordinates of the element

%
% function [B,L]=bmat_truss3d(coord)
%
% Computes the B matrix and the element length
%
% Written by Jack Chessa, jfchessa@utep.edu

x1=coord(1,1); y1=coord(1,2); z1=coord(1,3);
x2=coord(2,1); y2=coord(2,2); z2=coord(2,3);

L=sqrt((x2-x1)^2+(y2-y1)^2+(z2-z1)^2);
invL=1/L;
cx=(x2-x1)*invL;
cy=(y2-y1)*invL;
cz=(z2-z1)*invL;
B=invL*[-cx -cy -cz cx cy cz];
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Appendix F- Data generation code ‘run_3d.m’
clear

% input
node = [0 0 0; .5 0 0; 1 0 0; 1.5 0 0; 2 0 0; 2.5 0 0; 3 0 0; 3.5 0 0; 4 0 0; 4.5 0
0; 5 0 0;
0 .5 0; .5 .5 0; 1 .5 0; 1.5 .5 0; 2 .5 0; 2.5 .5 0; 3 .5 0; 3.5 .5 0; 4 .5
0; 4.5 .5 0; 5 .5 0;
0 1 0; .5 1 0; 1 1 0; 1.5 1 0; 2 1 0; 2.5 1 0; 3 1 0; 3.5 1 0; 4 1 0; 4.5 1
0; 5 1 0;
0 0 1; .5 0 1; 1 0 1; 1.5 0 1; 2 0 1; 2.5 0 1; 3 0 1; 3.5 0 1; 4 0 1; 4.5 0
1; 5 0 1;
0 .5 1; .5 .5 1; 1 .5 1; 1.5 .5 1; 2 .5 1; 2.5 .5 1; 3 .5 1; 3.5 .5 1; 4 .5
1; 4.5 .5 1; 5 .5 1;
0 1 1; .5 1 1; 1 1 1; 1.5 1 1; 2 1 1; 2.5 1 1; 3 1 1; 3.5 1 1; 4 1 1; 4.5 1
1; 5 1 1];

conn = [1 2 13 12 34 35 46 45; 2 3 14 13 35 36 47 46 ;
3 4 15 14 36 37 48 47; 4 5 16 15 37 38 49 48; 5 6 17 16 38 39 50 49;6 7 18 17 39
40 51 50;
7 8 19 18 40 41 52 51; 8 9 20 19 41 42 53 52; 9 10 21 20 42 43 54 53; 10 11 22 21
43 44 55 54;
12 13 24 23 45 46 57 56; 13 14 25 24 46 47 58 57; 14 15 26 25 47 48 59 58; 15 16
27 26 48 49 60 59;
16 17 28 27 49 50 61 60; 17 18 29 28 50 51 62 61; 18 19 30 29 51 52 63 62; 19 20
31 30 52 53 64 63;
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20 21 32 31 53 54 65 64; 21 22 33 32 54 55 66 65];

ntest = 1000;

%%% declaring the design space for the design dimensions

Ae1=0.099*rand(ntest,1)+1e-5;

%% beam element cross-sectional area for bin 1

x=xmin+rand(1,n)*(xmax-xmin)
Ae2=0.099*rand(ntest,1)+1e-5;

%% beam element cross-sectional area for bin 2

Ae3=0.099*rand(ntest,1)+1e-5;
Ae4=0.099*rand(ntest,1)+1e-5;
Ae5=0.099*rand(ntest,1)+1e-5;
Ae6=0.099*rand(ntest,1)+1e-5;
Ae7=0.099*rand(ntest,1)+1e-5;
Ae8=0.099*rand(ntest,1)+1e-5;
Ae9=0.099*rand(ntest,1)+1e-5;
Ae10=0.099*rand(ntest,1)+1e-5;
Ae11=0.099*rand(ntest,1)+1e-5;
Ae12=0.099*rand(ntest,1)+1e-5;
Ae13=0.099*rand(ntest,1)+1e-5;
Ae14=0.099*rand(ntest,1)+1e-5;
Ae15=0.099*rand(ntest,1)+1e-5;
Ae16=0.099*rand(ntest,1)+1e-5;
Ae17=0.099*rand(ntest,1)+1e-5;
Ae18=0.099*rand(ntest,1)+1e-5;
Ae19=0.099*rand(ntest,1)+1e-5;
Ae20=0.099*rand(ntest,1)+1e-5;
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dse1= .2*rand(ntest,1)+.3;

%% nodal spacing for bin 1, range

0.1 to .5 (half of

the length, because we have to choose the nodal distance should be set as so that after
purterbation the nodes remains within the box),
dse2= .2*rand(ntest,1)+.3;

%% nodal spacing for bin 2, range 0.1 to .5

dse3= .2*rand(ntest,1)+.3;
dse4= .2*rand(ntest,1)+.3;
dse5= .2*rand(ntest,1)+.3;
dse6= .2*rand(ntest,1)+.3;
dse7= .2*rand(ntest,1)+.3;
dse8= .2*rand(ntest,1)+.3;
dse9= .6*rand(ntest,1)+.3;
dse10= .6*rand(ntest,1)+.3;
dse11= .6*rand(ntest,1)+.3;
dse12= .6*rand(ntest,1)+.3;
dse13= .6*rand(ntest,1)+.3;
dse14= .6*rand(ntest,1)+.3;
dse15= .6*rand(ntest,1)+.3;
dse16= .6*rand(ntest,1)+.3;
dse17= .6*rand(ntest,1)+.3;
dse18= .6*rand(ntest,1)+.3;
dse19= .6*rand(ntest,1)+.3;
dse20= .6*rand(ntest,1)+.3;

sigallow = 20000;
P =150;
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ne=size(conn,1);

%%conn is the list of hexahedron/subdivision vertices

Mi = zeros(ntest,1);
%BEL= zeros(ntest,1);
sigmaxi = zeros(ntest,1);

goodi = zeros(ntest,1);

N=[];

for i = 1:ntest

A1 = [Ae1(i);Ae2(i);Ae3(i);Ae4(i);Ae5(i);Ae6(i);Ae7(i);Ae8(i);Ae9(i);Ae10(i);

Ae11(i);Ae12(i);Ae13(i);Ae14(i);Ae15(i);Ae16(i);Ae17(i);Ae18(i);Ae19(i);Ae20(i)];
ds

=

[dse1(i);dse2(i);dse3(i);dse4(i);dse5(i);dse6(i);dse7(i);dse8(i);dse9(i);dse10(i);

dse11(i);dse12(i);dse13(i);dse14(i);dse15(i);dse16(i);dse17(i);dse18(i);dse19(i);dse2
0(i)];

%mu = 0.4*ds;
%std = 0.4*mu;
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%mu = 0.1.*ones(ne,1);

%% if the mu and std value is too small it will create

regular lattice, but if the values are large some points will be outside of the domain
%std = 0.1.*ones(ne,1);

mu = zeros(ne,1);
std = zeros(ne,1);

fprintf('Test %d\n',i);
[lattice_points, S, conn_1, A] = beam_cell_1(node,conn, ds, A1,mu,std);
%n=size(lattice_points,1);
%N=[N;n];
% Define ifix, ival here

%ii = find(lattice_points(:,1)<.5);
ij = find(lattice_points(:,1)==0);
ifix = [3*ij-2;3*ij-1;3*ij];

ival = zeros(length(ifix),1);

% define rhs here
ndof = 3*size(lattice_points,1);
rhs = zeros(ndof,1);
ii = find(lattice_points(:,1)==5);

%

ii=find(lattice_points(:,1)==5);
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%

jj=find(lattice_points(:,2)==1);

%

kk=find(lattice_points(:,3)==.5);

%
%

e=(intersect(ii,jj,'rows'));

%

f=(intersect(e,kk,'rows'));

fi = P/length(ii);
rhs(3*ii-1) = -fi;
%rhs(3*f-1) = -P;

[Mi(i),sigmaxi(i)] = truss_eval(lattice_points, conn_1, A, 1000, 2, rhs, ifix);

if sigmaxi(i) <= sigallow
goodi(i) = 1;
end
end

dataTable = table(dse1, dse2, dse3, dse4, dse5, dse6, dse7, dse8, dse9, dse10, dse11,
dse12, dse13, dse14, dse15, dse16, dse17, dse18, dse19, dse20, Ae1, Ae2, Ae3, Ae4,
Ae5, Ae6, Ae7, Ae8, Ae9, Ae10, Ae11, Ae12, Ae13, Ae14, Ae15, Ae16, Ae17, Ae18, Ae19,
Ae20, Mi, sigmaxi,goodi);
filename='dataTable.xls';
writetable(dataTable,filename)
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Appendix G- Optimization code ‘findminima.m’
%clear;
%clear all;
%filename='dataTable.xls';
%writetable(dataTable,filename)

%Predefine number of features nx, objective(s) nf and constraint(s) ng
nx = 40;

%%features

nf = 1;

%%objective

ng = 1;

%%constraint

% run_3d file generates the dataTable in workspace. I have first made an excel sheet
of the datatable from the workspace dataTable. Then Read the data file in the following
lines
data = xlsread('dataTable.xls');
x_train = data(:,1:nx);

%%%my feature data from the table

f_train = data(:,nx+(1:nf));

%%%objective (Mass) data from the table

g_train = data(:,nx+nf+(1:ng)); %%%constraint (stress) data from the table

%sz = [size(x_train,1), 3];
trainData_f

=

table(x_train(:,1),x_train(:,2),x_train(:,3),x_train(:,4),x_train(:,5),x_train(:,6),x
_train(:,7),x_train(:,8),x_train(:,9),x_train(:,10),x_train(:,11),x_train(:,12),x_tra
in(:,13),x_train(:,14),x_train(:,15),x_train(:,16),x_train(:,17),x_train(:,18),x_trai
n(:,19),x_train(:,20),x_train(:,21),x_train(:,22),x_train(:,23),x_train(:,24),x_train
(:,25),x_train(:,26),x_train(:,27),x_train(:,28),x_train(:,29),x_train(:,30),x_train(
:,31),x_train(:,32),x_train(:,33),x_train(:,34),x_train(:,35),x_train(:,36),x_train(:
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,37),x_train(:,38),x_train(:,39),x_train(:,40),f_train,'VariableNames',{'dse1','dse2'
,'dse3','dse4','dse5','dse6','dse7','dse8','dse9','dse10','dse11','dse12','dse13','ds
e14','dse15','dse16','dse17','dse18','dse19','dse20','Ae1','Ae2','Ae3','Ae4','Ae5','A
e6','Ae7','Ae8','Ae9','Ae10','Ae11','Ae12','Ae13','Ae14','Ae15','Ae16','Ae17','Ae18',
'Ae19','Ae20','Mi'});

%%% make a table with the features and objective (Mass) data

only. ML function takes input only as table format
trainData_g

=

table(x_train(:,1),x_train(:,2),x_train(:,3),x_train(:,4),x_train(:,5),x_train(:,6),x
_train(:,7),x_train(:,8),x_train(:,9),x_train(:,10),x_train(:,11),x_train(:,12),x_tra
in(:,13),x_train(:,14),x_train(:,15),x_train(:,16),x_train(:,17),x_train(:,18),x_trai
n(:,19),x_train(:,20),x_train(:,21),x_train(:,22),x_train(:,23),x_train(:,24),x_train
(:,25),x_train(:,26),x_train(:,27),x_train(:,28),x_train(:,29),x_train(:,30),x_train(
:,31),x_train(:,32),x_train(:,33),x_train(:,34),x_train(:,35),x_train(:,36),x_train(:
,37),x_train(:,38),x_train(:,39),x_train(:,40),g_train,'VariableNames',{'dse1','dse2'
,'dse3','dse4','dse5','dse6','dse7','dse8','dse9','dse10','dse11','dse12','dse13','ds
e14','dse15','dse16','dse17','dse18','dse19','dse20','Ae1','Ae2','Ae3','Ae4','Ae5','A
e6','Ae7','Ae8','Ae9','Ae10','Ae11','Ae12','Ae13','Ae14','Ae15','Ae16','Ae17','Ae18',
'Ae19','Ae20','sigmaxi'});

%%%%make a table with the features and constraint (stress)

data only. ML function takes input only as table format

% Train the regression models for the objective(s) and constraint(s)
model_f = trainRegressionObj(trainData_f);

%%%train the data with the exported

function from ML to get the relation between mass (Mi) and beam element cross section
area(Ai) & nodal distance (dsi)
model_g = trainRegressionCons(trainData_g);

%%% train the data with the exported

function from ML to get the relation between (sigmaxi) and beam element cross section
area(Ai) & nodal distance (dsi)
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%%%%% Find the initial point of the data
LbUb = minmax(x_train');
%LB = [.038*ones(20,1);0*ones(20,1)]; %(LbUb(:,1));
%UB = [.048*ones(20,1);.01*ones(20,1)];
LB = (LbUb(:,1));
UB = (LbUb(:,2));
%Options

=

optimoptions('fmincon','TypicalX',ones(numberOfVariables,2),'FiniteDifferenceStepSize
',sqrt(eps),'OptimalityTolerance',1e-7,'StepTolerance',1e-80,'Algorithm','interiorpoint','display','iter','MaxIter',10000,'MaxFunEvals',100000); % for large number of
variables, use 'Algorithm', 'interior-point', otherwise, 'sqp' will do the job

Options

=

optimoptions('fmincon','OptimalityTolerance',1e-7,'StepTolerance',1e-

80,'Algorithm','interiorpoint','display','iter','MaxIter',10000,'MaxFunEvals',10000); % for large number of
variables, use 'Algorithm', 'interior-point', otherwise, 'sqp' will do the job
%Options = optimoptions('fmincon','Algorithm','interior-point','display','iter');
%x0 = LB' + (UB-LB)'.*(0.5*ones(1,nx));
x0=[0.3,0.3,0.3,0.3,0.3,0.3,0.3,0.3,0.3,0.3,0.3,0.3,.3,0.3,0.3,0.3,0.3,0.3,0.3,0.3,0.
00235,.00218,.0019,.00166,.00145,.00122,.001,.00075,.00049,.00026,0.00335,.002,.00162
,.001339,.00106,.000825,.00058,.000335,.000155,.000127] ;

%%Run the fmincon to get the result- optimum features (dsi, Ai) and objective (Mi)
[x_opt,fval]

=

fmincon(@(x)obj_func(x,model_f),x0,[],[],[],[],LB,UB,@(x)cons_func(x,model_g),Options
);
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f_opt=obj_func(x_opt,model_f);
%%Get the
g_opt

constraint (sigmaxi) at which the result was found
=

cons_func(x_opt,model_g)+50000;

%%%As

our

cons_func

was

(model.predictFcn(table(x(:,1),x(:,2),'VariableNames',{'dsi','Ai'})) - 2e4;)
%%%I needed to add 20000 or 2e4 to get sigmaxi.For example our constraint
%%%is

g(dsi,Ai)-20000=0 ; therefore g(dsi,Ai)-20000+20000=0 will give me

%%%the value of g(dsi,Ai)=sigmaxi

% Display optimum location and value
disp(['The

optimum

dse1,dse2,dse3,dse4,dse5,dse6,dse7,dse8,dse9,dse10,dse11,dse12,dse13,dse14,dse15,dse1
6,dse17,dse18,dse19,dse20,

and

Ae1,Ae2,Ae3,Ae4,Ae5,Ae6,Ae7,Ae8,Ae9,Ae10,Ae11,Ae12,Ae13,Ae14,Ae15,Ae16,Ae17,Ae18,Ae19
,Ae20

are:

',num2str(x_opt(:,1)),num2str(x_opt(:,2)),num2str(x_opt(:,3)),num2str(x_opt(:,4)),num
2str(x_opt(:,5)),num2str(x_opt(:,6)),num2str(x_opt(:,7)),num2str(x_opt(:,8)),num2str(
x_opt(:,9)),num2str(x_opt(:,10)),num2str(x_opt(:,11)),num2str(x_opt(:,12)),num2str(x_
opt(:,13)),num2str(x_opt(:,14)),num2str(x_opt(:,15)),num2str(x_opt(:,16)),num2str(x_o
pt(:,17)),num2str(x_opt(:,18)),num2str(x_opt(:,19)),num2str(x_opt(:,20)),'and'
,num2str(x_opt(:,21))

,

num2str(x_opt(:,22))

,

num2str(x_opt(:,23))

,

num2str(x_opt(:,24))

,

num2str(x_opt(:,25))

,

num2str(x_opt(:,26))

,

num2str(x_opt(:,27))

,

num2str(x_opt(:,28))

,

num2str(x_opt(:,29))

,

num2str(x_opt(:,30))

,

num2str(x_opt(:,31))

,

num2str(x_opt(:,32))

,

num2str(x_opt(:,33))

,

num2str(x_opt(:,34))

,

num2str(x_opt(:,35))

,

num2str(x_opt(:,36))

,

num2str(x_opt(:,37))

,

num2str(x_opt(:,38))

,

num2str(x_opt(:,39)) , num2str(x_opt(:,40))]);
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disp(['The mass, M : ',num2str(f_opt)]);
disp(['The constraint, sigma_xi : ',num2str(g_opt)]);
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