We prove new inequalities implying exponential decay of relative entropy functionals for a class of Zero-Range processes on the complete graph. We first consider the case of uniformly increasing rates, where we use a discrete version of the Bakry-Emery criterium to prove spectral gap and entropy dissipation estimates, uniformly over the number of particles and the number of vertices. We then study the standard case of possibly oscillating but roughly linearly increasing rates. Here the uniform entropy dissipation estimate is obtained by an adaptation of the martingale approach.
Introduction, Models and Results
Functional estimates such as Poincaré and logarithmic Sobolev inequalities play an important role in the study of approach to stationarity for Markov semigroups, see e.g. [22] for a recent survey. Logarithmic Sobolev inequalities are known to imply exponential decay of relative entropy which in turn provides a natural way to bound mixing times in total variation norm [13] . As we can see already in simple birth-and-death processes, however, in discrete settings logarithmic Sobolev inequalities may become an unnecessarily strong requirement if we are interested in decay to equilibrium in relative entropy or total variation. Motivated by this observation, modified versions of the logarithmic Sobolev inequality have been recently proposed and studied by several authors [1, 12, 14, 2] . As emphasized in [12, 14, 2] a key estimate is the one relating directly the relative entropy functional and its time-derivative along the semigroup. Such entropy dissipation inequalities have been extensively studied in the literature on the approach to equilibrium for the Boltzmann equation, see [23] and references therein. In general, the entropy dissipation estimate is weaker than the logarithmic Sobolev inequality but stronger than the Poincaré inequality. In a sense, the latter is the linearized version of the entropy dissipation inequality. We refer to [2] for a discussion of a further family of interpolating inequalities. Our aim in this paper is to investigate the validity of entropy dissipation bounds for some models of interacting random walks on the complete graph known as Zero-Range processes. Some of the ideas and techniques developed for this specific task seem to be sufficiently general to find application in other discrete spin models.
The complete graph Zero-Range dynamics is the continuous time Markov chain obtained as follows. For each positive integer L we consider the set of vertices V L = {1, . . . , L}, the state space is the product Ω L = N L and a configuration η ∈ Ω L is interpreted as an occupation number vector, i.e. η x is the number of particles at x ∈ V L .
At each vertex x ∈ V L we associate a rate function c x : N → R such that c x (0) = 0 and c x (n) > 0 for every n 1. We often extend c x to a function on Ω L by setting c x (η) = c x (η x ). Every vertex x ∈ V L waits an exponentially distributed time with mean 1/c x before one particle is moved from x to a uniformly chosen vertex of V L . More precisely, the Markov generator is given by
with the sum extending over all x, y ∈ V L . Here ∇ xy f stands for the gradient f xy − f , with f xy (η) = f (η xy ), η xy being the configuration in which a particle has been moved from x to y, i.e. (η xy ) x = η x − 1, (η xy ) y = η y + 1, and (η xy ) z = η z , z = x, y. We agree that η xy = η, if η x = 0. Note that if the functions c x were all linear, i.e. c x (n) = δ x n, δ x > 0, the resulting random walks on the complete graph with L vertices would be independent. The interaction is therefore hidden in the non-linearity of c x and has zero-range in the sense that jump rates out of x are only determined by the configuration at x. The process is reversible w.r.t. the product measure µ L (η) = x∈V L µ x , where µ x is the probability on N given by
.
Since the process conserves the initial number of particles, letting ν := ν L,N denote the probability µ L conditioned on the event N = x∈V L η x , we obtain, for every N 1 and L 2, an irreducible finite state Markov chain with reversible measure ν L,N . The associated Dirichlet form is given by
where f, g are arbitrary functions and the notation ν[f ] is used for the expectation f dν. Local variants of the Zero-Range dynamics have been considered in the literature, especially in connection with hydrodynamical limits [16] . If we allow, for instance, a particle at x to jump to x + 1 or x − 1 only, we have the local Dirichlet form D(f, g) = 1 2
with the local form D ν in (1.4) instead of the complete graph form E ν in (1.3 
If we define the entropy dissipation constant
we have Ent ν (f t ) e −t/γ(L,N ) Ent ν (f ) for every non-negative function f . General arguments (see e.g. [2] ) imply the relations
The last bound in (1.8) is often not optimal. The simplest example is the homogeneous random walk on the complete graph with L vertices, which corresponds to the case N = 1 with homogeneous rates: c x = c y , all x, y ∈ V L . Simple computations show that in this case the logarithmic Sobolev constant s(L, 1) grows as log L while γ(L, 1) remains bounded. We refer to [2] for a general estimate relating the entropy dissipation constant and the mixing time in total variation norm and several other useful relations.
Before going to our results we introduce three sets of hypothesis on the rate functions c x which will define the three different classes of models to be considered below. We shall use the increments
so that c x (n) = n−1 k=0 w x (k), n 1.
• H1 (Uniformly increasing rates). There exists λ > 0 such that w x (n) λ , all x, n • H2 (Uniformly moderately increasing rates). There exist λ > δ > 0 such that
• H3 (Homogeneous roughly linearly increasing rates). There exists c : N → R + such that c x (n) = c y (n) = c(n), for all x, y and n ∈ N. Moreover c(0) = 0 < c(k), k 1 and there exist C < ∞, δ > 0 and n 0 ∈ N such that sup n 0
Models satisfying H3 have been considered in [18, 7, 11, 15] . Using a version of the Lu-Yau martingale approach [21] , Landim, Sethuraman and Varadhan [18] proved that the spectral gap of the local Zero-Range dynamics scales diffusively, uniformly over the number of particles, i.e. sup
The latter estimate was one of the main ingredient in the analysis of L 2 -relaxation to equilibrium carried out by Janvresse, Landim, Quastel and Yau [15] . Following the Carlen-Carvalho-Loss approach to the determination of the spectral gap [8] , Caputo [7] proved the uniform estimate sup
In view of the simple bound (see e.g. [7] ) L −2 w(L, N ) w(L, N ), (1.9) can be deduced from (1.10) . Using a version of the Cancrini-Martinelli duplication method [4, 5] Dai Pra and Posta [10, 11] have recently established a diffusive estimate for the logarithmic Sobolev constant s(L, N ) of the local dynamics:
As we have seen s(L, N ) may diverge logarithmically so one cannot expect to derive the bound (1.11) from a uniform bound on s(L, N ) as for w(L, N ). What we will show (Theorem 4.1) is that the entropy dissipation constant γ(L, N ) satisfies the uniform bound
As far as we know the uniformly increasing models described in H1 have not been considered explicitly in the literature. The interesting thing is that this condition may be seen as a uniform log-concavity requirement on the individual probability measures µ x introduced in (1.2). It is then natural to proceed in analogy with the case of continuous spins, where such conditions allow, in conservative as well as non-conservative dynamics ( [19, 6, 9] ), to establish spectral gap and logarithmic Sobolev inequalities by direct Bakry-Emery type computations, without going into delicate iteration schemes as for the estimates discussed above. Following this line of reasoning we prove (Theorem 2.3) that
for all functions f , which gives immediately w(L, N ) λ −1 , for all L 2, N 1, λ being the constant appearing in H1. A similar estimate for the entropy dissipation constant is not as straightforward due to the peculiarities of the discrete setting. Under the extra condition appearing in H2 we prove (Theorem 2.6) that
for all f > 0. This in turn implies γ(L, N ) (λ − δ) −1 , i.e. the uniform bound (1.12) holds under H2. In a remark after Theorem 2.6 we give further comments on the necessity of some extra condition in order to obtain the coercive bounds (1.14) .
With the previous discussion in mind, our result (1.12) under hypothesis H3 should be compared with the Poincaré and logarithmic Sobolev inequalities obtained in [17, 9, 6] for continuous conservative spin models where each individual probability measure is a perturbation of a log-concave measure. It is therefore not surprising that, in contrast to the cases H1 and H2, the case H3 requires a recursive argument together with a heavy use of local limit theorem expansions.
The plan of the paper is as follows. In the next section we consider the case of increasing rates, namely the models in H1 and H2. We start with a one-dimensional estimate which is of interest in its own right and then prove Theorem 2.3 and Theorem 2.6. In section 3
we focus on the one-vertex estimate needed as a basic input for the recursive scheme used in case H3. In Section 4 we state and prove Theorem 4.1.
Increasing Rates

2.1.
A one-dimensional estimate. In this subsection we consider a generic birth and death process with the following properties. The state space is N (but all our arguments are immediately generalized to Z), the transition rates are r ± (n) for the transition n → n ± 1, with the agreement that r − (0) = 0. The process is assumed to be irreducible and to have a reversible invariant measure µ. We may write the Markov generator as
with the notation ∇f = f + − f , f + denoting the shifted function f + (n) := f (n + 1). Reversibility means that r − (n)µ(n) = r + (n − 1)µ(n − 1) , n 1 , and the Dirichlet form is given by
Proof. We shall repeatedly use the following identity, valid for any f, g : N → R:
Writing f − (n) = f (n − 1) we have Gf = r + ∇f − r − ∇f − . Then we compute
In other terms, the following commutation relation holds:
From (2.2) and (2.6), for any pair of functions f, g we compute
Moreover, by (2.2) again
Using (2.5) the last expression equals
for any f and g.
Next we compute the second term in (2.4) for f > 0:
We write, using first (2.5) and then (2.6) :
In this way, an application of (2.2) allows to write (2.8) as
The sum of the first and the third term in the R.H.S. of (2.9) gives
The last term in (2.9) can be written as
We can now conclude the proof of the lemma. Taking g = log f , f > 0 in (2.7) we see that the claim follows from (2.10) if we are able to prove
This, in turn, follows from non-negativity of the rates and the pointwise bound:
To prove (2.12) we set z = f (n + 2), y = f (n + 1), x = f (n) and write out explicitly the left hand side in (2.11). After a tedious but straightforward computation the latter turns out to equal:
Now each of the three terms above involves the form (b log b − b log a − b + a) and this is known to be 0 for all a > 0, b > 0. This ends the proof of the lemma.
We now recall a standard argument which allows one to use the estimate of Lemma 2.1 to infer exponential decay of relative entropies. A similar result has been recently established by Boudou and Dai Pra [3] .
Then we have the entropy dissipation estimate
Proof. Following e.g. [19] , Proposition 1.5, for every f > 0 with µ(f ) = 1 and f log f ∈ L 1 (µ), setting f t = e tG f we write:
Estimating from Lemma 2.1 we have
Let us briefly comment on some applications of Corollary 2.2. Setting V (n) := − log µ(n), by reversibility r − (n) = r + (n)e ∇V (n) . If e.g. r + (n) = 1, then
A first example is when µ is Poisson measure with parameter t > 0 and the rates are given by r + (n) = 1 and r − (n) = µ(n − 1)/µ(n) = n/t. Then w + = 0 and w − = 1/t so that (2.13) holds with δ = t −1 . This is the same constant one obtains from the Poisson limit of the binomial distribution, see e.g. [12] . This inequality is possibly not sharp, but it can be off by at most a factor 2, since taking f (n) = e ǫn , and letting ǫ → 0 we see that the L.H.S. is equal to 1 2 times the R.H.S. in (2.13). The next example is useful to introduce our treatment of the one-vertex estimate in Section 3 and gives an explanation of the assumption H1. Let x be a given vertex and assume the associated rate function c x satisfies the assumption in H1. Consider the birth and death process obtained in the case µ = µ x , cf. (1.2) and rates r − (n) = c x (n) and r + (n) = 1. Then w = ∇c x λ and (2.13) holds with δ = λ.
2.2.
Poincaré inequality assuming H1. In this subsection the setting is the one described in the introduction. As anticipated there, we will prove that assumption H1 is sufficient to establish the uniform Poincaré inequality.
The proof of the theorem is based on the well known fact (see e.g. [19] , Proposition 1.3) that Poincaré inequality is equivalent to a coercivity statement of the type (1.13). In particular, w(L, N ) λ −1 iff (1.13) holds. We start with a computation of E ν (−Lf, g), for arbitrary functions f, g :
As usual we identify c x , w x with functions on Ω L : c x (η) = c x (η x ), w x (η) = w x (η x ). We also use the notations
The essential, and in some sense the only ingredient of the computation below is the following change of variable relation: for any function f and any pair of vertices x, y
The above is an immediate consequence of the definitions of the symbols involved and the fact that, for any η ∈ Ω L with η x 1 we have
For all functions f and g:
Proof. We start by writing
We have the identities
Thus, we may write
where we have defined
Therefore, after summing and rearranging we arrive at
Let us now look at the first term in
(2.26) From (2.26) and (2.25), we see that the claim (2.16) follows if we prove the following identity concerning the last two terms in (2.25) and the second term in (2.21):
The proof of (2.27) goes as follows. Let I,II,III denote the first three terms in the L.H.S. of (2.27). The summand in III can be written as
The summand in II equals
On the other hand, thanks to (2.15), the summand in I is transformed into
The identity (2.27) is obtained after summing and rearranging the three terms in (2.28), (2.29) and (2.30).
Next result shows that the last term in (2.16) can be bounded from the Dirichlet form E ν (f, g) if we have a uniform control onw x . Lemma 2.5. For all functions f and g:
Since
and (2.31) follows.
So far we have not used the assumptions on the rates. To prove the theorem it remains to observe that when f = g, Lemma 2.4 gives
Sincew x λ, the claim (1.13) follows immediately from Lemma 2.5. This ends the proof of Theorem 2.3.
2.3.
Entropy dissipation estimate assuming H2. The main result in this subsection is the following.
From the argument of Corollary 2.2 we know that the result above is implied by the estimate
Contrary to the case of the variance, in general an estimate of the type (2.32) is not equivalent to an entropy dissipation estimate, see e.g. [19] for a counterexample due to B. Helffer in a continuous setting and see the remark at the end of this subsection for counterexamples in our settings. We believe that a uniform bound on the entropy dissipation constant should hold true under the more general assumption H1 only. The way we prove Theorem 2.6, however, does require more than H1: we shall see that the L.H.S. of (2.32) may be negative if only H1 is required.
We first need a computation of E ν (f, (−Lf )/f ) for f > 0. Arguments similar to that in Lemma 2.4 allow to prove the following identity. 
We are now able to prove Theorem 2.6. From (2.33) and (2.16) with g = log f , we see that in the sum of E ν (−Lf, log f ) and E ν (f, −Lf /f ) we have the term
The key observation here, as in the proof of Lemma 2.1 above, is that the function in braces in the above display is non-negative. To see this, fix a configuration η such that r xy = 0 (i.e. we have at least one particle at x and one particle at y, or in case x = y we have at least two particles at y). Set
A simple computation reveals that {· · · } equals the sum of the following 4 expressions
Now, each of these 4 summands is non-negative because of the form α log α−α log β+β−α, which is 0 for all α, β > 0 as stated at the end of the proof of Lemma 2.1.
The above estimates imply that
We now use the special assumptions on the rates. Writingw x (η) = λ + γ x (η x ) with γ x 0 and max x sup n γ x (n) δ we see that Lemma 2.5 implies
35)
where we have defined, for all functions f, g:
We are going to estimate D γ (f, log f ) from below in terms of E ν (f, log f ). We write
We set, for every x, S x (f ) = y f xy . In this way, for every f, g we compute
Moreover, changing variables as in the proof of Lemma 2.5, one obtains
(2.37)
Set g = log f . Since γ x 0 we can estimate T γ (f, log f ) 0. By Jensen inequality we have LS x (f log f ) S x (f )S x (log f ) and therefore (2.36) and (2.37) imply the bound Remark: It is interesting to observe that we may have
39)
even in the case of uniformly increasing rates. Indeed, consider the case N = 1, i.e. with only one particle in the system. Then, since r xy = 0 for all x, y, writing c x = c x (1) and f x = f (η) when the particle is at x (i.e. η x = 1), using Lemma 2.7 and Lemma 2.4 it is not difficult to see that the L.H.S. of (2.39) equals When c 1 is large and ǫ is small, (2.40) becomes negative. On the other hand it is clear that such a system has a finite entropy dissipation constant. In particular, the entropy of f t = exp (tL)f decays not slower than exponentially but it does not so in a convex way. This is in striking contrast with the case of the variance, where spectral theory shows that the decay is always convex.
One-vertex estimates
The main goal of this section is to show that, under hypothesis H3, the one-vertex marginal of the canonical measure ν satisfies a uniform entropy dissipation bound, see Proposition 3.1 below. From now on the rate function c : N → R is assumed to satisfy the conditions (H3.1) and (H3.2). For any L 2 and N 1 we write as usual ν = ν L,N for the homogeneous Zero-Range canonical measure associated to the rate function c. We also write ν x for the marginal of ν at x, i.e. ν x (n) = ν(η x = n).
Proposition 3.1. There exists C < ∞ such that, for any L 2, N 1, x ∈ V L and for any function u :
The proof of the result above will be based on the one-dimensional estimate of Lemma 2.1 and the following equivalence lemma.
3.1. 1D-equivalence with the case of increasing rates. Let n 0 be the constant appearing in (H3.2). We definẽ
where, for k, j ∈ N and any function ϕ we write
When k < n 0 we simply setc(k) =c(n 0 )k/n 0 . Let us callμ the one-coordinate Zero-Range measure obtained fromc, i.e.
. Proof. To establish (3.4) we rewritec(k), k n 0 :
To compute ∇c we use summation by parts in the form
where ℓ < m and ψ, ϕ are arbitrary functions. We apply (3.7) with ℓ = 0, m = n 0 − 1, first to the case ψ(j) = n 0 −j n 0 , ϕ(j) = c(k+j) and then to the case ψ(j) = j n 0 , ϕ(j) = c(k+j−n 0 ). The conclusion is that, for every k n 0 we have
Sincec(n 0 ) > 0 by (3.6) and ∇c(k) c(n 0 )/n 0 for every k < n 0 , the claim (3.4) follows from (3.8) and hypothesis (H3.2).
We turn to the proof of the equivalence (3.5). It is sufficient to prove that there exists C ∈ [1, ∞) such that for every n ∈ N 
Now, for every fixed i < j we can use summation by parts as in (3.7), with ℓ = n 0 , m = n and ψ(k) = 1/c(k), ϕ(k) = c(k + i − j) to obtain n k=n 0
Another application of (3.7) with ϕ(k) = c(k + i) yields therefore the identity n k=n 0
Sincec(k) δk, the sequence (c(k)c(k − 1)) −1 is summable. By hypothesis (H3.1), the increments of c andc are uniformly bounded therefore the sum (3.12) is uniformly bounded in n, for every i < j < n 0 . Now (3.10) follows from (3.11).
3.2.
Proof of Proposition 3.1. From a well known comparison result, see e.g. [19] , Lemma 1.2, Proposition 3.1 follows if we can prove that ν x is equivalent to a probabilitŷ ν x on N for which the estimate (3.1) is known to hold. Here equivalence means a double bound as in (3.5) . Since this notion will be used repeatedly in what follows we introduce a special notation for it: We say that a : N → R + is equivalent to b : N → R + and write a ≍ b whenever there exists a universal constant C ∈ [1, ∞) (independent of L and N ) such that C −1 a/b C.
Recall the notation µ L for the product ⊗ x∈V L µ x . We shall use the shortcut notation µ L (k) for the probability of the event L j=1 η j = k, for every L 2 and k ∈ N. By definition
Letμ x denote the one-vertex measure with ratec given by (3.2) and writeμ L =μ x ⊗ (⊗ y∈V L \{x} µ y ). From Lemma 3.2 we know that µ x ≍μ x and µ L ≍μ L . Therefore ν x ≍ν x whereν
We will use the following lemma, which is a straightforward consequence of Lemma 2.1. .
where C is a constant depending only on the parameters appearing in (H3.1) and (H3.2) .
Proof. We extendν x to a probability on N by simply settingν x (k) = 0, k N + 1. We apply Lemma 2.1 with µ =ν x , r − (n) =c(n). Then, by reversibility and (3.15):
By our log-concavity assumption (3.16) we have w + = −∇r + (n) 0, n = 0, 1, . . . , N − 1. Moreover, by Lemma 3.2 w − = ∇c δ for some δ > 0. Therefore, by Lemma 2.1 and Corollary 2.2 we have, for every function u :
The desired estimate (3.17) now follows from the equivalencec ≍ c.
Thanks to the equivalence ν x ≍ν x and (3.14), the proof of Proposition 3.1 is an immediate consequence of the above lemma if we can prove It is customary to write simply µ x,ρ for µ x,αρ . Similarly we denote by µ L,ρ the product ⊗ x∈V L µ x,ρ . Setting ρ n := (N − n)/(L − 1), for every n N − 1 we can write
The idea is to use (3.21) for all values of n except those for which N − n becomes too small. Therefore we fix an integer m > 0, set N 0 = N − m, and will use the identity (3.21) for all n N 0 . Here we proceed as follows. Denoting by σ 2 ρ the variance of µ x,ρ we have the following well known bounds see e.g. [18, 11] :
This implies µ L−1,ρn (N − n) ≍ (N − n) − 1 2 . Therefore from (3.21)
where, for every t ∈ [0, N ) we define ρ t = (N − t)/(L − 1) and
Using (3.20) we see that d dt log(Z αρ t ) = ρ t d dt log(α ρt ) and the last two terms in the expression for ϕ ′ (t) cancel each other. We then have ϕ ′′ (t) = − d dt log(α ρt ). Reasoning as above and using d dt
where in the last estimate we have used (3.22) . ThenṼ ′′ (t) 0 for all N − t C/2. This implies -by integration -that ∇Ṽ (n) ∇Ṽ (n + 1) at least for all n N − 2 − C/2. Setting e.g. m = [C] we have shown that ∇ 2Ṽ (n) 0, n N 0 − 2 = N − m − 2.
We still have to deal with the case N − n m. Here we use the fact that
To prove the lower bound in (3.27) we simply observe that putting k particles in k different sites one has, for some m-dependent C < ∞
Similarly the upper bound is obtained by requiring at least L − 1 − k sites to be empty:
Summarizing, from (3.24) and (3.27) we have obtained that, for every fixed K ∈ (0, ∞) the equivalence (3.18) holds with the function V = V K given by
Note that the addition of the term K n−N 0 in (3.28) does not break the equivalence since n − N 0 m. What we have seen in (3.26) implies ∇ 2 V (n) 0 for n ∈ [0, N 0 − 2]. We are left with the case n N 0 − 1. But this is easily obtained by taking the constant K sufficiently large. For instance: from (3.27) we know that, for some universal constant
On the other hand ∇V (N 0 + 1) = log L + K 2 − K. For K large this gives ∇ 2 V (N 0 ) 0. Similar reasoning applies for the remaining values of n N 0 − 1. This ends the proof of the claim in (3.18) and concludes the proof of Proposition 3.1.
Uniform entropy dissipation: the recursive approach
The main result of this section is the uniform bound on γ(L, N ) for the Zero-Range models satisfying H3. Theorem 4.1. Assume H3. Then there exists C < ∞ such that γ(L, N ) C, for every L 2 and N 1.
The proof of Theorem 4.1 is based on a variant of the martingale recursive method developed in [21] , see also [18, 17, 14, 20, 24] . We set
Note that the result (1.11) of [11] implies that γ(L) < ∞ for every L. To this end we start with the usual decomposition of entropy and write, for f > 0
Ent
where Ent ν (f | η x ) denotes the entropy of f w.r.t. ν[· | η x ] (the measure ν conditioned to have a given number of particles η x at x) and we have defined
Since, for every given 0 η x N , the measure ν[· | η x ] coincides with the canonical Zero-Range measure on L − 1 vertices with total particle number N − η x , we can estimate, for every η x
Taking ν-expectation and averaging the above expression over x we obtain that (4.3) is bounded above by
The next two subsections will explain how to estimate the second term in (4.4). Here we anticipate that the final result (see (4.20) and (4.24) below) will be that for every ǫ > 0 there exist two constants ℓ ǫ , C ǫ < ∞ independent of L and N such that for all L ℓ ǫ we have
Once the above result is available it is easy to end the proof of (4.2). Indeed, from (4.5) and (4.4) we obtain
which implies the claim (4.2) if ǫ is sufficiently small (e.g. ǫ < 1 2 ).
4.1.
From one-vertex estimate to covariances. We start our proof of the claim (4.5) with an application of Proposition 3.1 to the function u = f x /ν[f x ]. Here and in the rest of this subsection x is an arbitrary fixed vertex. We have
To estimate the R.H.S. of (4.7) we first rewrite things as follows. For every vertex y = x and for every n we define the functions
, g x,n (η) = 1 L − 1 y =x g x,y,n (η) . In order to simplify notations, below we will write ν[· | n] for ν[· | η x = n]. The change of variable formula (2.15) can be used to deduce the identity
valid for every y = x and n 1. Indeed, write χ x,n (η) for the indicator function of the event {η x = n}. Then (χ x,n ) yx = χ x,n−1 and
When f = 1 this shows that ν[c y | n−1] = c(n)νx(n) νx(n−1) and (4.9) follows at once. In particular, (4.9) shows that
Our first step in the estimate of (4.7) is the next lemma. We recall the standard notation 
11)
where we define
, (4.12)
and c = f x (n − 1). With the notation α(a, b) = (a − b) log(a/b), the desired estimate (4.11) can be written as
Note that the above inequality cannot hold for all a, b, c > 0 without restrictions (take e.g. c = 1, a = b 2 and let b ր ∞). The point is that in our setting we have 1/C b/c C, for some possibly different C ∈ [1, ∞). To see this recall that ν[η y | n] = (N − n)/(L − 1) for all n and y = x and use c(n) ≍ n to obtain It is easy to check that for every C < ∞ we have
In the rest of this proof we use C 1 , C 2 , . . . to denote finite positive constants (independent of n, N, L). Setting u := log(b/c), we know that u C 1 . Suppose first that a/c 2C 1 . Then by (4.16) we know that there exists
The first term above is c/b α(a, b) Cα(a, b). For the second term we use the elementary fact that for every δ > 0, there is C = C(δ) < ∞ such that | log(1 + x)| C |x|, for any x δ − 1. With x = b/c − 1, this says that the second term is bounded by
where we used the assumption a/c 2C 1 . This completes the proof of (4.14) under this assumption. If a/c > 2C 1 we have by (4.17)
which obviously implies (4.14) . When we insert the estimate of Lemma 4.2 in (4.7) we therefore obtain two terms, corresponding to A x (n) and B x (n), respectively. We explain here how to bound the first term. This is a rather standard convexity argument, see e.g. [14] . The more delicate estimate of the term coming from B x (n) is given in the next subsection.
Thanks to the identity (4.9) and the convexity of (a, b) → (a − b) log(a/b) on R + × R + , Jensen's inequality implies
Going back to (4.7) and using (see (4.9) ) When we sum over x in (4.7), from Lemma 4.2 and (4.19) we obtain 4.2. The covariance estimate. We need the following key estimate on covariances.
Proposition 4.3. Assume H3. For every ǫ > 0, there exist finite constants C ǫ and ℓ ǫ such that for every L ℓ ǫ , N 1 and for every f > 0
Before going to the proof we want to make sure this result is indeed sufficient for our claim (4.5) to hold. To this end we fix a vertex x and apply (4.21) by replacing ν with ν[· | n − 1] = ν[· | η x = n − 1], L by L − 1 and N by N − n + 1. Using the equivalence
we then see that for some C < ∞
Using again (4.22) and the identity ν x (n)c(n) = ν[c y | n−1]ν x (n−1) we get, with a possibly
where we have used the obvious estimates
Finally, the desired estimate (4.5) follows from (4.24), (4.20) and the elementary bound
We turn to the proof of Proposition 4.3. Let us first recall the covariance estimate proved in [11] . Corollary 3.11 there states that assuming H3 one has ν f,
(4.25)
Here C is a finite constant depending only on the parameters appearing in (H3.1) and (H3.2) and D ν stands for the local Dirichlet form defined in (1.4). The constants ǫ and C ǫ have the same meaning as in our Proposition 4.3 above. To prove our bound in (4.21) we therefore have to improve the latter result in two ways: first, we need to replace
and second, we have to remove the extra term ν[f ] appearing in (4.25). It turns out that the first improvement requires only straightforward modifications of the argument of [11] . The second, on the other hand, will require some additional work, which will be based on a combination of ideas from [11] and [17] . As in [11] we consider separately the case of small density and the case of densities uniformly bounded away from zero. In the rest of the proof of Proposition 4.3 we adopt the convention that C represents a generic finite constant which may only depend on the parameters appearing in (H3.1) and (H3.2). When constants depend on a further parameter as e.g. ǫ, M or K we write this explicitly as C ǫ , C M or C K respectively. In all cases it is understood that these constants are independent of L and N . We warn the reader that the numerical value of these constants may change from line to line.
Small density.
Here we assume that ρ := N/L satisfies ρ ρ 0 with ρ 0 a parameter to be taken sufficiently small depending on ǫ. Recall the definition (3.20) of the parameter α ρ . We use the notations
Before giving a proof we show that Lemma 4.4 implies that for every M > 0, there exists C M < ∞ such that for any f > 0, with ν[f ] = 1:
Of course, by taking ρ 0 small enough, (4.28) gives the desired result (4.21) for small density.
To prove (4.28) we use the entropy inequality to write, for every t > 0 ν f,
We may apply the above inequality with −Φ replacing Φ. Therefore, passing to absolute values, Lemma 4.27 gives ν f, 
We now turn to the proof of Lemma 4.4. Since all our estimates below are easily seen to hold with Φ replaced by −Φ we may restrict to estimate ν [exp tΦ] instead of ν [exp t|Φ|]. We consider two different cases: M t M ∧ √ L/N and t M ∧ √ L/N .
We recall the following bound derived in [11] , see (4.80) and (4.88) there:
If t √ L/N we have 1/t N ρ t and √ N N √ ρ t, therefore (4.27) is contained in (4.30) in this case.
Case t M ∧ ( √ L/N ). The bound (4.30) is not optimal for small values of t and we need a different approach here. We may proceed as in [17] , Lemma 6.5. Without loss of generality, we assume that L is even. We call V L/2 the set of vertices {1, 2, . . . , L/2}. All the estimates below can be obtained for − Φ as well as for Φ without any change, therefore we will restrict to bound the expression
where, using the product structure of µ L,ρ and writing µ ρ = µ 1,ρ
Recalling (see e.g.Corollary 6.4 in [18] ) that |φ 1 − ϕ 1 | C √ 1+ρ L , we estimate µ ρ e 2tφ 1 e t C L µ ρ e 2tϕ 1 .
From (4.88) in [11] , µ ρ e 2tϕ 1 e C M ρ 2 t 2 , t M . Therefore
the last bound following from t 2 L/N 2 . This gives E 1 C M L µ ρ φ 2 1 e 2tφ 1 . Replacing as aboveφ 1 with ϕ 1 we have µ ρ φ 2 1 e 2tφ 1 C L 2 + C µ ρ ϕ 2 1 e 2tϕ 1 .
(4.34) By direct computation (or reasoning as in (4.82),(4.84) and (4.86) in [11] ) it is not hard to obtain the bound µ ρ ϕ 2 1 e 2tϕ 1 C M ρ 2 , t M . From (4.34) and (4.35), using ρ 1/L, we have obtained E 1 C M N ρ. We now look for a similar bound on E 2 . We first observe that for any a ∈ R we have ae a a + a 2 e |a| . Setting a = 2tφ 1 we obtain µ ρ φ 1 e 2tφ 1 µ ρ [φ 1 ] + 2tµ ρ φ 2 1 e 2t|φ 1 | .
Estimating as in (4.34) and (4.35) once forφ 1 and once for −φ 1 , the second term above is bounded by C M t ρ 2 . Recalling that µ ρ [ϕ 1 ] = 0, direct computations show that |µ ρ [φ 1 ]| C(ρ 2 ∧ 1 L ). Therefore µ ρ φ 1 e 2tφ 1 C ρ √ L + C M t ρ 2 .
Reasoning as above it is not hard to check that the last estimate holds for −µ ρ φ 1 e 2tφ 1 as well. We then obtain
This implies the estimate E 2 C L ρ 2 + C M L 2 t 2 ρ 4 . Using the constraint t 2 L/N 2 this becomes E 2 C M N ρ . In conclusion: from (4.32) and (4.33) we have 1 t log ν [ exp tΦ ] C M N ρ t . we need the following standard coarse graining procedure. We fix a parameter K > 0 to be taken sufficiently large in the sequel. Without loss of generality we will assume that K divides L so that the set of vertices V L is the disjoint union of ℓ := L/K sets of vertices B 1 , . . . , B ℓ , each of cardinality K. We write N j = N j (η) = x∈B j η x for the number of particles in the block B j and write G for the σ-algebra generated by the functions η → N j (η), j = 1, . . . , ℓ. In this way, the conditional expectation ν[· | G] becomes the product ℓ j=1 ν j,N j [·], where ν j,N j denotes the canonical Zero-Range measure on the j-th block with N j particles. We start with the decomposition ν f, (4.37)
As in [11] , Corollary 3.9, it is not hard to prove ν ν f,
We now concentrate on a bound on the second term in (4.37). To this end we introduce the following notations. For every x we setc x (η) = c(η x ) − α ′ ρ η x , where α ′ ρ = d dρ α ρ , and, with ρ j := N j /K, for ever x ∈ B j
Note that these definition do not depend on the chosen x ∈ B j . Moreover, µ[G(ρ j )] = 0 and ν[Ḡ(ρ j )] = 0. We also set Ψ(η) = K ℓ j=1Ḡ (ρ j ) , so that the second term in (4.37) becomes ν[f Ψ]. Therefore our ultimate claim now becomes: for every ρ 0 > 0, for every ǫ > 0 there exist constants K ǫ , ℓ ǫ , C ǫ < ∞ such that for all K K ǫ ℓ ℓ ǫ
(4.39)
where, following [11] , we write ν i,j [f ] = ν[f | F i,j ], with F i,j denoting the σ-algebra generated by {η x , x ∈ (B i ∪ B j ) c }. Here E i,j stands for the Dirichlet form
To prove (4.43) we observe that by Schwarz inequality for the combined measure 
This ends the proof of (4.39) assuming the result of Lemma 4.5.
