We prove that the range of a symmetric matrix over F 2 contains the vector of its diagonal elements. We apply the theorem to a generalization of the "Lights Out" problem on graphs.
Introduction
The purpose of this note is to prove that the range of a symmetric matrix over F 2 contains the vector of its diagonal elements; we do this in section 2. We then apply this theorem to a generalization of the "Lights Out" problem on graphs: we have a simple graph and the vertices all have a state of either 'on' (represented by 0 ∈ F 2 ) or 'off' (represented by 1 ∈ F 2 ). When a vertex is 'clicked,' the states of it and its adjacent vertices are toggled. Starting with arbitrary states for all vertices, the problem is to determine whether or not we can click a subset of vertices and get to the state where they are all off, hence the name "Lights Out". It is known that if we start with all vertices on, then this is possible (see [Car96] or [Sut88] ). The theorem we prove here generalizes this result to the case where clicking some of the vertices does not actually affect the state of those vertices, but only the states of those adjacent to them.
Linear Algebra Theorem
Theorem. Any symmetric N × N matrix A = (a ij ) over F 2 has its diagonal vector d = (a 11 , a 22 , . . . , a N N )
T in its range.
Proof. We show that if A x = 0 then x· d = 0. This implies d is perpendicular to every vector in Nul A, i.e. d ∈ Nul(A) ⊥ = Col(A T ) = Col(A), as desired. If x = 0, then this is obvious. Without loss of generality, we may assume x = (1, . . . , 1, 0, . . . , 0), where the first n + 1 entries are 1 and n ≥ 0 (otherwise, we can just permute the entries of x and also the corresponding columns and rows of A so that this is true). The linear dependence relation on the columns of A given by A x = 0 says that the (n + 1)st column is the sum of the first n columns, so we have
j=1 a jj = 0.
"Lights Out" Problem
The original motivation for this theorem came from the "Lights Out" problem as explained in the introduction.
Corollary. Let G be a finite undirected graph, where there can be at most one edge between any two vertices and a vertex can be connected to itself. Let v 1 , . . . , v n be the vertices connected to themselves. Assign to each vertex a state of either 1 or 0, and assume that clicking a vertex makes those vertices adjacent to it (including itself if it is connected to itself) switch their state. Then, starting with all vertices at the state of 0, we can choose vertices to click so that, as a result, precisely v 1 , . . . , v n are 1 and the rest are 0.
Proof. Define the N ×N matrix A over F 2 , where N is the number of vertices of G, by a ij = 1 if and only if the vertex v i is connected to the vertex v j . Since the graph is undirected, A is symmetric. Furthermore, the first n diagonal elements of A are 1 and the rest are 0, since the first n vertices are the ones connected to themselves. It is easy to see that if A x = y, then y is precisely the vector of states obtained by starting with all vertices being 0 and clicking the vertices corresponding to 1's in x, because multiplication by x simply adds up the columns corresponding to 1's in x. Since the diagonal vector d is in the range of A, there is a vector x such that A x = d. Thus we can click the vertices corresponding to 1's in x and, as a result, the vertices that are connected to themselves will be 1 and the rest will be 0, as desired.
This is the generalization of the "Lights Out" problem on graphs to the case where not all vertices affect themselves. To make this more concrete, we first list a few examples where all vertices are connected to themselves and then an example where they are not. The original motivator for the problem was the case where the vertices of the graph are squares in a finite two-dimensional grid and clicking a square toggles its color (say between white and black) and also the colors of the squares that share an edge with the square clicked. The problem is to find out which squares to click so that, if we start with an all-white grid, we end up with all squares black. This is not easy to do by inspection for grids 5 × 5 and bigger, but the corollary shows it can always be done.
We could generalize this scenario to be n-dimensional, where an n-dimensional cube affects itself and those with which it shares an (n − 1)-dimensional hyperplane. Or we could start with an arbitrary subset of a 2-dimensional or 3-dimensional grid, perhaps in a pleasing shape such as a star or a flower, and have vertices affect themselves and the ones next to them as before. We could also change the rules and have squares affect each other diagonally, or in a torus-like fashion, where the top squares affect the bottom ones and/or the leftmost ones affect the rightmost ones (this particular case has been studied in more detail in [GY09] ). Or we could change 'squares' to triangles in a triangular lattice or hexagons in a hexagonal lattice, etc. Now for an example of the generalization, where some vertices do affect themselves and some don't, we can have squares with green and red lamps; the green lamps affect themselves and also those around them, but the red lamps only affect those around them and not themselves. Starting with all lamps off, the goal is to turn on all the green lamps and turn off all the red ones, and by the corollary this can always be achieved. Of course, the amount of such scenarios is limited only by the imagination.
