Task 4 of the Dcase2018 challenge demonstrated that substantially more research is needed for a real-world application of sound event detection. Analyzing the challenge results it can be seen that most successful models are biased towards predicting long (e.g., over 5s) utterances. This work aims to investigate the performance impact of fixed sized window median filter post-processing and advocate the use of double thresholding as a more robust and predictable post-processing method. Further, four different temporal subsampling methods within the CRNN framework are proposed: mean-max, α-mean-max, L pnorm and convolutional. We show that for this task subsampling the temporal resolution by a neural network enhances the F1 score as well as onset and offset accuracies. Our best single model achieves 30.1% F1 on the evaluation set and the best fusion model 32.5%, outperforming the previously best attempt by 0.1% while maintaining robustness to short events.
Introduction
Sound event detection (SED) is concerned with the classification and localization of a particular audio event (e.g., dog barking, alarm ringing) such that each event is assigned a onset (start), offset (end) and label (object). Sound event detection in its core a semi-supervised task, since the precise time-stamps of a given event are unknown during training. Label estimation is also known as audio tagging or audio event detection. SED can be used for query-based sound retrieval [1] , smart cities and homes [2, 3] . In contrast to similar tasks such as speech/speaker recognition, the recorded audio properties are vast, often noisy, can overlap and be assigned multiple events at once. Recent interest in SED has risen due to challenges such as the Detection and Classification of Acoustic Scenes and Events (DCASE) challenge. In this work we focus on sound event detection within domestic environments, specifically task 4 of the DCASE2018 challenge.
Regarding modelling the SED problem, the currently most commonly used architecture is named convolutional recurrent neural network (CRNN) [4] . This neural network structure aims to extract high-level local time-frequency representations using the convolutional front-end and classify sound events using a gated recurrent neural network (GRU) back-end.
Much research attention has been brought up recently in order to improve CRNN performance [5, 6] . Kothinti [7] This work has been supported by the Major Program of National Social Science Foundation of China (No.18ZDA293). Experiments have been carried out on the PI supercomputer at Shanghai Jiao Tong University.
presented an interesting approach by separating SED into an unsupervised onset and offset estimation problem using conditional restricted boltzmann machines (c-RBM) along with a supervised label prediction using CRNN. The results of 30% F1 development and 25 % F1 evaluation performance on the DCASE2018 task4 dataset indicate the robustness of this approach. [8] modified connectionist temporal classification (CTC) [9] and proposed connectionist temporal localization (CTL) in order to circumvent CTCs peak clustering problem, effectively enabling CTL to capture long and short events effectively. A different approach to this problem was proposed by [10] , which estimated ideal time-frequency masks directly from convolutional neural network filters. These could then be used to predict onset and offsets for a given utterance. [11] applied an attention mechanism in order to estimate location and the presence of an event for audio tagging. Moreover, gated linear units (GLU) [12, 13] activations have been studied and shown to be superior to common rectified linear unit (ReLU) activations. However, it is still unclear if GLU is universally outperforming ReLU. Lastly, [14] introduced a cosine penalty between different time-event predictions of the CRNN aiming to enhance the per time step discriminability of each event. This idea is similar to large margin softmax (L-softmax) [15] and resulted in an F1 score of 32.42% on the DCASE2018 task4 development dataset.
In contrast to previous work, we aim to improve SED performance via duration robust event prediction. This paper is organized as follows: In Section 2 we state current problems for state-of-the-art event-based SED and propose our idea to alleviate these problems. Further, in Section 3 the experimental setup and experiments are ran, culminating in Section 4, where results are shown and analyzed.
Contribution
In our point of view, SED is essentially a semi-supervised duration estimation problem, meaning that hard labels (timestamps) are unavailable during training. However, obtaining reasonable duration estimates from weakly labels is difficult due to the lack of prior knowledge about an event. In this work we identify and analyze three key problems that hinder current SED: 1) During training weakly label estimates are obtained via mean-pooling the temporal dimension. This approach benefits long events and neglects short ones [16] ; 2) After obtaining per-frame predictions, median filtering is used to smooth event predictions, which further benefits long events; 3) Neural network predictions are made on a very fine scale. Due to the noisy nature of this task, post-processing is necessary in order to obtain coherent predictions. However, post-processing cannot be learned by the network directly.
In this work we aim to alleviate the problems stated above by 1) incorporating linear-softmax [16] as the default temporal pooling method 2) Using double-threshold as a windowindependent filtering alternative to median filtering 3) Subsampling the temporal resolution of our neural network predictions in order to directly learn event boundaries. Furthermore, we show that the previously best performing model on this dataset [17] is biased towards long event predictions and propose a duration robust alternative.
Metrics
Currently within SED the segment-based and event-based F1 measures are used in order to verify the quality of a result. Segment-based predictions can be measured frame-wise and do not require predictions to be smooth. In contrast, event-based F1 scores require predictions to be smooth and penalize irregular or disjoint results. In order to loosen the strictness of this measure, a flexible onset (t-collar) of 200ms as well as an offset of at most 20% of the duration is considered as valid. In this work event based F1 evaluation is used as the development and evaluation metric. Approximate estimates of event-based F1 scores can be obtained by
State-of-the-art neural networks such as CRNN perform well in estimating Flabel (in our baseline experiments ≈ 60%), but fall short in estimating onsets and offsets. In this work we aim to improve the robustness on predicting Fonset and Foffset rather than further enhance Flabel.
Experiments
Regarding feature extraction, we computed a 2048 point Fourier transform every 20ms with a window length of 40ms. This signal is then further processed by 64 mel filterbanks. Lastly the natural log is taken from the filtered signal, producing the input feature to our network. Since our network does process the input in sequential fashion (e.g., convolutions over spatial and frequency dimensions), padding needs to be applied to ensure a fixed input size. Batch-wise zero padding is applied, which essentially is equal to pad the entire data to the maximal length of 499 frames (10 s). Since the Speech class accounts for nearly 25% of the total training set, random oversampling is utilized by assigning each class a weight inverse proportional to its occurrence count. Note that this does not entirely balance the training dataset, because speech labelled utterances do not appear standalone, therefore on average our method produces 20% speech utterances and ≈ 9% other events. Since during training hard labels are unknown, a final temporal pooling function needs to be utilized in order to reduce an input utterance's temporal dimension to a single vector representing class probabilities. Work in [16] analyzed different reduction functions and came to a conclusion that linear softmax is a cheap (no extra parameters) and effective method for SED.
Linear softmax is defined as in Equation (1), where yt(c) is the output probability of class c at timestep t, usually the processed by the sigmoid function. Since linear softmax is only dependent on the per frame probability and not number of frames, it is more robust to length variations than traditional mean pooling. Standard binary cross entropy (BCE) is used in conjunction with linear softmax as our training criterion.
Our baseline model follows the standard CRNN approach and can be seen in Table 1 . BiGRU represents a bidirectional GRU recurrent neural network. LinSoftmax is the previously defined linear softmax (Equation (1)). Note that linear softmax is only used during training and removed during inference. For each subsampling layer, we employ a different time subsampling factor P = P1 . . . P4 , Pi ∈ {1, 2}. Here we only subsample at most by a factor of 2 for each layer. In each subsampling layer the feature dimension D is always halved. The overall time pool factor of the network P can be calculated as P = max (P1, . . . , P4). Five different subsampling configurations are proposed: P ∈ 0, 2, 4, 8, 16 .
Layer Filter@kernelsize
Output Table 1 : CRNN architecture used in this work. One block refers to an initial batchnormalization, then a convolution and lastly a ReLU activation. All convolutions use padding in order to preserve the input size.
Training was done using adam optimization with an initial learning rate of 0.001. The learning rate was reduced if the model did not improve on the held out set for 10 epochs. If the learning rate was set below 1e−7 training was terminated. We used pytorch [18] as our deep neural network tool 1 .
Dataset
Experiments are conducted on the DCASE2018 task 4 dataset, which consists of training, development, indomain, outdomain and evaluation subsets, of which only training, development and evaluation are used in this paper. This dataset consists of 1578 training utterances with 10 class labels, as well as 242 development utterances situated in domestic environments. The dataset itself is sampled from the audioset [19] corpus, which source are youtube videos. Thus, recording conditions, background noise as well as sound fidelity are not controlled, increasing the task difficulty. Ten classes need to be estimated: Speech, Cat, Dog, Running water, Vacuum cleaner, Frying, Electric shaver toothbrush, Blender and Alarm bell. Within the 10 classes of the dataset, the most common class (speech) is not seen independently, rather only in conjunction with other classes (e.g., frying in the background and speech) meaning that its occurrence cannot be directly inferred. Analyzing the development data distribution in Figure 1 reveals that the dataset can be effectively split into long duration events (vacuum cleaner, running water, frying, electric shaver toothbrush and blender) and short duration events (speech, dog, dishes, cat and alarm bell).
Baseline
In order to demonstrate the effect of median filtering onto a predicted sequence, two sets of experiments with mean and max subsampling were ran. Standard median filtering in SED first preprocessed the model output sequence by a threshold φ. Then a median filter of size ω is applied in a rolling window fashion onto the sequence in order to smooth the result. Here, the threshold value is set to φ = 0.5 and two different median filter size configurations ω ∈ {1, 51} were investigated. A windowsize of 1 represents no filtering, while 51 is chosen as the default value. Table 2 : Development F1-scores for different window size ω values of a median filter with respect to long (5 classes) and short (5 classes) utterances. (Table 2) suggest, filtering with a window size of ω = 51 leads to an overall performance increase for both average and max subsampling networks. However, this increase solely stems from a shift in focus from short utterances to long ones. For average subsampling, the short utterance F1 score drops by 8%, while long utterance performance increases by 10%. We therefore conclude that a larger ω correlates with an overall performance increase, on cost short utterance cost. This could be explained by the fact that the overall F1 score has yet to reach 50%, therefore one can improve performance by removing the harder short utterances and only focus on the easier, long utterances. One of the major downsides of median filtering is that it can potentially erase model predictions e.g., high-confidence model estimates, as well as shift previously predicted event-boundaries. In this work we advocate the use of double threshold (see Section 3.3) in order to ameliorate the median filtering problems, that is the use a post-processing filter that does not erase high confidence estimates or shifts an event boundary.
As our baseline experiments

Double threshold
Double threshold is an effective and powerful post-processing technique, which post-processes the output probability sequence without being entirely reliant on the window size ω. The technique uses two thresholds φlow, φhi. Double threshold first flags all outputs larger than φhi as being valid outputs. Then it proceeds to expand by searching for other outputs adjacent to the flagged ones with probability > φlow. Double threshold can also incorporate a window size ω, but with a different purpose from standard median filtering. Here, a window size of ω represents the number of frames being connected after thresholding. In this paper we exclusively set φlow = 0.2, φhi = 0.75. Table 3 : Comparison of double thresholding with φlow = 0.2, φhi = 0.75 and window sizes ω ∈ {1, 51} on the development set.
As we can see in Table 3 , double threshold provides an overall better performance as well as being robust to duration variations. In addition, using a large window size (51) has the same effect as for standard median thresholding, short utterance performance deteriorated (see Table 2 ).
After running the experiments in Section 3.3 and Section 3.2, we noticed that even though the performance of mean and max subsampling was similar to each other, their per-class results were not. Specifically, mean subsampling did perform better on some short duration events, such as cat and speech, while max subsampling performed better on other short events such as dishes and dog. We therefore propose the use of joint average and max subsampling to enhance performance.
Subsampling
One contribution of this work is to investigate appropriate subsampling layers. Here we propose four subsampling schemes (Table 4) , where x represents the region of the image being pooled. Table 4 : Proposed subsampling layers. α is learned [20] . p in L p -norm is empirically set to 4.
α-mean-max (α-MM) subsampling was initially introduced in [20] , while mean-max (MM) subsampling was used in the LightCNN architecture [21] . L p -norm subsampling can be seen as a generalization of mean and max subsampling, where p = 1 is equal to mean and p = ∞ is equal to max subsampling. Comparing to traditional subsampling methods, strided convolutions can be a viable alternative, which are widely used in the ResNet architecture. We investigate the use of strided convolutions with kernelsize K × K and stride K × K, resulting in a weighted subsampling coefficient for each individual value within the kernel. Table 5 : Results for all four proposed subsampling types. Fusion is done by averaging the model outputs of 2,4,8 subsampling respectively. The baseline system in [17] is a fusion system. Results highlighted in bold are the best in class (single, fusion).
Results
To the best of our knowledge, previously best fusion system on this task [17] , is compared against our proposed systems on the development and evaluation set results.
Results in Table 5 indicate that subsampling improves F1-score performance consistently, yet stops improving after a factor of 16 altogether. This behaviour is due to the temporal resolution reaching 320ms, which is longer than the t-collar of 200ms, leading to a possible output label skip. In future research we would like to further investigate dynamic subsampling strategies. More importantly, the majority of our models produce stable scores between development and evaluation set and only loose around 5% in absolute between the datasets. This is mostly caused by some events being underrepresented in the development set. Specifically the label dog only appears in one single utterance with five occurrences, meaning that some models might obtain a high F1 score on development, but fail to generalize on larger datasets (e.g., evaluation). Lastly, this method does not require the provided indomain dataset to be effective.
Pooltype
Short Long Gap Avg Baseline [17] Table 6 : Short and Long utterance results for evaluation data. Gap is the absolute difference between long and short utterance F1 scores. All shown results are model fusions.
As can be seen in Table 6 , the previously best performing system is biased towards predicting long utterances having a gap of 17% absolute between short and long ones. Moreover, our proposed systems can reduce short-long utterance gap to as low as 4.02%, while performing on the same level as the previously best system.
Discussion
The results proposed in Table 5 seem to indicate that strided convolution is largely outperformed by traditional subsampling methods. During our work for this paper, we noticed that strided convolution is not effective for a shallow architecture such as the architecture used here but improves for deeper networks.
The per class results in Figure 2 indicate that our proposed models exhibit a stable performance when compared to the baseline, especially for very short and sporadic utterances such as cat, dog and dishes. LP seems to be the most consistent subsampling method, while α-MM is the best performing one. 
Conclusions
This work analyzed the previous state-of-the-art model for the DCASE2018 task4 dataset and showed that a bias towards long events exists. Three potential reasons for this bias are tracked down: 1) Temporal mean pooling 2) Fixed sized median filtering 3) Training neural networks on a fine scale. We alleviate each respective problem by advocating the use of 1) Linear softmax pooling 2) Double threshold filtering 3) Temporal subsampling to a lower scale. Double thresholding as post-processing method is shown to largely outperform median filtering in terms of both robustness to duration and overall performance. The standard CRNN model is modified to subsample the temporal resolution up until a factor of 16 and shown to improve performance up until a factor of 8. Further, variations of mean and max subsampling are shown to further enhance the performance on development and evaluation sets, culminating in a state-of-the-art performance. The proposed models outperform previous state-of-the-art approaches without being reliant on estimating optimal window sizes for median filtering. Our best single model achieves 30.8% F1, while the best model fusion approach supersedes the previous best model of 32.4% with 32.5%. An absolute improvement of 0.1% can be observed, while outperforming the previous best model on the development set by 11% absolute. Furthermore, the gap between short and long utterance predictions is reduced from 17% to 4%. In addition L p -norm subsampling exhibits the most reliable performance regarding short and long events with a gap of 4%.
