Abstract-The problem of stochastic deadline scheduling is considered. A constrained Markov decision process model is introduced in which jobs arrive randomly at a service center with stochastic job sizes, rewards, and completion deadlines. The service provider faces random processing costs, convex noncompletion penalties, and a capacity constraint that limits the simultaneous processing of jobs. Formulated as a restless multiarmed bandit problem, the stochastic deadline scheduling problem is shown to be indexable. A closed-form expression of the Whittle's index is obtained for the case when the processing costs are constant. An upper bound on the gap-to-optimality for the Whittle's index policy is obtained, and it is shown that the bound converges to zero as the job arrival rate and the number of available processors increase simultaneously to infinity.
I. INTRODUCTION
T HE deadline scheduling problem, in its most generic setting, is the scheduling of jobs with different workloads and deadlines for completion. Typically, not enough servers are available to satisfy all the demand; the cost of processing may vary with time and unfinished jobs incur penalties.
In this paper, we are interested in the stochastic deadline scheduling problem where key parameters of the problem such as job arrivals, workloads, deadlines of completion, and processing costs are stochastic. In particular, we consider the problem of maximizing discounted rewards over an infinite scheduling horizon.
A prototype application of such a problem is the charging of electric vehicles (EVs) at a charging service center [2] - [4] . In such applications, EVs arrive at the service center randomly, each with its charging demand and deadline for completion. The charging cost depends on the cost of electricity at the time of charging, and a penalty is imposed when the service provider Y. Xu is with the Department of Mechanical and Automation Engineering, the Chinese University of Hong Kong, Hong Kong (e-mail: yjxu@mae.cuhk.edu.hk).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TAC.2018.2807924
is unable to fulfill the request. Similar applications include the scheduling of packet transmission for real-time wireless networks [5] , of jobs at data centers [6] , of nursing personnel in hospitals [7] , for internet streaming [8] , and at customer service centers [9] . The stochastic deadline scheduling problem is an instance of stochastic dynamic programming, for which obtaining the optimal solution is fundamentally intractable. However, practical applications often mandate that the processing schedule be constructed in real time. This means that, in general, one may have to sacrifice optimality in favor of approximate solutions that are scalable algorithmically and have performance close to that of the optimal scheduler. An important class of such algorithms is the so-called index policies [10] that attach an index to each unfinished job, rank them according to their indices and assign available processors to the top-ranked jobs. The index of each job is determined by the state of the job itself and independent of the states of other jobs. Such policies offer scalable solutions if the index and ranking algorithm can be computed online. An index policy becomes especially attractive if its gapto-optimality can be bounded and shown to be diminishing in cases of practical interest.
A. Summary of Results
We formulate the stochastic deadline scheduling problem as a restless multiarmed bandit (RMAB) problem initially introduced by Whittle [11] . We examine the indexability of the problem and the performance of the Whittle's index policy. To this end, we introduce a constrained Markov decision process (MDP) model with the objective of maximizing the expected (discounted) profit subject to a constraint on the maximum number of jobs that can be processed simultaneously. The constructed MDP model captures the randomness in job arrivals, job sizes, deadlines, and processing costs.
Next, we reformulate the MDP as an RMAB problem with simultaneous plays [11] . The RMAB problem remains intractable in general and was shown to be PSPACE hard in [12] , which is in sharp contrast to the original (rested) multiarmed bandit (MAB) problem solved by the Gittin's index policy in [13] . Here, we consider the celebrated Whittle's index policy that has been shown to be optimal in some special cases [11] , [14] . To this end, we first establish the indexability of the formulated RMAB problem. We then show that, for the deadline scheduling problem, in particular, the predetermined deadline and workload at the time of arrival simplify the computation of the Whittle's index. For the case with constant processing cost, we derive the Whittle's indexes in a closed form, which generalizes the result of [15] .
When the number of processors is finite, we first provide examples that the Whittle's index policy is not optimal for the deadline scheduling problem. We show, however, that the gapto-optimality for the Whittle's index policy is bounded by the conditional value at risk (CVaR) [16] of the number of arrivals per unit time, which allows us to examine the performance loss as a function of arrival rate and the number of available processors.
A major result of this paper is to characterize the asymptotic optimality of the Whittle's index policy when the number of processors increases with the job arrival rate. In particular, we show that the gap-to-optimality goes to zero in the light traffic case, indicating a specific regime in which Whittle's index policy is asymptotically optimal.
B. Related Work
The classical deadline scheduling problem is first considered by Liu and Layland [17] in a deterministic setting. For the single processor case, the results are quite complete. When all jobs can be finished on time, simple index algorithms (with linear complexity) such as the earliest deadline first (EDF) [17] , [18] and the least laxity first (LLF) [19] achieve the same performance as the optimal offline algorithm in the deterministic setting.
There is also substantial literature on the deadline scheduling problem with multiple processors (for a survey, see [20] ). It is shown in [21] that optimal online scheduling policies do not exist in general for the worst case performance measure.
The literature on deadline scheduling in the stochastic settings is less extensive. For the single processor case, Panwar et al. in [22] and Towsley and Wolf in [23] made an early contribution in establishing the optimality of EDF in minimizing the unfinished work when jobs are nonpreemptive. The performance of EDF is quantified in the heavy traffic regime using a diffusion model in [24] - [26] .
The multiprocessor stochastic deadline scheduling problem is less understood, primarily because the stochastic dynamic programming for such problems are intractable to solve in practice. A particularly relevant class of applications is scheduling in wireless transmissions and routing in networks [27] - [30] where job (packet) arrival is stochastic, and packets sometimes have deadlines for delivery. Another class of applications is in the scheduling of (deadline-constrained) electric vehicle charging with stochastic charging costs [31] - [33] . The work closest to ours are presented in [27] - [30] , where the authors considered particular instances of the deadline scheduling problem studied in this paper. In the context of scheduling transmissions in wireless networks, Bhattacharya et al. [27] analyzed the performance of the EDF policy for packets delivery in tree networks. Also related is the deadline scheduling in ad hoc networks [28] , where an iterative algorithm was proposed to schedule packets over random channels, and the algorithm was proved to be optimal. Random arrivals of jobs (packets) were considered in [29] , where the authors formulated the problem as an RMAB problem and analyzed the indexability. Whittle's index policy was applied, but the performance of Whittle's index policy was not analyzed. The model considered in [29] is also more restrictive than the model studied in this paper. The work of Singh and Kumar [30] considers the problem of scheduling multihop wireless networks for packets with deadlines where the authors developed decentralized scheduling policies. The constraint on bandwidth in [30] is an average constraint, whereas the problem treated in this paper is a strict deterministic constraint.
A recent related work in the operation research literature is presented in [15] , where the authors considered the RMAB formulation of the deadline scheduling in knapsack problems. The authors established the indexability of the RMAB problem and a closed-form of Whittle's index. There are several significant differences, however, between the model considered in [15] and the one in this paper. First, the job arrivals are simultaneous in [15] and stochastic in this paper. Second, the processing cost/reward is constant in [15] and random in our model. Our paper also establishes the asymptotic performance of Whittle's index policy, whereas [15] addressed the indexability and developed an iterative algorithm to compute the Whittle's index.
There is extensive literature on the RMAB problem. See, e.g., [34] and [35] . In his seminal work [11] , Whittle introduced an index policy (the Whittle's index policy) for the subclass of indexable RMAB problems. Although in general suboptimal in the finite arm regime except for some special cases [14] , Whittle's index policy was shown by Weber and Weiss in [36] to be asymptotically optimal under some conditions when the number of arms and the number of simultaneous activations grow proportionally to infinity. The optimality conditions, however, are difficult to check. We should also point out that the asymptotic optimality results established in this paper are different from that formulated in [11] and [36] .
II. PROBLEM FORMULATION
In this section, we introduce the stochastic deadline scheduling problem as a constrained MDP followed by an RMAB formulation.
A. Nominal Model Assumptions
We begin with a set of nominal assumptions in setting up the MDP formulation.
A1) The time is slotted, indexed by t. A2) There are M processors available at all times. In each time slot, a processor can only work on one job, and each job can receive service from only one processor at any given time. A processor can be switched from one job to another without incurring switching cost. A3) If a processor works on a job in time slot t, it receives a unit payment and incurs a time-varying cost c [t] . Here, we assume that c[t] is an exogenous stationary Markov process with a transition probability matrix P = [P i,j ]. A4) If a job is not completed by its deadline, a penalty defined by a convex function of the amount of unfinished job is imposed on the scheduler by the deadline. Let F (B) be the convex penalty function with B denoting the amount of the unfinished job and F (0) = 0. A5) There is a queue with N positions. Jobs arrived at different positions are statistically independent and identically distributed (i.i.d.). A6) A job arriving at the ith position of the queue at the beginning of time slot t reveals B i (the total amount of work to be completed) and T i (the deadline for completion). At the end of time slot t + T i , the job is removed from the queue, regardless whether the job is completed. When the ith position is available, with probability Q(T, B), a new job with deadline T and workload B arrives. With probability Q(0, 0), the position remains empty. We assume that the distribution of T and B are bounded, i.e., 0 ≤ T ≤T and 0 ≤ B ≤B, whereT andB are maximum possible lead time and job length. Some comments and clarifications on these assumptions are in order. Assumptions A1 and A2 are standard. A3 assumes that the marginal price of service-the marginal payment to the service provider-is the same for all jobs. The marginal processing cost c[t] is uniform for jobs processed at the same t. Several generalizations of A3 are possible. In particular, by including the initial lead time in the state of a job, our model can accommodate the so-called service differentiated deadline scheduling problem [37] , where jobs with different deadlines face different marginal prices. Another generalization is that the marginal price (or the cost) of service depends on the position of the queue. This, for instance, can model prioritized services.
Assumption A4 indicates that the deadline is soft, but it can be hardened by setting the noncompletion penalty much higher than the processing cost. In this setting, it is always optimal (i.e., reward maximizing) to finish as many jobs as possible, regardless of the processing cost.
The i.i.d. arrival assumption in A5 is limiting but necessary for index policies. This is also consistent with the standard Poisson arrival case when the arrived job is randomly assigned to a position in the queue. A5 and A6 imply that when a job arrives at a position that is occupied by an unfinished job, the newly arrived job is dropped, which seems unreasonable since the job could have been reassigned to an open position (if it exists). However, asymptotically when N → ∞, there is no loss of performance by imposing these assumptions. In Section VI-E, we numerically compare the two scenarios with i. Fig. 1 .
The state of the ith position in the queue is defined as
The processing cost c[t] evolves according to an exogenous finite state Markov chain with a transition probability matrix P = [P j,k ]. This Markovian assumption is practical to study stochastic prices, e.g., [38] , and simplifies both the model and the computation of the policies. N . When a i [t] = 1, a processor is assigned to work on the job at position i, and the position is called active. When a i [t] = 0, position i is passive, i.e., no processor is assigned. For notational convenience, sometimes, we allow a position without a job to be activated, in which case the assigned processor receives no reward and incurs no cost.
3) State Evolution: The evolution of the processing cost is according to the transition matrix P and independent of the actions taken by the scheduler. The evolution of the job state S i [t] depends on the scheduling action a i [t] :
where b + = max (b, 0). Note that when T i [t] = 1, the deadline is due at the end of the current time slot and the job in position i will be removed.
4) Reward:
For each job, the scheduler obtains one unit of reward if the job is processed for one time slot. When T i [t] = 1, job i will reach its deadline by the end of the current time slot, and the scheduler will incur a penalty if the job is unfinished. The reward collected from job i at time t is given by
5) Objective: Given the initial system state S[0] = s and a policy π that maps each system state S[t] to an action vector a[t], the expected discounted system reward is defined by
where E π is the conditional expectation over the randomness in costs and job arrivals under a given scheduling policy π and 0 < β < 1 is the discount factor. 6) Constrained MDP and Optimal Policies: We impose a constraint on the maximum number of processors that can be activated simultaneously, i.e.,
This constraint represents the processing capacity of the service provider. For the EV charging application, this assumption translates directly to the physical power limit imposed on the charging facility. Thus, the deadline scheduling problem can then be formulated as a constrained MDP:
where
is the action sequence generated by policy π for
Without loss of optimality, we will restrict our attention to stationary policies [39] .
C. RMAB Problem
Unfortunately, the MDP formulation does not result in a scalable optimal scheduling policy because the state space grows exponentially with N . We, therefore, seek to obtain an effective index policy [10] that scales linearly with N . We identify each position in the queue as an arm and formulate (4) as an RMAB problem. To this end, "playing" an arm is equivalent to assigning a processor to process the job (if there is one) at a position in the queue. The resulting MAB problem is restless because the state of position i-the ith arm-evolves regardless whether arm i is active or passive.
A complication of casting (4) as an RMAB problem comes from the inequality constraint on the maximum number of simultaneously activated positions, as the standard RMAB formulation imposes an equality constraint on the number of arms that can be activated. This can be circumvented by introducing M dummy arms and requiring that exactly M arms must be activated in each time slot. Specifically, each dummy arm i always accrues zero rewards, and its state stays at S i = (0, 0). The reformulated RMAB problem has N + M arms. We let {1, . . . , N} be the set of regular arms that generate reward (penalty) and {N + 1, . . ., N + M } be the set of dummy arms.
We define an extended state of each arm asS
) and denote the extended state space as S i S i × S c . The state transition of each arm and the associated reward inherit from (1) to (2) of the original MDP. We have the following RMAB problem that is equivalent to the original MDP (4):
In (5), arms are coupled by the processing cost. With the addition of dummy arms, the inequality constraint on the maximum number of activated arms in the original MDP problem is transformed to the equality constraint in (5).
III. WHITTLE'S INDEX POLICY
To tackle the deadline scheduling problem as an RMAB, we first establish the indexability of the RMAB and formally define the Whittle's index policy in this section.
A. Indexability
Following [11] , we consider a ν-subsidized single arm reward maximization problem that seeks for a policy π to activate/deactivate a single arm to maximize the discounted accumulative reward:
where the subsidized reward is given by (2), and 1(·) is the indicator function. In the ν-subsidized problem, the scheduler receives a subsidy ν whenever an arm is passive. (6) is determined by the Bellman equation
Let S i (ν) be the set of states under which it is optimal to take the passive action in the ν-subsidy problem. The indexability of the RMAB is defined by the monotonicity of S i (ν) as the subsidy level ν increases.
Definition 1 (Indexability [11] ): Arm i is indexable if the set S i (ν) increases monotonically from ∅ to S i as ν increases from −∞ to +∞. The MAB problem is indexable if all arms are indexable.
We establish the indexability for the stochastic deadline scheduling problem.
Theorem 1 (Indexability): Each arm is indexable, and the RMAB problem (5) is indexable.
The indexability of the bi-dimension state model without arrival is proved in [15] based on the partial conservation law principle. We provide an elementary proof in Appendix A that also includes the random arrivals of jobs.
B. Whittle's Index Policy
The following definition of Whittle's index is based on Definition 1.
Definition 2 (Whittle's index [11] ): If arm i is indexable, its Whittle's index ν i (s) of state s is the infimum of the subsidy ν under which the passive action is optimal at state s, i.e.,
If arm i is indexable, in a ν-subsidized problem with ν < ν i (s), it is optimal to activate arm i. Likewise, if ν ≥ ν i (s) it is optimal to deactivate arm i.
To compute the Whittle's index for arm i, we solve a parametric program where the subsidy ν appears in the constraints:
where s = (T, B, c) is the extended state of arm i, p(s) the initial state probability, and P a s,s the transition probability from s to s given action a. For a particular value of ν, the optimal solution u * i (s) equals the value function V ν i (s), and the active constraints give the optimal actions. We solve this parametric program to find the break point of ν where the optimal action changes. The simplex method can be used to solve this parametric program [40] .
The unique structure of the deadline problem allows us to obtain a closed-form solution when the processing cost is timeinvariant.
Theorem 2: If c[t]
= c 0 for all t, the Whittle's index of a regular arm i ∈ {1, . . ., N} is given by
The Whittle's index of a dummy arm is zero, i.e.,
The proof of Theorem 2 can be found in Appendix B. In (8), when it is feasible to finish job i's request (i.e., its lead time is no less than its remaining processing time), job i's Whittle's index is merely the (per-unit) processing profit 1 − c 0 . When a noncompletion penalty is inevitable, the index takes into account both the processing profit and the noncompletion penalty. We note that the Whittle's index gives higher priority to jobs with less laxity.
We are now ready to define the Whittle's index policy based on Definition 2.
Definition 3 (Whittle's index policy [11] ): For the RMAB problem defined in (5), the Whittle's index policy sorts all arms by their Whittle's indices in a descending order and activates the top M arms.
Since the states of jobs and processing cost are finite, the Whittle's indices can be computed offline. In real-time scheduling, at the beginning of each time slot, the scheduler looks up the indices for all existing jobs based on the current system state and processes the ones with the highest indices. When there is a tie, the scheduler breaks the tie randomly with a uniform distribution.
We note that the Whittle's index policy does not distinguish jobs with positive laxity, which leaves some room for improvement. In Section IV-C, we apply the Least Laxity and Longer Processing Time (LLLP) principle (originally proposed in [31] ) to improve the Whittle's index policy.
IV. PERFORMANCE OF WHITTLE'S INDEX POLICY FOR FINITE-ARMED RESTLESS BANDITS
In this section, we examine the performance of Whittle's index policy for the stochastic deadline scheduling problem when the number of servers (M ) is finite. We show that when M < N, there does not exist an optimal index policy in general. Hence Whittle's index policy is not optimal. We further derive an upper bound on the gap-to-optimality on the performance of the Whittle's index policy. This result provides the essential ingredient for establishing asymptotic optimality of the Whittle's index policy in Section V.
A. Performance in Finite Processor Cases
In general, Whittle's index policy is not optimal except in some special cases [14] . For the deadline scheduling problem, the same conclusion holds. We show in fact that no optimal index policy exists in general.
Proposition 1:
When M = N , the Whittle's index policy is optimal. When M < N, an optimal index policy for the RMAB problem formulated in (5) may not exist in general.
Proof: The fact that Whittle's index policy is optimal when M = N is intuitive. A formal proof can be found in [41, Appendix C] . To show that an optimal index policy does not exist in general, it suffices to construct a counterexample that no index policy can be optimal.
Set the capacity of the queue to be N = 3, the number of processors M = 1, the discounted factor β = 0.4, the penalty function F (B) = B 2 , and the processing cost c[t] = 1. Assume the arrival is busy (Q(0, 0) = 0) and the initial laxity is zero (T = B at arrival). For this small scale MDP, a linear programming formulation is used to solve for the optimal policy [42] .
Consider two different states:
) ∈ S is the state of the system including the states of each arm. The constant processing cost is omitted in the state. For state s, the optimal action is to process job (2, 2). In this case, the job (2, 2) is preferred to (1, 1). Processing (2, 2) will cause an immediate penalty of 1, and the state will change to ((T, B), (1, 1), (1, 2)), where (T, B) is a new arrival. In the next stage, a penalty of 2 from the last two jobs will happen. If some policy processes (1, 1) alternately given state s, there will be no penalty in the first stage, and the state will change to ((T, B), (1, 2), (1, 2)). The last two jobs will at least incur a penalty of 5.
For state s , the optimal action is to process the job (1, 1). The job (1, 1) is preferred to (2, 2) in this case. Processing (1, 1) will cause an instant penalty of 1, and the state will change to ( (T, B), (T , B ), (1, 2) ), where (T, B) and (T , B ) are new arrivals. If some policy processes (2, 2) alternately given state s , there will be an instant penalty of 2 from the first two jobs in the first stage and the state will change to ( (T, B), (T , B ), (1, 1) ). In this case, a penalty of 1 can be saved in the second stage by processing (2, 2) in the first one. However, due to the discount factor, it is more profitable to process (1, 1) .
An index policy assigns each job an index (that depends only on the job's current state) and processes the jobs with the highest indices [10] . Therefore, for any "index" policy, the indices of job (1, 1) and (2, 2) are fixed at states s and s , and the preference of these two jobs should remain the same in these two cases, which is violated by the result here. This counterexample shows that no "index" policy that is optimal in general.
Note that, the Whittle's index policy is an example of index policies, and thus is suboptimal in general. However, with particular combinations of parameters, optimal index policies may exist.
B. Upper Bound of the Gap-to-Optimality
In the following lemma, we first establish a result that applies quite generally to the case for a finite queue size N and a finite number of processors M .
Lemma 1: Let G N (s) be the optimal value function defined in (4), and G N W (s) be the value function achieved by the Whittle's index policy, respectively. We have (9) where I N [t] is the number of jobs admitted in the queue with N positions within time [t −T + 1, t],T is the maximum lead time of jobs, and C is a constant determined by the processing cost and the penalty of noncompletion.
The proof can be found in Appendix C. The gap-to-optimality is bounded by the tail expectation of the jobs admitted to the system. Note that, the conditional expectation on the right-hand side (RHS) of (9) is connected to the CVaR [16] , which measures the expected losses at a particular risk level and is extremely important in the risk management.
C. Least Laxity and Longer Processing Time (LLLP) Principle
In this section, we apply the less laxity and longer remaining processing time (LLLP) principle (originally proposed in [31] ) to improve the Whittle's index policy. As a priority rule for stochastic deadline scheduling, the LLLP principle is defined as follows.
Definition 4 (LLLP Order [31] ): Consider jobs i and j at time t. We say j dominates i (j i) if j has less laxity and longer remaining processing time than those of i, i.e.,
, with at least one of the inequalities strictly holds.
LLLP defines a partial order over the jobs' states such that the job with less laxity and longer remaining job length should be given priority. Compared to LLF, LLLP takes into account both the laxity and the remaining workload, whereas LLF considers laxity only.
An LLLP interchange enhancement policy is proposed in [31] . Specifically, it is shown that applying the LLLP interchange on a policy π leads to a policy that performs no worse than that of π. Numerical experiments shown in [31] demonstrates that the LLLP enhancement often performs significantly better than the policy to which LLLP is applied. This insight leads us to consider an LLLP enhancement on the Whittle's index policy in the context of RMAB approach to stochastic deadline scheduling.
Denote the set of arms by N = {1, . . ., N + M }. Consider a policy π that activates arms (jobs) in X and deactivates those in X c = N \ X at system state S [t] . We say that a policy π follows the LLLP principle if there does not exist a pair of jobs (i, j) such that i ∈ X , j ∈ X c , and j i. We propose a Whittle's index based algorithm that activates arms with the highest indices without violating the LLLP principle.
As shown in Fig. 2 , the LLLP order defines a directed acyclic graph (DAG) G = {N , E} of all arms, where N represents the arm set and E is the edge set. An edge from i to j indicates that job i dominates job j in the sense of LLLP order. A topological sorting is a linear ordering of the vertices so that for each directed edge (i, j) ∈ E, i comes before j in the ordering.
Typically, topological sorting of a DAG is not unique. We employ a stable topological sorting to guarantee that the result ordering preserves the order of Whittle's index of arms whenever it is possible. In the proposed algorithm, we employ a depthfirst search with linear complexity in the number of vertices and edges [43] . In Fig. 2 , arms are preordered descendingly according to their Whittle's indices, and the LLLP ordering is indicated by the directed edges. 1 The stable topological sorting gives an order of {1, 3, 4, 5, 6, 9, 2, 7, 8, 10}. The LLLP enhanced Whittle's index policy is formulated in Algorithm 1.
V. ASYMPTOTIC PERFORMANCE OF THE WHITTLE'S INDEX POLICY
In this section, we establish the asymptotic optimality of the Whittle's index policy when the job arrival rate μ and the number of servers M increase to infinity simultaneously while the system stays stable.
We first consider the case when the aggregated arrival of jobs follows a Poisson distribution.
Let I[t] be the total number of jobs arrived at the system within [t −T + 1, t], recalling that T is the maximum lead time of jobs. Note that I[t] is Poisson distributed.
When the queue at the service center is finite with N positions, we assume that each position receives equally likely 1/N th of the traffic. 2 Because a newly arrived job may be rejected when the assigned position is occupied (A5), the total number of jobs I N [t] admitted to the system in slot t satisfies [41] . Define
Then, by Lemma 1,
Equation (10) 
The proof of Theorem 3 can be found in Appendix D. Besides showing that the Whittle's index is asymptotically optimal, Theorem 3 also indicates that the gap-to-optimality decays subexponentially when μ grows with M at the constant rate less than 1/e. When μ grows slower than M , the gap decays to zero but at a slower rate.
In general, suppose that we do not have the aggregated Poisson arrival, but
with meanμ has a light tailed distribution, i.e., there exist constants a ≥ 1 and b ≥ 0 with
it can then be shown in [44] that,
as M → ∞.
If I[t] has a heavy tailed distribution with meanμ, i.e., there exist constants a > 0 and b > 2 with
as M → ∞. In both cases, the Whittle's index policy is asymptotically optimal if the arrival rate grows in the order of o(M ).
VI. NUMERICAL RESULTS
In this section, we present numerical results to compare the performance of Whittle's index policy with other simple heuristic (index) policies, i.e., EDF [17] , LLFleast laxity first [18] , and Whittle's index policy with LLLP enhancement (cf. Algorithm 1).
If feasible, EDF processes M jobs with the earliest deadlines, and LLF processes M jobs with the least laxity. Both algorithms break ties randomly. Note that both policies will fully utilize the processing capacity and activate M jobs as long as there are at least M unfinished jobs in the system. The Whittle's index policy, on the other hand, ranks all arms by the Whittle's index and activates the first M arms, and may put some (regular) arms idle (deactivated) when the processing cost is high. The performance upper bound was obtained by replacing the strict capacity limit constraint by the constraint on the average [11] .
A. Time-Invariant Processing Cost
We first considered a special case of problem (5) with a constant processing cost. Since the processing cost was timeinvariant, it was optimal to fully utilize the capacity to process M unfinished jobs. In Fig. 3 , we fixed the job arrival process and the length of the queue N and varied at the processing capacity M . All policies except the EDF policy performed well and achieved an average reward close to the performance upper bound. When M/N = 1, all jobs could be finished, and all policies achieved optimality.
In Fig. 4 , we considered the case when M/N = 0.5 and varied the maximum queue length N . We observed that the Whittle's index policy with LLLP enhancement and LLF achieved similar performance since both policies roughly followed the LLF principle. The performance of these two policies was close to the performance upper bound. The EDF policy performed poorly because it did not take the remaining job length into account. The gap between the Whittle's index policy and the Whittle's index policy with LLLP enhancement came from the reordering of jobs with positive laxity (cf. the discussion following Definition 3).
B. Dynamic Processing Cost
For the dynamic processing cost case, we used the real-time electricity price signal from the California Independent System Operator (CAISO) and trained a Markovian model that described the marginal processing costs (cf. [45, Sec. III and V]). Each time slot of the constructed Markov chain (on processing cost) lasted for 1 h. For each time slot, the real-time price was quantized into discrete price states, and the transition probability (of the Markov chain) was merely the frequency the price changes from one state to another.
In Fig. 5 , we fixed the job arrival process and the maximum queue length N = 10 and varied the processing capacity M . When the processing limit was low, and M/N was small, there were not enough processors to finish all jobs, and the noncompletion penalty dominated the processing profit. In this case, the performance of different policies was close due to the little flexibility constrained by the limited processing resource. When the processing capacity was adequate and M/N = 1, all jobs could be finished on time. In this case, the Whittle's index policy solved the problem optimally and achieved the upper bound (which was in correspondence with Proposition 1). The LLLP enhancement did not make a difference because the Whittle's index policy followed the LLLP principle in this case. EDF and LLF did not utilize any information about the stochastic processing cost process and achieved suboptimal performance. When the processing capacity constraint was neither too tight (M/N ≈ 0) nor too loose (M/N ≈ 1), Whittle's index with LLLP principle tended to break large unfinished jobs (with long remaining processing time) into smaller jobs and therefore improved the overall performance by processing more tasks when processing cost was low and reducing the noncompletion penalty.
In Fig. 6 , we compared the performance of different policies by fixing ratio M/N = 0.5 and varying the maximum queue length N . Both the EDF and LLF policies sought to activate as many jobs as possible, up to the processing capacity M . The Whittle's index policy, on the other hand, took pricing fluctuation into account: it processed more jobs at price valley and kept processors idle when the processing cost was high. Based on the Whittle's index policy, the LLLP enhancement further reduced the penalty of unfinished jobs and improved the performance. The total reward achieved by the Whittle's index with LLLP enhancement policy was more than 1.7 times of that obtained by EDF, and the performance gap between the Whittle's index with LLLP policy and the LLF policy was over 25%. We also noticed that the LLLP principle improved the Whittle's index policy by around 10%.
C. Asymptotic Optimality
In Fig. 7 , simulation results are presented to compare the performance achieved by various heuristic policies and to validate the theoretic results established in Lemma 1.
In this simulation, we fixed the queue size N = 1000 and varied the processing capacity M as a parameter. The arrival sequence withinT time slots was generated from a Poisson process with mean μ = M . The dynamic cost evolved according to a Markovian model that was trained using real-time electricity price signals from CAISO. Each time slot of the constructed Markov chain lasted for 1 h, and the entire simulation horizon lasted for 300 days (with 24 × 300 time slots).
The EDF and LLF policies did not take into account the dynamics of processing costs, and their gap-to-optimality increased as both the job arrival rate and processing capacity grew, as shown in Fig. 7 . On the other hand, the gap between the total rewards achieved by the Whittle's index policy and the performance upper bound quickly decreased to zero as M increased. We noted that the Whittle's index policy's actual gapto-optimality was less than the performance gap bound derived in (11) , as shown in Theorem 3. We also showed in Fig. 7 the gap-to-optimality for the LLLP enhanced Whittle's index policy. The performance gap of the Whittle's index policy and the LLLP enhanced one was small because the arrival traffic was relatively light.
D. Hard Deadlines
In this section, we examine the performance of the proposed algorithms in a setting with hard deadlines. In this setting, we seek to finish as many jobs as possible regardless of the processing cost. Our framework can incorporate the hard deadline scenario by setting the noncompletion penalty much higher than processing costs. In our simulation, we set the processing cost c = 0.95 and considered a linear penalty function with a slope of 10, F (B) = 10B. In this setting, it was optimal (i.e., reward maximizing) to finish as many jobs as possible.
The ratios of completed jobs achieved by various algorithms are plotted in Fig. 8 . We noted that the Whittle's index policy outperformed the EDF and LLF policies. Although the LLLP principle improved the Whittle's index policy in the sense of total reward, it completed fewer jobs as LLLP can result in many small unfinished jobs. Interestingly, we observed from Fig. 8 that the less laxity smaller processing time (LLSP) principle could significantly enhance the job completion ratio achieved by the Whittle's index policy. The LLSP enhancement is the same as the LLLP enhancement (introduced in Section IV-C), except that priority will be given to smaller unfinished jobs instead of larger unfinished ones.
E. Validation of Assumption A5-A6
We conducted numerical experiments to evaluate the effect of the independent arrival assumption in A5-A6. We considered two scenarios. In the first scenario, the job arriving at each position followed an independent binomial distribution (according to A5-A6). In the second scenario, the aggregate job arriving at the system followed a Poisson distribution with the same mean as that in the first scenario. When a job arrived at the system, it was randomly assigned to one of the empty positions following a uniform distribution.
We let the number of available processors M = 10 and fixed the mean of the total job arrivals (withinT time slots) as μ = M . Shown in Fig. 9 , as the number of available positions in the queue increased, the performance of different algorithms under A5-A6 converged to its counterpart under Poisson arrival.
VII. CONCLUSION
We consider the problem of large-scale deadline schedulinga problem that has a wide range of applications in calling centers, cloud computing, and EV charging. In such settings, it is essential to develop highly efficient and online scheduling algorithms. To this end, the index policies considered in this paper are attractive for its implementation simplicity and versatility in incorporating various operation uncertainties. It is particularly reassuring that the upper bound on the gap-to-optimality of the Whittle's index policy converges to zero, thus establishing the asymptotic optimality of the Whittle's index policy in the light traffic regime.
APPENDIX A PROOF OF THEOREM 1
In [15] , the indexability of the bidimension state model is proved without arrivals. In this appendix, we provide an elementary proof for the indexability of the RMAB problem formulated in (5) with random arrivals. In particular, we will show that for any states of an arm, there is a critical ν(s) such that if and only if ν ≥ ν(s) the first term in the Bellman equation (7) is larger than or equal to the second term in a single arm ν-subsidy problem.
A. Indexability of Dummy Arms
The indexability of dummy arms is straightforward. For  i ∈ {N + 1, . . ., N + M }, there is no job arrival, and only the processing cost evolves. The Bellman equation of the ν-subsidy problem is given by
If and only if ν ≥ 0, the first term is larger than the second term and it is optimal to deactivate the dummy arm. Otherwise, the active action is optimal. So a dummy arm is indexable and its Whittle's index is ν i (0, 0, c j ) = 0.
B. Indexability of Regular Arms
Proof: We now prove the indexability of regular arms by induction. We first show that the Whittle's index ν i (T, B, c F (B − 1) , the passive action is optimal. Thus, the Whittle's index for T = 1 exists, and the closedform is given by
Let the difference of the value function be
We note that the difference of the value function is continuous and piecewise linear in ν. Specially, denote G as a set of functions of ν such that g(ν) ∈ G if and only if g(ν) is a continuous piecewise linear function in ν, there exist ν andν such 
If and only if ν ≥ 0, the first term is larger than the second term and the passive action is optimal. Thus, ν i (t, 0, c j ) = 0. b) If B ≥ 1, the Bellman equation is stated as follows:
Denote the difference between the two actions as
where 
A. T = 2
The discussion is divided into two conditions. 1) If B = 1,
The difference between active and passive actions f ν (2, 1) 
So (8) is true when T = 2.
B. T > 2
Assume (8) holds when T = t − 1, we show that it holds when T = t.
The last case can be rewritten as 2) If 2 ≤ B ≤ t − 2, the difference between actions is stated as follows:
The latter case equals 0 when ν = 1 − c 0 because
If ν < ν i (t − 1, B − 1), according to (8)
Thus, the first case of (18) can be written as
As a result, when t) ], the first case in (18) equals 0. Thus, when B ≥ t, the closed form of the index is stated as
We therefore conclude that (8) holds when T = t. By induction, we have established (8) for all T . 
APPENDIX C PROOF OF LEMMA 1
Proof: For Problem (5), we use π W to denote the Whittle's index policy with the processing limit M (that activates the M arms with highest indices at each time). Specially, when the limit is loose, e.g., M = N denote the Whittle's index policy (that activates the N arms with highest indices at each time) by π N .
In [41, Appendix C], we have shown that when M = N , the Whittle's index policy is optimal. Thus, the reward of π N serves as an upper bound of the optimal reward for any case with M ≤ N , i.e.,
where Note that due to the lack of capacity limit, policy π N activates a regular arm if and only if its Whittle's index is positive. On the other hand, the policy π W activates a regular arm if and only if its index belongs to the largest M positive ones. Due to the capacity limit M , if facing the same trajectory of processing cost and the same sequence of arrivals, the two policies π N and π W will generate different processing sequences on a single job. As shown in Fig. 10 
c) At the deadline of J i , the difference of unfinished job length resulting from two policies is bounded by the number of event A. Thus, the penalty difference of two policies is also bounded, i.e.,
where The difference up to deadline t = d is the sum of the three cases, i.e., 
Note that the cumulative number of event A happened up to any fixed time t is always larger than the number of event B. Formally, we state the following lemma to illustrate the relationship between event A and B. The proof is delayed to Appendix C-A. If we sum arrivals and take expectation, we have the difference of expected value function bounded as follows: 
which is the expression (9) in Lemna 1.
A. Proof of Lemma 2
Proof: At time t, we denote the remaining job size of J i under policy π N [t] . Whenever π N processes some job J i , the Whittle's index of this job under π N must be positive. If we can show that the Whittle's index is monotonically increasing in B, the index under policy π W must also be positive, and π W will also process this job if the capacity limit allows. Thus that event A happens must imply that there are more than M jobs with positive Whittle's index, which requires the number of admitted jobs larger than M , i.e.,
In this section, we show that the Whittle's index is indeed increasing in B when the index is positive and the value function is concave when ν > 0 by induction. The difference of the activate and deactivate actions at state (t, B + 1, c j ) is given by
