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Preface
The objective of this dissertation is the application of Minkowskian cross-section measures
(i.e., section and projection measures in finite-dimensional linear normed spaces over the
real field) to various topics of geometric convexity in Minkowski spaces, such as bodies of
constant Minkowskian width, Minkowskian geometry of simplices, geometric inequalities
and the corresponding optimization problems for convex bodies. First we examine one-
dimensional Minkowskian cross-section measures deriving (in a unified manner) various
properties of these measures. Some of these properties are extensions of the corresponding
Euclidean properties, while others are purely Minkowskian. Further on, we discover some
new results on the geometry of a simplex in Minkowski spaces, involving descriptions of the
so-called tangent Minkowskian balls and of simplices with equal Minkowskian heights. We
also give some (characteristic) properties of bodies of constant width in Minkowski planes
and in higher dimensional Minkowski spaces. This part of investigation has relations to
the well known Borsuk problem from the combinatorial geometry and to the widely used
monotonicity lemma from the theory of Minkowski spaces. Finally, we study bodies of given
Minkowskian thickness (= minimal width) having least possible volume. In the planar case
a complete description of this class of bodies is given, while in case of arbitrary dimension
sharp estimates for the coefficient in the corresponding geometric inequality are found.
Keywords
convex body, constant width, Minkowski space, cross-section measure, geometric tomogra-
phy, geometric inequality, diameter, thickness, minimal width, finite-dimensional Banach
space, simplex, reduced body, escribed ball, exball, tangent ball, equiareal simplex, Radon
curve, monotonicity lemma
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Introduction
Throughout the dissertation we consider an arbitrary Minkowski space Md(B) with unit
Minkowskian ball B, which is a d-dimensional convex body centered at the origin. That
means Md(B) is a linear space over the real field that has dimension d and is equipped
with a norm ‖ . ‖B such that the set
{
x ∈Md(B) : ‖x‖B ≤ 1
}
coincides with B. As usual,
homothetical copies of B are called Minkowskian balls in B. The radii and the centers
of Minkowskian balls are defined in the natural way with the help of the corresponding
homothety transformations.
The first four sections have introductory character and do not provide any new information
for the reader acquainted with the theory of convex sets and the theory of Minkowski
spaces.
Section 5 (based on [Ave03b] and [Ave00]) yields background material to all the subsequent
sections, since the subject of the dissertation is directly related to Minkowskian cross-
section measures. This section provides basic representations of Minkowskian diameter
and Minkowskian thickness of convex bodies and describes essential properties of those
affine diameters whose Minkowskian length is optimal (i.e., minimal or maximal).
Section 6 (based on [Ave03c]) deals with several notions from the geometry of simplices
in Minkowski spaces. We describe the tangent Minkowskian balls of a simplex T, i.e., the
balls tangent to all hyperplanes passing through facets of T. We remark that the Minkow-
skian inball of a simplex is in fact a special tangent Minkowskian ball. Furthermore, we
derive various formulas for tangent Minkowskian radii. It turns out that the geometry
of tangent Minkowskian balls and radii is essentially analogous to its Euclidean subcase.
Furthermore, we study simplices with equal Minkowskian heights and find characteristic
properties of them (some of which are new even in Euclidean space). The planar versions
of the above results yield in a simple manner a characterization of Radon curves.
Section 7 (based on the papers [AM04], [Avea], [Ave03a] and [AH]) is concerned with char-
acteristic and other properties of bodies of constant Minkowskian width. This part of the
dissertation arose from the paper [Hep59] by A. Heppes. First we show that a planar con-
vex body K is of constant Minkowskian width if and only if any chord I of K splits the
body into two compact parts both having Minkowskian diameter that does not exceed the
Minkowskian length of I. This planar statement is then applied several times in order to
obtain several further remarkable properties of bodies of constant Minkowskian width.
Section 8 is devoted to the recently introduced notion of reduced body in Minkowski spaces
(cf. [LM]). There we overview the current state of results referring to this important class
of bodies and give a characterization of reduced triangles. Furthermore, we show that if a
simplex T is reduced in a certain Minkowski space, then T has equal Minkowskian heights.
The latter also shows the importance of the results derived in Section 6.
In Section 9 (based on [Aveb] and [Avec]) we investigate the convex bodies of given Min-
kowskian thickness, say one, and least possible volume. We show that in Minkowski planes
such bodies are necessarily triangles and quadrilaterals (where quadrilaterals present the
“pathological“ case). Since these extreme convex bodies are necessarily reduced (in the
Minkowskian sense), the latter statement together with the characterization of Minkow-
skian reduced triangles obtained in Section 8 provides quite precise information on optimal
triangles. In case of arbitrary dimension we investigate the coefficient α(B) involved in the
geometric inequality for volume and Minkowskian thickness. This coefficient depends on
the ball B of the Minkowski space. We show that α(B) takes extremal values when B is
the difference body of a simplex and when B is a cross-polytope.
The union, intersection and difference of sets X and Y is denoted by X∪Y, X∩Y and X \Y,
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respectively. The inclusion relation is denoted by ⊆, i.e., X ⊆ Y if and only if any element
of X also belongs to Y. The proper inclusion is denoted by Ã . We say that two subsets of
Ed, X and Y, meet if X ∩ Y 6= ∅. The sign ¤ denotes the end of a proof, example etc. If
¤ immediately follows after an extra formulated statement, the proof of this statement is
omitted because of its simplicity or by some other reason, which is usually pointed out in
the text.
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1 Linear and affine spaces
By Ed, d ≥ 2, we denote the Euclidean d-dimensional space over the real field with origin
o, scalar product 〈 . , . 〉 , and norm | . |. By BE and SE we denote the unit ball and the unit
sphere in Ed, respectively. Elements of Ed will be treated both as vectors and as points.
This means that a point p from Ed will be identified with its radius vector, i.e., with the
vector starting at the origin and terminating at the point p. The sense in which an element
of Ed is treated is either clear from the context or announced explicitly. If possible, we shall
avoid the use of coordinates, but if coordinates are used, the space Ed will be identified with
Rd, with the standard scalar product. In analytic expressions the elements of Ed (and Rd)
will be treated as column vectors. The system of vectors e1, e2, . . . , ed denotes the natural
basis in Ed, i.e., for i = 1, 2, . . . , d the vector ei is defined by
ei := (0, . . . , 0, 1
i
, 0, . . . 0)t
(the superscript t denotes transposition). Thus, if p is an element of Ed, then its (standard)
coordinates are the values 〈p, ei〉 with i = 1, 2, . . . d. The abbreviations int, cl and bd stand
for the interior, closure and boundary of subsets of Ed, respectively. The linear hull of a set
X ⊆ Ed is denoted by lin X. Small Greek letters stand usually for scalars and small Latin
letters for elements of Ed .
The orthogonality relation in Ed is denoted by ⊥, orthogonal projection of a set X ⊆ Ed
(point x ∈ Ed) onto a linear subspace L ⊆ Ed is denoted by X | L (x | L). Let us consider an
arbitrary non-zero vector u from Ed . We introduce the (d − 1)-dimensional linear space H
being orthogonal to u and the one-dimensional space l (i.e., the line) linearly spanned by u.
Then the orthogonal projections onto H and l are given by
x | l = u ·
〈x, u〉
〈u, u〉
(1.1)
x |H = x− u ·
〈x, u〉
〈u, u〉
. (1.2)
If T is a linear operator in Ed, then T ∗ stands for its adjoint operator, i.e., the one uniquely
determined from the equality 〈Tu, v〉 = 〈u, T ∗v〉 , where u, v range over Ed . If T is invertible,
then, as usual, T−1 stands for the inverse of T. The operator T is said to be orthogonal if
TT ∗ is the identity operator. The image and the kernel of T are denoted by im T and kerT,
respectively. A rotation operator is an orthogonal operator whose determinant is positive
(in fact, it is then necessarily equal to one). A linear operator T is said to be a projection
operator (or simply, to be a projection) if T 2 = T. In other words, T is a projection if T is
identical on im T. A projection operator T is said to be an orthogonal projection if im T is
the orthogonal complement to kerT. It is known that orthogonal projections are necessarily
self-adjoint operators.
Assume that x is a vector ranging over Ed, T0 is an orthogonal transformation in Ed, p and
u are some fixed elements of Ed, and α is a non-zero scalar value. Then we introduce the
following useful transformations.
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T (x) = x + u (Translation by the vector u), (1.3)
T (x) = 2p− x (Reflection about the point p), (1.4)
T (x) = (1− α)p + αx (Homothety transformation with homothety center (1.5)
at the point p and homothety coefficient α), (1.6)
T (x) = T0x + u (Rigid motion), (1.7)
T (x) = αT0x + u (Similarity transformation). (1.8)
Further on, an image of a set X ⊆ Ed under some translation is called a translate of X,
while any image of a set X ⊆ Ed under some homothety transformation is called a homoth-
etical copy of X. Two sets X1 and X2 are called homothetic if they are homothetical images
of each other, and similar if one of them is mapped to the other one by some similarity
transformation.
For k = 1, 2, . . . , d the k-dimensional measure (i.e., k-dimensional volume) in Ed is denoted
by Vk. The d-dimensional Lebesgue measure is called the volume. The measure Vd−1 of sets
from Ed, d ≥ 3, as well as the measure V2 of sets from E2, is called area. The measure V1
is denoted also by µ and called length. If X is a subset of Ed, then we usually omit the
subscript d and write simply V (X).
Given points p1, . . . , pn, n ∈ N, and real numbers α1, α2, . . . , αn with α1 + α2 + · · ·+ αn = 1,
the point
p := α1p1 + α2p2 + . . . + αnpn (1.9)
is called an affine combination of points p1, p2, . . . , pn. A set X ⊆ Ed is said to be a flat (or
an affine subspace of Ed) if it is closed with respect to affine combination, i.e., any affine
combination of points from X necessarily belongs to X. In terms of linear algebra, any
(non-empty) flat is a translate of a linear subspace of Ed and vice versa, any translate of
a linear subspace of Ed is a flat. The whole space Ed, the empty set, and any singleton
{p}, p ∈ Ed, are degenerate examples of flats. The dimension of a flat X (denoted by dim X)
is the dimension of a linear space L such that X is a translate of L. The affine hull aff X of
a set X ⊆ Ed is the set of all possible affine combinations of points from X. The set aff X
can also be given as the minimal flat (with respect to inclusion) containing X. Flats in Ed
having dimension 1 and d−1 are called lines and hyperplanes in Ed, respectively. Evidently,
any hyperplane H ⊆ Ed can be given in the form H = Hu,α, where
Hu,α :=
{
x ∈ Ed : 〈x, u〉 = α
}
, (1.10)
and u ∈ Ed \{o}, α ∈ R. If u is a unit vector, then Hu,α intersects the line lin{u} at the point
αu and is orthogonal to this line.
A set X in Ed is called affinely dependent if there exists a point p ∈ X such that p ∈
aff(X \ {p}). Furthermore, a set X is said to be affinely independent if it is not affinely
dependent.
A transformation T : Ed → Ed is called affine if for any points p1, p2, . . . , pn ∈ Ed, n ∈ N, and
scalars α1, α2, . . . , αn with α1 + α2 + . . . + αn = 1 we have
T (α1p1 + α2p2 + · · ·+ αnpn) = α1T (p1) + α2T (p2) + · · ·+ αnT (pn).
Any affine transformation T can be represented by
T (x) = T0(x) + x0, (1.11)
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where T0 is a linear operator in Ed and x0 is some point from Ed . Furthermore, it is clear
that also any transformation T of the form (1.11), where T0 is a linear operator in Ed and
x0 is a point from Ed, is an affine transformation. Clearly, the transformations given by
(1.3)–(1.8) are affine.
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2 Convex sets
Here we give an overview of those notions and results from convexity which we need in
the later sections. So we will not given an overview of all basic results and notions from
convexity. The reader unfamiliar with the theory of convex sets is referred to the books
[Web94], [Lay92], and [Val76]. A comprehensive account on various results on convex sets
can be found in Chapters 1–3 of the book [Sch93].
If the affine combination p of points p1, p2, . . . , pn is generated by non-negative coefficients
α1, α2, . . . , αn, then p is called a convex combination of points p1, p2, . . . , pn. A set X ⊆ Ed
is called convex iff X is closed with respect to convex combination, i.e., any convex combi-
nation of points from X necessarily belongs to X. In fact, in the last definition it suffices
to take the convex combination of two points. Trivially, any flat is necessarily a convex
set. Half-spaces are important special convex sets. The hyperplane Hu,α (given by (1.10))
bounds two closed half-spaces H+u,α and H−u,α given by
H+u,α :=
{
x ∈ Ed : 〈x, u〉 ≥ α
}
,
H−u,α :=
{
x ∈ Ed : 〈x, u〉 ≤ α
}
.
The interior of a closed half-space is called an open half-space. Saying half-space we usually
mean a closed half-space.
The convex hull conv X of a set X ⊆ Ed is the convex smallest set Y ⊆ Ed (with respect to
the inclusion relation) containing the set X. In terms of convex combinations, conv X is the
set of all convex combinations of points taken from X. Clearly, the convex combination of
two points p and q from Ed is the line segment [p, q] joining p and q, i.e.,
[p, q] = {(1− α)p + αq : α ∈ [0, 1]} .
A point p of a convex set X ⊆ Ed is said to be extreme if p is not the convex combination of
the remaining points from X, i.e., p 6∈ conv(X \ {p}). The set of all extreme points of X is
denoted by ext X. A point p of a convex set X ⊆ Ed is called exposed if p is the intersection
point of X and some supporting hyperplane of X. The set of all exposed points of X is
denoted by exp X. The set exp X is not closed in general.
A compact, convex set K ⊆ Ed with nonempty interior is called a convex body in Ed, cf.
[BF74] and [Sch93]. The following theorem shows that extK lies between exp K and its
closure, for the proof of it see [BMS97, Theorem 2.6].
Theorem 2.1. Let K be a convex body in Ed . Then
exp K ⊆ ext K ⊆ cl exp K, (2.1)
and as a direct consequence we have
K = conv ext K = cl conv exp K. (2.2)
¤
The dimension of a convex set X is introduced as the dimension of the flat aff X. The
interior and the boundary of X with respect to the (affine) Euclidean space aff X are called
relative interior and relative boundary, respectively, and denoted by relint X and relbd X,
respectively. Clearly, the relative boundary of a line segment I := [p1, p2], p1, p2 ∈ Ed, is the
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set consisting of the endpoints of I, and the relative interior of I is the open line segment
joining the endpoints of I, i.e., the set I \ {p1, p2} = {(1− α)p + αq : α ∈ (0, 1)} .
A hyperplane H is said to support a convex set X if X lies in one of the two closed half-
spaces determined by H. If x ∈ X ∩H, the we say that H supports X at a point x.
Theorem 2.2 (Support Theorem). Let X be a convex set in Ed . Then through every
boundary point of X there passes a supporting hyperplane to X. ¤
A convex body K is said to be strictly convex if any boundary point of K is extreme. A
boundary point p of K is called smooth if there exists precisely one supporting hyperplane
of K passing through p. A convex body K is said to be smooth if all boundary points of K
are smooth.
If X and Y are subsets of Ed, then their vector sum X + Y is defined by
X + Y := {x + y : x ∈ X, y ∈ Y } .
If Y is a Euclidean ball, then X + Y is called an outer parallel set of X, and, if both X and
Y are convex bodies, then X + Y is also a convex body and is usually referred to as the
Minkowski sum of X and Y.
A subset X of a convex set Y ⊆ Ed is called a face if the condition (1 − α)p + αq ∈ Y for
some α ∈ (0, 1) and some p, q ∈ Y implies that both p and q lie in X. The faces ∅ and Y of
a convex set Y are called improper faces of Y. All the remaining faces are said to be proper
faces of Y. Facets of Y are the proper (necessarily convex) faces of Y that have dimension
dim Y − 1, while edges of Y are faces of Y having dimension one.
A convex set P ⊆ Ed is called a polytope if P is a convex hull of a finite set of points.
Equivalently, P is a polytope if the set of its extreme points is finite. Extreme points of a
polytope are said to be vertices of that polytope.
Below we introduce the extension to any dimension of the notions of tetrahedron, octahe-
dron and parallelepiped. The convex hull of d+1 affinely independent points of Ed is called
a simplex in Ed . Two-dimensional simplices are called triangles, while three-dimensional
simplices tetrahedra. Let a1, a2, . . . , ad be an arbitrary basis in Ed . Then the convex hull
of the points ±a1,±a2, . . . ,±ad (as well as any translate of such convex hull) is called a
cross-polytope. Three-dimensional cross-polytopes are called octahedra. Furthermore, the
vector sum of d segments in Ed, whose directions form a basis in Ed, is called a parallelo-
tope. Two-dimensional parallelotopes are called parallelograms, while three-dimensional
parallelotopes are said to be parallelepipeds.
The difference body of a triangle is called an affine regular hexagon and the difference body
of a tetrahedron is said to be a cuboctahedron, see Figs. 2.1 and 2.2. A cuboctahedron has
eight triangular facets and six rectangular ones. It can be constructed by taking the convex
hull of the edge midpoints of a certain parallelepiped (as well as of a certain octahedron).
A system of non-zero vectors u1, u2, . . . , un, n ∈ N, in the space Ed is called onesided if there
exists a non-zero vector u ∈ Ed such that all 〈ui, u〉 ≥ 0 for any i ∈ {1, 2, . . . , n}.
The following famous theorem by Minkowski can be found in [Sch93, Theorem 7.1.1].
Theorem 2.3 (Minkowski’s theorem). Let P be a d-dimensional polytope in Ed with
outward Euclidean unit facet normals u1, u2, . . . , un (n ∈ N) and the corresponding facet
areas α1, α2, . . . , αn. Then
n∑
i=1
αiui = 0. (2.3)
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Figure 2.1 Figure 2.2
Conversely, let u1, u2, . . . , un, (n ∈ N) be a non-onesided system of Euclidean unit vectors
in Ed and α1, α2, . . . , αn be positive scalars such that (2.3) is fulfilled. Then there exists a
unique (up to a translation) d-dimensional convex polytope P such that u1, u2, . . . un are (all)
facet normals of P and α1, α2, . . . , αn are corresponding facet areas. ¤
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3 Euclidean cross-section measures
One-dimensional Euclidean cross-section measures are one-dimensional section and pro-
jection measures of convex bodies in Ed, d ≥ 2. These measures can be described, in a
unified way, by means of the width function and the maximal chord-length function of a
convex body K ⊆ Ed, cf. [BF74, §§30, 33], [Mar94] and [Gar95, Chapter 3]. Both these
concepts are closely related to further important tools and notions from convexity, such as
Minkowski addition, difference bodies, central symmetrals, affine diameters, antipodality,
circum- and inradius, cf. the references above as well as [Gru¨67, §19.3], [Sch93, Chapters
3 and 7] and the survey [Mar96]. In particular, the minima and maxima of the width
function and the maximal chord-length function coincide and are usually called thickness
(minimal width) and diameter, respectively. Also, these notions are closely related to bodies
of constant width and reduced bodies, see [CG83] and [HM93].
3.1 The notion of affine diameter
A set conv(H1 ∪H2), where H1 and H2 are parallel hyperplanes in Ed, is called a strip with
bounding hyperplanes H1 and H2. Let K be a convex body in Ed, i.e., a compact, convex
set with non-empty interior. Then the set conv(H1 ∪ H2) is called a K-strip if H1 and H2
are parallel supporting hyperplanes of K. A chord I := [x1, x2] of a convex body K ⊆ Ed
is said to be an affine diameter of K if there exist parallel supporting hyperplanes H1 and
H2 of the body K such that x1 ∈ H1 and x2 ∈ H2. (The word “affine” involved in the last
notion is justified since the notion of affine diameter is invariant under non-singular affine
transformations.) In this case the affine diameter I is said to be generated by the strip
with bounding hyperplanes H1 and H2.
If K is a convex body in Ed, then the Minkowski sum of K and −K, i.e., DK := K + (−K),
is called the difference body of K. The difference body is convex and centered at the origin.
Verbally, DK can be described as the set of all vectors starting and terminating at points
of K, as the “trace” left by those translates of K which contain the origin, and also as the
“trace” left by those translates of K whose boundary contains the origin.
The notion of difference body allows to reformulate the notion of affine diameter in some-
what different terms.
Theorem 3.1. Let K be a convex body in Ed, and [x1, x2], x1, x2 ∈ bd K, be an arbitrary
chord of K. Then the following conditions are equivalent.
(i) the chord [x1, x2] is an affine diameter of K;
(ii) the chord [x1, x2] has maximal length among the chords of K parallel to [x1, x2].
(iii) the point x2 − x1 lies in bd DK;
Proof. (i) ⇒ (ii): Assume that [x1, x2] is an affine diameter of K. Let H1 and H2 be parallel
hyperplanes of K supporting K at points x1 and x2, respectively. We introduce the K-
strip S := conv(H1 ∪H2) bounded by H1 and H2. Let I be an arbitrary chord of K parallel
to [x1, x2]. The chord I ′ := S ∩ aff I contains I and by this is not shorter than I. But the
lengths of [x1, x2] and I ′ coincide, since I ′ is a translate of [x1, x2]. Consequently, [x1, x2] is
not shorter than I.
(ii) ⇒ (iii): Let [x1, x2] be a chord of K such that no other parallel chord of K is longer
than [x1, x2]. Consequently x2 − x1 belongs to DK, but for any α > 1 the point α(x2 − x1)
does not belong to DK. Thus, there exist points outside of DK which are arbitrarily close
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to x2 − x1. This means x2 − x1 ∈ bd(Ed \K) = Ed \ int K, which together with the condition
x2 − x1 ∈ DK implies that x2 − x1 ∈ bd DK.
(iii) ⇒ (i): Assume that x2 − x1 ∈ bd DK. Then by the support theorem (cf. Theorem 2.2)
there exists a hyperplane H supporting DK at x2− x1. Let us consider the hyperplanes H1
and H2 being parallel to H and passing through x1 and x2, respectively. In order to verify
that [x1, x2] is an affine diameter of K, it suffices to show that K is contained in the strip
S := conv(H1∪H2). Let us consider an arbitrary point p from Ed \S and show that p 6∈ K by
contradiction. Suppose the contrary, i.e., p ∈ K. The hyperplanes H1 and H2 split the space
Ed into three compact sets, namely the strip S and the two half-spaces H ′1 and H ′2 bounded
by H1 and H2, respectively, and disjoint with int S. Without loss of generality we assume
that p ∈ H ′2. Then p and x1 lie on the different sides of H2. Translating the above points
and the hyperplane H2 by the vector −x1, we get that p − x1 and x1 − x1(= o) lie on the
different sides of H2 − x1. But H2 − x1 and H coincide, since they parallel and both contain
the point x2 − x1. The latter means that we have found two points of DK (namely p − x1
and the origin), which lie on the different sides of H. But this contradicts the fact that H is
a supporting hyperplane of DK.
Corollary 3.2. Let K be a convex body in Ed . Then for any direction u ∈ Ed \{o} there exists
an affine diameter of K parallel to u. ¤
The following theorem due to P.C. Hammer [Ham54] presents a characterization of central
symmetry in terms of affine diameters.
Theorem 3.3. Let K be a convex body in Ed and p be an interior point of K such that every
chord through p is an affine diameter of K. Then K is symmetric with respect to p. ¤
We cite Theorem 7.14, which is an extension of Theorem 3.3, which holds starting from
dimension three.
The following proposition states that if a planar convex body K possesses two affine diam-
eters which have a common endpoint p, then they produce a “bundle” of affine diameters of
K emanating from p.
Proposition 3.4. Let K be a convex body in E2 and let [p, q1] and [p, q2], p, q1, q2 ∈ bd K, be
two affine diameters of K. We denote by _q1q2 the boundary arc of K which connects q1 and
q2 and does not contain p. Then every chord [p, q] of K with q ∈
_
q1q2 is an affine diameter. ¤
The proof is easy; one can use that K contains the triangle conv{p, q1, q2} and is contained
in the parallelogram given as the intersection of those two K-strips which generate the
chords [p, q1] and [p, q2].
Also it is easy to see that, if we are given two affine diameters I and J of a convex body
K ⊆ E2 which can be generated by two different K-strips, then I and J meet. This implies
Part (i) of the following proposition (Part (ii) is easily derived from (i)).
Proposition 3.5. Let K be a convex body in E2 having two non-intersecting affine diameters
I1 and I2. Then the quadrilateral P := conv(I1 ∪ I2) has the following properties:
(i) The sides J1, J2 of P distinct from I1 and I2 lie in bd K and are parallel to each other.
(ii) Any chord of K joining a point from J1 with a point from J2 is necessarily an affine
diameter of K.
¤
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A chord [p1, p2] of K is called a local affine diameter if there exists a convex body K ′ ⊆ Ed
with [p1, p2] ⊆ int K ′ such that [p1, p2] is an affine diameter of K ∩K ′.
It is not hard to prove that the notions of affine diameter and local affine diameter coincide.
Proposition 3.6. The notions of affine diameter and local affine diameter coincide. I.e., for
a convex body K ⊆ Ed, a chord I of K is an affine diameter if and only if I is a local affine
diameter.
Proof. The necessity is obvious. Let us verify the sufficiency. Assume that I is a local
affine diameter of K, i.e., there exists some convex body K ′ ⊆ Ed with [p1, p2] ⊆ int K ′ such
that [p1, p2] is an affine diameter of K ∩ K ′. Let us show that I is an affine diameter of
K by contradiction. Suppose the contrary, i.e., I is not an affine diameter of K, then in
view of Theorem 3.1 ((i) ⇔ (ii)), there exists a chord I ′ of K parallel to I and longer than
I. But then any segment I ′′ := (1 − α)I + αI ′ with α ∈ (0, 1) is contained K and strictly
longer than I. Clearly, for sufficiently small α the segment I ′′ is contained in both K and
K ′. By Theorem 3.1 ((i) ⇔ (ii)) this implies that I is not an affine diameter of K ∩ K ′, a
contradiction.
3.2 Cross-section measures
Let u be a variable ranging over Ed . Then
hK(u) := max {〈x, u〉 : x ∈ K} (3.1)
is called the support function of the convex body K. From the definition it is easily seen
that hK(u) is a positively homogeneous function of order one.
Example 3.7. Applying the Cauchy-Schwartz inequality, we can easily compute the sup-
port function of the Euclidean unit ball. Namely, we have:
hBE (u) = |u|.
¤
Example 3.8. The body B+E := {x ∈ BE : xi ≥ 0 for every i = 1, 2, . . . , d} is called the posi-
tive part of the Euclidean unit ball. The support function of B+E is given by
hB+
E
(u) = |u+|, (3.2)
where u+ is obtained from the vector u by replacing all negative components with the zero.
Clearly, all components of the vector u− := u− u+ are non-positive. Therefore
hB+
E
(u) = sup
{〈
x, u+
〉
+
〈
x, u−
〉
: x ∈ B+E
}
≤ sup
{〈
x, u+
〉
: x ∈ B+E
}
≤
sup
{
|x| · |u+| : x ∈ B+E
}
≤ |u+|.
If u+ = o, we obtain the trivial relation hB+
E
(u) = 0. In other cases the relation hB+
E
(u) = |u+|
follows from the equality 〈x, u〉 = |u+| for x := u
+
|u+|
. ¤
The following simple proposition will be occasionally needed in further sections, for the
proof see [Sch93, Lemma 5.1.1].
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Proposition 3.9. Let P be a d-dimensional convex polytope in Ed with facets F1, F2, . . . , Fn
(n ∈ N) and the corresponding Euclidean unit facet normals u1, u2, . . . , un. Then
Vd(P ) =
1
d
n∑
i=1
hP (ui)Vd−1(Fi). (3.3)
¤
For convex body K ⊆ Ed and a direction u ∈ Ed \{o}, let us introduce the hyperplane HK(u)
and the half-spaces H−K(u) and H
+
K(u) by
HK(u) :=
{
x ∈ Ed : 〈x, u〉 = hK(u)
}
,
H−K(u) :=
{
x ∈ Ed : 〈x, u〉 ≤ hK(u)
}
,
H+K(u) :=
{
x ∈ Ed : 〈x, u〉 ≥ hK(u)
}
.
The half-space H−K(u) is called the supporting half-space of K at direction u. It is clear
from the definitions of HK(u) and hK(u) that the hyperplane HK(u) supports K and has
outward normal u. Indeed, one can see that K is contained in H−K(u) and there are points
of K which lie in HK(u).
Theorem 3.10. Every convex body K ⊆ Ed is uniquely determined by its support function.
Proof. Direct consequence of the support theorem (cf. Theorem 2.2) and the definition of
the support function.
The set
FK(u) := H(K) ∩K (3.4)
is called the face of K at direction u and the set
N(K, x) :=
{
u ∈ Ed \{o} : x ∈ HK(u)
}
∪ {o} (3.5)
the normal cone of K at the boundary point x.
Theorem 3.11. Let K1 and K2 be convex bodies in Ed . Then for any u ∈ Ed we have
hK1+K2(u) = hK1(u) + hK2(u)
¤
Proof. Let us fix u ∈ Ed and introduce the following sets of scalars:
X1 := {〈x, u〉 : x ∈ K1} ,
X2 := {〈x, u〉 : x ∈ K2} ,
X1,2 := {〈x, u〉 : x ∈ K1 + K2} .
Clearly, hK1(u) = max X1, hK2(u) = max X2, and hK1+K2(u) = max X1,2. Thus, we only need
to prove that the maximum over X1,2 is equal to the sum of the maxima over X1 and X2.
But since X1,2 = X1 +X2, which can be easily seen from the definitions of the involved sets,
we get that the latter is indeed true.
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Let K be a convex body in Ed and u be a non-zero vector in Ed . Then the distance between
two different supporting hyperplanes of K having normal u is called the width of K at
direction u. Trivially, the width of K at direction u can also be given as the length of the
projection K | l with l := lin{u}. If u is ranging over Ed, then
wK(u) := hK(u) + hK(−u) (3.6)
is called the width function of a convex body K. Since both hK(u) and hK(−u) are positively
homogeneous, we see that wK(u) is also positively homogeneous. The geometric meaning of
wK(u) is given as follows. If u is a unit vector, then the wK(u) is the width of K at direction
u. Indeed, the width of K at direction u is the distance between the hyperplanes HK(u)
and HK(−u). Clearly, the line lin{u} intersects HK(u) and HK(−u) at points hK(u) · u and
hK(−u)·(−u). Thus, the distance between HK(u) and HK(−u) is equal to |hK(u)·u−hK(−u)·
(−u)| = |hK(u) + hK(−u)|. Applying Theorem 3.11 and the definition of the difference body,
we easily get the equality
wK(u) = hDK(u) (3.7)
If K is a convex body with o ∈ int K, then the radius function rK(u) of K is given by the
equality
rK(u) := max {α > 0 : αu ∈ K}
For |u| = 1, rK(u) is the distance from the origin to the boundary point of K with radius
vector of direction u.
Let K be a convex body in Ed with o ∈ int K. Then the dual body of K (also called the polar
body of K) is the set:
K∗ :=
{
u ∈ Ed : hK(u) ≤ 1
}
. (3.8)
The dual body of K is a convex body in Ed .
Proposition 3.12. Let K be a convex body in Ed with o ∈ int K. Then
rK∗(u)hK(u) = 1 (3.9)
Proof.
rK∗(u) = max {α > 0 : αu ∈ K
∗} = max {α > 0 : hK(αu) ≤ 1} .
Further on, we use that hK(u) is positively homogeneous and get the assertion.
As a consequence of the above proposition we get that the dual transformation of convex
bodies K ⊆ Ed with o ∈ int K is idempotent, i.e.,
K∗∗ = K (3.10)
For the proof it is sufficient to get the equality hK∗∗(u) = hK(u) for any u ∈ Ed \{o}.
The following proposition follows from basic properties of the duality transformation, see
[Sch93, Section 1.6]. The proof of its first part is more or less straightforward, and the
second part follows directly from the first one.
Proposition 3.13. Let K be a convex body with o ∈ int K. We consider a direction v ∈
Ed \{o} and the boundary point p of K with radius vector of direction v. Let u be an outward
Euclidean normal of K at p, and N be the normal cone of K at p. Then
(i) the vector v is the outward Euclidean normal of K∗ at the boundary point q of K∗ with
radius vector of direction u, see Figs. 3.1–3.3,
17
u v
u
pK q
v
K∗
Figure 3.1 Figure 3.2 Figure 3.3
N
v
p
N
K
N v
K∗
Figure 3.4 Figure 3.5 Figure 3.6
(ii) the set N ∩ bd K∗ is the face of K∗ at direction v, see Figs. 3.4–3.6.
¤
The above proposition can also be stated as the following formula
FK∗(x) = N(K, x) ∩HK∗(x). (3.11)
The Hausdorff distance between convex bodies K1 and K2 in Ed is defined by
δ(K1, K2) := inf {α > 0 : K1 ⊆ K2 + α ·BE , K2 ⊆ K1 + α ·BE} .
It can be shown that
δ(K1, K2) := ‖h¯K1 − h¯K2‖∞,
where h¯Ki , i ∈ {1, 2}, is the restrictions of the support function of Ki onto the Euclidean
unit sphere and ‖ . ‖∞ is the maximum norm (for the proof see, for instance, [Lei80, pp.148-
149]).
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4 Some notions and statements from Minkowski spaces
A finite dimensional real Banach space of dimension d ≥ 2 is said to be a d-dimensional
Minkowski space, cf. [Tho96] and [MSW01]. If X is a Minkowski space with a norm ‖ . ‖ the
set B := {x ∈ X : ‖x‖ ≤ 1} is called the unit Minkowskian ball. A body αB+p, α > 0, p ∈ X,
is called a Minkowskian ball of radius α centered at p.
The following proposition shows how to construct norms (and by this Minkowski spaces) in
a purely geometric manner.
Proposition 4.1. Let B be a convex body in Ed centered at the origin. Then the function
‖u‖B :=
1
rB(u)
= min {α ≥ 0 : u ∈ αB} (4.1)
is a norm and the unit ball of the corresponding Minkowski space coincides with B.
Proof. Clearly, ‖u‖B = hB∗(u). The axioms of norm for hB∗(u) can be verified directly.
Further on, given a convex body B ⊆ Ed centered at the origin, we denote by Md(B) the
d-dimensional Minkowski space with the unit ball B. In view of the above proposition the
norm of this Minkowski spaces can be given by (4.1).
An isometry from a normed space X1 to a normed space X2 (with norms ‖ . ‖1 and ‖ . ‖2,
respectively) is a mapping f such that for all x, y ∈ X1 we have ‖x − y‖1 = ‖f(x) − f(y)‖2.
Two normed spaces X1 and X2 are said to be isometric if there exists a bijective isometry
from X1 to X2.
The following theorem, cf. [Tho96, Section 3.1], implies that any Minkowski spaces can be
isometrically represented in the (convenient for us) form Md(B).
Theorem 4.2 (Mazur-Ulam). Let f be an isometry from a normed space X1 onto a normed
space X2 which preserves the origin (i.e., f(o) = o). Then f is necessarily a linear operator.
¤
Further on, we give some essential examples of Minkowski spaces.
Example 4.3. Let p ∈ [1, +∞] and Md(B) be the Minkowski space with ‖x‖B = |x|p, where
| · |p is the so-called lp-norm defined for finite p by
|x|p :=
(
d∑
i=1
|xi|
p
)1/p
(4.2)
and for p = +∞ by
|x|∞ := max {|xi| : i = 1, 2, . . . , d} (4.3)
The norm |x|∞ is called a maximum norm. The cases p = 1 and p = +∞ correspond to B
being a regular cross-polytope and a cube, respectively. For p ∈ (1, +∞) the Minkowskian
ball B is both smooth and strictly convex.
If on the plane one is allowed to move at directions ±e1 and ±e2 only, then the correspond-
ing distance (in terms of the shortest paths) is generated by the l1-norm. This norm (for
d = 2) is sometimes called Manhattan or taxicab norm, since taxicabs in Manhattan can
drive either at the (common) direction of streets or at the direction of avenues. ¤
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It is known that the volume Vd is the unique (up to a multiple) measure which is positive
for open sets in Ed, translation invariant, and continuous with respect to the Hausdorff
metric, for details see the theory of Haar measures, e.g., in [Coh80]. Since all norms in
Rd are equivalent, the Minkowski space Md(B) has the same topology as Ed . Thus, it is
natural to consider Vd also as the volume in Md(B). In certain cases it is convenient to use
Vd multiplied by some scalar depending on B as volume in Md(B). The scaling in each such
case will be given explicitly.
For vectors u, v in a Minkowski plane M2(B) we say that u is orthogonal (in the sense of
Birkhoff) to v in M2(B) (notation: u aB v) if ‖u + αv‖B ≥ ‖u‖B for every α ∈ R. So any
line parallel to the direction u is orthogonal to any line parallel to the direction v iff u aB v.
Based on this we will say that also a one-dimensional convex set X is orthogonal to a one-
dimensional set Y iff aff X is orthogonal to aff Y. In contrast to the situation in the case of
the Euclidean plane, the orthogonality of vectors in a Minkowski plane is in general not a
symmetric relation. More generally, in a Minkowski space Md(B), d ≥ 2, a line l is called
orthogonal (in the sense of Birkhoff) to a hyperplane H if there exists a ball B + p centered
at a suitable point p ∈ l such that H is a supporting hyperplane of B + p.
The following obvious proposition presents a nice geometric interpretation of Minkowskian
orthogonality.
Proposition 4.4. Let Md(B) be an arbitrary Minkowski space. Let H be a hyperplane in
Md(B), p be a fixed point in Md(B) not lying in H and q be a variable point lying in H.
Then the Minkowskian length of [p, q] is minimal if and only if [p, q] is orthogonal to H in
the Minkowskian sense. ¤
The isoperimetrix B˜ in a Minkowski planeM2(B) is the dual body of B rotated by the angle
pi
2 .
Proposition 4.5. Let u, v be two vectors in E2 andM2(B) be an arbitrary Minkowski plane.
Then u aB v if and only if v aB˜ u.
Proof. The statement follows directly from Proposition 3.13(i).
B
y
x
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Example 4.6. It turns out that if M2(B) is the Euclidean plane (B is an ellipse), then aB
is the usual orthogonality relation. Indeed, suppose that for two given vectors u, v ∈ E2 and
any real α we have |u + αv| ≥ |u|. Squaring the last inequality we get f(α) := 2α 〈u, v〉 +
α2|v|2 ≥ 0. The latter is possible if and only if 〈u, v〉 = 0, since that is the only case when
the two roots of the polynomial f(α) coincide. ¤
The Birkhoff orthogonality relation determines the unit Minkowskian ball up to the homo-
thety constant. More precisely, we have the following
Theorem 4.7. Let Md(Bi) (i = 1, 2) be arbitrary d-dimensional Minkowski spaces. Then
the following conditions are equivalent:
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(i) The spaces Md(Bi), i ∈ {1, 2}, have the same orthogonality relation.
(ii) The bodies Bi, i ∈ {1, 2}, are homothetic.
Proof. see Scha¨ffer, Eggleston (1965) and [MSW01, Proposition 46].
A Minkowski plane M2(B) is called a Radon plane if B˜ is a homothetic copy of B. The
boundary of B is called a Radon curve.
Example 4.8. Let B ⊆ E2 be a regular 2n-gon, where n ≥ 3 is odd. Then M2(B) is a Radon
plane. ¤
Theorem 4.9. A Minkowski plane is a Radon plane iff the Birkhoff orthogonality in this
plane is a symmetric relation.
Proof. The statement of the theorem follows directly from Theorem 4.7 and Proposition 4.5.
Let p, q be points in a Minkowski space Md(B). Then the set
[p, q]B :=
{
x ∈Md(B) : ‖p− q‖B = ‖p− x‖B + ‖x− q‖B
}
is called the d-segment connecting p with q. A set X ⊆ Md(B) is said to be d-convex if
and only if for any p, q ∈ X the d-segment [p, q]B lies in X. The smallest (with respect to
inclusion) d-convex set containing a given set X ⊆Md(B) is called a d-convex hull of X and
denoted by convB(X). The following theorem gives a characterization of those Minkowski
planes where the unit Minkowskian ball is d-convex, cf. [BS78] or [BMS97, Theorem 11.4].
Theorem 4.10. Let M2(B) be an arbitrary Minkowski plane. Then we have convB(B) = B
if and only if B for any line l supporting B at a smooth boundary point the line parallel to l
and passing through the origin intersects bd B at extreme boundary points of B. ¤
Using Proposition 3.13, we can obtain the following. If a line l supports B at a smooth point,
then the line parallel to l and passing through the origin intersects bd B˜ at extreme points.
Consequently, in view of Theorem 4.10, for Radon planes M2(B) we have convB(B) = B.
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5 Cross-section measures in Minkowski spaces
We will consider the analogues of one-dimensional cross-section measures for convex bodies
in Minkowski space, and therefore provide some analytical and geometrical descriptions of
their corresponding extensions. Collecting various approaches to these measures from the
literature, we give a unified way to represent them in different terms, and prove some
theorems about Minkowskian diameter, thickness, in- and circumradius. Since we also
discuss the cases when the convex bodies under consideration are polytopes, our results
are partially discrete in nature. The results of this section were presented in [Ave03b].
Some results presented here are direct extensions of the corresponding Euclidean state-
ments, others are purely Minkowskian (i.e., are useful when the Minkowski space under
consideration is not isometric to the Euclidean space).
5.1 Representations of diameter and thickness in Minkowski spaces
In the sequel we need several trivial characterizations of inclusion. Namely, if B1 and B2
are convex bodies in Ed centered at the origin, then the condition B1 ⊆ B2 is equivalent to
B∗2 ⊆ B
∗
1 . Furthermore, the latter two conditions are equivalent to any of the two inequali-
ties rB1(u) ≤ rB2(u) and hB1(u) ≤ hB2(u) supposed to be fulfilled for an arbitrary direction
u.
Given a convex body K in Md(B) and a vector u ranging over Ed \{o}, we introduce the
following functions providing analytical representations of Minkowskian one-dimensional
cross-section measures.
hK,B(u) := hK(u)/hB(u) (Minkowskian support function),
wK,B(u) := wK(u)/hB(u) (Minkowskian width function),
rK,B(u) := rK(u)/rB(u) (Minkowskian radius function),
lK,B(u) := lK(u)/rB(u) (Minkowskian maximal chord-length function).
We cite [GK92], where also some further quantities analogous to wK,B(u) and lK,B(u) are
considered.
A convex body K1 in Ed is said to be inscribed in a convex body K2 if K1 is contained in K2
and no larger homothetical copy of K1 is not contained in K2. Exactly in this case we shall
also say that K2 is circumscribed to K1. If K1 is symmetric with respect to some point, i.e.,
K1 is a ball αB, α > 0, of some Minkowski space Md(B), we say that K1 = αB is an inball
of K2 in this space, and the radius rB(K2) := α of K1 is called the inradius of K2. The
notions circumball and circumradius rB(K2) are introduced analogously.
The following lemma gives several equivalent definitions for inscribed bodies in case when
both K1 and K2 are centered at the same point.
Lemma 5.1. Let B1 and B2 be convex bodies symmetric with respect to the origin and let
B1 be contained in B2. Then the following conditions are equivalent.
(i) The body B1 is inscribed in B2.
(ii) For every α > 1 the body αB1 is not contained in B2.
(iii) For some direction u0 ∈ Ed \{o} we have rB1(u0) = rB2(u0).
(iv) For some direction u0 ∈ Ed \{o} we have hB1(u0) = hB2(u0).
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(v) The body B∗2 is inscribed in B∗1 .
(vi) There exists an x ∈ B1 with ‖x‖B2 = 1.
(vii) There exists an x ∈ cl exp B1 with x ∈ bd B2.
Proof. The implication from (i) to (ii) is obvious. Let us prove the converse implication by
contradiction. We suppose that there exists a body βB1 +p with β > 1 and some p ∈ Ed \{o}
which is contained in B2. Then, by symmetry of B1 and B2, also βB1− p is contained in B2.
Therefore βB1 ⊆ conv{(βB1 + p) ∪ (βB1 − p)} ⊆ B2, a contradiction. The equivalence of (ii)
and (iii)-(vii) is, in each case, more or less trivial.
We notice that Condition (ii) of Lemma 5.1 implies the uniqueness of both the inball and
the circumball which have the same center of symmetry as the body.
As in Euclidean spaces, the diameter diamB(K) of a convex body K in Minkowski space
Md(B) is defined to be the largest distance occurring between points of K, i.e.:
diamB(K) := max {‖x− y‖B : x, y ∈ K} .
We denote the maximum and the minimum of the function wK,B(u) by wB(K) and wB(K),
respectively, and call these values the maximal and the minimal width of K in Md(B),
respectively. For the maximum and the minimum of the function lK,B(u) we introduce the
notations lB(K) and lB(K), respectively.
Theorems 5.2 and 5.3, presented below, provide various geometrical and analytical repre-
sentations of Minkowskian diameter and Minkowskian minimal width, respectively.
Theorem 5.2. For a convex body K in a Minkowski space Md(B) the Minkowskian diam-
eter of K is equal to
(i) the maximal width of K in Md(B),
(ii) the maximum of the maximal chord-length function of K in Md(B),
(iii) the Minkowskian circumradius of DK,
(iv) the Minkowskian length of the longest affine diameter of K,
(v) the analytical expression max {〈x, u〉 : x ∈ DK, u ∈ B∗} .
Proof. In view of Lemma 5.1 we obtain that DK is inscribed in the bodies wB(K)·B, lB(K)·
B, and rB(DK) ·B. Consequently wB(K) = lB(K) = rB(DK). Further on,
diamB(K) = max {‖x‖B : x ∈ DK} = rB(DK).
It is left to obtain (iv) and (v). Part (iv) is obvious. To prove (v) we derive
diamB(K) = max {‖x‖B : x ∈ DK} = max {hB∗(x) : x ∈ DK}
and apply simply the definition of the support function.
Theorem 5.3. For a convex body K in a Minkowski space Md(B) the following values are
equal:
(i) the minimal width of K in Md(B),
(ii) the minimum of the Minkowskian maximal chord-length function,
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(iii) the Minkowskian inradius of DK,
(iv) the Minkowskian length of the shortest affine diameter of K,
(v) the analytical expression (max {〈x, u〉 : u ∈ (DK)∗, x ∈ B})−1 .
Proof. The equality of the values described in (i)-(ii) can be proved just in the same way as
we did it for the values in (i)-(ii) of Theorem 5.2. In order to prove (iv) we use Lemma 5.1
which implies that the shortest affine diameter has length
γ := min {‖x‖B : x ∈ bd DK} .
But then γB is inscribed in DK, which yields that γ is equal to the inradius of DK. At
last we prove the equality of the inradius of DK and the value in (v). Since rB(DK) · B is
inscribed in DK, we get that B is inscribed in 1rB(DK) ·DK. This implies that
max {‖x‖DK : x ∈ B} =
1
rB(DK)
.
Notice that in the latter equality we use the norm of the Minkowski space constructed
by the body itself, namely ‖ . ‖DK . Let us replace this norm by the corresponding support
function, yielding
1
rB(DK)
= max
{
h(DK)∗(x) : x ∈ B
}
.
Taking the power −1 of the latter equality and applying the definition of the support func-
tion, we derive that rB(DK) is equal to the value in (v), and the proof is finished.
In view of Theorem 5.3 we introduce the thickness ∆B(K) of a convex body K in Md(B) to
be any of the equal values described by Parts (i)-(v) of this theorem.
Parts (i)-(iv) of Theorems 5.2 and 5.3, applied to the Euclidean space, present well-known
relations from the theory of Euclidean cross-section measures (see, for instance, [Web94,
Section 7.6]). Some related results can be found in [GK92]. It should be noticed that the
representations of diameter and thickness given in Parts (v) of the theorems above are
new. A bit remarkable seems to be the representation of the Minkowskian thickness, since
in Part (v) of Theorem 5.3 the thickness, usually defined to be the minimum of the width
function, is evaluated by means of a certain maximum.
Whenever we consider a scalar product of a convex combination (1 − λ)x1 + λx2, where
x1, x2 ∈ E
d and λ ∈ [0, 1], and a vector y from Ed, we can estimate this from above as
follows:
〈(1− λ)x1 + λx2, y〉 ≤ max{〈x1, y〉 , 〈x2, y〉}.
Thus, in the expressions given in Parts (v) of Theorems 5.2 and 5.3 we can ignore non-
extreme points of the sets over which we take the maxima (not changing these maxima).
Leaving only the points belonging to the closure of exposed points we obtain the represen-
tations
diamB(K) = max {〈x, u〉 : x ∈ cl exp DK, u ∈ cl exp B
∗} , (5.1)
∆B(K) =
(
max {〈x, u〉 : u ∈ cl exp(DK)∗, x ∈ cl expB}
)−1
. (5.2)
Suppose that both K and B are polytopes. Then the latter relations become discrete and
can be investigated in the spirit of computational geometry. In both the formulae we have
to compute the quantity max {〈x, u〉 : x ∈ X, y ∈ Y } with X = cl exp DK, Y = cl exp B∗ for
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(5.1) and X = cl exp(DK∗), Y = cl exp B for (5.2). If X and Y can be given explicitly, we
have to solve a simple task, i.e., among 12 ·card X ·cardY values we have to find the maximal
one (card stands for the cardinality of a set). If one of these sets, say X, is given explicitly
and the convex hull of the other one is defined by a system of linear inequalities, we can
also compute the corresponding cross-section measure, but in this case the problem is much
harder, since it is reduced to 12 ·card X linear programming tasks. In [GK93] computational
aspects of computing these and some other Minkowskian quantities are discussed.
The following theorem shows in which directions we can expect the optimal values for
Minkowskian maximal-chord length function and Minkowskian width function.
Theorem 5.4. For a convex body K in a Minkowski space Md(B) the following statements
hold true.
I. The width of K is maximal at one of the directions from cl exp B∗, i.e, we have
diamB(K) = max {wK,B(u) : u ∈ cl exp B
∗} .
II. There exists an affine diameter of K having maximal length and being parallel to some
u ∈ cl exp DK, i.e.,
diamB(K) = max {lK,B(u) : u ∈ cl exp DK} .
III. The width of a convex body is necessarily minimal at one of the directions from cl exp(DK)∗,
i.e.,
∆B(K) = min {wK,B(u) : u ∈ cl exp(DK)
∗} .
IV. There exists an affine diameter of K having the minimal length and being parallel to
some u ∈ cl exp B, i.e., we have
∆B(K) = min {lK,B(u) : u ∈ cl exp B} .
Proof. I. By Theorem 5.2, DK is inscribed in diamB(K) ·B. Consequently B∗ is inscribed in
diamB(K) · (DK)
∗. Therefore, for some u ∈ cl exp B∗ we have u ∈ diamB(K) ·bd(DK)∗. Then
rB∗(u) = diamB(K) · r(DK)∗(u).
Simple equivalent transformations of the latter equality yield
diamB(K) = wK(u)/hB(u) = wK,B(u).
II. Using again that DK is inscribed in diamB(K) ·B, we find a point u from cl exp DK with
u ∈ diamB(K) · bd B. Consequently
diamB(K) · rB(u) = rDK(u),
which is equivalent to diamB(K) = lK,B(u). Since u corresponds to some affine diameter of
K having the same direction as the vector u, the proof is complete.
The remaining Parts III and IV can be proved analogously.
Parts II and III of Theorem 5.4 are direct extensions of the corresponding Euclidean state-
ments, while Parts I and IV are purely Minkowskian. More precisely, Part I really “works”
when B is not smooth, and Part IV when B is not strictly convex. For instance, if B is a
polygon with 2n vertices, we have to compute the width function for n different directions in
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order to find the Minkowskian diameter (see Figs. 5.1 and 5.2, where n = 2), and we have
to evaluate the lengths of n affine diameters in order to find the Minkowskian thickness
(see Figs. 5.2 and 5.3).
Let K be a convex body in a Minkowski plane M2(B). Then its chord [p, q], p, q ∈ bd K,
is called a weak Minkowskian normal of K at the point p if there exists a line l passing
through p so that [p, q] is orthogonal to l in M2(B) and l supports K at p. The chord [p, q]
is called a strong Minkowskian normal of K at p if for any line l passing through p, such
that [p, q] is orthogonal to l in M2(B), we have that l supports K at p. Obviously, every
strong Minkowskian normal of a convex body is necessarily a weak one, and the converse
is generally not true. A chord [p, q], p, q ∈ bd K, is said to be a weak/strong Minkowskian
double normal of K if [p, q] is a weak/strong Minkowskian normal of K at both p and q, see
Figs. 5.4,5.5 and 5.4,5.6, respectively. Clearly, for smooth Minkowski spaces (i.e., also for
the Euclidean space) the notions of strong and weak Minkowskian normal coincide.
B K
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Theorem 5.5. Let K be a convex body in a Minkowski space Md(B). Then
(i) every Minkowskian diametral chord of K is necessarily a strong Minkowskian double
normal of K;
(ii) every Minkowskian thickness chord of K is necessarily a weak Minkowskian double
normal of K.
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¤Proof. Consequence of Theorem 3.1 (Equivalence (i) ⇔ (ii)) and Parts (iii) of Theorems 5.2
and 5.3.
5.2 Continuity of Minkowskian diameter and thickness
The diameter of a convex body K in Minkowski space Md(B) continuously depends on
both the measured body K and the unit ball B provided the class of convex bodies in Ed is
equipped with the Hausdorff metric δ. To prove this we need the following two lemmas.
Lemma 5.6. Let X be a non-empty compact set in Ed and (fn(x))+∞n=1 a uniformly convergent
sequence of real valued continuous functions defined on X, then the sequences
(max {fn(x) : x ∈ X})
+∞
n=1
and
(min {fn(x) : x ∈ X})
+∞
n=1
are convergent and, moreover, their limits can be expressed by the following formulas:
lim
n→+∞
max {fn(x) : x ∈ X} = max{ lim
n→+∞
fn(x) : x ∈ X}, (5.3)
lim
n→+∞
min {fn(x) : x ∈ X} = min{ lim
n→+∞
fn(x) : x ∈ X}. (5.4)
Proof. Let f(x) be the limit of (fn(x))+∞n=1. Let ‖ . ‖∞ denote the maximum norm for real
valued bounded functions defined on X. Let (xn)+∞n=1 be a sequence of points from X such
that
fn(xn) = min
x∈X
fn(x) (n ∈ N).
Let us consider an arbitrary subsequence (xl)l∈N′ of the sequence (xn)n∈N such that the
sequence of scalars (fl(xl))l∈N′ is convergent (here N′ is an infinite subset of N). We re-
mark that there necessarily exist subsequences having the above property. In view of
compactness of X one could just take a convergent subsequence of (xn)n∈N′ . Now due to
compactness of X, there exists a convergent subsequence (xm)m∈N′′ of the sequence (xl)l∈N′
(N′′ is an infinite subset of N′). Let x˜ denote the limit of xm, as m → +∞. Let us prove that
fm(xm) → f(x˜), as m → +∞. Denoting
x˜ := lim
n→+∞
xn. (5.5)
we have
|fm(xm) − f(x˜)| ≤ |fm(xm) − f(xm)| + |f(xm) − f(x˜)| ≤ ‖fm − f‖∞ + |f(xm) − f(x˜)|.
The first term converges to zero because of the assumption, and the second one because of
continuity of the function f. Thus, all limit points of the sequence (fn(xn))n∈N are equal to
f(x˜), which shows the convergence of this sequence to f(x˜). Now let us obtain (5.4).
By definition of (xn)n∈N we have that for every x ∈ X and n ∈ N
fn(xn) ≤ fn(x). (5.6)
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If in (5.6) n tends to infinity, we obtain that for every x ∈ X
f(x˜) ≤ f(x),
i.e., f(x˜) = minx∈X f(x).
The first formula of this lemma is proved analogously.
Lemma 5.7. Let X be a non-empty compact set in Ed and (f(x)n)
+∞
n=1 and (g(x)n)
+∞
n=1 be two
sequences of real valued functions defined on X and convergent to the functions f(x) and
g(x), respectively. Then the following statements hold true:
I. The product fn(x)gn(x) converges uniformly to f(x)g(x), as n → +∞.
II. Provided g(x) 6= 0 and gn(x) 6= 0 for any x ∈ X and any n ∈ N, the quotient fn(x)/gn(x)
converges uniformly to f(x)/g(x), as n → +∞.
Proof. Again, let ‖ . ‖∞ denote the maximum norm for functions on X.
First we prove I.
‖fn(x)gn(x)− f(x)g(x)‖∞ ≤ ‖fn(x)gn(x)− fn(x)g(x)‖∞ + ‖fn(x)g(x)− f(x)g(x)‖∞ ≤
‖gn(x)− g(x)‖∞ · sup
n∈N
‖fn(x)‖∞ + ‖fn(x)− f(x)‖∞ · sup
n∈N
‖g(x)‖∞
which yields I.
Now we assume that g(x) 6= 0 for any x ∈ X and prove II. In fact, it is sufficient to show II
only for f(x) identically equal to one, since for all other f(x) it would then follow by means
of I. Thus, assume additionally that f(x) = 1 for any x ∈ X. We have
∥∥∥∥ 1gn(x) −
1
g(x)
∥∥∥∥
∞
=
∥∥∥∥gn(x)− g(x)gn(x)g(x)
∥∥∥∥
∞
≤ ‖gn(x)− g(x)‖∞ ·
∥∥∥∥ 1g(x)
∥∥∥∥
∞
· sup
n∈N
∥∥∥∥ 1gn(x)
∥∥∥∥
∞
.
In order to get the assertion it remains to show that that the quantity supn∈N
∥∥∥ 1gn(x)
∥∥∥
∞
is
finite. Clearly, we have the equality
sup
n∈N
∥∥∥∥ 1gn(x)
∥∥∥∥
∞
=
1
infn∈N infx∈X |gn(x)|
(5.7)
If the denominator on the right hand side of (5.7) were equal to zero, using the same tech-
nique as in Lemma 5.6 we would obtain that g(x) is equal to zero at some point. This would
yield a contradiction. Thus, the quantity from (5.7) is finite and we are done.
Now we are able to state the result of this subsection.
Theorem 5.8. Let (Kn)+∞n=1 be a sequence of convex bodies in Ed converging in the Hausdorff
metric to a convex body K in Ed, and let (Bn)+∞n=1 be a sequence of convex bodies in E
d
symmetric with respect to the origin and converging in the Hausdorff metric to a convex
body B in Ed (which is necessarily centered at the origin). Then
I. The sequence (diamBn(Kn))
+∞
n=1 converges to diamB(K), as n → +∞.
II. The sequence (∆Bn(Kn))
+∞
n=1 converges to ∆B(K), as n → +∞.
28
Proof. Let C1, C2 be two arbitrary convex bodies in Ed and h¯Ci(u) be a restriction of hCi(u)
onto the unit Euclidean sphere (i = 1, 2). Further on, let ‖ . ‖∞ stand for the maximum
norm for functions on the Euclidean unit sphere. It is known that the Hausdorff distance
δ(C1, C2) can be expressed by
δ(C1, C2) =
∥∥h¯C1(u)− h¯C2(u)∥∥∞ . (5.8)
Consequently, (h¯Kn(u))
+∞
n=1 and (h¯Bn(u))
+∞
n=1 are sequences of continuous functions uniformly
convergent to h¯K(u) and h¯B(u), respectively. Since wKn,Bn(u) = wKn(u)/hBn(u), applying
Lemma 5.7 we see that wKn,Bn(u) converges uniformly to wK,B(u), as n → +∞. Hence, in
view of (5.8), Lemma 5.6 and the equalities
diamBn(Kn) = max {wKn,Bn(u) : u ∈ SE} , n ∈ N,
we get I. Assertion II is proved analogously.
5.3 Minkowskian cross-sections and linear transformations of Minkow-
ski spaces
In this section we would like to examine the behaviour of Minkowskian cross-sections in
the situation when the Minkowskian ball and the measured bodies are mapped by the same
(in general singular!) linear transformation. Below we present two theorems one of which
is concerned with the Minkowskian diameter, while the other one with the Minkowskian
thickness.
Theorem 5.9. Let K be a convex body in Md(B) and T be a non-zero linear transform in
Md(B). Then
diamT (B) T (K) ≤ diamB(K), (5.9)
Furthermore, the following conditions are equivalent:
(i) diamT (B) T (K) = diamB(K);
(ii) for some u ∈ im(T ∗T ) \ {o} we have wK,B(u) = diamB(K);
(iii) there exists an affine diameter of K whose Minkowskian length is equal to diamB(K)
and which is orthogonal in the Minkowskian sense to some hyperplane containing
ker(T ∗T ).
Proof. We have
diamT (B) T (K) = max
u∈im T\{o}
wT (K)(u)
hT (B)(u)
= max
u∈im T\{o}
wK(T
∗u)
hB(T ∗u)
= max
u∈im(T ∗T )\{o}
wK(u)
hB(u)
≤
diamB(K).
The latter derivations yields (5.9) and the equivalence (i) ⇔ (ii). The equivalence (ii) ⇔ (iii)
is more or less obvious.
In an analogous manner we can also prove the following
Theorem 5.10. Let K ⊆ Md(B) be a convex body and T be a linear transform in Md(B).
Then
∆T (B) T (K) ≥ ∆B(K). (5.10)
Furthermore, the following conditions are equivalent:
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(i) ∆T (B) T (K) = ∆B(K);
(ii) for some u ∈ im(T ∗T ) \ {o} we have wK,B(u) = ∆B(K);
(iii) there exists an affine diameter of K whose Minkowskian length is equal to ∆B(K) and
which is orthogonal in the Minkowskian sense to some hyperplane containing ker(T ∗T ).
Remark 5.11. We note that in Theorems 5.9 and 5.10 for operators T being Euclidean
orthogonal projections we may put T instead of T ∗T (since such operators are both self-
adjoint and idempotent). ¤
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6 The geometry of simplices in Minkowski spaces
Trilinear coordinates of a triangle [Cox93] are a useful tool providing simple solutions of
many problems related to triangle centers and triangle lines. We extend the notion of tri-
linear coordinates to simplices in Minkowski spaces [Tho96] in the following natural way.
If T is a simplex in a d-dimensional Minkowski space, then the system of d + 1 signed
Minkowskian distances from a point p of this space to the hyperplanes determined by the
facets of T represents the Minkowskian multilinear coordinates (and for d = 2, Minkow-
skian trilinear coordinates) of p with respect to T, where the sign is non-negative if and
only if the simplex T and the point p lie on the same side of the corresponding hyperplane.
Further on, we also extend various statements that can be obtained by Euclidean multilin-
ear coordinates, since we find an analogous relation between the Minkowskian multilinear
coordinates and the barycentric coordinates of a simplex. This relation involves a special
Minkowskian area-measure which we call the complementary Minkowskian area. This
measure was first considered by Hadwiger, see [Had57].
The above mentioned considerations are then applied to the Minkowskian balls tangent to
T, which are analogues of both the Euclidean inball and the Euclidean escribed balls of a
simplex, cf. [AC64] and [VG67] for results on Euclidean escribed balls as well as the mono-
graph [Tho96, Section 4.1] and the survey [MSW01, Propositions 14(viii) and 41], where
other special Minkowskian balls and centers associated with triangles and simplices are
discussed. We establish various equalities involving the radii of Minkowskian balls tan-
gent to the simplex T and the Minkowskian heights of T, where the Minkowskian height
of T is the Minkowskian distance from a vertex of T to the hyperplane passing through
the opposite facet of T. As a consequence we obtain a characterization of Minkowski planes
with smooth unit ball. Another consequence is a characterization of several classes of
special Minkowskian simplices, which extends results from [CG85] for Minkowski spaces
and results from [McM00] for Euclidean space. The two-dimensional versions of the de-
rived results yield a Minkowskian formula for the area of a triangle and a characterization
of Minkowski planes with Radon norms, generalizing corresponding results of Busemann
and Tama´ssy, see [Bus55], [Tam61b] and [Tam61a].
6.1 Simplices in Euclidean space
The notations for vectors in Ed+1 are supplied with the bar line. Let e¯1, e¯2, . . . , e¯d+1 be the
natural basis in Ed+1 . By e¯ we denote the sum e¯1 + e¯2 + · · ·+ e¯d+1, i.e., the vector in Ed+1 all
components of which are one. By Diag(a¯), a¯ ∈ Ed+1, we denote the diagonal matrix whose
main diagonal coincides with a¯.
Let T denote a d-dimensional simplex in Ed, i.e., the convex hull of (d+1)-affinely indepen-
dent points in Ed, cf. [AC64, Chapters IV, IX] and [HM93, Section 2]. The letters i and j
denote indices ranging over {1, 2, . . . , d + 1}. Let pi be the vertices of T. The facet of T op-
posite to pi is denoted by Fi. By ui we denote the Euclidean outward unit normal of Fi. The
hyperplane aff Fi is denoted by Hi. We also introduce notations for the following measures
of T :
v := Vd(T ) (volume of T ),
si := Vd−1(Fi) (area of Fi),
hi := wT (ui) (Euclidean height of T with respect to Fi).
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With an arbitrary point p ∈ Ed we associate the following quantities:
yi := hT−p(ui) (signed Euclidean distance from p to Hi),
vi :=
1
d
yisi (signed volume of the simplex conv(Fi ∪ {p})),
xi := vi/v.
Then the following equalities hold.
o = s1u1 + s2u2 + · · ·+ sd+1ud+1, (6.1)
v =
1
d
hisi, (6.2)
v = v1 + v2 + · · ·+ vd+1, (6.3)
p = x1p1 + x2p2 + · · ·+ xd+1pd+1, (6.4)
1 = x1 + x2 + · · ·+ xd+1. (6.5)
Formula (6.1) is a direct consequence of the famous Theorem of Minkowski (cf. Theo-
rem 2.3); (6.2) is obvious. Formula (6.3) is a direct consequence of Proposition 3.9, and
(6.5) follows directly from (6.3). Thus it only remains to prove (6.4). Suppose for a moment
that xi are defined by (6.4) and (6.5). From the theory of affine spaces we know that xi are
uniquely determined by these two equalities. Let us prove that then xi = vi/v. Let qi be an
arbitrary point lying in Fi. We multiply (6.4) by ui and obtain
〈p, ui〉 = x1 〈p1, ui〉+ x2 〈p2, ui〉+ · · ·+ xd+1 〈pd+1, ui〉 .
Using the equality 〈pj , ui〉 = 〈qi, ui〉 , j 6= i, and (6.5), we transform the latter to 〈p, ui〉 =
xi 〈pi, ui〉+ (1− xi) 〈qi, ui〉 . Hence xi = 〈qi − p, ui〉 / 〈qi − pi, ui〉 = yi/hi = vi/v.
The values x1, x2, . . . , xd+1 are called the normalized barycentric coordinates of the point p
with respect to the simplex T, cf. [Web94, p.15] and [VG67, Section 2], while y1, y2, . . . , yd+1
are called the normalized Euclidean multilinear coordinates of p with respect to T, cf.
[Cox93, Section 12.9] for the notion of trilinear coordinates with respect to a triangle in
E2 . The values αx1, αx2, . . . , αxd+1, where α is an arbitrary non-zero real number, are then
called the (homogeneous) barycentric coordinates of p. The (homogeneous) Euclidean mul-
tilinear coordinates of p are introduced analogously.
Considering the d× (d + 1) matrix A, whose i-th column is pi, and the vectors
s¯ := (s1, s2, . . . , sd+1)
t,
h¯ := (1/h1, 1/h2, . . . , 1/hd+1)
t,
y¯ := (y1, y2, . . . , yd+1)
t,
x¯ := (x1, x2, . . . , xd+1)
t
we reformulate (6.2)—(6.4) in vector form as follows:
s¯ = d · v · h¯, (6.6)
v =
1
d
〈y¯, s¯〉 , (6.7)
1 =
〈
y¯, h¯
〉
, (6.8)
p = Ax¯, (6.9)
1 = 〈x¯, e¯〉 , (6.10)
x¯ = Diag(h¯)y¯. (6.11)
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The point whose homogeneous barycentric coordinates are represented by a vector x¯h ∈
Ed+1, 〈x¯h, e¯〉 6= 0, is denoted by B(x¯h). Obviously, B(x¯h) is a mapping from{
x¯h ∈ E
d+1 : 〈x¯h, e¯〉 6= 0
}
onto Ed given by B(x¯h) := 1〈x¯h,e¯〉Ax¯h. From (6.8) it follows that y¯h ∈ E
d+1 is a vector rep-
resenting Minkowskian multilinear coordinates of some point if and only if
〈
y¯h, h¯
〉
6= 0.
The point, whose vector of homogeneous Minkowskian multilinear coordinates is y¯h ∈
Ed+1,
〈
y¯h, h¯
〉
6= 0, is denoted by T (y¯h). Obviously, T (y¯h) is a mapping from{
y¯h ∈ E
d+1 :
〈
y¯h, h¯
〉
6= 0
}
onto Ed given by T (y¯h) := 1〈y¯h,h¯〉A Diag(h¯)y¯h.
The point B(e¯) = 1d+1(p1+p2+. . .+pd+1) is called the centroid of the simplex T. The segment
mi connecting pi with the centroid of Fi is called a median of T.
The proof of the following is straightforward.
Proposition 6.1. Any median of a simplex T passes through the centroid B(e¯) and is split
by this point in the ratio 1 : d. ¤
The hyperplane Mij passing through Fi ∩ Fj and the midpoint of [pi, pj ], i, j = 1, 2, . . . , d +
1, i 6= j, is called a medial hyperplane of T. In barycentric coordinates Mij is given by the
equation 〈x¯, e¯i〉 = 〈x¯, e¯j〉 . Obviously, for any k = 1, 2, . . . , d + 1 the intersection of all Mij ,
with i 6= j, i 6= k and j 6= k, yields the line containing the median mk.
Proposition 6.2. Let T be a simplex in Ed, and let T ′ be the simplex which is the dual body
of T with respect to the centroid p of T. Then the centroids of T ′ and T coincide.
Proof. Indeed, from (6.11) we get that the Euclidean distance from the centroid of T to Hi
is equal to hid+1 . Thus, the vertices of T
′ are the points p + d+1hi ui, which, in view of (6.6) and
(6.1), yields that the centroid of T ′ is p.
Another proof of the above statement can be found in [McM00, Section 2].
6.2 Complementary area in Minkowski spaces
Further on, we wish to introduce a special area-measure related in a natural way to the
geometry of Md(B). The monograph [Tho96, Chapters 5–7] gives thorough coverage of two
well-known Minkowskian areas, the Holmes-Thompson area and the Busemann area. Our
measure is actually due to Hadwiger (see [Had57, Chapter 5], where it is called relative
area); it satisfies some (but not all) requirements imposed on a Minkowskian area-measure
in [Tho96]. Let K ⊆ Ed be a convex body centered at the origin, and F be an arbitrary
(d − 1)-dimensional convex body in Md(B). Then the convex (d − 1)-dimensional measure
µ(F ) of F generated by K is introduced by
µ(F ) := hK(u)Vd−1(F ), (6.12)
where u is the Euclidean unit normal of F (cf. [Tho96, Requirement 5.1.1(d) and Re-
mark 5.1(iv)]). If hK is a strictly convex function (i.e., K is smooth), then µ is called a
strictly convex (d − 1)-dimensional measure. If K = B, then µ is said to be the comple-
mentary (Minkowskian) area in the Minkowski space Md(B). The complementary area is
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not affine invariant, but it can be made so if multiplied by 1V (B) (for the proof one needs
the theory of mixed volumes). The following lemma slightly extends one of the implica-
tions of Theorem 5.2.1 from [Tho96]. The statement of this lemma can be treated as a
generalization of the triangle inequality.
Lemma 6.3. Let µ be a convex (d − 1)-dimensional measure generated by a convex body
K ⊆ Ed, and P ⊆ Ed be a d-dimensional polytope with facets F1, F2, . . . , Fn, n ∈ N. Then
µ(F1) ≤
n∑
k=2
µ(Fk). (6.13)
Moreover, if µ is strictly convex, we even have strict inequality in (6.13).
Proof. Let µ be given by (6.12). We denote by uk the Euclidean outward unit normal of
Fk, k = 1, 2, . . . , n. Applying Minkowski’s theorem we obtain
µ(F1) = hK(u1)Vd−1(F1) = hK(Vd−1(F1) · u1) = hK
( n∑
k=2
Vd−1(Fk) · uk
)
.
Further on, we use the convexity of the function hK and arrive at (6.13). If hK is strictly
convex, we get strict inequality in (6.13).
Trivially, the complementary measure in M2(B) coincides with the one-dimensional mea-
sure in the Minkowski plane M2(B˜).
6.3 Simplices in Minkowski spaces
From now on let T be a simplex in a Minkowski spaceMd(B). It turns out that all equalities
established in Subsection 6.1 (except Formula (6.1)) remain true if we extend si, hi and yi
to the following Minkowskian quantities, again with i = 1, 2, . . . , d + 1 :
si := hB(ui)Vd−1(Fi) (complementary area of Fi),
hi := wT,B(ui) (Minkowskian height of T with respect to Fi),
yi := hT−p,B(ui) (signed Minkowskian distance from p to Hi).
This also means that we can introduce Minkowskian multilinear coordinates. Since the
notion of barycentric coordinates depends only on the linear structure of Ed, this notion
remains the same in Md(B).
A Minkowskian ball supported by all hyperplanes Hi is called a Minkowskian tangent ball
of the simplex T, see Figs. 6.1, 6.2. The radii of the Minkowskian tangent balls of T are
called the Minkowskian tangent radii of T. A point p ∈ Ed is a center of a Minkowskian
tangent ball of T if and only if p = T (a¯), where a¯ := (a1, a2, . . . , ad+1) ∈ {−1, 1}d+1 and〈
a¯, h¯
〉
6= 0. From (6.8) we get that the value r(a¯) given by
1
r(a¯)
=
〈
a¯, h¯
〉
=
a1
h1
+
a2
h2
+ · · ·+
ad+1
hd+1
(6.14)
is a signed Minkowskian tangent radius of T with center T (a¯). If a¯ ∈ {−1, 1}d+1 but
〈
a¯, h¯
〉
=
0, we put r(a¯) to be infinity. Clearly, T (a¯) = T (−a¯). Thus, with any simplex T we associate
2d Minkowskian tangent radii, some of which can be infinite. The value k = min{n−, n+},
where n− and n+ are the numbers of negative entries in −a¯ and a¯, respectively, is called
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the order of the Minkowskian tangent radius |r(a¯)|. Clearly, k is an integer number with
0 ≤ k ≤ (d + 1)/2.
The hyperplanes Aij , i 6= j, given in multilinear coordinates by the equations 〈y¯, e¯i − e¯j〉 =
0, are called Minkowskian (interior) bisectors, see Figs. 6.3, 6.4 for d = 2. The above defi-
nition provides a higher dimensional extension of Glogovskii’s definition of Minkowskian
angle bisectors, cf. [Glo70]. Nico Du¨velmeyer (using in particular cases some results of
this section) obtained characterizations of Radon and equiframed curves in terms of vari-
ous Minkowskian bisectors, cf. [Du¨vb] and [Du¨va]. If Md(B) is the Euclidean space, then
Aij bisects the usual Euclidean measure of the interior angle at the (d − 2)-dimensional
face Fi ∩ Fj . The hyperplanes given in multilinear coordinates by 〈y¯, e¯i + e¯j〉 = 0, i 6= j,
are called Minkowskian exterior bisectors, see Figs. 6.3,6.4. Any center of a Minkowskian
tangent ball can be given as an intersection point of k Minkowskian exterior and d−k Min-
kowskian interior bisectors, where k = 0, 1, . . . , d. If d = 2, two bisectors can be parallel, see
Fig. 6.4. In this case the corresponding triangle has only three Minkowskian tangent balls.
Proposition 6.4. The (unique) Minkowskian tangent ball contained in T is the Minkow-
skian inball, i.e., the Minkowskian ball of maximal radius contained in T.
Proof. Let B′ be the Minkowskian inball of T. We show that B ′ is supported by all d + 1
hyperplanes Hi. Suppose the contrary, i.e., some Hi, say H1, does not support T. Then we
consider the body T ′ := T ∩H ′, where H ′ is a closed halfspace which contains B ′ and does
not contain H1. (Trivially, the bounding hyperplane of H ′ is then parallel to H1.) Obviously,
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T ′ is a simplex containing B′, and it is a homothetic copy of T with the homothety coefficient
α ∈ (0, 1). This implies that T contains a Minkowskian ball whose radius is 1α times the
radius of B′, a contradiction. Consequently, B ′ is supported by all d+1 hyperplanes Hi.
From the above proposition we see that the center of the Minkowskian inball is T (e¯) or, in
other terms, the intersection point of all Minkowskian interior bisectors of T. The radius of
the Minkowskian inball is called the Minkowskian inradius and denoted by r.
From (6.6), (6.14) and Lemma 6.3 it follows that the values ri := r(e¯ − 2e¯i) are positive or
infinite. We call these values the Minkowskian exradii of T and the tangent Minkowskian
balls centered at T (e¯− 2e¯i), with
〈
e¯− 2e¯i, h¯
〉
6= 0, Minkowskian escribed balls (or Minkow-
skian exballs) of T, see Fig. 6.2. The equalities established in the following theorem were
given in [AC64, Chapter IV, Section 4e] for a simplex in E3 . Formula (6.16) was obtained
in [Dev51] for a simplex in Ed .
Theorem 6.5. Let T be a d-dimensional simplex in Md(B). Then the following formulas
hold.
1
r
=
1
h1
+
1
h2
+ · · ·+
1
hd+1
, (6.15)
d− 1
r
=
1
r1
+
1
r2
+ · · ·+
1
rd+1
, (6.16)
2
hi
=
1
r
−
1
ri
, (6.17)
4
(
1
h21
+
1
h22
+ · · ·+
1
h2d+1
)
=
3− d
r2
+
1
r21
+
1
r22
+ · · ·+
1
r2d+1
. (6.18)
Proof. Formula (6.15) is just (6.14) applied for a¯ = e¯; (6.17) is a direct consequence of (6.15)
and (6.14) applied for a¯ = e¯− 2e¯i. Formula (6.16) is obtained by summing up (6.17) for all i
and applying (6.15).
Let us prove (6.18). Using (6.17) we get
4
(d+1∑
i=1
1
h2i
)
=
d+1∑
i=1
(
1
r
−
1
ri
)2
=
d+1∑
i=1
(
1
r2
−
2
rri
+
1
r2i
)
=
d + 1
r2
−
2
r
d+1∑
i=1
1
ri
+
d+1∑
i=1
1
r2i
.
Further on, we apply (6.16) for the second term and arrive at (6.18).
The following theorem shows how many Minkowskian escribed balls a d-dimensional sim-
plex can have.
Theorem 6.6. Let T be a d-dimensional simplex in a Minkowski space Md(B). Then the
following statements hold.
(i) The simplex T possesses at least d Minkowskian escribed balls.
(ii) The Minkowskian inball of T contains at most one vertex of T.
(iii) The simplex T possesses d + 1 Minkowskian escribed balls if and only if no vertex of T
belongs to the Minkowskian inball of T.
Proof. First we prove (i). By Lemma 6.3, for every i ∈ {1, 2, . . . , d + 1} we have
si ≤ 〈s¯, e¯− e¯i〉 . (6.19)
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If inequality (6.19) is strict for each i then, together with (6.6) and (6.14), it implies that
all Minkowskian exradii of T are finite. Now let us switch to the case when for some i, say
i = 1, we have equality in (6.19), i.e., s1 = 〈s¯, e¯− e¯1〉 . Then the first Minkowskian exradius
is infinite. But on the other hand, for i = 2, . . . , d + 1, we have
〈s¯, e¯− 2e¯i〉 = 〈s¯, e¯− 2e¯i − e¯1〉+ s1 = 〈s¯, e¯− 2e¯i − e¯1〉+ 〈s¯, e¯− e¯1〉 = 2 〈s¯, e¯− e¯i − e¯1〉 > 0,
which implies that the other d Minkowskian exradii are finite.
Now let us prove (ii). We remark that the Minkowskian inball of T contains the point pi
if and only if hi = 2r or, in view of (6.17), if and only if ri = ∞. But in (i) we have proven
that at most one Minkowskian exradius can be infinite, which yields the needed conclusion.
Statement (iii) follows directly from (i) and (ii).
A a consequence of Theorem 6.6 we get the following corollary illustrated by Figs. 6.3 and
6.4, where d = 2.
Corollary 6.7. Let Md(B) be an arbitrary Minkowski space. Then the body B∗ does not
have a non-degenerate (d − 1)-face if and only if any d-dimensional simplex in Md(B) has
d + 1 finite Minkowskian exradii. ¤
Applying Corollary 6.7 for d = 2, we obtain the following characterization of smooth Min-
kowski planes.
Corollary 6.8. A Minkowski plane M2(B) is smooth if and only if any triangle in M2(B)
possesses three Minkowskian escribed balls. ¤
Further on, we need the notion of circumscribed Minkowskian ball of a simplex. A Min-
kowskian ball B′ is said to be circumscribed about a simplex T ⊆ Md(B) (or to be a
Minkowskian circumball of T ) if bd B′ contains all vertices of T. It is known that if B is
smooth, then every simplex T ⊆ Md(B) possesses a Minkowskian circumball, cf. [Gro69],
[KN73] and [KN75]. The following theorem is the characterization of simplices with spe-
cial Minkowskian properties, which can be treated as extensions of equiareal simplices in
Euclidean spaces, cf. [McM00]. The equivalence of (ii), (iii) and (v) was proven in [CG85]
for smooth and strictly convex B, see also [McM00], where the equivalence of (i), (ii) and
(v) in Euclidean space is shown. We also note that property (iii) is an extension of the
famous Viviani-Steiner property of certain simplices, see §18 and §23 of [BMS99]. The sim-
plices characterized below have some interesting properties with respect to the celebrated
Fermat-Torricelli problem (i.e., the problem of minimizing the total distance from a vari-
able point to a given set of points), cf. [CG85] as well as [MSW02], [Swa00] for further
information on the Fermat-Torricelli problem in Minkowski spaces.
Theorem 6.9. Let T be a d-dimensional simplex in a Minkowski space Md(B), T ′ be the
simplex which is the dual body of T with respect to the centroid of T, and k be an integer
number with 0 ≤ k ≤ d/2. Then the following conditions are equivalent.
(i) The facets of T have the same complementary area.
(ii) The Minkowskian heights of T are equal.
(iii) The sum of Minkowskian distances from any point p ∈ T to the d + 1 hyperplanes Hi
does not depend on p.
(iv) The class of medial hyperplanes of T coincides with the class of Minkowskian bisectors
of T.
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(v) The centroid of T coincides with the Minkowskian incenter of T.
(vi) The Minkowskian tangent radii of T having order k are all equal.
(vii) The medians of T ′ have the same length in Md(B∗).
(viii) The centroid of T ′ coincides with the Minkowskian circumcenter of T ′ with respect to
Md(B∗).
Furthermore, if d is odd, then the above conditions are equivalent to the following condition:
(ix) The Minkowskian tangent radii of T having order (d + 1)/2 are all infinite.
Proof. Trivially, (i) ⇔ (ii) follows from (6.6), (ii) ⇔ (iii) from (6.8) and (iii) ⇔ (iv) ⇔ (v) from
(6.11). The equivalence (v) ⇔ (vii) holds since the centroids of T and T ′ coincide, and (vii)
⇔ (viii) follows from the fact that any median of T ′ is split by the centroid in the ratio 1 : d.
Let us verify the equivalence of (vi) and one of the remaining conditions, say (ii). The impli-
cation (ii) ⇒ (vi) is obvious. In order to verify (vi) ⇒ (ii) we suppose that (i) is not fulfilled
and show that (ii) is then also not fulfilled. Without loss of generality we assume that
si ≤ sj for i ≤ j. Let further n ∈ {1, 2, . . . , d} be the least possible number with sn < sn+1.
In the case when n 6= d we choose vectors a¯ = (a1, a2, . . . , ad+1)t and b¯ = (b1, b2, . . . , bd+1)t
such that an = −bn = −1, an+1 = −bn+1 = 1 and for the k− 1 smallest indices i from the set
{1, 2, . . . , d + 1} \ {n, n + 1} we put ai = bi = −1. All components of a¯ and b¯ that are still not
defined are put to be one. Then we can easily see that both r(a¯) and r(b¯) are positive and
that 1/r(a¯)− 1/r(b¯) = 2(1/hn+1 − 1/hn) > 0. Thus |r(a¯)| 6= |r(b¯)|.
Now let us come to the case n = d. Then h¯ = (α, . . . , α, β)t with 0 < α < β. Let a¯ =
(a1, a2, . . . , ad+1)
t and b¯ = (b1, b2, . . . , bd+1)t be Minkowskian multilinear coordinates corre-
sponding to the tangent Minkowskian radii of order k and such that ad+1 = −bd+1 = 1.
Then
1/r(a¯) = (d− 2k)α + β,
1/r(b¯) = (d− 2k + 2)α− β.
The value r(a¯) is positive. If r(b¯) is also positive, then 1/r(a¯)− 1/r(b¯) = −2α + 2β 6= 0. Thus
|r(a¯)| 6= |r(b¯)|. Suppose that r(b¯) is negative. Then 1/|r(a¯)| − 1/|r(b¯)| = 2(d− 2k + 1)α, which
is not equal to zero since k ≤ d/2. Thus also in this case |r(a¯)| 6= |r(b¯)|.
Finally we show the equivalence (ii) ⇔ (ix) provided d is odd. The implication (ii) ⇒ (ix) is
trivial. Let us verify the converse implication. Suppose that (ix) is fulfilled. Let us consider
vectors a¯, b¯ ∈ {−1, 1}d+1 each of which contains (d + 1)/2 entries equal to −1 and (d + 1)/2
entries equal to 1. Let a¯ and b¯ be taken so that a¯ − b¯ = 2(e¯i − e¯j), i 6= j. Then we have
0 = 1/r(a¯)− 1/r(b¯) =
〈
h¯, a¯− b¯
〉
= 2(1/hi− 1/hj). Consequently hi = hj for any i, j with i 6= j
and we are done.
Condition (vi) in the latter theorem involves the Minkowskian tangent radii of any possible
order k except k = (d + 1)/2, provided d is odd. The following example shows that in
(vi) we cannot take such a k. Indeed, let T be a d-dimensional simplex in Ed with h¯ =
(α, α, . . . , α, β)t and α 6= β, α, β > 0. Then we see that for any vector a¯ ∈ Ed+1 containing
Minkowskian multilinear coordinates of an excenter and corresponding to a Minkowskian
tangent radius of order k, we have |r(a¯)| = 1/|α− β|.
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6.4 Triangles in Minkowski planes, various types of Minkowskian regu-
lar triangles
Let now T be a triangle (i.e., d = 2). By ai and a˜i we denote the Minkowskian length of the
side of T opposite to pi measured in M2(B) and M2(B˜), respectively.
School geometry says that the area of a triangle is equal to half of the height of that triangle
times the length of the base. It turns out that this formula still holds if we measure the
height in a Minkowski plane M2(B) and the base in the corresponding isoperimetrix plane
M2(B˜). This Minkowskian formula for the area of a triangle is presented in the following
Theorem 6.10. Let T be a triangle in M2(B), and e1, e2 be an arbitrary orthonormal basis
in E2 . Then for the area of T we have the following Minkowskian representations:
v =
1
2
wT,B(e1)lT,B˜(e2), (6.20)
v =
1
2
hia˜i. (6.21)
Proof. Let us consider the line parallel to e2, passing through a vertex of T and splitting T
into two triangles. Then we express the area of T by the area of these two triangles and
obtain
v =
1
2
wT (e1)lT (e2), (6.22)
see also [Mar90], [Mar91] and [MW92] for higher-dimensional results in Euclidean spaces
related to (6.22). Clearly, for an arbitrary convex body B ⊆ E2 centered at the origin we
have hB(u)rB∗(u) = 1. Using the definitions of Minkowskian cross-section measures from
Section 6.2 above and the body B˜, we easily transform (6.22) to (6.20). Choosing e1, e2 so
that e1 = ui, we then come to (6.21).
The implication (i) ⇒ (iv) of the following theorem was shown in [Bus55]. The equivalence
of (i) and (iv) was derived in [Tam61b], see also [Tam61a].
Theorem 6.11. Let M2(B) be an arbitrary Minkowski plane, and e1, e2 be an orthonormal
basis in E2 . Then the following conditions are equivalent.
(i) M2(B) is a Radon plane;
(ii) for some triangle T the quantity 12wT,B(e1)lT,B(e2) does not depend on e1, e2;
(iii) for any triangle T the quantity 12wT,B(e1)lT,B(e2) does not depend on e1, e2;
(iv) for any triangle T the quantity 12hiai does not depend on i ∈ {1, 2, 3}.
Proof. In view of Theorem 6.10 and properties of Radon curves (see, e.g., [MS03]), the
implications from (i) to (ii), (iii) and (iv) are, in each case, obvious. The implication (ii) ⇒
(iii) is also obvious. Thus, it only remains to verify (iii)⇒ (i) and (iv)⇒ (i). If (iii) is fulfilled,
then by (6.22) we have that hB(e1)rB(e2) is constant for any choice of e1, e2. Therefore B is
homothetic to B˜, which shows (iii) ⇒ (i).
Now let us verify (iv) ⇒ (i). We suppose that M2(B) is not a Radon plane and prove that
then (iv) does not hold. In view of Theorem 4.9 there exist non-zero vectors x, y ∈ M2(B)
with x aB y but y 6aB x. Let T be a triangle whose sides opposite to p1 and p2 have the same
direction and the same length as x and y, respectively. Then in view of Proposition 4.4
(applied for d = 2) we have 12h2a2 =
1
2‖x‖B‖y‖B, while
1
2h1a1 =
1
2h1‖x‖B, where h1 < ‖y‖B.
Thus (iv) is not fulfilled.
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A triangle T is said to be equilateral in a Minkowski plane M2(B) if all its sides have
the same Minkowskian length. For constructing a Minkowskian equilateral triangle with
a given Minkowskian side length, say one, one can employ the same method as in the
Euclidean plane, cf. [Tho96, Section 4.1], [Pet71] and [Bra99].
Example 6.12. Let M2(B) be a Minkowski plane where ‖ . ‖B is the l∞-norm. Then a
triangle T is equilateral in M2(B) if and only if one side of T is parallel to e1 or e2 and the
corresponding Euclidean height is equal to the length of that side of T. ¤
Example 6.13. Let B ⊆ E2 be a regular hexagon centered at the origin. Then the classes of
equilateral triangles in M2(B) and E2 coincide. This shows meanwhile that in general the
class of all equilateral triangles in a Minkowski plane does not determine the Minkowski
space uniquely. ¤
The following theorem relates two types of regular triangles, namely triangles with equal
Minkowskian sides and the triangles with equal Minkowskian heights, see also [CG85,
Section 6] where a slightly modified formulation of the equivalence (ii) ⇔ (iii) is given.
Theorem 6.14. LetM2(B) be an arbitrary Minkowski plane, and T be a triangle in M2(B).
Then the following conditions are equivalent:
(i) T has equal Minkowskian heights in M2(B);
(ii) T is equilateral in M2(B˜).
Proof. The theorem follows directly from (6.21).
We remark that the equivalence presented in the latter theorem is just the equivalence (i)
⇔ (ii) of Theorem 6.9 modified for the case d = 2. Of course, if d = 2 then all further condi-
tions given in Theorem 6.9 are also equivalent to the regularity properties of T presented
in points (i) and (ii) of the latter theorem.
Figs. 6.7 and 6.9, corresponding to B and B˜ depicted in Figs. 6.5 and 6.6, illustrate equiva-
lences (i) ⇔ (ii) and (iv) ⇔ (v) ⇔ (vi), respectively, when T is the triangle shown in Fig. 6.8.
B B˜
o
T
Figure 6.5 Figure 6.6 Figure 6.7 Figure 6.8
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7 Bodies of constant width in Minkowski spaces
This section is concerned with bodies of constant width in Minkowski spaces, i.e., with
bodies which have the same Minkowskian width at any direction. The results presented
here go back to the following statement formulated by A. Heppes for the Euclidean plane:
a closed convex curve C in the plane bounds a region of constant Euclidean width if and
only if any chord I of C is the longest chord of one of the two arcs in which C is split by I
(cf. [Hep59]). First we extend this result of Heppes to any Minkowski plane.
In higher dimensions the above theorem can be extended to the following result. Let K be
a body of constant width in a Minkowski space with unit ball B. Suppose that B and K are
strictly convex and smooth. Then any manifold M0, homeomorphic to a (d−2)-dimensional
sphere and lying in the boundary bd K of K splits bd K into two compact manifolds M1 and
M2 such that M1 or M2 has the same Minkowskian diameter as M0. Moreover, the above
property of bodies having constant Minkowskian width is even characteristic in the class
of strictly convex and smooth bodies with at least two Minkowskian diametral chords.
The above announced results are related to the famous Borsuk problem, cf. [BMS97],
[BG80], [BG72] and [Gru¨63]. Some further results related to Theorem 7.10 presented
below were obtained in [HK].
Further on, we derive an extension of the monotonicity lemma for Minkowski planes, whose
classical formulation is the following: for a fixed point p on the unit circle of a Minkowski
plane and a variable point x, which is moving on the unit circle from p to −p, the length of
the line segment [p, x] is non-decreasing, (cf. [Sch76], [Tho96, Lemma 4.1.2], and [DLR92].
Slight generalizations are derived in [Gru¨58] and [MSW01, Proposition 31]. A discussion
of related results is given in the surveys [MSW01, §3.5] and [MS03, §2]). More generally,
we get the following result. Assume that for the parameter t changing from 0 to 1 two
points p1(t) and p2(t) traverse the boundary of a convex body K in a Minkowski plane with
respect to counterclockwise and clockwise orientation, respectively, and that they do not
coincide for each t. We prove that K is of constant Minkowskian width if and only if the
Minkowskian distance between p1(t) and p2(t) is a unimodal function of t for each possible
choice of the functions p1(t) and p2(t). Furthermore, we give an appropriate extension of
the “only if” part of this result to higher dimensional Minkowski spaces.
We extend the notion of a double normal of a convex body from smooth, strictly convex
Minkowski planes to arbitrary Minkowski spaces in two different ways. Then, for both
these ways, we obtain the following characterization theorem: a convex body K in a Min-
kowski plane is of constant Minkowskian width iff every chord I of K splits K into two
compact convex sets K1 and K2 such that I is a Minkowskian double normal of K1 or K2.
Furthermore, the Euclidean version of this theorem yields a new characterization of the
d-dimensional Euclidean ball, where d ≥ 3.
7.1 Basic notions and properties
A d-dimensional convex body K is said to be of constant width λ > 0 in Md(B) if for any
direction u ∈ Ed \{o} we have wK,B(u) = λ.
The first results on bodies of constant Euclidean width were presented in [Bu¨c36], [BM40],
[JB56] and also §15 of the classical convexity book [BF74]. The surveys [CG83] and [HM93]
deal with both Euclidean and Minkowskian bodies of constant width. The book [Mon98]
is the only monograph entirely devoted to the theory of bodies of constant (though only in
Euclidean spaces). Section 2 of [MS03] surveys the latest results on constant Minkowskian
width.
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The following theorem provides several basic characteristic properties of constant Minkow-
skian width, which are often used as lemmas in various further results.
Theorem 7.1. Let K be a convex body in a Minkowski space Md(B). Then the following
conditions are equivalent.
(i) The body K is of constant Minkowskian width in Md(B).
(ii) The difference body of K is homothetic to B.
(iii) Affine diameters of K have all equal Minkowskian length with respect to Md(B).
(iv) The maximal Minkowskian chord-length function of K is constant.
(v) For any hyperplane H and any line l orthogonal to H in Md(B) the K-strip, whose
bounding hyperplanes are parallel to H, generates some affine diameter of K which is
parallel to l.
(vi) Every affine diameter I := [p1, p2], p1, p2 ∈ bd K, of K, having the property that (p1−p2)
is a smooth boundary point of both DK and ‖p1 − p2‖B · B, is orthogonal in Md(B) to
the bounding hyperplane of the (unique) K-strip which generates I.
Proof. The equivalences (i) ⇔ (ii) ⇔ (iii) ⇔ (iv) are trivial consequences of the results
from Section 5. The equivalence (i) ⇔ (v) is a slightly modified reformulation of [CG83,
Characterization (II’) at p.55]. The proof of it was actually done by Eggleston [Egg65,
Property (B) at p.164] who, however, did not use the notion of Minkowskian orthogonality.
The equivalence (i) ⇔ (vi) was implicitly proved in [Egg65, 164-165] for the case d = 2. For
an arbitrary d it then follows directly from the two-dimensional case.
If T ⊆ M2(B) is a Minkowskian equilateral triangle with sides of Minkowskian length
λ > 0, then the intersection WB(T ) of three Minkowskian balls of radius λ centered at the
vertices of T is called a Minkowskian Reuleaux triangle, cf. Figures 7.1,7.2 and 7.3, 7.4.
One can express the area of WB(T ) by the areas of T and B as follows:
V (WB(T )) =
λ2
2
V (B)− 2V (T ). (7.1)
It turns out that a convex body K of constant Minkowskian width in M2(B) is a Minkow-
skian Reuleaux triangle if there exist boundary points p1, p2, p3 of K such that the chords
[p1, p2], [p2, p3], and [p3, p1] are affine diameters of K.
The classical Blaschke-Lebesgue Theorem states that the convex body of a given constant
Euclidean width and least possible area is necessarily the Euclidean Reuleaux triangle.
Below we formulate the Minkowskian analogue of this theorem.
Theorem 7.2. Every planar convex body of given constant width in M2(B) and least pos-
sible area is necessarily a Reuleaux triangle in M2(B).
Proof. see [Ohm52], [Cha66] and [Tho96, Theorem 4.2.8].
In contrast to the Euclidean spaces, a Minkowskian Reuleaux triangle in a given Minkow-
ski plane is not unique figure up to a homothety transformation. Thus Theorem 7.2 only
singles out a (narrow) class of bodies of given constant Minkowskian width and least pos-
sible area, while in the Euclidean plane the Blaschke-Lebesgue Theorem determines the
corresponding optimal body uniquely up to a rigid motion.
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Figure 7.1 Figure 7.2
Figure 7.3 Figure 7.4
7.2 A new characterization of constant width in Minkowski planes
The following lemma was proved by Petty [Pet71] (see also [Tho96, Lemma 4.1.2]) for the
special case that K is a Minkowskian ball. But in a similar way it can be proven for an
arbitrary body of constant width in Minkowski planes.
Lemma 7.3. Let K be a convex body of constant width in a Minkowski plane M2(B), and
let [p0, p1], p0, p1 ∈ K, be an affine diameter of K. Let
_
p0p1 denote one of the two boundary
arcs of K with endpoints p0 and p1. Let a function p(t), where t ranges over [0, 1], be a
parameterization of _p0p1 with p(i) = pi (i = 0, 1). Then the function f(t) := ‖p(0) − p(t)‖B,
i.e., the Minkowskian length of the chord [p(0), p(t)], is increasing on [0, 1] in the non-strict
sense.
Proof. Let us fix an arbitrary value t0 from (0, 1). We show that there exists an ε(t0) > 0
such that for every t ∈ (t0, t0 + ε(t0)) the inequality f(t0) ≤ f(t) holds. Denote by I the
chord [p(0), p(t0)] of K corresponding to t = t0. If I is an affine diameter, then by Proposi-
tion 3.4 all chords [p(0), p(t)] of K with t ∈ [t0, 1] are also affine diameters and, by this, have
Minkowskian length diamB(K). Consequently, the function f(t) is constant on [t0, 1]. If I is
not an affine diameter, we consider a line l passing through p(t0) so that I is orthogonal to
l in M2(B).
We prove that l intersects bd K at some point distinct from p(t0), arguing by contradiction.
If we suppose the contrary, we get that l supports K exactly at one boundary point, namely
p(t0). In view of Theorem 7.1 ((i) ⇔ (v)) we can find an affine diameter I+ of the body K
parallel to I which can be generated by the K-strip S one of whose bounding lines is l.
Therefore p(t0) is necessarily an endpoint of I+. Consequently, since I and I+ are parallel,
we have that I = I+. Thus I is an affine diameter of K, a contradiction.
Further on, let us choose a point a from l ∩ bd K with a 6= p(t0). Let
_
p(t0)a denote the
boundary arc of K connecting p(t0) with a and not containing p(0). We define ε(t0) with
0 < ε(t0) ≤ 1 − t0 so that for every t ∈ (t0, t0 + ε(t0)) the point p(t) lies in the arc
_
p(t0)a
(see Fig. 7.5). Then, applying the Minkowskian orthogonality of I and l, we have ‖p(0) −
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p(t0)‖B ≤ ‖p(0) − p(t)‖B for every t ∈ (t0, t0 + ε(t0)), i.e., f(t0) ≤ f(t) for every t ∈ (t0, t0 +
ε(t0)).
It turns out that the latter statement, formulated for an arbitrary t0 ∈ (0, 1), implies
that f(t) is increasing in the non-strict sense. Indeed, if we suppose the contrary, then
there exist two values t1, t2 from [0, 1] with t1 < t2 and f(t1) > f(t2). Due to the conti-
nuity of f(t) we may define two maxima, namely M := max {f(t) : t ∈ [t1, t2]} and t∗ :=
max {t ∈ [t1, t2] : f(t) = M} . Obviously t∗ < t2 ≤ 1, and for every t ∈ (t∗, t2] we have f(t∗) >
f(t). But on the other hand, for every t ∈ (t∗, t∗ + ε(t∗)) we get f(t∗) ≤ f(t), a contradic-
tion.
p(t0)
l
a
p(t)
p(0)
K
Figure 7.5
Our next statement is the announced extension of a characterization of constant width in
the Euclidean plane due to A. Heppes [Hep59].
Theorem 7.4. Let K be a convex body in a Minkowski plane M2(B). Then the body K is
of constant width in M2(B) if and only if for an arbitrary chord I of K and the compact,
convex sets K1 and K2, into which K is split by I, we have that the Minkowskian length of
I coincides with diamB(K1) or diamB(K2).
Proof. I. First we prove the necessity. Suppose K is of constant width in M2(B) and
consider an arbitrary chord I := [p1, p2] of K with p1, p2 ∈ bd K. We wish to prove that
diamB(K1) or diamB(K2) is equal to ‖p1 − p2‖B, where the sets K1 and K2 are defined as in
the formulation of the theorem. If ‖p1 − p2‖B = diamB(K), the assertion becomes trivial.
Therefore we suppose that ‖p1 − p2‖B < diamB(K). Let I+ := [p+1 , p
+
2 ], p
+
1 , p
+
2 ∈ bd K, be
an affine diameter of K parallel to I, where p+1 and p
+
2 are such that the vector (p
+
1 − p
+
2 )
is of the same direction as the vector (p1 − p2). Let
_
p1p2 be the boundary arc of K which
connects p1 with p2 and does not contain the endpoints of I+. If
_
p1p2= [p1, p2], the assertion
is also trivial. Thus we suppose _p1p2 6= [p1, p2]. Without loss of generality, let K1 be bounded
by _p1p2 and [p1p2]. Further on, we show that diamB(K1) = ‖p1 − p2‖B. To prove this we use
Theorem 5.4 (Part II) and show that every affine diameter J := [q1, q2], q1, q2 ∈ bd K1, of K1
being parallel to some vector from cl exp DK1 is not longer than I.
By contradiction we prove that qi ∈ I for some i = 1, 2. Suppose the contrary. Then both
q1 and q2 belong to
_
p1p2 \{p1, p2}. Hence [q1, q2] is a local affine diameter of K and, by this,
an affine diameter of K. Then, by Proposition 3.5, I is also an affine diameter of K, a
contradiction.
Without loss of generality we assume that q1 ∈ I and prove that q1 ∈ {p1, p2} by contradic-
tion. Supposing the contrary, we obtain that q1 ∈ relint I. Consequently, J is generated by
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the K1-strip with bounding line aff{p1, p2}. Then (q1 − q2) ∈ relint I − q2 ⊆ bd DK1, which
contradicts (q1 − q2) ∈ cl exp DK1.
Now, without loss of generality, we can assume that q1 = p1. Further on, we apply Lemma 7.3
and obtain that ‖q1 − q2‖B ≤ ‖p1 − p2‖B which completes the proof of necessity.
l2 a2 c2
c′2
b2
l1 b1 c1
c′1
a1
K
Figure 7.6
II. For proving the sufficiency, we suppose that K is not of constant width in M2(B) and
show that there exists a chord I of K such that both K1 and K2, defined as in the statement
of the theorem, have Minkowskian diameter larger than the Minkowskian length of I. By
Theorem 7.1 ((i) ⇔ (v)) there exists an affine diameter J := [a1, a2], a1, a2 ∈ bd K, of K
and a K-strip S := conv(l1 ∪ l2) with bounding lines l1 and l2 such that J is generated by
S, and J is not orthogonal to li (i = 1, 2) in the Minkowskian sense. We use the notations
above in such a way that ai ∈ li (i = 1, 2), see Fig. 7.6. Consider the ball αB + a1 centered
at a1 and of radius α chosen so that l1 supports αB + a1. Obviously, I2 := (αB + a1) ∩ l2
is a line segment consisting of those and only those points p from l2 for which [a1, p] is
orthogonal to l2 in M2(B). By assumption we have that a2 does not belong to I2. Let b2 be
the point from I2 which is closest to a2. Evidently, I1 := a2 − (I2 − a1) = a1 + a2 − I2 is
the segment of those and only those points p from l1 for which [a2, p] is orthogonal to l1 in
M2(B). Moreover, the point b1 := a1 + a2 − b2 is the point from I1 which is closest to a1.
The set P := conv{a2, b1, a1, b2} is a non-degenerate parallelogram. Let us choose [c1, c2] as
chord of P with ci := (ai + bi)/2 (i = 1, 2). This chord is parallel to [a1, b2] and [a2, b1]. The
segment [c1, c2] intersects bd K in two points. The point of [c1, c2] ∩ bd K closer to c1 we
denote by c′1, and the other one by c′2. Since [c′1, c2] is orthogonal to l2 in M2(B), ‖c′1−c2‖B is
the distance from c′1 to l2. We notice that [c′1, a2] is not orthogonal to l2 in M2(B). Therefore
‖c′1 − a2‖B > ‖c
′
1 − c2‖B. But ‖c′1 − c2‖B ≥ ‖c′1 − c′2‖B. Hence the chord [c′1, a2] is strictly
longer than the chord [c′1, c′2]. In the same way we show that also [c′2, a1] is strictly longer
than the chord [c′1, c′2]. Thus, on both sides of [c′1, c′2] there are chords longer than [c′1, c′2],
which finishes the proof.
7.3 Constant Minkowskian width in terms of boundary cuts
In this section we give an extension of the “only if” part of Theorem 7.4 to higher dimen-
sions. Theorem 7.6 and Lemma 7.8 below present almost the same result (proved by two
different methods). Theorem 7.6 is usually weaker than Lemma 7.8 but is not restricted
only to smooth and strictly convex Minkowski spaces.
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The following lemma expresses Minkowskian diameter by means of Euclidean orthogonal
projections.
Lemma 7.5. Let K be a non-empty compact, convex set in Minkowski space Md(B) and
l be a one-dimensional linear subspace of Md(B). Let L denote the class of those two-
dimensional linear subspaces of Md(B) which contain l. Then
diamB(K) = max
{
diamB|L(K | L) : L ∈ L
}
. (7.2)
Proof. The lemma is a direct consequence of Theorem 5.9.
The following announced property of bodies of constant Minkowskian width in higher di-
mensions is new, even as a statement for Euclidean space.
Theorem 7.6. Let K be a body of constant width in Minkowski space Md(B), and S be the
intersection of K and a hyperplane. The intersection S splits K into two compact, convex
sets, say K1 and K2. Then diamB(S) coincides with diamB(K1) or diamB(K2).
Proof. Let λ := diamB(K) and H := aff S. If diamB(S) = λ, the assertion is trivial. Thus we
suppose that diamB(S) < λ. Let u0 ∈ Ed \{o} denote the normal of H. For every direction
u ∈ Ed \{o} not parallel to u0, let L(u) denote lin{u, u0}, and S(u), K(u), Ki(u) (i = 1, 2) as
well as B(u) denote the Euclidean orthogonal projections of S, K, Ki (i = 1, 2) and B onto
L(u), respectively. Let also λi(u) denote diamB(u) Ki(u), where i = 1, 2. We notice that K(u)
is a body of constant width λ inM2(B(u)), u ∈ U := Ed \ lin{u0}, and S(u) is a chord of K(u).
By Theorem 7.4, λi(u) (i = 1, 2) are continuous functions on U. Obviously, for every u ∈ U,
λ1(u) or λ2(u) is equal to λ. We prove by contradiction that for some i = 1, 2 and any u ∈ U
the relation λi(u) = λ holds. Let us suppose the contrary. Then there exist two distinct
vectors u1 and u2 from U such that λ1(u1) = λ and λ2(u2) = λ. Consider a path u(t), where
t ranges over [0, 1], connecting the points u1 and u2 and lying in the set U. By Theorem 7.4,
λ1(u2) = diamB(u2) S(u2), and then, applying (5.9), λ1(u2) ≤ diamB(S) < λ. Just in the same
way we obtain that λ2(u1) < λ. Then, by continuity of the functions λ1(u) and λ2(u), there
exists some t0 ∈ (0, 1) such that λ1(u(t0)) = λ2(u(t0)). Consequently λ1(u(t0)) = λ2(u(t0)) =
λ. But by Theorem 7.4 and (5.9) we have λi(u(t0)) = diamB(u(t0)) S(u(t0)) ≤ diamB(S) < λ
for some i = 1, 2, a contradiction. Suppose, for definiteness, that for any u ∈ U the relation
λ2(u) = λ holds and show that then diamB(S) = diamB(K1). Indeed,
diamB(S)
L 7.5
= max
{
diamB(u) S(u) : u ∈ U
} T 7.4
= max
{
diamB(u) K1(u) : u ∈ U
} L 7.5
=
diamB(K1),
L 7.5 and T 7.4 denoting Lemma 7.5 and Theorem 7.4, respectively.
Two boundary points p1 and p2 of K are said to be antipodal points generated by a K-strip
S if they lie in the two different hyperplanes bounding the strip S.
A Minkowskian diametral chord of a convex body K ⊆ Md(B) is a chord of K whose Min-
kowskian length is equal to the Minkowskian diameter of K. It is not hard to prove that
for a segment I ⊆ Md(B) and a linear space L ⊆ Md(B) we have µB(I) ≥ µB|L(I | L),
with equality if and only if I is orthogonal in Md(B) to some hyperplane whose Euclidean
normal lies in L.
Let K ⊆ Ed be a strictly convex and smooth body. Then the map n : bd K → SE associating
with a boundary point x of K the outward Euclidean unit normal of K at x is called the
spherical image map of K, cf. [Sch93]. It is known that this map is a homeomorphism.
47
Obviously, a chord [x1, x2], x1, x2 ∈ bd K, of K is an affine diameter of K if and only if
n(x1) = −n(x2).
The following topological lemma is weaker than Lemma 7.8. However, this lemma is
needed for the proof of Lemma 7.8.
Lemma 7.7. Let K ⊆ Ed be a smooth and strictly convex body, and M0 ⊆ M := bd K be
a manifold homeomorphic to (d − 2)-dimensional sphere. Let M1 and M2 denote the two
compact sets into which M is split by M0. Suppose that for any i ∈ {1, 2} the set Mi contains
a pair of points pi and qi which are antipodal to each other. Then M0 also contains a pair of
points antipodal to each other.
Proof. Since the spherical image map of K is a homeomorphism which transforms antipo-
dal points of K to antipodal points of BE and vice versa, it is sufficient to prove the lemma
for the case K = BE . Assume that K = BE . Then qi = −pi (i = 1, 2). If {pi,−pi} ⊆ M0 for
some i ∈ {1, 2}, then the assertion is trivial. Thus, we suppose additionally that for any
i ∈ {1, 2} we have {pi,−pi} 6⊆ M0. Further on, we consider separately the following two
cases.
Case 1: For any i ∈ {1, 2} one point of the set {pi,−pi} belongs to M0 and the other one not.
For definiteness we suppose that p1, p2 ∈ M0 and −p1,−p2 6∈ M0. Let us consider the path
p(t), t ∈ [0, 1], in M0 with p(0) = p1 and p(1) = p2. Since −p(0) ∈ M1 and −p(1) ∈ M2, we get
that for some t0 ∈ (0, 1) the point −p(t0) lies in M0. This yields the needed conclusion, since
p(t0) also lies in M0.
Case 2: For some i ∈ {1, 2} both points pi and −pi do not belong to M0. Suppose, for
definiteness, that i = 2, i.e., both p2 and −p2 do not belong to M1. Therefore we have
M1 ⊆ M \ {p2} and −M1 ⊆ M \ {p2}. It turns out that M1 is not strictly contained in
−M1, as well as −M1 is not strictly contained in M1. Indeed, if we suppose, for instance,
that M1 Ã −M1, then it follows that −M1 Ã −(−M1) = M1, a contradiction. Further on,
we notice that M1 ∩ (−M1) 6= ∅, since p1 belongs to both M1 and −M1. It is well known
that taking off one point from a (d − 1)-dimensional sphere, we obtain a set homeomor-
phic to Ed−1 . Thus we can consider some homeomorphism F : M \ {p2} → Ed−1 (e.g.,
F can be a stereographic projection). Trivially, F (M1) and F (−M1) are homeomorphic to
a (d − 1)-dimensional ball, the intersection F (M1) ∩ F (−M1) is non-empty, F (M1) is not
strictly contained in F (−M1), and F (−M1) is not strictly contained in F (M1). From this it
follows that bd F (M1) ∩ bd F (−M1) 6= ∅. In view of the relations bd F (M1) = F (M0) and
bd F (−M1) = F (−M0), the latter is equivalent to F (M0) ∩ F (−M0) 6= ∅. Obviously, for
any point p0 ∈ F−1(F (M0) ∩ F (−M0)) we have p0 ∈ M0 and −p0 ∈ M0. Thus the proof is
complete.
We say that a convex body K ⊆ Md(B) has Property (P ) if any manifold M0 which lies in
bd K and is homeomorphic to a (d − 2)-dimensional sphere splits bd K into two compact
manifolds M1 and M2 such that at least one of them has the same Minkowskian diameter
as M0.
Now let us formulate a stronger lemma.
Lemma 7.8. Let Md(B) be a strictly convex and smooth Minkowski space, and K ⊆ Md(B)
be a smooth body of constant Minkowskian width. Then K has Property (P ).
Proof. We assume that M0 ⊆ bd K is an arbitrary manifold homeomorphic to a (d − 2)-
dimensional sphere and denote by M1 and M2 the compact manifolds in which bd K is split
by M0.
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Let us denote diamB(K) by λ and diamB(Mi) by λi, where i ∈ {0, 1, 2}. Obviously, λ1 or λ2 is
equal to λ. If both λ1 and λ2 are equal to λ, the assertion follows from Lemma 7.7. Thus we
suppose that one of the values λ1 and λ2, say λ1, is strictly smaller than λ and show that
then λ0 = λ1. Let I1 := [p1, q1], p1, q1 ∈ M1, be a Minkowskian diametral chord of M1.
We prove by contradiction that {p1, q1} ∩ M0 6= ∅. Suppose the contrary, i.e., {p1, q1} ⊆
M1 \M0. Let I ′1 be the affine diameter of K parallel to I1. We introduce a two-dimensional
affine space A := aff(I1 ∪ I ′1). Obviously, for any chord I ′′1 of K being parallel to I1 and lying
in A strictly between I1 and I ′1 we have µB(I ′′1 ) > µB(I1). Further on, if I ′′1 is sufficiently
close to I1, then even the endpoints of I ′′1 lie in M1, a contradiction to µB(I1) = λ1.
Thus {p1, q1} ∩ M0 6= ∅. For definiteness we now suppose that p1 belongs to M0, and we
show that diamB(M0) ≥ diamB(M1). If q1 ∈ M0, then the assertion is trivial. Therefore we
assume that q1 ∈ M1 \M0. Since µB(I1) = λ1, we get that I1 is orthogonal in Md(B) to the
supporting hyperplane of K at q1. Let u1 ∈ SE be the outward Euclidean normal of K at q1.
Let us choose an affine diameter I2 := [p2, q2], of K with p2 = p1 and q2 ∈ bd K. Since λ1 < λ,
we have q2 ∈ M2 \M0. Let u2 ∈ SE denote the outward Euclidean normal of a supporting
hyperplane which bounds some K-strip generating I2. We introduce the two-dimensional
linear space L := lin{u1, u2}. Let us denote the projections of B, K, Ii, pi and qi onto L by
BL, KL, I
L
i , p
L
i and q
L
i , respectively. Clearly, KL is of constant Minkowskian width λ in
M2(BL), the points pLi , q
L
i belong to relbdKL and µBL(I
L
i ) = λi. Let cL be the boundary arc
of the two-dimensional convex body KL which connects qL1 with qL2 and does not contain
pL1 (= p
L
2 ). Then there exists a curve c ⊆ bd K with c|L = cL. Obviously, the endpoints of
c are q1 and q2. Since q1 ∈ M1 and q2 ∈ M2, we obtain that there exists some point q ∈ c
which also belongs to M0. Let qL := q|L, IL := [pL1 , qL] and I := [p1, q]. Summarizing, we
see that the chords ILi and I
L of KL have the point pL1 (= pL2 ) in common, IL lies between
IL1 and IL2 , µBL(IL1 ) = λ1 and µBL(IL2 ) = λ2 = λ. Consequently, in view of Theorem 7.4, we
get that µBL(IL) ≥ µBL(IL1 ) = λ1. Therefore, µB(I) ≥ µBL(IL) ≥ λ1. The latter implies that
diamB(M1) ≤ diamB(M0). The converse inequality follows from the inclusion M0 ⊆ M1.
Thus, diamB(M1) = diamB(M0).
p1
q1
q2
pL1
qL1
qL2
Figure 7.7
Lemma 7.9. Let Md(B) be an arbitrary strictly convex and smooth Minkowski space. Let
K ⊆ Md(B) be a strictly convex and smooth body which is not of Minkowskian constant
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width and has at least two Minkowskian diametral chords. Then K does not possess Prop-
erty (P ).
Proof. Let n be the spherical image map of the body K. Assume x1, x2 ∈ SE are two distinct
points such that ‖n−1(xi) − n−1(−xi)‖B = diamB(K), i = 1, 2. Since K is not of constant
width in Md(B), there exists some set U homeomorphic to a (d− 1)-dimensional open ball
such that for any x ∈ U we have ‖n−1(x)−n−1(−x)‖B < diamB(K). Additionally, we assume
that U ∩ (−U) = ∅.
We choose a unit circle C in SE with {−x1, x1} ⊆ C, U ∩ C 6= ∅ and {−x2, x2} ∩ C = ∅. Let
u be an arbitrary point from C ∩ U. In the sequel Bε, ε > 0, stands for the Euclidean ball
ε · BE . Let us choose an ε > 0 such that u + Bε ⊆ U. The set C \ int((−u + Bε) ∪ (u + Bε))
consists of two connected parts C1 and C2 with C1 = −C2. We define S1 to be the union of
the sets Si1, i ∈ {1, 2, 3}, given by
S11 := (C1 + Bε/2) ∩ SE ,
S21 := (C2 + Bε/3) ∩ SE ,
S31 := (u + Bε) ∩ SE .
We require additionally that ε is chosen to be small enough so that the condition {−x2, x2}∩
S1 = ∅ holds. Then we put S2 := cl(SE \ S1), S0 = S1 ∩ S2 and define the manifolds
Mi, i ∈ {0, 1, 2}, by Mi := n−1(Si) (see Fig. 7.8 depicting S0 and SE for the case d = 3).
Clearly, for i ∈ {1, 2} the manifold Mi has the same Minkowskian diameter as K, since Mi
contains the points n−1(±xi). It remains to show that diamB(M0) < diamB(K). Let p, q be
points from M0 such that ‖p− q‖B = diamB(M0). If p is not antipodal to q with respect to K,
then ‖p− q‖B < diamB(K). Otherwise, we have p = n−1(x0), q = n−1(−x0) for some x0 from
S0 ∩ (−S0). Let us show that in this case S0 ∩ (−S0) is a subset of U ∩ (−U). Obviously, S0 is
a subset of S ′0 := S10 ∪ S20 ∪ S30 , where Si0, i ∈ {1, 2, 3}, is the boundary of Si1 with respect to
the topology on SE . It is sufficient to show that the intersection S ′0 ∩ (−S′0) is contained in
U∪(−U). The above intersection can be represented as the union of the sets S i0∩(−S
j
0) i, j ∈
{1, 2, 3}. But if i = j or {i, j} = {1, 2}, then S i0∩ (−S
j
0) is empty. Thus, S
′
0∩ (−S
′
0) is the union
of the sets ±(S30 ∩ (−Si0)), i ∈ {1, 2}. But the latter sets are contained in U ∪ (−U). Hence,
S′0∩(−S
′
0) is also contained in U∪(−U). The latter implies that x0 ∈ U∪(−U). Consequently,
‖n−1(x0) − n
−1(−x0)‖B = ‖p − q‖B = diamB(M0) < diamB(K) = diamB(M1) = diamB(M2),
which means that K does not possess Property (P ).
Now we can formulate the announced characterization of constant Minkowskian width.
Theorem 7.10. LetMd(B) be a smooth and strictly convex Minkowski space. Then property
(P ) characterizes bodies of constant Minkowskian width within the class of smooth and
strictly convex bodies having at least two Minkowskian diametral chords. ¤
The above theorem follows directly from Lemmas 7.8 and 7.9.
It remains open, whether Lemma 7.9 can be proven for a convex body K with precisely one
Minkowskian diametral chord. If so, then our main theorem can be extended to a char-
acterization of constant Minkowskian width within all strictly convex and smooth bodies.
Another open problem is whether one can get rid of the smoothness and strict convexity
restrictions in Theorem 7.10.
50
S0
SE
−u
u−x1
x1
x2
−x2
Figure 7.8
7.4 A monotonicity lemma for bodies of constant Minkowskian width
Theorems 7.11 and 7.12 might be interesting for (and applied to) various different topics,
such as Borsuk’s partition problem [Gru¨58], finding new characterizations of inner product
spaces [AB88], investigating the girth and the perimeter of a Minkowskian ball [Sch76],
and studying self-packing problems [DLR92].
Considering curves, line segments and chords of convex bodies we allow them to be also
degenerate (i.e., to be a single point).
Let a1, a2, b2, b1 be (not necessarily distinct) boundary points of a planar convex body K
lying in that sequence with respect to some orientation of bd K. Suppose that the segments
Ia := [a1, a2] and Ib := [b1, b2] lie in bd K. Let l1 and l2 denote the two different arcs which
lie in bd K \ (relint Ia ∪ relint Ib) and whose endpoints are a1, b1 and a2, b2, respectively. Let
pi(t), with t ranging over [0, 1] and i = 1, 2, denote the path lying in li which starts and
ends at ai and bi respectively. Then the mapping I(t) := [p1(t), p2(t)] is called a chord
parameterization of K if the relative interiors of the segments I(t), t ∈ [0, 1], are mutually
disjoint, see Fig. 7.9. If the segments I(t), t ∈ [0, 1], are themselves mutually disjoint, then
the mapping I(t) is said to be a strict chord parameterization of K, see Fig. 7.10.
K K
Figure 7.9 Figure 7.10
The function µB(I(t)) is called the Minkowskian length function of the chord parameteri-
zation I(t). A function f(t) defined on the segment [0, 1] is said to be unimodal if for some
t0 ∈ [0, 1] the restrictions of f(t) on [0, t0] and [t0, 1] are both monotone. Now we use the
notion of chord parameterization introduced above in order to formulate our main result.
Theorem 7.11. Let K be a convex body in a Minkowski plane M2(B). Then the following
conditions are equivalent:
(i) The body K is of constant Minkowskian width.
51
(ii) The Minkowskian length function of every chord parameterization of K is unimodal.
(iii) The Minkowskian length function of every strict chord parameterization of K is uni-
modal.
Furthermore, if one of the above three conditions holds, then the maximum of the Minkow-
skian length function of any chord parameterization of K yields the Minkowskian width of
K.
Proof. In order to prove the first part of the theorem we only have to verify the implications
(i) ⇒ (ii) and (iii) ⇒ (i), since the implication (ii) ⇒ (iii) is trivial.
(i) ⇒ (ii): Let K be of constant Minkowskian width λ > 0. The chord I(t) splits K into
two compact, convex sets K0(t) and K1(t) containing the segments I(0) and I(1), respec-
tively. Let us denote the quantities µB(I(t)), diamB K0(t) and diamB K1(t) by f(t), f0(t) and
f1(t), respectively. Using continuity of the functions f0(t), f1(t) and the trivial relations
f0(0) ≤ f1(0) = λ and λ = f0(1) ≥ f1(1), we derive that there exists a t∗ ∈ [0, 1] such that
f0(t
∗) = f1(t
∗). The inclusions K0(t′) ⊆ K0(t′′) and K1(t′) ⊇ K1(t′′), 0 ≤ t′ ≤ t′′ ≤ 1, imply
that the functions f0(t) and f1(t) are non-decreasing and non-increasing, respectively. By
Theorem 7.4, we have f(t) = min{f0(t), f1(t)}, t ∈ [0, 1]. Using this together with the estab-
lished monotonicity of f0(t) and f1(t), we obtain that f(t) = f0(t) on the segment [0, t∗] and
f(t) = f1(t) on the segment [t∗, 1]. Thus, f(t) is unimodal.
(iii)⇒ (i): We suppose that the body K is not of constant Minkowskian width and construct
a strict chord parameterization of K whose Minkowskian length function is not unimodal.
By Theorem 7.4, one can find three chords I1, I2, I3 of K such that I1 and I3 lie at different
sides of the line aff I2 and are longer (in the Minkowskian sense) than I2. It is clear that
by a small perturbation of I1 and I3 we may always choose them being disjoint with I2 and
having the property relint I1 ∪ relint I3 ⊆ int K. Let ai ∈ bd K \ Ii, i ∈ {1, 3}, be an exposed
point of K such that I2 and ai lie at different sides of the line aff Ii. Then we may con-
struct a strict chord parameterization I(t), t ∈ [0, 1], of K such that I(0) = {a0}, I(1/4) =
I1, I(1/2) = I2, I(3/4) = I3, and I(1) = {a3}. Obviously, the Minkowskian length function
of the latter chord parameterization is not unimodal.
For proving the second part of the theorem, we suppose that K is of constant Minkowskian
width λ > 0. By Theorem 7.4, we get {f0(t), f1(t)} = {f(t), λ} for any t ∈ [0, 1], where the
notations are taken from the proof of the implication (i) ⇒ (ii). Consequently, for t = t∗
(which is also defined above) we obtain f(t∗) = f0(t∗) = f1(t∗) = λ.
The non-empty intersection of a hyperplane and a convex body is usually called a hyper-
plane section of this convex body. Let K be a d-dimensional convex body, and S(t), where t
ranges over [0, 1], be a mapping such that for each fixed t, S(t) is a hyperplane section of K.
We say that S(t) is a section parameterization of K if the following conditions are fulfilled:
(i) The mapping S(t) is continuous with respect to Hausdorff distance.
(ii) The relative interiors of all hyperplane sections S(t) with t ∈ [0, 1] are mutually dis-
joint.
(iii) For 0 ≤ t1 < t2 < t3 ≤ 1, S(t1) and S(t3) lie at different sides of the hyperplane aff S(t2).
(iv) The body K is the union of all hyperplane sections S(t) with t ∈ [0, 1].
Obviously, Conditions (i)-(iv) imply that S(0) and S(1) lie in bd K. The function diamB S(t)
is said to be the Minkowskian diameter function of the section parameterization S(t). This
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function is continuous (see, e.g., [AM04]). Now we are ready to formulate the announced
higher dimensional extension of the “only if” part of Theorem 7.11.
Theorem 7.12. Let K ⊆ Md(B), d ≥ 2, be a body of constant Minkowskian width and
S(t), t ∈ [0, 1], be a section parameterization of K. Then the Minkowskian diameter function
of S(t) is unimodal and, moreover, its maximum yields the Minkowskian width of K. ¤
The proof of this theorem is analogous to the proofs of the implication (i) ⇒ (ii) and the
second part of Theorem 7.11.
7.5 Characterization of constant Minkowskian width in terms of double
normals
We recall that the notions of weak and strong double normal, used in the following theorem,
were defined at p. 26.
Theorem 7.13. Let K be a convex body in a Minkowski plane M2(B). Then the following
conditions are equivalent.
(i) The body K is of constant Minkowskian width.
(ii) For an arbitrary chord I of K and convex sets K1 and K2 into which K is split by I we
have that the chord I is a strong Minkowskian double normal of K1 or K2.
(iii) For an arbitrary chord I of K and convex sets K1 and K2 into which K is split by I we
have that the chord I is a weak Minkowskian double normal of K1 or K2.
Proof. The implication (i) ⇒ (ii) follows directly from Theorem 7.4; (ii) ⇒ (iii) is trivial.
Thus, to prove the theorem we only need to verify the implication (iii) ⇒ (i).
We suppose that (iii) is fulfilled and prove (i) by means of Theorem 7.1 ((i) ⇔ (vi)). Let
I := [p1, p2], p1, p2 ∈ bd K, be an affine diameter of K such that (p1 − p2) is a smooth
boundary point of both DK and ‖p1 − p2‖B ·B.
First let us consider the case when there exists one more affine diameter of K which is
parallel, but not equal, to I. Then there exists a parallelogram P := conv(I1 ∪ I3), where I1
and I3 are distinct affine diameters of K parallel to I. The sides of P distinct from I1 and
I3 we denote by J1 and J2. Then I1 and I3 are generated by the K-strip conv(l1 ∪ l2) with
li := aff Ji (i = 1, 2).
In order to apply Theorem 7.1 ((i) ⇔ (vi)) we show by contradiction that I is orthogonal
to li in M2(B) (i = 1, 2). Let us suppose the contrary. The line segment I2 connecting the
midpoints of J1 and J2 is a chord of both K and P. Obviously, I2 is parallel to I. Let n1
and n2 be the (unique) lines passing through I2 ∩ J1 and I2 ∩ J2, respectively, so that I2 is
orthogonal to ni (i = 1, 2). By assumption ni 6= li (i = 1, 2). Therefore I2 splits P into two
parallelograms conv(I1 ∪ I2) and conv(I2 ∪ I3), none of them lying in the strip conv(n1 ∪ n2),
see Fig. 7.11. Trivially, the same is also valid for the parts of K into which it is split by I2.
Hence, we get a contradiction to (iii).
Now let us switch to the case when all chords J of K parallel to I, but not coinciding with
I, are not affine diameters. This implies that µB(J) < µB(I). The chord I splits K into
two parts K1 and K2. We approximate I by parallel chords of K lying in K1 and also by
parallel chords of K lying in K2, see Fig. 7.12. That means we consider sequences (I1,n)+∞n=1
and (I2,n)+∞n=1 such that Ii,n belongs to Ki and is parallel to I not coinciding with I, and
Ii,n converges to I in the Hausdorff metric, as n → +∞ (i = 1, 2; n ∈ N). The chord Ii,n
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splits K into two parts. Since µB(Ii,n) < µB(I) and since Ii,n is parallel to I, Ii,n cannot be
a weak double normal of that part of K (with respect to Ii,n) which contains I. Therefore,
by assumption, it is a weak double normal of that part of K which does not contain I.
Let us denote this part by Ki,n (i = 1, 2; n ∈ N). Since (p1 − p2) is a smooth boundary
point of ‖p1 − p2‖B · B, all lines l for which I is orthogonal to l in Md(B) are parallel to
each other. Let us denote by u ∈ Ed \{o} a Euclidean normal of such lines. Further on,
we denote by l′i,n and l
′′
i,n the supporting lines of Ki,n with the Euclidean outward normals
u and −u, respectively. Using again that (p1 − p2) is a smooth point of ‖p1 − p2‖B · B
and that Ii,n is a weak double normal of Ki,n, we derive that l′i,n and l
′′
i,n support Ki,n at
the endpoint of Ii,n. Denote by l′ and l′′ supporting lines of the set I with the Euclidean
outward normals u and −u, respectively. Obviously, Ki,n converges to Ki in the Hausdorff
metric, as n → +∞ (i = 1, 2). Hence, using this convergence of Ii,n to I and the facts that
l′i,n and l
′′
i,n are supporting lines of both Ii,n and Ki,n, we get that l
′ and l′′ support both K1
and K2 at the endpoints of I. Consequently l′ and l′′ support the body conv(K1 ∪K2) = K
at the endpoints of I, which yields the needed conclusion.
Further on, we apply Theorem 7.13 to obtain a characterization of the Euclidean ball and
a related property of bodies of constant Euclidean width which, in view of [BF74, §§ 15,16],
[CG83] and [HM93], are new. But first we present some preliminary remarks.
We notice that in the Euclidean plane the notions of strong and weak double normals
coincide. Therefore in E2 we use only the notion of a double normal.
Let L be a linear subspace of Ed . Then by PL we denote the operator of orthogonal projec-
tion onto L. Consider the class L of all two-dimensional subspaces of Ed containing a given
one-dimensional subspace l. Let K1, K2 be the sets from Kd . As a consequence of separation
theorems (cf. [Web94, Section 2.4]) we easily obtain that K1 ⊆ K2 iff PL(K1) ⊆ PL(K2) for
any L ∈ L.
Let S be a (d − 1)-dimensional convex body in Ed and let u be a Euclidean normal of the
hyperplane aff S. Then the set {x + αu : x ∈ S, α ∈ R} is said to be the infinite straight
cylinder with the base S.
The following theorem is used as an auxiliary statement in the proof of Theorem 7.15
Theorem 7.14. A strictly convex body K ⊆ Ed, d ≥ 3, is centrally symmetric if and only if
any two affine diameters of K intersect.
Proof. The necessity is obvious, since all affine diameter of a strictly convex, centrally
symmetric body pass through its center of symmetry. Let us prove the sufficiency. Suppose
that any two affine diameters of K intersect. We fix two arbitrary distinct affine diameters
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I ′ and I ′′ of K and denote their intersection point by p. Then any affine diameter of K
which does not lie in L := aff(I ′ ∪ I ′′) passes through p, since otherwise we would get a
contradiction to the assumption. If I is an affine diameter of K which lies in L, then it
can be approximated by a sequence of affine diameters In, n ∈ N, which do not lie in L
and converge to I in the Hausdorff metric, as n → +∞. Since all In pass through p, the
same is also true for I. Thus, all affine diameters of K pass through p. Now we show by
contradiction that p ∈ int K. Suppose the contrary, i.e., p ∈ bd K. Let pn, n ∈ N, be boundary
points of K with pn 6= p, n ∈ N, and pn → p, as n → +∞. Obviously, for any n ∈ N there
exists an affine diameter In one of whose endpoints coincides with pn. By assumption we get
In = [p, pn]. Since the infimum among lengths of all affine diameters yields the thickness
of a convex body (cf. Theorem 5.3), we get that the thickness of K is equal to zero which
is impossible, a contradiction. Thus, p ∈ int K and all chords of K passing through p are
affine diameters of K. But then, in view of Theorem 3.3, K is centrally symmetric.
Below we present a property of convex bodies having constant Euclidean width.
Theorem 7.15. Let K ⊆ Ed, d ≥ 2, be a body of constant Euclidean width. Then for every
hyperplane section S of K with dim S = d − 1 and diam S < diam K we have the following
property: S splits K into two convex bodies such that at least one of these bodies is contained
in the infinite straight cylinder with the base S.
Proof. We choose an arbitrary hyperplane section S of K with dim S = d − 1 and diam S <
diam K. Let C denote the straight cylinder with the base S and L the class of all two-
dimensional linear subspaces of Ed containing the unit normal vector of S. Let K1 and
K2 be the parts of K into which it is split by S. It turns out that for some i ∈ {1, 2} and
any L ∈ L the length of the segment PL(S) in M2(PL(B)) yields diamPL(B) PL(Ki). (This
statement is used in the proof of Theorem 9 in [AM04].) Consequently, PL(S) is a double
normal of PL(Ki) generated by the PL(Ki)-strip PL(C). Hence PL(Ki) ⊆ PL(C). Since L ∈ L
is chosen arbitrarily, we get Ki ⊆ C.
Problem 7.16. We notice that the implication converse to that expressed by Theorem 7.15
yields an open problem. In addition, it is not clear whether there exists a “nice” extension
of this theorem to Minkowski spaces. ¤
The following theorem is the announced characterization of the Euclidean ball.
Theorem 7.17. A convex body K ⊆ Ed, d ≥ 3, is a Euclidean ball if and only if every
hyperplane section S of K with dim S = d − 1 splits K into two convex bodies such that at
least one of these bodies is contained in the infinite straight cylinder with the base S.
Proof. The necessity is trivial. In order to prove the sufficiency we suppose that K is
not a Euclidean ball and show that then there exists a hyperplane section S of K with
dim S = d− 1 and such that the infinite straight cylinder with the base S contains neither
part of K into which it is split by S. Separately we consider the following two cases.
Case 1: K is not of constant width. Then we can find a two-dimensional linear subspace
L ⊆ Ed such that PL(K) is not of constant width in E2 . Therefore, by Theorem 7.13, there
exists a chord I of PL(K) such that I is not a double normal of the parts K1 and K2 into
which PL(K) is split by I. Obviously, then we can define S by S := P−1L (I) ∩K.
Case 2: K is of constant width (but not a Euclidean ball). By Theorem 7.14 we can find
two non-intersecting affine diameters I ′ and I ′′ of K. These two affine diameters are not
coplanar, since K is strictly convex. Let H be a hyperplane strictly separating I ′ and I ′′
and being parallel to both I ′ and I ′′. Then for the hyperplane section S := H ∩K we get the
needed conclusion.
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8 Reduced bodies in Minkowski spaces
In a Minkowski space Md(B) a convex body K is said to be reduced if K does not properly
contain a convex body of the same Minkowskian thickness. The notion of reduced body in
Minkowski spaces was introduced in [LM]. First we give an overview of the results on re-
duced bodies, present several important examples of reduced bodies and prove those basic
statements that are needed for later considerations. Finally we show that the simplices
that are reduced in the Minkowskian sense have necessarily equal Minkowskian heights.
Moreover, in Minkowski planes the above property of simplices is even characteristic. In
view of the above remark, the results from Section 6 on simplices (and triangles) with equal
Minkowskian heights yield much further information on reduced simplices in Minkowski
spaces.
8.1 Overview of results on reduced bodies
Clearly, every body of constant width in Md(B) is necessarily reduced in Md(B). Reduced
bodies in the Euclidean spaces were introduced by E. Heil [Hei78] in view of optimiza-
tion problems involving Euclidean thickness. Heil asked for spatial convex bodies of given
thickness and least possible quermassintegral of a fixed order (we recall that the quer-
massintegrals of order zero and one coincide, up to a multiple, with volume and surface
area, respectively). M. Lassak [Las90] gave detailed description of reduced bodies in the
Euclidean plane. In particular, he showed that the boundary of any reduced body in the
Euclidean plane consists of line segments and pieces having constant width, cf. Fig. 8.1,
where an example of a reduced body is depicted. This Euclidean statement was extended
to Minkowski planes in [LM]. In [LM] it was shown that every smooth Minkowskian re-
duced body is necessarily of constant Minkowskian width. Furthermore in the same paper
it was proved that in strictly convex Minkowski planes every strictly convex reduced body
is necessarily of constant Minkowskian width, cf. [Dek86b] for the corresponding result in
the Euclidean plane and [Dek86a] for its higher-dimensional Euclidean modification.
Figure 8.1
The following proposition yields in a sense a simplified definition of reducedness.
Proposition 8.1. A d-dimensional convex body K is reduced in Md(B) if and only if for any
closed halfspace H− with bd H− ∩ int K 6= ∅ we have ∆B(K ′) < ∆B(K) where K ′ := H− ∩K.
Proof. The necessity is trivial. Let us prove the sufficiency. Suppose K is not reduced in
Md(B), i.e., for some convex body K ′′ Ã K we have ∆B(K ′′) = ∆B(K). We wish to find a
convex body K ′ of the form given in the formulation of the proposition. For some direction
u ∈ Ed \{o} we have hK′′(u) < hK(u). We then put H− := H−K′′(u). We get K
′′ ⊆ K ′ Ã K,
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where K ′ := H− ∩ K. Consequently, ∆B(K ′′) ≤ ∆B(K ′) ≤ ∆B(K). But since ∆B(K ′′) =
∆B(K) we obtain ∆B(K ′) = ∆B(K) and we are done.
The following proposition presents an important sufficient condition of reducedness.
Proposition 8.2. Let Md(B) be an arbitrary Minkowski space and K be a convex body in
Md(B). Suppose that for any exposed point p of K there exists a direction u ∈ Ed \{o} such
that
(i) The hyperplane HK(u) supports K precisely at p.
(ii) The Minkowskian width of K at direction u is minimal.
Then K is reduced in Md(B).
Proof. Let us consider an arbitrary convex body K ′ ⊆ Md(B) properly contained in K and
show that ∆B(K ′) < ∆B(K). Then K ′ does not contain one of the exposed points of K, which
is easily proved by contradiction with the help of Theorem 2.1 (Formula (2.2)). Thus, let p
be a point from exp K \K ′. Let us choose a direction u such that (i) and (ii) hold. Obviously,
hK′(u) < hK(u), otherwise we would have a contradiction to (i). Consequently, wK′,B =
(hK′(u) + hK′(−u))/hB(u) < wK,B(u) = ∆B(K), which implies that ∆B(K ′) < ∆B(K) and
we are done.
Proposition 8.2 allows to find the following examples of the reduced bodies in Minkowski
and Euclidean spaces.
Example 8.3.
In view of Example 3.8 we see that the width function of the positive part B+E of the Eu-
clidean unit ball can be expressed by
wB+
E
(u) = |u+|+ |u−|, (8.1)
where the vectors u+ and u− are defined in the same way as in Example 3.8. Let S+E denote
the positive part of the Euclidean unit sphere, i.e., the set of all points from SE whose
all coordinates are nonnegative. Then it is clear that ext B+E = {o} ∪ S
+
E . From (8.1) we
immediately see that the thickness of B+E is equal to one and that all chords [o, x], x ∈ S
+
E ,
of B+E are thickness-chords. Thus, by Proposition 8.2 the convex body B
+
E is reduced in the
Euclidean sense. ¤
Example 8.4. Applying Proposition 8.2 we obtain that all regular polygons with odd num-
ber of vertices are reduced in E2 . ¤
Example 8.5. LetM2(B) be an arbitrary strictly convex Minkowski plane and let u ∈ bd B
and v ∈ bd B be conjugate directions in M2(B) (i.e., u is orthogonal to v in M2(B) and also
v is orthogonal to u in M2(B)). Let B+ be a Minkowskian sector which is bounded by a
part of bd B, [o, u] and [o, v]. Then one can show that the difference body of B+ coincides
with conv(B ∪ {u − v, v − u}). Consequently, by Theorem 5.3 (Equivalence (i) ⇔ (iii)) the
Minkowskian thickness of B+ is equal to one. But then by Proposition 8.2 we see that B+
is reduced in M2(B). ¤
The following theorem was proved in [LM]. Here we give a somewhat different proof of it,
which involves Theorem 5.4.
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Theorem 8.6. Let K be a reduced body in a Minkowski space Md(B) having Minkowskian
thickness one. Then K is the convex hull of translates of segments [o, p] with p ∈ cl exp K.
Proof. We argue by contradiction and assume that the statement of the theorem is not ful-
filled. For p ∈ bd B let Ip denote an affine diameter of K parallel to [o, p]. By assumption Ip
is not shorter than [o, p]. Clearly, K ′ := conv {Ip : p ∈ cl exp B} ⊆ K. In view of Theorem 5.4
(Part IV) we get that K ′ has the same Minkowskian thickness as K. But by the assumption
K cannot be equal to K ′, a contradiction to the reducedness of K.
As a consequence of the previous theorem we get a corollary (cf. [LM, Corollary 1]) for the
case when B is a polytope.
Corollary 8.7. Let B be a d-dimensional convex polytope with vertices±bk, k ∈ {1, 2, . . . , n},
n ∈ N, and K be a Minkowskian reduced body inM2(B) having Minkowskian thickness one.
Then
K = conv
n⋃
k=1
I ′k, (8.2)
where I ′k is a suitable translate of [o, bk]. ¤
Suppose B is a parallelogram. Then, using the above statement, we can show that K is a
reduced body in M2(B) with ∆B(K) = 1 if and only if K = conv(I1 ∪ I2), where I1 and I2
are intersecting translates of the diagonals of B. One can easily verify that the area of any
such K is equal to the area of B.
8.2 Minkowskian reduced triangles and simplices
First we present the announced property of Minkowskian reduced simplices.
Theorem 8.8. Let Md(B) be an arbitrary Minkowski space, and let T ⊆ Ed be a d-dimen-
sional simplex which is reduced in Md(B). Then T has equal Minkowskian heights with
respect to Md(B). Furthermore, the converse is not true in general.
Proof. The proof is the same as in the Euclidean case, cf. [MS04]. Namely, arguing by
contradiction we assume that T has unequal Minkowskian heights. Then the largest Min-
kowskian height h of T is larger than the smallest Minkowskian height of T, and in view of
Theorem 5.4 (Part III) is also larger than ∆B(T ). Let p be a vertex of T which corresponds
to the Minkowskian height h, and F be the facet of T opposite to p. Then a hyperplane H
which is parallel to F, meets T, and is sufficiently close to p cuts off a small closed convex
part T ′ of T around p, such that the width of the truncated simplex T ′ whose Minkowskian
width at normal direction of F is larger than ∆B(T ) but smaller than h. Clearly, T ′ has
the same set of unit facet normals as T. Therefore, in view of Theorem 5.4 (Part III), the
Minkowskian thickness of T ′ coincides with the Minkowskian thickness of T. Thus, T is
not reduced in Md(B), a contradiction.
We remark that in [MS04] (see also [MW02]) it was proven that in Ed with d ≥ 3 simplices
cannot be reduced. However, for a general Minkowski space (and even for that with a
smooth and strictly convex unit ball) Minkowskian reduced simplices can exist, which is
shown by the following
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Example 8.9. Let T be an arbitrary tetrahedron in E3 . Let us choose B to be a convex
body in E3 centered at the origin and such that B is contained in DT and touches all eight
triangular facets of DT. Then by Theorem 5.3 (Equivalence (i) ⇔ (iii)) the thickness of T
in M3(B) is equal to one. Furthermore, the Minkowskian width of T at the directions of
facet normals is minimal. Thus, in view of Proposition 8.2 the tetrahedron T is reduced in
M3(B). ¤
Next we show that the property formulated in the above theorem is characteristic in Min-
kowski planes and we use the results from Section 6 to obtain a further characteristic
property.
Theorem 8.10. LetM2(B) be an arbitrary Minkowski plane, and T be a triangle in M2(B).
Then the following conditions are equivalent:
(i) T is reduced in M2(B);
(ii) T has equal Minkowskian heights in M2(B);
(iii) T is equilateral in M2(B˜).
Proof. The equivalence (ii) ⇔ (iii) follows directly from Proposition 8.2. The equivalence
(ii) ⇔ (ii) is presented in Theorem 6.14.
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9 The inequality for volume and Minkowskian thickness
Let Md(B) be an arbitrary Minkowski space. By X (B) we denote the class of convex bod-
ies in Md(B) having Minkowskian thickness one and least possible volume. Trivially all
convex bodies from X (B) are reduced in Md(B). We prove that in the case when d = 2 each
body K from X (B) is necessarily a triangle or a quadrilateral. Furthermore, under certain
conditions involving the Minkowskian unit ball, the class X (B) consists only of triangles.
Trivially, the homothetical copies of convex bodies from X (B) correspond to the equality
case in the geometric inequality
V (K) ≥ α(B) ·∆B(K)
d, (9.1)
where α(B) is the volume of convex bodies from X (B). We cite the books [BF74, §10], [JB56,
§6], [BZ80], [BZ88] and [Tho96, Sections 4.4 and 4.5], where various geometric inequalities
in Minkowski and Euclidean spaces are discussed. If Md(B) is the Euclidean plane (i.e.,
d = 2 and B is an ellipse), then X (B) is the class of equilateral triangles with altitudes of
length one, which is proved by Pa´l in [Pa´l21] and also, in another way, below in this section.
For Md(B) being the Euclidean space with d ≥ 3, no elements from X (B) are known, but
see [Hei78] for a related discussion.
Further on, for the coefficient α(B) from (9.1) we prove that
(
2d
d
)−1
≤ α(B)/V (B) ≤ 2−d
with equality on the left if and only if B is the difference body of a simplex and on the right
if (and in the planar case also “only if”) B is a cross-polytope. The question whether for
d ≥ 3 the condition α(B)/V (B) = 2−d implies that B is a cross-polytope remains open.
9.1 Description of optimal bodies in the planar case
The following theorem gives a complete description of X (B) in the important case when
d = 2 and B is a hexagon.
Theorem 9.1. Let B ⊆ E2 be a convex hexagon with vertices ±bj , j ∈ {1, 2, 3}, and let
Ij := [o, bj ]. Then the following statements hold.
(i) For some k ∈ {1, 2, 3} there exists a triangle T which contains a translate of Ik and two
sides of which are translates of the remaining two segments Ij , j ∈ {1, 2, 3} \ {k}.
(ii) A convex body K belongs to X (B) if and only if for some k ∈ {1, 2, 3} the body K is the
convex hull of two intersecting translates of Ij , j ∈ {1, 2, 3} \ {k}, and some translate
of Ik is contained in K.
Proof. Without loss of generality we assume that b1, b2 as well as b2, b3 are neighboring
vertices of B. First we prove (i). Let us introduce the affine regular hexagon
B′ := conv{±b1,±b2,±b
′
3}
with b′3 := b2−b1. If B ⊆ B′, see Fig. 9.1, then the triangle conv{o, b1, b2} contains a translate
of I3. Otherwise, the line aff{b2, b3} or the line aff{b3,−b1} supports B′, see Fig. 9.2. In the
first case the triangle conv{o, b3,−b1} contains a translate of I2, while in the latter case the
triangle conv{o, b2, b3} contains a translate of I1.
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Next we prove (ii). First we verify the sufficiency. Let I ′j be a translate of Ij , j ∈ {1, 2, 3}.
Suppose that for some k ∈ {1, 2, 3} the convex body K := conv∪j∈{1,2,3}\{k}I ′j contains I
′
k and
the two segments I ′j , j ∈ {1, 2, 3} \ {k}, intersect. It suffices to show that V (K) ≤ V (R) for
any reduced body R inM2(B) with ∆B(R) = 1. By (8.2) we have R = conv∪i∈{1,2,3}I ′′j , where
I ′′j is a translate of Ij , j ∈ {1, 2, 3}. But then we obtain V (K) = V (conv∪j∈{1,2,3}\{k}I
′
j) ≤
V (conv∪j∈{1,2,3}\{k}I
′′
j ) ≤ V (R).
For showing the necessity, let k ∈ {1, 2, 3}, a triangle T be as in (i), and K be an arbitrary
body from X (B). Of course, K is reduced in M2(B) and therefore, in view of (8.2), it is
represented by K = conv∪i∈{1,2,3}I ′j , where I
′
j is a translate of Ij , j ∈ {1, 2, 3}. Consequently,
V (K) ≥ V (conv
⋃
j∈{1,2,3}\{k}
I ′j) ≥ V (T ). (9.2)
We notice that ∆B(T ) = 1, which can be verified by Theorem 5.3 (Equivalence (i) ⇔ (iii)).
But since K ∈ X (B), the area of T cannot be strictly less than the area of K. Thus the three
quantities involved in (9.2) are equal. But then the equality V (K) = V (conv∪j∈{1,2,3}\{k}I ′j)
implies that K = conv∪j∈{1,2,3}\{k}I ′j , while the equality V (conv∪j∈{1,2,3}\{k}I
′
j) = V (T )
implies that the two segments I ′j , j ∈ {1, 2, 3} \ {k}, intersect.
The following lemma presents a transformation of a Reuleaux triangle K in a Minkowski
plane M2(B) to a Reuleaux triangle K ′ in some other Minkowski plane M2(B′) such that
wK′(u) ≥ wK(u) for any u ∈ Ed \{o} while V (K ′) ≤ V (K). Furthermore, the latter equality
is usually strict and only in certain exceptional cases it becomes equality. The main part of
this lemma was proven in [KH53, Lemma 2]. We extend this proof from [KH53] by adding
a characterization of the equality case in (9.3).
Lemma 9.2. Let T be an equilateral triangle in a Minkowski plane M2(B) having Min-
kowskian side length one. Suppose B 6= DT, i.e., some side I of the affine regular hexagon
H := DT is not contained in bd B. Let q1, q2 be the vertices of H not lying in I ∪ (−I), and
u ∈ E2 \{o} be a direction of a line supporting B at q1. We introduce the line l := aff{q1, q2}
and the halfplane l+ bounded by l and containing I. Let us choose an α ∈ R \ {0} such that
I ′ := I + αu intersects bd B ∩ l+, and we introduce the triangle T ′ := conv({o} ∪ I ′) and the
convex body B′ := conv(B ∪ DT ′), see Fig. 9.3. Furthermore, let Sk, k ∈ {0, 1, 2}, be three
compact, convex sets with S0 ∪ S1 ∪ S2 = l+ ∩ (B \ int H) and qk ∈ Sk for k ∈ {1, 2}. Then for
the convex bodies K := WB(T ) and K ′ := WB′(T ′) we have ∆B(K ′) = 1 and
V (K ′) ≤ V (K), (9.3)
with equality if and only if S0 is a triangle, and for k ∈ {1, 2} the set Sk is a segment or a
triangle with one side parallel to u, see Fig. 9.4.
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Proof. The equality ∆B(K ′) = 1 is a direct consequence of Theorem 5.3 (Equivalence (i) ⇔
(iii)). Let us prove (9.3). The set l+∩cl(B′\B) is the union of two compact sets Pi, i ∈ {1, 2},
with disjoint interiors and Pi ∩ Si 6= ∅. By pi, i ∈ {1, 2}, we denote the endpoint of I with
{pi} = Pi ∩ I. Then p′i := pi + αu are the endpoints of I
′. The segment Ji := [pi, p′i] splits Pi
into two compact sets Pi,1 and Pi,2. We have
1
2
(V (B′)− V (B)) =
2∑
i,j=1,2
V (Pi,j) ≤
2∑
i,j=1
V (Ti,j), (9.4)
where Ti,j := conv Pi,j , i, j ∈ {1, 2}. Clearly, Ti,j is a triangle with side Ji. Let v denote the
Euclidean unit vector orthogonal to u. Then we have
2∑
i,j=1
wTi,j (v) ≤ wB(v) = 2wP (v), (9.5)
where P denotes the parallelogram with parallel sides I and I ′, see Fig. 9.3. Since V (Ti,j) =
1
2wTi,j (v) µ(Ji) and V (P ) = wP (v) µ(Ji), we can rewrite (9.5) as
2∑
i,j=1,2
V (Ti,j) ≤ V (P ).
The latter together with (9.4) yields that
1
2
(V (B′)− V (B)) ≤ V (P ).
But the area of P can be expressed by the obvious formula
V (P ) = 2(V (T ′)− V (T )).
Thus,
1
2
(V (B′)− V (B)) ≤ 2(V (T ′)− V (T )),
which implies
V (K ′)
(7.1)
=
1
2
V (B′)− 2V (T ′) ≤
1
2
V (B)− 2V (T )
(7.1)
= V (K)
and yields (9.3). Equality in (9.3) is attained if and only if it is attained in both (9.4)
and (9.5). Obviously, the latter is equivalent to the conditions on the sets Sk given in the
statement of the lemma, see also Fig. 9.4.
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The following theorem is the main result of this subsection.
Theorem 9.3. Let M2(B) be an arbitrary Minkowski plane. Then
(i) the class X (B) necessarily contains triangles;
(ii) the elements of X (B) distinct from triangles (if they exist) are necessarily quadrilater-
als;
(iii) the class X (B) contains quadrilaterals if and only if for some boundary point x of B∗,
which belongs to an open segment lying in bd B∗, the faces of bd B∗ parallel to [o, x] are
strictly longer than [o, x], see Fig. 9.8.
Proof. I. First we prove that any convex body from X (B) is necessarily a triangle or a
quadrilateral showing by this (ii). For this we consider an arbitrary planar convex body
K with ∆B(K) = 1 and single out the cases when we can find a convex body K ′ (which
is different in each of these cases) with ∆B(K ′) ≥ 1 and V (K ′) < V (K). The latter shows
that in such cases K does not belong to X (B). In the remaining cases K turns out to be a
quadrilateral or a triangle.
If K is not a Reuleaux triangle in M2(B0) with B0 := DK, then by the Minkowskian
analogue of the Blaschke-Lebesgue Theorem K cannot have minimal area in the class of
bodies having constant Minkowskian width one in M2(B0). Hence there exists some planar
convex body K ′ of constant Minkowskian width one in M2(B0) with strictly smaller area
than V (K). Using the equality DK ′ = DK and Theorem 5.3 (Equivalence (i) ⇔ (iii)) we
get that ∆B(K ′) = ∆B(K) = 1. From now on let K be a Reuleaux triangle in M2(B0), i.e.,
K = WB0(T ) for some triangle T equilateral in M2(B0). The set K \ int T is the union of
three compact, convex sets Sk, k ∈ {1, 2, 3}.
If for some k ∈ {1, 2, 3} the set Sk is neither a triangle nor a segment, then by Lemma 9.2
applied for the Reuleaux triangle K in the Minkowski plane M2(B0) there exists a planar
convex body K ′ with V (K ′) < V (K) and ∆B0(K ′) = ∆B0(K) = 1. For ∆B(K ′) we have
∆B(K
′) ≥ ∆B0(K
′) = 1, which follows from the inclusion B ⊆ B0 and Theorem 5.3 ((i) ⇔
(iii)).
Now suppose that for any k ∈ {1, 2, 3} the set Sk is either a triangle or a segment. Then B0
is a polygon with at least 4 and at most 12 vertices. Further on, we consider the following
cases.
Case 1: All three sets Sk are segments. Then K is a triangle.
Case 2: Precisely two sets Sk are segments. Then K is a quadrilateral.
Case 3: Precisely one set Sk, say S1, is a segment. If the intersection point p of S2 and S3 is
not a vertex of K, then K is a quadrilateral. Otherwise, let us denote by u the direction of a
line supporting K precisely at the point p. Applying Lemma 9.2 for K (with u in Lemma 9.2
chosen as above) we come to a convex body K ′ with V (K ′) < V (K) and ∆B0(K ′) = ∆B0(K).
The estimate ∆B(K ′) ≥ 1 is then obtained in the same way as before.
Case 4: None of the sets Sk is a segment. If some vertex p of DT is also a vertex of DK,
then we can choose a direction u of a line supporting DK precisely at p. Then, applying
Lemma 9.2 for K (with u in Lemma 9.2 chosen as here), we find a convex body K ′ with
V (K ′) < V (K) and ∆B(K ′) ≥ ∆B(K). Otherwise (i.e., no vertex of DT is a vertex of DK)
the convex body DK is a hexagon or a parallelogram. If under the latter assumption K has
more than four vertices, then by Theorem 9.1 applied for the Minkowski plane M2(B0) we
can find a triangle K ′ with V (K ′) < V (K) and ∆B0(K ′) = ∆B0(K). The latter yields in the
usual way that ∆B(K) ≥ 1.
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Summarizing we see that the area of a planar convex body K with ∆B(K) = 1 was not
minimized only in the cases when K is a polygon with at most 4 vertices, which yields
Part (ii) of our theorem.
II. Meanwhile we have shown the following. Let K be a convex body from X (B). Then K
is a Reuleaux triangle in M2(B0) with B0 := DK, i.e., K = WB0(T ) for some triangle T
equilateral in M2(B0). Furthermore, for every triangle T as above at least two vertices
of T are also vertices of K (to verify this, see Cases 1-4). We can even show that there
exists an equilateral triangle T ′ in M2(B0) with K = WB0(T ′) and extT ′ ⊆ ext K. If K is a
triangle then the above statement is trivial. Therefore, suppose that K is a quadrilateral
and consider a triangle T := conv{p1, p2, p3}, pi ∈ M2(B0) (i = 1, 2), with K = WB0(T ),
{p2, p3} ⊆ ext K and p1 6∈ ext K. Let I be the side of K containing p1. It turns out that I is
parallel to [p2, p3], since otherwise [p1, p3] or [p2, p3] would not be an affine diameter of K. But
then for any point p from I both [p, p2] and [p, p3] are affine diameters of K. Consequently
T ′ := conv{p′1, p2, p3}, where p′1 is an endpoint of I, is a triangle whose existence we wanted
to verify.
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III. Now we will prove (iii). Let us start with the necessity. Suppose X (B) contains quadri-
laterals and K0 be an arbitrary quadrilateral from X (B). Let B0 := DK0, and T be an
equilateral triangle in M2(B0) with WB0(T ) = K0 and ext T ⊆ ext K0. Let I0 := [a0, b0]
and I := [a, b] be diagonals of the quadrilateral K0 such that b 6∈ T. It turns out that the
boundary points c0 := b0 − a0 and c := b − a of B0 belong to B. Arguing by contradiction,
we assume first that c 6∈ B. Then some line parallel to I0 and lying between I0 and b can
cut off a small piece from K0 containing b such that we get some other convex body of the
same Minkowskian thickness and strictly smaller area, a contradiction. Now let us prove
that c0 ∈ B. Suppose the contrary, i.e., c0 6∈ B. Let u ∈ E2 \{o} be the direction of a line
supporting B0 precisely at c0. Then we fix an α ∈ R\{0} such that the segment I1 := I0 +αu
passes through b. Trivially, T1 := conv(I1 ∪ I) is a triangle whose area is equal to the area
of K0. Furthermore, the affine regular hexagon B1 := DT1 contains B, see Fig. 9.7. From
our construction it is clear that bd B1 \ {±c} and B are disjoint. Therefore, taking some
segment I2 Ã I1, whose length is sufficiently close to the length of I1, we obtain a trian-
gle conv(I2 ∪ I) with the same Minkowskian thickness as K0 and strictly smaller area, a
contradiction. Thus we see that the boundary points ±c0 and ±c of B0 belong to B, see
Fig. 9.7.
Since c0 is a boundary point of both B and B1, we have rB(c0) = rB1(c0) or, equivalently,
hB∗(c0) = hB∗
1
(c0). The latter means that the supporting hyperplanes of B∗ and B∗1 at
direction c0 coincide. Furthermore, taking into account the inclusion B ⊆ B1 and the re-
lation c0 ∈ bd B1 ∩ bd B we get the following strict inclusion of normal cones: N(B1, c0) Ã
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N(B, c0), see Fig. 9.7. Therefore, applying Proposition 3.13(ii) we come to the strict in-
clusion F (B∗1 , c0) Ã F (B∗, c0). Clearly, F (B∗1 , c0) is a side of the hexagon B∗1 . Let v be the
Euclidean outward normal of B1 at c. It is not hard to see that v ∈ int N(B, c). Consequently,
by Proposition 3.13 we have that x := rB∗
1
(v)v is a vertex of B∗1 lying in the relative interior
of F (B∗, c). Since the hexagon B∗1 is affine regular, the segments [o, x] and F (B∗1 , c0) have
the same length and direction, which yields the necessity in (iii).
IV. Now let us prove the sufficiency in (iii). Suppose that a boundary point x of B∗ be-
longs to an open segment J1 lying in bd B∗ and for the Euclidean normal c0 ∈ bd B of the
vector x the segment F (B∗, c0) is strictly longer than [o, x]. Let J2 be a segment lying in
the relative interior of F (B∗, c0) and having the same length as [o, x] and c ∈ bd B be the
Euclidean normal of J1. We consider the affine regular hexagon B0 being the dual body of
conv({x,−x} ∪ J2 ∪ (−J2)). By assumptions we get that the points ±c0 are vertices of B0,
the vector x is a side normal of B0, and the boundaries of B and B0 intersect precisely at
points ±c0,±c. Furthermore, using Proposition 3.13 it is not hard to derive the following
relations:
N(B0, c0) ⊆ int N(B, c0) ∪ {o}, (9.6)
x ∈ int N(B, c). (9.7)
We consider a triangle T0 with DT0 = B0. Let I0 be the side of T0 with the Euclidean
normal x, and a be the vertex of T0 not lying in I1. Further on, let b be a point from I1 such
that the segment I := [a, b] has the same direction and the same length as [o, c]. We also
choose a direction u of a line supporting B0 precisely at c0. In view of (9.6) and (9.7) it is
possible to find a segment I1 := I0 +αu, α ∈ R \ {o}, such that the difference body B1 of the
quadrilateral K1 := conv(I1 ∪ I) contains B. It turns out that the quadrilateral K1 belongs
to X (B), since its area is not larger than the area of any Minkowskian reduced body K ∈
M2(B) having Minkowskian thickness one. Indeed, let I ′1 and I ′ be the affine diameters of
K parallel to I1 and I, respectively. Of course, µB(I0) ≤ µB(I ′0) and µB(J) ≤ µB(J ′). But
then V (K0) ≤ V (conv(I ′0 ∪ J ′)) ≤ V (K ′), and the sufficiency is verified.
V. It turns out that (i) follows directly from the derivations given above. Indeed, (ii) states
that all elements of X (B) distinct from triangles are necessarily quadrilaterals. But in
the proof of (iii), taking a quadrilateral K0 from X (B), we construct a triangle K1 which
also belongs to X (B). Consequently, X (B) cannot consist only of quadrilaterals and has to
contain some triangles.
Further on, we wish to enumerate several simple properties of B which imply that X (B)
consists only of triangles but which are not equivalent to the condition that all elements
X (B) are triangles. Namely, using Theorems 9.3(iii) and 4.10 we get the following.
Theorem 9.4. Let a planar convex body B, which is centered at the origin, possess at least
one of the following properties:
I. convB∗(B∗) = B∗;
II. B has at most two non-smooth boundary points;
III. bd B is a Radon curve.
Then X (B) consists only of triangles. ¤
As a consequence of Theorem 8.10 and the previous theorem we obtain the following
Theorem 9.5. Let M2(B) be Euclidean plane (i.e. B is an ellipse) then X (B) is precisely
the class of equilateral triangles in M2(B) with heights of length one. ¤
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9.2 Estimates for the coefficient in the inequality for volume and Min-
kowskian thickness
Parts I and II of the following lemma follow directly from Parts II and III, respectively, of
Theorem (5.4).
Lemma 9.6. Let P be a convex polygon in a Minkowski plane M2(B). Then
I. For some vertices v1, v2 of P we have ‖v1 − v2‖B = diamB(P ).
II. For some Euclidean side normal u of P we have wP,B(u) = ∆B(P ).
¤
Let T be an arbitrary triangle with Euclidean side normals ui, i ∈ {1, 2, 3}. Recall that the
quantities hi := wT,B(ui) are called the Minkowskian heights of T, cf. Subsection 6.4. By a˜i
(again as in Subsection 6.4) we denote the length of the side of T with Euclidean normal ui
measured in the Minkowski plane M2(B˜).
From Formula (6.21) in Theorem (6.10) we see that for some k ∈ {1, 2, 3} we have hk =
min {ai : i = 1, 2, 3} and a˜k = max {a˜i : i = 1, 2, 3} . But in view of Lemma 9.6, hk = ∆B(T )
and a˜k = diamB(T ). Thus, (6.21) implies
V (T ) =
1
2
∆B(T ) diamB˜(T ). (9.8)
Suppose B is a parallelogram. Then, using (8.2), we can show that K is a reduced body in
M2(B) with ∆B(K) = 2 if and only if K = conv(I1 ∪ I2), where I1 and I2 are intersecting
translations of the diagonals of B. One can easily verify that the area of any such K is
equal to the area of B.
For a convex body K ⊆ Ed we have
(
2d
d
)−1
≤
V (K)
V (DK)
≤ 2−d (9.9)
with equality on the left if and only if K is a simplex and on the right if and only if K is
centrally symmetric, see [Sch93, Section 7.3]. The inequality on the left hand side of (9.9)
is the famous Rogers-Shephard inequality.
For a convex body K ⊆ Ed and a convex body B ⊆ Ed which is centered at the origin we
introduce the quantities
f(K, B) :=
V (K)
V (B) ∆B(K)d
, (9.10)
f(B) := min
{
f(K, B) : K is a convex body in Ed
}
. (9.11)
The term V (B) on the left hand side of (9.10) is inserted in order to make the functional
f(B) affine invariant. The quantity f(B) can also be treated as the least possible “normal-
ized volume” (i.e., V (K)/V (B)) of a convex body K of Minkowskian thickness one, or as the
unique positive value yielding the sharp geometric inequality
V (K)/V (B) ≥ f(B) ·∆B(K)
d. (9.12)
If d = 2 and Md(B) is the Euclidean plane, then convex bodies yielding equality in (9.12)
are precisely equilateral triangles, which was shown by Pa´l (see [BF74, Section 44]). Heil
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[Hei78] asked for the bodies yielding equality in (9.12) in the case Md(B) is the Euclidean
space with d ≥ 3. In [Hei78] he also constructed a convex body which might yield equality
for d = 3.
As an obvious consequence of Theorem 9.3 we get the following
Theorem 9.7. Let M2(B) be an arbitrary Minkowski plane. Then there exists a Minkow-
skian reduced triangle T such that f(T, B) = f(B), i.e., T yields equality in (9.12). ¤
We notice that the triangles involved in Theorem 9.7 can be described by means of Theo-
rem 8.10.
Now we are ready to formulate the announced new result.
Theorem 9.8. Let Md(B) be an arbitrary Minkowski space. Then(
2d
d
)−1
≤ f(B) ≤ 2−d. (9.13)
with equality on the left if and only if B is the difference body of a simplex and on the right
if B is a cross-polytope.
Furthermore, for d = 2 the equality f(B) = 2−d = 14 holds if and only if B is a parallelogram.
Proof. I. Let us prove (9.13). We consider an arbitrary convex body K ⊆ Ed with ∆B(K) = 1.
Then B ⊆ DK, and by (9.9) we get V (K)/V (B) ≥
(
2d
d
)−1
V (DK)/V (B) ≥
(
2d
d
)−1
. Conse-
quently, f(B) ≥
(
2d
d
)−1
with equality if and only if K is a simplex and B = DK. The
inequality f(B) ≤ 2−d follows from the fact for any convex body K being a Minkowskian
ball we have f(K, B) = 2−d.
II. Now we assume that B is a cross-polytope and show that f(B) = 2−d. Let us consider
convex polytopes P ⊆ Ed given by
P = conv
d⋃
i=1
([o, ui] + pi), (9.14)
where u1, . . . , ud is a fixed basis in Ed and p1, . . . , pd are variable points in Ed . In [McM82]
and also in [Mar89] the polytopes P with minimal volume were described. Theorems given
in the above mentioned papers imply that the cross-polytope P with pi = −12ui, i.e., the
polytope 12 conv
d
i=1[−ui, ui], yields the minimal volume. Assume that ±ui, i ∈ {1, 2, . . . , d},
are (all) vertices of B. Then, in view of (8.2), any reduced body in Md(B) having Minkow-
skian thickness one can be given by (9.14) with an appropriate choice of pi, i ∈ {1, . . . , d}.
Consequently, the volume of 12B does not exceed the volume of any reduced body in M
2(B)
having Minkowskian thickness one, which implies that f(B) = 2−d.
III. Finally we assume that d = 2 and prove the second part of the theorem.
It is clear that all planar convex bodies K with f(K, B) = f(B) are necessarily reduced
in M2(B). Let Th(B) and Ts(B) denote the classes of triangles having equal Minkowskian
heights and equal Minkowskian sides, respectively. In other words, Th(B) is precisely the
class of reduced triangles in M2(B) (see Theorem 8.10), and Ts(B) is the class of equilateral
triangles in M2(B). In view of Theorem 9.7 we get
f(B) = min {f(T, B) : T ∈ Th(B)} . (9.15)
Furthermore, for a planar convex body B centered at the origin and a triangle T in E2 we
introduce the quantities
g(T, B) :=
V (T )
V (B) diamB(T )2
, (9.16)
g(B) := max {g(T, B) : T ∈ Ts(B)} , (9.17)
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which are in a sense complementary to f(T, B) and f(B), respectively. (We notice, that
f(B) is the largest possible “normalized area” of a Minkowskian equilateral triangle having
Minkowskian diameter one.) Using (9.8) it is easy to verify that
4V (B)V (B˜)f(T, B)g(T, B˜) = 1 (9.18)
Theorem 8.10 states that Th(B) = Ts(B˜). Hence, (9.18) implies
4V (B)V (B˜)f(B)g(B˜) = 1. (9.19)
In [WW91] it was proven that
g(B) ≥
1
8
(9.20)
with equality if and only if B is a parallelogram. In fact, (9.20) (without equality case) is a
direct consequence of Lemma 1 from [Cha66], which is also given in [Tho96, Lemma 4.2.6].
The quantity V (B)V (B˜) involved in (9.19) is known as the volume-product of B. Mahler
[Mah39] proved that
V (B)V (B˜) ≥ 8 (9.21)
with equality if and only if B is a parallelogram, see also [Tho96, pp.54-55] and [Rei86] for
related higher-dimensional results.
The sufficiency in the last part of the theorem need not be proved, since it is already in-
volved in the first part of the theorem. The necessity holds since for any B which is not a
parallelogram we have the sharp inequality f(B) < 14 . Indeed, if B is not a parallelogram,
then (9.20) and (9.21) become sharp. Applying these sharp inequalities and (9.19) we easily
arrive at the inequality f(B) < 14 .
Problem 9.9. It should be mentioned that for d ≥ 3 it is an open question whether the
condition f(B) = 2−d implies that B is a cross-polytope. ¤
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The subject of the dissertation.
The dissertation is devoted to the study of certain metrical problems from convex-
ity within the framework of Minkowski geometry. A Minkowski space is a finite-
dimensional Banach space over the real field. Every Minkowski space can be iden-
tified with Rd with an appropriately chosen (in general non-Euclidean) norm. By
Md(B) we denote the d-dimensional Minkowski space with the unit ball B, which is
a convex body in Rd centered at the origin. The Euclidean space of dimension d is
denoted by Ed . Our research is concentrated on problems for convex sets in Minkow-
ski spaces involving Minkowskian cross-section measures, i.e., section and projection
measures. One of the preliminary sections is concerned with a unified description
of Minkowskian cross-section measures of dimension one, which are used afterwards
throughout the dissertation. In further sections we investigate the following three
classes of convex bodies: simplices in Minkowski spaces, bodies of constant Minkow-
skian width, and reduced bodies in Minkowski spaces. The last section is devoted to
an important geometric inequality involving Minkowskian minimal width as well as
to the description of the corresponding extremal bodies.
Cross-section measures in Minkowski spaces.
It has been known for a long time that the diameter of a convex body K ⊆ Ed is equal
to the maximum of the width function of K, to the largest possible length of a chord of
K, and to the circumradius of the difference body of K. Analogously, the thickness of
K, i.e., the minimum of the width function of K, is equal to the least possible length of
an affine diameter of K (i.e., of a chord having parallel supporting hyperplanes of K
through its endpoints) and to the inradius of the difference body of K. We obtain the
respective Minkowskian results together with additional analytical representations,
cf. also [Ave03b]. Furthermore, discrete formulas are obtained for the case when the
measured body or/and the Minkowskian ball are polytopes.
Characterizations of constant width in Minkowski spaces.
The width of a convex body at a given direction is the distance between two different
supporting hyperplanes orthogonal to this direction. A convex body is said to have
constant width if its width is independent of the direction. If in the definition of
width we replace the Euclidean distance by the Minkowskian one, the notions of
Minkowskian width and of constant Minkowskian width are obtained.
A. Heppes proved that a planar convex body K is of constant Euclidean width if and
only if every chord I of K splits K into two parts one of which has diameter equal to
the length of I. The above theorem of Heppes is completely extended to Minkowski
plane, cf. also [AM04].
In addition, we extend the above result to higher dimensions, see also the joint paper
with A. Heppes [AH]. A convex body K in a d-dimensional Minkowski space is said to
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have property (P) if any (d− 2) dimensional topological sphere M0 in bd K splits bd K
into two compact parts one of which has the same Minkowskian diameter as M0. It is
proved that Property (P) characterizes constant Minkowskian width within the class
of smooth and strictly convex bodies with at least two Minkowskian diametral chords
(diametral chord is a chord whose length is equal to the diameter of a convex body).
The Euclidean version of this result is new as well.
A chord I of a planar convex body K is said to be a double normal if the endpoints
of I lie in the supporting lines of K orthogonal to I. In Minkowski planes one can
introduced two types of double normals, namely weak Minkowskian double normals
and strong Minkowskian double normals. It is shown (cf. also [Ave03a]) that for both
these types a planar convex body K is of constant Minkowskian width if and only if
any chord I of K splits K into parts K1 and K2 such that I is a Minkowskian double
normal of K1 or K2. The above characterization is also new in Euclidean planes.
A monotonicity lemma for bodies of constant Minkowskian width.
The classical monotonicity lemma (which is often used in Minkowski geometry) states
that for a point p moving on the Minkowskian semicircle from one of its endpoints,
say p1, to the other one, the Minkowskian distance from p to p1 is non-decreasing.
We generalize the monotonicity lemma to the following property of bodies of constant
width. Let K be a planar body of constant Minkowskian width and let I(t), t ∈ [0, 1],
be pairwise disjoint chords of K continuously depending on t such that all I(t) cover
the body K. Then the Minkowskian length of I(t) is a unimodal function of variable
t. Furthermore, the above property characterizes planar bodies of constant Minkow-
skian width. In higher dimensional Minkowski spaces this property is generalized by
means of higher dimensional sections of bodies of constant Minkowskian width, cf.
[Avea].
Geometry of simplices in Minkowski spaces.
School geometry says that the area of a triangle is equal to half of the height of
that triangle times the length of the base. It turns out that this formula still holds
if we measure the height (i.e, the distance from the base to the opposite vertex) in
a Minkowski plane M2(B) and the base in the corresponding isoperimetrix plane
M2(B˜). Going to higher dimensions, one considers a simplex, which is trivially a
pyramid with respect to any of its facets. Hence its volume can be measured by the
well-known formula for the volume of a pyramid. This formula is also extendable to
Minkowski spaces if we replace the usual Euclidean height by the height in a Min-
kowski space M2(B) and the surface area of the pyramid by a relative surface area
generated by the body B (the notion of relative surface area was introduced by Had-
wiger in [Had57]). Having obtained these Minkowskian formulas, we can apply them
for examining Minkowskian tangent balls of a simplex, i.e., the Minkowskian balls
supported by all facet-hyperplanes of the simplex. We remark that the Minkowskian
inball is a special Minkowskian tangent ball. Many known relations for tangent radii
in the Euclidean case (cf. [AC64]) are extended to the Minkowskian tangent radii. Fi-
nally, the notion of equiareal simplex (simplex with facets of equal area) is extended
to the notion of Minkowskian equiareal simplex (simplex with facets of equal rela-
tive area), and then a series of characterizing properties for Minkowskian equiareal
simplex is obtained. Some of these properties are new even for Euclidean equiareal
simplices. All the above results are proved in [Ave03c].
Planar convex bodies of given Minkowskian thickness and least possible area.
We formulate the following translation invariant problem. Assume that for any
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u ∈ E2 \{o} the width of a variable planar convex body K at u is not less than the
width of a fixed centrally symmetric body B at direction u. One can ask for properties
of those K (given above) with least possible area. This problem is translation invari-
ant in the following sense: if K is optimal, then any translate of K is also optimal. For
B a Euclidean unit disc (this is the case when the problem is even motion invariant)
the question was solved by Pa´l, cf. [BF74, Section 44], and the extremal figures are
equilateral triangles. In general case we can show that the optimal bodies consid-
ered above are necessarily triangles or quadrilaterals. Furthermore, a more detailed
geometric description of these bodies is possible. This was shown in [Aveb], where
the problem is formulated in terms of Minkowski geometry. More precisely, the latter
problem concerns the description of planar convex bodies with given Minkowskian
thickness and least possible area.
The inequality for volume and Minkowskian thickness.
Let K be a convex body in a Minkowski space Md(B). The Minkowskian thickness
∆B(K) of K is the least possible distance occurring between two points lying in dif-
ferent parallel supporting hyperplanes of K. The relation between volume V (K) of
K and the Minkowskian thickness ∆B(K) of K is generally described by the sharp
geometric inequality V (K) ≥ α(B) · ∆B(K)d, with some positive coefficient α(B) de-
pending on the space. We find the sharp lower and upper bounds for that coefficients,
cf. [Avec]. More precisely, it is proven that
(
2d
d
)−1
≤ α(B)/V (B) ≤ 2−d with equality
on the left if and only if B is the difference body of a simplex and on the right if (and
in the planar case also “only if”) B is a cross-polytope. The question whether for d ≥ 3
the condition α(B)/V (B) = 2−d implies that B is a cross-polytope remains open.
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