A note on a counting problem arising in percolation theory  by Levy, Rafi & Shamir, Eli
Discrete Mathematics 114 (1993) 361-365 
North-Holland 
361 
A note on a counting problem 
arising in percolation theory 
Rafi Levy and Eli Shamir * 
Institute qf Mathematics and Computer Science, Hebrew University, Jerusalem 91904, Israel 
Received 17 December 1990 
Abstract 
Levy, R. and E. Shamir, A note on a counting problem arising in percolation theory, Discrete 
Mathematics 114 (1993) 361-365. 
We investigate an esoteric enumeration problem on graphs which arises from a physical model 
related to the continuum percolation theory. It counts signed objects, but surprisingly, we are able to 
find an equivalent count of positive signs only, namely,restricted acyclic orientations 
the counting effort, but shows on the other hand that it is a #P-complete problem. 
1. Introduction 
This reduces 
Let G = ( V, E) be a finite graph (possibly containing loops - edges joining vertices to 
themselves, and multiple edges-two vertices having more than one edge joining them) 
with n vertices and m edges. 
A functionf: E( G) H { - 1, + 1 } will be called an assignment on the edge set of G. An 
edge e with a positive assignment value is called an open, connecting or positive edge; 
otherwise, e is called a closed, disconnecting or negatbe edge. A path is called an open 
path if all its edges are open, and closed path if at least one of its edges is closed. 
(Actually, we mean a simple path-all its vertices are distinct.) For convenience, we 
call a path from vertex x to vertex y an xy-path. 
An assignment f is said to be a w-connecting assignment if there exists an open path 
from vertex u to vertex t‘; otherwise, f is called a w-disconnecting assignment. We 
usually fix u and v as special vertices of G, and consider the set C(G; u,u) of all 
ua-connecting assignments. We define our counting problem as 
.fcC(G;u.o) i= 1 
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that is, we sum up & 1 terms; each term is the sign of somef; i.e., the product of allf(ei). 
We name this problem as the uv-connecting assignments problem. (Usually, we shall 
omit u and 0.) 
As pointed out, I,/J came up in a percolation model, which can be found in two 
papers of Coniglio et al. [cl, ~21. Roughly speaking, it is related to estimating the 
critical density of randomly distributed particles (without interactions) inside 
a d-dimensional cube, that is, the infimum density which is required to create a path of 
adjacent particles connecting two opposite sides of the cube. 
2. Properties 
Our aim is to obtain a contraction and deletion recurrence relation for rl/( G; u, v), 
but first we examine the behavior of $ in some special cases. 
(1) If G contains a loop e then assignments cancel in pairs, yielding 
$(G;x,y)=O, v’x,y~v(G). 
Indeed, since e does not lie on any xy-path, assigning it by + 1 or - 1 does not affect 
the connection of x and y, Vx, YE V(G). 
(2) If G has several edges joining the same pair of vertices, say a set of edges F, then 
where G’ is obtained from G by removing all the edges of F except one. Indeed, for any 
assignment g to E(G)- F, two cases arise: (i) g requires an edge of F to become 
xy-connecting in G, or (ii) the negation of(i). In case (i), g contributes 1 to $( G’) while 
to $(G) it contributes an alternating sum obtained by expanding (1 - l)lF1, except for 
the last term (- l)tF1; thus, the contribution is (- l)IFt-‘. In case (ii), the same 
argument shows that g contributes 0 to both $(G) and $(G’). 
(3) If G is disconnected then $( G; x, y) = 0, Vx, YE V(G). Clearly, this is true if G does 
not contain isolated vertices; otherwise, it is defined to be 0. 
(4) If G contains a leaf (vertex of degree 1) other than u or v then $( G; u, v)=O, since 
at least one edge does not lie on any uv-path. 
As a conclusion, we assume from now on that G is a simple graph and connected, 
and without leaves except possibly for u or v. 
Theorem 2.1. sgn(lC/(G;u,v))=(-l)“-“+‘, m=IE(G)I, n=IV(G)(. 
Proof. For the proof, we describe a search method using cutoffs to calculate 
cC/(G;u, v). (For convenience, we shall use the term of signed edge and unsigned 
edge. Signed edge means that an edge is assigned - 1 or + 1; otherwise, it is 
unsigned.) 
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The following algorithm creates a traversal binary tree whose nodes represent 
partial assignments of G. 
Partial-assignments tree algorithm 
We start from an unsigned graph G. In each stage, we choose from all the 
unsigned edges an edge e which helps most to establish an open path from u to u as 
fast as possible (when assigning it + l), and such that e is the closest one to u. After 
the selection, we process recursively, once when e is closed and once when e is open. 
We halt in the following three cases, corresponding to three kinds of leaves of the 
traversal tree: 
(1) There is a uu-open path and all of the edges are signed, i.e., a uu-connecting 
assignment. 
(2) There is a uv-open path and not all of the edges are signed. 
(3) There is a uu-closed cut set. 
Output: $(G;u, o) is obtained by summing over all the signs of type l’s leaves. 
It is obvious why we can ignore any leaf of type 3, since any extension, i.e., 
assigning the remaining unsigned edges, would lead to a disconnecting assignment. 
For any leaf of type 2, we note that the contribution of its extensions’ set is zero, 
since each of its unsigned edges can be assigned by both values without affecting the 
connection between u and v. 
Due to the selection criterion, it is not difficult to see that each leaf of type 1 
represents an open spanning tree of G, that is, its corresponding assignment has 
exactly n - 1 open edges and m-n + 1 closed edges. Hence, the result follows. 0 
Theorem 2.2. I~(G;u,u)l=JIC/(G/e;u,u)l+l~(G\e;u,v)(, VeEE(G), e#(u,u), where 
G/e represents the graph obtained by contracting the vertices of e, and G \e represents 
the graph obtained by removing e. 
Proof. Clearly, 
~(G;u,u)=~(G/e;u,2;)-IC/(G\e;u,u), VeEE(G), e#(u,v), 
since - $( G \e; U, v) counts all the connecting assignments such that e is closed, 
and $(G/e;u, v) counts all the connecting assignments such that e is open. If 
neither $( G/e; u, IJ) nor $( G \e; u, u) equal zero then by Theorem 2.1, it follows 
that 
otherwise, it is trivial. 0 
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3. Counting restricted acyclic orientations 
We are now interested in counting acyclic orientations having exactly one source 
u and one sink o. Any orientation having these properties is called a uv-acyclic 
orientation. We denote the number of all uv-acyclic orientations of G by q( G; U, v), 
Our aim is to show that the uv-connecting assignments and the uv-acyclic orienta- 
tions are equivalent problems. The idea is to show that both problems have the same 
recurrence relation, with identical boundary conditions. 
The proof of the following lemma is rather long but very simple; since the notion 
and properties of acyclic orientations are known (cf. also [6]), we omit it. 
Lemma 3.1. Let G be a simple connected graph without loops and without leaves, with 
possibly the exception of u or v; then 
cP(G;u,u)=cp(G\e;u,v)+cp(G/e;u,u), VeEE(G), e#(u,v). 
Theorem 3.2. Let G be any$nite graph, with special vertices u and v; then 
qo(G; u, v)=I$(G; u, vN 
Proof. First, observe that the two functions cp( G; u, v) and I$(G; u, u)l possess the 
same properties on graphs of multiple edges and loops, since both vanish on loop 
graphs, and are independent on extra edges joining the same pair of vertices. 
By Theorem 2.2 and Lemma 3.1, both functions have the same recurrence relation 
on connected graphs having no leaves; thus, it remains to check the boundary 
conditions (cf. also [6]). 
If G contains only (u,v) then I$(G;u,u)l=~(G;u,v)=l. Likewise, if G contains 
leaves other than u or u or if G is disconnected then I rl/( G; u, u)l = cp( G; u, u)=O. 0 
4. Complexity 
We end our investigation on the connecting assignments problem by showing that 
it is a member of the #P-complete class [3]. It means that an efficient counting 
algorithm solving our problem is not likely to exist. Based on Theorem 3.2, we 
construct a reduction from restricted acyclic orientations to acyclic orientations, 
where the latter is known to be a # P-complete problem [4]. Indeed, counting graph 
colorings to which Linial reduces does not appear in the Garey and Johnson [3] or in 
the Simon [S] list of basic #P-complete problems, but it is easy to see that counting 
3-colorings of bipartite graph is #P-complete [4]. 
Proposition 4.1. Counting the number of acyclic orientations having a unique source and 
a unique sink is a #P-complete problem. 
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Proof. Let G be a graph for which we want to find the number of acyclic orientations 
of G. Consider the graph G’ which is obtained from G by adding two new vertices 
u and 0, such that both are joined to all the vertices of G. It is not difficult to see that 
the number of all acyclic orientations of G’ such that u is the only source and v is the 
only sink equals the number of all acyclic orientations of G. 
Indeed any orientation 8’ of G’ is obtained from exactly one orientation 8 of G by 
drawing arrows from u to every vertex of G and from every vertex of G to vertex v. 
From the construction of l3’, it follows that u is a source and v is a sink; moreover, they 
are the only one, since the other vertices have in-degree of at least one and out-degree 
of at least one. Thus, 8’ is a uv-acyclic orientation whenever 0 produces no cycles. 
Clearly, if 0’ has no directed cycles then neither does 8. Since the reduction is 
parsimonious, the result follows. Cl 
Corollary 4.2. Counting w-connecting assignments is a #P-complete problem. 
5. Conclusion 
Theorem 3.2 (in fact, already the proof of Theorem 2.1) reduces the effort of 
counting from 2 OH to 2°(n’ogn) in the worst case and enables physicists to check all 
graphs up to 7 vertices. But, by Corollary 4.2, it is still hard! 
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