We present a method for the determination of baryon resonances and their parameters using existing relations between the S-matrix and time delay in pion nucleon scattering. We draw attention to the fact that the existence of a positive maximum in time delay, which is related to the lifetime of a resonance is a necessary criterion for the existence of a resonance and should be used as a constraint in conventional analyses which locate resonances from poles of the Smatrix and Argand diagrams. The usefulness of the time delay or lifetime plots of resonances is demonstrated through a detailed analysis of the time delay in several partial waves of πN elastic scattering.
Introduction
There seem to be several views in literature regarding the definition and characterization of a resonance. In a review article [1] , Dalitz has discussed various criteria for the existence of a resonance elaborately with the conclusion that for the case of a pole in the S-matrix, S(E), in the unphysical E-plane lying sufficiently close to the physical E axis, there is no ambiguity in the conclusion of the existence of a resonance. However, the authors in Ref. [2] studied the correspondence between resonances and S-matrix poles and constructed examples in such a way that a sharp resonance was produced without an accompanying pole in the unphysical sheet. They noted that even the inverse correspondence, namely, (pole of the S-matrix on the unphysical sheet) → (unstable particle) may be questioned. Another alternative would be to locate resonances from relative maxima in the scattering cross sections. However, as pointed out in in Ref. [3] , peaks in cross section cannot be a conclusive evidence of resonances.
To identify the baryon resonances, for example, one studies the mesonbaryon scattering data. Using partial wave techniques for the analysis, the energy-dependent scattering amplitude (or the T -matrix) is obtained by fitting the cross section data. Resonances are then determined by locating the poles of the T -matrix on the unphysical sheet and studying the Argand diagrams of the complex T -matrix. Due to model dependence in the analyses of the energy-dependent amplitudes, there are differences in the resonance parameters quoted by different groups [4] . The resonance receiving confirmation from several analyses is considered to be well established.
In contrast to these conventional analyses, we demonstrate a method of obtaining the resonance parameters based on existing relations between the collision times and scattering matrix. We make use of the most fundamental requirement stated in literature and text books [5] , that the formation of a resonance should introduce a large positive time delay in the scattering of particles. This is indeed an appealing concept as it confirms our intuition that the formation of an unstable intermediate on-shell state in a scattering process should be accompanied by a positive time delay. We extract resonance parameters from the energy distribution of time delay. Though in principle, the non-resonant background can deform the positive resonant structure in the vicinity of a resonance, we would still expect some positive region around the resonance point with, perhaps a less dominant peak. In general, this is confirmed by our study.
Starting with the definition of time delay in terms of the S-matrix, we obtain its relation with the T -matrix and scattering phase shifts. We shall first demonstrate the validity of the method with examples of well-known N and ∆ resonances. Later on we proceed to the analysis of time delay in various partial waves of πN elastic scattering using the available single energy values as well as some energy-dependent forms of the T -matrix. Before we move on to the discussion of time delay, it is important to note that the time delay plots of the present work are not the same as the speed plots [6] which have been wrongly popularized as time delay plots in literature. Speed plots are positive definite by definition. Time delay plots can also assume negative values and only a positive peak signals a resonance. A discussion on this issue can be found in Ref. [7] .
In passing, we note that time delay has recently been revived in the form of a related concept in quantum mechanics called arrival time which is then mostly used in tunneling processes [8] . Further, time delay has also been used to obtain the density of resonances [9] .
Time delay and scattering phase shifts
In the early fifties, using a wave packet analysis, it was shown by Bohm [10] , Eisenbud [11] and Wigner [12] , that the time delay ∆t in binary collisions can be defined in terms of the energy derivative of the scattering phase shift as follows:
The formation of a resonance, which occurs as an unstable, intermediate state in a scattering process, introduces a time delay between the arrival of the incident wave packet and its departure from the collision region. Hence a positive maximum in the energy derivative of the phase shifts was expected at energies around the resonance. For a rigorous definition in classical and quantum scattering theory, see [13] . The connection between the lifetime matrix and scattering phase shifts was later established by Smith [14] . The point of view taken in deriving the lifetime matrix Q was that a lifetime, or delay time can be associated with every collision. If the interaction between particles, and, the initial conditions of the collision, like energy and angular momentum are known, it is possible to compute the "time" the particles spend within any distance R of each other. To get a definition independent of R, the lifetime in Ref. [14] was defined as the difference between the time that the particles spend within a distance R, with and without the interaction, in the limit R → ∞. As a function of energy, Q was shown to be related to the scattering matrix S:
The time delay for a particle injected in the i th channel and emerging in the j th channel is then given by
From Eq. (3) we see that, in the case of purely elastic scattering, and, using a phase shift formulation for the S-matrix where S = e 2iδ , we get,
which is exactly the relation mentioned in Eq. (1) between time delay and scattering phase shift. These ∆t ii are the lifetimes of metastable states or resonances in elastic scattering. At high energies, where apart from elastic scattering the possibility of scattering into inelastic channels also opens up, the S-matrix is defined as S = ηe 2iδ , where η is the inelasticity parameter defined such that 0 ≤ η ≤ 1. By substituting the modified S in Eq. (3) it can be seen that the expression for ∆t ii for elastic scattering in the presence of inelastic channels remains unchanged from that for purely elastic scattering.
It is clear from the above expressions that the time delay can also take negative values resulting from phase shifts which are decreasing as a function of energy. However, the negative lifetimes cannot assume arbitrarily large values. As shown by Wigner [12] , the causality condition puts a constraint on the lower value of the time delay as,
where a, which is the radius of the scattering centre can be interpreted as the range of the interaction potential. A rapidly decreasing phase shift would lead to a large negative value of ∆t. A large negative value of ∆t corresponds to a large time advancement and hence means that the outgoing particle has left the scattering centre even before the incident one arrived. Such a situation violates causality and hence a limit as given by Wigner appears on the minimum value of time delay. The implications of negative time delay or time advancement, which we do observe in some regions of πN elastic scattering will be discussed later in Section 5.
Time delay and T -matrix
Let us start by defining the average time delay for a particle injected in the i th channel (assuming that it has a probability |S ij | 2 of emerging into the j th channel) as,
Separating the contributions of the elastic and inelastic channels, we get,
Thus we see that, in the absence of inelastic channels (i.e. when the resonance formed from the i th channel decays with a 100% branching fraction into the i th channel) ∆t ii gives the full lifetime of the resonance, while in general, in the presence of inelastic channels, the time delay ∆t ii is associated with the partial lifetime of a multichannel resonance which decays back to the channel from which it originated. Instead of using the phase shift formulation of the S-matrix, we now start by defining the S-matrix in terms of the T -matrix, i.e.,
as is usually done in partial wave analyses of resonances [15, 16] . The matrix T contains the entire information of the resonant and non-resonant scattering and is complex (T = T R + iT I ). Now, substituting for ∆t ij from Eq. (3) into Eq. (6) for the average time delay, we get,
On substituting Eq. (8,
From the above equation, we see that in addition to the possibility of evaluating time delay from the scattering phase shifts, we can also evaluate it using an energy-dependent amplitude T . The time delay ∆t ii , in terms of the real and imaginary parts of the amplitude T is given as,
where S * ii S ii can be evaluated using Eq. (8) . In the present work, we have evaluated the time delay in πN elastic scattering and hence, i corresponds to πN in the above equation.
Time delay and wave packets
For completeness and a better understanding of the concept of time delay, we will briefly discuss two aspects related to time delay. The first one has to do with the well-known fact that survival probability and therefore also lifetime of an unstable quantum state depends on its preparation. Explicit formulae including this wave packet can be found, for instance for unstable neutral kaons, in Ref. [17] . We would expect that a similar dependence should also be present in time delay. This is indeed the case and the exact expression for time delay as given in Ref. [18] is, ∆t = 8π
where A(E) is the initial wave packet in momentum space. If the wave packet is sharply centered around an energy E 0 , we recover equation (1) as ∆t(E 0 ). Strictly speaking, equations (1), (11) and (12) represent a time delay due to interaction. One can also calculate the average time spent by a particle within a sphere of radius r which maybe interpreted as interaction range a when r ∼ a (see Eq. (5)). Taking the two concepts together, i.e. time delay and the the average time spent within a scatterer (not including interaction) one can derive an expression [18] T (a) = 8π
which is usually interpreted as the time spent within the interaction region of radius a in the presence of interaction. Since Eq. (13) can be rewritten as an integral over a probability, T (a) is always positive definite in contrast to (1), (11) and (12). We emphasize again that negative regions of time delay due to interaction are not unphysical, only constrained by Wigner's causality relation (5).
In the applications of time delay to πN scattering in the next section, we will not make use of the formulae (12) and (13) . We will assume, as it is customary in particle physics, that the wave packets are sufficiently sharp in energy to justify the usage of equations (1) and (11) . Moreover, however useful the expression (13) might be, it does not represent the time delay in scattering which is related to the lifetime of a resonance. In the next Section, we shall evaluate the time delay in several partial waves of πN elastic scattering. We have checked that the values of time delay, ∆t ii , obtained either using the derivative of the real phase shifts as in Eq. (4) or the T -matrix as in Eq. (11) are the same. Since both the methods are equivalent, one can in fact use fits to the single energy values [19] of phase shifts to extract resonance parameters.
Lifetimes Plots of resonances in πN elastic scattering
We now turn to the analysis of the existing pion nucleon scattering data using lifetime plots. To demonstrate the validity of the method, we plot the lifetime of two well-known baryon resonances. In Fig. 1 are shown the real and imaginary parts of the complex T -matrices, the phase shifts and the corresponding time delay in the P 33 and D 13 partial waves in πN scattering, evaluated using the T -matrices (solid lines) which fit the single energy values of T very well. The filled circles in Fig. 1 are the single energy values of phase shifts extracted from the cross section data on πN elastic scattering [20] . The widths of the P 33 and D 13 peaks at half maximum can be read from Fig. 1 distribution as follows:
then the lifetime at the resonance energy E R is
To compare with the parameters of the ST given in Table 1 , we use the above equation and find that the widths of the two resonances, namely, the P 33 and D 13 in Fig. 1 , for a Breit-Wigner energy distribution are around 108 and 50 MeV respectively. These values are in fairly good agreement with those in Table 1 . In case of ∆(1232) which has 99% fraction of its decay to the πN mode, the ∆t(E) plot gives the full width of this resonance.
In the case of the D 13 resonance, however, the width corresponds to the partial width for the πN decay channel. Thus we see that in the case of purely elastic scattering as well as in the case of elastic scattering in the presence of inelastic channels, the method is reliable. This method provides a straightforward means of extracting resonance parameters, since the peak position and width of the time delay distribution give the mass and width of the resonance, respectively. A comment on non-resonant background is in order here. It was noted by Höhler [21] that the non-resonant background shifts the conventional resonance parameters from the pole values. Since the time delay plots of the present work contain both the resonant as well as non-resonant background contributions, we expect the peaks in time delay and their widths to be shifted from the pole positions. This is indeed the case for the P 33 resonance above, which as noted in Ref. [21] does have a large backgorund.
Time delay from energy-dependent amplitudes
One of the standard methods of determining resonances is to perform a partial wave analysis of the available scattering data to obtain the energydependent amplitudes and locate its poles on the unphysical sheet to extract the resonance parameters. If these poles correspond to resonances, one would expect to see a positive maximum in time delay at the energies where the poles occur. However, none of the existing analyses are constrained by this necessary condition. In what follows, we use the energy-dependent solutions obtained from the SAID program [20] as an example of such analyses, to evaluate the time delay. We start with the I = 1/2 partial waves in πN elastic scattering. In Fig. 2a we plot the SAID solution FA02 of the complex amplitudes. The corresponding time delay, using these T -matrices and those from an earlier analysis (SM95 solutions) by the same group, is plotted in Fig. 2b . The two solutions in general, give rise to similar values of time delay in most partial waves except for the P 11 and P 13 , where the peak positions are changed. The newer solutions FA02 are in better agreement with the single energy values and the prominent peak around 2 GeV in P 11 , seen with the SM95 calculation is not seen with FA02. We observe the resonant peaks in the P 11 , S 11 , D 13 , D 15 , F 15 and P 13 partial waves close to the pole positions predicted by the T -matrices. However, small peaks in the G 17 and H 19 partial waves appear at much lower values than the poles. The shifts in the time delay peaks as compared to the pole values could be due to the presence of a non-resonant background in these partial waves. We now give a more detailed discussion for the resonances in various partial waves. P 11 -resonances: The older solution SM95 indicates a rather broad peak around 1400 − 1500 MeV which, at the most, hints towards P 11 (1440). A prominent peak at ∼ 2050 MeV can also be found. Although this could be attributed to P 11 (2100), the latter is not a very well established resonance. The situation changes with the newer FA02 solution. Here the two peaks at 1370 MeV and 1745 MeV are a clear signal of P 11 (1440) and P 11 (1710) listed in the Summary Table. The FA02 T -matrix has two closely located poles at 1357 and 1386 MeV. The broad time delay peak around 1370 could actually be due to two close overlapping resonances. The observation of the time delay peak at 1370 MeV which is much lower than the Summary Table value of 1440 MeV is similar to the finding of Ref. [21] . In fact, most of the time delay peaks being close to the pole positions, occur at lower values than the parameters of the Summary Table. The prominent peak at 2050 MeV with SM95 is not present in FA02 anymore.
P 13 -resonances: We see peaks at 1585 and 1600 MeV corresponding to the FA02 and SM95 solutions respectively. There exists a pole of the SM95 solution at 1717 MeV which is close to the resonance P 13 (1720). However the FA02 pole occurs at a much lower value of 1584 MeV. Though the pole values of the two solutions differ a lot, the time delay peaks with the two solutions are quite close.
S 11 -resonances: We observe a positive peak around 1494 MeV, which can be attributed to S 11 (1535), again as in the case of P 11 (1440) at a considerably lower value. The positive peak at 1650 MeV is a nice manifestation of S 11 (1650). We would like to draw the reader's attention to another commonly found phenomena occurring in time delay plots. The small peak at 1494 MeV is followed by a large negative region (which, as emphasized before, cannot be associated with resonance formation). The negative time delay is asociated with the opening up of new channels in πN scattering and in fact, the maximum in the dip occurs at the energy corresponding to maximum inelasticity. A detailed discussion on this issue can be found in Ref. [7] . A repulsive non-resonant background could make an additional contribution to the negative time delay. [2] where the authors doubt the one-to-one correspondence between an unstable state and S-matrix pole. A good knowledge of the non-resonant background would clarify the situation.
A comparison of the time delay peaks (evaluated using the FA02 solution) with the Summary Table values and pole positions of FA02 and Speed Plots  is given in Table 2 . The branching fractions of the various resonances to the πN decay channel are also listed. The widths in time delay are the partial widths corresponding to the πN decay mode. Widths listed in all the other columns are full widths. It can be seen that we get distinct resonance signals even for resonances with a branching fraction as small as 10-20 % to the πN channel.
Next, we move on to the analysis of the I = 3/2 partial waves in πN scattering. Many conventional pole positions of the energy-dependent Tmatrices occur in regions of negative time delay. However, the time delay plots made from fits to the single energy values of the amplitude do show small peaks due to the ∆ resonances with a small branching fraction to the πN decay mode [7] . With the exception of P 31 where we do not find any positive region, the overall picture is similar to the case of I = 1/2 resonances. Table 2 . Comparison of nucleon resonance parameters from time delay evaluated using the FA02 T -matrix solution, with the pole positions [22] of the same T -matrix, Summary It is, however, fair to say that in the cases of D 33 , F 35 and F 37 partial waves, the positive peaks are really too tiny to be conclusive. A comparison of the time delay peaks in the I = 3/2 partial waves (evaluated using the FA02 solution) with the Summary Table values and pole positions of FA02 and Speed Plots is given in Table 3 . Table 3 . Comparison of ∆ resonance parameters from time delay evaluated using the FA02 T -matrix solution, with the pole positions [22] of the same T -matrix, Summary 
Model-independent analysis and new resonances
In order to obtain model-independent lifetime plots, we shall now evaluate the time delay from fits to single energy (SE) values of phase shifts. We choose to fit SE values of phase shifts rather than the SE values of real and imaginary parts of the T -matrix, simply as a matter of convenience. The time delay evaluated using fits to phase shifts or T -matrices is actually the same. The advantage of calculating time delay from such fits is that the results are directly related to data. The disadvantage is that they are sensitive to the quality of the data and hence to the fit. We perform this analysis for the I = 1/2 partial waves, P 11 , P 13 , D 13 , S 11 and F 15 in πN elastic scattering. It should be noted that inspite of the above mentioned disadvantage, we get strikingly similar peak positions and widths as compared to the Summary Table resonance parameters. The results in Figs 4 and 5 reveal that the time delay has the following main characteristics: (i) it confirms well established resonances (ii) the positive peaks are now more prominent than in the case where we calculated the same quantity for the energy-dependent solutions, (iii) there exist re- (2080) respectively. There also seems to be additional structure in the region 1400 − 1700 MeV in the case of S 11 . A fit made to the detailed structure only in this region reveals the possibility of four resonances around 1650 MeV. It is interesting to note that indeed there is some support for this structure from recent works in literature [25, 26] , where the existence of new resonances at 1.6 and 1.7 GeV is predicted within quark models. With the availability of more precise data on cross sections which would enable a better extraction of the single energy values of phase shifts, one could locate the resonances from lifetime plots more accurately. We limit the discussion in this section only to the 5 partial waves shown in Figs 4 and 5 since a detailed analysis with all partial waves would make sense when the single energy values of phase shifts would be better known. We list our findings of this model-independent analysis in Table 4 .
Summary
The resonances in πN scattering belong to the oldest subjects of particle and nuclear physics. In spite of this, the area is far from being complete as can be seen alone from the classification of baryon resonances into four-, three-, two-, and one-star resonances according to the status of being well or less established. Disagreements in the extractions of resonance parameters are often encountered and theoretical model calculations sometimes predict new resonances.
Motivated by statements in literature that a positive time delay is a necessary condition to confirm a resonance [3, 5] , we have presented a systematic survey of time delay plots for the πN baryon resonances. The result for the time delay used here (Sec. 3) involves a total derivative of the phase shift with respect to energy. It is, however, known to be a quasiclassical approximation [23] . A more accurate expression can be seen in [24] . Because of its complicated form, we have chosen to work with the expression developed in Ref. [14] .
The approach of time delay to resonances confirmed indeed the existence of many resonances. In case of a clear signal the resonance parameters can also be extracted from the time delay or lifetime plots. When ∆t(E) was calculated from the T -matrix solutions, we did not always find these resonances at the energies corresponding to the poles of the T -matrix. We think that this is partly due to the non-resonant background as incorporated in the T -matrix solution and partly due to the fact that the T -matrix solution contains necessarily model dependent features. The calculation of ∆t(E) directly from data via the phase shift also confirmed several established resonances. The results indicate that in some cases a known resonance state could actually be a mixture of two neighbouring resonance states. Detailed fits to the structure in the data revealed new resonances. For example, in the much talked about S 11 partial wave [25, 26, 27] we found 4 new resonances with some of them in agreement with the predictions in literature. We believe that, given more precise data, the time delay approach to resonances is a very useful tool to extract/confirm and characterize resonances.
