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Introdution
Cette thèse vise à élaborer une méthode de desription et de validation des
arhitetures embarquées à base de omposants. Cette méthode repose sur la
dénition de onepts permettant la dénition du ontexte d'exéution de haque
omposant ainsi que les propriétés devant être satisfaites par e omposant. La
modélisation des hypothèses faites sur l'environnement et des garanties oertes
par un omposant orrespond à la dénition du onept de ontrat. En outre,
ette approhe ore notamment la possibilité de spéier les aspets temporels.
Ce modèle sera ensuite utilisé pour dénir le système de typage d'un langage de
modules, et ainsi élaborer une méthodologie de oneption de systèmes spéiés
ave le langage Signal développé à l'IRISA dans l'équipe ESPRESSO.
D'importants seteurs industriels tels que l'aérospatiale, le transport ou en-
ore les réseaux de téléommuniation utilisent de plus en plus des outils in-
formatiques dans le but de développer et onevoir des omposants logiiels ou
physiques interagissant ave leur environnement. La plupart des systèmes tels que
les satellites, les trains, ou les téléphones mobiles sont onstruits à partir d'un
ensemble de modules ommuniquant entre eux. Chaun de es omposants évolue
en fontion de son ontexte d'exéution et a un omportement qui lui est propre.
L'interation entre l'environnement et le omposant est permanente. On parle
de systèmes embarqués pour désigner les systèmes informatiques onsarés à
des tâhes spéiques inluant souvent des ontraintes de temps de alul. Ces
systèmes s'intègrent dans des dispositifs omplets englobant souvent des parties
életroniques, logiielles, ou méaniques.
Les systèmes réatifs temps réel
Les systèmes générant un ot d'informations de sortie à partir d'un ot d'in-
formations d'entrée, à une adene xée par l'environnement sont appelés des
systèmes réatifs [HP85℄. Dans le as des appliations dites temps réel [Ber89℄,
un ensemble de ontraintes temporelles telles que le temps de réponse à une mo-
diation de l'environnement, ou l'éhantillonnage d'une donnée transmise par
un apteur, devra être pris en onsidération.
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La omplexité des algorithmes et la distribution de aluls omplexes sur
des arhitetures hétérogènes assignent une plae essentielle aux méthodes de
vériation durant la phase de oneption. En eet, les propriétés attendues dans
une spéiation de haut niveau doivent toujours être garanties lors de la mise
en ÷uvre d'un omposant. Cette vériation ne peut être laissée à l'attention
du programmeur transrivant des propriétés ritiques en langage bas niveau. De
plus, la maintenane et l'évolution de es arhitetures sont déliates dans de
telles ironstanes. La oneption de es systèmes, ainsi que la preuve de leur
orretion sont des tâhes extrêmement diiles, sans ompter que la moindre
erreur peut avoir des onséquenes très graves sur l'environnement dans le as de
systèmes ritiques. Il est don ruial de pouvoir reourir à des outils s'appuyant
sur des méthodes ables pour aider au développement de tels systèmes. Cela
onstitue un dé majeur et l'un des objetifs les plus importants de l'informatique
fondamentale et appliquée.
Ces dernières années, les méthodes de vériation formelle ont onnu un déve-
loppement spetaulaire, d'un point de vue théorique et appliatif. Un problème
apparenté à la vériation est elui de la synthèse : il s'agit de onstruire un sys-
tème à partir d'une spéiation donnée. Ainsi, la synthèse satisfait par onstru-
tion sa spéiation, e qui est un avantage pour la sûreté de es système. Une
méthodologie de onstrution eae, basée sur des méthodes formelles, minimise
le rle de l'étape de vériation.
Le reours à des domaines fondamentaux pour la synthèse et la vériation de
systèmes, tels que les automates ou la logique, bénéiant de plusieurs sièles de
reherhe, permet de tirer prot de résultats théoriques puissants et de tehniques
algorithmiques eaes.
La modélisation du temps
Le hoix d'une représentation du temps adaptée peut simplier le développe-
ment de systèmes réatifs temps réel. En eet, l'analyse de ertaines propriétés
temporelles est failitée par une approhe du temps judiieuse. On distingue en
e sens deux modèles majeurs : le modèle asynhrone, et le modèle synhrone.
Approhe asynhrone
L'approhe asynhrone permet de résoudre les problèmes sans faire référene
à un temps logique. En eet, les programmes asynhrones ne sont pas soumis à la
adene d'une horloge. Un programme (ou proessus) est onstitué d'un nombre
ni de tâhes, s'exéutant de manière onurrente pour aomplir la mission at-
tribuée au proessus.
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La durée d'exéution physique d'un proessus est fortement inuenée par
plusieurs fateurs, tels que la politique d'ordonnanement des tâhes ou les per-
formanes du proesseur d'exéution. Cei induit un indéterminisme, puisque la
durée d'exéution physique n'est pas onnue. Néanmoins, il est possible de onsi-
dérer des éhéanes pour lesquelles un dépassement peut être toléré selon le niveau
ritique de la tâhe.
Dans le as des systèmes asynhrones : le temps est ontinu ar une sortie
peut être lue n'importe quand.
Fig. 1  Proessus asynhrone
Sur la gure 1, le proessusP possède deux variables d'entrée x et y, ainsi
qu'une variable de sortie z. Les instants de leture des variables x et y sont
bornés par une éhéane.
Approhe synhrone
Les systèmes synhrones [Hal98℄ sont adenés par une horloge, permettant de
déterminer, dans un référentiel temporel logique, les instants où un proessus peut
lire ses entrées, les instants où il émet des sorties, ainsi que le temps logique
néessaire à la réalisation des aluls du proessus.
Les langages réatifs basés sur le modèle synhrone font les hypothèses fortes
que :
 les ommuniations sont instantanées,
 les opérations simples sont eetuées dans un temps logique nul.
Dans le modèle synhrone, un programme est représenté par une séquene inin-
terrompue d'événements logiques appelés tops d'horloge, auxquels sont assoiées
une ou plusieurs opérations. Notons que lors d'un instant, les programmes syn-
hrones parallélisent plusieurs opérations. Les systèmes modélisés ave l'approhe
synhrone sont totalement déterministes.
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Fig. 2  Proessus synhrone
Sur la gure 2, le proessusP possède deux variables d'entrée x et y, ainsi
qu'une variable de sortie z. Les instants de leture et d'émission des variables x,
y et z sont onnus. L'opération x+ y s'eetue dans un temps nul.
Les hypothèses du modèle synhrone sont vériées si l'on onsidère que la
plate-forme d'exéution est susamment rapide pour réagir à des valeurs d'en-
trée et émettre les sorties orrespondant aux tops d'horloge spéiés. Il est don
essentiel de savoir si une implémentation matérielle d'un proessus permet de
satisfaire les hypothèses synhrones. Notons la possibilité d'utiliser des langages
à ots de données pour modéliser de telles implémentations.
Parmi les modèles de spéiation synhrones, le modèle multi-horloge ou po-
lyhrone se distingue par le fait qu'il permet de dérire des systèmes où haque
omposant peut avoir sa propre horloge d'ativation. Outre la validation formelle,
il favorise l'approhe orientée omposant et le développement modulaire de sys-
tèmes à grande éhelle. Le modèle d'exéution retenu dans le adre de nos travaux
s'inspire du modèle polyhrone.
Contexte
Le projet ESPRESSO a pour objetif de dénir des méthodologies et des outils
de oneption orant un haut niveau de abilité dans le ontexte de l'ingénierie
des systèmes embarqués. Il s'appuie sur l'approhe synhrone et plus généralement
sur des bases mathématiques garantissant une abilité maximale. Les méthodes
de spéiation dénies dans le adre du projet s'appuient sur la réutilisation et
le ranement de omposants réatifs mis en ÷uvre. Ces méthodes s'appliquent
à des types d'arhitetures divers allant des iruits aux systèmes répartis.
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L'équipe ESPRESSO développe une plate-forme d'aide à la oneption de sys-
tèmes embarqués : POLYCHRONY. Cet outil vise à être prinipalement utilisé
en avionique pour la oneption de logiiels onurrents, l'exploration d'arhite-
ture, la simulation et la vériation. POLYCHRONY ore également un éditeur
graphique, pour la génération de programmes érits dans le langage Signal.
Une méthodologie de oneption possible onsiste à raner de manière itéra-
tive les spéiations de haque omposant, jusqu'à leur implémentation, partant
d'une desription partielle de leur omportement et de leur interfae ave l'envi-
ronnement, à l'aide de propriétés d'abstration.
Buts et motivations
Les travaux développés dans ette thèse s'insrivent dans e ontexte tehno-
logique et visent à équiper POLYCHRONY d'un outillage formel, an d'y intégrer
un système répondant aux objetifs suivants :
 Modularité : la apaité de tester à tout moment la onformité entre la mise
en ÷uvre d'un omposant (implémentant une fontionnalité logiielle ou
dérivant un servie prédéni) et son interfae (spéiiant ses ontraintes
de synhronisation et d'ordonnanement).
 Substituabilité : la apaité de vérier la onformité des exigenes globales
du logiiel (ontraintes de synhronisation et d'ordonnanement) lors du
remplaement d'un omposant par un autre.
 Compositionnalité : la apaité de vérier l'adéquation entre le modèle d'une
appliation et elui de son arhiteture d'exéution au regard d'exigenes
globales de déterminisme et d'absene de bloage.
An d'y parvenir, nous allons nous intéresser à mettre en ÷uvre les notions
sémantiques, les moyens analytiques et les solutions algorithmiques étayant une
méthodologie de oneption dirigée par les modèles adaptée au alul formel po-
lyhrone. La méthode devra intégrer la vériation des propriétés de haque om-
posant du système, la validation de haune des interfaes par rapport au om-
portement de l'environnement.
Approhe proposée
La méthode retenue ii est l'utilisation d'un onept de ontrat déni par un
ouple hypothèses/garanties. Les hypothèses représentent les propriétés devant
être satisfaites par le ontexte d'exéution, pour qu'un omposant puisse satis-
faire les propriétés dénies par les garanties. Les ontrats seront utilisés pour la
oneption de proessus Signal. Plusieurs extensions de langages orientés objets
tels que Java [LBR99℄ et C++ [DI99℄ intègrent une méthodologie de oneption
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basée sur les ontrats. Le onept de ontrat sera utilisé ii pour étendre le lan-
gage Signal, an d'opérer ave un système de types fondé sur un raisonnement
basé sur les notions d'hypothèses/garanties.
Les ontrats basés sur les notions d'hypothèses/garanties onstituent un pa-
radigme expressif pour une oneption modulaire et ompositionnelle de spéi-
ation de programmes. Ils sont devenus un onept important dans ertains
proédés employés par les outils de oneption assistée par ordinateur, pour la
oneption de systèmes informatiques.
Nous élaborons ii les fondements pour la oneption de systèmes embarqués
basée sur la notion de ontrats. Nous proposons ainsi une algèbre de ontrats basés
sur les hypothèses/garanties axée sur deux onepts simples :
 les hypothèses et les garanties des omposants sont dénies par des en-
sembles de proessus satisfaisant une même ontrainte que nous appellerons
ltres.
 les ltres sont aratérisés par une struture d'algèbre booléenne.
Les hoix eetués pour dénir la struture des ltres permettent de dénir une
algèbre de Heyting sur l'ensemble des ontrats. Cette struture rihe aratérisant
l'ensemble des ontrats failite les opérations d'abstration, de ranement, de
omposition et de normalisation des ontrats. Un adre de travail est ainsi déni,
dans lequel les ontrats sont utilisés pour vérier la orretion des hypothèses
faites sur la dénition d'un omposant par son ontexte d'utilisation, et pour
fournir à l'environnement les garanties qui lui sont demandées.
Notre algèbre de ontrats va permettre la dénition d'un système de modules
dont le paradigme de typage est basé sur la notion de ontrats. Le type d'un
module est un ontrat exploitant les hypothèses et les garanties portant sur ses
omportements. Ce système de types permet d'assoier un module ave une inter-
fae qui peut être utilisée dans des variétés de sénarios tels que la vériation de
la omposabilité de modules, ou de supporter de manière eae la ompilation
modulaire.
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Fig. 3  Ranement de ontrats spéiés en Signal.
Le modèle de ontrats que nous avons développé peut s'adapter à n'importe
quel langage, qu'il s'agisse de langage fontionnel, orienté objets, ou ot de don-
nées. Cependant, le modèle reposant prinipalement sur la notion de omporte-
ment, la mise en ÷uvre de e proédé est failitée lorsque les spéiations ou les
implémentations sont dérites ave des langages reposant eux-mêmes sur la no-
tion de omportement. Il en va de même pour l'appliation du langage de modules
omme extension d'un autre langage.
Bien que dans le as d'étude présenté dans le hapitre 5 de ette thèse, nous
avons fait le hoix d'employer e système pour vérier des implémentations de
proessus dérites en Signal, ave des spéiations de ontrats elles-mêmes dé-
rites en Signal (voir gure [3℄), la génériité de l'approhe permet de ne pas
néessairement employer le même langage pour dérire les ontrats et les proes-
sus à vérier.
Organisation du doument
Ce doument omprend deux parties. La première présente les avantages et
les inonvénients de méthodes et de modèles existants pour dérire les spéi-
ations de systèmes temps réel, à partir desquels nous développons ensuite
notre propre modèle. La seonde aborde en partiulier l'appliation du modèle de
ontrats retenu pour dénir le système de types d'un langage de modules. L'ap-
port prinipal de ette thèse se situe dans le hapitre 2, où nous dénissons un
modèle de ontrat, ainsi que dans le hapitre 4, où nous élaborons la sémantique
d'un langage de modules basé sur notre modèle de ontrats.
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Partie I
Cette partie est onsarée à la présentation des méthodes de modélisation des
propriétés des systèmes temps réel.
Chapitre 1. Le premier hapitre présente diérentes tehniques de modélisa-
tion existantes utilisées pour la spéiation de diérents aspets de la oneption
des arhitetures temps réel. Nous insistons notamment sur ertaines méthodes
entrées sur le onept des automates, permettant la modélisation des proprié-
tés relatives à l'aspet temporel, ainsi que les tehniques basées sur la théorie
des ensembles de omportements. Nous n'oublions pas d'aborder la sémantique
de langages aratéristiques inluant le raisonnement sur les pré/post-onditions.
Cei permettra de positionner notre méthodologie de oneption par rapport aux
travaux existants.
Chapitre 2. Le hapitre 2 est onsaré à la présentation du modèle de ontrat
retenu pour la desription des propriétés des omposants. Nous débutons sur
la dénition des omportements permettant de dénir les proessus dans la sé-
mantique du modèle. Nous développons ensuite la notion de ltre. Un ltre est
un ensemble de proessus satisfaisant une même ontrainte. Cette struture de
ltres est utilisée pour dénir la struture des ontrats. Dans ette struture, les
ontrats sont représentés par une paire de ltres dont l'un est utilisé pour dérire
les hypothèses faites sur l'environnement d'exéution d'un omposant, et l'autre
pour dérire les garanties assoiées à e omposant. Nous étudierons des relations
d'ordre et de omposition dénies pour haune de es strutures ainsi que les
propriétés qui en déoulent.
Partie II
L'objet de ette partie est d'une part, de dénir la sémantique d'un langage
de modules basé sur la notion de ontrat, et d'autre part, d'étendre Signal ave
e langage de modules, pour intégrer le onept de ontrat dans POLYCHRONY.
Chapitre 3. Le troisième hapitre présente le langage Signal utilisé dans l'en-
vironnement POLYCHRONY pour la desription de proessus. Nous verrons la
signiation des prinipaux opérateurs dont la omposition de proessus, et l'éri-
ture de proessus simples, ainsi que les modèles de omportements et de marques
sur lesquels reposent la sémantique du langage.
Chapitre 4. Le hapitre 4 dérit la sémantique d'un langage de modules dont
le système de types est basé sur la notion de ontrat. En partiulier, nous ver-
Introdution 13
rons omment les ontrats sont utilisés pour dénir le type des modules. D'autre
part, la relation de ranement dénie sur l'ensemble des ontrats permettra de
dénir failement une relation de sous-typage de modules fondée sur le onept
de substitution de modules.
Chapitre 5. Le inquième et dernier hapitre présente un as d'utilisation du
modèle de ontrat et du langage de modules. Le langage Signal est utilisé pour
dénir les ontrats aratérisant les signatures de modules, ainsi que les modules
aratérisant les implémentations de proessus. Nous illustrons ave et exemple
la simpliité d'appliquer notre langage de modules à un langage de programmation
de systèmes temps réel omme Signal, dont la sémantique est basée sur la théorie
des traes. Les notions de substituabilité et de satisfation de spéiations de
proessus Signal sont diretement induites par les relations de ranement et de
satisfation dénies sur la struture des ontrats.
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Première partie
Les modèles de ontrats
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Un tour d'horizon de la formulation
et de l'utilisation des ontrats
La programmation par ontrats est préonisée depuis longtemps en génie logi-
iel, et appliquée prinipalement aux langages orientés objets [Mey97℄. En parti-
uler, l'approhe présentée dans [AL93, Hoa69℄ permet le alul du ontrat d'une
arhiteture à partir de relations simples dans le as où les omposants ne par-
tagent pas des entrées ou des sorties.
Plan Nous présentons tout d'abord (setion 1.1) deux extensions du langage
Java intégrant la notion de ontrat. Plus prohes de nos besoins, les méthodes de
spéiation présentées dans la setion 1.2 permettent l'expression de propriétés
temporelles. Nous onsidérons ainsi une approhe basée sur la théorie des auto-
mates, une représentation dénotationnelle fondée sur la théorie des traes, et un
modèle fontionnel.
1.1 L'approhe par ontrats dans les langages orien-
tés objets
La oneption par ontrats présentée dans [MMM02℄ est intéressante pour les
langages omme C++ ou Java. Dans ette approhe, les ontrats basés sur les
propositions expriment les invariants du programme, les pré- et post-onditions,
par des expressions booléennes qui doivent être vériées lorsque le ontrat est
validé.
En programmation orientée objet, l'idée de base de la oneption par ontrat
est de onsidérer les servies fournis par une lasse omme un pate entre la lasse
et son interlouteur. Le ontrat est omposé de deux parties : les exigenes for-
mulées par la lasse envers son interlouteur et les promesses faites par la lasse à
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son interlouteur. Les hypothèses spéient les propriétés qui doivent être remplies
par le ontexte d'exéution an que le omposant puisse remplir ses garanties.
Dans [BJPW99℄ plusieurs niveaux de ontrats sont distingués : le niveau statique
(par exemple : les types des paramètres et de retour des méthodes), le niveau om-
portemental basé sur les pré- et post-onditions, la synhronisation, la qualité de
servie.
1.1.1 JML
JML [LBR99℄ est une extension de Java intégrant les notions de pré-ondition
et post-ondition. Le formalisme d'expression des ontrats est très prohe de Java.
Les pré-onditions dénissent les hypothèses devant être satisfaites par les para-
mètres pour pouvoir appeller une méthode, et les méthodes doivent satisfaire les
post-onditions.
Sur la gure 1.1, la méthode sqrt alulant la raine arrée de son paramètre
x ne peut être appelée que si la valeur de x est supérieure ou égale à 0. Dans e
as, la méthode sqrt garantit que le arré du résultat est égal à x modulo une
valeur d'approximation eps.
publi lass SqrtExample {
publi final stati double eps = 0.0001;
/* Pré-ondition */
// requires x >= 0.0;
/* Post-ondition */
// ensures JMLDouble.approximatelyEqualTo(x,\result * \result,eps);
/* Méthode */




Fig. 1.1  Pré- et post- onditions JML pour une méthode érite en Java.
JML permet de vérier la vériation des pré-onditions et des post-onditions
lors de haque appel de la méthode. En eet, lorsque la méthode est appelée,
JML vérie la satisfation des pré-onditions, puis la méthode est exéuté, et
enn si la méthode n'a pas généré d'exeptions, JML teste la vériation des
post-onditions.
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1.1.2 JASS
Le système JASS [BFMW01℄ est une extension de Java un peu plus prohe de
nos motivations. Il permet d'assoier des pré/post-onditions aux méthodes d'une
lasse, ainsi que de dénir des invariants de lasses. Il ore la possibilité de faire
reférene à un état préédent l'état ourant dans l'expression d'une propriété.
En eet, JASS repose sur la notion de omportement. De manière plus préise,
haque objet est assoié à une séquene d'états. JASS s'oriente prinipalement
vers le débogage et la génération de ode défensif.
Comme dans JML, la notion d'agent ave des entrées/sorties n'existe pas dans
JASS. Le langage est basé sur les invariants de lasse, ainsi que les pré/post-
onditions assoiées aux méthodes.
La lasse Buffer présentée sur la gure 1.2, permet d'instanier des les d'at-
tentes (FIFO) de tailles nies. La méthode add est utilisée pour ajouter un objet
dans la le. Les objets plaés dans la le peuvent être réupérés ave la méthode
remove. Cette méthode retourne l'objet situé à la n de la le d'attente, puis le
supprime de la le d'attente.
publi lass Buffer implements Cloneable {
private int in,out,ount;
private Objet[℄ store;
publi Buffer (int apaity) { ... }
publi boolean empty() { ... }
publi boolean full() { ... }
publi int apaity() { ... }
publi void add(Objet o) { ... }
publi Objet remove() { ... }
publi boolean ontains(Objet o) { ... }
...
}
Fig. 1.2  La lasse Buffer.
La gure 1.3 présente une pré-ondition et une post-ondition assoiées à la
méthode remove. Ainsi, remove ne peut pas retourner un objet si la le est vide.
De plus, remove garantit que l'objet retourné était auparavant plaé dans la le.
Tout omme JML, JASS intègre l'utilisation de la variable Old représentant l'état
de la le d'attente, préédant l'appel de la méthode remove.
20 Chapitre 1
publi Objet remove() {
/* Pré-ondition */




/** ensure Old.ontains(Result); **/
}
Fig. 1.3  Pré-ondition et post-ondition de la méthode remove.
1.1.3 Enapsulation de proessus
Nous nous intéressons ii aux langages permettant une représentation des
omposants temps réel reposant sur une approhe objet ou modulaire. L'enap-
sulation de proessus dans des lasses est partiulièrmenent intéressante puisqu'il
existe déjà des langages orientés objets intégrant le raisonnement par ontrats.
Ainsi, le langage Synergy [BPS06℄ ombine deux paradigmes :
 la modélisation orientée objets pour la oneption,
 l'exéution synhrone pour une modélisation préise de omportements ré-
atifs.
La lasse Signals présentée sur la gure 1.4 est érite en Synergy. Elle permet
l'instaniation d'objets réatifs. Ces objets ommuniquent ave l'environnement
grâe à l'entrée sensor et la sortie atuator. Les entrées et les sorties sont
assoiées à une valeur, ou bien elles sont absentes. A haque fois que sensor
reçoit un entier, la même valeur augmentée de 1 est envoyée sur atuator.
lass Signals {
Sensor<int> sensor = new Sensor<int>(new SimInput());
Signal<int> atuator = new Signal<int>(new SimOutput());
publi Signals() {
ative {




Fig. 1.4  Une lasse réative.
Dans [KT04℄, une méthode d'enapsulation basée sur le paradigme orienté ob-
jets et l'héritage de omportements pour la desription des modèles synhrones
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est proposée. [NTGLG97℄ dérit un langage de modules pour la déomposition
des strutures omplexes synhrones en modules paramétrables. Ces travaux sont
destinés à dénir un adre de raisonnement formel pour enourager la réutilisa-
bilité des omposants et permettre l'emploi de proessus ompilés séparément à
l'intérieur d'une même arhiteture. Il devient ainsi essentiel de pouvoir typer un
proessus pour pouvoir vérier l'adéquation entre un omposant et son environ-
nement d'exéution. Le système de typage présenté dans [NTGLG97℄ propose de
dénir le type des proessus à partir du graphe de ot de données. Ce système de
types est déni par un environnement de typage, et un ensemble de ontraintes de
sous-typage. Ave ette méthode de typage, il devient alors possible de paramétrer
des modules par des proessus.
1.2 Modélisation de propriétés temporelles
Dans le ontexte de l'ingénierie logiielle, la programmation par ontrats est
adaptée pour une grande variété de langages et de formalismes, mais la notion
entrale de temps et/ou de trae, néessaire à la oneption de systèmes réatifs,
n'est pas toujours prise en ompte. Par exemple, des extensions de OCL ave l'uti-
lisation d'une logique temporelle linéaire ont été proposées dans [ZG02, FM01℄,
en mettant l'aent sur l'expressivité du langage de ontraintes (la manière dont
les ontraintes expriment les propriétés des lasses et des objets). D'autre part,
es deux extensions de OCL ne onsidèrent pas l'aspet ot de données. Toutefois,
il est intéressant de remarquer que dans [FM01℄, les propriétés temporelles sont
exprimées au moyen de CTL, e qui ore la possibilité d'exprimer des propriétés
de vivaité.
Considérons un omposant buffer qui reçoit des données arrivant de manière
périodique. La taille de ette période est de 100 unités de temps logique. Ce om-
posant ne peut lire une donnée que dans l'état Loading. Ainsi l'état Loading doit
toujours être atteignable dans les 100 prohaines unités de temps. La gure 1.5
montre l'ériture de ette propriété dans la syntaxe présentée dans [FM01℄.
ontext Buffer
inv: Loaderpost[1,100℄->forall(p:OlPath|p->inludes(Loading))
Fig. 1.5  Une propriété de vivaité.
D'autre part, les méthodologies de desription des systèmes à ots de don-
nées ne permettent pas néessairement l'expression de propriétés temporelles.
Ainsi, l'approhe fontionnelle proposée dans [Bro97℄ propose une notion om-
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positonnelle du ranement an de simplier le traitement des langages à ots de
données. Elle raisonne sur les types d'entrées-sorties et sur le graphe de ausalité
des entrées-sorties.
Nous nous intéressons à des tehniques de spéiation intégrant la notion de
temps, et tenant ompte de l'aspet onurrent de l'ordre d'exéution des tâhes.
1.2.1 Les automates
Dans la théorie des automates d'interfae [dAH01℄, la notion d'interfae ore
des avantages notamment dans la dénition de l'opération de omposition. Cette
approhe rend possible la vériation de la ompatibilité des interfaes entre
diérents modules réatifs. Dans e ontexte, il n'est pas pertinent de séparer les
hypothèses des garanties et un seul automate peut être utilisé pour modéliser un
module.
Cette approhe est dérite ave un exemple onsidérant l'implémentation d'un
servie de transmission de messages. Un utilisateur se sert d'un omposant pos-
sédant une variable d'entrée msg utilisée pour envoyer les messages. Lorsqu'un
message est envoyé, le omposant retourne ok (si le message a bien été envoyé)
ou fail (si la transmission ne s'est pas déroulée orretement). L'interfae du
omposant est reliée à l'interfae d'un anal de ommuniation. La variable send
permet au omposant de transmettre un message au anal de ommuniation. Le
anal peut envoyer une valeur ack an d'indiquer que la transmission s'est orre-
tement déroulée, ou bien une valeur nack an d'indiquer que la transmission du
message a éhoué. Lorsqu'un message est émis sur la variable msg, le omposant
essaie d'envoyer e message sur le anal de ommuniation, et renvoie e message
si la première transmission a éhoué.
L'automate d'interfae du omposant est illustré sur la gure 1.6. Si les deux
transmissions éhouent (réeption de deux valeurs sur la variable nack), le om-
posant indique l'éhe de la transmission du message par l'envoi d'une valeur sur
la variable fail.
Si la transmission a réussi
(réeption d'une valeur
sur la variable ack), il si-
gnale la réussite pour l'en-
voi d'une valeur sur la va-
riable ok.
Fig. 1.6  Automate d'interfae du omposant.
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L'automate d'interfae présenté sur la gure 1.7 dénit le omportement d'un
utilisateur du servie de transmission de messages tel que : après avoir émis un
message à envoyer, il aepte une valeur de retour sur la variable ok, ependant
auune valeur sur la variable fail n'est aeptée. L'utilisateur fait l'hypothèse
que la transmission du message n'éhouera jamais.
Fig. 1.7  Automate d'interfae d'un utilisateur.
Sur la gure 1.8, la omposition de l'automate d'interfae de l'utilisateur ave
l'automate d'interfae du omposant est obtenue en onsidérant les états ompa-
tibles. En eet, auune ation n'est assoiée à la réeption d'une valeur fail par
l'utilisateur (voir gure 1.7), e qui fait de l'état préédant l'émission d'une valeur
sur la variable fail dans l'automate d'interfae du omposant (voir gure 1.6),
un état inompatible ave les états de l'automate de l'utilisateur.
Fig. 1.8  Composition de l'automate d'interfae de l'utilisateur ave l'automate
d'interfae du omposant.
Supposons que le anal
de ommuniation réus-
sisse toujours à envoyer un
message après deux tenta-
tives. Ainsi, il n'émet ja-
mais la valeur nack. L'au-
tomate d'interfae de e
anal de ommuniation
est illustré sur la gure 1.9
Fig. 1.9  Canal de ommuniation.
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La règle de ompatiblité dénie dans [dAH01℄ permet d'assurer que l'utilisa-
teur peut utiliser le omposant pour transmettre un message à travers le anal
de ommuniation. Soit User ⊗ Comp, l'automate obtenu par la omposition
de l'automate de l'utilisateur (voir gure 1.7) ave l'automate du omposant
(voir gure 1.6). Cette règle vérie notamment que haque entrée du produit des
automates de l'utilisateur et du omposant orrespond à une sortie dans l'envi-
ronnement, et que haque sortie du produit des automates de l'utilisateur et du
omposant orrespond à une entrée dans l'environnement. Ce omposant utilisé
dans l'environnement d'exéution dérit sur la gure 1.9, permet de garantir que
tous les messages émis par l'utilisateur seront bien transmis.
Dans [LNW07℄, les auteurs montrent que le adre de travail des automates
d'interfae peut être intégré dans elui des automates modaux d'entrée/sortie.
[RBB
+
09℄ développe ette approhe en tenant ompte des spéiations modales.
Il s'agit de l'étiquetage des transitions pouvant éventuellement être exéutées ainsi
que de elles qui doivent obligatoirement être exéutées. Les spéiations modales
sont équipées d'un opérateur de omposition parallèle et d'une relation d'ordre
impliquant l'existene d'une borne inférieure. L'élément déni par le plus grand
des minorants (GLB) permet d'intégrer les notions de vues multiples et d'exi-
genes onjontives. En se basant sur [BCP07℄, les auteurs notent la diulté de
manipuler des interfaes dénies sur des alphabets diérents. Les modalités per-
mettent diérentes méthodes d'égalisation des alphabets selon que la omposition
ou la liaison parallèle est onsidérée. Par la suite, ils dénissent un ontrat omme
une résiduation G/A (la résiduation est l'adjoint de la omposition parallèle), où
les hypothèses A et les garanties G sont dénies par spéiations modales. Les
notions de ranement, omposition, et de vues multiples sont développées. Ce
modèle traite soigneusement l'égalisation d'alphabet (ou ensemble de variables
de dénition). Il est ainsi possible de tester si une implémentation dénie sur
un alphabet satisfait une spéiation modélisée par un automate déni sur un
alphabet diérent. Cependant, l'utilisation de la borne inférieure des automates
modaux satisfait l'approhe multi-vues mais pas la notion de substituabilité dans
la omposition. En eet, la borne inférieure ne satisfait pas que pour quatre spé-




2 telles que S
′
1 rane S1, et S
′
2 rane S2, la
omposition de S ′1 et S
′
2 rane S1, S2. Cette propriété, appelée ranement
dans la omposition dans [RBB
+
09℄ néessite l'emploi d'une seonde opération
de omposition pour être satisfaite.
1.2.2 Un modèle dénotationnel
Dans [BCP07℄, est déni un système de ontrats basés sur la notion d'hypo-
thèses/garanties, ave une vision générique du domaine d'appliation du modèle.
Un ontrat est représenté par une paire (hypothèses/garanties) où les hypothèses
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et les garanties sont représentées par un ensemble de traes. Ce modèle présente
également une relation de ranement basée sur la notion de substituabilité : si
un ontrat C ′ rane un ontrat C alors tous les proessus satisfaisant C ′ satis-
font aussi C. Considérons deux ontrats (A1,G1) et (A2,G2). Le ontrat (A1,G1)
rane (A2,G2), si et seulement si A2 ⊆ A1 et G1 ⊆ G2, où ⊆ est l'inlusion
d'ensembles. Ainsi (A1,G1) rane (A2,G2), si et seulement si les hypothèses A1
sont dénies par un ensemble de traes plus grand que les hypothèses A2, et les
garantiesG1 sont dénies par un ensemble de traes moins grand que les garanties
G2.
Une algèbre booléenne de ontrats déoule de ette relation de ranement.
La borne inférieure de deux ontrats permet d'avoir une approhe multi-vues sur
les omposants.
1.2.3 Un modèle fontionnel
Dans [MM04℄, une notion de ontrat synhrone est proposée pour le langage
de programmation Lustre. Dans ette approhe, les ontrats sont des spéi-
ations exéutables (observateurs synhrones) rythmées par une horloge (l'hor-
loge de l'environnement). Dans e modèle, les hypothèses sont modélisées par un
proessus observant les variables d'entrée, et les garanties sont modélisées par un
autre proessus observant les variables de sortie d'un omposant. Cela orrespond
à une approhe qui est satisfaisante pour vérier la satisfation des propriétés des
diérents modules (qui ont une horloge), mais ne peut guère être employée dans
le monde de la modélisation des arhitetures asynhrones (qui possèdent des
horloges multiples).
Cette approhe est illustrée par l'ériture d'un ontrat observant au ours du
temps une variable d'entrée a et une variable de sortie b. Ce ontrat stipule que :
si la valeur de la variable a est toujours vrai durant au moins deux instants
onséutifs (sinon la valeur de a est faux), alors la valeur de la variable b est
vrai durant au moins trois instants onséutifs (sinon la valeur de b est faux).
Les hypothèses sont modélisées par l'automate présenté sur la gure 1.10, et les
garanties par l'automate présenté sur la gure 1.11.
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Fig. 1.10  Hypothèses : a prend la valeur vrai durant au moins deux instants.
La séquene des valeurs de la variable d'entrée a satisfait les hypothèses si et
seulement si l'automate n'atteint jamais l'état fail.
Fig. 1.11  Garanties : b prend la valeur vrai durant au moins trois instants.
La séquene des valeurs de la variable de sortie b satisfait les garanties si et
seulement si l'automate n'atteint jamais l'état fail.
Ce ontrat est satisfait par un omposant (voir la gure 1.12) possédant une
variable d'entrée a et une variable de sortie b ayant le omportement suivant :
lorsque la valeur de a est vrai à un instant t, la valeur de b est vrai durant les
deux instants t+ 1 et t+ 2 suivants. En eet, les omportements du omposant
satisfont toujours les hypothèses et les garanties du ontrat.
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Fig. 1.12  Comportement d'un omposant.
1.3 Conlusion : enseignement à tirer
Nous souhaitons dénir un adre théorique pour le raisonnement basé sur la
notion d'hypothèses/garanties. Cette approhe ore la possibilité de lairement
distinguer les propriétés de l'environnement d'exéution des garanties satisfaites
par un omposant. Ainsi la ompatibilité entre un omposant et son ontexte
d'exéution sera failement établie. Une représentation des hypothèses et des
garanties devra être hoisie, e qui onduira au développement de la notion de
ltres : les garanties ltrent les proessus satisfaisant une propriété donnée. A
partir d'une modélisation des traes et des proessus, nous souhaitons onstruire
une algèbre de ltres et une algèbre de ontrats.
En hoisissant de dissoier les hypothèses faites sur le ontexte d'exéution
et les garanties oertes par un omposant, il devient important de dénir une
relation dénissant la lasse d'équivalene des ontrats satisfaits par le même en-
semble de proessus (relation d'équivalene de ltrage). Ainsi, dans notre algèbre
de ontrats omme dans les automates d'interfae, un ontrat peut être exprimé
ave un seul ltre. La relation d'équivalene de ltrage ore la possibilité d'ex-
primer un ontrat ave un seul ltre portant sur les garanties et les hypothèses
par le ltre aeptant tous les proessus (ou, inversement, ave un seul ltre pour
spéier les hypothèses, un ltre de garantie n'aeptant auun proessus).
Il en résulte une struture rihe devant être :
 générique, dans la façon dont elle peut être mise en ÷uvre, ou à l'instan-
iation des modèles de alul ;
 exible, dans la façon dont elle peut aider à la struturation et la normali-
sation des expressions ;
 omplète, en e sens que toutes les ombinaisons de propositions peuvent
être exprimées dans le modèle.
Il est intéressant de noter que la séparation des points de vue est importante en
génie logiiel. La séparation des vues permet plus de souplesse dans la reherhe
des relations de ompatibilité entre les omposants. L'aspet multi-vues proure
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une meilleure isolation des diérents aspets des modules, et favorise don une
approhe ompositionnelle de la spéiation de modules.
Enn, le modèle de spéiation devra être indépendant du modèle d'expres-
sion des hypothèses ou des garanties. Ainsi, un langage tel que Signal dont la
sémantique est basée sur un modèle dénotationnel pourra être diretement uti-
lisé, mais aussi, une logique temporelle ompatible ave notre modèle, omme par
exemple ATL (Alternating-time temporal logi [AHK02℄).
Chapitre 2
Une algèbre de ontrats
La plupart des méthodologies de développement utilisées pour dénir des ar-
hitetures embarquées sont basées sur une approhe itérative de validation de
spéiations. En outre, le développement oopératif de systèmes néessite l'uti-
lisation et l'assemblage de omposants développés par diérents fournisseurs, de
manière sûre et onsistante [ELLSV97, Kop97℄. Ces omposants doivent fournir
des onditions d'utilisation, et orir des garanties sous es onditions. Cei dénit
une notion de ontrat. Le onept de ontrats peut être utilisé pour la validation
de logiiels ritiques. Nous optons pour un paradigme de ontrats diérent an
de dénir une tehnique de validation des omposants dans le adre du modèle
synhrone. Dans notre modèle, un omposant est représenté par une vue abs-
traite de es omportements. Il est déni à travers un ensemble ni de variables
d'entrée/sortie ommuniquant ave son environnement d'exéution. Les ompor-
tements peuvent être perçus omme des ensembles de traes d'exéution sur les
variables du omposant. Le modèle abstrait d'un omposant est don un proessus
déni omme un ensemble de omportements.
Un ontrat est une paire (hypothèses, garanties). Les hypothèses dérivent les
propriétés attendues par un omposant qui doivent être satisfaites par le ontexte
(l'environnement) dans lequel le omposant est utilisé. Les garanties dérivent les
propriétés que doit satisfaire le omposant lui-même lorsque le ontexte satisfait
les hypothèses. Un ontrat peut être une simple doumentation, ependant, lors-
qu'un modèle formel le permet, les ontrats peuvent être soumis à des outils de
vériation formelle. Nous souhaitons fournir aux onepteurs un modèle formel,
permettant des aluls eaes sur les ontrats. Nous allons présenter une version
étendue du adre algébrique proposé dans [GLTG08℄ et [GLTG09℄ permettant un
raisonnement formel sur les ontrats.
D'une part, les hypothèses et les garanties d'un omposant sont dénies par
la notion de ltre : les hypothèses ltrent les proessus (ensembles de omporte-
ments) qu'un omposant peut aepter. Un ltre est un ensemble de proessus
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pour lesquels les omportements des variables d'entrée/sortie sont ompatibles
ave les propriétés (ou ontraintes), exprimées sur les variables du omposant.
D'autre part, nous dénissons une algèbre booléenne pour manipuler les ltres.
Ce qui nous amène à dénir une struture algébrique permettant de raisonner
sur les ontrats pour abstraire, raner, ombiner et normaliser un omposant.
Ce modèle algébrique est basé sur un modèle minimaliste de traes d'exéution,
permettant de s'adapter failement à un adre de développement partiulier.
Une aratéristique de e modèle est qu'il permet de gérer de façon préise les
variables du omposant et leurs omportements possibles. Cei est un point lé.
En eet, les hypothèses et les garanties sont exprimées par des propriétés ontrai-
gnant les omportements de ertaines variables. C'est la raison pour laquelle nous
introduisons un ordre partiel sur les proessus et les ltres. De plus, avoir une
algèbre booléenne sur les ltres permet de formaliser sans auune ambiguïté l'ex-
pression du omplémentaire dans l'algèbre. Ce qui est un réel avantage omparé
à d'autres modèles et formalismes.
Plan Ce hapitre est organisé de la manière suivante. La setion 2.1 introduit
une algèbre générale de proessus, lequel empreinte ses notations et ses onepts
à la théorie des domaines [AJ87℄. Un ontrat (A,G) est vu omme une paire de
omposants logiques ltrant les proessus : les hypothèses A ltrent les proessus
à séletionner (aepter ou inversement rejetés), qui sont autorisés (aeptés ou
inversement rejetés) par les garanties G. Les ltres sont dénis dans la setion
2.2 et les ontrats dans la setion 2.3.
2.1 Une algèbre de proessus
Nous dénissons une algèbre pour les omportements et les proessus. Géné-
ralement, un omportement dérit la trae d'un proessus déni dans un domaine
disret (une trae de Marzurkiewiz [Maz89℄ ou un tuple de signaux dans le mo-
dèle de marque de Lee [LSV98℄). Nous avons délibérément hoisi un modèle de
dénition abstrait pour enapsuler des variables assoiées à des domaines de dé-
nition divers. Ainsi les variables peuvent représenter des séquenes de booléens,
entiers, réels mais aussi des omportements de systèmes plus omplexes tels que
des systèmes hybrides. Il est également possible qu'elles représentent simplement
des omportements aratérisés par des valeurs salaires, an de représenter
des oûts d'exéution, des tailles de mémoires, et. Dans ette partie, nous nous
intéressons aux proessus modélisés par un ensemble de omportements.
Nous faisons le hoix de entrer la représentation des proessus sur la théorie
des omportements an de failiter l'appliation du modèle de ontrats proposé
à des langages eux-mêmes basés sur ette théorie. La sémantique des omporte-
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ments et des proessus est partiulièrement prohe de elle de Signal.
2.1.1 Sémantique des omportements
Dénition 2.1 (Comportement) Soit V un ensemble inni, dénombrable de
variables, et D un ensemble de valeurs ; pour Y, un ensemble ni, et non vide,
de variables inlus dans V (noté Y ⊂ V), un Y-omportements déni sur un
ensemble de variables Y est une fontion b : Y → D.
L'ensemble des Y-omportements représentant l'ensemble des omportements
dénis sur l'ensemble de variables Y, est noté B
Y
=∆ Y → D. La dénition 2.1
est étendue aux omportements dénis sur l'ensemble vide de variables : B∅ =∆
∅ (il n'y a pas de omportements assoié à l'ensemble vide de variables).
Soit Y, un ensemble ni, et non vide, de variables inlus dans V, Y non vide,
 un omportement déni sur Y, X un sous-ensemble (éventuellement vide) de
Y. |X est la restrition de  sur X telle que
|X = {(x,(x)) | x ∈ X}, et |∅ = ∅
On en déduit alors que |Y = .
Sur la gure 2.1, les omportements b1 et b2 dénis sur les variables x et y
sont des fontions de l'ensemble de variables {x, y} vers des fontions dénissant
les signaux. Le omportement b1 est une fontion d'un ensemble d'instants dis-
rets représentés par des entiers naturels vers l'ensemble des rationnels (utilisé ii
omme domaine de valeurs). Le omportement b2 assoie x, et y à des fontions
ontinues du temps.
Fig. 2.1  Exemples de omportements.
Nous dénissons un proessus omme un ensemble de omportements déni
sur un ensemble de variables donné.
2.1.2 Sémantique des proessus
Nous dénissions un proessus omme un ensemble de omportements sur un
ensemble ni de variables. Par exemple, sur la gure 2.2, le proessus représenté,
possède b1 pour omportement éventuel, mais peut également avoir b2, b3 omme
omportements autorisés.
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Fig. 2.2  Exemple de proessus.
Dénition 2.2 (Proessus) Soit X un ensemble ni de variables (X ⊂ V). Un
X-proessus p est un ensemble non vide de omportements dénis sur X.
Ainsi, de la même manière que B∅ =∆ ∅, il y a un unique ∅-proessus déni
par Ω =∆ {∅} ; Ω ontient uniquement le omportement vide. Le proessus vide
est noté 0 =∆ ∅.
Ω est déni sur un ensemble vide de variables, il n'a par onséquent auun
eet lorsqu'il est omposé ave un autre proessus. Il peut être vu omme le
proessus universel, à l'inverse de 0 déni par l'ensemble vide de omportements.
L'utilisation de 0 dans une onjontion de ontraintes sera aratérisée par un
ensemble vide de solutions. 0 peut être vu omme le proessus nul.
Soit X un ensemble ni de variables (X ⊂ V), nous notons P
X
l'ensemble des
proessus dénis sur X. Un proessus appartenant à P
X
, déni sur un ensemble
ni de variablesX, est qualié de strit. Par onséquent, Ω est un proessus strit.
P désigne l'ensemble de tous les proessus.
P
X
=∆ P(BX) \ {0}, (P∅ = {Ω}) P =∆ ∪(X ⊂ V) PX
Le domaine de dénition des omportements dans un proessus p déni sur
l'ensemble de variables X est noté vars(p) =∆ X. 0 est le seul proessus non
strit de PV : vars(0) = V. Un proessus est un proessus strit ou bien il s'agit
de 0. Ainsi, l'ensemble de tous les proessus P⋆ est déni par P⋆ =∆ P ∪ {0} et
∀X ⊂ V ,P⋆
X
=∆ PX ∪ {0}. Pour R ⊆ P⋆, R désigne le omplémentaire de R.
Les opérateurs suivants seront utilisés pour dénir les ltres et les ontrats : le
omplémentaire d'un proessus p dans P
X
est un proessus dans P⋆
X
; la restri-
tion d'un proessus p dans P
X
à Y ⊆ X ⊂ V est l'abstration (projetion) de p
sur Y ; nalement, l'extension de p déni dans P
X
à un ensemble ni de variables
Y ⊂ V, est le proessus déni sur Y qui représente les mêmes ontraintes que p.
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Dénition 2.3 (Complémentaire d'un proessus) Soit X un ensemble ni






=⇒ p˜ =∆ (BX \ p) = {b ∈ BX|b 6∈ p} (B˜X = 0) (2.1)
Fig. 2.3  Complémentaire d'un proessus.
Le omplémentaire p˜ d'un proessus p déni sur les variables x et y, Figure 2.3,
ontient tous les omportements dénis sur x, y n'appartenant pas à p.
Exemple 1 Soit p un proessus (ave vars(p) = {x, y}, et x, y ∈ N), déni par
un ensemble de omportements satisfaisant (x > 0) ∧ (y est impair) alors p˜ est
l'ensemble des omportements tels que (x ≤ 0) ∨ (y est pair).
Dénition 2.4 (Restrition et extension de proessus) SoitX,Y deux en-
sembles nis de variables tels que : X ⊆ Y ⊂ V, et Y non vides. Nous dénissons
la restrition q|X ∈ PX de q ∈ PY à X et l'extension p|Y ∈ PY de p ∈ PX à l'en-
semble de variables Y par :
q|X =∆ {|X| ∈ q} (alors q|∅ = Ω, q|vars(q) = q) (2.2)
p
|Y =∆ { ∈ BY||X ∈ p} (alors Ω|Y = BY, p|vars(p) = p) (2.3)
Fig. 2.4  Restrition et extension.
La restrition p|{x, y} d'un proessus p déni sur les variables x, y, z, Figure 2.4,
onsiste à projeter p sur un ensemble de variables restreint ; à droite, l'extension
p
|{x, y, z}
d'un proessus p déni sur x, y est le plus grand proessus déni sur
x, y, z tel que la restrition sur x, y est égale à p.
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Exemple 2 Soit p un proessus tel que vars(p) = {x, y, z}, et x, y, z ∈ N, déni
par l'ensemble de omportements tels que (x > 0)∧ (y est impair)∧ (z < 2) alors
p|{x, y} est l'ensemble des omportements tels que (x > 0) ∧ (y est impair).
Exemple 3 Soit p un proessus tel que vars(p) = {x, y}, et x, y, z ∈ N, déni
par l'ensemble de omportements tels que (x > 0) ∧ (y est impair) alors p|{x, y, z}
est l'ensemble des omportements tels que (x > 0) ∧ (y est impair) ∧ (z ∈ N).
L'ensemble P⋆
X
, équipé des opérations d'union, d'intersetion et de la notion
de omplémentaire étendue ave 0˜ = B
X
, est une algèbre booléenne ave pour
supremum P⋆
X
et pour inmum 0.
La dénition de la restrition est étendue à 0, le proessus nul, par 0|X = {|X
|  ∈ ∅} = 0. V est l'ensemble de toutes les variables, la dénition de l'extension
est simplement étendue à 0, par 0|V = 0.
Propriété 2.1 Soient W, X, Y, Z des ensembles nis de variables, Y, Z non
vides, et p, q deux proessus strits :
vars(p) ⊆ Z ⊆ Y =⇒ (p|Z |Y = p|Y) ∧ (p|Y |Z = p|Z) (2.4)
vars(p) = vars(q) ⊆ Y =⇒ ((p ∩ q)|Y = (p|Y ∩ q|Y)) ∧ ((p ∪ q)|Y = (p|Y ∪ q|Y))(2.5)
vars(p) = vars(q) ⊆ Y =⇒ ((p ⊆ q) ⇐⇒ (p|Y ⊆ q|Y)) (2.6)
X ⊆ vars(p) = vars(q) =⇒ ((p ⊆ q) =⇒ (p|X ⊆ q|X)) (2.7)
Preuve : Les preuves sont immédiates par l'équation 2.2 et l'équation 2.3.
2.1.3 Une relation d'ordre partiel sur les proessus
L'opération d'extension de proessus induit un ordre partiel  , tel que p  q
si q est une extension de p aux variables de q. La relation  sera ensuite utilisée
pour dénir les ltres. Elle est dénie omme suit.
Dénition 2.5 (Relation d'extension de proessus) ( ∀ p ∈ P) ( ∀ q ∈ P), la
relation d'extension de proessus  est dénie, par
(p  q)⇐⇒ ((vars(p) ⊆ vars(q)) ∧ (p|vars(q) = q))
Don, si (p q), q est déni sur plus de variables que p. Sur les variables ommunes
à p, le proessus q aratérise les mêmes ontraintes que p ; ses autres variables
sont libres. Cette relation est étendue à P⋆ ave (0  0).
Propriété 2.2 (P⋆,) est un ordre partiel.
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Preuve : La vériation de la transitivité, l'antisymétrie et la réexivité est
immédiate par l'équation 2.2 et l'équation 2.3.
2.1.4 L'ensemble des proessus étendus
Dans et ordre partiel, l'ensemble des proessus étendus de p est l'ensemble
de toutes les extensions de p, noté :
[↑ p] =∆ {q ∈ P|p  q} ([↑ Ω] = {BX}
X ⊂ V) (2.8)
L'ensemble des éléments étendus est illustré sur la gure 2.5.
Fig. 2.5  Ensemble des proessus étendus.
2.1.5 Les variables ontrlées et les proessus réduits
An d'étudier les propriétés des ensembles des proessus étendus, nous ara-
térisons l'ensemble des variables ontraintes par un proessus donné : nous disons
que q ∈ P ontrle une variable y, si :
 y appartient à vars(q),
 il existe des omportements b dans q ayant la même restrition sur l'en-
semble des variables (vars(q)\{y}) qu'un omportement  dans Bvars(q) tel
que  n'appartient pas à q ; don q est stritement inlus dans (q|(vars(q)\{y}))
|vars(q)
.
Cei est illustré sur la gure 2.6.
Dénition 2.6 (Variable ontrlée ) Un proessus q ontrle une variable
y, noté (q y), si et seulement si
((y ∈ vars(q)) ∧ q ( ((q|(vars(q)\{y}))|vars(q))) (2.9)
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Un proessus q ontrle un ensemble de variables X, noté (q X) si et seulement
si
( ∀ x ∈ X)(q x) (Ω ∅) (2.10)
De plus,  est étendu à P⋆ ave 0 V.
Fig. 2.6  Variable y ontrlée (à gauhe) et non ontrlée (à droite) dans un
proessus q.
Remarquons que si un proessus q ontrle X, ela n'implique pas que, pour
tout x ∈ X, et y ∈ X, ave x 6= y, (p|(X\{x})) ontrle y : e qui peut être le as
lorsque x est ontraint par y dans p ; alors si x est eaée (par la projetion sur
d'autres variables ontrlées), y peut être libre dans ette projetion.
Nous dénissons le proessus réduit (un onept lé pour dénir les ltres)
omme un proessus qui ontrle toutes ses variables.
Dénition 2.7 (proessus réduit) Un proessus strit p ∈ P⋆ est réduit si et
seulement si p vars(p).
Par exemple, Ω est un proessus réduit. Par opposition à B
X
qui n'est pas
réduit si X n'est pas vide. Les proessus strits réduits sont minimaux (au sens
de la relation ) dans (P,). Nous notons
▽
q, la rédution de q, le proessus
minimal tel que
▽
q  q (p est réduit si et seulement si
▽
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La gure 2.7 illustre la rédu-
tion
▽
q d'un proessus q et d'un




vars(q) = ({x1 . . . xn} ∪ {y1 . . . ym})
et q ontrle les variables {x1 . . . xn},
nous avons vars(
▽
q) = {x1 . . . xn}.
Le proessus p est tel que p ∈ [↑
▽
q]
ave vars(p) ⊆ ({x1 . . . xn} ∪
{y1 . . . ym} ∪ {z1 . . . zl}) ; il
ontrle les variables {x1 . . . xn}.
{y1 . . . xm} ∪ {z1 . . . zl} est l'en-





Fig. 2.7  Rédution de proessus.
Propriété 2.3 Le omplémentaire p˜ d'un proessus non vide p stritement inlus
dans Bvars(p) est réduit si et seulement si p est réduit. Par onséquent, p˜ et p
ontrlent le même ensemble de variables vars(p).
Preuve : La preuve est immédiate en onsidérant les dénitions du omplémen-
taire (dénition 2.3), des variables ontrlées (dénition 2.6) ainsi que la déni-
tion d'un proessus réduit (dénition 2.7).
Nous en déduisons que l'ensemble des proessus étendus [↑
▽
p] de la rédu-
tion de p est un ltre [AJ87℄ : il est non vide et haque paire d'éléments possède
une borne inférieure. Ainsi, [↑
▽
p] est omposé de tous les ensembles de om-
portements dénis sur les ensembles de variables inluant les variables ontrlées
par p. Les variables qui ne sont pas ontrlées par p ne sont pas ontrlées par
les proessus appartenant à [↑
▽
p]. Les proessus de et ensemble aratérisent
les mêmes ontraintes que p. Nous observons également que vars(
▽
q) est le plus
grand sous-ensemble de variables tel que q vars(
▽
q). Pour un proessus q ∈ P⋆,
nous étendons la dénition de vars() à l'ensemble des proessus étendus de la




q). Notons que [↑ 0] = {0}.
Propriété 2.4 L'ensemble des proessus étendus d'un proessus strit p ontient
un unique proessus p
|Y
déni sur un ensemble de variables donné Y ⊇ vars(p).
Le proessus p et ses extensions p
|Y
ontrlent le même ensemble de variables,
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qui est aussi l'ensemble des variables ontrlées par la rédution de p.
((q ∈ [↑ p]) ∧ (r ∈ [↑ p]) ∧ (vars(q) = vars(r))) =⇒ (q = r) (2.11)
(vars(p) ⊆ Y) =⇒ ((p|Y) vars(
▽
p)) (2.12)





Preuve : équation 2.11 :
(q ∈ [↑ p]) ∧ (r ∈ [↑ p]) ⇐⇒ (p  q) ∧ (p  r) (équation 2.8)
⇐⇒ (p|vars(q) = q) ∧ (p|vars(r) = r) (dénition 2.5)
=⇒ ((vars(q) = vars(r)) =⇒ (q = r))
Preuve : équation 2.12 :
(∀ x ∈ vars(
▽
p)) (p x) ; soit q = p|Y
(p x) =⇒ (x ∈ vars(p)), (x ∈ vars(p)) =⇒ (x ∈ Y) (équation 2.9)
=⇒ (∃ a ∈ (p|(X\{x}))) (équation 2.9)
(∃ b ∈ p) (b|(X\{x}) = a)
et (∃ v ∈ D) (∀ b ∈ p) ((b|(X\{x}) = a) =⇒ (b(x) 6= v))
=⇒ (∃ a ∈ (p|(X\{x})))
(∃ e ∈ q) (e|(X\{x}) = a)
et (∃ v ∈ D) (∀ e ∈ q) ((e|(X\{x}) = a) =⇒ (e(x) 6= v))
=⇒ (∃ a ∈ (p|(X\{x}))) (∃ d ∈ (q|(Y\{x})))
(∃ e ∈ q) (e|(Y\{x}) = d) ∧ (d|(X\{x}) = (e|(X\{x}) = a))
et (∃ v ∈ D) (∀ e ∈ q) ((e|(Y\{x}) = d) =⇒ (e(x) 6= v))
=⇒ (∃ d ∈ (q|(Y\{x})))
(∃ e ∈ p) (e|(Y\{x}) = d)
et (∃ v ∈ D) (∀ e ∈ p) ((e|(Y\{x}) = d) =⇒ (e(x) 6= v))
=⇒ (q x) (équation 2.9)2
Preuve : équation 2.13 :
Nous avons (p
|Y = q|Y). En onsidérant l'équation 2.12, nous en déduisons que p


















Pour le proessus bloquant, nous avons 0 V et [↑ 0] = {0}.
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2.1.6 L'ensemble des sous-proessus de proessus
Nous dénissons l'ensemble des sous-proessus d'un proessus an de apturer
tous les sous-ensembles de omportements. Soit R ⊆ P⋆, [R↓⊆] est l'ensemble des
sous-omportements des proessus de R pour ⊆ :
[R↓⊆] =∆ {p ∈ P⋆|(∃ q ∈ R)(p ⊆ q)} (2.14)
Propriété 2.5 A partir de es dénitions, nous déduisons que :
[[↑
▽






2.2 Une algèbre de ltres
Dans ette setion, nous intoduisons la notion de ltre omme un ensemble
de proessus qui satisfont une propriété donnée. Nous proposons une relation
d'ordre (⊑) sur l'ensemble des ltres Φ. Puis, nous établissons que (Φ,⊑) est une
algèbre booléenne. Un ltre R est un sous-ensemble de P⋆ ltrant les proessus.
Les ltres seront ensuite utilisés pour modéliser les hypothèses et les garanties
des ontrats : un ontrat sera ainsi représenté par une paire de ltres. L'algèbre
booléenne dénie sur l'ensemble des ltres permettra de aratériser l'ensemble
des ontrats par une struture mathématique rihe.
2.2.1 Sémantique des ltres
Un ltre R ontient tous les proessus qui sont équivalents , 'est-à-dire
qui aratérisent la même ontrainte ou propriété. Tous les proessus de R sont
aeptés. Un ltre est onstruit à partir d'un unique proessus générateur en
étendant elui-i à un ensemble de variables plus large et en inluant tous les
(sous-)proessus onstitués d'un sous-ensemble de omportements du proessus
générateur.
Dénition 2.8 (Filtre) Un ensemble de proessus R est un ltre si et seule-
ment si ( ∃ r ∈ P⋆) tel que, ((r =
▽
r) ∧ (R = [[↑ r]↓⊆])). Le proessus r est un
générateur de R (R est généré par r). Nous notons Φ l'ensemble des ltres.





La gure 2.8 illustre la façon dont un ltre est généré à partir d'un proessus p
(représenté par la ligne épaisse) en deux opérations suessives.
La première opération onsiste à onstruire
l'ensemble des proessus étendus de p :
et ensemble représente tous les proes-
sus ompatibles ave la ontrainte aratérisée
par p et dénis sur un ensemble de variables
plus large.
La seonde opération onsiste à onstruire l'en-
semble des sous-proessus de et ensemble de
proessus : tous les proessus dénis omme
des sous-ensembles de omportements des pro-
essus ontenus dans l'ensemble des proes-
sus étendus de p. En d'autres termes, tous
les proessus qui restent ompatibles lors de
l'ajout d'une ontrainte supplémentaire à la
ontrainte aratérisée par p, puisque l'ajout
de ontraintes supprime des omportements.
Fig. 2.8  Génération de ltre.
Exemple 4 Soit r un proessus tel que vars(r) = {x, y, z}, et x, y, z ∈ N, déni
par l'ensemble de omportements satisfaisant (x > 10)∧ (y est impair)∧ (z ∈ N)
(z est une variable libre).
Ainsi le ltre [[↑
▽
r]↓⊆] dénit l'ensemble des proessus qui satisfont (x > 10)∧
(y est impair).
Soit s un proessus tel que vars(s) = {x, y, u}, et x, y, u ∈ N, déni par l'en-




Un ltre R = [̂r] satisfait les propriétés suivantes :
Propriété 2.6 L'ensemble des variables sur lequel est déni un proessus p, ap-
partenant à un ltre généré par le proessus réduit
▽
r, ontient l'ensemble des
variables de e proessus
▽
r. Le générateur d'un ltre est unique, nous le dési-
gnons par la notation
▽
R. Ω génère l'ensemble de tous les proessus (inluant 0).
0 appartient à tous les ltres. Formellement ( ∀ p,r,s ∈ P⋆) :
(p ∈ [̂r]) =⇒ (vars(
▽
r) ⊆ vars(p)) (2.17)





Ω ∈ [̂r] ⇐⇒ [̂r] = P⋆ (2.19)
0 ∈ R (2.20)
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Preuve : équation 2.17




Preuve : équation 2.18 (⇐= est trivial.)
[̂r] = [̂s] =⇒ (
▽
r ∈ [̂s]) ∧ (
▽


















r) (équation 2.8, équation 2.14) 2
Preuve : équation 2.19 : (⇐= est trivial)
Ω ∈ [̂r] =⇒ (vars(
▽
r) ⊆ vars(Ω) = ∅) (équation 2.17)
=⇒
▽
r = Ω 2
Preuve : équation 2.20
Conséquene direte de la dénition 2.8 des ltres. 2
Exemple 5
Soit p ∈ P
{x}
un proessus déni sur une variable x ∈ V dont les omportements
sont une fontion d'un domaine totalement ordonné modélisant le temps T vers
l'ensemble des nombres rationnels Q (gure 2.9). Soit le proessus p satisfaisant
la ontrainte :
∀b ∈ p, b(x) : T 7→ Q, tel que ∀t, t′ ∈ T, t ≤ t′ ⇔ b(x)(t) ≤ b(x)(t′)
Fig. 2.9  Exemple de
ontrainte.
Alors [̂p] est l'ensemble de tous les proes-
sus tel que ∀b ∈ B, b ∈ p, b(x) est une
fontion monotone roissante du domaine
de temps T vers Q.
Nous appellons ltres strits les ltres qui sont diérents de P⋆ et {0}. L'en-





Le théorème 2.1 exprime les propriétés devant être satisfaites entre un proes-
sus p et un proessus générateur
▽
R an que p appartienne au ltre R. Ainsi un
proessus p ∈ P appartient à un ltre R si et seulement si,
 dans un premier temps, les variables vars(R) ontrlées par le générateur
de R sont des variables de p,
 et dans un seond temps, pour un ensemble de variablesX inluant vars(R),
et un ensemble arbitraire de variablesY inluantX et vars(p), la rédution
sur X d'une extension p à Y, est un sous-ensemble des omportements de
l'extension du proessus générateur de R à X.
Ce théorème est partiulièrement intéressant dans le adre d'une implémentation
du modèle des ltres. En eet, il permet de vérier l'appartenane d'un pro-
essus à un ltre en observant uniquement le proessus générateur du ltre sans
aluler le ltre. Formellement,
Théorème 2.1 ( ∀ X,Y ⊂ V)(vars(R) ⊆ X ⊆ Y), un proessus strit p appar-









Preuve : ( =⇒ )
(p ∈ R) =⇒ (vars(R) ⊆ vars(p)) (équation 2.21 et équation 2.17)
(p ∈ R) ⇐⇒ (∃ s ∈ R)((p ⊆ s) ∧ (s ∈ [↑
▽
R]))
(dénition 2.8 et équation 2.14)










Il résulte de la propriété 2.1 (équation 2.6 et équation 2.7) que :





















) =⇒ (p|vars(R) ⊆
▽






=⇒ p ∈ R 2
La gure 2.10 illustre le théorème 2.1 en onsidérant un proessus p déni sur
un ensemble de variables Y et un ltre R déni sur un ensemble de variables X
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(vars(R)=X). Nous observons que p, d'abord étendu à Y puis réduit à X, est
ontenu dans le proessus générateur deR étendu àX (dérit par la ligne épaisse).
Les variables ontrlées par le proessus générateur
▽
R du ltre ontenant p, sont
Fig. 2.10  Le proessus p appartient au ltre R.
des variables de p. Les omportements de p sur es variables ontrlées sont des
omportements appartenant également au proessus générateur. p représente les
mêmes ontraintes que
▽
R sur les variables ontrlées, ependant il peut ontenir
d'autres variables que elles ontrlées par
▽
R.
Corollaire 2.1 Ces deux propriétés équivalentes sont satisfaites :







R ∈ S (2.23)
Preuve : ( =⇒ )
Comme
▽





et R ⊆ S =⇒
▽
R ∈ S (
▽
R ∈ R)






Comme (∀ p∈ P)(p∈ R ⇐⇒ (vars(R)⊆ vars(p))∧(p|vars(R) ⊆
▽
R))(théorème 2.1)





alors (∀ p ∈ P)(p ∈ R =⇒ (vars(S) ⊆ vars(p)) ∧ (p|vars(S) ⊆
▽
S))
don (∀ p ∈ P)(p ∈ R =⇒ p ∈ S)
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Corollaire 2.2 Ces deux propriétés équivalentes sont satisfaites :
(R ⊆ (S ∩T)) ⇐⇒ ((R ⊆ S) ∧ (R ⊆ T))(orollaire 2.1, équation 2.23) (2.24)
(R ⊆ (S ∪T)) ⇐⇒ ((R ⊆ S) ∨ (R ⊆ T))(orollaire 2.1, équation 2.23) (2.25)
2.2.2 Une relation d'ordre partiel sur les ltres
Nous dénissons une relation d'ordre partiel sur l'ensemble des ltres, que nous
appellerons relaxation, et noterons R ⊑ S pour exprimer que R est moins large
que S (ou que S relaxe R).
Dénition 2.9 (Relaxation de ltre) Soient R et S, deux ltres, la relation
R est moins large que S, notée R ⊑ S est dénie par :









où Z = vars(R) ∪ vars(S)
Fig. 2.11  Relaxation du ltre R.
La gure 2.11 illustre la relation de
relaxation entre deux ltres R et S.
Les proessus satisfaisant la ontrainte
modélisée par R satisfont aussi la
ontrainte dénie par S. Ainsi, R est
moins large que S puisque l'ensemble des
proessus représentés par R traduisant
une ontrainte donnée, est inlus dans
S.
Exemple 6 Soient R1, R2, R3 les ltres générés par les ontraintes (x ∈ {0, 1}
∧ y = 1), x ∈ {0, 1}, (x ∈ {0, 1} ∨ (x = 2 ∧ z = 0)) ; Ces ltres satisfont :
R1 ⊑ R2 ⊑ R3. Nous avons R1 ⊆ R2 et :
-
▽
R1 6∈ R3 et R1 * R3
-
▽
R2 6∈ R3 et R2 * R3
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Propriété 2.7 Deux ltres strits R et S satisfont (R ⊆ S) ⇐⇒ ((vars(S) ⊆
vars(R)) ∧ R ⊑ S).
Preuve : Appliation du orollaire 2.1 et de la dénition 2.9.
2.2.3 Une algèbre de ltres
La struture de ltres dénie par la relation de relaxation est un treillis. Les
propriétés de l'algèbre booléenne seront ensuite utilisées pour dénir l'ensemble
des ontrats aratérisés par une paire de ltres.
Propriété 2.8 (Φ,⊑) est un ordre partiel.
La relation ⊑ est réexive et antisymétrique. La transitivité est faile à montrer
en utilisant l'équation 2.4 de la propriété 2.1.
Lemme 2.1 (Φ,⊑) est un treillis ave pour supremum P⋆ et {0} pour inmum.
Le plus grand des minorants (la onjontion) R ⊓ S, le plus petit des majorants
(la disjontion) R ⊔ S sont dénis par :
{0} ⊓ R = R ⊓ {0} = {0} (2.27)












), V = vars(R) ∪ vars(S)
{0} ⊔ R = R ⊔ {0} = R (2.29)












), V = vars(R) ∪ vars(S)
Preuve :
SoientW1 = (vars(R) ∪ vars(T)),W2 = (vars(S) ∪ vars(T)),W= (W1 ∪W2),
 R ⊓ S est déni omme le plus grand des minorants de R et S (nous
ignorons le as trivial où (R = {0} ∨ S = {0})).

















en utilisant le théorème 2.1 nous obtenons






























don ((T ⊑ R) ∧ (T ⊑ S)) implique (T ⊑ (R ⊓ S)). En posant T = (R
⊓ S), nous obtenons (((R ⊓ S) ⊑ R) ∧ ((R ⊓ S) ⊑ S))2
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 R ⊔ S est déni omme le plus petit des majorants deR et S (nous ignorons
le as trivial où (R = {0} ∨ S = {0})).

















en utilisant le théorème 2.1 nous obtenons






























don ((R ⊑ T) ∧ (S ⊑ T)) implique que ((R ⊔ S) ⊑ T). En posant T =
(R ⊔ S), nous avons ((R ⊑ (R ⊔ S)) ∧ (S ⊑ (R ⊔ S))).2
La onjontion de deux ltres strits R et S est obtenue en onstruisant l'en-




S à l'union de leurs ensembles
de variables ontrlées. Nous onsidérons ensuite l'intersetion de es deux pro-
essus (ensembles de omportements) ; ette opération pouvant libérer ertaines
variables (ertaines variables deviennent non-ontrlées), nous onsidérons la ré-
dution de e proessus pour obtenir le générateur de la onjontion de R et S.
Le même méanisme, ave l'union, est employé pour dénir la disjontion de deux
ltres strits R et S.
La onjontion R ⊓ S de deux ltres R et S est le plus grand ltre T = R ⊓
S qui aepte les proessus autorisés à la fois par R et par S.
Exemple 7 Soit x, une variable dénie sur l'ensemble des valeurs {0,1,2,3}





, deux proessus réduits dénis par :
r ={b|b(u) ∈ {0, 1} ∧ b(x) ∈ {0, 1} ∧ b(y) ∈ {0, 1}}
∪{(u, 1), (x, 2), (y, 0)}
s ={b|b(x) ∈ {0, 1} ∧ b(y) ∈ {0, 1} ∧ b(v) ∈ {0, 1}}
∪{(x, 3), (y, 1), (v, 0)}
Nous remarquons que r {u, x, y} ; u et y sont libres dans r lorsque x est
égal à 0 ou 1. v est libre quelle que soit la valeur de x dans r. Nous avons aussi
s {x, y, v}. y et v sont libres dans s lorsque x est égale à 0 ou 1. Don u est
libre quelle que soit la valeur de x dans s. Nous en déduisons que :
p =r ∩ s = {b|b(u), b(x), b(y), b(v) ∈ {0, 1}}
▽
p ={b|b(x) ∈ {0, 1}}
La disjontion R ⊔ S de deux ltres R et S est le plus petit ltre T = R ⊔ S
qui aepte les proessus autorisés par R ou par S.
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Exemple 8 Soit x, une variable dénie sur l'ensemble des valeurs {0,1,2,3}





, deux proessus réduit dénis par :
r = {b | b(u) ∈ {0, 1} ∧ b(x) ∈ {0, 1} ∧ b(y) = 0}
s = {b | b(x) ∈ {0, 1} ∧ b(y) = 1 ∧ b(v) ∈ {0, 1}}
Par onséquent,
p =r ∪ s = {b|b(u), b(x), b(y), b(v) ∈ {0, 1}}
▽
p ={b|b(x) ∈ {0, 1}}
L'opération de relaxation, ainsi que la onjontion et la disjontion sont res-
petivement prohes des opérations d'inlusion, d'intersetion, et d'union dénies
sur les ensembles. Nous allons exhiber leurs diérenes.
Lemme 2.2 Les propriétés suivantes sont satisfaites : soientR, S, T trois ltres
strits,
((R ∩ S) ⊆ T) ⇐⇒ ((vars(T) ⊆ (vars(R) ∪ vars(S)))∧ ((R⊓S)⊑T))(2.31)
par onséquent ((R ∩ S) ⊆ (R ⊓ S))(en posant (R ⊓ S) = T) (2.32)
((R ∪ S) ⊆ T) ⇐⇒ ((vars(T) ⊆ (vars(R) ∩ vars(S)))∧ ((R⊔S)⊑T))(2.33)
par onséquent ((R ∪ S) ⊆ (R ⊔ S))(en posant (R ⊔ S) = T) (2.34)
Preuve :
Soit X = vars(R),Y = vars(S),Z = vars(T), V = X ∪Y ∪ Z
+équation 2.31
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((R ∩ S) ⊆ T) ⇐⇒ (∀ p ∈ P) (p ∈ (R ∩ S) =⇒ (p ∈ T))
Posons W = vars(p) ∪V
théorème 2.1















(p ∈ (R ∩ S)) ⇐⇒ (((X ∪Y) ⊆ vars(p))






















où V = (vars(R) ∪ vars(S))
équation 2.28 R ⊓ S = [[↑
▽

















où W = vars(RS) ∪ Z








(nous avons vars(R ⊓ S) ⊆ (X ∪Y))
et don W ⊆ V


























équation 2.5 et équation 2.4
don
((R ∩ S) ⊆ T) ⇐⇒ ((vars(T) ⊆ (vars(R) ∪ vars(S))) ∧ ((R ⊓ S) ⊑ T))
+équation 2.33
((R ∪ S) ⊆ T) ⇐⇒ (∀ p ∈ P) (p ∈ (R ∪ S) =⇒ (p ∈ T))
pour les mêmes raisons, nous avons

























équation 2.5 et équation 2.4
don
((R ∪ S) ⊆ T) ⇐⇒ ((vars(T) ⊆ (vars(R) ∩ vars(S))) ∧ ((R ⊔ S) ⊑ T))
Dénition 2.10 (Complémentaire d'un Filtre) Le omplémentaire R˜ du ltre
R est déni par :
{˜0} = P⋆, P˜⋆ = {0} (2.35)
(R 6= {0} ∧ R 6= P⋆) =⇒ (R˜ =∆ [[↑
▽˜
R]↓⊆]) (2.36)
Si R 6= {0} et R˜ 6= {0} alors
▽˜
R = (Bvars(R) \
▽
R) est un proessus réduit et
vars(R) = vars(R˜) (voir équation 2.1 et propriété 2.3).
Corollaire 2.3 Le omplémentaire d'un ltre R satisfait R˜ ⊆ R ∪ {0}.
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Le omplémentaire d'un ltre strit R est le ltre généré par le omplémen-
taire de son générateur
▽
R.
Nous exposons maintenant l'un de nos prinipaux résultats : l'ensemble des
ltres est une algèbre booléenne.
Théorème 2.2 (Φ,⊑) est une algèbre booléenne ave P⋆ pour supremum, {0}
pour inmum et le omplémentaire R˜.
Preuve :
(Φ,⊑) est un treillis, nous avons alors :
 R ⊔ (S ⊔ T) = (R ⊔ S) ⊔ T (et la propriété duale)
 R ⊔ S = S ⊔ R (et la propriété duale)
 R ⊔ (R ⊓ S) = R (et la propriété duale)
Par onséquent, nous avons seulement à prouver que :
 R˜ ⊓ R = {0} ; e qui est une onséquene direte de la dénition de la
onjontion :
Dans le as où R = {0} alors R ⊓ {0} = {0} (voir ⊓ équation 2.28)




R est égal à l'ensemble vide (voir la
dénition de l'opérateur ⊓ dans le lemme 2.1) : [[↑
▽
0]↓⊆] = {0}
 R˜ ⊔ R = P⋆ ; e qui est une onséquene direte de la dénition de la
disjontion :
Dans le as où R = {0},{˜0} = P⋆ (voir la dénition du omplémentaire
R˜) alors R ⊔ {0} = R (voir ⊔ équation 2.30)




R est égale à Bvars(R) dont la rédution
est Ω : [[↑
▽
Ω]↓⊆] = P⋆
 R ⊔ (S ⊓ T) = (R ⊔ S) ⊓ (R ⊔ T)
Si R = {0}, nous avons alors R ⊔ (S ⊓ T) = (S ⊓ T), (R ⊔ S) = S, (R
⊔ T) = T
Si S = {0} (ou ommutativement T = {0}), nous avons alors (S ⊓ T) =
{0}, alors R ⊔ (S ⊓ T) = R ; l'autre partie de l'équation nous donne (R
⊔ S) ⊓ (R ⊔ T) = R ⊓ (R ⊔ T) ; (Φ,⊑) étant un treillis, R ⊓ (R ⊔ T) =
R.
Si auun des ltres R, S, T n'est égal à {0}, à partir des dénitions et du
théorème 2.1 nous obtenons :






























(où V = vars(R) ∪ vars(S) ∪ vars(T)) 2
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2.2.4 Masquage de variables dans un ltre
Nous présentons maintenant les règles de masquage de variables dans les ltres.
Le onept de masquage de variables d'un ltre sera ensuite utilisé pour dénir
le onept de masquage dans un ontrat.
Dénition 2.11 (Masquage de variables dans les ltres) Soient x une va-
riable, R un ltre, et X =∆ vars(R). L'élimination existentielle de x dans R,
notée R|∃x, est dénie par la projetion de R sur les variables ontrlées dié-
rentes de x. L'élimination universelle de x dans R, notée R|∀x, est dénie par
un proessus générateur aratérisé par la projetion de l'ensemble des omporte-
ments de
▽














Propriété 2.9 R|∀x ⊑ R ⊑ R|∃x
Preuve : Par dénition, le générateur de R|∃x est la restrition du générateur de
R, alors (théorème 2.1) tous les proessus de R appartiennent également à R|∃x.





Exemple 9 Soit R, un ltre généré par la ontrainte ((x > 0)⇒ (y > 0))∧((y >
0)⇒ (z > 0)) déni sur l'ensemble de variables {x, y, z}. Alors R|∃x est généré
par ((y > 0)⇒ (z > 0)).
D'autre part, le omplémentaire de e même ltre est généré par la négation de
la ontrainte : ((x > 0)∧(y ≤ 0))∨((y > 0)∧(z ≤ 0)). Ainsi le omplémentaire de
la ontrainte projetée sur l'ensemble de variables {y, z} satisfait : ((y ≤ 0))∨((y >
0)∧(z ≤ 0)). Alors R|∀x est généré par ((y > 0)∧(z > 0)), 'est-à-dire la négation
de ((y ≤ 0)) ∨ ((y > 0) ∧ (z ≤ 0)).
2.3 Une algèbre de ontrats
Nous dénissons le onept de ontrat basé sur les notions d'hypothèses/garanties.
Nous proposons une relation d'équivalene sur les ontrats de laquelle déoule une
struture mathématiquement rihe sur l'ensemble des ontrats.
Une algèbre de ontrats 51
2.3.1 Sémantique des ontrats
Dénition 2.12 (Contrat) Un ontrat C = (A,G) est une paire de ltres.
vars(C) est l'ensemble des variables ontrlées par les ltres A ou G, déni par
vars(C) = vars(A) ∪ vars(G). C = Φ×Φ est l'ensemble de tous les ontrats.
Une hypothèse A est une propriété faite sur les omportements de l'environ-
nement (ouramment exprimée sur les variables d'entrée d'un proessus) et qui
dénit ainsi l'ensemble de omportements que le proessus doit prendre en onsi-
dération. Les garanties dénissent les propriétés qui doivent être satisfaites par
un proessus exéuté dans un environnement dont les omportements satisfont
A.
La gure 2.12 dérit un proessus p sa-
tisfaisant le ontrat (A,G) ([̂p] est le ltre
généré par la rédution de p). Un proessus
p satisfait un ontrat C = (A,G) si tous
ses omportements aeptés par A ('est-
à-dire, les omportements de p aratéri-
sant également les omportements de er-
tains proessus appartenant àA), sont aussi
aeptés par G ; e qui est aratérisé de
manière plus préise et plus formelle par la
dénition suivante.
Fig. 2.12  Un
proessus p satis-
faisant (A,G).
2.3.2 Satisfation des ontrats
Dénition 2.13 (Satisfation) Soit C = (A,G) un ontrat, p un proessus :
p  C ⇐⇒ ([̂p] ⊓ A) ⊑ G.
Corollaire 2.4 p  C ⇐⇒ [̂p] ⊑ (A˜ ⊔ G)
Preuve : En utilisant les propriétés de l'algèbre booléenne sur les ltres :
(([̂p] ⊓ A) ⊑ G) ⇐⇒ ((([̂p] ⊓ A) ⊓ G˜) = {0}) ⇐⇒ ([̂p] ⊑ (A˜ ⊔ G)) 2
Nous dénissons une relation de pré-ordre qui permet de omparer deux pro-
essus. Si (A1,G1) est plus n que (A2,G2), alors (A1,G1) renfore les propriétés
modélisées par (A2,G2). Ainsi, (A2,G2) peut être substitué par (A1,G1).
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Dénition 2.14 (Satisfation du pré-ordre) Un ontrat (A1,G1) est plus n
qu'un ontrat (A2,G2), noté (A1,G1) ;(A2,G2), si et seulement si tous les pro-
essus qui satisfont le ontrat (A1,G1) satisfont également le ontrat (A2,G2) :
(A1,G1);(A2,G2)⇐⇒ ( ∀ p ∈ P)((p  (A1,G1)) =⇒ (p  (A2,G2))) (2.37)
Le pré-ordre vérie la propriété suivante :
Lemme 2.3 Soient deux ontrats (A1,G1), et (A2,G2). La relation de pré-ordre
sur es ontrats satisfait la propriété suivante :
(A1,G1);(A2,G2)⇐⇒ (A˜1 ⊔ G1) ⊑ (A˜2 ⊔ G2) (2.38)
Preuve :
Nous avons (orollaire 2.4) (A1,G1) ;(A2,G2)
⇐⇒ (∀ p ∈ P) (([̂p] ⊑ (A˜1 ⊔ G1)) =⇒ ([̂p] ⊑ (A˜2 ⊔ G2)))
=⇒ Posons p égal au proessus générateur de(A˜1 ⊔ G1)
⇐= (∀ p ∈ P) (([̂p] ⊑ (A˜1 ⊔ G1)) =⇒ ([̂p] ⊑ (A˜1 ⊔ G1) ⊑ (A˜2 ⊔ G2)))
2
La relation suivante aratérise l'équivalene de ontrats. Elle permet de dénir
l'ensemble des ontrats qui sont satisfaits par un même ensemble de proessus.
Dénition 2.15 (Equivalene de ltrage) Deux ontrats C1 = (A1,G1) et
C2 = (A2,G2) satisfont la relation d'équivalene de ltrage, notée (A1,G1)
!(A2,G2) si et seulement si :
((A1,G1) ;(A2,G2)) ∧ ((A2,G2) ;(A1,G1)).
Corollaire 2.5 Deux ontrats C1 = (A1,G1) et C2 = (A2,G2) satisfont la re-
lation d'équivalene de ltrage si et seulement si (A˜1 ⊔ G1) = (A˜2 ⊔ G2).
Preuve : Déoule diretement du orollaire 2.4 2
2.3.3 Une relation d'ordre partiel sur les ontrats
Le ranement de ontrats équivaut à relâher les hypothèses et renforer
les garanties sous les hypothèses initiales. Intuitivement, pour un proessus p
qui satisfait un ontrat C, si C rane D, alors p satisfait D. Notre relation de
ranement formalise la substituabilité d'un ontrat par un autre.
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Dénition 2.16 (Ranement de ontrats) Soient C1 = (A1,G1) et C2 =
(A2,G2) deux ontrats. Le ontrat C1 rane le ontrat C2, noté C1 4 C2, si et
seulement si les trois propriétés suivantes sont satisfaites :
(i) (A1,G1) ;(A2,G2),
(a) (A2 ⊑ A1),
() G1 ⊑ A1 ⊔ G2.
Fig. 2.13  Ranement de
ontrats.
La gure 2.13 dérit un ontrat (A1,G1)
qui rane un ontrat (A2,G2). Parmi
les ontrats équivalents en terme de l-
trage, pouvant être utilisés pour raner
un ontrat (A2,G2), nous hoisisons les
ontrats (A1,G1) qui admettent des hypo-
thèses d'exéution plus larges que (A2,G2)
(A2 ⊑ A1) et dont les garanties aeptent
moins de proessus que A1 ⊔ G2. Cepen-
dant, d'autres hoix auraient pu être faits.
Par dénition de la relation de pré-ordre, nous pouvons exprimer la relation
de ranement de ontrats dans l'algèbre de ltres de la manière suivante :
Lemme 2.4 (A1,G1) 4 (A2,G2) si et seulement si les trois propiétés suivantes
sont satisfaites :
(a) A2 ⊑ A1,
(b) (A2 ⊓ G1) ⊑ G2,
() G1 ⊑ A1 ⊔ G2.
Preuve :
L'item (i) (dans la dénition 2.16) est équivalent à (A2 ⊑ (A1 ⊔ G2)) ∧ ((A2 ⊓
G1) ⊑ G2) (lemme 2.3 et propriétés de l'algèbre booléenne sur les ltres) ; alors
(i) et (a) sont équivalents à (a) et (b). 2
Propriété 2.10 (C,4) est un ordre partiel.




(a) (A3 ⊑ A1) : ave (a) dans le lemme 2.4 nous avons A3 ⊑ A2 ⊑ A1
(b) ((A3 ⊓ G1) ⊑ G3) :
((A2 ⊓ G1) ⊑ G2) =⇒ ((A3 ⊓ A2 ⊓ G1) ⊑ (A3 ⊓ G2)) (treillis)
=⇒ ((A3 ⊓ G1) ⊑ ((A3 ⊓ G2) ⊑ G3))
(A3 ⊑ A2 et (b) dans le lemme 2.4)
() (G1 ⊑ A1 ⊔ G3) :
G1 ⊑ (A1 ⊔ G2) ⊑ (A1 ⊔ (A2 ⊔ G3)) = (A1 ⊔ G3)
 Antisymétrie : ave (a) dans le lemme 2.4 nous avons A1 = A2. En appli-
quant ette égalité et les propriétés de l'algèbre booléenne sur les ltres à
(b) et () dans le lemme 2.4, nous obtenons :
((G1 ⊑ (A1 ⊔ G2)) ∧ (G2 ⊑ (A1 ⊔ G1))) =⇒ ((A1 ⊔ G1)= (A1 ⊔ G2))
(((A1 ⊓ G2) ⊑ G1) ∧ ((A1 ⊓ G1) ⊑ G2)) =⇒ ((A1 ⊓ G1)= (A1 ⊓ G2))
=⇒ (G1 = G2)
et don C1 = C2
2
2.3.4 Une struture de treillis pour l'ensemble des ontrats
La relation de ranement (4) dénie sur l'ensemble des ontrats, dénira un
treillis sur et ensemble. Dans e treillis, l'union (ou disjontion) de deux ontrats
est dénie par le plus petit ontrat rané par haun de es deux ontrats (la
borne supérieure). L'intersetion (ou onjontion) de deux ontrats est dénie par
le plus grand ontrat minorant haun de deux ontrats (la borne inférieure).
Lemme 2.5-a. Un ontrat D = (B,H) est un minorant de deux ontrats
C1 = (A1,G1) et C2 = (A2,G2) si et seulement si il satisfait les propriétés sui-
vantes :
B = A1 ⊔ A2 ⊔ B (2.39)
H = H ⊓ ((A1 ⊓ A˜2 ⊓ G1) ⊔ (A˜1 ⊓ A2 ⊓ G2) ⊔ (G1 ⊓ G2)
⊔ (B ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2))) (2.40)
Preuve : (D 4 C1) ∧ (D 4 C2) ⇐⇒ (lemme 2.4)
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A1 ⊑ B ∧ A2 ⊑ B
((H ⊓ A1) ⊑ G1) ∧ ((H ⊓ A2) ⊑ G2)
H ⊑ (B ⊔ G1) ∧ H ⊑ (B ⊔ G2)
⇐⇒ (en utilisant les propriétés du treillis et de l'algèbre booléenne)
B = A1 ⊔ A2 ⊔ B
H = H ⊓ ((B ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)) ⊔ (G1 ⊓ G2))
⇐⇒ (en introduisant la première relation aratérisant B dans la relation dé-
nissant H)
B = A1 ⊔ A2 ⊔ B
H = H ⊓ (((A1 ⊔ A2 ⊔ B) ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)) ⊔ (G1 ⊓ G2))
Nous obtenons ave les règles de l'algèbre booléenne sur les ltres :
H = H ⊓ ((A1 ⊓ A˜2 ⊓ G1) ⊔ (A˜1 ⊓ A2 ⊓ G2) ⊔ (G1 ⊓ G2)
. ⊔ (B ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)))
2
Lemme 2.6-a. Un ontrat D = (B,H) est un majorant de deux ontrats C1 =
(A1,G1) et C2 = (A2,G2) si et seulement si il satisfait les propriétés suivantes :
B = A1 ⊓ A2 ⊓ B (2.41)
H = (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (A1 ⊓ A2 ⊓ (G1 ⊔ G2) ⊓ B) ⊔ H (2.42)
Preuve : (C1 4 D) ∧ (C2 4 D) ⇐⇒ (lemme 2.4)
B ⊑ A1 ∧ B ⊑ A2
(B ⊓ G1) ⊑ H ∧ (B ⊓ G2) ⊑ H
G1 ⊑ A1 ⊔ H ∧ G2 ⊑ A2 ⊔ H
⇐⇒ (en utilisant les propriétés du treillis et de l'algèbre booléenne)
B = A1 ⊓ A2 ⊓ B
H = (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (B ⊓ (G1 ⊔ G2)) ⊔ H
⇐⇒ (en introduisant la première relation aratérisant B dans la relation dé-
nissant H)
B = A1 ⊓ A2 ⊓ B
H = (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (A1 ⊓ A2 ⊓ B ⊓ (G1 ⊔ G2)) ⊔ H
2
Lemme 2.5 (Borne inférieure de ontrats) Deux ontrats C1 = (A1,G1) et
C2 = (A2,G2) ont une borne inférieure C = (A,G), notée (C1 ⇓ C2), dénie
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par :
A = A1 ⊔ A2 (2.43)
G = ((A1 ⊓ A˜2 ⊓ G1) ⊔ (A˜1 ⊓ A2 ⊓ G2) ⊔ (G1 ⊓ G2)) (2.44)
Preuve :
 C = (A,G) est une borne inférieure des ontrats (A1,G1) et (A2,G2).
Alors C est également un minorant de (A1,G1) et (A2,G2).
C est un minorant si et seulement si (lemme 2.5-a)
A = A ⊔ A1 ⊔ A2 (satisfait par l'équation 2.43)
G = G ⊓ ((A1 ⊓ A˜2 ⊓ G1) ⊔ (A˜1 ⊓ A2 ⊓ G2) ⊔ (G1 ⊓ G2)
⊔ (A ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)))
OrG = ((A1 ⊓ A˜2 ⊓G1) ⊔ (A˜1 ⊓A2 ⊓G2) ⊔ (G1 ⊓G2)) (équation 2.44),
nous obtenons alors par substitution : C est une borne inférieure si et seule-
ment si :
G = G ⊓ (G ⊔ (A ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)))
Ce qui satisfait l'équation 2.40.
Don C est un minorant de (A1,G1) et (A2,G2).
2
 si D = (B,H) est un minorant de C1 et C2 alors D rane C :
D est un minorant de C1 et C2 si et seulement si (lemme 2.5-a) :
B = A1 ⊔ A2 ⊔ B
H = H ⊓ ((A1 ⊓ A˜2 ⊓ G1) ⊔ (A˜1 ⊓ A2 ⊓ G2) ⊔ (G1 ⊓ G2)
⊔ (B ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)))
D est un minorant de C1 et C2 si et seulement si (en remplaant A1 ⊔ A2
par A et ((A1 ⊓ A˜2 ⊓ G1) ⊔ (A˜1 ⊓ A2 ⊓ G2) ⊔ (G1 ⊓ G2)) par G)
B = A ⊔ B
H = H ⊓ (G ⊔ (B ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)))
D rane C si et seulement si (lemme 2.4) :
(a) A ⊑ B (ette propriété est satisfaite)
(b) (A ⊓ H) ⊑ G. Nous avons :
(A ⊓ H) = A ⊓ (G ⊔ (B ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)))
(or A ⊑ B)
(A ⊓ H) = A ⊓ (G ⊔ (A ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)))
(or (A ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)) ⊑ G)
(A ⊓ H) = A ⊓ G ⊑ G
Don A ⊓ H ⊑ G
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2
() H ⊑ B ⊔ G. Nous avons bien :
H ⊑ (G ⊔ (B ⊓ (A˜1 ⊔ G1) ⊓ (A˜2 ⊔ G2)))
2
Lemme 2.6 (Borne supérieure de ontrats) Deux ontrats C1 = (A1,G1)
et C2 = (A2,G2) ont une borne supérieure C = (A,G), notée (C1 ⇑ C2), denie
par :
A = A1 ⊓ A2 (2.45)
G = (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (A1 ⊓ G2) ⊔ (A2 ⊓ G1) (2.46)
Preuve :
 C = (A,G) est une borne supérieure des ontrats (A1,G1) et (A2,G2) :
Alors C est également un majorant des ontrats (A1,G1) et (A2,G2).
C est une borne supérieure si et seulement si (lemme 2.6-a) :
A = A1 ⊓ A2 ⊓ A, (satisfait par l'équation 2.45)
G = (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (A1 ⊓ A2 ⊓ (G1 ⊔ G2) ⊓ A) ⊔ G
Nous avons :
(A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (A1 ⊓ A2 ⊓ (G1 ⊔ G2) ⊓ A) ⊑ G 2
 si D = (B,H) est un majorant de C1 et C2 alors C rane D :
D est un majorant de C1 et C2 si et seulement si (lemme 2.6-a)
B = A1 ⊓ A2 ⊓ B
H = (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (A1 ⊓ A2 ⊓ (G1 ⊔ G2) ⊓ B) ⊔ H
C rane D si et seulement si (lemme 2.4) :
(a) B ⊑ A (ette propriété est satisfaite)
(b) (B ⊓ G) ⊑ H. Ce qui est vérié puisque nous avons :
H = (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (G ⊓ B) ⊔ H
() G ⊑ A ⊔ H. Ce qui est vérié puisque nous avons :
A ⊔ H = A ⊔ (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ H
et G ⊑ A ⊔ (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2)
2
Propriété 2.11 Un ontrat C1 = (A1,G1) possède un omplémentaire C˜1 =
(A2,G2) si et seulement si A1 = G˜1. Ce omplémentaire est alors C˜1 = (G1,G˜1).
Preuve :
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Deux ontrats C1 = (A1,G1) et C2 = (A2,G2) sont omplémentaires si et seule-
ment si leur borne inférieure est égale au ontrat (P⋆,{0}), et leur borne supé-
rieure est égale au ontrat ({0},P⋆). Don C1 = (A1,G1) et C2 = (A2,G2) sont
omplémentaires si et seulement si ils satisfont les propriétés suivantes :
1 A1 ⊔ A2 = P⋆
2 ((A1 ⊓ A˜2 ⊓ G1) ⊔ (A˜1 ⊓ A2 ⊓ G2) ⊔ (G1 ⊓ G2)) = {0}
3 A1 ⊓ A2 = {0}
4 (A˜1 ⊓ G1) ⊔ (A˜2 ⊓ G2) ⊔ (A1 ⊓ G2) ⊔ (A2 ⊓ G1) = P⋆
Ces propriétés sont satisfaites si et seulement si :
13 A2 = A˜1 (équations 1 et 3)
2-1 (A1 ⊓ G1) = {0}
2-2 (A˜1 ⊓ G2) = {0}
2-3 (G1 ⊓ G2) = {0}
4 (A˜1 ⊓ G1) ⊔ (A1 ⊓ G2) = P⋆
Ces propriétés sont satisfaites si et seulement si :
13 A2 = A˜1 (équations 1 et 3)
2-1 (A1 ⊓ G1) = {0}
2-2 (A˜1 ⊓ G2) = {0}
2-3 (G1 ⊓ G2) = {0}
4 (A1 ⊔ G˜1) ⊓ (A˜1 ⊔ G˜2) = {0}
Ces propriétés sont satisfaites si et seulement si :
13 A2 = A˜1 (équations 1 et 3)
2-1 (A1 ⊓ G1) = {0}
2-2 (A˜1 ⊓ G2) = {0}
2-3 (G1 ⊓ G2) = {0}
4-2 A1 ⊓ G˜2 = {0}
4-3 A˜1 ⊓ G˜1 = {0}
4-4 G˜1 ⊓ G˜2 = {0}
Ces propriétés sont satisfaites si et seulement si :
 A2 = A˜1 (équations 1 et 3)
 G1 = A˜1 (équations 2-1 et 4-3)
 G2 = A1 (équations 2-2 et 4-2)
2
Dans et ordre partiel déni sur l'ensemble des ontrats, il est impossible de
aratériser le omplémentaire de haque ontrat. Par onséquent, (C,4) n'est
pas une algèbre booléenne.
Le treillis des ontrats satisfaisant la relation d'équivalene de ltrage ave
(A,G) (aeptant les mêmes proessus que (A,G)) forme un ube présenté sur la
gure 2.14. Tous les ontrats présentés sur le ube sont satisfaits par le même en-
semble de proessus. Ainsi un ontrat peut être rané par un autre ontrat aeptant
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Fig. 2.14  Treillis des ontrats satisfaisant la relation d'équivalene de ltrage.
le même ensemble de proessus mais dont l'expression des hypothèses et des
garanties est diérente. Les notations suivantes sont utilisées pour désigner les
ltres :
0 {0}
1 A˜ ⊓ G˜
2 A˜ ⊓ G
3 A˜
4 A ⊓ G˜
5 G˜
6 (A ⊓ G˜) ⊔ (A˜ ⊓ G)
7 A˜ ⊔ G˜
8 A ⊓ G
9 (A ⊓ G) ⊔ (A˜ ⊓ G˜)
10 G
11 A˜ ⊔ G
12 A
13 A ⊔ G˜
14 A ⊔ G
15 P⋆
2.3.5 Une algèbre de ontrats
Une algèbre de Heyting H est un treillis borné tel que pour tous éléments a
et b dans H , il existe un plus grand élément x dans H , tel que la borne inférieure
de a et x ranent b.
Nous en déduisons que notre algèbre de ontrats est une algèbre de Hey-
ting [Bel99℄. Cette struture possède la propriété intéressante d'être distributive.
Théorème 2.3 (C, 4) est une algèbre de Heyting ave un supremum ({0},P⋆)
et un inmum (P⋆,{0}).
Pour tous ontrats C1 = (A1,G1), C2 = (A2,G2), il y a un plus grand élément
X = (I,J) dans C tel que la borne inférieure de C1 et X rane C2 :
I = (A˜1 ⊓ A2) ⊔ (A1 ⊓ A2 ⊓ G1 ⊓ G˜2)
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J = G2 ⊔ (A1 ⊓ A˜2) ⊔ (A1 ⊓ G˜1) ⊔ (A˜2 ⊓ G˜1)
Preuve :
Soit un ontrat D = (B,H), tel que (C1 ⇓ D) 4 C2.
(C1 ⇓ D) 4 C2 ⇐⇒ (lemme 2.4)
A2 ⊑ (A1 ⊓ B)
(A2 ⊓ ( (G1 ⊓ H) ⊔ (A˜1 ⊓ B ⊓ H) ⊔ (B˜ ⊓ A1 ⊓ G1) )) ⊑ G2
(G1 ⊓ H) ⊔ (A˜1 ⊓ B ⊓ H) ⊔ (B˜ ⊓ A1 ⊓ G1) ⊑ A1 ⊔ B ⊔ G2
⇐⇒
(par les propriétés de l'algèbre de ltres)
B = ((A˜1 ⊓ A2) ⊔ B)
((G1 ⊓A2⊓ G˜2 ⊓H) ⊔ (A˜1 ⊓A2 ⊓G˜2 ⊓B⊓H)⊔ (˜B⊓A2 ⊓G˜2 ⊓A1 ⊓G1))⊑{0}
(G˜1 ⊓ B˜ ⊓ G˜2 ⊓ G˜1 ⊓ H˜) ⊑ {0}
⇐⇒
(par les propriétés de l'algèbre de ltres)
B = ((A˜1 ⊓ A2) ⊔ B)
B = (((A2 ⊓ G˜2) ⊓ (A1 ⊓ G1)) ⊔ B)
H = ((G˜1 ⊔ A˜2 ⊔ G2) ⊓ H)
H = ((A1 ⊔ A˜2 ⊔ G2 ⊔ B˜) ⊓ H)
H = ((A1 ⊔ B ⊔ G2 ⊔ G˜1) ⊓ H)
⇐⇒
(par les propriétés de l'algèbre de ltres)
B = (A˜1 ⊓ A2) ⊔ (A2 ⊓ G˜2 ⊓ A1 ⊓ G1) ⊔ B
H = (G2 ⊔ (A˜1⊓A2) ⊔ (A˜2 ⊓B) ⊔ (A˜2⊓ G˜1) ⊔ (A1⊓ G˜1)⊔ (G˜1 ⊓ B˜) )⊓H
Les propriétés de l'algèbre booléenne sur les ltres nous permettent d'exprimer
le omplémentaire de B.
B˜ = (A1 ⊓ A˜2) ⊔ (A1 ⊓ G2) ⊔ (A1 ⊓ G˜1) ⊔ A˜2 ⊓ B˜
⇐⇒
Nous réintroduisons les dénitions de B et B˜ dans l'expression de H.
B = (A˜1 ⊓ A2) ⊔ (A2 ⊓ G˜2 ⊓ A1 ⊓ G1) ⊔ B
H = ( G2 ⊔ (A1 ⊓ A˜2) ⊔ (A˜2 ⊓ G˜1) ⊔ (A1 ⊓ G˜1) ) ⊓ H
Alors X = (I,J) est un ontrat tel que : (C1 ⇓ X) 4 C2.
Si X est le plus grand ontrat tel que (C1 ⇓ X) 4 C2, alors D 4 X, tel que
(lemme 2.4) :
 ((A˜1 ⊓ A2) ⊔ (A1 ⊓ A2 ⊓ G1 ⊓ G˜2) ⊑ (A˜1 ⊓ A2) ⊔ (A2 ⊓ G˜2 ⊓ A1 ⊓
G1) ⊔ B)
 (((A˜1 ⊓ A2) ⊔ (A1 ⊓ A2 ⊓ G1 ⊓ G˜2) ⊓ ( G2 ⊔ (A1 ⊓ A˜2) ⊔ (A˜2 ⊓ G˜1)
⊔ (A1 ⊓ G˜1) ) ⊓ H) ⊑ (G2 ⊔ (A1 ⊓ A˜2) ⊔ (A1 ⊓ G˜1) ⊔ (A˜2 ⊓ G˜1) ) )
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 (( G2 ⊔ (A1 ⊓ A˜2) ⊔ (A˜2 ⊓ G˜1) ⊔ (A1 ⊓ G˜1) ) ⊓ H ⊑ (((A˜1 ⊓ A2) ⊔ (A2
⊓ G˜2 ⊓ A1 ⊓ G1) ⊔ B) ⊔ (G2 ⊔ (A1 ⊓ A˜2) ⊔ (A1 ⊓ G˜1) ⊔ (A˜2 ⊓ G˜1) )
) )
Ces propriétés sont lairement satisfaites. 2
Dans une algèbre de Heyting H , le pseudo-omplément ¬a est le plus grand
élément de H tel que la borne inférieure de a et ¬a est égale à l'inmum.
Lemme 2.7 (Pseudo-omplément) Dans notre algèbre de ontrats le pseudo-
omplément ¬C de C = (A,G) est égal à (A˜ ⊔ G,A ⊓ G˜).
Preuve : Soit deux ontrats C = (A,G) et D = (B,H), tels que (C ⇓ D) =
(P⋆,{0}).
(C ⇓ D) = (P⋆,{0})
⇐⇒
A ⊔ B = P⋆
((A ⊓ B˜ ⊓ G) ⊔ (A˜ ⊓ B ⊓ H) ⊔ (G ⊓ H)) = {0}
⇐⇒
B = A˜ ⊔ B
B = (A ⊓ G) ⊔ B
H = (A ⊓ G˜ ⊓ H)
Ce qui équivaut à dire que D est un ontrat de la forme :
B = A˜ ⊔ G ⊔ B
H = (A ⊓ G˜ ⊓ H)
Montrons que (A˜ ⊔ G,A ⊓ G˜) est le plus grand ontrat tel que
(C ⇓ (A˜ ⊔ G,A ⊓ G˜)) = (P⋆, {0})
Ce qui équivaut à montrer que D 4 (A˜ ⊔ G,A ⊓ G˜), 'est-à-dire (lemme 2.4) :
 (A˜ ⊔ G) ⊑ (A˜ ⊔ G ⊔ B)
 (A˜ ⊔ G) ⊓ (A ⊓ G˜ ⊓ H) ⊑ A ⊓ G˜
 (A ⊓ G˜ ⊓ H) ⊑ ((A˜ ⊔ G ⊔ B) ⊔ (A ⊓ G˜))
Ces propriétés sont lairement satisfaites. 2
2.3.6 Masquage de variables dans un ontrat
Dénition 2.17 (Elimination de variables dans un ontrat) Soient x une
variable, et C = (A,G) un ontrat, l'élimination de x dans C est le ontrat C\x
déni par : C\x =∆ (A|∀x,G|∃x)
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Propriété 2.12 Un ontrat C rane le ontrat C dans lequel des variables ont
été éliminées : C 4 C\x
Preuve :
Soit un ontrat C = (A,G). A partir du lemme 2.4 et de la dénition 2.17, C 4
C\x si et seulement si les propriétés suivantes sont satisfaites :
(a) A|∀x ⊑ A
(b) (A|∀x ⊓ G) ⊑ G|∃x
() G ⊑ A ⊔ G|∃x
La satisfation de es propriétés est une onséquene triviale de la propriété 2.9
et du théorème 2.2 2
2.4 Conlusion
En onsidérant le hoix d'une abstration des omportements par des fon-
tions d'un ensemble de noms vers des domaines de valeurs (booléens, entiers,
séries, représentation disrète du temps par un ensemble de marques, fontions
ontinues), nous avons introduit la notion de ltre an de aratériser formelle-
ment les omposants logiques ltrant un proessus à travers les hypothèses et les
garanties d'un ontrat. Dans notre modèle, un proessus p remplit ses exigenes
(ou satisfait) (A,G), s'il est rejeté par A (il est alors hors de portée du ontrat
(A,G)), ou bien s'il est aepté par G.
Nos prinipaux résultats sont que :
 la struture de ltres dénit une algèbre booléenne,
 et également que la struture de ontrats dénit une algèbre de Heyting.
Cette struture mathématiquement rihe permet de raisonner sur les ontrats
ave une grande souplesse au niveau du ranement, de l'abstration, de la om-
position. En outre, la négation d'un ontrat peut être formellement exprimée dans
le modèle. De plus, les ontrats ne sont pas limités à l'expression de propriétés
de sûreté, omme dans la plupart des modèles d'expression de propriétés, mais
ils englobent l'expression de propriétés de vivaité. Tout ela est dû à la notion
entrale de ltres.
Dans le but d'évaluer la génériité et l'évolutivité de notre approhe, nous
avons mis au point un langage de modules basé sur le paradigme des ontrats et
nous l'avons utilisé pour la spéiation de omposants basés sur la notion de
proessus. Le paradigme que nous proposons est de onsidérer le ontrat omme
le type de omportement d'un module ou d'un omposant. Il sera ensuite utilisé
pour l'élaboration de l'arhiteture fontionnelle d'un système en onsidérant une
obligation de preuve validant la satisfation des hypothèses par l'environnement
et des garanties par le omposant lors de la onstrution de ette arhiteture.
Deuxième partie





3.1 Une introdution à Signal
Dans ette partie, nous présentons la syntaxe abstraite du langage de program-
mation synhrone Signal [LTL03℄, ainsi que la syntaxe néessaire à la leture et
la ompréhension des exemples de proessus spéiiés ave e langage.
Signal est un langage délaratif utilisé pour la desription d'appliations
temps réel. Un programme Signal est un proessus qui satisfait un système
d'équations portant sur des variables de ots de données. Dans le langage Signal,
une variable de ots de données est appelée un signal. Un signal est une suite
non bornée d'instants logiques assoiés à une valeur typée. L'horloge d'un si-
gnal désigne les instants durant lesquels le signal est assoié à une valeur. Lors-
qu'un signal a une valeur, on dit que e signal est présent. Un proessus Signal
est aratérisé par l'ensemble de tous les omportements satisfaisant le système
d'équations assoié au proessus.
3.1.1 Syntaxe abstraite
Dans le langage de programmation synhrone Signal, un proessus P est
la omposition d'équations portant sur des signaux. Un signal x est un ot de
valeurs assoiées à une représentation disrète du temps déterminée par l'horloge
du signal. Ainsi un signal n'est présent qu'à ertains instants durant lesquels une
valeur lui est aetée. Nous introduisons la syntaxe abstraite du langage ainsi que
les notions essentielles pour omprendre les exemples érits en Signal.
En Signal, la syntaxe d'un proessus P est dénie par la grammaire :
P ::= x = y f z (équation)




Signal utilise trois proessus primitifs : pre (désigne la préédente valeur
d'un signal à un instant donné), when (l'éhantillonnage de signal) et default (la
valeur par défaut d'un signal). Il utilise également trois fontions booléennes : la
négation not , l'égalité eq , et l'identité id .
Equation fontionnelle
Une équation (x1, x2, ..., xm) = f (y1, y2, ..., yn) dérit une relation logique or ,
and , not ...), relationnelle (= , < ,...), ou arithmétique (+ , - ,...), entre un en-
semble d'opérandes (y1, y2, ..., yn) et un résultat désigné par un ensemble de va-
leurs noté (x1, x2, ..., xm), mis en relation par un proessus f . Nous notons v ∈ D
pour désigner une valeur assoiée aux variables, x, y, z ∈ V. tt et ff représente-
ront les valeurs booléennes vrai et faux.
Retard
L'équation x = pre v y initialise la variable x ave la valeur v et aete
la valeur préédente de y à x. L'opérateur pre impose que x et y soient deux
variables synhrones (x et y sont présentes en même temps).
y 7→ (t1, true ) (t2, false ) (t3, false ) (t4, true ) (t5, true ) (t6, false )...
x 7→ (t1, false ) (t2, true ) (t3, false ) (t4, false ) (t5, true ) (t6, true )...
Fig. 3.1  Un omportement qui satisfait l'équation x = pre false y .
La gure 3.1 présente un omportement satisfaisant l'équation x = pre v y
où {t1, ..., t6} représentent un ensemble d'instants disrets.
Ehantillonnage
L'équation x = y when z aete la valeur de la variable y à x, lorsque que le
signal booléen z est présent et vrai. Cet opérateur impose que les instants où x
est présent soient inlus dans l'horloge de z et l'horloge de y. Le signal z est du
type booléen. when impose que les signaux x et y soient tous les deux du même
type.
y 7→ (t1, true ) (t3, false ) (t4, false ) (t5, true )...
z 7→ (t2, false ) (t3, true ) (t4, false ) (t5, true ) (t5, true )...
x 7→ (t3, false ) (t5, true )...
Fig. 3.2  Un omportement qui satisfait l'équation x = y when z.
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Choix
L'équation x = y default z assoie la valeur de y à x lorsque y est présent,
sinon x prend la valeur de z. Le signal x est présent lorsque les signaux y ou z
sont présents. L'horloge de x est l'union de l'horloge de y et z. L'opérateur default
impose que les signaux x, y, et z soient tous du même type.
y 7→ (t1, true ) (t3, false ) (t5, false ) (t6, true )...
z 7→ (t2, false ) (t3, true ) (t4, true ) (t6, false )...
x 7→ (t1, true ) (t2, false ) (t3, false ) (t4, true ) (t5, false ) (t6, true )...
Fig. 3.3  Un omportement qui satisfait l'équation x = y default z.
Composition
La omposition | est un opérateur qui désigne la omposition synhrone telle
qu'elle est dénie dans le modèle de Signal. La omposition synhrone P |Q de
deux proessus P et Q est un proessus équivalent à l'intersetion des ensembles
de omportements assoiés aux proessus P et Q. Dans la sémantique de Signal,
P |Q est le plus grand ensemble de omportements satisfaisant en même temps
le système d'équations assoié à P ainsi que le système d'équations assoié à Q.
Masquage
Le masquage / est un opérateur utilisé pour réduire la portée d'un signal à
l'intérieur d'un proessus. Ainsi P/x réduit la portée du signal x à l'intérieur du
proessus P, empêhant toute leture ou modiation du signal x depuis l'exté-
rieur. De ette façon, le signal x est déni de manière loale au proessus P . Par
onséquent, il est possible de dénir des signaux loaux de même nom dans des
proessus diérents.
3.1.2 Syntaxe onrète
Nous donnons un aperçu de la syntaxe onrète de Signal an de suggérer
quelle est la forme des programmes, ainsi que la struture des proessus érits
en Signal.
Si P est la syntaxe onrète d'un proessus Signal, nous érirons P pour
désigner sa syntaxe abstraite. L'opérateur d'aetation := est utilisé pour assoier
une ontrainte à un signal.
 (x1, ..., xn) := f(y1, ..., yn) est la syntaxe onrète assoiée à l'équa-
tion x = f(y),
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 les expressions not , x when , et x default y ont la même signiation
que dans la syntaxe abstraite,
 dans la syntaxe abstraite, l'opérateur de retard est noté x = pre v y,
tandis que dans la syntaxe onrète, il est noté x := y$1 init v. L'opé-
rateur de retard peut être utilisé pour aéder à des données antérieures de
n instants en utilisant une expression de la forme x := y$n init v,
 la délaration P where t x dénit le type t du Signal x de manière loale
au proessus P, e qui est équivalent dans la syntaxe abstraite à P/x,
 l'équation x := v (pour une onstante v) est équivalente à x := x$1 init v
et x := when  est équivalent à x := true when .
3.1.3 Exemple de proessus Signal
Nous utilisons ii les primitives where, default, et $ pour dénir un proessus
rudimentaire augmentant la valeur de la variable ounter, elle-i pouvant être
remise à 0 par le signal reset. Le proessus Count est un programme très simple
qui va permettre d'illustrer l'ériture de proessus dans le langage Signal.
L'entête du programme est onstituée du nom du proessus ainsi que de l'in-
terfae spéiant les variables d'entrée marquées par un ?, et les variables de
sortie marquées par un  !. Le proessus Count possède une variable d'entrée
reset et une variable de sortie val.
Le orps du proessus est aratérisé par un ensemble d'équations séparées par
|. Rappelons que es équations doivent toutes être satisfaites simultanément. A
haque ourrene du signal reset, le signal val est remis à 0 (0 when reset).
Sinon, le signal val inrémente la variable ounter (ounter + 1).
La variable loale ounter est initialisée à 0 et enregistre les préédentes va-
leurs du signal val (val := (0 when reset) default (ounter + 1)). Dans
la dernière partie du programme, la primitive where permet de délarer les va-
riables loales et d'expliiter leur type.
proess Count = (? event reset; ! integer val ; )
(| ounter := val$1 init 0
| val := (0 when reset) default (ounter + 1)
|) where integer ounter;
end;
Le proessus Count est dirigé par l'horloge du signal de sortie val laquelle est
diérente de l'horloge de reset. Lorsque val est solliité par l'environnement et
que reset est absent, alors Count inrémente la valeur aetée à val, et si reset
est présent alors la valeur 0 est aetée à val.
La gure 3.4 présente un omportement admis par le proessus Count.






t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14
true true true true
1 0 1 2 3 4 0 1 2 3 0 0 1 2
0 1 0 1 2 3 4 0 1 2 3 0 0 1
Fig. 3.4  Trae d'exéution.
3.2 Un modèle pour les systèmes polyhrones
Dans le langage Signal, le temps est modélisé par un système de marques,
permettant une représentation disrète. Un instant disret est assoié à une
marque. Cette struture est partiulièrement adaptée à la représentation des
systèmes polyhrones. Ces systèmes sont aratérisés par le fait qu'il n'est pas
néessairement possible d'exprimer toutes les horloges des signaux en fontion
d'une unique horloge prinipale. Nous présentons e modèle ainsi que la séman-
tique des proessus Signal et les propriétés algébriques engendrées par ette
représentation.
3.2.1 Un modèle de marques
Une marque t est un élément d'un ensemble dense T équipé d'une relation
d'ordre partiel ≤.
Dénition 3.1 (Ordre partiel sur les marques) L'ordre partiel (T ,≤) mo-
délisant le temps dans un proessus Signal est un sous-ensemble T ⊂ T satis-
faisant les propriétés suivantes :
 T est dénombrable,
 T est minoré par l'instant 0 pour la relation ≤,
 T est bien fondé : il n'existe pas de suite innie (tn) tel que ∀n ∈ N, tn+1 ≤
tn.
Dénition 3.2 (Evénement) Un événement e ∈ E = T × V est une relation
entre une marque et une valeur.
Une haîne C ⊆ T est un sous-ensemble de T totalement ordonné. Soit C
l'ensemble des haînes C. Pour toute marque t ∈ C, nous érirons min(C), et
predC(t) pour respetivement désigner le minimum et le prédéesseur immédiat
de t dans C.
Dénition 3.3 (Signal) Un signal s ∈ S = T → V est une fontion dénie sur
une haîne de marques vers un ensemble de valeurs. Nous noterons tags(s) pour
désigner le domaine de dénition de s.
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Dénition 3.4 (Comportements) Un omportement b ∈ B = X → S est
une fontion assoiant un nom x ∈ X à un signal s ∈ S. Nous notons vars(b)
pour désigner l'ensemble des variables sur lequel le omportement b est déni.
tags(b) = ∪
x∈vars(b)
tags(b(x)) désigne l'ensemble des marques assoié à b, 'est-à-
dire l'ensemble des instants où l'une des variables de b est présente. L'expression
informelle la variable x est présente à l'instant t dans le omportement b est
formellement aratérisée par t ∈ tags(b(x)).
La projetion d'un omportement b sur un ensemble de noms de signaux X ∈
X est notée b|X. La projetion vérie : vars(b|X) = X et ∀x ∈ X, b|X(x) = b(x).
Dénition 3.5 (Proessus) Dans le langage Signal, un proessus est un en-
semble de omportements dénis sur un même ensemble de signaux (noté vars(p)).
La omposition synhrone de deux proessus p et q, est l'ensemble des ompor-
tements b vériant vars(b) = vars(p)∪ vars(q), tel que b|vars(p) ∈ p et b|vars(q) ∈ q.




t1 t2 t3 t4 t5 t6 ...
r 7→ true true true false true ...
x 7→ false true true true ...






t1 t2 t3 t4 t5 t6 ...
x 7→ false true true true ...
y 7→ true false false true ...






Fig. 3.5  La omposition synhrone p |q.
La omposition synhrone des proessus p et q est un ensemble de ompor-
tements dénis sur var(p) ∪ var(q) tel que la restrition de es omportements à
var(p) ∩ var(q) appartient à p|vars(p) ∩ vars(q) et q|vars(p) ∩ vars(q). Sur la gure 3.5,
la projetion du omportement b sur {x, y} est égale à la projetion de ompor-
tement c sur {x, y}.
La omposition synhrone de deux proessus Signal est une opération om-
mutative et assoiative.
3.2.2 Sémantique dénotationnelle de Signal
La dénotation [[P ℄℄ d'un proessus P représente le plus grand ensemble de
omportements aeptés par le système d'équations assoié à P. [[P ℄℄ est déni
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par indution sur es équations. Pour haque équation, x = f y, la fontion [[ ℄℄
aratérise la relation entre les signaux impliqués dans l'équation onsidérée et
les haînes de marques assoiées à es signaux.
Fontion de dénotation [[ ℄℄ L'équation x = pre v y initialise la variable x
ave la valeur v, et aux autres instants où x est présent la préédente valeur de y
lui est attribuée. Elle dénit les signaux x et y sur une même haîne de marques
C ∈ C et dénit la valeur de x par la valeur du signal y à l'instant prédéesseur
immédiat de t dans C. Cette équation impose que x et y soient deux signaux
synhrones (x et y sont présents durant les mêmes marques C).
[[x = pre v y ]] =

 b ∈ B|x,y
∣∣∣∣∣∣
tags(b(x)) = tags(b(y)) = C ∈ C,
b(x)(min(C)) = v,
∀t ∈ C\min(C), b(x)(t) = b(y)(t)(predC(t))


L'équation x = y when z dénit x par y lorsque z est vrai. Soit une marque
t, onsidérons les quatre as suivants :
 Si t /∈ tags(y), alors t /∈ tags(x),
 Si t /∈ tags(z), alors t /∈ tags(x),
 Si t ∈ tags(y), t ∈ tags(z), et z(t) = ff , alors t /∈ tags(x),
 Si t ∈ tags(y), t ∈ tags(z), et z(t) = tt, alors t ∈ tags(x) et x(t) = y(t).






t ∈ tags(b(y)) ∩ tags(b(z)),
tel que b(z)(t) = tt
}
∀t ∈ tags(b(x)), b(x)(t) = b(y)(t)


L'équation x = y default z assoie la valeur de y à x lorsque y est présent,
sinon la valeur de z est assoiée à x. A un instant donné, il y a trois as à
onsidérer :
 Si t ∈ tags(y) alors t ∈ tags(x) et x(t) = y(t),
 Si t /∈ tags(y) et t ∈ tags(z), alors t ∈ tags(x), et x(t) = z(t)
 Si t /∈ tags(y) et t /∈ tags(z) alors t /∈ tags(x),




tags(b(y)) ∪ tags(b(z)) = tags(b(x)) = C ∈ C
∀t ∈ C, b(x)(t) =
{
b(y)(t), t ∈ tags(b(y))




[[x = pre true y ]]∋

 t1 t2 t3 t4 t5 ...y 7→ false true true false true ...
x 7→ true false true true false ...


[[x = y when z ]]∋


t1 t2 t3 t4 t5 ...
y 7→ true true true ...
z 7→ false false true true ...
x 7→ true ...


[[x = y default z ]]∋


t1 t2 t3 t4 t5 ...
y 7→ false false true ...
z 7→ true false false true ...
x 7→ false false false true true ...


Fig. 3.6  Valeur dénotationnelle des opérateurs pre , when , default
La gure 3.6 illustre la valeur dénotationnelle :
 d'un omportement déni sur les variables x, et y, satisfaisant l'équation de
retard x = pre v y .
 d'un omportement déni sur les variables x, y et z, satisfaisant l'équation
d'éhantillonnage x = y when z.
 d'un omportement déni sur les variables x, y et z, satisfaisant l'équation
de hoix x = y default z.
La valeur dans la sémantique dénotationnelle de la omposition synhrone
P |Q est la omposition synhrone [[P ]] | [[Q ]] des valeurs dénotationnelles [[P ℄℄ et
[[Q ℄℄.
[[P |Q ]] = [[P ]] | [[Q ]]
3.2.3 Propriétés algébriques
La dénition des proessus Signal et de la omposition synhrone permet
de dénir une struture algébrique rihe sur l'ensemble des proessus érits en
Signal. En eet, un proessus Signal est un ensemble de omportements dénis
sur un même ensemble de signaux, et la omposition synhrone de deux proes-
sus P et Q est un ensemble de omportements obtenus par l'union de l'ensemble
des omportements de P ave l'ensemble des omportements de Q. La omposition
synhrone de deux proessus P et Q satisfait vars(P |Q) = vars(P) ∪ vars(Q).
Ainsi, un proessus P est équivalent à la projetion de P |Q sur vars(P ), si
et seulement si la projetion de Q sur les signaux vars(P ) est ontenue dans la
projetion de P sur vars(Q).
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Propriété 3.1 Pour tous proessus P et Q,
 ([[P ]] | [[Q ]])|vars(P) ⊆ [[P ]]
 ([[P ]] | [[Q ]])|vars(Q) ⊆ [[Q ]]
 [[P ]] = ([[P ]] | [[Q ]]), si et seulement si [[P ]] ⊆ [[Q ]]
Corollaire 3.1 Pour tous proessus Signal P, Q, R, nous avons :
 [[P ]] | [[P ]] = [[P ]]
 [[P ]] ⊆ [[Q ]]⇒ ([[P ]] | [[R ]]) ⊆ ([[Q ]] | [[R ]])
3.3 Conlusion
Un programme Signal permet de dénir un proessus. Ce proessus est om-
posé d'une interfae modélisant les variables d'entrée/sortie, et d'un ensemble
d'équations devant être résolues simultanément. Chaque équation assoiée au
orps d'un proessus dénit un ensemble de omportements autorisés. La séman-
tique dénotationnelle d'un proessus est aratérisée par la omposition synhrone
de es ensembles de omportements. En eet, Signal est un langage dans lequel
la sémantique des proessus repose sur la théorie des omportements.
Un proessus Signal est un ensemble de omportements dénis sur un même
ensemble de variables tout omme dans le modèle de ontrats présenté dans le
hapitre 2. De plus, dans le langage Signal la dénition des omportements est
équivalente à elle proposée dans la setion 2.1 du hapitre 2, en xant le domaine
de dénition des variables D égale à S. En outre, nous pouvons onstater que
la dénition de la projetion d'un omportement en Signal est équivalente à la
restrition d'un omportement dans le modèle de ontrats. Ainsi, les opérations de
restrition, d'extension, et la théorie sur les ltres peut être aisément appliquées
aux proessus Signal. Par exemple, le proessus générateur d'un ltre peut être
un proessus spéié ave Signal.
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Chapitre 4
Un langage de modules basé sur le
typage par ontrats
Nous adoptons le paradigme de ontrat pour dénir une méthodologie de
validation de omposants basée sur la notion de proessus dans le adre de la
modélisation de logiiels embarqués. Elle se ompose d'un adre algébrique, basé
sur deux onepts très simples, permettant de raisonner sur les ontrats présentés
dans le hapitre 2. Tout d'abord, les hypothèses et les garanties d'un omposant
sont dénies omme des dispositifs de ltres : les hypothèses ltrent les omporte-
ments du ontexte d'exéution aeptés par le omposant et les garanties ltrent
les omportements fournis par le omposant. L'ensemble des ltres onstitue une
algèbre booléenne et l'ensemble des ontrats est aratérisé par une algèbre de
Heyting. Il en résulte un adre de raisonnement permettant d'abstraire, de ra-
ner, de ombiner et de normaliser les ontrats.
Dans ette partie, nous présentons une version étendue des travaux publiés
dans [GTLG09℄. Nous allons utiliser l'algèbre de ontrats dans l'objetif de one-
voir un système de modules dont le système de types est fondé sur la notion de
ontrat. Le type d'un module est un ontrat modélisant les hypothèses faites sur
l'environnement d'exéution et les garanties oertes par ses omportements. Il
permet d'assoier un module à une interfae qui peut être utilisée dans des varié-
tés de sénarios tels que le ontrle de la omposabilité de modules ou le support
eae de la ompilation modulaire.
Plan La ontribution prinipale de e hapitre est d'utiliser l'algèbre de ontrats
(hapitre [2℄) pour la dénition d'un système de modules fortement typés : les
ontrats sont utilisés pour typer les omposants satisfaisant les propriétés om-
portementales attendues. Ainsi, nous dénissons un langage de modules mettant
en ÷uvre notre algèbre de ontrats an de l'appliquer à la validation des systèmes
à base de omposants. La setion 4.1.4 présente le prinipe de base du langage.
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Les onepts de spéiation et d'implémentation sont présentés ainsi qu'un mé-
anisme générique d'enapsulation permettant de représenter une lasse de spéi-
ations ou d'implémentations partageant un modèle ommun de omportement.
La relation de sous-typage basée sur le ranement de ontrats est présentée dans
la setion 4.2. Notre objetif est de vérier l'exatitude de la onstrution d'un
programme. Le système d'inférene de types permet d'attribuer un ontrat aux
noms de proessus dans le langage de modules et de générer une obligation de
preuve sous la forme d'une fontion observatrie dans le langage de program-
mation ible. Le théorème de orretion présenté dans la setion 4.3 formalise
l'exatitude d'un programme érit dans un langage de modules en vériant que
l'ensemble des proessus dérits satisfont les ontrats qui leur sont assoiés.
4.1 Les points lés du langage
Dans ette setion, nous présentons un langage dont le prinipe de base est
la séparation de l'interfae, qui délare les propriétés d'un programme à l'aide
de ontrats, de l'implémentation, qui dénit une spéiation exéutable. Nous
dénissons ainsi une syntaxe et un système de typage mettant en ÷uvre notre
algèbre de ontrats dans le but de l'appliquer à la validation des systèmes à base
de omposants.
4.1.1 Un exemple
Nous illustrons notre approhe en onsidérant une appliation automobile
simple présentée dans [AMPF07b℄. Nous dénissons des ontrats aratérisant
les propriétés spéiques d'un moteur à quatre temps. Dans ette spéiation
illustrée par la gure 4.1, le omportement ylique du moteur est aratérisé par
quatre phases suessives : Intake, Combustion, Compression, et Exhaust. Ces
phases sont assoiées à une position de l'arbre à ames dont la position angulaire
est mesurée en degrés. Ce proédé de mesure modélise un système de temps
disret et symbolique. L'information onernant la position de l'arbre à ames
est transmise à haque ti de l'horloge de la variable cam, orrespondant à un
éhantillonnage en fontion du temps de l'information émise par des apteurs.
A haque émission de ette information une réation est délenhée. Par
exemple, à 90◦ la valve d'admission est fermée et une transition vers la phase
de ompression est délenhée.
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Fig. 4.1  Cyle d'un moteur à 4 temps.
Dans le langage de modules, une spéiation est désignée par le mot lé ontrat.
Elle dénit un ensemble de variables d'entrée/sortie soumis à un ontrat. L'inter-
fae dénit la manière dont le omposant interagit ave son environnement d'exé-
ution à travers ses variables d'entrée/sortie. En outre, une spéiation intègre
des propriétés qui sont modélisées par une omposition de ontrats. Par exemple,
la spéiation du mode d'admission du ontrleur du moteur peut être dénie
par l'hypothèse 0 <= (am mod 360) <90 et la garantie intake (voir gure 4.2).
Une mise en ÷uvre de l'interfae désignée par le mot-lé proess ontient une im-
plémentation ompatible ave le ontrat assoiant la valeur true au signal intake
lorsque 0 <= (am mod 360) <90 (voir gure 4.3).




assume 0<=(am mod 360)<90
guarantee intake
end;
Fig. 4.2  Une spéiation.







Fig. 4.3  Une implémentation.
Un omposant est don onsidéré omme une paire M : I, onsistant en
une implémentationM , typée (ou représentée) par une interfae I, satisfaisant le
ontrat assoié à I. La sémantique de la spéiation I, notée [[I ℄℄, est un ensemble
de proessus (au sens de la setion 2.1) dont les traes satisfont les ontrats liés
à I. La sémantique [[M ℄℄ du module M est le singleton ontenant le proessus
assoié à M .
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4.1.2 Enapsulation par fonteurs
La spéiation des propriétés onsidérées pour le moteur se ompose de
quatre ontrats. Chaque ontrat spéie une phase du moteur. Chaque phase est
assoiée à la position de l'arbre à ames et délenhe un événement. An d'évi-
ter de spéier quatre ontrats distints, nous dénissons quatre instanes d'un
ontrat générique. Dans e but, nous dénissons un méanisme d'enapsulation
an de représenter de manière générique les lasses d'interfaes ou d'implémen-
tations partageant un modèle paramétrable ommun de omportements. Dans
l'exemple du moteur, nous avons utilisé un fonteur paramétré par la valeur de
l'angle de l'arbre à ames assoié à haque phase (voir gure 4.4).
module type phase =
funtor(integer min, integer max)
ontrat
input integer am ;
output event trigger;
assume min<=(am mod 360)<max
guarantee trigger
end;
Fig. 4.4  Un fonteur.
module type engine = ontrat
input integer am ;
output event intake, ompression,
ombustion, exhaust;
phase(0, 90)(am, intake)
and phase(90, 180)(am, ompression)
and phase(180, 270)(am, ombustion)
and phase(270, 360)(am, exhaust)
end;
Fig. 4.5  Utilisation de fonteur.
Le ontrat générique, appelé Phase (voir gure 4.5), est paramétré par le nom
de la phase à délenher et par la position limite de l'arbre à ames. Lorsque
la position angulaire de l'arbre à ames est dans la position attendue, le ontr-
leur du moteur ative la phase spéiée par le paramètre trigger. Le ontrat
modélisant le moteur est déni par la omposition and de quatre appliations
de la forme générique du ontrat assoié à haque phase. Chaque appliation
dénit une phase partiulière du moteur ave ses délenheurs et ses valeurs an-
gulaires appropriées. La omposition est dénie par la borne inférieure des quatre
ontrats (le plus grand des ontrats ranant les quatre ontrats). Chaque ap-
pliation du fonteur Phase produit un ontrat qui est ensuite omposé ave les
autres an de produire le ontrat spéiant les propriétés assoiées à haune des
quatre phases.
Les points lés du langage 79
4.1.3 Syntaxe du langage de modules
Nous dénissons la syntaxe formelle de notre langage de modules présentée
sur la gure 4.6. La grammaire est paramétrée par la syntaxe des programmes,
notés p ou q, lesquels sont érits dans un langage de programmation spéique.
Les noms sont notés x ou y. Les types t sont utilisés pour délarer les paramètres
et les variables d'entrée/sortie dans les interfaes. Les hypothèses et les garanties
sont dérites par des expressions p et q dans un langage ible ou un langage
spéique au ontexte d'utilisation du langage de modules. Une expression exp
manipule des ontrats, des modules, des fonteurs, et des instanes de fonteurs
ou enore des référenes.
x, y noms
p, q proessus
b, c ::= event | boolean | short | integer | . . . types de données
t ::= b | input b | output b | x | t× t types
dec ::= t x [, dec] délaration
ag ::= [assume p] guarantee q; | ag and ag ontrat
exp ::= ontrat dec; ag end ontrat
| proess dec; p end proessus
| funtor (dec) exp fonteur
| exp and exp omposition
| x (exp∗) appliation
| let def in exp dénition loale
def ::= module [type] x = exp dénition d'une spéiation
| modulex [: t] = exp dénition d'un module
| def ; def suession de dénitions
Fig. 4.6  Grammaire du langage de modules.
4.1.4 Spéiation, implémentation et typage de modules
Dans le langage de modules, les spéiations dénissent les propriétés de-
vant être satisfaites par l'environnement, ainsi que la manière dont un omposant
interagit par le biais de ses variables ave le ontexte d'exéution. De plus, les
spéiations sont utilisées pour dénir les propriétés satisfaites par un ompo-
sant dans un ontexte donné. L'implémentation d'une spéiation ontient un
ensemble ompatible de variables d'entrée/sortie, et satisfait le ontrat spéié.
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Nous dénissons un système de types pour les ontrats et les proessus dans
le langage de modules fondé sur notre algèbre de ontrats. Dans la syntaxe du
langage, les ontrats et les proessus sont assoiés à des noms x. Ces noms peuvent
être utilisés pour délarer et typer les paramètres formels d'un fonteur. Par
onséquent, dans le système de types, les noms des ontrats ou des proessus sont
assoiés à un type de module T .
Le type de base d'un module est de la forme τ(I, C). La balise τ a pour valeur
pi, si elle désigne le type d'un proessus (pi(I, C) est le type d'un proessus), ou
bien γ dans le as où la balise désigne le type d'un ontrat (γ(I, C) est le type
d'un ontrat). L'ensemble I est onstitué de paires x : t an de délarer que
les variables (d'entrée/sortie) x sont de type t. Le ontrat de C est une paire de
prédiats (p, q), qui représentent les hypothèses p et les garanties q. Le type d'un
fonteur Λ(x : S).T est onstitué du nom des paramètres x et des types S et T ,
S désignant le type des paramètres formels du fonteur et T le type du résultat
de l'instaniation.
S, T ::= t | τ(I, C) | S × T | Λ(x : S).T τ ::= γ | pi
Le rle de l'environnement de typage Γ est de dénir l'assoiation x : T des
noms x et de leur type T (nous notons Γ(x) le type de x dans l'environnement
Γ). Le rle de l'ensemble des ontraintes de typage Σ est de onstruire l'ensemble
des relations de ranement de la forme C  D.
Γ ::= ∅ |Γ ∪ x : T Σ ::= ∅ |Σ ∪ C  D
4.2 Sous-typage et ranement
4.2.1 Ranement de modules
Nous souhaitons dénir une relation de sous-typage sur les types t en étendant
la relation de ranement de ontrats dénie dans la setion 2.3 à l'algèbre de
types du langage de modules. Dans e but, nous souhaitons appliquer le prinipe
de sous-typage S ≤ T an d'exprimer que l'ensemble des objets sémantiques
représentés par S est inlus dans l'ensemble des objets sémantiques représentés
par T .
Par exemple, soient deux proessus P et Q, tels que P rane Q (gure 4.7).
Un module M enapsulant P ave une variable d'entrée x de type long, et deux
variables de sortie a, b de type short est un sous-type d'un module N enapsulant
Q ave deux variables d'entrée x, y et une variable de sortie a : ainsiM peut être
remplaé par N .










Fig. 4.7  Ranement de modules.
Sous les ontraintes de typage Σ, s est un sous-type de t , noté Σ ⊃ s ≤ t si et
seulement si Σ ontient (ou implique) la relation s ≤ t. La dénition indutive de
la relation de sous-typage ≤ débute ave les axiomes de sous-typage relatifs aux
types de données. A partir de ette relation de sous-typage, des règles algébriques
sont dénies, qui sont ensuite utilisées pour dénir les règles de délarations de
types de modules.
En partiulier, le type d'un module S = τ(I, C) est un sous-type de T =
τ(J,D), noté Σ ⊃ S ≤ T , si et seulement si :
 l'ensemble des variables d'entrée de I est inlus dans l'ensemble des variables
d'entrée de J ,
 l'ensemble des variables de sortie de J est inlus dans l'ensemble des va-
riables de sortie de I,
 les variables d'entrée de J sont des sous-types des variables d'entrée orres-
pondantes dans I,
 les variables de sortie de I sont des sous-types des variables de sortie or-
respondantes dans J ,
 le ontrat C rane D.
Ainsi, du point de vue de l'interfae, un module S rane un module T , si S
apporte plus de préision au niveau du typage des variables de sortie à partir
d'un typage moins préis des variables d'entrée. Cette approhe se retrouve dans
la relation de ranement de ontrats : si C rane D, alors
 les garanties de C sont plus fortes que les garanties de D,
 les hypothèses de C dénissent un ontexte d'exéution moins préis que le
ontexte d'exéution modélisé par les hypothèses de D.
Dans la règle relative aux fonteurs, nous érivons V [y/x] pour désigner la sub-
stitution de x par y dans V (en posant que y n'apparaît pas dans V ). La gure
4.8 expliite l'ensemble des règles de sous-typage.
 la règle (1) exprime la réexivité de la relation de ranement,
 la règle (2) exprime la relation de sous-typage sur les types simples,
 la règle (3) exprime la relation de ranement des variables d'entrée,
 la rèlge (4) exprime la relation de ranement des variables de sortie,
 la règle (5) exprime la transitivité de la relation de ranement,
 la règle (6) exprime la relation de ranement des ensembles de ouples
(variable : type) : si le type S d'une variable x appartenant à l'ensemble
I rane le type T de la variable x dans l'ensemble J , et que l'ensemble
I\(x : S) rane J\(x : T ), alors I rane J ,
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(1) T ≤ T (2) event ≤ boolean short ≤ integer ≤ long
(3)
Σ ⊃ b ≤ c
Σ ⊃ input c ≤ input b
(4)
Σ ⊃ b ≤ c
Σ ⊃ output b ≤ output c
(5)
Σ ⊃ S ≤ T Σ ⊃ T ≤ U
Σ ⊃ S ≤ U
(6)
Σ ⊃ I ≤ J Σ ⊃ S ≤ T
Σ ⊃ (x : S) ∪ I ≤ (x : T ) ∪ J
(7)
Σ ⊃ I ≤ J x 6∈ vars(I)
Σ ⊃ I ≤ (x : input b) ∪ J
(8)
Σ ⊃ I ≤ J x 6∈ vars(J)





Σ ⊃ I ≤ J (C  D) ∈ Σ τ ≤ τ ′
Σ ⊃ τ(I, C) ≤ τ ′(J,D)
(11)
Σ ⊃ S ≤ U T ≤ V
Σ ⊃ S × T ≤ U × V
(12)
Σ ⊃ U ≤ S Σ ⊃ T ≤ V [y/x]
Σ ⊃ Λ(x : S).T ≤ Λ(y : U).V
Fig. 4.8  Les règles de sous-typage
 selon la règle (7), si un ensemble de variables d'entrée I ontient moins de
variables que J , alors I rane J ,
 selon la règle (8), si un ensemble de variables de sortie I ontient plus de
variables que J , alors I rane J ,
 la règle (9) exprime une relation d'ordre sur les types de modules : le type
d'un proessus est un sous-type du type assoié à un ontrat,
 la règle (10) exprime la relation de ranement de modules : un module M
rane un module M ′ si et seulement si l'ensemble des types des variables
d'entrée/sortie de M rane elui de M ′, et si le ontrat assoié à M rane
elui assoié à M ′,
 la règle (11) exprime le ranement ompositionnel de modules,
 la règle (12) exprime la relation de ranement de fonteurs : un fonteur F
rane un fonteur F ′ si et seulement si l'ensemble des types de paramètres
de F ′ rane elui de F , et si le type du module produit par l'appliation
du fonteur F rane elui de F ′.
4.2.2 Ranement de ontrats
Nous pouvons interpréter la relation Σ ⊃ C  D omme l'expression de
l'enregistrement de la ontrainte du ranement de C parD dans Σ. Cette relation
de ranement orrespond à une obligation de preuve dans le langage ible, dont le
sens est déni par la relation sémantique [[C ]]  [[D ]] dans l'algèbre de ontrats (où
[[C ℄℄ et [[D ℄℄ désignent la valeur sémantique de C et D dans l'algèbre de ontrats).
La validité de ette ontrainte peut par exemple être prouvée par un prouveur.
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L'ensemble Σ des relations de ranement C  D est obtenu par la déomposition
struturelle des relations de sous-typage de la forme s ≤ t en axiomes élémentaires
(par exemple : event ≤ boolean), ou en obligations de preuves C  D.
4.2.3 Sous-typage et types simples
Le type d'un module étant une paire τ(I, C), et l'ensemble des ontrats C étant
une algèbre de Heyting, nous souhaitons dénir une relation de sous-typage qui
dénit une algèbre de Heyting sur l'ensemble des types des variables de ots, an
de pouvoir aratériser l'ensemble des modules (l'ensemble des paires : ensemble
de variables d'entrée/sortie et ontrat) par une algèbre de Heyting.
Les types simples sont utilisés pour typer ertains paramètres des modules et
typer les données transportées par les variables de ots. Soit T , l'ensemble des
types simples, où un type t ∈ T aratérise l'ensemble des objets sémantiques
appartenant à e type. La relation ≤ est une relation d'ordre partiel aratérisant
le sous-typage sur T , tel que ∀t1, t2 ∈ T , t1 ≤ t2 si l'ensemble des objets séman-
tiques appartenant au type t1 est inlus dans l'ensemble des objets sémantiques
du type t2 (voir la règle (2) de la setion 4.2.1). La borne inférieure de t1 et t2,
notée t1⊓ t2, est l'ensemble des objets appartenant à t1 et t2. La borne supérieure
de t1 et t2, notée t1 ⊔ t2, est l'ensemble des objets appartenant à t1 ou t2. (T ,≤)
est un treillis ayant pour inmum void (équivalent à l'ensemble vide d'objets), et
pour supremum null (équivalent à l'ensemble de tous les objets). Le omplémen-
taire ¬t d'un type t ∈ T est l'ensemble des objets sémantiques n'appartenant pas
à t tel que ¬t = null− t. (T ,≤) est une algèbre booléenne, et par onséquent une
algèbre de Heyting.
Le type des variables de ots est aratérisé par le type des données du ot,
mais aussi par le fait qu'il s'agit de variables d'entrées ou de variables de sor-
ties. Les balises input et output permettent de distinguer les variables d'entrée
(input) et les variables de sortie (output).
Soit OF , l'ensemble des types des variables de ots de sortie. Considérons la
relation d'ordre partiel, ≤, tel que ∀x, y ∈ T , output x ≤ output y ⇐⇒ x ≤ y
(règle (3) de la setion 4.2.1). (T ,≤) étant une algèbre booléenne, il en déoule
que (OF ,≤) est aussi une algèbre booléenne ave pour supremum output null,
et pour inmum output void. La borne inférieure notée ⊓ vérie : ∀(output x),
(output y) ∈ OF , (output x) ⊓ (output y) ⇐⇒ output (x ⊓ y), et la borne
supérieure notée ⊔ : ∀(output x), (output y) ∈ OF , (output x ⊔ output y)
⇐⇒ output (x ⊔ y). Pour tout output x ∈ OF , le omplémentaire de output x
noté ¬(output x) vérie ¬output x ⇐⇒ output ¬x. La gure 4.9 illustre une
struture de types des variables de sortie en onsidérant les types simples boolean,
event, long, integer, short, tels qu'ils sont dérits dans le manuel de référene de
Signal [GLD94℄.
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Fig. 4.9  Un treillis des types des variables de sortie.
Soit IF , l'ensemble des types des variables de ots d'entrée. Considérons la
relation d'ordre partiel, ≤, tel que ∀x, y ∈ T , input x ≤ input y ⇐⇒ y ≤ x
(règle (3) de la setion 4.2.1). (T ,≤) étant une algèbre booléenne, il en déoule que
(IF ,≤) est aussi une algèbre booléenne ave pour supremum input void, et pour
inmum input null. La borne inférieure notée ⊓ vérie : ∀(input x), (input y) ∈
IF , (input x ⊓ input y) ⇐⇒ input (x ⊔ y). La borne supérieure notée ⊔ :
∀(input x), (input y) ∈ IF , (input x ⊔ input y) ⇐⇒ input (x ⊓ y). Pour
tout x ∈ IF , le omplémentaire de input x noté ¬(input x) vérie ¬input x
⇐⇒ input ¬x. La gure 4.10 illustre une struture de types des variables d'en-
trée en onsidérant les types simples boolean, event, long, integer, short, tels
qu'ils sont dérits dans le manuel de référene de Signal [GLD94℄.
Fig. 4.10  Un treillis des types des variables d'entrée.
Les algèbres booléennes (IF ,≤) et (OF ,≤) modélisant respetivement l'en-
semble des types des variables de ots d'entrée et l'ensemble des types des va-
riables de ots de sortie, vont maintenant permettre de dénir une algèbre boo-
léenne sur les ensembles de variables d'entrée/sortie des modules.
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4.2.4 Une algèbre booléenne sur les ensembles de types de
variables de sortie
Soit OE l'ensemble des ensembles des ouples assoiant une variable de sortie
à son type. Soit la relation d'ordre partiel ≤ dérite par les règles (6) et (8) de la
setion 4.2.1. Rappelons es règles :
(6)
Σ ⊃ I ≤ J Σ ⊃ S ≤ T
Σ ⊃ (x : S) ∪ I ≤ (x : T ) ∪ J
(8)
Σ ⊃ I ≤ J x 6∈ vars(J)
Σ ⊃ (x : output b) ∪ I ≤ J
Nous avons I ≤ J si et seulement si, I ontient plus de variables que J , et que le
type des variables ommunes à I et J soit plus n dans I. Ce qui est équivalent
à :
I ≤ J ⇔ ∀(x : output t1) ∈ J, ∃(x : output t2) ∈ I tel que t2 ≤ t1 .
Preuve : Montrons que ≤ est une relation d'ordre sur OE .
 ∀I ∈ OE , on a toujours I ≤ I. La relation ≤ est lairement réexive.
 Soient I, J, K ∈ OE tels que I ≤ J et J ≤ K. Nous avons alors :
I ≤ J ⇔ ∀(x : output tJ) ∈ J, ∃(x : output tI) ∈ I tel que tI ≤ tJ
J ≤ K ⇔ ∀(x : output tK) ∈ K, ∃(x : output tJ) ∈ J tel que tJ ≤ tK
Or,
∀(x ∈ output tJ) ∈ J, ∃(x : output tI) ∈ I tel que tI ≤ tJ
∧
∀(x ∈ output tK) ∈ K, ∃(x : output tJ) ∈ J tel que tJ ≤ tK

⇒
∀(x ∈ output tK) ∈ K, ∃(x : output tI) ∈ I tel que tJ ≤ tK
}
⇒ J≤K
Par onséquent, la relation ≤ est transitive.
 Soient I, J ∈ OE tels que I ≤ J et J ≤ I. Nous avons alors :
I ≤ J ⇔ ∀(x ∈ output t1) ∈ J, ∃(x : output t2) ∈ I tel que t2 ≤ t1
J ≤ I ⇔ ∀(x ∈ output t1) ∈ I, ∃(x : output t2) ∈ J tel que t2 ≤ t1
Or,
∀(x ∈ output t1) ∈ J, ∃(x : output t2) ∈ I tel que t2 ≤ t1
∧
∀(x ∈ output t1) ∈ I, ∃(x : output t2) ∈ J tel que t2 ≤ t1

⇒ I=J
Par onséquent, la relation ≤ est antisymétrique.
(OE , ≤) est bien un ordre partiel. 2
La borne inférieure de I ∈ OE et J ∈ OE , notée I ⊓ J , est dénie de la manière
suivante :
Si ∄t ∈ T tel que (x : output t) ∈ J
alors (I ∪ (x : output b)) ⊓ J =(I ⊓ J) ∪ (x : output b)
Si ∄t ∈ T tel que (x : output t) ∈ I
alors I ⊓ (J ∪ (x : output b)) =(I ⊓ J) ∪ (x : output b)
Sinon (I ∪ (x : S)) ⊓ (J ∪ (x : T )) =(I ⊓ J) ∪ (x : S ⊓ T )
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∀I, J ∈ OE , la borne inférieure est l'union des ensembles de variables de I et J ,
en onsidérant la borne inférieure des types des variables ommunes. Ce qui est
équivalent à :




(x : output (tI ⊓ tJ)) | (x : output tI ∈ I)
(x : output tJ ) ∈ J)
}
⋃ { (x : output tJ) | ∀tI ∈ T , (x : output tI /∈ I)
(x : output tJ) ∈ J)
}
⋃ { (x : output tI) | (x : output tI ∈ I),




Preuve : Soit I, J, T ∈ OE tels que T ≤ I et T ≤ J . Alors,
(T ≤ I) ∧ (T ≤ J)⇔


∀(x : output t1) ∈ I, ∃(x : output t2) ∈ T tel que t2 ≤ t1
∧
∀(x : output t1) ∈ J, ∃(x : output t2) ∈ T tel que t2 ≤ t1






(x : output t3) | ((x : output t1) ∈ I),
((x : output t2) ∈ J),




(x : output t3) | (x : output t1 ∈ I),
∀t2 ∈ T , ((x : output t2) /∈ J),




(x : output t3) | ∀t1 ∈ T , ((x : output t1) /∈ I),
((x : output t2) ∈ J),






H tel que H ∈ OE , ∀t2, t3 ∈ T ,
((x : output t2) /∈ I),
((x : output t3) /∈ J),





Nous en déduisons l'expression du plus grand des minorants de I et J :




(x : output (tI ⊓ tJ)) | ((x : output tI) ∈ I),
((x : output tJ ) ∈ J)
}
⋃ { (x : output tJ) | ∀tJ ∈ T , ((x : output tI) /∈ I),
((x : output tJ) ∈ J)
}
⋃ { (x : output tI) | ((x : output tI) ∈ I),




Il est trivial que T ≤ I ⊓ J . 2
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La borne supérieure de I ∈ OE et J ∈ OE , notée I ⊔ J , est dénie de la manière
suivante :
Si ∄t ∈ T tel que (x : output t) ∈ J
alors (I ∪ (x : output b)) ⊔ J =(I ⊔ J)
Si ∄t ∈ T tel que (x : output t) ∈ I
alors I ⊔ (J ∪ (x : output b)) =(I ⊔ J)
Sinon (I ∪ (x : S)) ⊔ (J ∪ (x : T )) =(I ⊔ J) ∪ (x : S ⊔ T )
∀I, J ∈ OE , la borne supérieure est l'intersetion des ensembles de variables de
I et J , en onsidérant la borne supérieure des types des variables ommunes. Ce
qui est équivalent à :
I ⊔ J =
{
(x : output (tI ⊔ tJ )) | ((x : output tI) ∈ I)
((x : output tJ) ∈ J)
}
Preuve : Soit I, J, T ∈ OEF tels que I ≤ T et J ≤ T . Or,
(I ≤ T ) ∧ (J ≤ T )⇔


∀(x : output t1) ∈ T, ∃(x : output t2) ∈ I tel que t2 ≤ t1
∧
∀(x : output t1) ∈ T, ∃(x : output t2) ∈ J tel que t2 ≤ t1






(x : output t3) | ((x : output t1) ∈ I),
((x : output t2) ∈ J),
t3 ∈ T , t1 ≤ t3, t2 ≤ t3

⋂
H avec H ∈ OE


Nous en déduisons l'expression du plus petit des majorants de I et J :
I ⊔ J =
{
(x : output (tI ⊔ tJ )) | ((x : output tI) ∈ I),
((x : output tJ) ∈ J)
}
Il est trivial que I ⊔ J ≤ T . 2
Dans e treillis, le omplémentaire d'un ensemble I de variables d'entrée/sortie,
noté ¬I, est déni par :
Si ∄t ∈ T tel que (x : output t) ∈ I alors ¬(I ∪ (x : output null))=¬I
Sinon ¬(I ∪ (x : output b))=(¬I ∪ (x : output ¬b))
Ce qui est équivalent à :
¬I=
( {
(x : output (¬tI) | ((x : output tI) ∈ I)
}⋃{
(x : output null) | ∄t ∈ T tel que ((x : output tI) ∈ I)
} )
(OF ,≤) étant une algèbre booléenne, il en déoule que (OE ,≤) est aussi une
algèbre booléenne ave pour supremum ∅, et pour inmum {(x : output null) | x ∈ V}.
Preuve : (OE ,⊑) est un treillis, nous avons alors :
 R ⊔ (S ⊔ T) = (R ⊔ S) ⊔ T (et la propriété duale)
 R ⊔ S = S ⊔ R (et la propriété duale)
88 Chapitre 4
 R ⊔ (R ⊓ S) = R (et la propriété duale)
Par onséquent, nous avons seulement à prouver que :
 R˜ ⊓ R = {0} ; e qui est une onséquene direte de la dénition de la
borne inférieure et du omplémentaire.
 R˜ ⊔ R = P⋆ ; e qui est une onséquene direte de la dénition de la borne
supérieure et du omplémentaire.
 R ⊔ (S ⊓ T) = (R ⊔ S) ⊓ (R ⊔ T) (ou la propriété duale).
Soit R, S, T ∈ OE ,
R ⊓ (S ⊔ T ) =

{
(x : output (tR ⊓ tS⊔T )) | (x : output tR ∈ R),
(x : output tS⊓T ) ∈ (S ⊔ T ))
}
⋃ { (x : output tR) | (x : output tR ∈ R),
∀tS⊔T ∈ ST, (x : output tS⊔T ) /∈ (S ⊔ T ))
}
⋃ { (x : output tS⊔T ) | ∀tR ∈ ST, (x : output tR /∈ R),









(x : output (tR ⊓ (tS ⊔ tT ))) | (x : output tR ∈ R),
(x : output tS) ∈ S),




(x : output tR) | (x : output tR ∈ R),
∀tS ∈ ST, (x : output tS) /∈ S),




(x : output (tS ⊔ tT )) | ∀tR ∈ ST, (x : output tR /∈ R),
(x : output tS) ∈ S),










(x : output ((tR ⊓ tS) ⊔ (tR ⊓ tT ))) | (x : output tR ∈ R),
(x : output tS) ∈ S),




(x : output tR) | (x : output tR ∈ R),
∀tS ∈ ST, (x : output tS) /∈ S),




(x : output (tS ⊔ tT )) | ∀tR ∈ ST, (x : output tR /∈ R),
(x : output tS) ∈ S),









(x : output (tR⊓S ⊔ tR⊓T )) | (x : output tR⊓S) ∈ (R ⊓ S),
(x : output tR⊓T ) ∈ (R ⊓ T ))
}
⋃ { (x : output tR⊓S | (x : output tR⊓S ∈ (R ⊓ S)),
∀tR⊓T ∈ ST, (x : output tR⊓T ) /∈ (R ⊓ T ))
}
⋃ { (x : output tR⊓T ) | (x : output tR⊓S ∈ (R ⊓ S)),




= (R ⊓ S) ⊔ (R ⊓ T )
Le treillis est distributif.
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Don (OE ,≤) est une algèbre booléenne.
2
4.2.5 Une algèbre booléenne sur les ensembles de types de
variables d'entrée
Soit IE l'ensemble des ensembles des ouples assoiant une variable d'entrée
à son type. Soit la relation d'ordre partiel ≤ dérite par les règles (6) et (7) de la
setion 4.2.1. Rappelons es règles :
(6)
Σ ⊃ I ≤ J Σ ⊃ S ≤ T
Σ ⊃ (x : S) ∪ I ≤ (x : T ) ∪ J
(7)
Σ ⊃ I ≤ J x 6∈ vars(J)
Σ ⊃ I ≤ (x : input b) ∪ J
Nous avons I ≤ J si et seulement si, I ontient moins de variables que J , et que
le type des variables ommunes à I et J soit plus n dans J . Ce qui est équivalent
à :
I ≤ J ⇔ ∀(x ∈ input t1) ∈ I, ∃(x : input t2) ∈ J tel que t1 ≤ t2 .
De la même manière que (OE ,≤) est une algèbre booléenne (voir la sous-
setion 4.2.4 préédente), il déoule de l'algèbre booléenne (IF ,≤), une algèbre
booléenne (IE ,≤) ayant pour supremum {(x : input null) | x ∈ V}, et pour in-
mum ∅. La borne inférieure de I ∈ IE et J ∈ IE , notée I ⊓ J , est dénie de la
manière suivante :
Si ∄t ∈ T tel que (x : input t) ∈ J
alors (I ∪ (x : input b)) ⊓ J =(I ⊓ J)
Si ∄t ∈ T tel que (x : input t) ∈ I
alors I ⊓ (J ∪ (x : input b)) =(I ⊓ J)
Sinon (I ∪ (x : S)) ⊓ (J ∪ (x : T )) =(I ⊓ J) ∪ (x : S ⊓ T )
∀I, J ∈ IE , la borne inférieure est l'intersetion des ensembles de variables de I
et J , en onsidérant la borne supérieure des types des variables ommunes.
La borne supérieure de I ∈ OE et J ∈ OE , notée I ⊔ J , est dénie de la manière
suivante :
Si ∄t ∈ T tel que (x : input t) ∈ J
alors (I ∪ (x : input b)) ⊔ J =(I ⊔ J) ∪ (x : input b)
Si ∄t ∈ T tel que (x : input t) ∈ I
alors I ⊔ (J ∪ (x : input b)) =(I ⊔ J) ∪ (x : input b)
Sinon (I ∪ (x : S)) ⊔ (J ∪ (x : T )) =(I ⊔ J) ∪ (x : S ⊔ T )
∀I, J ∈ IE , la borne supérieure est l'union des ensembles de variables de I et J ,
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en onsidérant la borne inférieure des types des variables ommunes.
Dans ette algèbre, le omplémentaire d'un ensemble I, noté ¬I, est déni par :
Si ∄t ∈ T tel que (x : input t) ∈ I alors ¬(I ∪ (x : input null))=¬I
Sinon ¬(I ∪ (x : input b))=¬I ∪ (x : input ¬b)
Les algèbres booléennes (IE ,≤) et (OE ,≤) modélisant respetivement les
ensembles d'ensembles des types de variables de ots d'entrée et l'ensemble d'en-
sembles des types des variables de ots de sortie, vont maintenant permettre de
dénir une algèbre booléenne sur les ensembles d'ensembles des types de variables
d'entrée/sortie des modules.
4.2.6 Ensembles de types de variables d'entrée/sortie
Les opérateurs d'intersetion (noté ⊓) et d'union (noté ⊔) sont étendus an
de ombiner l'ensemble des variables d'entrée et l'ensemble des variables de sortie
de deux modules.
L'opérateur d'intersetion est déni de la manière suivante :
Si ∄t ∈ T tel que (x : input t) ∈ J
alors (I ∪ (x : input b)) ⊓ J =(I ⊓ J)
Si ∄t ∈ T tel que (x : input t) ∈ I
alors I ⊓ (J ∪ (x : input b)) =(I ⊓ J)
Si ∄t ∈ T tel que (x : output t) ∈ J
alors (I ∪ (x : output b)) ⊓ J =(I ⊓ J) ∪ (x : output b)
Si ∄t ∈ T tel que (x : output t) ∈ I
alors I ⊓ (J ∪ (x : output b)) =(I ⊓ J) ∪ (x : output b)
Sinon (I ∪ (x : S)) ⊓ (J ∪ (x : T )) =(I ⊓ J) ∪ (x : S ⊓ T )
Par exemple, soient deux ontrats C1 et C2. La borne inférieure (gure 4.11)
d'un moduleM satisfaisant C1 ave une variable d'entrée x de type long, et deux
variables de sortie a, b de type short, et d'un module N satisfaisant C2 ave deux
variables d'entrée x, y et une variable de sortie a est un module satisfaisant (C1
⇓ C2) ave une variable d'entrée x de type long, et deux variables de sortie a, b
de type short.















Fig. 4.11  Borne inférieure de modules.
L'opérateur d'union est déni de la manière suivante :
Si ∄t ∈ T tel que (x : input t) ∈ J
alors (I ∪ (x : input b)) ⊔ J =(I ⊔ J) ∪ (x : input b)
Si ∄t ∈ T tel que (x : input t) ∈ I
alors I ⊔ (J ∪ (x : input b)) =(I ⊔ J) ∪ (x : input b)
Si ∄t ∈ T tel que (x : output t) ∈ J
alors (I ∪ (x : output b)) ⊔ J =(I ⊔ J)
Si ∄t ∈ T tel que (x : output t) ∈ I
alors I ⊔ (J ∪ (x : output b)) =(I ⊔ J)
Sinon (I ∪ (x : S)) ⊔ (J ∪ (x : T )) =(I ⊔ J) ∪ (x : S ⊔ T )
Par exemple, soient deux ontrats C1 et C2. La borne supérieure (gure 4.12)
d'un moduleM satisfaisant C1 ave une variable d'entrée x de type long, et deux
variables de sortie a, b de type short, et d'un module N satisfaisant C2 ave deux
variables d'entrée x, y et une variable de sortie a est un module satisfaisant (C1
⇑ C2) ave deux variables d'entrées x, y de type integer, et une variable de sortie















Fig. 4.12  Borne supérieure de modules.
Ces opérations d'union et d'intersetion sur l'ensemble des variables d'en-
trée/sortie sont respetivement la borne inférieure et la borne supérieure des
ensembles de variables d'entrée/sortie. En onsidérant la relation d'ordre par-
tiel exprimée par les règles (6), (7), et (8) dans la partie 4.2.1, l'ensemble des
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ensembles de ouples : nom et type de variables d'entrée/sortie, forme une al-
gèbre booléenne, ave pour inmum {(x : output null) | x ∈ V} et supremum
{(x : input null) | x ∈ V}. Dans ette algèbre, le omplémentaire d'un ensemble
I de variables d'entrée/sortie, noté ¬I, est déni par :
Si ∄t ∈ T tel que (x : input t) ∈ I alors ¬(I ∪ (x : input null)) =¬I
Si ∄t ∈ T tel que (x : output t) ∈ I alors ¬(I ∪ (x : output null))=¬I
Sinon ¬(I ∪ (x : input b))=¬I ∪ (x : input ¬b)
¬(I ∪ (x : output b))=¬I ∪ (x : output ¬b)
Cette représentation dénit une algèbre booléenne sur les ensembles de variables
d'entrée/sortie, et par onséquent une algèbre de Heyting sur es ensembles.
A partir de la relation de sous-typage, qui met en ÷uvre et étend la relation
de ranement de l'algèbre de ontrats dans l'algèbre de typage des modules, il
est faile d'exprimer les relations qui aratérisent la borne inférieure (le plus
grand des minorants) et la borne supérieure (le plus petit des majorants) de deux
modules, de deux fonteurs, ou enore de deux n-uplets de modules, par indution
sur la struture de types. Il est possible d'utiliser es opérateurs (en partiulier
la borne inférieure) an de dénir la sémantique d'opérateurs de omposition de
deux modules (gure 4.13).
Borne inférieure :
- de modules : τ(I, C) ⊓ τ(J,D)=τ(I ⊓ J, C ⇓ D)
- de produits : S × T ⊓ U × V=(S ⊓ U)× (T ⊓ V )
- de fonteurs : Λ(x : S).T ⊓ Λ(y : U).V=Λ(x : (S ⊔ U)).(T ⊓ V [y/x])
Borne supérieure :
- de modules : τ(I, C) ⊔ τ(J,D)=τ(I ⊔ J, C ⇑ D)
- de produits : S × T ⊔ U × V=(S ⊔ U)× (T ⊔ V )
- de fonteurs : Λ(x : S).T ⊔ Λ(y : U).V=Λ(x : (S ⊓ U)).(T ⊔ V [y/x])
Fig. 4.13  Bornes inférieures et supérieures.
A partir de es dénitions sur l'ensemble des modules, nous observons que pour
tous modules S et T , nous avons les relations de ranement suivantes : S ⊓ T ≤
S, T ≤ S ⊔ T . Ces propriétés sont essentielles pour une approhe multi-vues.
La borne inférieure de deux modules rane haun de es deux modules. Cei
est la onséquene direte de la struture d'algèbre de Heyting. Ainsi diérentes
propriétés peuvent être développées séparément puis omposées ave l'opération
du alul de la borne inférieure, an d'obtenir un omposant satisfaisant toutes
les propriétés désirées.
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En représentant les ensembles de variables d'entrée/sortie par une algèbre de
Heyting, et ompte tenu de la struture d'algèbre de Heyting de l'ensemble de
ontrats déni au hapitre [2℄, il en déoule sur l'ensemble des modules M une
algèbre de Heyting (M,≤). Il en va de même pour l'ensemble des fonteurs, ou
enore l'ensemble des n−uplets de modules. L'aetation de types et la relation
de sous-typage peuvent être vériées par un prouveur.
4.2.7 Inférene de types dans le langage de modules
Notre objetif est de vérier l'exatitude de la onstrution d'un programme.
Par onséquent, le système d'inférene de types est tenu de produire une assi-
gnation de types ohérente. Cette assignation est aratérisée par l'assoiation de
ontrats à des noms de proessus dans le langage de modules. Le système d'in-
férene de types doit également générer une obligation de preuve sous la forme
d'une fontion observatrie érite dans le langage de programmation ible. L'obli-
gation de preuve traduit la satisfation des ontrats par les proessus auxquels ils
sont assoiés.
Ce système d'inférene (voir la gure 4.14) est déni par le séquent Γ/Σ ⊢ exp
où Γ est l'environnement de typage, Σ l'ensemble des ontraintes de typage (et
de ranement de ontrats) et exp est une expression érite dans le langage de
modules. Il intègre le système de types du langage ible : nous supposons que la
relation Γ ⊢ p dit que p est bien typé dans le langage ible, sous l'hypothèse Γ.
Le séquent établit une orrespondane struturelle entre les expressions et les
types. Elle est dénie par indution sur la struture des expressions de la même




Γ/Σ ⊢ x : T
(2)
Γ/Σ ⊢ s : S Γ/Σ ⊢ t : T
Γ/Σ ⊢ s× t : S × T
(3)
Γ/Σ ⊢ s : S Γ/Σ ⊢ t : T
Γ/Σ ⊢ Λ(x : s).t : Λ(x : S).T
(4)
Γ/Σ ⊢ t : T
Γ/Σ ⊢ t x : (x : T )
(5)
Γ/Σ ⊢ dec : I Γ/Σ ⊢ dec′ : J
Γ/Σ ⊢ dec, dec′ : I ∪ J
(6)
Γ/Σ ⊢ p Γ/Σ ⊢ q
Γ/Σ ⊢ assume p guarantee q
(7)
Γ/Σ ⊢ ag Γ/Σ ⊢ ag′
Γ/Σ ⊢ (ag and ag′)
(8)
Γ/Σ ⊢ exp : S Γ/Σ ⊢ exp′ : T
Γ/Σ ⊢ (exp and exp′) : S ⊓ T
(9)
Γ/Σ ⊢ dec : I Γ ∪ I ⊢ p
Γ/Σ ⊢ proess dec; p end : pi(I, ((), p))
(10)
Γ/Σ ⊢ dec : I Γ ∪ I ⊢ ag
Γ/Σ ⊢ ontrat dec; ag end : γ(I, ag)
(11)
Γ/Σ ⊢ dec : I Γ ∪ I/Σ ⊢ exp : T
Γ/Σ ⊢ funtor (dec) exp end : ΛI.T
(12)
Γ/Σ ⊢ x : Λ(z : S).T Γ/Σ ⊢ y : U Σ ⊂ U ≤ S
Γ/Σ ⊢ x(y) : T [y/z]
(13)
Γ/Σ ⊢ exp : T γ · T ≤ T
Γ/Σ ⊢module typex = exp : (x : T )
(14)
Γ/Σ ⊢ exp : S Γ/Σ ⊢ t : T Σ ⊂ S ≤ T
Γ/Σ ⊢modulex : t = exp : (x : pi · T )
(15)
Γ/Σ ⊢ def : I Γ ∪ I/Σ ⊢ def ′ : J
Γ/Σ ⊢ def ; def ′ : I ∪ J
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(16)
Γ/Σ ⊢ def : I Γ ∪ I/Σ ⊢ exp : T
Γ/Σ ⊢ letdef in exp : T
Fig. 4.14  Règles d'inférene de type.
La règle (1) assoie une expression syntaxique à un type dans l'environnement Γ.
La règle (2) exprime le typage d'un produit ou d'une paire.
La règle (3) exprime le typage d'une lambda-fontion.
La rèlge (4) exprime le typage d'une expression syntaxique délarant un para-
mètre.
La règle (5) exprime le typage d'une suession de délarations de paramètres.
La règle (6) exprime le typage d'une expression syntaxique exprimant une hypo-
thèse et une garantie.
La règle (7) exprime le typage de la omposition de deux expressions syntaxiques
dénissant haune un ontrat.
La règle (8) exprime le typage de la omposition d'expressions syntaxiques par la
borne inférieure des types assoiés à es expressions.
La règle (9) exprime le typage d'un proessus par un ouple exprimant le type de
ses paramètres, et le ontrat garantissant l'exéution du proessus dans tous les
ontextes d'exéution.
La règle (10) exprime l'assoiation d'une expression syntaxique dénissant un
ontrat à un type de module.
La règle (11) exprime le typage d'un fonteur par une lambda-fontion.
La règle (12) exprime la ontrainte de typage assoiée à l'appliation d'un fonteur
x à un paramètre y : le type est la valeur retournée par l'appliation de la lambda-
fontion aratérisant le type du fonteur au type de y.
La règle (13) exprime la ontrainte de typage assoiée à la dénition d'un type x
de modules.
La règle (14) exprime la ontrainte de typage d'un module x assoié au type t.
La règle (15) exprime le typage d'une suession de dénitions.
La règle (16) exprime le typage d'une dénition loale.
L'opérateur τ · T transforme le type T en type de proessus si τ vaut pi, ou
bien en type ontrat, si τ vaut γ. Il est déni par τ · (τ ′(I, C)) = τ · (I, C) et
τ · (Λ(x : S).T ) = Λ(x : S).(τ · T ). Cet opérateur est utilisé pour vérier que la
dénition du type d'un module est un ontrat, et an de transformer le ontrat en
type d'implémentation.
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4.3 Corretion de programme
4.3.1 Sémantique dénotationnelle
La sémantique [[exp ]]ρ d'un terme exp dans le système de modules est dé-
nie par indution sur la struture de exp. Il s'agit d'un ensemble de proessus
du modèle de ontrats satisfaisant leurs spéiations. La fontion ρ assoie une
expression syntaxique à une valeur dénotationnelle. Un terme p désigne un terme
du langage de programmation ible étendu par le langage de modules.
La gure 4.15 expliite l'ensemble des règles de dénition de la sémantique
dénotationnelle. L'opérateur ⊓ est la transposition de la relation d'intersetion
entre les types de modules (dénie à la sous-setion 4.2.5) dans le domaine de la
sémantique dénotationnelle. La valeur dénotationnelle d'un proessus est la valeur
dénotationnelle de son ontrat nominal, 'est-à-dire l'ensemble des proessus qui
satisfont le ontrat nominal.
Dénition 4.1 (Contrat nominal) Le ontrat nominal p< = (P⋆,[̂p]) d'un pro-
essus garantit tous les omportements du proessus p dans tous les ontextes d'exé-
ution.
(1) [[x ]]ρ = ρ(x)
(2) [[dec, dec′ ]]ρ = [[dec ]]ρ × [[dec
′ ]]ρ
(3) [[ontrat dec; ag end ]]ρ =([[dec ]]ρ, ([[ag ]]ρ))
(4) [[proess dec; p end ]]ρ =([[dec ]]ρ, ([[p ]]ρ))
(5) [[exp and exp′ ]]ρ = [[exp ]]ρ ⊓ [[exp
′ ]]ρ
(6) [[funtor (dec) exp end ]]ρ = let (x : C) = [[dec ]]ρ in λ(x).[[exp ]]ρ⊎(x 7→C)
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(7) [[x(y) ]]ρ= ([[x ]]ρ)(y)
(8) [[module [type] x = exp ]] = (x 7→ [[exp ]]ρ)
(9) [[def ; def ′ ]] = [[def ]]ρ ⊎ [[def
′ ]]ρ⊎[[def ]]ρ
(10) [[let def in exp ]] = [[exp ]]ρ⊎[[def ]]ρ
Fig. 4.15  Sémantique dénotationnelle
La règle (1) assoie une expression syntaxique à une valeur dénotationnelle.
La règle (2) exprime la valeur dénotationnelle d'une suession de délarations
par le produit des valeurs dénotationnelles de es délarations.
La règle (3) exprime la valeur dénotationnelle d'un ontrat.
La règle (4) exprime la valeur dénotationnelle d'un proessus par son ontrat
nominal.
La règle (5) exprime la valeur dénotationnelle de la omposition de deux modules
par la borne inférieure des valeurs dénotationnelles de es deux expressions.
La règle (6) exprime la valeur dénotationnelle d'un ontrat par une fontion
prenant en argument la valeur dénotationnelle des arguments du fonteur.
La règle (7) exprime la valeur dénotionnelle de l'appliation d'un fonteur.
La règle (8) exprime la valeur dénotationnelle de la dénition d'un module ou
d'un type de module.
La règle (9) exprime la valeur dénotationnelle d'une suession de dénitions.
La règle (10) exprime la valeur dénotationnelle d'une dénition loale.
4.3.2 Théorème de orretion
La orretion d'un système de modules repose sur le fait qu'un programme
est bien typé si les ontraintes impliquées par Γ/Σ sont onsistantes. Nous disons
que l'environnement ρ est bien typé ave Γ/Σ, noté ρ : Γ/Σ, si et seulement si
toutes les dénitions de Γ sont onsistantes sous les ontraintes Σ. Notons que
dans une implémentation de e système de types, les ontraintes générées dans Σ
dénissent des obligations de preuve utiles pour vérier qu'une spéiation exp
est bien typée. Dans le but d'établir un théorème de orretion, la sémantique
[[exp ]]ρ d'un terme exp dans le système de modules est dénie par indution sur
la struture de exp (voir la setion 4.3.1). Il s'agit d'un ensemble de proessus du
modèle de ontrats qui satisfont leur spéiation.
Théorème 4.1 Si ρ : Γ/Σ pour un ensemble de ontraintes satisfaisables Σ et
Γ/Σ ⊢ exp : T alors [[exp ]]ρ ⊆ [[T ]]ρ.
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Intuition de la preuve. La preuve du théorème de orretion est dénie par
indution sur la struture des expressions (exp). Pour haque atégorie syntaxique
dans la grammaire de exp, l'ensemble de ontraintes Σ est onsidéré satisfaisable,
ρ : Γ/Σ est un environnement bien typé, et Γ/Σ ⊢ exp : T . Les hypothèses
d'indution portent sur le fait que les sous-expressions expi∈1..n de exp satisfont
les sous-propriétés [[expi ]]ρ ⊆ [[Ti ]]ρ attendues pour la satisfation du théorème an
d'en déduire que [[exp ]]ρ ⊆ [[T ]]ρ par dénition de la sémantique dénotationnelle.
4.4 Conlusion
A partir du modèle de ontrats présenté dans le hapitre 2, nous avons intro-
duit un système de modules basé sur le paradigme des ontrats. La struture de
l'ensemble des ontrats étant une algèbre de Heyting, il en déoule une algèbre de
Heyting sur l'ensemble des modules permettant ainsi de raisonner sur les modules
ave susamment de exibilité au niveau du ranement, de la omposition ainsi
que de l'abstration.
Le paradigme que nous proposons est de onsidérer les ontrats omme étant
le type de omportement d'un omposant, et de l'utiliser pour l'élaboration de
l'arhiteture fontionnelle d'un système ave une obligation de preuve qui valide
l'exatitude des hypothèses et des garanties lors de la onstrution de ette ar-
hiteture. Ce modèle peut être très simplement utilisé pour vérier des systèmes
synhrones multi-horloges spéiés en Signal.
Chapitre 5
Appliation au langage Signal
Dans ette partie, nous présentons une appliation du modèle de ontrats et
du langage de modules à Signal. Le langage de modules est utilisé dans le but
de spéier les générateurs des ontrats et l'implémentation des proessus devant
satisfaire es ontrats. Dans ette appliation, les générateurs des ltres ainsi que
les proessus sont érits en Signal. La proximité des dénitions des omporte-
ments et des proessus dans le modèle de ontrats et dans Signalrend l'utilisa-
tion de e modèle de ontrats très simple.
5.1 Un modèle de ontrats pour Signal
Dans le modèle multi-horloges de Signal [3℄, un proessus p est déni par
la omposition synhrone d'équations sur des signaux (notées x = y f z). Un
signal x est un ot inni de valeurs présentes à des instants symboliques, selon le
rythme de l'horloge de x. Un ensemble de marques t désigne une période symbo-
lique du temps durant laquelle un événement se produit. Les marques permettent
d'éhantillonner les valeurs d'un signal sur une série d'instants dénombrables.
Les événements, les signaux, les omportements et les proessus sont dénis de la
manière suivante :
 un événement e est une paire assoiant une marque t et une valeur v,
 un signal est une fontion d'une haîne de marques vers un ensemble de
valeurs,
 un omportement b est une fontion assoiant un nom de variable à un
signal,
 un proessus p ∈ P est un ensemble de omportements dénis sur le même
ensemble de variables.
Nous souhaitons maintenant utiliser le modèle de ontrats développé dans le
hapitre 2 pour la spéiation de ontrats en Signal et la vériation de pro-
essus érits en Signal. Par onséquent, nous donnons une nouvelle dénition
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des omportements dans e modèle spéiant que le domaine de dénition D des
variables est l'ensemble des signaux S.
Dénition 5.1 (Comportement Signal dans le modèle de ontrats) Soit
V un ensemble inni, dénombrable de variables (e qui est équivalent à un en-
semble inni, dénombrable de noms de signaux), et S un ensemble de signaux (qui
est un ensemble partiulier de valeurs déni à la setion 3.2.1 du hapitre 3) ; pour
X un ensemble ni, et non vide, de variables inlus dans V, un omportement
déni sur un ensemble de variables X est une fontion b : X → S.
En onsidérant le modèle de ontrats ave ette nouvelle dénition des om-
portements, l'opération de restrition des omportements Signal dans le modèle
de ontrats est équivalente à l'opération de projetion dans la sémantique du
langage Signal. Il en va de même pour la dénition des proessus : un proes-
sus est un ensemble de omportements déni sur un même ensemble de signaux.
Ainsi, les ltres ont pour proessus générateurs des proessus Signal. Toutes les
propriétés développées sur l'algèbre de ontrats sont valides lors de l'appliation
du modèle à Signal.
Dans le ontexte du développement basé sur la notion de omposants ou sur
le onept de ontrats, la substituabilité et le ranement de ontrats sont des
onepts fondamentaux indispensables [DHJP08℄. Le ranement permet de rem-
plaer un omposant par une version plus aboutie de elui-i. La notion de substi-
tuabilité permet d'implémenter un ontrat (ou un sous-système) indépendamment
de son ontexte d'utilisation. Ces propriétés sont essentielles pour onsidérer une
implémentation omme un suession de ranements, jusqu'à l'implémentation
nale. Comme il est mentionné dans [RBB
+
09℄, d'autres aspets peuvent être
onsidérés dans la méthodologie de développement. En partiulier, les onepts
de multi-vues pour un omposant donné, et de partage d'une implémentation
pour plusieurs spéiations.
En onsidérant la omposition synhrone de proessus Signal et la borne
inférieure des ontrats omme opération de omposition, nous avons les propriétés
suivantes :
Propriété 5.1 Soit quatre proessus p,q ∈ P, et deux ontrats C1, C2, C′1, C′2
∈ C.
C14 C2 =⇒ ((p  C1) =⇒ (p  C2)) (5.1)










((p  C1) ∧ (q  C2)) =⇒ (p |q  (C1⇓C2)) (5.4)
((p  C1) ∧ (p  C2)) ⇐⇒ (p  (C1⇓C2)) (5.5)
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 (5.1) et (5.2) montrent la substituabilité engendrée par le ranement. Plus
partiulièrement, par la relation (5.1), si un ontrat C1 rane un ontrat C2
alors tout proessus p satisfaisant C1 satisfait aussi C2. Par onséquent,
l'ensemble des proessus admis par C1 étant inlus dans l'ensemble des
proessus admis par C2, tout omposant satisfaisant C2 peut être remplaé
par un omposant satisfaisant C1. Ave la relation (5.2), un ontrat C1 est
plus n qu'un ontrat C2 si et seulement si les proessus satisfaisant C1
satisfont aussi C2.
 (5.3) et (5.4) autorisent la substituabilité dans la omposition. Plus parti-
ulièrement, par la relation (5.3), si un ontrat C
′
1 rane un ontrat C1,
et si un ontrat C
′
2 rane un ontrat C
′





2 rane la borne inférieure de C1 et C2. Ave la relation (5.4), si
un proessus Signal p satisfait un ontrat C1, et si un proessus Signal q
satisfait un ontrat C2 alors la omposition synhrone de p et q satisfait
la borne inférieure des ontrats C1 et C2. Ainsi un sous-système peut être
développé de manière isolée. Une fois mis au point de façon indépendante,
les sous-systèmes doivent se substituer à leur spéiation et se omposer
omme prévu.
 (5.5) traduit la notion de vues multiples sur un même omposant : un pro-
essus p satisfait un ontrat C1 et un ontrat C2 si et seulement si p satisfait
la borne inférieure des ontrats C1 et C2. Cette propriété apporte une so-
lution au besoin de modularité posé par le développement simultané de
systèmes par des équipes diérentes utilisant diérents outils. Un exemple
est le développement simultané des propriétés de séurité ou de abilité
ainsi que des aspets fontionnels. D'autre part, la néessité d'une bonne
gestion des aès onurrents à la mémoire par des sous-systèmes est un
autre aspet. Enn, l'énergie est aujourd'hui de plus en plus onsidérée
omme une ressoure ritique, e qui onduit à l'examen d'un autre aspet
de la oneption du système. Chaun de es aspets néessite des adres
et des outils pour leur analyse et leur oneption. Pourtant, ils ne sont pas
totalement indépendants. La possibilité de développer de multiples aspets,
ou plusieurs points de vue de façon simultanée est don essentielle.
Preuve : équation 5.1 :
Conséquene direte de la dénition 2.16. 2
Preuve : équation 5.2 :
Conséquene direte de la dénition 2.14. 2
Preuve : équation 5.3 :
Soit deux ontrats C1 = (A1,G1), et C
′




Soit deux ontrats C2 = (A2,G2), et C
′










(A1 ⊓ G'1) ⊑ G1








(A2 ⊓ G'2) ⊑ G2
G'2 ⊑ A'2 ⊔ G2
Ce qui implique :
A1 ⊑ A1′
A2 ⊑ A2′
(A1 ⊓ G'1 ⊓ A2 ⊓ G'2) ⊑ (G1 ⊓ G2)
(G'1 ⊓ G'2) ⊑ A'1 ⊔ A'2 ⊔ G1 ⊓ G2
=⇒
(par les propriétés de l'algèbre de ltres)
A1 ⊑ A1′
A2 ⊑ A2′
(A1 ⊔ A2) ⊑ (A'1 ⊔ A'2)
((A1 ⊓G'1 ⊓G'2) ⊔ (G1⊓A1⊓ A˜'2) ⊔ (A2⊓G'1 ⊓G'2) ⊔ (G'2 ⊓A2 ⊓ A˜'1))
⊑ ((G1 ⊓ G2) ⊔ (G1 ⊓ A1 ⊓ A˜2) ⊔ (G2 ⊓ A2 ⊓ A˜1))
((G'1 ⊓ G'2) ⊔ (G'1 ⊓ A'1 ⊓ A˜'2) ⊔ (G'2 ⊓ A'2 ⊓ A˜'1))
⊑ (A'1 ⊔ A'2 ⊔ (G1 ⊓ G2) ⊔ (G1 ⊓ A1 ⊓ A˜2) ⊔ (G2 ⊓ A2 ⊓ A˜1))
=⇒
(par les propriétés de l'algèbre de ltres)
(A1 ⊔ A2) ⊑ (A'1 ⊔ A'2)
((A1 ⊔ A2) ⊓ ((G'1 ⊓ G'2) ⊔ (G'1 ⊓ A'1 ⊓ A˜'2) ⊔ (G'2 ⊓ A'2 ⊓ A˜'1)))
⊑ ((G1 ⊓ G2) ⊔ (G1 ⊓ A1 ⊓ A˜2) ⊔ (G2 ⊓ A2 ⊓ A˜1))
((G'1 ⊓ G'2) ⊔ (G'1 ⊓ A'1 ⊓ A˜'2) ⊔ (G'2 ⊓ A'2 ⊓ A˜'1))
⊑ ((A'1 ⊔ A'2) ⊔ ((G1 ⊓ G2) ⊔ (G1 ⊓ A1⊓ A˜2) ⊔ (G2 ⊓ A2⊓ A˜1)))
=⇒





2) 4 (C1 ⇓ C2)
2
Preuve : équation 5.4 :
Soient p et q deux proessus Signal. Par la propriété propriété 3.1 :
((p |q)|vars(p) ⊆ p) (5.6)
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Or, (vars(p) ⊆ vars(p)∪ vars(p)), et vars(p |q) = vars(p)∪ vars(p), alors,
=⇒(((p |q)|vars(p))
|vars(p)∪ vars(q) ⊆ p|vars(p)∪ vars(q))(équation 2.2 et équation 2.3)
=⇒((p |q)|vars(p)∪ vars(q) ⊆ p|varsp∪ vars(q))
Or, (vars(
▽









Don, [̂p |q] ⊑ [̂p] (dénition 2.9).
Si (p  C1) alors (p |q  C1), nous en déduisons :
(((p  C1) ∧ (q  C2)) =⇒ ((p |q  C1) ∧ (p |q  C2)))
En utilisant la dénition de la borne inférieure de deux ontrats (lemme 2.5), on
obtient :
(((p |q  C1) ∧ (p |q  C2)) =⇒ (p |q  (C1 ⇓ C2)))
2
Preuve : équation 5.5 : Conséquene de la dénition de la borne inférieure de
deux ontrats (voir le lemme 2.5). 2
5.2 Extension du langage Signal
Nous dénissons la syntaxe formelle de notre langage de modules pour son
appliation à Signal. Dans la grammaire présentée sur la gure 5.1, les pro-
grammes notés p ou q sont érits dans le langage de programmation Signal. Les
implémentations ainsi que les proessus générateurs des ontrats sont érits dans
le même langage Signal.
De la même manière que dans la setion 4.1, les noms sont notés x ou y. Les
types t sont utilisés pour délarer les types des paramètres et les variables d'en-
trée/sortie dans les interfaes. Les hypothèses et les garanties sont dérites par
des expressions p et q dans un langage ible ou un langage spéique au ontexte
d'utilisation du langage de modules. Dans le as d'appliation à Signal, le lan-
gage ible est Signal. Une expression exp manipule des ontrats, des modules,
des fonteurs, et des instanes de fonteurs ou enore des référenes.
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x, y noms
p, q proessus spéiés en Signal
b, c ::= event | boolean | short | integer | . . . types de données
t ::= b | input b | output b | x | t× t types
dec ::= t x [, dec] délaration
ag ::= [assume p] guarantee q; | ag and ag ontrat
exp ::= ontrat dec; ag end ontrat
| proess dec; p end proessus
| funtor (dec) exp fonteur
| exp and exp omposition
| x (exp∗) appliation
| let def in exp dénition loale
def ::= module [type] x = exp dénition d'une spéiation
| modulex [: t] = exp dénition d'un module
| def ; def suession de dénitions
Fig. 5.1  Grammaire du langage de modules appliqué à Signal
5.3 Un as d'utilisation
Nous illustrons les diérents aspets de notre algèbre de ontrats en reonsi-
dérant la spéiation du moteur à quatre temps et la tradution en proessus
observateurs dans le langage de notre hoix : le langage de programmation multi-
horloges Signal.
La gure 5.2 représente la mahine à états représentant les quatre phases su-
essives du moteur à 4 temps : admission (Intake), ompression (Compression),
ombustion (Combustion), et éhappement (Exhaust). Ces diérentes phases
sont assoiées à la position de l'arbre à ames mesurée en degrés.
Fig. 5.2  Cyle d'un moteur à 4 temps
La position angulaire de l'arbre à ames dénit un temps de référene dis-
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ret. L'horloge du signal cam représente la position de l'arbre à ames mesurée
en degrés CAM
◦
, et initialisée à 0. Les transitions de la mahine à états sont
dirigées par la position angulaire de l'arbre à ames. Les variables cam, Intake,
Compression, Combustion, Exhaust modélisent le omportement du moteur.
Nous souhaitons dénir un ontrat stipulant que la phase d'admission (Intake)
est eetive lorsque la position de l'arbre à ames se situe dans le premier quart
de tour de sa révolution. Pour ela, nous dénissons le proessus générateur d'un
ltre pour modéliser les hypothèses. Ce proessus générateur mesure la valeur de
la variable d'environnement cam. La valeur de cam doit être omprise entre 0
et 90 degrés. En onsidérant ette hypothèse, la mahine à états doit garantir
que le moteur à 4 temps est dans la phase d'admission (Intake). Les proes-
sus générateurs des ltres des hypothèses et des garanties sont :
AIntake=∆(cam mod 360
◦ < 90) GIntake=∆Intake
Un aspet bénéque de notre algèbre est que la séparation des hypothèses réa-
lisées sur l'environnement et des garanties du système est failitée par la possibilité
d'exprimer naturellement le omplémentaire d'un ltre et plus partiulièrement




En revanhe, il semble beauoup plus diile d'érire le omplémentaire d'un
automate.
La struture générique des proessus trouve une instane direte dans le mo-
dèle de alul multi-horloges de Signal. Spéions les générateurs de AIntake et
GIntake au moyen d'équations Signal :
AIntake = true when (cam modulo 360 < 90)
GIntake = true when intake default false
Une subtilité du langage Signal est que le ontrat ne traite pas uniquement
des valeurs vrai ou faux, des signaux, mais également des statuts des signaux,
présent ou absent. Par onséquent, le omplémentaire de l'hypothèse AIntake est
simplement déni par A˜Intake = false when AIntake default true signiant que
A˜Intake est satisfait si et seulement si cam est absent, ou bien cam est présent
ave une valeur supérieure à 90. Notons que, pour une trae de AIntake donnée,
l'ensemble des traes possibles orrespondantes est inni (et dense), puisque les
traes de A˜Intake ne sont pas néessairement assoiées à la même horloge que
AIntake.
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Exemple 10 Considérons le omportement suivant omme étant le omporte-
ment admis par le proessus générateur de AIntake :
AIntake =1_ 1_ 1_ 1_ 1_ 1_ 1_ 1_ 1_
Ainsi A˜Intake aeptera le omportement :
A˜Intake =0___ 0___ 0___ 0___ 0_
Ou enore :
A˜Intake =01 1 1 0 1 1_ 0 1_ 1 0__ 1 0 1 . . .
Il est également intéressant de noter que l'horloge de A˜Intake (sa référene dans
le temps) n'est pas expliitement exprimée en fontion de AIntake ou GIntake : elle
est impliitement et partiellement liée à l'horloge de cam.
Notons que notre modèle de ontrats est agnostique vis-à-vis d'un modèle
de alul partiulier et autorise un domaine de dénition générique des ompor-
tements. Si nous avions onsidéré des spéiations exéutables, telles que des
observateurs synhrones [MM04℄, il aurait été néessaire de onnaître l'horloge de
l'environnement dans le but de déterminer l'horloge du omplémentaire. Cei n'est
pas néessaire ave l'exemple d'appliation du modèle de ontrats à Signal. La
struture booléenne de notre algèbre supporte la apaité de raner de manière
ompositionnelle (sans altérer ou abstraire les propriétés individuelles).
Fig. 5.3  Modèle d'un moteur à quatre temps.
Par exemple, onsidérons un modèle plus préis du moteur à 4 temps présenté
dans [AMPF07a℄ (Figure 5.3). Ce modèle requiert que le moteur doit atteindre
l'état EC (Exhaust loses) entre 5 et 20 degrés, tant qu'il est dans la phase
d'admission (Intake). La version ranée prenant en ompte ette propriété du
moteur est simplement la omposition (la borne inférieure sur les ontrats) du
ontrat initial ave les nouveaux ltres :
AEC = true when(4 < cam modulo 360 < 21)
GEC = true when EC default false
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Rappelons le fonteur de spéiation de module phase déni dans la sous-
setion 4.1.2 dénissant l'expression générique d'un ontrat qui assoie une phase
à une position de l'arbre à ames :
module type phase =
funtor(integer min, integer max)
ontrat
input integer am ;
output event trigger;
assume min<=(am mod 360)<max
guarantee trigger
end;
De manière similaire à l'événement Intake, OTDC (Overlap Top Dead Cen-
ter) se produit au début du yle. L'instant tOTDC est l'instant où et événement
est observé, et l'ourrene de l'événement EC est ontraint par {tOTDC+[5..20]},
par onséquent tOTDC+5 ≤ tEC ≤ tOTDC+20. Nous allons aner la spéiation
du moteur en inorporant es nouvelles ontraintes. Ce qui nous donne :
module type better_engine = engine
and ontrat
input integer CAM ;






Il est inutile de dire qu'un prouveur sophistiqué, basé par exemple sur l'arith-
métique de Pressburger, nous aiderait à vérier la ompatibilité de la artogra-
phie du moteur présentée préédemment. Néanmoins, dans le but d'eetuer une
simulation, une implémentation de la spéiation du moteur peut être obtenue
simplement. Il est également possible de dénir un proessus observateur pouvant
être utilisé omme une obligation de preuve devant être satisfaite par une implé-
mentation de la artographie du moteur. Ce langage de modules peut également
être un moyen de synthétiser un ontrleur an d'imposer à la mise en ÷uvre du




(? integer am; ! event trigger;)
(| am ^= trigger
| trigger := when min<= (am mod 360)< max
|);
Fig. 5.4  Proessus Signal spéiant une phase générique de la artographie
du moteur.
La gure 5.4 présente une implémentation en Signal d'une phase générique
de la artographie du moteur. Le proessus phase se ompose de l'équation qui est
exéutée lorsque sa sortie trigger est néessaire (lorsque l'horloge de trigger
est ative). Ce proessus est paramétré par min et max désignant haun une
position angulaire de l'arbre à ames. Si le signal am est présent, ave une valeur
omprise dans [min ; max℄, alors trigger est présent. Sinon, am est absent, ou
bien hors des valeurs de l'intervalle [min ; max℄, dans e as, trigger est absent.
Les signaux am et trigger représentent respetivement l'entrée et la sortie du
proessus où min et max désignent les paramètres du fonteur permettant l'ins-
taniation du proessus.
proess engine =
(? integer CAM; ! event OTD, FBD, ITD, SBD;)
(| OTD := phase { 0, 90} (CAM)
| FBD := phase { 90, 180} (CAM)
| ITD := phase {180, 270} (CAM)
| SBD := phase {270, 360} (CAM)
|);
Fig. 5.5  Implémentation du moteur à quatre temps
Dans le proessus engine (voir la gure 5.5), les quatre instanes des équa-
tions de phase spéient les signaux de sortie qui sont assoiés à une phase du
moteur. Notons qu'a priori, es signaux ne sont pas synhronisés : ils sont onur-
rents. Cei est fait pour favoriser l'aspet ompositionnel de la spéiation du
système. Le ranement itératif permettra de onstruire une spéiation exéu-
table séquentiellement, par exemple, en prenant en ompte la synhronisation des
signaux OTD, FBD, ITD et SBD.
Ce hoix est en faveur du modèle de omposition (polyhrone), au détriment de
l'exéutabilité (synhronie), permettant de traiter les spéiations additionnelles
du moteur de manière ompositionnelle, e qui montre que le langage Signal et
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notre système de modules partagent la même philosophie de oneption onur-
rente et ompositionnelle. La gure 5.6 présente une implémentation prenant en
onsidération les propriétés portants sur les signaux OTD, FBD, ITD et SBD ra-
nant la spéiation initiale du moteur. Cette implémentation est obtenue par
omposition des équations relatives aux signaux OTD, FBD, ITD, et SBD ave la
spéiation initiale engine.
proess betterengine =
(? integer CAM; ! event OTD, FBD, ITD, SBD,
EC, IC, EO, IO;)
(| (OTD, FBD, ITD, SBD) := engine (CAM)
| EC := phase { 5, 20} (CAM)
| IC := phase {130, 150} (CAM)
| EO := phase {210, 225} (CAM)
| IO := phase {344, 350} (CAM)
|);
Fig. 5.6  Version ranée de l'implémentation du moteur à quatre temps.
Les ontrats peuvent être utilisés pour exprimer des propriétés d'exlusion.
Par exemple, lorsque le moteur est dans le mode d'admission (Intake), il ne faut
pas ommener la phase de ompression (Compression). Ce qui se traduit par le
ontrat : Aexcl=∆OTDC et Gexcl=∆¬FBDC. La gure 5.7 présente l'ériture de
ette propriété d'exlusion érite dans le langage de modules appliqué à Signal.
module type exlude =
ontrat
output event intake, ompression;
assume intake
guarantee (not ompression default intake)
end;
Fig. 5.7  Une propriété d'exlusion.
En plus des propriétés de sûreté, les ontrats peuvent également être utilisés
pour exprimer des propriétés de vivaité. Par exemple, onsidérons le protoole
de mise en marhe du moteur. Un démarreur est utilisé pour laner sa rotation.
Lorsque le moteur est démarré, le démarreur peut être désativé.
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Acount =∆Exhaust Gcount =∆cycle
′ = cycle+ 1
Alive =∆(cycle > 0) Glive =∆F (¬starter)
Fig. 5.8  Une propriété de vivaité.
Sur la gure 5.8, nous présentons le ontrat (Acount,Gcount) garantissant que
les yles du moteur sont orretement omptabilisés. Le ontrat (Alive,Glive)
garantit que l'utilisation du démarreur (starter) s'ahèvera au bout de quelques
yles. Nous érivons cycle′ pour désigner la prohaine valeur de la variable du
cycle, et l'opérateur F (), de la logique LTL, sera utilisé pour désigner le futur
d'une propriété.
Nous utilisons les équations présentées à la gure 5.8 pour érire es propriétés
dans le langage de modules :
module type ounter =






guarantee ount = (ount$1 init 0) + 1
end;
Fig. 5.9  Comptage des yles
Sur la gure 5.9, l'expression ount$1 init 0 est initialisée à 0. Les autres
valeurs, qui suivront l'état initial, sont les valeurs préédentes de ount. Les
signaux ount$1 init 0 et ount sont présents en même temps, il s'agit de
deux signaux synhrones dans la sémantique de Signal. La gure 5.10 présente
l'ériture de ette propriété de survie érite dans le langage de modules appliqué
à Signal. Nous érirons eventually pour désigner l'état futur d'une propriété
LTL.
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assume ount > 0
guarantee eventually starterOff
end;
Fig. 5.10  Le démarreur est éventuellement oupé.
5.4 Implémentation
Dans la setion 4, nous avons développé un système de modules basés sur
le paradigme des ontrats présenté dans le hapitre 2. Dans la setion 5.2, e
système de modules a été employé pour dénir des ontrats dont les générateurs
sont érits en Signal pour la spéiation de proessus Signal. Ce système de
modules enapsulant des équations sur des ots de données érites dans la syntaxe
Signal a été implémenté en OCaml. Ce prototype produit un arbre de preuves
qui onsiste à :
 l'élaboration d'un programme Signal dérivant la struture d'un système
au moyen de la notion de modules,
 l'aetation de types respetant le système d'inférene du langage de mo-
dules,
 la génération d'obligations de preuves de ranement ou de satisfation de
ontrats exprimés au moyen de proessus observateurs ou de propriétés tem-
porelles spéiées en Signal.
Nous allons maintenant présenter le prouveur utilisé pour la résolution des
preuves générées par le prototype.
5.4.1 SIGALI, le vériateur assoié à Signal
L'outil Sigali [MRLBS01℄ permet de prouver la orretion de propriétés dy-
namiques des omportements, il se limite ependant aux propriétés booléennes.
La nature des équations du langage Signal permet d'utiliser une méthode ba-
sée sur les systèmes dynamiques d'équations polynomiales sur Z/3Z ('est-à-dire
les entiers modulo 3 : {0, 1, −1}) omme modèle formel de omportements. La
tehnique onsiste à manipuler un système d'équations à la plae d'ensembles
de solutions. Plus préisement, un ensemble d'états peut être représenté par un
unique système polynomial. En eet, les trois états possibles d'un signal booléen
x sont présent et vrai (x = 1), présent et faux (x = −1), et absent (x = 0). De la
même manière, haque primitive d'un proessus Signal peut être odée par une
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équation polynomiale. Par exemple,  = a when b signie : Si b = 1 alors  = a
sinon  = 0, e qui se traduit par c = a(−b− b2) : les solutions de ette équation
sont l'ensemble des omportements satisfaisant l'équation  = a when b. Sigali
implémente un ensemble d'opérateurs basiques tels que les quantieurs, et les
opérateurs temporels de la logique CTL.
5.4.2 Une obligation de preuve générée par le prototype
Nous présentons une preuve générée ave le prototype, assoiée à la satisfa-
tion du ontrat (AIntake,GIntake) par l'implémentation Signal engine.
Rappelons la relation de satisfation d'un ontrat : Soient C = (A,G) un
ontrat, p un proessus, p  C ⇐⇒ ([̂p] ⊓ A) ⊑ G.
L'ensemble des ltres étant une algèbre booléenne, il est trivial de déduire
l'équivalene suivante : p  C ⇐⇒ ([̂p] ⊓ A) = [̂p] ⊓ A ⊓ G. La preuve générée
en Signal onsiste à vérier que le proessus générateur de ([̂p] ⊓ A) est déni
par le même ensemble de traes que le proessus générateur de ([̂p] ⊓ A ⊓ G).
La propriété sera ensuite exportée vers le prouveur de Signal, Sigali, an de
prouver ou non que le programme généré satisfait la propriété. La satisfation
implique que l'aetation de types et le programme Signal produit soient en
aord ave la spéiation attendue.
An de se limiter à des signaux booléens, la position angulaire de l'arbre à
ames est odée par deux signaux 125 et 226 dénis sur l'ensemble des valeurs
booléennes. Les positions sont assoiées aux valeurs suivantes, exprimée en tant
que programme Signal inluant un appel au vériateur Sigali.
 si 125= faux et 226= faux, alors 0 ≤ (cam mod 360) < 90,
 si 125= faux et 226= vrai, alors 90 ≤ (cam mod 360) < 180,
 si 125= vrai et 226= faux, alors 180 ≤ (cam mod 360) < 270,
 si 125= vrai et 226= vrai, alors 270 ≤ (cam mod 360) < 360.
Le prototype fournit l'obligation de preuve suivante :
1 proess e_proof = ( ? boolean 125 ; boolean 226 ; )
2 (|
Appel de engine6engine_assume7, le générateur de ([̂p] ⊓ AIntake).
3 (out_def_intake1520, out_def_ombustion1621,
4 out_def_ompression1722, out_def_exhaust1823,
5 out_def_aux1924) := engine6engine_assume7(125, 226)




7 out_def_ompression3343, out_def_exhaust3444, out_def_aux3545)
8 := engine6engine_assume7engine_garantee8(125, 226)
Le signal obs_pro_49 observe la satisfation des ontraintes de l'implémen-
tation et de AIntake.
Le signal obs_pro_50 observe la satisfation des ontraintes de l'implémen-
tation ainsi que de AIntake et GIntake.
9 | obs_pro_49 := out_def_aux1924 default not(out_def_aux3545)
10 default (obs_pro_49$1 init true)
11 | obs_pro_50 := out_def_aux3545 default not(out_def_aux1924)
12 default (obs_pro_50$1 init true)
Sigali doit vérier l'égalité des signaux observateurs obs_pro_49 et obs_pro_50 sur





17 use SIGALI; %Appel de la librairie Sigali.%
18 boolean obs_pro_49, obs_pro_50 ;
19 boolean out_def_intake1520 ; boolean out_def_ombustion1621 ;
20 boolean out_def_ompression1722 ;
21 boolean out_def_exhaust1823 ;
22 boolean out_def_aux1924 ; boolean out_def_intake3141 ;
23 boolean out_def_ombustion3242 ;
24 boolean out_def_ompression3343 ;
25 boolean out_def_exhaust3444 ; boolean out_def_aux3545 ;
Dénition du générateur engine6engine_assume7 de ([̂p] ⊓ AIntake) (lignes 26
à 73) :
26 proess engine6engine_assume7 = (? boolean 19 ; boolean 210 ;
27 ! boolean out_def_intake1520 ;
28 boolean out_def_ombustion1621 ;
29 boolean out_def_ompression1722 ;
30 boolean out_def_exhaust1823 ;
31 boolean out_def_aux1924 ; )
32 (| (intake11, ombustion12, ompression13, exhaust14)
33 := engine6(19, 210)
34 | (intake15, ombustion16, ompression17, exhaust18, aux19)
35 := engine_assume7(19, 210)
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Composition des sorties de l'implémentation ave les sorties du générateur
de AIntake (lignes 36 à 55) :
36 | out_def_aux1924 ^= aux19
Le signal booléen out_def_aux1924 est présent et vrai si les hypothèses sont
satisfaites :
37 | out_def_aux1924:=aux19 when ^aux19
38 | out_def_intake1520 ^= intake11
39 | out_def_intake1520:=(intake15 when (^0) default intake11) when ^intake11
40 | out_def_ombustion1621 ^= ombustion12
41 | out_def_ombustion1621 := ombustion12
42 | out_def_ompression1722 ^= ompression13
43 | out_def_ompression1722 := ompression13
44 | out_def_exhaust1823 ^= exhaust14
45 | out_def_exhaust1823 := exhaust14
46 |)
47 where boolean intake11 ;
48 boolean ombustion12 ;
49 boolean ompression13 ;
50 boolean exhaust14 ;
51 boolean intake15 ;
52 boolean ombustion16 ;
53 boolean ompression17 ;
54 boolean exhaust18 ;
55 boolean aux19 ;
engine6 désigne l'implémentation du moteur (lignes 56 à 64) :
56 proess engine6 = (? boolean 1 ; boolean 2 ;
57 ! boolean intake ; boolean ombustion ;
58 boolean ompression ; boolean exhaust ; )
59 (| 1 ^= 2 ^= intake ^= ompression ^= ombustion ^= exhaust
60 | intake := true when (not(1) and not (2)) default false
61 | ombustion := true when (not (1) and 2) default false
62 | ompression := true when (1 and not(2)) default false
63 | exhaust := true when (1 and 2 ) default false |)
64 ;
65
engine6_assume7 désigne le générateur de AIntake (lignes 66 à 73) :
66 proess engine_assume7 = (? boolean 1 ; boolean 2 ;
67 ! boolean intake ; boolean ombustion ;
68 boolean ompression ; boolean exhaust ;
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69 boolean aux ; )




Dénition du générateur engine6engine_assume7engine_garantee8 de ([̂p] ⊓
AIntake ⊓ GIntake) (lignes 74 à 134) :
74 proess engine6engine_assume7engine_garantee8 =
75 (? boolean 125 ; boolean 226 ;
76 ! boolean out_def_intake3141 ; boolean out_def_ombustion3242 ;
77 boolean out_def_ompression3343 ; boolean out_def_exhaust3444 ;
78 boolean out_def_aux3545 ; )
79 (| (intake27, ombustion28, ompression29, exhaust30)
80 := engine6(125, 226)
81 | (intake31, ombustion32, ompression33, exhaust34, aux35)
82 := engine_assume7(125, 226)
83 | (intake36, ombustion37, ompression38, exhaust39, aux40)
84 := engine_garantee8(125, 226)
Composition des sorties de l'implémentation ave les sorties des généra-
teurs de AIntake et de GIntake (lignes 85 à 111) :
85 | aux35 ^= out_def_aux3545 default aux35
Le signal booléen out_def_aux3545 est présent et vrai si les hypothèses et
les garanties sont satisfaites :
86 | out_def_aux3545:=(aux40 default aux35)
87 when ^((when ((aux35 when (aux35 ^* aux40))
88 = (aux40 when (aux35 ^* aux40))))
89 | out_def_intake3141 ^= intake27
90 | out_def_intake3141 := intake27
91 | out_def_ombustion3242 ^= ombustion28
92 | out_def_ombustion3242 := ombustion28
93 | out_def_ompression3343 ^= ombustion29
94 | out_def_ompression3343 := ompression29
95 | out_def_exhaust3444 ^= exhaust30
96 | out_def_exhaust3444 := exhaust30
97 |)
98 where boolean intake27 ;
99 boolean ombustion28 ;
100 boolean ompression29 ;
101 boolean exhaust30 ;
102 boolean intake31 ;
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103 boolean ombustion32 ;
104 boolean ompression33 ;
105 boolean exhaust34 ;
106 boolean aux35 ;
107 boolean intake36 ;
108 boolean ombustion37 ;
109 boolean ompression38 ;
110 boolean exhaust39 ;
111 boolean aux40 ;
engine6 désigne l'implémentation du moteur (lignes 112 à 120) :
112 proess engine6 = (? boolean 1 ; boolean 2 ;
113 ! boolean intake ; boolean ombustion ;
114 boolean ompression ; boolean exhaust ; )
115 (| 1 ^= 2 ^= intake ^= ompression ^= ombustion ^= exhaust
116 | intake := true when (not(1) and not ( 2 ) ) default false
117 | ombustion := true when (not(1 ) and 2 ) default false
118 | ompression := true when (1 and not(2)) default false
119 | exhaust := true when (1 and 2) default false |)
120 ;
engine6_assume7 désigne le générateur de AIntake (lignes 121 à 126) :
121 proess engine_assume7 = (? boolean 1 ; boolean 2 ;
122 ! boolean intake ; boolean ombustion ;
123 boolean ompression ; boolean exhaust ;
124 boolean aux ; )
125 (aux := ( true when (not(1) and not(2))) default false |)
126 ;
engine6_assume7 désigne le générateur de GIntake (lignes 127 à 134) :
127 proess engine_garantee8 = (? boolean 1 ; boolean 2 ;
128 ! boolean intake ; boolean ombustion ;
129 boolean ompression ; boolean exhaust ;
130 boolean aux ; )







Soit le hier engine.sig désignant l'obligation de preuve i-dessus, l'expor-
tation vers Sigali se fait par la ommande suivante :
%signal -z3z engine.sig
Le hier engine_proof.z3z est généré après la ompilation du programme
Signal engine.sig. Ce hier est la tradution du hier de l'obligation de
preuve engine.sig dans le formalisme de Sigali. Le hier engine_proof_CMD.z3z













RESULT est l'ensemble des états du système pour lesquels tous les suesseurs
direts ou indirets vérient la propriété PROP. En eet, PROP exprime le fait que
les observateurs obs_pro_49 et obs_pro_50 sont tous les deux vrais ou bien
tous les deux faux.
Il ne nous reste plus qu'à laner une session de Sigali, et exéuter les om-
mandes du hier e_proof_CMD.z3z :
%sigali
*-------------------------------------*


















Polynomial Dynamial System Building
-----------------------------------------
PROP est une propriété traduisant le fait que obs_pro_49 et obs_pro_50
sont aetées aux mêmes valeurs booléennes dans un même état du système.
AG est un opération issu de la logique CTL. Dans Sigali, AG(PROP) retourne l'en-
semble des états du système pour lesquels les états suesseurs direts ou indirets
satisfont la propriété PROP. Sur la gure 5.11, les états initiaux du système S1
satisfont la propriété AG(PROP), tandis que AG(PROP) n'est pas satisfaite par les
états initiaux du système S2.
Fig. 5.11  A gauhe, les états initiaux du système S1 satisfont la propriété
AG(PROP). A droite, AG(PROP) n'est pas satisfaite par les états initiaux du
système S2.
Il ne reste plus qu'à demander à Sigali si tous les états suesseurs (de manière
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Les propriétés générées peuvent ependant être utilisées à d'autres ns. Comme
dans [MBLBLG00℄, il est possible d'utiliser le servie de synthèse de ontrleur
de Sigali pour générer automatiquement un programme Signal qui applique la
propriété sur le programme généré. Dans le adre d'un système à nombre inni
d'états (ave des propriétés sur des nombres réels), une autre possibilité d'utilisa-
tion serait de générer du ode défensif lorsque la propriété est violée, par exemple,
an de produire une trae.
5.5 Un seond as d'utilisation
Nous reprenons l'exemple du omposant de transmission de messages modé-
lisé au moyen d'automates d'interfae dans la sous-setion 1.2.1. Nous utilisons
ii le langage Signal pour dénir le proessus générateur des hypothèses et le
proessus générateur des garanties du ontrat spéiant qu'un omposant utilisé
ave le anal de transmission (modélisé par l'automate de la gure 5.13) qui ne
renvoie jamais de valeur sur la variable nack, ne retournera jamais de valeur sur
la variable fail à l'utilisateur (modélisé par l'automate de la gure 5.12).
Fig. 5.12  Automate d'interfae d'un utilisateur.
Fig. 5.13  Canal de ommuniation.
Nous utilisons un proessus intermédiaire : le proessus interleave impose la
ontrainte que haque valeur reçue sur sa variable d'entrée a préède une valeur
reçue sur sa variable d'entrée b, et que haque valeur reçue sur sa variable d'entrée
b préède une valeur reçue sur sa variable d'entrée a.
L'ériture de e proessus en Signal est la suivante :
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proess interleave =
(? boolean a, b ; )
(| a ^= (when x)
| x := (when not(x))
| x := not(x$1 init true)
|) where boolean x end;
Le proessus hannel spéié i-dessous en Signal dérit un anal de om-
muniation aheminant toujours un message jusqu'à sa destination, 'est-à-dire
ne retournant jamais de valeurs sur la variable nack. Ce anal de ommuniation
est le ontexte d'utilisation d'un omposant de transmission de messages. Ainsi le
proessus hannel est le proessus générateur du ltre spéiant les hypothèses
du ontrat. La valeur de obs est toujours true.
proess hannel(? boolean msg, ak, nak ;
! boolean send, fail, obs ; )
(| interleave(msg, ak)
| interleave(msg, nak)
| interleave((nak default ak), ak)
| obs := true
|);
Le proessus user spéié en Signal dérit le omportement d'un utilisateur
n'aeptant pas que son message ne soit pas transmis, 'est-à-dire n'aeptant
pas la leture d'une valeur sur la variable fail. Cet utilisateur représente les
garanties du omposant de transmission de messages. Ainsi le proessus user est
le proessus générateur du ltre spéiant les garanties du ontrat. La valeur de
obs est true tant que le proessus user ne reçoit pas de valeur sur la variable
fail.
proess user(? boolean msg, ak, nak ;
! boolean send, fail, obs ; )
(| interleave(msg, ok)
| obs := true when ok
default false when fail|);
Considérons le omposant aratérisé par l'automate de la gure 5.14 et déni
par l'implémentation suivante :
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Fig. 5.14  Automate d'interfae du omposant.
proess omp(? boolean msg, ak, nak ; ! boolean send, fail ; )
(| yle ^= (ak default nak)
| interleave(send, (ak default nak))
| yle := (((yle$1 init 0)+1) when nak) default (0 when ak)
| tmp := nak when yle>1
| interleave(tmp,fail)
| interleave(ak,ok)
| interleave(send,(ok default fail))
|) where int yle ; event tmp ;
end;
Ce omposant retourne une valeur sur la variable fail après deux réeptions
onséutives de valeurs sur la variable nack. Le anal n'émettant jamais deux
valeurs onséutives sur la variable nack, le omposant satisfait le ontrat.
Le ontrat (
̂[hannel],[̂user]) est satisfait si la relation de satisfation est vé-
riée :
([̂omp] ⊓ ̂[hannel]) ⊑ [̂user]
Rappellons que dans le prototype ela onsiste à vérier que le proessus générateur
de ([̂p] ⊓ A) est déni par le même ensemble de traes que le proessus générateur
de ([̂p] ⊓ A ⊓ G). Le proessus user ne ontraignant auune variable hormis la
variable obs, la vériation se fait par l'observation des valeurs des variables obs
dénies dans les proessus user et hannel. Ainsi, ette vériation onsiste à
vérier que obs est dénie par le même ensemble de traes dans ([̂p] ⊓ A) et dans
([̂p] ⊓ A ⊓ G).
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Conlusion
Les travaux de reherhe menés dans le adre de ette thèse ont eu pour obje-
tifs de dénir une méthode de spéiation formelle par omposants de systèmes
temps réel modélisés selon l'approhe synhrone.
Nous avons souhaité dénir une méthodologie de desription de es systèmes
entrée autour de onepts mathématiques forts. La méthode développée ore
ainsi la possiblité de pouvoir ertier que l'implémentation obtenue par ra-
nement itératif à partir d'une spéiation de haut niveau, est onforme aux
propriétés attendues dans le ahier des harges du système.
Contribution
Nous avons développé une méthode de modélisation générique de ontrats
dans laquelle un ontrat est un ouple hypothèses/garanties. Les garanties asso-
iées à un omposant ne sont satisfaites que si les hypothèses sont satisfaites par
l'environnement d'exéution.
Approhe par ontrats des systèmes temps réel. La struture de base
du modèle de ontrats est elle des omportements. Un omportement est une
trae d'exéution dénie sur un ensemble de variables, ainsi un proessus est
un ensemble de omportements dénis sur un même ensemble de variables. La
génériité de la méthode repose sur le fait que le domaine des variables n'est pas
déterminé par le modèle. La dénition du domaine des variables par un ensemble
de fontions d'un domaine de temps disret vers un domaine de valeurs, permet
l'utilisation diret du modèle pour la synthèse d'arhitetures temps réel spéiées
ave un langage tel que Signal, dont la sémantique est également entrée sur la
notion de omportements.
Gestion des ensembles de variables. Les ltres permettent de modéliser les
hypothèses et les garanties par un ensemble de proessus modélisant une même
ontrainte et dénis sur des ensembles de variables diérents. Ainsi le développeur
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dérit une propriété sans se souier du fait que le proessus devant la satisfaire
sera déni sur un nombre plus ou moins important de variables.
Multi-vues et substituabilité. L'ensemble des ltres dénit une algèbre boo-
léenne failitant les opérations de omposition, la dénition d'une borne infé-
rieure et d'une borne supérieure, ainsi que la dénition d'un ltre omplémentaire.
De ette struture mathématique déoule l'ensemble des ontrats modélisés par
un ensemble de paires (hypothèses/garanties) de ltres. L'ensemble de ontrats
onstitue une algèbre de Heyting. La relation de omposition obtenue par le al-
ul de la borne inférieure de deux ontrats ore de multiples points de vue sur
un même omposant. Il est ainsi possible de représenter un omposant par un
ensemble de ontrats devant tous être satisfaits, ainsi le omposant peut être
onsidéré omme la omposition des diérentes vues, ou plus partiulièrement
omme la borne inférieure des diérents ontrats de l'ensemble. De la même ma-
nière, la relation d'ordre partiel sur les ontrats axée sur la notion de substituabi-
lité, permet aisément de vérier la substituabilité de deux omposants dans une
arhiteture.
Langage de modules et typage par ontrats. Le langage de modules per-
met d'intégrer la méthodologie de oneption par ontrats dans de nombreux
langages, tels que Signal, et par onséquent, l'intégration des onepts de vues
multiples et de substituabilité de l'algèbre de ontrats. Ces onepts permettent
entre autres une nouvelle répartition du travail d'implémentation au sein d'une
équipe de développement. Le développement d'un omposant ou d'une arhite-
ture peut ainsi être divisé selon les diérentes vues. Par exemple, un développeur
se hargera de la satisfation des ontraintes d'ordonnanement, tandis qu'un
autre abordera les ontraintes de dépendane de données : le langage de modules
se hargera de omposer les implémentations de haque vue. La tâhe du déve-
loppeur est alors simpliée, e qui ontribue à une rédution signiative du oût
global de oneption, sans négliger la abilité arue du système produit.
Nous venons de voir que l'utilisation de l'algèbre de ontrats remplit la pro-
priété de substituabilité attendue par les motivations de l'introdution. De par
leur nature, les ontrats répondent aux autres attentes développées dans l'intro-
dution. La relation de satisfation d'un ontrat par un proessus remplit le besoin
de modularité : la apaité de tester la onformité entre la mise en ÷uvre d'un
omposant et son implémentation. Cette relation est transrite dans le langage
de modules par la ontrainte d'aetation d'un module à un type de module,
dans le système d'inférene de types du langage (règle (13) sur la gure 4.14 de
la sous-setion 4.2.7, hapitre 4).
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La ompositionnalité est la apaité de vérier l'adéquation entre le modèle
d'une appliation et son arhiteture d'exéution. De manière itérative ou mo-
dulaire, ette propriété se traduit dans l'algèbre de ontrats par la possiblité de
tester le ranement du ontrat spéiant le type de omposant attendu dans une
arhiteture, par le ontrat assoié au omposant que l'on souhaite utiliser.
Intégration dans POLYCHRONY
Dans le but de proter des avantages de la oneption par ontrats dans les
systèmes temps réel, et de répondre aux attentes développées dans l'introdution,
il est possible d'intégrer es travaux dans POLYCHRONY. Rappelons que PO-
LYCHRONY est une plateforme de développement pour la dénition de systèmes
temps réel spéiés en Signal.
Le prototype développé réalise la preuve de la satisfation de ontrats spéiés
en Signal par la synthèse d'observateurs, eux aussi dérits en Signal. Ainsi,
nous avons pu montrer que ette approhe permettait la validation d'un sys-
tème en démontrant la satisfation des ontrats assoiés aux omposants d'une
arhiteture.
Une appliation immédiate est la possibilité d'intégrer des omposants ompi-
lés séparément, dont les ontraintes d'exéution requises et les propriétés garanties
sont insrites dans le ontrat. Par onséquent, ette approhe est appliable à la
génération de ode modulaire.
Le travail d'intégration dans POLYCHRONY est avant tout un travail de
réalisation d'interfae an de rendre l'ériture des ontrats la plus simple et la
plus expressive possible. D'autre part, il est intéressant de ne pas se limiter à
Signal pour l'ériture des ontrats. Un langage expressif permettra d'exprimer
davantage de propriétés, ainsi l'utilisation d'expressions CTL permettra de spé-
ier des propriétés de vivaité. Notons que le model-heker Sigali permet de
prouver la satisfation de propriétés exprimées ave des expressions CTL, dans
des programmes Signal, ouvrant la possibilité de spéier les propriétés de vi-
vaité pour les proessus Signal.
Perspetives
Le développement de e modèle de ontrats ore de nombreuses perspetives.
D'abord du point de vue de l'expressivité des ontrats, deux questions évidentes
vont se poser :
 Quels sont les langages les mieux adaptés pour l'ériture des ontrats et
pour quels types de propriétés ? Y-a-t-il un moyen de hoisir le bon modèle
d'expression ?
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 Comment développer une interfae homme/mahine pertinente pour la dé-
nition de ontrats par un utilisateur ? Il pourrait être judiieux de fournir un
éditeur spéique pour diérents types de propriétés (propriétés de sûreté,
de vivaité).
Dans un seond temps, il semble intéressant de tester e modèle pour diérents
types de problèmes :
 des problèmes à dimension industrielle,
 des problèmes restreints à des propriétés de synhronisation ou d'ordonnan-
ement.
Cei an d'étudier les dimensions spatiales des preuves générées, et par onséquent
tester la apaité des prouveurs à eetuer de telles preuves.
Un autre hamp d'appliation est le alul des propriétés minimales [EGP08℄
que doit satisfaire l'environnement pour que le omposant satisfasse les propriétés
attendues. Cei a pour but d'élaborer le ontexte d'exéution néessaire au bon
fontionnement d'un omposant.
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Résumé
Les ontrats basés sur les notions d'hypothèses/garanties onstituent un para-
digme expressif pour une oneption modulaire et ompositionnelle de spéia-
tion de programmes. Ils sont devenus un onept fondamental dans les proédés
employés par les outils de oneption assistée par ordinateur, pour la oneption
de systèmes informatiques. Dans ette thèse, nous élaborons des fondements pour
la mise en ÷uvre de systèmes embarqués basée sur la notion de ontrats. Nous
proposons ainsi une algèbre de ontrats basée sur deux onepts simples : les hy-
pothèses et les garanties des omposants sont dénies par des ltres, les ltres
sont aratérisés par une struture d'algèbre booléenne. Les hoix eetués pour
dénir la struture des ltres permettent de dénir une algèbre de Heyting sur
l'ensemble des ontrats. Un adre de travail est ainsi déni, dans lequel les ontrats
sont utilisés pour vérier la orretion des hypothèses faites sur le ontexte d'uti-
lisation d'un omposant, et pour fournir à l'environnement les garanties qui lui
sont demandées. Nous utilisons ette algèbre pour dénir un système de modules
dont le paradigme de typage est basé sur la notion de ontrats. Le type d'un
module est un ontrat aratérisé par les hypothèses faites par l'environnement
et les garanties oertes par les omportements du module. Nous illustrons ette
présentation ave la spéiation d'un moteur à quatre temps.
Abstrat
Contrat-based design is an expressive paradigm for a modular and omposi-
tional speiation of programs. It is in turn beoming a fundamental onept in
mainstream industrial omputer-aided design tools for embedded system design.
In this thesis, we elaborate new foundations for ontrat-based embedded system
design by proposing a general-purpose algebra of assume/guarantee ontrats ba-
sed on two simple onepts : rst, the assumption or guarantee of a omponent
is dened as a lter and, seond, lters enjoy the struture of a Boolean algebra.
This yields a struture of ontrats that is a Heyting algebra. In this framework,
ontrats are used to negotiate the orretness of assumptions made on the de-
nition of a omponent at the point where it is used and provides guarantees to
its environment. We put this algebra to work for the denition of a general pur-
pose module system whose typing paradigm is based on the notion of ontrat.
The type of a module is a ontrat holding assumptions made and guarantees
oered by its behaviors. We illustrate this presentation with the speiation of
a simplied 4-stroke engine model.
