The book's title promises an evolutionary approach to machine learning and deep neural networks. In fact, it covers both an evolutionary approach to machine learning and machine learning approach to evolutionary computations. It presents the current trends in the research area connecting evolutionary algorithms (EAs) and machine learning (ML), and covers a wide range of various hybrid approaches benefiting from a synergy between EAs and ML.
domain, only selected topics are briefly introduced. For example, the explanation on fooling images and their generation (pp. 69-70) is very brief. This is in fact the content of one of Nguyen's papers [1] squeezed into hardly one page.
The third chapter promises the evolutionary approach to deep learning. The reader interested in deep learning may be disappointed by its short length. Also the neuroevolution that forms a part of Chapter 3 is not directly connected to up-todate deep neural networks, since it describes NEAT and hyperNEAT algorithms (Section 3.1.1) that date back to 2002. On the other hand, based on NEAT is the DeepNEAT algorithm that is used for optimisation of architecture of deep neural networks. This algorithm is mentioned on p. 89, unfortunately without any details.
In spite of its short length, Chapter 3 covers several interesting approaches based on evolution and deep neural networks, such as genetically optimised convolutional neural networks and feature construction using genetic programming. These are topics that appeared only very recently.
While in the third chapter there are evolutionary approaches used to enhance deep learning methods, the fourth chapter is focused on approaches where machine learning methods are used to improve the performance of evolutionary computation. Chapter 4 contains not only a description of the ML and EAs algorithms but also a lot of figures and tables documenting their performance. This gives the reader complete information about the individual algorithms. The algorithms and results are quite recent, which is confirmed by up-to-date references.
Last, but not least, is the chapter dealing with gene regulatory networks. This is a very interesting topic overlapping with bioinformatics. It is quite challenging to cover such a broad research field in only one chapter. Moreover real-world applications are included, among them experiments with a humanoid robot. A whole book could be written on this topic. Still, it gives the reader an idea of what is going on in this research area. The reader does not need any previous knowledge of gene regulatory networks, however I miss a more formal definition of a gene regulatory network at the beginning of Chapter 5.
Iba's book serves as a good overview of current research trends connecting EAs and ML, as well as an inspiration for further research. It contains both theory and applications. It is hardly possible to squeeze all this to one thin (245 p) book. Therefore the individual sections are quite brief. Nevertheless, they should give a reader a general idea about the methods and their applicability, then, the interested reader may follow the references. The deep neural networks mentioned in the title definitely attracts attention. However, I would not recommend the book to someone who is focused mainly on deep learning. The topic is touched in the book, several evolutionary methods to deep learning are included, but still it covers only a fraction of what is done in this area.
Evolutionary Approach to Machine Learning and Deep Neural Networks is intended both for beginners and experienced researchers. The basis of evolutionary algorithms and common machine learning methods are introduced, so it is self explanatory. However for someone with no machine learning background I recommend having a machine learning course textbook at hand while reading it. Experts both from EAs and ML field will find the book beneficial.
