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Abstract—A distributed, low communication rate architecture
is proposed for collaborating vehicles to aid their inertial naviga-
tion systems (INSs) with cellular signals. The proposed approach
compresses the amount of communicated data between vehicles
by invoking mild approximations that reduce the communication
rate by 91.7% from an optimal centralized approach, with a
negligible impact on performance. Simulation and experimental
results are presented demonstrating multiple unmanned aerial
vehicles (UAVs) navigating via the proposed framework, aiding
their INSs with cellular pseudoranges in the absence of GPS.
I. INTRODUCTION
Modern vehicles integrate an inertial navigation system
(INS) and a global navigation satellite system (GNSS) receiver.
This integration benefits from complementary properties: the
long-term stability of a GNSS navigation solution and the
short term accuracy of an INS. However, it is known that
in the inevitable event that GNSS signals become unusable
(e.g., in deep urban canyons or in the presence of interference
or jamming), a vehicle must rely entirely on its INS, in
which case the errors of the navigation solution will quickly
diverge. Recently, the exploitation of cellular signals has been
demonstrated as an attractive alternative for navigation when
GNSS signals become unusable [1], [2]. Cellular signals are
attractive for aiding a vehicle’s INS since their signals are:
received at a high power, transmitted at high bandwidths, and
are geographically abundant and geometrically diverse.
Collaboration is known to improve the navigation perfor-
mance [3]. Collaborating vehicles making either inter-vehicle
Doppler shift measurements [4] or range measurements [5]
in the absence of GNSS have been shown to decrease the
error divergence rate of their navigation solutions compared
to a standalone INS. Instead of inter-vehicle measurements,
collaborating vehicles may exchange measurements they make
on terrestrial signals of opportunity, such as cellular signals
[6]. In [7], multiple vehicles sharing INS information and
cellular pseudoranges through a centralized framework was
shown to bound INS errors in the absence of GNSS signals.
Communicating INS information among vehicles comes with
a large communication cost due to the substantial amount of
INS data produced by each vehicle and the need to maintain
inter-vehicle correlations. In [8], a distributed framework was
presented that maintained inter-vehicle correlations for mul-
tiple vehicles aiding their INSs with cellular pseudoranges.
However, the high communication cost was not addressed.
This paper focuses on reducing the communication cost of
a distributed cellular-aided INS.
This paper makes three contributions. First, the communi-
cation rate requirement of a distributed cellular-aided INS is
compared to a full centralized approach. Second, a method
to reduce the communication rate by 91.7% is presented,
which approximates the INS data that needs to be transmitted.
Third, the accuracy of the invoked approximation is studied
by varying the reliability of the communication channel in
terms of probability of packet drop. Experimental results are
presented demonstrating two unmanned aerial vehicles (UAVs)
aiding their INSs with the proposed distributed cellular-aided
INS.
The remainder of the paper is organized as follows. Section
II presents the dynamics and measurement models. Section
III discusses the distributed cellular-aided INS. Section IV
discusses a method to reduce communication rate. Section
V demonstrates the performance of the distributed cellular-
aided INS using the communication rate reduction method.
Section VI provides experimental results. Concluding remarks
are given in Section VII.
II. MODEL DESCRIPTION
A. Cellular Transmitter Dynamics Model
Each cellular signal is assumed to emanate from a
spatially-stationary terrestrial transmitter. Its state vector
will consist of three-dimensional (3-D) position states
rsm , [xsm , ysm , zsm ]
T
and clock error states xclk,sm ,[
cδtsm , cδ˙tsm
]T
, where c is the speed of light, δtsm is the
clock bias, δ˙tsm is the clock drift, m = 1, . . . ,M , and M is
the total number of transmitters.
The transmitters’ discretized dynamics are given by
xsm (k + 1) = Fs xsm(k) +wsm(k), k = 1, 2, . . . , (1)
xsm =
[
rTsm , x
T
clk,sm
]T
,
Fs = diag [I3×3, Fclk] , Fclk =
[
1 T
0 1
]
,
where wsm is the process noise, which is modeled as a
discrete-time (DT) white noise sequence with covariance
Qsm = diag
[
03×3, c
2Qclk,sm
]
, where
Qclk,sm =
[
Swδts,mT + Swδ˙ts,m
T 3
3
Sw
δ˙ts,m
T 2
2
Sw
δ˙ts,m
T 2
2
Sw
δ˙ts,m
T
]
and T is the constant sampling interval. The terms Swδts,m
and Sw
δ˙ts,m
are the clock bias and drift process noise power
spectra, respectively, which can be related to the power-law
coefficients, {hα,sm}
2
α=−2
, which have been shown through
laboratory experiments to characterize the power spectral
density of the fractional frequency deviation of an oscillator
from nominal frequency according to Swδts,m ≈
h0,sm
2
and
Sw
δ˙ts,m
≈ 2pi2h−2,sm [9].
B. Vehicle Dynamics Model
The state vector of each vehicle will consist of its INS
state xBn and the receiver’s clock error states xclk,rn ,[
cδtrn , cδ˙trn
]T
, i.e., xrn =
[
xTBn , x
T
clk,rn
]T
, where n =
1, . . . , N , and N is the total number of vehicles.
The INS 16-state vector is
xBn =
[
B
Gq¯
T
n
, rTrn , v
T
rn
, bTgn , b
T
an
]T
,
where BGq¯n is the 4-D unit quaternion in vector-scalar form,
which represents the orientation of the body frame with respect
to a global frame [10], e.g., the Earth-centered inertial frame;
rrn and vrn are the 3-D position and velocity, respectively,
of the vehicle’s body frame expressed in a global frame;
and bgn and ban are the gyroscope and accelerometer biases,
respectively.
1) Receiver Clock State Dynamics: The vehicle-mounted
receiver’s clock error states will evolve in time according to
xclk,rn(k + 1) = Fclkxclk,rn(k) +wclk,rn(k), (2)
where wclk,rn is the process noise vector, which is modeled as
a DT white noise sequence with covarianceQclk,rn , which has
an identical form to Qclk,sm , except that Swδts,m and Swδ˙ts,m
are now replaced with receiver-specific spectra Swδtr,n and
Sw
δ˙tr,n
, respectively.
2) INS State Kinematics: The INS states will evolve in time
according to
xBn (k + 1) = fBn
[
xBn(k),
Bωn(tk),
G an(tk)
]
,
where fBn is a vector-valued function of standard kinematic
equations, which are driven by the 3-D rotational rate vector
Bωn in the body frame and the 3-D acceleration of the IMU
Gan in the global frame [11].
3) IMU Measurement Model: The IMU on the nth vehicle
contains a triad-gyroscope and a triad-accelerometer, which
produce measurements zimun ,
[
ωTimun , a
T
imun
]T
of the
angular rate and specific force, which are modeled as
ωimun =
Bωn + bgn + ngn (3)
aimun = R
[
Bk
G q¯n
] (
Gan −
Ggn
)
+ ban + nan , (4)
where Bωn is the 3-D rotational rate vector, Gan is the 3-D
acceleration of the IMU in the global frame, BkG q¯n represents
the orientation of the body frame in a global frame at time-
step k, R [q¯n] is the equivalent rotation matrix of q¯n, Ggn
is the acceleration due to gravity of the nth vehicle in the
global frame, and ngn and nan are measurement noise vectors,
which are modeled as white noise sequences with covariances
σ2gnI3×3 and σ
2
an
I3×3, respectively.
C. Receiver Observation Model
The pseudorange observation made by the nth receiver on
the mth cellular transmitter at time-step j, after discretization
and mild approximations discussed in [12], is given by
zrn,sm(j) = ‖rrn(j)− rsm‖2
+ c · [δtrn(j)− δtsm(j)] + vrn,sm(j), (5)
where vrn,sm is the measurement noise which is modeled
as a DT zero-mean white Gaussian sequence with variance
σ2rn,sm . The pseudorange observation made by the n
th receiver
on the lth GNSS space vehicle (SV), after compensating for
ionospheric and tropospheric delays is given by
zrn,svl(j) = ‖rrn(j)− rsvl(j)‖2
+ c · [δtrn(j)− δtsvl(j)] + vrn,svl(j), (6)
where zrn,svl , z′rn,svl − cδtiono − cδttropo; δtiono and
δttropo are the ionospheric and tropospheric delays, respec-
tively; z′rn,svl is the uncompensated pseudorange; vrn,svl is
the measurement noise, which is modeled as a DT zero-mean
white Gaussian sequence with variance σ2rn,svl ; l = 1, . . . , L;
and L is the total number of GNSS SVs.
III. DISTRIBUTED CELLULAR-AIDED INERTIAL
NAVIGATION
In this section, the distributed cellular-aided INS framework
depicted in Fig. 1 is described.
A. Framework Overview
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Fig. 1. Distributed cellular-aided INS framework. All N vehicles maintain
their own INSs. When pseudoranges are available from GNSS satellites zsv
or cellular transmitters zs, each vehicle transmits a packet Λn(k) containing
required information for each vehicle to produce an aiding correction.
This framework operates in two modes. In the first mode,
both GNSS SV and cellular pseudoranges are available, i.e.,
the measurements are z ≡
[
zTsv, z
T
s
]T
, where
zsv ,
[
zTr1,sv, . . . , z
T
rN ,sv
]T
, zs ,
[
zTr1,s, . . . , z
T
rN ,s
]T
,
zrn,sv=[zrn,sv1 , . . . , zrn,svL ]
T
, zrn,s=[zrn,s1 , . . . , zrn,sM ]
T
.
These measurements are shared and fused through an extended
Kalman filter (EKF) to improve the navigation solution com-
pared to a standalone GNSS-aided INS. In the second mode,
GNSS signals are unavailable and only cellular pseudoranges
are available, i.e., z ≡ zs. These measurements are used ex-
clusively to provide INS aiding corrections. It is assumed that
the cellular transmitters positions are known from databases
or from, a priori mapping [13]. However, their clock states
are dynamic and stochastic; hence, they must be continuously
estimated. Therefore, the EKF state vector consists of all
vehicles’ states and all transmitters’ clock states, namely
x ,
[
xTr1 , . . . ,x
T
rN
,xTclk,s1 , . . . ,x
T
clk,sM
]T
.
Each vehicle employs its own EKF to produce an estimate
xˆ(k|j) , E[x(k)|Zj ] of x(k) and an associated estimation
error covariance P(k|j) , E[x˜(k|j)x˜T(k|j)|Zj ], where x˜ is
the estimation error, Zj , {z(i)}ji=1, and k ≥ j.
B. Distributed Aided-INS Filter Structure
Between aiding pseudoranges, each vehicle uses its own
INS and the clock model (2) to propagate its own state
xˆrn and the corresponding linearized state transition matrix
Frn(k, j) , diag
[
ΦBn(k, j), F
K
clk
]
, where ΦBn is the DT
linearized INS state transition matrix of the nth vehicle, which
is constructed from IMU data zimun from tj to tk. When
aiding pseudoranges become available, each vehicle computes
a centralized equivalent prediction and update. The prediction
is given by
P(k|j) = F(k, j)P(j|j)FT(k, j) +Q(k, j), (7)
where iteration j is the last time a set of aiding pseudoranges
were available, iteration k is the current iteration, Q is the
process noise covariance, and
F(k, j) , diag
[
Fr1(k, j), . . . , FrN (k, j), F
K
s , . . . , F
K
s
]
.
The structures of ΦBn and Q are described in [8]. Note that
F can not be readily constructed at each vehicle, since it
depends on IMU data from all collaborating vehicles. IMU
data-rates are typically between 100 Hz and 400 Hz, making
the transmission of IMU data from all collaborating vehicles
undesirable. Therefore, instead of transmitting IMU data, each
vehicle broadcasts a packet Λn only when aiding pseudor-
anges become available, which typically occur between 1 Hz
and 5 Hz, and is given by
Λn(k) , {xˆBn(k|j),ΦBn(k, j), zrn,sv(k), zrn,s(k)} . (8)
Assuming a fully-connected graph, i.e., all vehicles can send
and receive packets as depicted in Fig. 1, each vehicle may
then perform the centralized-equivalent update, given by
xˆ(k|k) = xˆ(k|j) +K(k) [z(k)− zˆ(k)] (9)
P(k|k) = P(k|j)−K(k)H(k)P(k|j),
where K is the Kalman gain matrix, zˆ is the predicted
measurement, and H is the measurement Jacobian evaluated
at the state prediction xˆ(k|j). The structures of these matrices
are described in detail in [7], [8].
While the packet (8) is transmitted at a lower frequency
compared to IMU data, the transmission of ΦBn in (8) still
requires a large communication bit-rate, since it is a 15× 15
matrix, requiring the transmission of 225 values every update.
This communication burden is addressed in the next section.
IV. COMMUNICATION RATE REDUCTION
The number of elements that must be transmitted to com-
municate ΦBn to each vehicle can be reduced from 225 to
32 by exploiting the structure of ΦBn and invoking some
mild approximations. Each vehicle can then reconstruct an
approximation of ΦBn using the received 32 elements with
only a minimal impact on performance.
The structure of ΦBn after a K-step propagation can be
shown to be approximately
ΦBn(k, j) ≈

I3 03 03 KTR[qn,1] 03
⌊vn×⌋ I3 I3T An
KT 2
2
R[qn,2]
⌊yn×⌋ 03 I3 Bn KTR[qn,1]
03 03 03 I3 03
03 03 03 03 I3

 , (10)
where K = k − j; ⌊vn×⌋ and ⌊yn×⌋ are skew symmetric
matrices whose elements are defined from the vectors vn and
yn, respectively; the vectors qn,1 and qn,2 are quaternions;
and An and Bn are arbitrarily structured 3 × 3 matrices.
Note the following two properties of the structure (10). First,
since vn and yn maintain a skew symmetric form, they can
be transmitted using only three elements each. Second, since
the scaling pre-multiplying the matrices R[qn,1] and R[qn,2]
is deterministic and only dependent on the IMU sampling
period T and the number of iterations K , these matrices
can be converted to quaternions qn,1 and qn,2, transmitted
using only four elements each, and then be re-assembled at
each corresponding vehicle. Therefore, if each vehicle replaces
ΦBn(k, j) with
{
vn,yn, qn,1, qn,2,An,Bn
}
in (8), only 32
elements need to be transmitted instead of 225.
Next, the communication rate requirements of the approx-
imation (10) is compared against the requirements of a full
centralized approach. The data that must be communicated to
support the centralized approach and the distributed approach
with the approximation (10) along with their corresponding
data-rate requirements are tabulated in Table I and Table II,
respectively.
The required data-rate of the centralized approach rcent is
found by summing the entries of the right column of Table I
and multiplying by the number of collaborating vehicles and
the number of bits representing the data type b, yields
rcent = bN · [6fimu + (2M + 16)fs] .
Setting the IMU data-rate to fimu ≡ 100Hz, the cellular
pseudorange data-rate to fs ≡ 1Hz, the number of cellular
transmitter to M ≡ 6, and assuming each value is a 32 bit
float data type, the required bit-rate is N · (20.096) kbits/sec.
TABLE I
REQUIRED DATA-RATE: CENTRALIZED
Data Type Data-Rate (values@rate)
Accelerometer (aimun ) 3@fimu
Gyroscope (ωimun ) 3@fimu
Cellular pseudoranges (zrn,sm) M − 1@fs
pseudorange uncertainty (R) M − 1@fs
State update (xˆrn ) 18@fs
TABLE II
REQUIRED DATA-RATE: DISTRIBUTED
Data Type Data-Rate (values@rate)
Position (rˆrn ) 3@fs
Velocity (vˆrn) 3@fs
Orientation
(
ˆ¯q
n
)
4@fs
Cellular pseudoranges (zrn,sm) M − 1@fs
pseudorange uncertainty (R) M − 1@fs{
vn,yn,qn,1,qn,2,An,Bn
}
32@fs
Similarly, the required data-rate of the distributed approach
rdist using the approximation can be found from Table II to
be given by
rdist = bN · (2M + 40) fs.
Using the same previous settings for fimu, fs, and M , the
required bit-rate is N · (1.664) kbits/sec, a 91.7% bit-rate
reduction.
Although the approximation (10) significantly reduces the
required bit-rate, the accuracy of the approximation is de-
pendent on the time between INS aiding updates and the
vehicles’ maneuvers. Furthermore, the transmission of the
packetsΛn(k) may fail, in which case the time between aiding
updates further increases, which degrades the approximation.
The next section studies the robustness of the approximation
in a lossy communication channel.
V. PERFORMANCE CHARACTERIZATION
In this section, the robustness of the approximation (10) is
studied when the framework is subject to random drops of the
data packets {Λn(k)}Nn=1.
A. Probability of Packet Drop
The vehicles are assumed to communicate in a channel with
Bernoulli packet dropouts. This modifies the measurement
update (9) to take the form

xˆ(k|k) = xˆ(k|j), γ(k) = 0
P(k|k) = P(k|j);
xˆ(k|k) = xˆ(k|j) +K(k) [z(k)− zˆ(k)] , γ(k) = 1
P(k|k) = P(k|j)−K(k)H(k)P(k|j);
where γ(k) ∼ B(1 − p), i.e., a Bernoulli random sequence
with probability of failure p [14]. The value of p depends on
the environment and the communication protocol employed. In
this work, the vehicles are assumed to employ the Dedicated
Short Range Communication (DSRC) technology, which is an
IEEE 802.11p wireless standard supported by the U.S. Depart-
ment of Transportation to enable future vehicle-to-vehicle and
vehicle-to-infrastructure communications. The Federal Com-
munications Commission allocates 75 MHz of spectrum in
the 5.9 GHz frequency band. The signal characteristics of
DSRC in real-world automobile settings are well studied and
are expected to support 6Mbits/sec when the received power
is greater than −95 dBm [15].
To determine realistic values of p for UAVs, a study
was conducted using Wireless InSite R©, a signal propagation
simulator developed by Remcom. Detailed 3-D City model
files were imported from the website of the city of Portland,
Oregon [16] and two UAV trajectories (UAV a and UAV b)
were generated at an altitude just below the height of the tallest
buildings. The path loss of signals propagating from three
points on UAV b’s trajectory to all points sampled with 10
meter spacing on UAV a’s trajectory were calculated. A screen
shot of the ray tracing used to simulate the signal propagation
is provided in Fig. 2. The resulting cumulative distribution
function (CDF) curve of the path loss corresponding to each
of the three points from UAV b’s trajectory are illustrated in
Fig. 3.
point 1
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Fig. 2. Communication path loss study for two UAVs in Portland, Oregon.
The trajectory of UAV a was sampled with 10 meter spacing. Three separate
points (red, blue, and green dots) were sampled along the trajectory of UAV
b. For each of these three points, the path loss (dB) was calculated to each
of the sampled points along the trajectory of UAV a. Only ray tracing from
the red point of UAV b to a small number of points along the trajectory of
UAV a are shown to avoid cluttering the figure.
Using the properties of the DSRC and under typical transmit
and received powers and antenna gains, it can be shown that
115 dB is the tolerable path loss before packet dropouts begin
to occur. Note from the CDF in Fig. 3 that the probability
1 − p of being under the tolerable path loss 115 dB lies in
the range (0.3, 0.55). Therefore, realistic values for p in this
particular scenario are between (0.45, 0.7).
B. Robustness Analysis
In this section, the robustness of the approximation (10)
is studied through Monte Carlo analysis. To this end, the
trajectories of N = 3 UAVs were simulated in the vicinity
of M = 6 cellular transmitters as depicted in Fig. 4(a).
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Fig. 3. Resulting CDF curve of the path loss (dB) for signals propagating
from points 1,2, and 3 to points sampled on UAV a’s trajectory, as illustrated
in Fig. 2.
The UAVs’ trajectories were generated using a six degree of
freedom model for quad-rotors. Consumer grade gyroscope
and accelerometer data was simulated according to (3) and (4),
respectively. Cellular transmitter pseudoranges were generated
at 1 Hz using (5) and (1), with {h0,sm , h−2,sm}6m=1 ≡
{8× 10−20, 4× 10−23}, which correspond to a typical oven-
controlled crystal oscillator (OCXO). GPS L1 C/A pseudor-
anges were generated at 1 Hz according to (6) using SV orbits
produced from Receiver Independent Exchange (RINEX) files
downloaded on May 31, 2017, and the clock model (2), with
{h0,rn , h−2,rn}
3
n=1 = {9.4 × 10
−20, 3.8 × 10−21}, which
correspond to a typical temperature-compensated crystal oscil-
lator (TCXO). The GPS pseudoranges were set to be available
for the first 30 seconds of the 110 second simulation.
First, single run results using p ≡ 0.5 are shown to demon-
strate the performance of the distributed cellular-aided INS
using the approximation (10). Two estimators were employed
to estimate the UAVs’ trajectories: (i) the distributed cellular-
aided INS with the proposed approximation (10) and (ii)
for a comparative analysis, a traditional GPS-aided INS. The
resulting north and east position errors and corresponding±3σ
bounds for UAV 1 are plotted in Fig. 4(b)–(c), respectively.
Note from these plots, that even with a high probability of
loss p = 0.5, the errors associated with distributed cellular-
aided INS are bounded after GPS becomes unavailable at 30
seconds, whereas the errors associated with a traditional GPS-
aided INS begin to diverge.
Next, 500 Monte Carlo runs were conducted for each value
of p ∈ {0, 0.3, 0.6, 0.9}. For each run, two distributed cellular-
aiding architectures were employed: (1) with the approxima-
tion and (2) without the approximation. Define the error ξ˜n
introduced into the position estimate of vehicle n due to the
approximation as
ξ˜n(k|j) , ‖rˆrn(k|j)− rˆ
′
rn
(k|j)‖, (11)
where rˆrn and rˆ
′
rn
are the position estimates of vehicle n
without and with the approximation, respectively. The root-
mean squared (RMS) error with κ = 500 Monte Carlo runs is
calculated as
RMS
[
ξ˜n(k|j)
]
=
√√√√ 1
κ
κ∑
i=1
iξ˜2rn(k|j),
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Fig. 4. (a) UAV trajectories and cellular transmitter locations. (b) UAV 1
north position errors and ±3σ bounds. (c) UAV 1 east position errors and
±3σ bounds.
where iξ˜n(k|j) is the approximation error in the ith run. This
is plotted in Fig. 5 for UAV 1. It can be seen from Fig. 5
that for 80 seconds of GPS unavailability, the approximation-
induced error introduced into the position estimate of UAV 1
remained less than 1m for a probability of packet drop as high
as p = 0.6.
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Fig. 5. RMS error results for the approximation error (11) for UAV 1 from
Fig. 4 (a). For each value of p ∈ {0, 0.3, 0.6, 0.9}, 500 Monte Carlo runs
were conducted to produce the corresponding RMS
[
ξ˜1(k|j)
]
trajectory.
VI. EXPERIMENTAL RESULTS
An experiment using two UAVs was conducted in Riverside,
California to demonstrate the performance of the distributed
cellular-aided INS framework using the communication rate
reduction method described in Section IV. Each UAV was
equipped with an Ettus R© E312 universal software radio pe-
ripheral (USRP) to record both GPS and cellular signals.
These USRPS were tuned to 1575.42 MHz to sample GPS
L1 C/A signals and 882.75 MHz to sample Verizon cellular
base transceiver stations (BTSs) whose signals were modu-
lated through code division multiple access (CDMA). The
in-phase and quadrature components of these signals were
fed to the Multichannel Adaptive TRansceiver Information
eXtractor (MATRIX) software-defined radio, which produced
pseudorange observables to ten GPS SVs and two cellular
BTSs [17] [18]. The IMU data was recorded from each UAV’s
on-board proprietary navigation system, which was developed
by Autel Robotics R©.
The UAVs were flown for 90 seconds in the vicinity of
the two BTSs as illustrated in Figs. 6(a). Two estimators
were implemented to estimate the flown trajectories: (i) the
distributed cellular-aided INS described in Section III, and for
a comparative analysis (ii) a traditional GPS-aided INS. To
evaluate the accuracy of the approximation invoked to reduce
the required communication bit-rate, the communication of the
packets (8) were simulated to experience packet drops with a
probability p = 0 and p = 0.3.
GPS was available for only the first 75 seconds of the run.
The final north-east errors of the traditional GPS-aided INSs’
navigation solutions after GPS became unavailable were 27.8
and 24.5 meters, respectively. The final errors of the UAVs’
trajectories for the cellular-aided INS (p = 0) were 3.9 and
4.1 meters, respectively, and the final error (11) introduced by
the approximation was a negligible ξ˜1 = 4.2× 10−2 and ξ˜2 =
4.9× 10−2 meters, respectively. The final errors of the UAVs’
trajectories for the cellular-aided INS (p = 0.3) were 8.4 and
4.3 meters, respectively, and the final errors introduced by the
approximation were ξ˜1 = 5.8 × 10−2 and ξ˜2 = 6.3 × 10−2
meters, respectively. While the cellular-aided INS errors are
significantly less than the INS-only errors, an even greater
reduction is expected when more cellular transmitters are used.
(b)
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UAV 1
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Trajectories:
Ground truth
SOP-aided INS
with GPSno GPS(p = 0)
no GPS(p = 0:3) no GPS (INS only)
(a)
GPS cut off location
GPS-aided INS
Fig. 6. Experimental results. (a) Cellular transmitter locations. (b) UAV 1
trajectory and estimates. (c) UAV 2 trajectory and estimates.
VII. CONCLUSIONS
A low communication rate distributed INS architecture
with cellular aiding was presented. The communication rate
was shown to be reduced by 91.7% from a full centralized
approach. The robustness of the proposed framework was
studied in a lossy channel with Bernoulli packet dropouts,
and it was demonstrated through Monte Carlo analysis that
the error due to the proposed approximation was minimal.
Experimental results demonstrated a negligible impact on
performance due to invoking the proposed communication rate
reduction approach.
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