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Text-to-scene generation systems take input in the form of a natural language text
and output a 3D scene illustrating the meaning of that text. A major benefit of text-
to-scene generation is that it allows users to create custom 3D scenes without requiring
them to have a background in 3D graphics or knowledge of specialized software packages.
This contributes to making text-to-scene useful in scenarios from creative applications to
education. The primary goal of this thesis is to explore how we can use text-to-scene
generation in a new way: as a tool to facilitate the elicitation and formal documentation of
language. In particular, we use text-to-scene generation (a) to assist field linguists studying
endangered languages; (b) to provide a cross-linguistic framework for formally modeling
spatial language; and (c) to collect language data using crowdsourcing. As a side effect of
these goals, we also explore the problem of multilingual text-to-scene generation, that is,
systems for generating 3D scenes from languages other than English.
The contributions of this thesis are the following. First, we develop a novel tool suite
(the WordsEye Linguistics Tools, or WELT) that uses the WordsEye text-to-scene system
to assist field linguists with eliciting and documenting endangered languages. WELT allows
linguists to create custom elicitation materials and to document semantics in a formal way.
We test WELT with two endangered languages, Nahuatl and Arrernte. Second, we explore
the question of how to learn a syntactic parser for WELT. We show that an incremental
learning method using a small number of annotated dependency structures can produce
reasonably accurate results. We demonstrate that using a parser trained in this way can
significantly decrease the time it takes an annotator to label a new sentence with depen-
dency information. Third, we develop a framework that generates 3D scenes from spatial
and graphical semantic primitives. We incorporate this system into the WELT tools for
creating custom elicitation materials, allowing users to directly manipulate the underlying
semantics of a generated scene. Fourth, we introduce a deep semantic representation of spa-
tial relations and use this to create a new resource, SpatialNet, which formally declares the
lexical semantics of spatial relations for a language. We demonstrate how SpatialNet can
be used to support multilingual text-to-scene generation. Finally, we show how WordsEye
and the semantic resources it provides can be used to facilitate elicitation of language using
crowdsourcing.
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Chapter 1
Introduction
Language elicitation is fundamental to many fields of study. Speech pathologists elicit
language samples in order to diagnose and treat speech and language problems [Rvachew
and Brosseau-Lapre´, 2012]. Field linguists elicit language to help preserve endangered lan-
guages [Crowley and Thieberger, 2007]. Machine learning scientists elicit language they can
use to train classifiers for machine translation [Zaidan and Callison-Burch, 2011], question
answering [Chandu et al., 2018], and other tasks [Wang et al., 2012]. Teachers elicit language
from students as a regular part of second language instruction [Rosenberg, 2009]. This the-
sis focuses on eliciting language in the context of both field linguistics and computational
linguistics. Language documentation may include recording speech and text for archival
purposes, annotating or translating language data, writing detailed descriptions of gram-
mars, or creating formal computational models of language [Gippert et al., 2006; Grenoble
and Furbee, 2010]. In this thesis, we will address all of these, but our main interest is in
what we call formal documentation, by which we mean linguistic grammars that describe a
language’s abstract system of structures and rules in a way that is both understandable to
a linguist reading the grammar and that can also be processed using computational meth-
ods. Although the problem of language documentation is often associated primarily with
field linguistics and its relevance to endangered language preservation, we believe that any
computational model that is also human-readable is a form of language documentation.
This includes many existing computational resources for high-resource languages, including
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FrameNet [Ruppenhofer et al., 2016] and WordNet [Fellbaum and Miller, 1998].
The primary goal of this thesis is to explore how we can use text-to-scene generation
as a tool to facilitate the elicitation and formal documentation of language. Text-to-scene
generation systems take input in the form of a natural language text and output a 3D scene
illustrating the meaning of that text. A major benefit of text-to-scene generation is that
it allows users to create custom 3D scenes without requiring them to have a background
in 3D graphics or knowledge of specialized software packages. This contributes to making
text-to-scene useful in scenarios from creative applications to education. In this thesis, we
use text-to-scene generation (a) to assist field linguists studying endangered languages; (b)
to provide a cross-linguistic framework for formally modeling spatial language; and (c) to
collect language data using crowdsourcing. As a side effect of these goals, we also explore
the problem of multilingual text-to-scene generation, that is, systems for generating 3D
scenes from languages other than English.
1.1 Motivation
1.1.1 Endangered Language Preservation
Languages have appeared and disappeared throughout history. Today, however, languages
are facing extinction at an unprecedented pace. Over 40 percent of the world’s approximate
7,000 languages are at risk of disappearing. When languages die out, we not only lose
the ability to study them linguistically, but we also lose access to an invaluable resource
for studying the culture, history, and experience of peoples around the world [Endangered
Languages Project]. Efforts to document languages and develop tools to support these
efforts become even more important with the increasing rate of extinction. Bird [2009]
emphasizes the particular need to make use of computational linguistics during fieldwork.
This thesis addresses this need by applying text-to-scene generation to linguistic fieldwork
and the study of endangered languages. Because 3D scenes naturally lend themselves to
the elicitation of spatial and other graphical relations, we focus in particular on methods
for the elicitation and documentation of spatial language.
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1.1.2 Cross-linguistic Modeling of Spatial Language
Spatial relations have been studied in linguistics for many years. One study for English by
Herskovits [1986] catalogs fine-grained distinctions in the interpretation of various prepo-
sitions. For example, she distinguishes among the uses of on to mean ‘on the top of a
horizontal surface’ (the cup is on the table) or ‘affixed to a vertical surface’ (the picture is
on the wall). Likewise, Feist and Gentner [1998] describe user perception experiments that
show that the shape, function, and animacy of the Figure and Ground are all factors in
the perception of spatial relations as the lexical item in or on.
The relevance of object properties is language dependent. Bowerman and Choi [2003]
describe how Korean linguistically differentiates between the lexical items nehta, which in-
dicates putting something in a loose-fitting container (for example, fruit in a bag), versus
kkita, which indicates putting something in a tight fitting wrapper (for example, hand in
glove). Other languages, including English, do not make this distinction. Levinson [2003]
and colleagues have also catalogued profound differences in the ways different languages en-
code relations between objects in the world. In particular, the Australian language Guugu
Yimithirr and the Mayan language Tzeltal use absolute frames of reference to refer to the
relative positions of objects. In Guugu Yimithirr, one can locate a chair relative to a table
only in terms of cardinal points: saying, for example, that the chair is north of the table.
In English such expressions are reserved for geographical contexts (for example, Seattle is
north of Portland) and are never used for relations at what Levinson terms the “domestic
scale”. In Guugu Yimithirr one has no choice, and there are no direct translations for En-
glish expressions such as The chair is in front of the table. These kinds of distinctions, both
within a language and between different languages, make the elicitation and documentation
of spatial language an interesting and important problem in linguistics and computer sci-
ence. In particular, tools for eliciting and subsequently documenting this kind of linguistic
information should be an important part of endangered language preservation as a whole.
Formal, cross-linguistic models of spatial language are important not only for the pur-
pose of documenting and preserving a diverse set of endangered languages, but also in many
natural language processing applications for higher resource languages. Consider the follow-
ing examples of machine translation. The prepositions are marked in boldface. The English
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sentence is a word-for-word gloss of the German sentence except for the preposition.
In our first example, English on is correctly translated to German an:1
(1) a. The painting is on the wall.
b. Correct translation: Das Gema¨lde ist an der Mauer/Wand.
c. Google Translate/Bing Translator (correct): Das Gema¨lde ist an der Wand.
However, the correct translation changes if we are relating a cat to a wall:
(2) a. The cat is on the wall.
b. Correct translation: Die Katze ist auf der Mauer.
c. Google Translate (incorrect): Die Katze ist an der Wand.
d. Bing Translator (incorrect): Die Katze steht an der Wand.
The problem here is that the English preposition on describes two different spatial con-
figurations: ‘affixed to’, in the case of the painting, and ‘on top of’, in the case of the
cat.2
Similar problems appear when we translate from German to English. The painting again
translates correctly:
(3) a. Das Gema¨lde ist an der Mauer.
b. Correct translation: The painting is on the wall.
c. Google Translate/Bing Translator (correct): The painting is on the wall.
But when we replace the painting with the house, we no longer obtain the correct translation:
1Note that English wall should be translated to Wand if it is a wall which has a ceiling attached to it,
and Mauer if it is freestanding and does not help create an enclosed three-dimensional space. We ignore this
particular issue in this discussion.
2We set aside the interpretation in which the cat is affixed to the wall similarly to a clock, which is an
extraordinary interpretation and would require additional description in either language.
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(4) a. Das Haus ist an der Mauer.
b. Correct translation: The house is at the wall.
c. Google Translate/Bing Translator (incorrect): The house is on the wall.
The problem is again that the German preposition an corresponds to two different spatial
configurations, ‘affixed to’ (painting) and ‘at/near’ (house).
In this thesis, we will explore how we can use text-to-scene technology to facilitate
the formal modeling of cross-linguistic differences in the expression of spatial language.
These models will be useful in improving machine translation and other multilingual NLP
applications.
1.2 Tools and Resources
One of the main innovations of this thesis is that we combine existing tools and resources in
different ways in order apply them to a new problem. While our focus is on how text-to-scene
generation can be applied as a tool to facilitate language elicitation and documentation, our
work incorporates many other kinds of tools as well. Some of the tools and resources we
use are listed here:
• The WordsEye Text-to-Scene System [Coyne and Sproat, 2001]: to generate
custom elicitation materials in Chapter 3; as the foundation of the semantics-to-scene
system in Chapter 5; for graphical realization of spatio-graphic primitives in Chapter 6;
as the source of images to elicit emotional language in Chapter 7.
• VigNet [Coyne et al., 2011a]: to model lexical semantics in Chapter 3; as the initial
source for the graphical primitives and ontology in Chapters 5 and 6; to help elicit
imaginative sentences in Chapter 7.
• XFST [Beesley and Karttunen, 2003] and XLE [Crouch et al., 2011]: to create com-
putational models of Arrernte morphology and syntax in Chapter 3.
• FieldWorks Language Explorer [SIL International]: to annotate Arrernte sen-
tences related to spatial language and case in Chapter 3.
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• The Max Planck topological relations picture series [Bowerman and Pederson,
1992]: as the model for the topological relations scenes used to elicit Nahuatl in Chap-
ter 3; as a reference for expanding the set of spatio-graphic primitives in Chapter 6.
• The Picture Series for Positional Verbs [Ameka et al., 1999] and the Motion
Verb Stimulus Kit [Levinson, 2001]: to obtain sentences for the corpus/treebank in-
troduced in Chapter 4; as a reference for expanding the set of spatio-graphic primitives
in Chapter 6.
• Tree Editor (TrEd) [Pajas and Sˇteˇpa´nek, 2008]: to annotate our new corpus with
dependency information in Chapter 4; as a component of the UI for the annotation
experiments in Chapter 4.
• MSTParser [McDonald et al., 2006] and MaltParser [Nivre et al., 2006]: to train
parsers on incrementally increasing amounts of data in Chapter 4.
• FrameNet [Ruppenhofer et al., 2016]: as a prototype for and source of some of our
spatial frames in Chapter 6.
• The Princeton WordNet of English [Princeton University], GermaNet [Henrich
and Hinrichs, 2010; Hamp and Feldweg, 1997], Open German WordNet [Siegel],
and the EuroWordNet Interlingual Index (ILI) [Vossen, 1998]: to create the
German lexical mapping in Chapter 6.
• The Stanford CoreNLP Toolkit [Manning et al., 2014]: to perform German and
English morphological and syntactic parsing in the SpatialNet text-to-scene pipeline
described in Chapter 6.
• Amazon Mechanical Turk [Amazon Mechanical Turk, Inc., 2018]: as the platform
for the crowdsourcing examples in Chapter 7.
1.3 Outline of Thesis
Throughout this thesis, we use the WordsEye text-to-scene system [Coyne and Sproat,
2001; Coyne, 2017], which converts English text into 3D scenes representing the meaning of
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that text. Our goal is to use 3D scenes created in WordsEye to facilitate the elicitation of
language data; subsequently, the text-to-scene system provides a natural semantic grounding
for formally documenting a language’s lexical semantics. We apply this methodology first
to the problem of eliciting and documenting endangered languages, with the development
of the WordsEye Linguistics Tools, or WELT. WELT has two modes of operation, the first
for elicitation and the second for documentation. The first mode of operation, which we
call WELT English, provides tools to assist with the elicitation of language data. We have
developed user interfaces that allow users to create custom elicitation materials in the form
of 3D scenes and to build and conduct elicitation sessions based around those scenes. We
have also created a prototype of the second mode of operation, which we call WELT L2.
The purpose of WELT L2 is to provide a way to formally document the semantics of the
endangered language. Formal hypotheses specified using WELT L2 can be verified using a
text-to-scene system that takes input in the endangered language, analyzes it based on the
formal model, and generates a picture representing the meaning.
We have tested WELT English by creating a set of scenes representing basic topological
relations and eliciting descriptions from a native speaker of Nahuatl, an endangered language
spoken in Mexico. WELT English has also been used by Anusha Balakrishnan to elicit
Ikota, an endangered language spoken along the border of Gabon and the Republic of
the Congo. In addition, many of the scenes we used to elicit Nahuatl were created by
undergraduate linguistics students who did not have a computational background. These
facts demonstrate that although the WELT elicitation tools have not yet been deployed
broadly, they are reusable by different users and for different languages. Our prototype of
WELT L2, including converting endangered language text into a 3D scene, works with a
limited grammar of Arrernte, an Australian aboriginal language spoken in Alice Springs.
The goal of our work on documenting Arrernte with WELT L2 is to show that the success
we have had using WELT English with different endangered languages can be extended to
the documentation tools. In Chapter 3, we describe the WordsEye Linguistics Tools and
demonstrate their use with two endangered languages: Nahuatl and Arrernte.
In order to make full use of the WELT workflow, including verification of hypothe-
ses via text-to-scene generation, it is necessary for the system to be able to parse input
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text into its morphology and syntax in addition to semantics. SIL FieldWorks Language
Explorer (FLEx) [SIL International] provides the means to create a morphological parser
without knowledge of any particular grammatical formalism, by training the parser in the
background as the linguist annotates their language data. The ability to easily document
syntax, however, is largely missing from existing documentation tools. In Chapter 4, we
explore the question of whether a tool similar to FLEx might potentially be created for
syntax. We introduce and describe a new multilingual treebank we have created, consisting
of short descriptions of spatial configurations and motion events, annotated with syntactic
dependencies and other linguistic information. We use this treebank to perform experiments
in which we train a dependency parser on incrementally increasing small amounts of data.
This simulates the scenario of a parser being learned in the background while a linguist grad-
ually annotates more sentences. We also conduct experiments that demonstrate that using
a parser trained in this manner improves the performance of human annotators annotating
dependency structures. Our experiments show that it is possible to extend FieldWorks’
approach to learning a morphological parser into the realm of syntax.
Generating scenes from natural language simplifies the creation of custom 3D content,
but there are situations when a natural language interface is not ideal. For example, 3D
scenes created from natural language are limited by any errors the system makes processing
language of the input text. Even in the absence of system errors, it can be difficult to achieve
a precise spatial configuration due to the ambiguity of natural language. In addition, using
English to create scenes that will be used for elicitation in another language may introduce
unwanted biases and assumptions about the target language. We address these problems
by adapting WordsEye into a system that can generate a 3D scene from semantic primitives
representing basic spatial relations and graphical properties. This gives users direct access
to the underlying semantics of 3D scenes being created instead of relying on black-box
conversion from input text to rendered scene. In Chapter 5, we describe the architecture of
the system and the incorporation of this functionality into the WELT elicitation tools.
One issue with WELT is that, in order to verify formal models using a text-to-scene
workflow, the semantic documentation must ultimately map into VigNet, which, having
been developed specifically for English, is often biased both to the English language and
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toward Western culture. Our adaptation of WordsEye to allow scenes to be generated from
a language-independent semantic representation enables us to avoid our dependence on the
English-specific components of WordsEye, while still maintaining the benefit of being able
to create a text-to-scene system for a language. This adaptation also provides the means to
formally document spatial semantics using a language-independent semantic grounding. In
Chapter 6, we describe how we use this semantic grounding as part of a new multilingual
resource, SpatialNet, which provides a framework for defining the lexical semantics of spatial
relations in a language. SpatialNet uses a declarative format to link linguistic expressions
both to semantic frames and to actual spatial configurations. Because SpatialNet provides
a link between surface language and semantic primitives, it can also be used in conjunction
with our modified WordsEye system to generate 3D scenes from text.
Most of the discussion of language elicitation in this thesis focuses on using text-to-scene
generation in the context of endangered languages, with a trained field linguist eliciting
language directly from native speaker informant. However, text-to-scene generation can
also be useful to facilitate elicitation of language data in other contexts. In Chapter 7,
we show three examples of how WordsEye can be used in conjunction with crowdsourcing
to elicit different types of language data. First, we use 3D scenes previously created by
WordsEye users and published to the WordsEye gallery to create a corpus of descriptions
containing emotional language. Second, we show how generating 3D scenes from spatial
and graphical primitives can be used with crowdsourcing to elicit targeted descriptions of
spatial configurations. Finally, we use the lexical and semantic information contained in
VigNet to obtain a set of descriptions of imaginative scenarios.
In Chapter 8, we conclude by summarizing the contributions of this thesis and discussing
future work.
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Chapter 2
Background on WordsEye and
VigNet
2.1 Introduction
WordsEye [Coyne and Sproat, 2001; Coyne, 2017] is a system for automatically converting
(English) natural language text into 3D scenes representing the meaning of that text. To do
this, WordsEye relies on VigNet [Coyne et al., 2011a], a knowledge base of lexical, semantic,
and graphical information. We will describe VigNet in more detail in Section 2.4.
WordsEye supports language-based control of spatial relations, textures and colors, col-
lections, facial expressions, and poses. It handles simple anaphora and co-reference resolu-
tion, allowing for a variety of ways of referring to objects. The system assembles complex
scenes from a library of approximately 3,000 3D objects and 10,000 2D images tied to a lex-
icon of 20,000 nouns. These include a wide variety of common objects (including variations
of the same basic type, such as different types of doors or chairs) and textures (e.g. wood,
grass, granite). WordsEye also supports a range of graphical primitives and properties that
are used for spatial relations, (different senses of in, on, lateral relations, etc.), spatial prop-
erties (absolute and relative sizes and aspect ratios), and surface properties (colors, opacity,
reflectivity, etc.). These primitives in conjunction with the objects and semantic knowledge
about those objects (such as defaults for size, orientation, and top surface regions) allow
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the scene to be composed.
WordsEye is a good choice as a tool for our work for several reasons. First, it is now
a reliable web application1 that has been online since November 2015, with approximately
35,000 registered real-world users. Before the launch of the web application, earlier versions
of WordsEye were used for many years on a smaller scale. For example, an earlier online
version of WordsEye (then known as Semantic Light) had around 3,000 registered users
from 2004–2007. Another version of WordsEye was used in 2010 as an educational tool,
helping students develop language skills during a summer literacy enrichment program run
by the Harlem Educational Activities Fund [Coyne et al., 2011b]. This history of real-world
usage means that WordsEye will be a more stable tool than other text-to-scene systems
that have been developed (we will briefly mention some of these in Section 2.2). Second,
WordsEye supports a wide variety of spatial relations, graphical properties, and 3D objects.
This broad coverage allows for flexibility in the kinds of 3D scenes that can be created. In
addition, the WordsEye system works by passing input text through a pipeline with distinct
modules for different stages of language processing and graphical analysis. This allows us
to more easily reuse parts of the system while replacing others with new interfaces.
In this thesis, we will discuss using WordsEye in the following ways:
• In Chapter 3, we describe how we are using WordsEye to create a comprehensive tool
for field linguistics, to be used (a) to elicit descriptive language from native speakers of
endangered languages and (b) to serve as a test-bed for syntactic/semantic grammars
of endangered languages.
• In Chapter 5, we describe using WordsEye to create a new system that can generate a
3D scene from semantic primitives representing basic spatial and graphical relations.
• In Chapter 6, we describe using WordsEye as a realization engine for a deep semantic
representation of spatial relations. We also show how this can be applied to support
multilingual text-to-scene-generation.
• Finally, in Chapter 7, we show how WordsEye can be used to help with collecting
1http://www.wordseye.com
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language data using crowdsourcing.
In this chapter, we describe WordsEye and VigNet in some detail, which will help clarify
how the different parts of the system are used when we discuss them later in this thesis. Sec-
tion 2.2 discusses related work on text-to-scene generation. Section 2.3 provides an overview
of the WordsEye architecture and processing pipeline. Section 2.4 describes VigNet. We
conclude in Section 2.5.
2.2 Related Work
Several systems exist for producing graphics from natural language sources. Adorni et al.
[1984], Simmons [1975], and the Put system [Clay and Wilhelms, 1996] were early sys-
tems used to position objects in a 3D space. Badler et al. [2000] and AVis [O’Kane et
al., 2004] used language to control animated characters in a closed virtual environment.
CarSim [Dupuy et al., 2001] is a domain-specific systems to create animations from natural
language descriptions of accident reports. Glass [2008] describe a system for transforming
text sourced from popular fiction into corresponding 3D animations without prior language
simplification. 3SVD [Zeng et al., 2005] is a 3D scene creation system using story-based
descriptions. Parisi et al. [2007] describe an ontology-driven generation of 3D animations
for training and maintenance. CONFUCIUS [Ma, 2006] is a multimodal text-to-animation
system that generates animations of virtual humans from single sentences containing an
action verb. A survey of these and other text-to-graphics systems is given in Hassani and
Lee [2016]. In most existing systems, the referenced objects, attributes, and actions are
typically relatively small in number or targeted to specific pre-existing domains. WordsEye
was one of the first text-to-scene systems designed for general use rather than a specific
domain.
Another recent system, introduced in Chang et al. [2014a], focuses on indoor scenes and
supports a large number of 3D objects; however, it supports fewer spatial relations and
graphical properties than WordsEye. The work described in Chang [2015] also emphasizes
incorporating real-world knowledge in order to infer additional information not directly
specified in the input text. WordsEye, on the other hand, creates a 3D scene that is a more










Figure 2.1: WordsEye System Architecture
precise representation of the meaning conveyed by the input text. In addition, a major focus
of the current work on WordsEye is in developing a robust, stable application for real-world
users. This makes it a good choice for our research, which requires a text-to-scene system
to be a reliable foundation for us to build upon.
2.3 The WordsEye Text-to-Scene System
In this section, we provide an overview of how the WordsEye system works. We explain
how WordsEye converts its input from text to semantics to graphical primitives and finally
to a rendered 3D scene. This will help clarify how its graphical-semantic primitives, lexical
dictionary, knowledge-base, and semantic formalisms are utilized in the tools described in
this thesis.
The architecture of WordsEye is shown in Figure 2.1. Input text is converted into a
3D scene by a series of processing stages. Throughout the process, the system relies on
VigNet, a knowledge base of lexical, semantic, and graphical information. VigNet includes
an ontology of semantic types (including both abstract concepts and specific 3D objects),
a hierarchy of relations, and a set of assertions that represent real-world knowledge by
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applying relations to concepts. It also includes links between the concepts/relations and
English lexical items. We will describe VigNet in more detail in Section 2.4.
The system operates by first tokenizing each input sentence into lexical items (includ-
ing modifiers like contractions or possessives) and possible parts-of-speech. It does this by
identifying words in its lexicon, which consists of about 30,000 English lexical items. For
each lexical item, the dictionary includes information such as verbal inflections, alterna-
tive spellings, and singular/plural noun forms. WordsEye tokenizes the text using custom
heuristics; tokens are then labeled with (possibly multiple) part of speech tags found in the
lexical dictionary. Multi-word prepositions (e.g. to the left of ) are also identified at this
stage. Then text is then parsed into a constituent tree using a custom CYK [Younger, 1967]
grammar of approximately 1000 rules. The grammar identifies the head constituent at each
level of the parse, allowing the automatic construction of a syntactic dependency tree from
the constituency parse. WordsEye’s grammar has been optimized to handle descriptions of
spatial and graphical configurations. It usually handles low-level lexical-semantic phenom-
ena, such as adverbial modifiers on spatial prepositions, better than off-the-shelf parsers.
For example, the English dependency parser in the Stanford CoreNLP Toolkit [Manning et
al., 2014] gives incorrect analyses on simple sentences like the dog jumped 3 feet over the
table, interpreting 3 feet as a direct object of jump (in this case, the noun phrase 3 feet is
acting as an adverbial modifier of the spatial preposition, not as an object of the verb).
After converting the constituent parse into a labeled syntactic dependency structure,
the dependency structure is processed for anaphora and other co-reference, which is espe-
cially important for depicting multi-sentence input. These resolved structures are converted
to lexical-semantic relations using lexical valence patterns and other lexical and semantic
information. In this process a lexical item like on is converted to a specific graphical prim-
itive relation. For example, in the picture is on the wall, on is converted to a graphical
primitive that puts the object on the front surface of the wall, whereas in the vase is on
the table, on is converted a different primitive that puts the vase on the top surface of the
table. The semantic decomposition rules examine the VigNet knowledge base to determine
the properties of the objects and pick the correct spatial decomposition. In this case, a wall
is known to primarily be a vertical surface, while a table is a horizontal surface.
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For higher-level semantic constructs, like verbs and their arguments, the semantics can
first be converted into a vignette, which is a particular real-world realization of a semantic
meaning. For example, the verb wash can be realized in many different ways, depending
on whether one is washing dishes versus washing one’s hair versus washing a car. Vignettes
are intermediate graphically-inspired interpretations and representations that are in turn
decomposed into low-level graphical primitives. We discuss vignettes in more detail in
Section 2.4.
Next, WordsEye chooses objects to satisfy the input semantics. For example, if the word
dog or concept dog.n was specified, it chooses a particular 3D model of a dog to match
the given concept. This is primarily a random selection, although certain higher-quality
3D models are given preference over others. After assigning objects, WordsEye performs
graphical analysis to compose the scene. The lexical-semantic relations are converted to
a graphical semantics, which is a set of graphical constraints representing the position,
orientation, size, color, texture, cardinality, and poses of objects in the scene. This graphical
semantics can be thought of as a semantic grounding; it is used to construct and render a
3D scene.
Construction of the final graphical semantics involves supplying additional graphical
constraints to impose some real-world defaults. For example, scenes are often under-
constrained. Normally one expects objects to be on the ground versus floating in the
air, but usually the ground is not specifically mentioned in the input. In addition, objects
generally do not occupy the same location; for a phrase like the cat and the dog, the objects
should be next to each other rather than inter-penetrating. WordsEye infers these addi-
tional constraints as well as associated objects such as a ground and sky. A similar process
occurs with the surface properties of objects (such as colors, textures, and reflectivity) and
with light sources. The system then applies the entire set of constraints to position the
objects in the scene, and renders the final scene.
A Note on WordsEye External Interfaces. There are two main interfaces to Words-
Eye which will be used in this thesis: an older desktop application that runs on Mac OS X,
and the latest version of WordsEye, which is a web application that can also be accessed
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through a web API. We use the desktop application for the development of the WordsEye
Linguistics Tools (Chapter 3); we use the web API for generating scenes from semantics
primitives (Chapter 5), and as the realization engine for SpatialNet (Chapter 6). For the
crowdsourcing experiments in Chapter 7, we used the web application accessed both through
a web browser and the API. Although the basic functionality of the two interfaces to Words-
Eye is the same, there are some differences. In general, the newer web application provides
more functionality, although one notable exception is that the desktop application supports
putting characters in different poses, while the web application does not.
2.4 VigNet
To interpret input text, WordsEye uses a lexical resource called VigNet [Coyne et al., 2011a].
VigNet is inspired by and based on FrameNet [Baker et al., 1998; Ruppenhofer et al., 2016],
a resource for lexical semantics. In FrameNet, lexical items are grouped together in frames
according to their shared semantic structure. Every frame contains a number of frame
elements (semantic roles) which are participants in this structure. The English FrameNet
defines the mapping between syntax and semantics for a lexical item by first providing a
mapping between the lexical item and frames which it can verbalize, and by providing then
for each such frame lists of valence patterns that map syntactic functions to frame elements.
VigNet extends FrameNet in two ways in order to capture graphical semantics, the
knowledge needed to generate graphical scenes from language. First, graphical semantics
are added to the frames by adding primitive graphical (typically, spatial) relations between
the frame element fillers. Second, VigNet distinguishes between meanings of words that
are distinguished graphically. For example, the specific objects and spatial relations in the
graphical semantics for cook depend on the object being cooked and on the culture in which
it is being cooked (cooking turkey in Baltimore vs. cooking an egg in Alice Springs), even
though at an abstract level cook an egg in Alice Springs and cook a turkey in Baltimore
are perfectly compositional semantically. Frames augmented with graphical semantics are
called vignettes.
The descriptions of the graphical semantics in vignettes make use of a set of object-
CHAPTER 2. BACKGROUND ON WORDSEYE AND VIGNET 17
Base Canopy Top surface Side surface
Stem Cup Enclosure Touch-point handle
Table 2.1: Spatial affordances, represented by the boxes associated with each object, desig-
nate regions of those objects used in resolving spatial relations.
centric properties called affordances [Gibson, 1977; Norman, 1988]. The concept of affor-
dances has a long history in the study of ergonomics and the psychological interpretation of
the environment. WordsEye includes as affordances any functional or physical property of
an object that allows it to participate in actions and relations with other objects. For exam-
ple, a seat of a chair is used to support a sitter or small object and the interior of a box
is used to hold the contents. WordsEye has a rich set of spatial affordances. Some examples
of these are cupped regions for objects to be in, canopies for objects to be under, and
top surfaces for objects to be on. See Table 2.1 for more examples of spatial affordances.
Affordances are particularly important for interpreting spatial prepositions, which are often
ambiguous; for example apple in the bowl (containment) vs. boat in water (embedding)).
To resolve the ambiguity, a constraint is placed on on the ground argument that demands
that its filler offers an interior affordance.
Information about the 3D objects in WordsEye is organized in VigNet into an ontology.
The ontology consists of semantic concepts that are linked together with isa relations. The
ontology supports multiple inheritance, allowing a given concept to be a sub-type of more
than one concept. For example, a princess.n is a subtype of both female.n and aristo-
crat.n, and a black-widow.n is a subtype of both spider.n and poisonous-entity.n.

































Figure 2.2: A portion of the WordsEye ontology. Semantic types are represented by yellow
ovals. Assertions are represented by pink rectangles. The thumbnails represent particular
3D object models.
Types include both 3D objects and more general semantic concepts. For example, a partic-
ular 3D model of a dog is a subtype of the general dog.n. Every 3D object has a semantic
type and is inserted into the ontology. The 3D parts of 3D objects are also represented
as types in the ontology. WordsEye also includes lexicalized concepts (e.g. chair tied to
chair.n) in the ontology. If a lexical item has more than one word sense, the different
word senses are linked to different concepts. The semantic concepts in VigNet include the
graphical objects available in WordsEye as well as concepts that are not currently supported
in WordsEye. While WordsEye might only have a handful of graphical objects for dogs,
VigNet has concepts representing all common types of dogs, even if there is no graphical
object associated with them.
The ontology includes a knowledge base of assertions that provide more information
about semantic concepts. Assertions include sizes of objects and concepts, their parts,
their colors, what they typically contain, what affordances they have, the typical location-






































Figure 2.3: Two frames augmented with primitive graphical relations. The high-level se-
mantics of self-motion-from-front.r and self-motion-from-portal are decomposed
into different sets of objects and primitive graphical relations. Frames are represented by
blue octagons, yellow ovals represent semantic constraints, and primitive graphical relations
are represented by pink rectangles.
s/habitats of objects, and information about their function. Spatial affordances and other
properties can be applied to both 3D graphical objects and to more general semantic types.
For example, the general semantic type cup.n has a cupped region affordance, since this
affordance is shared by all cups. A particular 3D graphical object of a cup might have
a handle affordance, while another might have a lid affordance, but these spatial affor-
dances are not tied to the super-type cup.n. Figure 2.2 shows a small subset of the semantic
hierarchy along with examples of assertions.
Figure 2.3 shows an example of two vignettes: self-motion-from-front.r and self-
motion-from-portal.r. Both are sub-types of self-motion-from.r. The yellow ovals
contain semantic constraints on the objects used to instantiate the frame. For example,
while the relation self-motion-from-front.r requires only that the source of the motion
be a physical-entity.n, self-motion-from-portal.r requires that the source has a
door-gate-affordance.n as a part. The primitive graphical relation orientation-
away-from.r in the decomposition for the latter then also assigns the argument gnd-part
to be the door-gate-affordance in addition to assigning the gnd argument to the source
of the motion.
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2.5 Conclusion
In this chapter, we have provided an overview of the WordsEye text-to-scene system. We
will use WordsEye as a tool for much of the research presented in this thesis, as we explore
how text-to-scene generation can be used in new areas and applications. The modularized
design of the WordsEye architecture and processing pipeline is a major benefit to the work
in this thesis that builds on the WordsEye system. It allows us to easily reuse some parts of
the system while replacing others with customized components. For example, the diagram
in Chapter 3, Figure 3.2 shows how we modify the WordsEye architecture to be used by the
WordsEye Linguistics Tools. Similarly modified architecture diagrams are shown in Chap-
ter 5, Figure 5.1, when we discuss modifying the WordsEye pipeline to allow for semantic
input and output, and in Chapter 6, Figure 6.7, when we describe using SpatialNet for
text-to-scene generation.
CHAPTER 3. THE WORDSEYE LINGUISTICS TOOLS (WELT): USING
GRAPHICS GENERATION IN LINGUISTIC FIELDWORK
21
Chapter 3
The WordsEye Linguistics Tools
(WELT): Using Graphics
Generation in Linguistic Fieldwork
3.1 Introduction
Although languages have appeared and disappeared throughout history, today languages
are facing extinction at an unprecedented pace. Over 40% of the estimated 7,000 languages
in the world are at risk of disappearing. When languages die, we lose access to an invaluable
resource for studying the culture, history, and experience of people who spoke them [En-
dangered Languages Project]. Efforts to document languages and develop tools to support
these efforts become even more important with the increasing rate of extinction. Bird [2009]
emphasizes a particular need to make use of computational linguistics during fieldwork.
In this chapter,1 we describe how we have designed the WordsEye Linguistics Tools, or
WELT,2 to address this issue by helping field linguists study endangered languages. WELT
1Some of the material in this chapter was published in Ulinski et al. [2014a,b], based upon work supported
by the National Science Foundation under Grant No. 1160700: “Using Computational Tools to Facilitate
Corpus Collection and Language Use in Arrernte (aer).”
2In German, Welt means “world”.
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is a novel tool for the elicitation and documentation of endangered languages. The purpose
of WELT is to provide field linguists with a tool for eliciting endangered language data and
formally documenting the semantics of a language. WELT has two modes of operation. The
first mode of operation, which we call WELT English, consists of tools for elicitation. The
second mode of operation, which we call WELT L2, consists of tools for documentation. We
will demonstrate WELT’s use on scenarios involving two endangered languages, Arrernte
and Nahuatl.
WELT English provides tools for building and organizing elicitation sessions based on
custom 3D scenes. English input automatically generates a picture using WordsEye which
can then be used to elicit a description in the target language. The elicitation tools in
WELT English provide several advantages over using a set of pre-fabricated static pictures
like those commonly used by field linguists today. Users are not limited to a fixed set of
pictures but may, instead, create and modify scenes in real time based on the informants’
answers. This allows them to create additional follow-up scenes and questions on the fly.
In addition, since the pictures are 3D scenes, the viewpoint can easily be changed, allowing
exploration of linguistic descriptions based on different frames of reference. This is partic-
ularly useful in eliciting spatial descriptions. Finally, since WordsEye can also be extended
to include custom 3D content, the user can customize the images used for elicitation to
be maximally relevant to their informants. We have created user interfaces for WELT En-
glish which integrate the basic functionality of WordsEye with tools for organizing sets of
scenes for elicitation sessions, and other tools for annotating and recording language data
during the elicitation session. We have tested these tools by creating a set of scenes rep-
resenting topological relations and eliciting descriptions from a native speaker of Nahuatl,
an endangered language spoken in Mexico. WELT English has also been used by Anusha
Balakrishnan to elicit Ikota, an endangered language spoken along the border of Gabon and
the Republic of the Congo. This was done as her final project for a class on field methods
and language documentation at Columbia University. In addition, many of the scenes we
used to elicit Nahuatl were created by two undergraduate linguistics students who did not
have a computational background. These facts demonstrate that although the WELT elic-
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itation tools have not yet been deployed broadly, they are reusable by different users and
for different languages.
WELT L2 provides a means to document the semantics of a language in a formal way.
Although there are several existing tools that allow field linguists to formally document
phonetics and morphology, most notably the SIL FieldWorks Language Explorer [SIL In-
ternational], there is no such tool for the formal documentation of semantics. The WELT
documentation tools are designed to address this gap. Formally documenting a language
with WELT L2 also creates a text-to-scene system that takes input in the endangered lan-
guage, analyzes it based on the formal model, and generates a picture representing the
meaning. This text-to-scene system will allow linguists to test the theories they develop
with native speakers, making changes to grammars and semantics in real time. We have
created a prototype of WELT L2 which works with a limited grammar of Arrernte, an Aus-
tralian aboriginal language spoken in Alice Springs. The goal of our work on documenting
Arrernte with WELT L2 is to show that the success we have had with using WELT English
with different endangered languages can be extended to the documentation tools.
In this chapter, we will describe our development of the two modes of operation, WELT
English and WELT L2. We will discuss results from conducting elicitation sessions with
a native speaker of Nahuatl, and from documenting the lexical semantics of Arrernte. We
will also describe a basic Arrernte text-to-scene system created in WELT. In Section 3.2 we
discuss prior work on computational tools for field linguistics. In Section 3.3, we provide
more information about the two endangered languages discussed in this chapter, Arrernte
and Nahuatl. In Section 3.4 we present an overview of the WELT system, including the
modifications we made to WordsEye. In Section 3.5, we describe our development of a
morphological and syntactic grammar for Arrernte. We describe using WELT English for
elicitation in Section 3.6 and describe the WELT L2 tools for language documentation in
Section 3.7, including a description of the system for generating 3D scenes from endangered
language input. In Section 3.8, we describe our pilot work toward using WELT to study
the relationship between case and semantic interpretation of a sentence in Arrernte. We
conclude in Section 3.9.
CHAPTER 3. THE WORDSEYE LINGUISTICS TOOLS (WELT): USING
GRAPHICS GENERATION IN LINGUISTIC FIELDWORK
24
3.2 Related Work
Computational tools for field linguistics fall into two categories: tools for native speakers
to use directly, without substantial linguist intervention, and tools for field linguists to use.
Tools intended for native speakers include the PAWS starter kit [Black and Black, 2009],
which uses the answers to a series of guided questions to produce a draft of a grammar.
Similarly, Bird and Chiang [2012] describe a simplified workflow and supporting MT software
that lets native speakers produce useable documentation of their language on their own.
One of the most widely-used toolkits in the latter category is SIL FieldWorks [SIL In-
ternational], or specifically, FieldWorks Language Explorer (FLEx). FLEx includes tools
for eliciting and recording lexical information, dictionary development, creating interlinear
glossed text, analysis of discourse features, and morphological analysis. An important part
of FLEx is its “linguist-friendly” morphological parser [Black and Simons, 2008], which uses
an underlying model of morphology familiar to linguists, is fully integrated into lexicon de-
velopment and interlinear text analysis, and produces a human-readable grammar sketch as
well as a machine-interpretable parser. The morphological parser is constructed “stealthily”
in the background, and can help a linguist by predicting glosses for interlinear texts.
Several computational tools aim to simplify the formal documentation of syntax by
eliminating the need to master particular grammar formalisms. First is the PAWS starter
kit [Black and Black, 2012], a system that prompts linguists with a series of guided questions
about the target language and uses their answers to produce a PC-PATR grammar [Mc-
Connel and Black, 2006]. The LinGO Grammar Matrix [Bender et al., 2002] is a similar tool
developed for HPSG that uses a type hierarchy to represent cross-linguistic generalizations.
The LinGO Grammar Matrix [Bender et al., 2002] facilitates formal modeling of syntax by
generating basic HPSG “starter grammars” for languages from the answers to a typological
questionnaire. Extending a grammar beyond the prototype, however, does require exten-
sive knowledge of HPSG, making this tool more feasibly used by grammar engineers and
computational linguists.
Linguist’s Assistant [Beale and Allman, 2011] provides a corpus of semantic represen-
tations for linguists to use as a guide for elicitation. After eliciting the language data, a
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linguist writes rules translating these semantic representations into surface forms. The re-
sult is a description of the language that can be used to generate text from documents that
have been converted into the semantic representation. Linguists are encouraged to collect
their own elicitations and naturally occurring texts and translate them into the semantic
representation.
For semantics, the most common resource for formal documentation across languages
is FrameNet [Fillmore et al., 2003]; FrameNets have been developed for many languages,
including Spanish, Japanese, and Portuguese. Most start with English FrameNet and adapt
it for the new language; a large portion of the frames end up being substantially the same
across languages [Baker, 2008]. However, FrameNet is also targeted toward computational
linguists. ParSem [Butt et al., 2002] is a collaboration to develop parallel semantic rep-
resentations across languages, by developing semantic structures based on LFG. Neither
of these resources, however, are targeted at helping non-computational linguists formally
document a language, as compared to the morphological parser in FLEx or the syntactic
documentation in PAWS.
In general, we also lack tools for creating custom elicitation materials. With WELT,
we hope to fill some of the gaps in the range of available field linguistics tools. WELT will
enable the creation of custom elicitation material and facilitate the management sessions
with an informant. WELT will also enable formal documentation of the semantics of a
language without knowledge of specific computational formalisms. This is similar to the
way FLEx allows linguists to create a formal model of morphology while also documenting
the lexicon of a language and glossing interlinear texts.
3.3 Languages
We have used WELT with two endangered languages, Arrernte and Nahuatl. This section
provides background information about these languages.
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3.3.1 Arrernte
Arrernte is an endangered language of the Arandic language group, a group of languages
spoken in Central Australia. The main branches of Arrernte can be broadly split into
Eastern/Central and Western variants. We will focus on Eastern/Central Arrernte, for
reasons of location and resources. Figures for the number of speakers of Arrernte vary quite
widely, and are further complicated by questions of degree of fluency. The most common
figures are 4500-6000 for speakers of the Arandic group as a whole, and about 1800 for
speakers of Eastern/Central Arrernte [Aboriginal Art and Culture]. The Arrernte people
live in Central Australia, in and around Alice Springs (Mparntwe in Arrernte). Arrernte has
a number of characteristics quite unlike English or other Indo-European languages. These
include extensive use of morphology, fundamentally free word order (but with word order
preferences and restrictions on various sub-parts of the language), lack of a copula verb,
and “quasi-inflections” on verbs including a “category of associated motion.”
While some aspects of Arrernte are well documented [Wilkins, 1989; Henderson, 1998],
others have presented greater challenges. In particular, a number of idiosyncratic lexical
and morphological features of the language relating to spatial relations have not previously
been given a complete description. These are linguistically interesting because they relate
directly to how a language is used by its speakers to describe their perceived reality. In
Arrernte, for example, (1) in the category of associated motion there are verb inflections
for concepts such as do action x quickly while moving downwards; (2) indication of
location can be much more fine-grained than in English, differentiating whether a person or
thing is at rest, or has been moved, or is being observed; and (3) directions are expressed
using cardinal (compass) point terms rather than relative terms. Another topic that needs
to be explored in Arrernte is the relationship between case and the semantic interpretation
of the sentence; it is possible to significantly alter the meaning of a sentence by changing
the case on one of the nouns. In a related Arandic language, Kaytetye, adding allative case
to the direct object of a sentence with the predicate ltare ‘shoot’ changes the meaning from
shooting and hitting the object to firing a shot and not actually hitting it. We will discuss
how WELT might be employed to study Arrernte case in Section 3.8.
CHAPTER 3. THE WORDSEYE LINGUISTICS TOOLS (WELT): USING
GRAPHICS GENERATION IN LINGUISTIC FIELDWORK
27
In terms of linguistic analysis of Eastern Arrernte, there is good coverage of the gram-
mar [Strehlow, 1944; Wilkins, 1989; Green, 1994; Henderson, 1998]. There are also a dic-
tionary [Henderson and Dobson, 1994] and a picture dictionary [Broad, 2008] available.
3.3.2 Nahuatl
Nahuatl belongs to the Aztecan branch of the Uto-Aztecan language family. It is one of the
most widely spoken indigenous languages of the Americas, with about 1.5 million speak-
ers, but less than 15% of Nahuatl speakers are monolingual, and Spanish literacy greatly
exceeds Nahuatl literacy [Hill and Hill, 1986]. Indigenous populations have become increas-
ingly marginalized in Mexican society; Rolstad [2001] argues that Nahuatl is at serious risk
of replacement by Spanish. The Mexican government recognizes 30 distinct varieties of
Nahuatl; some varieties have already disappeared and many are severely endangered. The
modern varieties show considerable differences, and not all are mutually intelligible. Some
small dialects of Nahuatl still remain virtually undocumented [Grinevald, 2008].
Nahuatl describes spatial relations with relational nouns, which always occur after a
noun or a possessive prefix. Most modern dialects of Nahuatl have also incorporated Spanish
prepositions that compete with the relational nouns. Other examples of Spanish influence
on the language include simplification of the morphology and a tendency toward fixed word
order. Some varieties of Nahuatl inflect the verb in a way similar to Arrernte associated
motion, to show the direction of the verbal action. For example, the prefix on- is used for
verbs indicating direction of action away from the speaker [Karttunen, 1992]. The use of
these inflections has not been studied much, and it warrants further research.
As far as resources, there are several detailed grammars of Classical Nahuatl published
by missionaries, including Horacio Carochi’s Arte de la lengua Mexicana, and there are
several modern textbooks and dictionaries of the larger dialects [Endangered Language Al-
liance]. There are also some electronic resources, including: an online trilingual dictionary
between English, Spanish, and Nahuatl [Wood], a preliminary computational model of Nahu-
atl morphology in Grammatical Framework (GF) [Ashton, 2013], and a formal morphology
in XFST [Maxwell and Amith, 2005]. Amith is also developing the Nahuatl Learning Envi-
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ronment, which links lexicon, grammar, and corpus into a multimedia system for research
and learning [Amith].
3.4 Overview of WELT
A visual representation of the intended workflow for using WELT is provided in Figure 3.1.
At this time, we have used WELT English and WELT L2 only independently of each other,
and the workflow as a whole has not been tested in practice. The WELT English tools
for scene creation and elicitation are currently useable; the only exception is that adding
custom vignettes and custom 2D/3D content requires the assistance of WordsEye developers
to make the necessary modifications to WordsEye and VigNet. We have created a prototype
of the WELT L2 tools for modeling and documentation and tested it with a small grammar
we have developed for Arrernte. This prototype demonstrates how WELT L2 can potentially
be used in fieldwork, but the documentation tools will require further development before
they can be used more generally. In addition, both WELT English and WELT L2 still rely
on the older desktop version of WordsEye. This makes it difficult to release the program
to the public for general use, both due to the need to license the 3D objects stored locally
on a user’s computer and because the desktop application is no longer being supported or
updated by the WordsEye developers. In Chapter 5, we will describe some of our work
toward updating WELT to use the newest version of WordsEye.
The first step in the workflow is using WELT English to prepare a set of 3D scenes to
be used to elicit targeted descriptions or narratives. An important part of this phase is
the cultural adaptation of the graphical semantics used in WordsEye, so that scenes will be
relevant to the native speakers a linguist works with. We will discuss cultural adaptation in
more detail in Section 3.6.1. Next, the linguist works with an informant to generate language
data based on prepared 3D scenes. This can be a dynamic process; as new questions come
up, a linguist can easily modify existing scenes or create new ones. WELT English also
automatically syncs recorded audio with open scenes and provides an interface for the
linguist to write notes, textual descriptions, and glosses. After the elicitation session, the
linguist can use WELT English to review the data collected, listen to the audio recorded
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Figure 3.1: WELT workflow
for each scene, and revise notes and glosses. The linguist can then create additional scenes
to elicit more data or begin the formal documentation of the language. We will discuss
creating scenes and eliciting data with WELT in Section 3.6.2, including examples from our
elicitation sessions for Nahuatl.
Creating a text-to-scene system with WELT L2 requires formal models of the morphol-
ogy, syntax, and semantics of a language. The focus of our work on WELT is on modeling the
interface between syntax, lexical semantics, and graphical semantics. Therefore, although
WELT requires models of morphology and syntax to generate a text-to-scene system, we are
relying on third-party tools to build those models. For our pilot work using WELT L2 to
model Arrernte, we have used XFST [Karttunen et al., 1997; Beesley and Karttunen, 2003]
to model the morphology and XLE [Crouch et al., 2011] to model the syntax in the LFG
(lexical-functional grammar) formalism [Kaplan and Bresnan, 1995]. These are mature sys-
tems that we believe are sufficient for the formal documentation of morphology and syntax.
We are also researching other options that would be more accessible to non-computational
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linguists. In Chapter 4, for example, we discuss the possibility of automatically creating
a syntactic parser for WELT using annotated dependency structures. It is important to
note, though, that the modeling done in WELT L2 does not require a perfect syntactic
parser, so the syntactic grammars provided as models do not need to be complex (and
WELT L2 provides an interface for selecting among ambiguous syntactic structures as part
of its text-to-scene pipeline.) We will discuss our grammar development for Arrernte in
Section 3.5. WELT L2 also requires the creation of a lexicon for the endangered language
that maps lexical items into VigNet concepts; it provides tools for searching the VigNet
ontology to find relevant concepts for the lexicon; we will discuss the lexicon in more detail
in Section 3.7.1. WELT L2 also provides user interfaces for modeling the syntax-semantics
interface, lexical semantics, and graphical semantics of a language through the creation of
syntax-to-semantics rules. We will discuss these in more detail in Section 3.7.2.
Once models of morphology, syntax, and semantics are in place (note that these can be
working models, and need not be complete), WELT L2 puts the components together into a
text-to-scene system that takes input in the endangered language and uses the formal models
to generate pictures. This system can then be used to verify theories with informants and
revise grammars if and when an informant indicates that the scene generated for a particular
input sentence is not correct. As new questions arise, WELT English can also continue to
be used to create elicitation materials and collect linguistic data
3.4.1 Modifications to WordsEye
The WELT tools described in this chapter use the WordsEye desktop application for Mac
OS X. The WordsEye desktop application includes a user interface where the user can type
simple sentences that are processed to produce a 3D scene. The user can then modify the
text to refine the scene. In order to use WordsEye with WELT, some modifications were
required, both to the user interface and to the underlying system. The original WordsEye
architecture was described in the previous chapter and shown visually in Figure 2.1. The
modified WordsEye architecture used by WELT is shown in Figure 3.2.
To adapt WordsEye for use with WELT English, we first made some changes to the user
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Figure 3.2: WELT architecture
interface of the WordsEye desktop application. To allow WELT users to focus the attention
of an informant on particular items in a scene, we modified WordsEye to let individual
objects and their parts to be selected and highlighted with a bounding box. We also added
the functionality to allow the scene currently open in WordsEye to be accessed by an external
application, so that scenes can be saved and reloaded using the WELT user interface. To
accomplish this, when WordsEye processes input text in order to generate a scene, it also
saves information about the scene to disk, including a JPEG image of the scene, the text
used to generate the scene, the position of the camera, and any selected objects that should
be indicated with bounding boxes. A screenshot showing the WordsEye interface to the
WELT elicitation tools is shown in Figure 3.3. For WELT English, the overall processing
pipeline for WordsEye is largely unchanged, taking English text as input and producing a 3D
scene representing its meaning. However, in order to allow the cultural adaptation required
to create scenes that are maximally relevant to endangered language speakers, we modify
VigNet to allow for the addition of custom vignettes and 2D/3D content. For example, for
our work on Arrernte, we customize the kick vignette to show Australian football rather
than soccer, and change the ground texture from grass to desert dirt.
This new culturally relevant content can also be used in the WELT L2 documentation
tools. WELT L2 requires further modifications of WordsEye in order to support the creation
of a text-to-scene system for the endangered language. When a sentence is processed by
WordsEye, it goes through three main stages: (1) morphological analysis and syntactic
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Figure 3.3: WordsEye interface to the WELT elicitation tools. The “Save Image to Current
Scene” and “Save Image to New Scene” buttons are used to transfer information about the
scene currently open in WordsEye to WELT.
parsing, (2) semantic analysis, and (3) graphical realization. To produce a text-to-scene
system for a new language, WELT must replace the English linguistic processing modules
with models for the new language. Since our work on Arrernte uses XFST for morphology
and XLE for syntax, our modifications to WordsEye for the WELT L2 prototype are based
on interfacing with these tools. However, it would be fairly simple to adapt our system to
substitute other tools in in the future. When text is input into the WELT L2 text-to-scene
system, rather than being passed directly into the normal WordsEye pipeline, it is instead
passed to an external script that processes it with XLE and the Arrernte grammar. We
have added one additional feature to the morphology and syntax module of the WELT L2
text-to-scene system: an interface that allows the user to select an f-structure from multiple
options produced by XLE, in case the grammar is ambiguous. This way, it is still possible
use the WELT text-to-scene system to verify semantic documentation even if the syntactic
documentation is not complete. We will see an example of this in Section 3.7.3. Once
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this is done, the f-structure is processed with the syntax-to-semantics rules to produce a
lexical-semantic representation that is compatible with WordsEye. This step also requires
a lexicon that maps endangered language words into VigNet concepts. The lexical semantic
representation is then passed back to WordsEye so that a 3D scene can be generated.
3.5 Grammar Development for Arrernte
We collaborated with researchers at Macquarie University to document Arrernte syntax
using LFG [Kaplan and Bresnan, 1995], as part of a project to automatically generate
Arrernte text related to Australian football [Lareau et al., 2011; Lareau, 2012]. In LFG,
linguistic structure is represented by a parallel, linked combination of a surface-oriented
constituent structure (c-structure) and a functional structure (f-structure). The f-structure
is a dependency structure that models predicate-argument structure, and a suitable interface
to VigNet.3 The grammar for Arrernte is in two parts, a finite state transducer for the
morphology, developed with XFST [Karttunen et al., 1997], and the syntactic grammar
developed in XLE [Crouch et al., 2011]. It covers basic sentences and NP structure and a
few unusual features of Arrernte: split case pronouns, verbless sentences, associated motion,
spatial relationships, and same-subject inflection on the verb [Dras et al., 2012].
In deciding to use LFG as the formalism for the grammar, several factors were considered,
including linguistic suitability and availability of resources. One of the main attributes of
Arrernte is that it is a non-configurational language (it has a flat phrase structure, allowing
syntactically discontinuous expressions, and a relatively free word order), and there has
already been a substantial amount of work on using LFG to model non-configurational
Australian languages [Simpson, 2007; Nordlinger, 1997; Nordlinger and Bresnan, 2011],
making LFG desirable for the Arrernte project in particular. Another point in favor of
LFG is that there are already mature and widely used tools for developing grammars. Most
3Although it is common with LFG to represent semantics using linear logic and glue semantics [Dalrymple
et al., 1993; Dalrymple, 2001], and in fact the Arrernte grammar we use for syntax does have a semantic
component that uses glue semantics [Lareau et al., 2012], we do not use that representation. Nor do we need
to use LFG’s a-structure, since we use an alternative representation for the lexical semantics.
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prominent is the Xerox Linguistic Tool (XLE) [XLE Project]. XLE is also the basis for
the Parallel Grammar Project (ParGram) [Butt et al., 2002; ParGram / ParSem, 2013],
a collaborative effort to develop wide coverage grammars in LFG for multiple languages.
These existing grammars and the common standards and tutorials that ParGram provides
will also simplify the creation of formal syntactic grammars for WELT L2 as we work toward
expanding it for more languages.
3.6 Elicitation Tools (WELT English)
Each elicitation session in WELT is organized around a set of 3D scenes, which are created
by inputting English text into WordsEye. The scene that is currently open in the WordsEye
application can be saved and added to the WELT session, as indicated in Figure 3.3. Scenes
that have been previously added to the session can be re-opened in WordsEye and modified,
either overwriting the original scene or saving the changes as a new scene. Each scene can
be annotated with with textual descriptions, glosses, and notes. Audio for the session can
be recorded, and the recording is automatically saved and synced with timestamps for the
scenes open in WELT. The audio can be played back to review any given scene. Scenes
can be imported and exported between sessions, so that useful scenes can be reused and
data compared. Screenshots of the WELT main elicitation interface and the interface for
annotating a scene are included in Figure 3.4.
3.6.1 Cultural Adaptation of VigNet
As we discussed in Chapter 2, semantics in WordsEye are represented with VigNet, a
resource which groups similar lexical items, along with graphical relations, into frames
called vignettes. We use VigNet to represent the semantics in WELT.
Large parts of VigNet are language- and culture-independent. The low-level graphical
relations used to express graphical semantics are based on physics and human anatomy
and do not depend on language. However, the graphical semantics for a vignette may be
culture-specific, and some new vignettes may need to be added for a culture. In the United
States, for example, the sentence The woman boiled the water might invoke a scene with a
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Figure 3.4: Screenshots of WELT elicitation interfaces. Left: WELT interface for managing
a session. Right: WELT interface for annotating a scene.
pot of water on a stove in a kitchen. Among the Arrernte people, it would instead invoke
a woman sitting on the ground in front of a kettle on a campfire. Figure 3.5 shows an
illustration from the Eastern and Central Arrernte Picture Dictionary [Broad, 2008] of the
sentence Ipmenhe-ipmenhele kwatye urinpe-ilemele iteme, “My grandmother is boiling the
water.” The lexical semantics for the English verb boil and the Arrente verb urinpe-ileme are
the same, the relation apply-heat.boil. However, the vignettes map to different, culture-
typical graphical semantics. Figure 3.6 shows the instantiated vignettes for our example,
demonstrating the cultural differences in the graphical semantics. To handle cultural dif-
ferences like these, VigNet needs to be extended with new graphical semantics for existing
vignettes that need to be modified, and new vignettes for scenarios not already covered.
Currently, these modifications to VigNet must be done by the WordsEye developers. Future
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Figure 3.5: Illustration of Arrernte sentence Ipmenhe-ipmenhele kwatye urinpe-ilemele
iteme, “My grandmother is boiling the water.” [Broad, 2008]
work on WELT would allow users to make these changes themselves.
3.6.1.1 Custom WordsEye Objects
Another way to adapt WordsEye to a culture or region is to add relevant 3D objects to
the database. WordsEye also supports 2D-cutout images, which is an easy way to add new
material without 3D modeling. In the WordsEye desktop application, each new object has
to be manually incorporated into WordsEye by the WordsEye developers. In the newer web
application version of WordsEye, users can upload custom content directly. In Chapter 5,
we will discuss the newer version of WordsEye in more detail, including its application to
the WELT elicitation tools.
We have created a corpus of 2D and 3D models for WordsEye that are specifically
relevant to aboriginal speakers of Arrernte, including native Australian plants and animals
and culturally relevant objects and gestures. Many of the pictures we created are based
on images from IAD Press, used with permission. Most of the original IAD Press images
were black-and-white drawings similar to the one in Figure 3.5. We enhanced and cropped
these in PhotoShop. Examples of our enhanced images are shown in Table 3.1; the complete
collection of enhanced images is provided in Appendix A. Some scenes that use these images
are included in Figure 3.7.
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Figure 3.6: (Instantiated) vignettes for the woman boils the water. The high-level semantics
of apply-heat.boil are decomposed into sets of objects and primitive graphical relations
that depend on cultural context.
3.6.2 Preparing Scenes and Eliciting Data: Nahuatl Topological Rela-
tions
To evaluate WordsEye’s usefulness in the creation of pictures for eliciting spatial language,
we created a set of scenes based on the Max Planck topological relations picture series [Bow-
erman and Pederson, 1992]. Some examples of pictures from the Max Planck topological
relation series are shown in Table 3.2. Many of the scenes were created in WELT by two
undergraduate students who were pursuing majors in linguistics. These students did not
have any background or experience in computational linguistics or computer science, thus
demonstrating WELT’s usability by non-computational linguists. In creating the scenes, we
used the new feature of WordsEye described in Section 3.4.1, that allows users to highlight
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(c) Spinifex (aywerte) (d) Skink (ikwarre)
Table 3.1: Images created for Arrernte WELT (Arrernte translations in parentheses)
Figure 3.7: WordsEye scenes using custom 2D gum tree and dingo from our image corpus
specific objects (or parts of objects) in a scene. We were able to recreate 40 out of the 71
pictures in the series. One of the main issues that prevented us from creating the full set
was that WordsEye does not currently have the objects needed to produce the desired scene.
There were also cases where the graphical functionality of WordsEye needs to be enhanced
to allow more precise positioning of objects. We used these scenes to elicit descriptions
from a native speaker of Nahuatl; some examples of scenes and descriptions are included in
Table 3.3. Section B.1 shows the full set of scenes we created along with the input text used
to generate the scenes in WordsEye. For scenes that were not reproduced in WordsEye, we
also briefly describe the reasons we were unable to do so.4 Section B.2 shows the Nahuatl
descriptions we elicited for each scene.
4 Note that many of these problems, particularly those involving missing 3D objects, will be fixed when
WELT has been updated to use the latest version of WordsEye. For example, WordsEye now has a number
of 3D objects for bugs, which we were missing in pictures (7) and (52), as well as a 3D object of an open
bag with handles, which was needed for pictures (14) and (66). Other issues will be addressed as WordsEye
developers continue to add new 3D objects and implement more graphical functionality.
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Table 3.3: Nahuatl elicitations
3.7 Documentation Tools (WELT L2)
WELT L2 provides the tools to formally document the semantics of a language. It also
uses this documentation to automatically generate a text-to-scene system for the language.
The formal documentation allows precise description of the lexical semantics of a language.
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Because WELT is centered around the idea of 3D scenes, the formal documentation will
tend to focus on the parts of the semantics that can be represented graphically. Note that
this can include figurative concepts as well, although the visual representation of these may
be culture-specific. However, users do not necessarily need to be limited by the graphical
output; WELT can be used to document other aspects of semantics as well, but it will not
be possible to verify these theories using the text-to-scene system. In this section, we will
describe the user interface for documenting semantics, as well as a text-to-scene system for
Arrernte created with WELT.
In order to create a text-to-scene system for an endangered language, WELT requires
the components shown in Figure 3.2. The custom vignettes and 3D objects will largely have
been done during the cultural adaptation of VigNet described in Section 3.6.1. In addition
to these, the system requires a morphological analyzer, syntactic parser, a lexicon that maps
endangered language words into vignette concepts, and a set of syntax-to-semantics rules
which map the output of the syntactic parser into vignettes. We discussed our development
of morphological and syntactic grammars for Arrernte in Section 3.5. In this section, we
will discuss creating the lexicon and the syntax-to-semantics rules.
3.7.1 The Lexicon and Ontology Browser
The lexicon in WELT is a list of word forms mapped to semantic concepts, which al-
lows nouns from the endangered language to be converted into graphical objects. WELT
includes a visual interface for searching VigNet’s ontology for semantic concepts and brows-
ing through the hierarchy to select a particular category. The ontology browser is used in
several parts of WELT, including the tools for creating the lexicon and and the tools for
modifying the constraints in syntax to semantics rules. We have created a mapping for
the lexical items in the Arrernte grammar; a partial mapping is shown in Table 3.4. As an
example, to find an appropriate concept for the Arrernte word panikane ‘cup’, we can search
the ontology browser for cup. Figure 3.8(a) shows the portion of the ontology that results
from this search. Semantic categories are displayed one level at a time, so initially only
the concepts directly above and below the search term are shown. Selecting another visible
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Table 3.4: A mapping from nouns (lexical items) to VigNet semantic concepts
node in the graph results in its own immediate neighbors being displayed. Figure 3.8(b)
shows the result of selecting drinking-cup.n. Here, we have decided to map panikane to
cup.n.
3.7.2 Documenting Semantics
The goal of WELT L2 is to provide the means to formally document the semantics of a
language and create a text-to-scene system for that language. The formal documentation
allows precise description of the lexical semantics of a language. The WELT L2 semantics
is represented using VigNet, which has been developed for WordsEye based on English. To
use the WordsEye architecture, the system needs to be able to map between the syntax of
the endangered language and a representation of semantics compatible with VigNet. Most
obviously, the lexical items and valence patterns are different for other languages. One
instance showing why this is necessary occurs in our example Arrernte sentence. When
discussing football in English, one would say that someone kicks a goal or makes a goal. In
Arrernte, one would say goal arrerneme, which is a light verb construction that translates
literally to “put a goal.” Although the semantics of both sentences are the same, the entry
for put in the English VigNet does not include this meaning, but the Arrernte text-to-scene
system needs to account for it. Another issue is the motion-related inflections that can be
applied to verbs in both Arrernte and Nahuatl; the valence patterns used by the WELT L2
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(a) (b)
Figure 3.8: Screenshots of the ontology browser
text-to-scene system need to handle these inflectional variations, which are not present in
English.
To address such instances, the linguist uses WELT L2 to define lexical, syntactic, and
semantic information. This begins with the creation of a mapping from the lexicon into
VigNet concepts, so that the noun strings in the endangered language can be converted to
graphical objects. We discussed creating the lexicon in Section 3.7.1. To handle valence
patterns, WELT includes an interface for the linguist to specify a set of rules that map
from syntax to (lexical) semantics. The interface allows users to develop rules that map the
lexical structure of the new language into a high-level semantic representation compatible
with VigNet. Since we are modeling Arrernte syntax with LFG, the rules currently take
syntactic f-structures as input, but the system could easily be modified to accommodate
other formalisms. Rules are specified by defining a tree structure for the left-hand (syntax)
side and a directed acyclic graph for the right-hand (semantics) side. The left-hand side of
a rule consists of a set of conditions on the f-structure elements and the right-hand side is
the desired semantic structure.
As an example, we construct a rule to process sentence (5):
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‘The man kicks a goal.’
We begin by creating the left-hand (syntax) side of the rule, by specifying a tree struc-
ture for the syntactic constraints. Screenshots demonstrating this process in WELT are
shown in Figure 3.10. For this sentence, our Arrernte grammar produces the f-structure
in Figure 3.9(b). We could create a rule specifying the specific lexical item artwe in the
subject position; to generalize somewhat, we create a rule that selects for predicate arrerne
with object goal and any subject. First, we specify the syntactic predicate, choosing arrerne
from the dropdown menu. Next, we add nodes for each of the syntactic arguments that
will be defined in our rule. These can be specific lexical items or they can be variables
which will be replaced with lexical items when an actual sentence is processed. We then
connect these nodes with edges by specifying the start and end nodes and the syntactic
grammatical relation between them. The values in the dropdown menus in Figure 3.10 are
extracted from the XLE source files for the Arrernte (LFG) grammar.
After we have finished specifying the syntax, we create the right-hand (semantics) side
of the rule. Screenshots demonstrating creating the right-hand side of our rule in WELT are
shown in Figure 3.11. We begin by searching VigNet for a relevant vignette. In this case,
we search for kick and select the vignette we.kick-goal.vg. WELT then displays the default
semantic constraints for the arguments vignette, which we can edit. We first modify the
agent argument of the vignette, to specify that var-1 should be mapped to this semantic
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Figure 3.10: Creating the left-hand (syntax) side of a syntax-to-semantics rule in WELT:
selecting a predicate, adding nodes to the syntax tree, and adding edges to specify syntactic
arguments.
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role. We can also add cultural and geographic customizations at this stage. First, we change
the vignette to reflect Australian football. We specify that the target should be footy-
goalposts.n and the projectile should be footy-ball.n. We also modify the vignette to
reflect the geography of the area, changing background-texture from city.n to butte.n and
global-ground-texture from grass-field-substance.n to desert-dirt.n. The values we
modified are highlighted in Figure 3.11. Custom semantic categories are selected for the
vignette arguments using the same ontology browser we used to create the lexicon.
The completed rule is shown in Figure 3.12. Note that var-1 on the left-hand side
becomes VigNet(var-1) on the right-hand side; this indicates that the lexical item found in
the subject position of the input should be mapped into a semantic concept using the L2
lexicon.
3.7.3 WELT L2 Text-to-Scene Generation
As we discussed in Section 3.4.1, WELT L2 includes a modified WordsEye user interface
which can generate a 3D scene from endangered language input. Having created a basic
Arrernte lexicon and a simple syntax-to-semantics rule, we have the necessary components
to use the modified WordsEye pipeline. We will now walk through the modules of this










‘The man kicks a goal.’
Morphology: The first step of processing the sentence is to run each word through the
morphological analyzer. For our Arrernte project, we process the morphology of the ex-
ample sentence by running each word through the morphological analyzer in XFST. This
transforms the verb arrerneme into ‘arrerne+NONPAST.’ The other tokens in the sentence
remain unchanged.
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Figure 3.11: Creating the right-hand (semantics) side of a syntax-to-semantics rule in
WELT: searching for and selecting a semantic relation (vignette); editing the relation argu-
ments.
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Figure 3.12: A syntax-to-semantics rule created in WELT. Syntactic constraints are rep-
resented by a tree-structure on the left side of the rule; semantics are represented by the
vignette on the right-hand side.
Syntax: The next step is syntactic parsing via our Arrernte grammar, using XLE. Since
our LFG grammar is ambiguous, XLE produces several possible f-structures. WELT L2
displays all the possibilities to the user, so that the correct one can be selected. In XLE,
ambiguities in the f-structure are indicated by labeling constraints with tags that indicate
which contexts the constraints are defined in. These tags are of the form <a> vs. <∼a>,
<b> vs. <∼b>, <c> vs. <∼c>, and so on [Crouch et al., 2011, “Printing Charts”]. WELT
displays these tags as prefixes on the node label, and further distinguishes the possible
contexts by displaying them in different colors. Figure 3.13 shows what this looks like for
our sentence. In this case, the red <∼a> context is the correct one, because artwe should be
the subject of our sentence. Selecting this context results in the c-structure and f-structure
shown in Figure 3.9. The f-structure is passed on to the semantics module.
Semantics: We now walk through the semantic processing of the sentence, assuming a set
of rules consisting solely of the one given in Figure 3.12 and the partial noun mapping from
Table 3.4 as our lexicon. The f-structure in Figure 3.9(b) has main predicate arrerne with
two arguments; the object is goal. Therefore, it matches the left-hand-side of our rule. The
output of the rule specifies the vignette we.kick-goal.vg. To determine the agent, we need
to find the VigNet concept corresponding to var-1, which occupies the subject position in
the f-structure. The subject in our f-structure is artwe, and according to Table 3.4, it maps
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Figure 3.13: Selecting among possible f-structures produced by XLE from an ambiguous
grammar.
to the VigNet concept person.n. The resulting semantic representation is augmented with
the rest of its graphical semantics, taken from the vignette definition. The WordsEye system
then builds the scene from these constraints and renders it in 3D. Screenshots of the WELT
L2 WordsEye interface for generating scenes from Arrernte text are shown in Figure 3.14.
The top shows the scene generated from our example sentence. The two screenshots on the
bottom demonstrate what happens when we substitute other lexical items for artwe in the
subject position. On the left, panikane ‘cup’ is not an animate-being.n, so the semantic
constraints of the vignette are not met. On the right, akngwelye ‘dog’ is an animate-
being.n, so WELT L2 is able to generate the scene.
3.8 Future Work: Investigation of Case in Arrernte
One of our goals for using WELT is to study the relationship between the meaning of a
sentence and the case of the nouns in it. The relationship in Arrernte between case and
semantic interpretation of a sentence is a topic that could be easily explored with WELT. It
is possible to significantly alter a sentence’s meaning by changing the case on an argument.
For example, the sentences in (6) from Wilkins [1989] show that adding dative case to the
direct object of the sentence changes the meaning from shooting at and subsequently hitting
the kangaroo, to shooting at the kangaroo and not hitting it. Wilkins calls this the “dative
of attempt.”
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‘He shot the kangaroo.’
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Figure 3.15: WordsEye scenes to elicit the “dative of attempt.” In the first scene, the man








‘He shot at the kangaroo (but missed).’
With the help of Myfany Turpin, a linguist who studies Arandic languages, we collected
a set of Arrernte sentences, primarily from Broad [2008] and Wilkins [1989], that are inter-
esting in terms of spatial language or case. We created a FieldWorks project for Arrernte
that includes all these sentences, translated them, and glossed them at the morphological
level. We also entered all of the phonological information necessary for the Fieldworks
phonological parser. These sentences can now easily be searched either at the surface level
or by the glossed morphemes, so they will be able to be used in future work on Arrernte.
We include these glossed and translated sentences in Appendix C.
In order to see how this example generalizes, we can use WELT to create pairs of
pictures, one in which the object of the sentence is acted upon, and one in which the object
fails to be acted upon. These pictures would be used to elicit descriptions from a native
speaker of Arrernte. Figure 3.15 shows a pair of scenes contrasting an Australian football
player scoring a goal with a player aiming at the goal but missing the shot. The sentences
in (7) are two ways of saying “score a goal” in Arrernte; the scenes in Figure 3.15 would
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be used to see if a native Arrernte speaker would add the dative of attempt to goal, using


















‘The man kicked a goal.’
3.9 Conclusion
We have described a novel tool designed to assist linguists working with endangered lan-
guages. WELT provides useful tools for field linguistics and language documentation, from
creating elicitation materials, to eliciting data, to formally documenting a language. It in-
cludes a new way to elicit data from informants and an interface for formally documenting
the lexical semantics of a language, which in turn allows the creation of a text-to-scene
system for a language. In the following chapters, we will revisit some aspects of WELT,
including exploring methods of acquiring a syntactic parser without requiring the user to
understand particular grammar formalisms (Chapter 4), and extending the WELT English
scene creation tools to allow the user to specify more precise configurations by directly
modifying the underlying semantics of a scene (Chapter 5).
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Dependency Parser to Support
Language Documentation in Field
Linguistics
4.1 Introduction
The WordsEye Linguistics Tools (WELT) introduced in Chapter 3 focus on the documenta-
tion of semantics. However, in order to make full use of the workflow, including verification
of hypotheses via text-to-scene generation, it is also necessary for the system to be able
to parse input text into its morphology and syntax. Unfortunately, the ability to easily
document syntax is largely missing from existing documentation tools. In this chapter,1 we
perform experiments to test the feasibility of an alternative method of producing a syntactic
dependency parser for a language, modeled on the tools for documenting morphology in SIL
FieldWorks Language Explorer (FLEx) [SIL International]. FLEx is one of the most widely-
used toolkits for field linguists. An important part of FLEx is its “linguist-friendly” morpho-
1Some of the work in this chapter was previously published in Ulinski et al. [2016a].
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logical parser [Black and Simons, 2008], which is fully integrated into lexicon development
and interlinear text analysis. The parser is constructed “stealthily,” in the background, and
can help a linguist by predicting glosses and morphological analyses for interlinear texts.
The experiments described in this chapter demonstrate that it will be possible to create a
similar tool for syntax in the future.
This chapter makes three contributions. First, we introduce a new corpus of English,
Spanish, German, and Egyptian Arabic descriptions of spatial relations and motion events,
which we have annotated with dependency structures and other linguistic information. We
focused on spatial relations and motion because one of the primary functions of WELT
will be to assist field linguists with elicitation of spatial language and documentation of
spatial and motion semantics. The corpus is available to the public.2 [Ulinski et al., 2016b].
Second, we compare the performance of two existing dependency parsing packages, MST-
Parser [McDonald et al., 2006] and MaltParser [Nivre et al., 2006], using incrementally
increasing amounts of this training data. We find that parsers trained using MaltParser
achieve the best performance. Third, we show that using a parser trained on small amounts
of data can assist with dependency annotation. We find that even when the parser is trained
on a single sentence from the corpus, annotation time significantly decreases.
In Section 4.2, we discuss related work. In Section 4.3, we describe the new publicly
available corpus. In Section 4.4, we describe the parsing experiments and discuss the results.
Section 4.5 discusses initial experiments with nonlexical models. We discuss the annotation
experiments and results in Section 4.6. We conclude and discuss future work in Section 4.7.
4.2 Related Work
There have been a number of investigations into multilingual dependency parsing. For
example, Nivre et al. [2007b] presents detailed results for 11 languages using the arc-eager
deterministic parsing algorithm included in MaltParser. However, results are reported only
for the parser trained on the full training set and would not generalize to situations where
training data is limited. Likewise, the 2006 and 2007 CoNLL shared tasks of multilingual
2https://doi.org/10.7916/D8W959HJ
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dependency parsing [Buchholz and Marsi, 2006; Nivre et al., 2007a] relied on the existence
of ample training data for the languages being investigated. Our work differs in that we are
interested in the performance of a dependency parser trained on very little data.
Duong et al. [2015] approach dependency parsing for a low-resource language as a domain
adaptation task; a treebank in a high-resource language is considered out-of-domain, and
a much smaller treebank in a low-resource language is considered in-domain. They jointly
train a neural network dependency parser to model the syntax of both the high-resource
and the low-resource language. In this paper, we focus on the alternate approach of training
directly on small amounts of data.
Guo et al. [2015] also investigate inducing dependency parsers for low-resource languages
using training data from high-resource languages. They focus on lexical features, which
are not directly transferable among languages, and propose the use of distributed feature
representations instead of discrete lexical features. Lacroix et al. [2016] describe a method
for transferring dependency parsers across languages by projecting annotations across word
alignments and learning from the partially annotated data. However, both of these methods
rely on large amounts of (unannotated) data in the target language in order to learn the
word embeddings and alignments. It is unclear how well these approaches would work in
the context of an endangered language where large amounts of unannotated text will not
be available.
Our work also differs from the above because our goal is to incorporate a parser into
tools for field linguists studying endangered languages. Currently, there are limited options
for creating a syntactic parser for an endangered language. The ParGram project [Par-
Gram / ParSem, 2013] aims to produce wide coverage grammars for a variety of languages,
but doing so requires knowledge both of the LFG formalism and the XLE development
platform [Crouch et al., 2011]. It is unlikely that a field linguist would have the grammar
engineering skills necessary to create a grammar in this way. Similarly, the LinGO Grammar
Matrix [Bender et al., 2002] is a framework for creating broad-coverage HPSG grammars.
The Grammar Matrix facilitates grammar engineering by generating “starter grammars” for
a language from the answers to a typological questionnaire. Extending a grammar beyond
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the prototype, however, does require extensive knowledge of HPSG, making this tool more
feasibly used by computational linguists than by field linguists. Our work differs from both
ParGram and the Grammar Matrix because we will not require the field linguist to master
a particular grammar formalism. Instead, linguists will create a syntactic parser simply by
labeling individual sentences, a procedure that builds easily upon an existing workflow that
already includes annotating sentences with morphological information.
4.3 Corpus
In order to conduct the experiments described in this chapter, we needed a dependency
treebank containing sentences that are similar to sentences that field linguists would proba-
bly analyze using WELT. To produce this treebank, we started with two stimulus kits used
by field linguists to study spatial and motion language: the Picture Series for Positional
Verbs [Ameka et al., 1999] and the Motion Verb Stimulus Kit [Levinson, 2001]. For each pic-
ture and video clip, we elicited a one-sentence description from native speakers of English,
Spanish, German, and Egyptian Arabic. We chose languages covering a range of linguistic
phenomena. For example, German uses morphological case, and Spanish and Arabic both
use clitics. In future work, we hope to add languages from other language families, including
Chinese and Korean. Our languages are high-resource languages because we needed to have
access to linguistically trained native speakers in order to create the gold standard; however,
we did not actually use any additional resources for these languages in our experiments, and
we believe they can therefore stand in for low-resource languages.
We started out by tokenizing each sentence; for Spanish and Arabic, this step included
splitting off the clitics. We then annotated each token with its lemma, morphological
information, part of speech, syntactic head, and dependency label. For consistency across
languages, we used part of speech tags, morphological features, and dependency labels
from the Universal Dependencies project [Nivre et al., 2016] and attempted to follow the
universal guidelines as closely as possible. The total number of sentences, average sentence
length, and number of unique words, lemmas, part of speech tags, morphological features,
and dependency labels for each language is shown in Table 4.1. Note that the sentence
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The stick is leaning against the tree








The ball rolls into the cube







El palo esta´ apoyado en el a´rbol
det noun aux verb adp det noun








La pelota rueda hasta la pared
det noun verb adp det noun







Der Stab lehnt am Baum
dep noun verb adp noun





Die Kugel rollt gegen den Wu¨rfel
det noun verb adp det noun
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Figure 4.1: Example dependency structures
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English 163 7.21 152 135 12 26 20
Spanish 165 8.51 180 149 12 30 20
German 157 7.52 217 175 13 32 19
Arabic 158 10.04 174 117 10 37 15
Table 4.1: Summary of each language in the corpus. Unless otherwise specified, values
indicate the count of unique types in the corpus for each category.
count varies slightly for each language; this is because for some of the pictures and videos,
the native informant gave us several possible descriptions. English and German have very
similar average sentence lengths; average lengths in Spanish and Arabic are higher. German
had the largest vocabulary; English had the smallest vocabulary. All languages used similar
numbers of part of speech tags and dependency labels, except Arabic which used fewer of
both. Arabic had the largest number of morphological features, and English the smallest.
Some example sentences with dependency labels are shown in Figure 4.1. The complete
annotated treebank is publicly available3.
4.4 Parsing Experiments and Results
We used four methods of training a dependency parser on our data: MSTParser [McDonald
et al., 2006], two configurations of MaltParser [Nivre et al., 2006], and a baseline. All
experiments used 5-fold cross validation. For each of the four training methods, we trained
on a subset of the train fold ranging from 1 sentence to 100 sentences. We tested on the
full test fold, and then averaged the accuracy across the five folds. Results are shown in
Tables 4.2 and 4.3. Arc accuracy requires selecting the correct head for a token; Label (Lbl)
accuracy requires selecting the correct dependency label; Both requires that both head and
3https://doi.org/10.7916/D8W959HJ
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dependency label are correct. The highest accuracy in each row for each metric (Arc, Lbl,
Both) is shown in bold.
The baseline is determined by assigning the majority dependency label from the train
data. Heads are selected using left or right attachment, whichever is more common in the
train data. For most of the training sets, we did left attachment and assigned det as the
dependency label, and the baseline usually remained constant across all train sizes. For
German with train size = 2, one of the folds had a majority of right attachment, which
resulted in a slight decrease in baseline accuracy. Likewise, for Arabic with train size = 1
and train size = 2, one fold used right attachment, resulting in a decrease in arc accuracy
for those rows. The baseline label accuracy for Arabic was much more variable than for
the other languages, since nmod was the majority label about half of the time. The Arabic
baseline used for each train size and train fold is shown in Table 4.4.
The first parser we tested was MSTParser [McDonald et al., 2006, 2005], which uses a
two-stage approach to parsing: an unlabeled parser and a separate edge labeler. The parser
works by finding a maximum spanning tree; the label sequence is then found using Viterbi’s
algorithm. MSTParser uses a combination of lexical, part of speech, and morphological
features; we did not modify the default feature set.
We next tested MaltParser [Nivre et al., 2006], which implements a variety of determin-
istic parsing algorithms. A dependency structure is derived using features of the current
parser state to predict the next action. Parser state is represented by a stack of partially
processed tokens and a list of remaining input tokens. We tested two algorithms: Nivre
arc-eager and Nivre arc-standard. The arc-eager algorithm adds arcs to the dependency
tree as soon as the head and dependent are available; the arc-standard algorithm requires
that the dependent already be complete with respect to its own dependents. We used the
default feature sets for each of the algorithms. Like MSTParser, the feature set includes
a combination of lexical, part of speech, and morphological features; MaltParser also adds
dependency features (arcs and labels) from the current parser state.
Even with only one training sentence, both MSTParser and MaltParser performed well
above the baseline. MaltParser consistently achieved higher accuracy than MSTParser
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(a) English MaltParser MaltParser
Train
size
Baseline MSTParser (Nivre arc-eager) (Nivre arc-standard)
Arc Lbl Both Arc Lbl Both Arc Lbl Both Arc Lbl Both
1 0.452 0.325 0.318 0.669 0.495 0.437 0.720 0.785 0.699 0.741 0.793 0.708
2 0.452 0.325 0.318 0.730 0.702 0.643 0.798 0.831 0.769 0.801 0.826 0.764
5 0.452 0.325 0.318 0.794 0.780 0.723 0.852 0.860 0.822 0.817 0.843 0.789
10 0.452 0.325 0.318 0.826 0.787 0.743 0.872 0.880 0.846 0.829 0.856 0.804
25 0.452 0.325 0.318 0.872 0.830 0.798 0.935 0.925 0.902 0.878 0.901 0.855
50 0.452 0.325 0.318 0.930 0.884 0.865 0.950 0.942 0.919 0.920 0.925 0.897
100 0.452 0.325 0.318 0.939 0.913 0.896 0.961 0.965 0.946 0.945 0.951 0.926
(b) Spanish MaltParser MaltParser
Train
size
Baseline MSTParser (Nivre arc-eager) (Nivre arc-standard)
Arc Lbl Both Arc Lbl Both Arc Lbl Both Arc Lbl Both
1 0.397 0.273 0.271 0.454 0.329 0.311 0.504 0.570 0.478 0.533 0.588 0.493
2 0.397 0.273 0.271 0.568 0.444 0.397 0.600 0.650 0.558 0.605 0.663 0.558
5 0.397 0.273 0.271 0.662 0.608 0.541 0.753 0.779 0.713 0.752 0.786 0.702
10 0.397 0.273 0.271 0.758 0.729 0.662 0.797 0.836 0.773 0.810 0.838 0.777
25 0.397 0.273 0.271 0.837 0.813 0.770 0.890 0.905 0.865 0.868 0.887 0.843
50 0.397 0.273 0.271 0.880 0.861 0.817 0.921 0.937 0.905 0.910 0.930 0.895
100 0.397 0.273 0.271 0.923 0.898 0.871 0.947 0.959 0.935 0.932 0.947 0.919
(c) German MaltParser MaltParser
Train
size
Baseline MSTParser (Nivre arc-eager) (Nivre arc-standard)
Arc Lbl Both Arc Lbl Both Arc Lbl Both Arc Lbl Both
1 0.446 0.286 0.273 0.575 0.407 0.353 0.643 0.680 0.594 0.655 0.685 0.595
2 0.446 0.269 0.234 0.631 0.494 0.435 0.737 0.738 0.657 0.749 0.770 0.676
5 0.446 0.286 0.273 0.753 0.634 0.585 0.794 0.800 0.732 0.781 0.820 0.730
10 0.446 0.286 0.273 0.770 0.676 0.634 0.819 0.848 0.782 0.810 0.844 0.770
25 0.446 0.286 0.273 0.820 0.751 0.707 0.883 0.896 0.854 0.836 0.895 0.819
50 0.446 0.286 0.273 0.850 0.797 0.758 0.914 0.936 0.899 0.896 0.935 0.879
100 0.446 0.286 0.273 0.908 0.845 0.816 0.942 0.953 0.931 0.916 0.954 0.908
Table 4.2: Accuracy of each parsing method (to be continued in Table 4.3, for (d) Arabic).
The highest accuracy in each row for each metric (Arc, Lbl, Both) is shown in bold.
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(d) Arabic MaltParser MaltParser
Train
size
Baseline MSTParser (Nivre arc-eager) (Nivre arc-standard)
Arc Lbl Both Arc Lbl Both Arc Lbl Both Arc Lbl Both
1 0.358 0.253 0.181 0.623 0.491 0.434 0.650 0.707 0.611 0.617 0.681 0.571
2 0.358 0.254 0.184 0.712 0.656 0.598 0.704 0.738 0.646 0.687 0.760 0.654
5 0.424 0.237 0.171 0.787 0.747 0.694 0.842 0.861 0.799 0.844 0.871 0.811
10 0.424 0.235 0.168 0.864 0.808 0.768 0.902 0.907 0.869 0.906 0.923 0.882
25 0.424 0.194 0.062 0.920 0.858 0.827 0.941 0.939 0.917 0.930 0.938 0.909
50 0.424 0.216 0.114 0.948 0.888 0.869 0.954 0.958 0.938 0.957 0.965 0.941
100 0.424 0.237 0.171 0.962 0.912 0.897 0.975 0.972 0.961 0.973 0.973 0.957
Table 4.3: Accuracy of each parsing method (continued from Table 4.2, which shows (a)
English, (b) Spanish, and (c) German). The highest accuracy in each row for each metric
(Arc, Lbl, Both) is shown in bold.
for all languages and train sizes, especially when predicting the dependency labels. The
performance of the arc-eager algorithm vs. the arc-standard algorithm seems to vary by
language and train size. For English, Spanish, and German, the arc-standard algorithm has
higher performance on small training sets, while the arc-eager algorithm becomes superior
as more training data is available. Results are more mixed for the Arabic data.
4.5 Initial Experiments with Nonlexical Models
Since stimulus packs (such as the picture series and video series that we used to create our
corpus) are commonly reused across many languages, it would be helpful if a parser trained
on a fully-annotated version of the data for one language could be used by a field linguist
just starting out with another, potentially similar, language. To that end, we performed
an initial experiment to see whether a parser trained on one language could be applied
successfully to the other languages in our corpus. To test this, we used MaltParser (arc-
eager algorithm) to train a parser on English data, using only nonlexical features: part of
speech, morphological tags, and dependency labels/arcs. We then applied this model to the
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Train size Fold 1 Fold 2 Fold 3 Fold 4 Fold 5
1 det det nmod (right) nmod det
2 det det nmod (right) det nmod
5 det det det nmod nmod
10 nmod det det det nmod
25 nmod det nmod nmod nmod
50 nmod det det nmod nmod
100 det det det nmod nmod
Table 4.4: Arabic baseline: majority label per fold; if not otherwise indicated, the default
attachment is left.
Language Arc Label Arc+Label
Spanish 0.767 0.816 0.719
German 0.808 0.840 0.773
Arabic 0.629 0.713 0.567
Table 4.5: Accuracy of (English) nonlexical model applied to other languages
other three languages. Results are shown in Table 4.5. For this experiment, we used all
163 sentences from the English corpus.
Comparing these results to those in Tables 4.2 and 4.3, we see that, for Spanish, the
English nonlexical model performs similarly to MaltParser trained on 5 Spanish sentences.
For German, the English nonlexical model performs similarly to MaltParser trained on
5–10 German sentences. For Arabic, the English nonlexical model has lower accuracy than
MaltParser trained on a single Arabic sentence. This suggests that a simple nonlexical
model such as this one may only be useful for linguists doing this kind of annotation if an
annotated corpus in a related language is available.
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4.6 Annotation Experiments and Results
To test whether a parser trained in this manner would help with annotation, we performed
annotation experiments using the English data. We timed how long it took an annotator
to label a sentence, when the sentence is preprocessed in one of four ways. In the first
method, a baseline assigns a flat structure and the dependency label det to all nodes. The
other methods use MaltParser (Nivre arc-eager algorithm) trained on 1, 5, or 25 sentences
to provide an initial parse for the annotator to correct.
Annotators labeled five trees for each parsing method, for a total of 20 trees. To ensure
each of the four sets of five contained sentences with similar syntactic complexity, the
sentences were chosen as follows. Each parsing method was assigned one sentence of each
of five lengths: 7 words, 8 words, 9 words, 10–11 words, and 12–14 words. These were
randomly selected from among all sentences of the required length. The 20 sentences were
then presented to the annotator in random order. To keep the experiment consistent, all
annotators labeled the same 20 sentences, in the same order.
Three annotators participated in the experiment. The first was the author of this thesis.
She is an expert annotator, very familiar with the universal guidelines for dependency anno-
tation and the annotation software. The other two annotators were undergraduate students
who participated in a brief training session to familiarize them with the desired analysis and
the software. They were given reference materials showing sample trees covering a variety
of syntactic phenomena including: auxiliaries, copulas, coordination, secondary predication,
and subordinate clauses. They were also able to refer to this material throughout the anno-
tation task. Before participating in the annotation task, they annotated 10 additional trees
for practice.
The software used for annotation was Tree Editor (TrEd) [Pajas and Sˇteˇpa´nek, 2008]
with a simple Java wrapper that handled opening files in TrEd and keeping track of an-
notation time. Upon pressing the “Next” button, the annotator was shown the next tree
in TrEd and the program recorded the start time. When the annotator finished labeling a
tree, they saved the file in TrEd and pressed the Done button. The wrapper program closed
the current file in TrEd and recorded the end time. Figure 4.2 shows a screenshot of the
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Figure 4.2: Screenshot of software used for annotation experiments; the sentence shown
here was pre-processed using the baseline method.
setup for a sentence that was pre-processed using the baseline method.
A detailed listing of the time taken by each annotator to label each sentence size is
shown in Table 4.6. The graph in Figure 4.3 shows the average time (across all annotators)
taken to label each sentence size when using each parsing method. The graph in Figure 4.4
shows the average time (across all sentence lengths) taken by each annotator to label a
sentence when using each of the four parsing methods. All times are given in seconds. A
graph showing the accuracy of the baseline and of MaltParser (arc-eager, with train size of
1, 5, and 25) on sentences of different lengths is shown in Figure 4.5.
Results vary slightly across annotators, but it is clear that, even when training on a sin-
gle sentence, annotation time is improved. Average annotation time decreases from 104.5
seconds for the baseline parse to 79.9 seconds for the parser trained on one sentence. Using
the parser trained on 5 sentences, average annotation time decreases again to 69.6 sec-
onds. Using the parser trained on 25 sentences, we see a decrease in annotation time to
an average of 45 seconds. Statistical significance testing was done with a paired t-test.
Significant decreases in annotation time are: between the baseline and 1 training sentence
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Baseline Malt-1 Malt-5 Malt-25
size
7 87.0 54.9 14.4 14.3
8 73.0 83.6 65.1 17.7
9 85.9 67.2 61.7 43.3
10-11 144.3 70.6 65.7 86.6
12-14 104.5 107.5 237.1 57.3
Avg 98.9 76.8 88.8 43.8
(b) Student2
Sent.
Baseline Malt-1 Malt-5 Malt-25
size
7 132.7 54.0 23.6 26.3
8 97.8 98.9 24.3 30.4
9 90.8 153.0 96.9 102.4
10-11 203.4 66.2 139.9 138.9
12-14 240.8 274.1 203.7 68.7
Avg 153.1 129.2 97.7 73.4
(c) Expert
Sent.
Baseline Malt-1 Malt-5 Malt-25
size
7 59.2 25.4 8.1 8.7
8 44.7 42.0 8.6 9.2
9 52.3 29.7 21.4 21.0
10-11 75.8 34.9 11.2 36.8
12-14 75.5 36.0 62.0 12.8
Avg 61.5 33.6 22.3 17.7
(d) Average
Sent.
Baseline Malt-1 Malt-5 Malt-25
size
7 93.0 44.8 15.4 16.5
8 71.8 74.8 32.7 19.1
9 76.3 83.3 60.0 55.6
10-11 141.1 57.3 72.3 87.5
12-14 140.3 139.2 167.6 46.3
Avg 104.5 79.9 69.6 45.0
Table 4.6: Time (seconds) for an annotator to label a sentence, for each parsing method
and sentence size.
(p = 0.034), between the baseline and 5 training sentences (p = 0.015), between the baseline
and 25 training sentences (p = 2.51e−5), and between 1 training sentence and 25 training
sentences (p = 0.018).
There are several explanations to account for the fact that training on a single sentence
significantly decreases annotation time. MaltParser works by predicting steps in a deriva-
tion, so one sentence actually translates into more than one data point. With only one
sentence, the parser can learn that a determiner should be the left child of a noun, or that
a noun should be the left child of the root predicate. Having these dependencies already
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Figure 4.3: Average annotation time for each sentence size, across all annotators
Figure 4.4: Average annotation time for each annotator, across all sentence sizes
attached reduces the work the annotator must do compared to a completely flat structure.
In addition, our corpus consists only of descriptions of spatial relations and motion events,
so we expect a much more limited range of grammatical constructs than one finds in other
treebanks.
For very short sentences (length 7), the graph in Figure 4.5 shows a clear downward
trend as the amount of training data increases. For sentences of length 8–9, we do not see
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Figure 4.5: Parser accuracy on each sentence size, for baseline method and for MaltParser
(arc-eager) trained on 1, 5, or 25 sentences.
improvement with one training sentence, but annotation time begins to decrease substan-
tially when there are 5 training sentences. For longer sentences, the downward trend is less
clear. This makes sense, since we can expect to find a wider range of syntactic structures
in a longer sentence, and parser performance on these will require that a similar structure
was seen in the train set. For sentences of length 10–11, there is a substantial drop in
annotation time from baseline to 1 training sentence, at which point it seems to plateau.
For sentences of length 12–14, average annotation time does not decrease until we have
25 training sentences.
One concern with using a parser to assist with annotation is whether there will be any
effect on overall accuracy. When presented with a mostly-correct parse, will annotators be
able to see all the errors and fix them? The accuracy of the annotators for each of the
four parsing types is shown in Table 4.7. We do see a drop in accuracy for all annotators
when training on 5 sentences, especially for Student1. However, this decrease is very slight
for both Student2 and Expert. We suspect there may have been several difficult sentences
in this set; all annotators made errors on the sentence of length 10, and Student1 had
particularly low accuracy (0.625) on the sentence of length 8.
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Arc Lbl Both Arc Lbl Both Arc Lbl Both
Baseline 0.951 1.000 0.951 1.000 1.000 1.000 1.000 1.000 1.000
Malt-1 0.971 1.000 0.971 1.000 1.000 1.000 1.000 1.000 1.000
Malt-5 0.930 0.950 0.905 0.980 1.000 0.980 0.980 1.000 0.980
Malt-25 0.962 0.982 0.962 1.000 1.000 1.000 1.000 1.000 1.000
Table 4.7: Annotation accuracy for each annotator, across all sentence sizes
4.7 Conclusion
We have reported results for incrementally training a dependency parser across four lan-
guages. Our results show that such a parser can improve on baseline performance even when
trained on a single sentence, making our method particularly useful in the documentation
of endangered and low-resource languages. We found that MaltParser achieved the highest
accuracy overall; the arc-standard algorithm seems preferable for very small training sizes
and arc-eager for slightly larger training sizes. We found that using a parser to predict each
sentence before annotation did significantly improve annotation time, without a substantial
decrease in accuracy.
The results of our experiments demonstrate that it is possible to extend FieldWorks’
“stealthy” approach to learning a morphological parser into the realm of syntax. The first
goal for our future work on this topic would be to incorporate these methods into WELT,
by providing an interface for specifying the syntax of sentences in the form of dependency
structures and using them to train a parser in the background. The parser would provide
predictions for new sentences, and, as these are corrected and approved by the linguist,
they would be added to the training data and the parser is incrementally improved. By
providing a way to assign dependency structures to sentences, this will allow field linguists
to incorporate syntax into language documentation. The incrementally trained parser will
reduce their workload by letting them correct errors in a dependency structure rather than
starting from scratch. This method of syntactic documentation does not limit the field
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linguist to a particular syntactic theory. We chose to use the universal labels and analyses
in our corpus, but parsers could be just as easily trained using any other theory for head
assignment and choice of dependency labels, as long as they are consistent across sentences.
Another avenue for future work on this topic is to experiment with other parsers, such
as TurboParser [Martins et al., 2010], Mate [Bohnet, 2010], and Easy-First [Goldberg and
Elhadad, 2010]. In addition, one could continue to investigate methods of re-using existing
parsers and dependency annotations with new languages (see Section 4.5); specifically, to
investigate more effective methods of adapting existing parsers to other languages. For
example, one could investigate how to combine a non-lexical model with a lexical model
obtained from a small number of target language sentences. Another area for future work
is to investigate ways for linguists to directly specify syntactic properties that can be used
by the parser, similar to the way FLEx converts morphological properties specified by users
into formal rules compatible with the underlying parser.





In this chapter, we will describe how we have adapted WordsEye into a novel system that
generates a 3D scene from semantic primitives representing basic spatial and graphical
relations. The motivation for this system is twofold. First, although it is true that generating
scenes from natural language can simplify the process of creating of custom 3D content, there
are situations when a natural language interface is not ideal. Some issues associated with
using natural language input, both in general and specifically in our target applications,
are:
• 3D scenes created from natural language are limited by errors the system makes pro-
cessing and parsing the language of the input text. Even in the absence of system
errors, it can be difficult to achieve a precise spatial configuration due to the ambiguity
of natural language.1
1We saw examples of this when used WELT to create 3D scenes representing topological relations for
eliciting Nahuatl (Chapter 3). The 3D scenes we created, along with the input text used to generate them,
are included in Appendix B. While in many cases using English as input did simplify the process of creating
our scenes, in other cases the reliance both on English and on the English language models used by WordsEye
made it necessary for us to construct highly contrived and lengthy input text.
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• A natural language interface means that users must be competent in the input lan-
guage (usually English).
• Using English to create scenes that will be used for elicitation in another language
may introduce unwanted biases and assumptions about the target language.
The second motivation is based on the WELT documentation tools. The WELT docu-
mentation tools let linguists formally document the semantics of a language by specifying
syntax-to-semantics rules. These rules are mapped into WordsEye vignettes, a higher-level
semantics that is often both specific to the English language and also biased toward West-
ern culture. In Chapter 3, we addressed this issue by extending VigNet with custom L2
vignettes and 3D content. However, editing VigNet at this level currently requires manual
intervention by WordsEye developers to edit the system and patch the desktop program.
The ability to generate 3D scenes directly from spatial and graphical primitives will allow
us to remove the dependence of the semantic documentation on English-specific parts of
the WordsEye system, ensuring that the mapping can always be to a language-independent
semantics. In Chapter 6, we will discuss how the spatial and graphical primitives can be
used as a semantic grounding for vignettes in other languages, independently of the English
version VigNet used by WordsEye.
We address these problems by introducing a system that generates a 3D scene from
semantic primitives representing basic spatial relations and graphical properties. To do
this, we divide the text-to-scene generation problem into two sub-tasks: (a) conversion of
input text into an underlying semantic representation, and (b) conversion of that semantic
representation into a 3D scene. In this way, we separate the language-dependent task of
converting input text into semantics from the language-independent task of converting a
semantic representation into a 3D scene. Our system gives users direct access to view
and modify the underlying semantics of the 3D scene being created instead of relying on
black-box conversion from input text to rendered scene. Users can provide the system
with English textual input and subsequently edit the semantic representation, or they can
directly provide the desired semantics for the scene.
This chapter is organized as follows. In Section 5.2, we will discuss related work. In
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Section 5.3, we describe adapting WordsEye to allow direct access to the underlying se-
mantics of a generated scene, including (a) the ability to view and edit the semantics of a
generated scene, and (b) the ability to generate 3D scenes directly from graphical primitives.
We include an evaluation of the semantic output produced by WordsEye. In Section 5.4,
we describe incorporating this new functionality into the WordsEye Linguistics Tools, im-
proving the user interface that allows field linguists to create custom elicitation materials
in the form of 3D scenes. We conclude in Section 5.5.
5.2 Related Work
Other systems exist for producing graphics from natural language sources. Some of these
are discussed in Section 2.2. In most existing systems, the referenced objects, attributes,
and actions are relatively small in number or targeted to specific pre-existing domains.
WordsEye, the text-to-scene system used in this thesis, was one of the first text-to-scene
systems designed for general use rather than a specific domain.
The main difference between our work and previous work in text-to-scene generation is
the distinction we make between language-dependent and language-independent capacities
of the system. Other text-to-scene systems use intermediate representations between input
text and graphics generation; Chang [2015] gives an overview of some of these. However,
even systems using semantics as an intermediate representation often conflate the semantic
concepts of spatial relations with the lexical items that represent those concepts. When
Chang et al. [2014b] describe learning spatial knowledge from crowdsourced data, the spatial
relations learned are in fact keywords extracted directly from English text. WordsEye
also has a semantic component tied to English. Semantic analysis in WordsEye relies on
VigNet [Coyne et al., 2011a], a lexical, semantic, and graphical resource. Many of the
conceptual and graphical relations in VigNet are based on English lexical items, and the
English-specific portions of VigNet are not easily separated from the language-independent
graphical and world knowledge.
Another type of graphics-generation system takes as input a set of high-level constraints
rather than in natural language. This approach is another way of allowing users to create 3D
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scenes without expert knowledge of graphics. Some of these systems use a domain-specific
design language as input and others allow users to specify constraints in a GUI. Plemenos
and Miaoulis [2009] provide a survey of some systems and techniques. Our work is similar
since semantic input to WordsEye can be viewed as a set of constraints on the 3D scene.
However, we support both natural language and semantic constraints as input.
As we described in Chapter 3, WordsEye has previously been used to support field
linguistics, as part of the WordsEye Linguistics Tools, which consists of tools for elicitation
and documentation of an endangered language. The work in this chapter improves on
the WELT elicitation tools in two ways. First, we use the latest version of WordsEye,
interacting directly with the current WordsEye web API instead of the earlier desktop
program. Second, we add semantic input functionality, which allows users more precise
control over the generated scene.
5.3 Modification of WordsEye
5.3.1 Adding Semantic Input and Output
Figure 5.1 shows the WordsEye architecture with the new semantic input and output mod-
ules introduced in this chapter. To add this functionality, we worked with the WordsEye
developers to implement the necessary changes to the WordsEye system. WordsEye pro-
vides a web API, previously used to develop an iPhone app. The API takes text and other
information (such as preferred camera position) as input. WordsEye processes the text, then
returns a JSON object that includes a JPEG image of the rendered scene and additional
information (such as choices of 3D objects). WordsEye creates an intermediate semantic
representation of the scene as part of this process (see Chapter 2, Section 2.3). The API
was modified to accept a semantic representation directly, bypassing normal text-processing
modules. The output was modified to return the semantic representation along with the ren-
dered scene. In addition, parts of the VigNet resource (relations, ontology, and assertions)
were converted into JSON format so they can be referenced by external applications.
The semantic representation is specified by a JSON object and consists of a set of
variables representing entities in the scene and a set of relations between those entities.










Figure 5.1: WordsEye system architecture. We have modified the pipeline to add semantic
output and input modules (see Section 5.3.1). We have also separated primitive spatial and
graphical relations from other relations in VigNet (see Section 5.3.2).
Arguments of relations are filled by entity variables and semantic concepts from the VigNet
ontology. Semantic output and input use the same format, so the JSON object returned
by the WordsEye API can also be used as input to the system. Semantic output for The
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Although the WordsEye system uses an intermediate semantic representation as part of
its normal processing pipeline, we found that this representation required additional modi-
fication before it could be used in our application. The first example of changes that were
necessary occurs because WordsEye does not always completely disambiguate the input text
before producing its intermediate representation. Sometimes initial text processing results
in several possible semantic concepts for a lexical item, and the final disambiguation isn’t
made until the graphical analysis stage of the pipeline. For example, in the dog on the
wood chair, the intermediate representation in WordsEye contains both wood.n (referring
to the substance) and piece-of-wood.n as possible interpretations of wood. In this case,
we are describing the texture of the chair, so the first option is the correct interpreta-
tion. This determination is made by WordsEye when it is constructing the graphics for the
scene. WordsEye does this by choosing the concept that satisfies the constraints of the given
graphical primitive. For example, the gfx.texture-of.r relation will accept a image or
substance but not a 3D object for the texture it applies. We wanted the semantic repre-
sentation to include only the appropriate concept for each lexical item, so it was necessary
to add additional processing of the internal semantic representation before it is returned by
the API, to add information obtained during graphical analysis.
Another example is that for a given input text, there can be several ways to specify the
underlying semantics. The representation used internally by WordsEye is not always the
most intuitive one for human users. For instance, two possible semantic representations (in
JSON format) for the sentence the bottle is in the basket are shown in Figure 5.2. The most
obvious representation (Figure 5.2, left) would be to use the gfx.in-cup.r relation between
figure (the bottle) and ground (the basket). Instead, WordsEye uses an alternative
representation (Figure 5.2, right) in which the relevant part of the basket, the cup region,
is specifically referenced. In addition to the bottle and the basket, an entity with semantic
type cup-tag.n is included in the semantic representation. Then, three relations are used
to specify the spatial configuration. The new entity is specified to be a spatial tag with
gfx.spatial-tag.r. This spatial tag is specified to be a part of the basket with we.part-
of.r. Finally, gfx.on-top-surface.r is used for the relation between the bottle and the
spatial tag. Both semantic representations will result in the same graphical configuration;










































Figure 5.2: Two possible semantic representations for the bottle is in the basket.
however, when a human user is working directly with the semantics, the first and more
simple representation is preferable. In fact, when processing text, WordsEye first produces
a higher-level relation like gfx.in-cup.r and subsequently decomposes it into a lower-level
representation using spatial tags in order to construct the graphics of a scene. To retain
the higher-level relation as part of the semantic representation, we modified the the system
to defer semantics decomposition into its lowest level to a later stage, so that it is done as
part of its graphics analysis rather than when constructing the semantics.
WordsEye continues to support both levels of representation in the graphics module, so
either may be used in semantic input. If a gfx.in-cup.r relation is specified in the input,
the graphics module will find a cupped region on the ground to put the figure in that
position. If, instead, a specific region or part on the ground is specified directly in the
input and a gfx.on-top-surface.r relation is used, then the graphics module can avoid
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having to find the region first. We note that in some cases it is necessary to specify a region
or part – in particular when there are many possible non-default parts to choose from. But
in the common case, there is usually one default region for putting something “in” or “on,”
and that will be be used automatically. If there is no known default region of that type (as
declared by the VigNet knowledge base), then a more primitive spatial relation will be used.
For “on”, it will use the bounding box of the ground. For “in” it will embed the figure in
the ground rather than putting it on a containing or supporting surface.
5.3.2 Spatial and Graphical Primitives
Because one of our goals is to use the WordsEye semantic interface with languages other
than English, we wanted to ensure that our system supports a language-independent se-
mantic representation. VigNet contains a wide range of semantic relations, from high-level
abstract relations originating in FrameNet, such as fn.abandonment.r, to low-level graph-
ical relations, such as gfx.rgb-value-of.r. We extracted from VigNet a list of relations
representing basic spatial configurations and graphical properties, separating these from
the higher-level relations in VigNet which may be English-specific. Since these relations are
closely tied to the graphics of constructing a scene rather than the English input text, a
semantic representation using them will be language-independent. The list includes about
100 primitive relations that can currently be used in semantic output/input and is included
in Appendix D. Although any relation in VigNet can be used in the semantic input and
output, in practice, the semantic output usually includes only relations from this set of
primitives. This is because the intermediate semantic representation used internally by
WordsEye is intended to be translated directly into a graphical configuration.
We will return to the discussion of these primitives in Chapter 6, Section 6.4.2, where
they will provide the basis for the formal set of spatio-graphic primitives used by SpatialNet.
5.3.3 Evaluation of Semantic Output
To evaluate the accuracy of the semantic output produced by WordsEye, we use the English
descriptions of the Topological Relations Picture Series [Bowerman and Pederson, 1992] that
were collected by Werning [2016]. Each description denotes a basic spatial configuration
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Relation Figure Ground
Correct 34 (47.2%) 67 (93.1%) 67 (93.1%)
Partial 19 (26.4%) 2 (2.8%) 0
Incorrect 19 (26.4%) 3 (4.2%) 5 (6.9%)
Total 72 (100%) 72 (100%) 72 (100%)
Table 5.1: Results of evaluation of semantic output
containing two objects: a figure and a ground. We used the WordsEye API to get the
semantic representation for each description. We then checked the accuracy of the spatial
relation, the figure, and the ground, each of which is classified as one of the following:
completely correct, completely incorrect, or partially correct. We consider a relation or
entity partially correct if it is a possible interpretation of the input sentence, but not the
most likely interpretation. For example, for the sentence The ring is on the finger, the
spatial relation in the semantic output was gfx.on-top-surface.r. While it is technically
possible that the ring is balanced on top of a finger, the more likely interpretation is to have
a finger be inserted through the ring. Another example is for the sentence The water hose
is lying on top of the stump, where we might expect water hose to result in an entity with
semantic type such as garden-hose.n. Instead, WordsEye returns a generic hose.n entity
with a water.n texture, using gfx.has-texture.r.
The evaluation results are shown in Table 5.1. In almost all cases, the semantic output
contained the correct semantic types for both figure and ground. Most of the incorrect
relations were due to the presence of verbs in the input text, since WordsEye currently
supports only a few verbs. In this case, the semantic output usually contains a FrameNet
relation matching the lexical item, and retains syntactic dependencies rather than seman-
tic arguments. For example, for The picture is hanging on the wall, WordsEye returns
fnew.path-shape.hang.r with a dependent “on” and wall.n as object-of-prep. In many
cases like this, WordsEye would have correctly interpreted the input if the sentence struc-
ture had been simplified. For instance, input of The picture is on the wall correctly returns
gfx.on-front-surface.r.
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Note that an accurate semantic representation does not guarantee that WordsEye will
generate the desired graphical representation. This could be due to not having a 3D object
for a given concept in the ontology. When WordsEye encounters a concept without a
corresponding 3D object, it attempts to choose a related concept based on relationships
in the ontology. It could also be due to graphical limitations of the system. For example,
WordsEye currently cannot graphically represent a fitted-on relation (e.g., a hat on a head
or a glove on a hand). When WordsEye encounters a relation that it cannot decompose
into supported graphical primitives, the relation is ignored and not included in the 3D
graphics. The entities referenced by the relations will be displayed in a default position
(side-by-side). The API will also return a warning or error message in the JSON structure
when it encounters anything it cannot handle.
5.4 Application to Elicitation in Field Linguistics
In this section, we describe how we use our new system to improve the elicitation tools
provided by WELT English, which were introduced in Chapter 3. WELT English provides
an interface for linguists to create custom elicitation materials by inputting English text
into the desktop application version of WordsEye. Elicitation sessions are organized around
sets of 3D scenes; the linguist elicits descriptions of these scenes from a native speaker of
an endangered language.
We focus here on the tools for creating the 3D scenes which will be used for elicitation.
The first improvement we make is to use the latest version of WordsEye, now a platform-
independent web application. The earlier desktop version of WordsEye is for Mac OS X only
and requires all 3D objects used by the program (about 60 GB) to be stored on the user’s
computer. Since WordsEye does not own the 3D objects, users must acquire an expensive
license from another company to get access to the object files. In addition, since the desktop
program is no longer supported by the WordsEye developers, any bugs or other issues that
come up may not be addressed. In contrast, the WordsEye web application requires no
local storage or configuration, and users do not need a license for the 3D objects because
these are stored on the WordsEye servers. Additionally, by interacting directly with the
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WordsEye web API, we benefit from bug fixes and other updates automatically. The latest
version of WordsEye also incorporates a significantly enhanced set of 3D objects and 2D
images, and it uses GPU-based ray-tracing to produce visually richer scenes with shadows,
reflections, and transparency (including refraction through glass).
Note that along with the benefits of using the WordsEye online API, there are some
downsides. First, not all the functionality provided in the desktop application has been im-
plemented in the web application at this time. This includes putting characters in different
poses and the ability to add bounding boxes to the objects in the scene. In addition, using
the web API to access WordsEye requires that the user have access to an internet connec-
tion, which may not always be the case for linguists working with speakers of endangered
languages in remote locations.
A key contribution of WELT is that it allows users to create elicitation materials that
are culturally and geographically relevant to the speakers of an endangered language. For
example, we created a collection of 2D images that would be particularly relevant to speak-
ers of Arrernte, an Australian language spoken in and around Alice Springs. In order to
incorporate these into the desktop version of WordsEye, however, the images had to be
manually added by the WordsEye developers and patched into the application. The web
application version of WordsEye allows users to upload their own custom images, which can
be incorporated into scenes either as 2D cutouts or as backdrops. Backdrops are another
new feature in the latest version of WordsEye; they are 2D images that simulate 3D envi-
ronments. While it is possible to create a 3D model or scene that simulates a real-world
location, it is often much easier to use a photo or illustration as a backdrop. The key
constraint on backdrops is that they must have a sizeable cleared area that functions as a
ground plane where 3D scene objects can be placed. When WordsEye renders 3D objects
on top of a backdrop, it casts shadows onto the ground plane so as to “anchor” the 3D
objects into the overall scene. WordsEye currently has about 1500 backdrops, with more
being added regularly. Figure 5.3 demonstrates how backdrops can be used to create scenes
that reflect the geography of the Northern Territory of Australia.
The second improvement we make is to enable editing the underlying semantics of a
scene. We have created an intuitive interface that lets users enter English text, convert this
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Input text: The outback backdrop. The dingo is
2 feet behind the echidna.
Input text: The outback backdrop. The kangaroo
is 6 feet to the right of the bush.
Figure 5.3: Using WordsEye backdrops to create scenes that are relevant to endangered
language speakers
text to semantics, optionally edit the semantics, and finally generate a 3D scene. Figure 5.4
shows a screenshot of the user interface. Input text provided by the user is converted to
a JSON object representing the semantics as described in Section 5.3.1. We display this
information in our user interface as lists of entities and relations. Each entity and relation in
the semantic representation is displayed by its ID along with the type provided by the isa
entry in the JSON output. For entities, this is a semantic type restriction. For relations,
this is the name of the primitive graphical relation. Users can add, remove, and edit entities
and relations in the semantics. Semantic types of entities can be changed to other concepts
from the VigNet ontology. Arguments of relations can be modified to refer to other entities
and semantic concepts. Once the user is satisfied with the semantics, the program converts
it back to a JSON representation, sends it as input into the modified WordsEye API, and
displays the resulting 3D scene.
The ability to edit the intermediate semantics provides several benefits to users. First,
it allows much more precise control over the scene that is displayed. Instead of relying on
WordsEye’s interpretation of a given noun, the user can select entities and objects directly
from the VigNet ontology. Similarly, the user can select a precise graphical relation. This is
helpful when constructing a scene with a non-typical layout of objects. For example, given
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(a)
(b) (c)
Figure 5.4: (a) Screenshot of the new user interface for 3D-scene generation in our elicitation
tool. Users can view the underlying semantics and modify the generated scene by adding,
removing, and/or editing entities and relations. (b) Right-clicking on an entity or relation
brings up a context menu with options to edit or delete. (c) Hovering over an entity or
relation reveals more information, such as values for a relation’s arguments.
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the input text The painting is on the wall, WordsEye uses the information in VigNet to find
that (a) painting.n is a wall-item, and (b) wall.n has a preferred surface of front-
surface.n. It infers from this that the relation gfx.on-front-surface.r. If the user
instead wants the painting to be balanced on top of a wall, they can use our user interface
to change the relation to gfx.on-top-surface.r, keeping the argument values the same.
This precise targeting of specific entities and relations is also helpful for a linguist working
in real-time with an informant. Often, one wants to change a single thing in a spatial layout
while keeping everything else the same, to see the effect on the informant’s description. This
could be changing the spatial relation between two objects, or changing one of the objects
participating in the relation. With the ability to modify the semantics directly, the user
can change a single item in the scene without re-processing text through WordsEye, which
might result in additional changes.
Being able to work directly with the semantics also means the user is not limited by
processing errors WordsEye makes during the conversion from text to semantics. For exam-
ple, in the evaluation of the WordsEye system described in Ulinski et al. [2018], one of the
system’s errors was for the input text a gray house with a red door. The problem is that
WordsEye does not interpret with in this sentence as signifying that the red door is part of
the gray house; instead, WordsEye shows the door and house as separate 3D objects. This
error is easy to correct, given access to the semantics of the scene. The initial semantics
produced by WordsEye already includes the correct we.color-of.r relations; the user just
needs to add a we.part-of.r relation between the door and the house to generate the in-
tended scene. Figure 5.5 shows the original graphics produced by WordsEye, the corrected
semantics, and the scene that is generated from the corrected semantics.
5.5 Conclusion
We have described the adaptation of a text-to-scene system to (a) generate a semantic
representation from input text and (b) convert a semantic representation to a 3D scene. We
described our use of the system to improve the WordsEye Linguistics Tools. In Chapter 6, we
we will describe how we use the system as part of the semantic grounding for SpatialNet,
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Figure 5.5: Using semantic output/input to fix errors in WordsEye’s processing of a gray
house with a red door. The original scene (top left) is corrected by adding the part-whole
relation to the semantic representation (right), which is passed back to the WordsEye API
to generate the correct scene (bottom left).
a novel resource which provides a new cross-linguistic framework for defining the lexical
semantics of spatial relations for a language. By providing a language-independent semantic
interface to the graphics generation component of WordsEye, the system introduced in this
chapter also paves the way for text-to-scene systems in other languages. The ability to
generate a 3D scene directly from primitive semantic relations means that a text-to-scene
system for a language can be created by mapping text to its underlying semantics and then
using the 3D graphics functionality provided by WordsEye to generate a 3D scene. We
will use this functionality in Chapter 6, Section 6.5, when we introduce the text-to-scene
pipeline for SpatialNet.





Resource for Spatial Relations
6.1 Introduction
Spatial language understanding is a research area in natural language processing with appli-
cations from robotics and navigation to paraphrase and image caption generation. However,
most work in this area has been focused specifically on English. While there is a rich litera-
ture on the realization of spatial relations in different languages, there is no comprehensive
resource which can represent spatial meaning in a formal manner for multiple languages.
The development of formal models for the expression of spatial relations in different lan-
guages is a largely unstudied but very important problem. In Chapter 1, Section 1.1.2, for
example, we saw how machine translation between English and German produced incorrect
results due to the differing lexicalization patterns in the two different languages. Another re-
search area that has been very focused on English is text-to-scene generation, most of which
continues to use English as the input language. Extending text-to-scene generation to other
languages (and potentially other cultural frameworks) is another important problem that
should be considered.
In this chapter,1 we address the issue of modeling cross-linguistic differences in the ex-
1Some of the work in this chapter was originally presented in Ulinski et al. [2019].
CHAPTER 6. SPATIALNET: A DECLARATIVE RESOURCE FOR SPATIAL
RELATIONS
85
pression of spatial language by developing a deep semantic representation of spatial relations
called SpatialNet. SpatialNet is based on FrameNet [Baker et al., 1998; Ruppenhofer et al.,
2016] and VigNet [Coyne et al., 2011a], two resources which use frame semantics to encode
lexical meaning. SpatialNet provides a formal description of the lexical semantics of spatial
relations by linking linguistic expressions both to semantic frames and to actual spatial
configurations. This formal representation of the lexical semantics of spatial language also
provides a consistent way to represent spatial meaning across multiple languages. Spatial-
Net can be used in conjunction with the graphics generation component of the WordsEye
text-to-scene system to produce a 3D scene from a spatial description. This means that
creating SpatialNet resources for multiple languages can also facilitate multilingual text-to-
scene generation.
SpatialNet is divided into separate modules. Spatio-graphic primitives (SGPs) represent
possible graphical (spatial) relations. The ontology represents physical objects and their
classification into semantic categories. Both are based on physical properties of the world
and do not depend on a particular language. Spatial frames are language-specific (though,
like the frames of FrameNet, may be shared among many languages) and represent the
lexical meanings a language expresses. Spatial vignettes group together lexical items, spatial
frames, and SGPs with spatial and graphical constraints from the ontology, grounding the
meaning in a language-independent manner.
In this chapter, we describe the structure of SpatialNet, using examples from our pilot
work on English and German. We also show how SpatialNet can be combined with other
existing natural language processing tools to create a text-to-scene system for a language.
In Section 6.2, we discuss related work. In Section 6.3, we review background information
on FrameNet and VigNet. In Section 6.4, we describe the structure of SpatialNet, with
English and German examples. In Section 6.5, we show how the SpatialNet for a language
can be used in conjunction with the WordsEye text-to-scene system to generate 3D scenes
from input text in that language. We conclude in Section 6.6 and discuss future work.




Spatial relations have been studied in linguistics for many years. For example, Herskovits
[1986] catalogs fine-grained distinctions in the interpretation of various English prepositions,
and Feist and Gentner [1998] show that the shape, function, and animacy of the figure and
ground objects are factors in the perception of spatial relations as in or on. Bowerman
and Choi [2003] describe how Korean linguistically differentiates between putting some-
thing in a loose-fitting container (nehta, e.g. fruit in a bag) vs. in a tight fitting wrapper
(kkita, e.g. hand in glove). Other languages (English included) do not make this distinction.
Levinson [2003] and colleagues have also catalogued profound differences in the ways differ-
ent languages encode relations between objects in the world. Our work differs from linguistic
efforts such as these in that our work results in a formal representation of how each language
expresses spatial information. This will allow our work to easily be applied to many other
problems in NLP. Since the representation is human- as well as machine-readable, it can
also be used in more traditional linguistics studies.
Another area of research focuses on computational processing of spatial language. Puste-
jovsky [2017] has developed an annotation scheme for labeling text with spatial roles. This
type of annotation can be used to train classifiers to automatically perform the task, as
demonstrated by the SpaceEval task [Pustejovsky et al., 2015]. Although this work pro-
vides examples of how a language expresses spatial relations, annotation of spatial roles
does not provide a formal description of the link between surface realization and underlying
semantics. Our work provides a formal description and also a semantic grounding that tells
us the actual spatial configuration denoted by a set of spatial roles. Also, our work extends
to languages other than English.
Petruck and Ellsworth [2018] advocate using FrameNet [Ruppenhofer et al., 2016] to
represent spatial language. FrameNet uses frame semantics to encode lexical meaning.
VigNet [Coyne et al., 2011a] is an extension of FrameNet used in the WordsEye text-to-
scene system. SpatialNet builds on conventions used in both FrameNet and VigNet; we
have discussed FrameNet and VigNet in previous chapters of this thesis and will review
some of this background information in Section 6.3.
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6.3 Background on FrameNet and VigNet
In this section, we review some of the relevant background on FrameNet and VigNet, focus-
ing on their application to processing spatial language. FrameNet encodes lexical meaning
using a frame-semantic conceptual framework. In FrameNet, lexical items are grouped to-
gether in frames according to shared semantic structure. Every frame contains a number
of frame elements (semantic roles) which are participants in this structure. Words that
evoke a frame are called lexical units. A lexical unit is also linked to sentences that have
been manually annotated to identify frame element fillers and their grammatical functions.
This results in a set of valence patterns that represent possible mappings between syntactic
functions and frame elements for the lexical unit. FrameNet already contains a number of
frames for spatial language. Spatial language frames in FrameNet inherit from locative-
relation, which defines core frame elements figure and ground, as well as non-core
frame elements including distance and direction. Examples of spatial language frames
are spatial-contact, containment and adjacency.
VigNet, a lexical resource inspired by and based on FrameNet, was developed as part
of the WordsEye text-to-scene system. VigNet extends FrameNet in several ways. It adds
much more fine-grained frames, primarily based on differences in graphical realization. For
example, the verb wash can be realized in many different ways, depending on whether one
is washing dishes or one’s hair or a car; VigNet therefore has several different wash frames.
VigNet also adds graphical semantics to frames. It does this by adding primitive graphical
(typically, spatial) relations between frame element fillers. These graphical relations can
represent the position, orientation, size, color, texture, and poses of objects in the scene.
The graphical semantics can be thought of as a semantic grounding; it is used by WordsEye
to construct and render a 3D scene. Frames augmented with graphical semantics are called
vignettes.
Information about the 3D objects in WordsEye is organized in VigNet into an ontology.
The ontology is a hierarchy of semantic types with multiple inheritance. Types include both
3D objects and more general semantic concepts. For example, a particular 3D rocking chair
is a sub-type of rocking-chair.n. Every 3D object has a semantic type and is inserted
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into the ontology. WordsEye also includes lexicalized concepts (e.g. chair tied to chair.n)
in the ontology. The ontology includes a knowledge base of assertions that provide more
information about semantic concepts. Assertions include sizes of objects and concepts, their
parts, their colors, what they typically contain, what affordances they have, and information
about their function. Spatial affordances and other properties can be applied to both 3D
graphical objects and to more general semantic types. For example, the general semantic
type cup.n has a cupped region affordance, since this affordance is shared by all cups.
A particular 3D graphical object of a cup might have a handle affordance, while another
might have a lid affordance, but these spatial affordances are not tied to the super-type
cup.n.
6.4 Structure of SpatialNet
SpatialNet provides a formal description of spatial semantics by linking linguistic expressions
to semantic frames and linking semantic frames to actual spatial configurations. To do this,
we adopt some conventions from FrameNet and VigNet, making some changes to address
some of the shortcomings of these resources.
FrameNet provides semantic frames including frames for spatial language. However,
the syntactic information provided in the valence patterns is often insufficient for the pur-
pose of automatically identifying frame elements in new sentences. One example is frames
where the target word is a preposition, which includes many of the frames for spatial lan-
guage. According to the FrameNet annotation guidelines for these [Ruppenhofer et al., 2016,
page 50], the Ground is assigned the grammatical function Obj(ect), and the Figure is
tagged as an Ext(ernal) argument. Given a previously unseen sentence, automatic methods
can identify the object of the preposition and therefore the Ground, but the sentence may
contain several noun phrases outside the prepositional phrase, making the choice of Figure
ambiguous. FrameNet also does not provide a semantic grounding. To create SpatialNet,
we adopt the concept of a FrameNet frame, including the definition of frame elements and
lexical units. However, we modify the convention for the valence patterns to more precisely
define syntactic patterns in a declarative format. In addition, to facilitate the use of Spa-
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tialNet across different languages, we specify the syntactic constraints in valence patterns
using labels from the Universal Dependencies project [Universal Dependencies].
VigNet does provide a grounding in graphical semantics, but presents other problems.
First, VigNet does not currently include a mapping from syntax to semantic frames. In
addition, although vignettes provide a framework for linking semantic frames to primitive
graphical relations, the VigNet resource does not include frames for spatial prepositions,
but only for higher-level semantic constructs. Finally, since VigNet has been developed
specifically for English, some parts of the existing resource do not generalize easily to other
languages. To create SpatialNet, we adopt from VigNet the concept of a vignette and the
semantic ontology. However, we make the resource more applicable across languages by
(a) formalizing the set of primitive graphical relations and constraints used in vignettes
into what we call spatio-graphic primitives (SGPs), and (b) moving the language-specific
mapping of lexical items to semantic categories out of the VigNet ontology and into a sepa-
rate database. The SGPs and semantic ontology are used to define a language-independent
semantic grounding for vignettes.
A SpatialNet for a particular language consists of a set of spatial frames, which link
surface language to lexical semantics using valence patterns, and a set of spatial vignettes,
which link spatial frames and lexical units to SGPs based on semantic/functional constraints.
For our pilot work on SpatialNet, we are developing SpatialNet resources for English and
German. In the following sections, we will describe these modules in more detail, using
examples from our work on English and German.
6.4.1 Ontology of Semantic Categories
The ontology in VigNet consists of a hierarchy of semantic types (concepts) and a knowl-
edge base containing assertions. SpatialNet uses the VigNet ontology and semantic con-
cepts directly, under the assumption that the semantic types and assertions are language-
independent. Thus far, our work on English and German has not required modification of
the ontology; however, since it was developed for English, it may need to be extended or
modified in the future to be relevant for other languages and cultures. VigNet also includes
CHAPTER 6. SPATIALNET: A DECLARATIVE RESOURCE FOR SPATIAL
RELATIONS
90
lexicalized concepts (e.g. chair tied to chair.n) in the ontology. For SpatialNet, we store
this language-dependent lexical information in a separate database.
The mapping from lexical items to semantic concepts is important for the decomposition
of text into semantics. For English SpatialNet, we use the lexical mapping extracted from
VigNet. To facilitate creation of lexical mappings for other languages, we mapped VigNet
concepts to entries in the Princeton WordNet of English [Princeton University]. A mapping
was constructed as follows: For each lexicalized concept in VigNet, we looked up each of
its linked lexical items in WordNet. If the word (with correct part of speech) was found
in WordNet, we added mappings between the VigNet concept and each WordNet synset
for that word. This resulted in a many-to-many mapping of VigNet concepts to WordNet
synsets.
To obtain a lexical mapping for German, we use the VigNet–WordNet map in conjunc-
tion with GermaNet [Henrich and Hinrichs, 2010; Hamp and Feldweg, 1997]. GermaNet
includes mappings to Princeton WordNet 3.0. For a given German lexical item, we use
the GermaNet links to Princeton WordNet to obtain a set of possible VigNet concepts
from the VigNet–WordNet mapping. We are also experimenting with the Open German
WordNet [Siegel], although in general we have found it to be less accurate. Open German
WordNet includes links to the EuroWordNet Interlingual Index (ILI) [Vossen, 1998], which
are in turn mapped to the Princeton English WordNet. Table 6.1 shows the VigNet concepts
for some German words, obtained using GermaNet and Open German WordNet.
6.4.2 Spatio-graphic Primitives
To create the set of spatio-graphic primitives used in SpatialNet, we began with primitive
spatial and graphical relations already in VigNet. These were introduced in Chapter 5,
Section 5.3.2, and include about 100 primitive relations. We wanted to make sure that this
set of primitives was as comprehensive as possible, and not limited to the current graphical
capabilities of WordsEye. To that end, we annotated the 71 pictures in the Topological
Relations Picture Series [Bowerman and Pederson, 1992] and the 68 pictures in the Picture
Series for Positional Verbs [Ameka et al., 1999] with the spatial and graphical primitives




















Table 6.1: Mapping from German lexical items to VigNet semantic categories, obtained
using two different German WordNet resources: GermaNet and Open German WordNet.
represented by each image. When an appropriate spatial primitive did not exist in VigNet,
we created a new one. These new primitives have also been added to a list of “pending”
graphical relations in VigNet that the WordsEye developers plan to implement in the future.
Some examples of primitives that were added to VigNet are shown in Figure 6.1. In total,
we added about 70 new primitives, for a total of 175 SGPs. The complete set of SGPs is
provided in Appendix D.
We use WordsEye as a realization engine for the SGPs. This is done using the modified
WordsEye architecture and web API introduced in Chapter 5, Section 5.3. The semantic
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cap-on hang-from on-sloped-surface draped-over
Figure 6.1: Examples of new spatial primitives added for SpatialNet
representation consists of a list of entities, each with a semantic type from the VigNet
ontology, and a list of relations between entities. SpatialNet SGPs can be used as relations
in this semantic input; we are working closely with the WordsEye developers to ensure that
SGPs in SpatialNet continue to be compatible with the WordsEye system. Relations that are
marked as “pending” or are otherwise unsupported by the graphics component of WordsEye
are ignored and not included in the 3D graphics. The entities referenced by these relations
will be displayed in a default position (side-by-side). Figure 6.2 shows a scene created in
WordsEye that demonstrates the spatio-graphic primitives on-top-surface, on-front-
surface, and next-to.
Note that not all SGPs will be applicable to all languages. For example, the Australian
language Guugu Yimithirr uses only absolute frames of reference to refer to the positions of
objects [Levinson, 2003]. A SpatialNet created for such a language will not include SGPs
like left-of and in-front-of, which are based on relative and intrinsic frames of reference.
6.4.3 Spatial Frames
Spatial frames represent the lexical meanings a language can express. The structure of
spatial frames is closely based on FrameNet frames. We have incorporated many of the
FrameNet spatial language frames into SpatialNet, adding to these as needed. For example,
for English we have added an on-surface frame that inherits from spatial-contact.
The main difference between SpatialNet frames and FrameNet frames is in the definition
























ground The house is at the wall. Das Haus ist an der Mauer.
Figure 6.2: Examples of spatio-graphic primitives: (a) on-top-surface, (b) on-front-
surface, and (c) next-to and English/German descriptions.



























Figure 6.3: Declarative format for spatial frames
of the valence patterns. SpatialNet defines valence patterns by precisely specifying lexical
and syntactic constraints, which can be based on the syntactic dependency tree structure,
grammatical relations, parts of speech, or lexical items. Figure 6.5, which provides examples
of spatial vignettes for English, includes a valence pattern for the English lexical unit on.adp.
This pattern specifies a syntactic structure consisting of a root (which must have part of
speech NOUN), an nsubj dependent, and a case dependent (which must be the word on).
The declarative format used to define this spatial frame is shown in Figure 6.3.





















Figure 6.4: Declarative format for spatial vignettes
6.4.4 Spatial Vignettes
Spatial vignettes use spatial frames, SGPs, and the ontology to interpret prepositions and
other lexical information in a language. They relate linguistic realization (e.g. a preposition
with its argument structure) to a spatial frame (such as on-surface), and at the same time
to a graphical semantics expressed in terms of SGPs and additional constraints. This lexical
information is often ambiguous, as demonstrated by the English and German descriptions in
Figure 6.2. In English, the preposition on is ambiguous; it can mean either on-top-surface
or on-front-surface. In German, the preposition an is ambiguous; it can mean either
on-front-surface or next-to. To resolve such ambiguities, vignettes place selectional
restrictions on frame elements that require fillers to have particular spatial affordances,
spatial properties (such as the object size, shape, and orientation), or functional properties
(such as whether the object is a vehicle or path). This information is found in the ontology.
Consider the spatial vignettes that would be used to disambiguate the meanings of
English on in the Figure 6.2 examples. The declarative format used to define these spatial



















































































Figure 6.5: Spatial vignettes for different meanings of English prepositions. Vignettes
resolve the spatial relation given the spatial and functional object features. Spatial frames
are represented by blue octagons, and SGPs by pink rectangles.
vignettes is shown in Figure 6.4. A visual representation of the vignettes is shown in
Figure 6.5. The first two vignettes link the on-surface spatial frame to different SGPs
based on features of the frame element fillers. The first vignette, which links the preposition
on from the on-surface spatial frame to the on-front-surface SGP, adds semantic type
constraints to both the Figure and the Ground. The Figure must be of type wall-item.n and
the Ground must be of type vertical-surface.n. If these constraints are met, the vignette
produces the SGP on-front-surface as output, mapping Figure to the SGP argument



















































































Figure 6.6: Spatial vignettes for different meanings of German prepositions. Vignettes
resolve the spatial relation given the spatial and functional object features. Spatial frames
are represented by blue octagons, and SGPs by pink rectangles.
figure, and Ground to the SGP argument ground. The second vignette, which links on to
the on-top-surface SGP, has a semantic type constraint only on the Ground, requiring it
to be of type upward-surface.n. If this constraint is met, the vignette produces the SGP
on-top-surface. Note that while in this case the frame elements and SGP arguments
have the same names, this is not necessarily true for all vignettes (see, for example, the
WordsEye vignettes in Figure 2.3). Note also that in English, painting on wall is actually
ambiguous, since a painting can balance on the top of a wall as well as hang on its front
surface (although the latter interpretation is perhaps more likely). The spatial vignettes










Figure 6.7: Pipeline for text-to-scene generation with SpatialNet
allow for either interpretation. The third English vignette in Figure 6.5 interprets the
preposition at by linking it to the adjacency spatial frame and the next-to SGP with
no semantic type constraints.
Figure 6.6 shows the vignettes which would be used to disambiguate the meanings of
German an from the sentences in Figure 6.2. The first two German vignettes link the
adjacency spatial frame to SGPs. The first vignette, which links the preposition an
from the adjacency spatial frame to the SGP on-front-surface, is identical to the first
English vignette in Figure 6.5, except for the input frame and lexical unit. The semantic type
constraints, SGPs, and frame element to SGP argument mappings are the same. The second
vignette, which links an to the next-to SGP, does not have any semantic type constraints.
It outputs the SGP next-to, mapping Figure to the SGP argument figure and Ground to
the SGP argument ground. A third German vignette interprets the preposition auf, linking
it to the on-surface spatial frame and the on-top-surface SGP. In the next section,
we will walk through a complete example of using spatial vignettes to interpret German
sentences, in the context of text-to-scene generation.
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Figure 6.8: Results of morphological and syntactic analysis of German sentences (b) Das
Gema¨lde ist an der Mauer and (c) Das Haus ist an der Mauer.
6.5 Using SpatialNet for Text-to-Scene Generation
Although in many areas of natural language processing there is an increasing emphasis
on multilinguality and cross-lingual resources, most text-to-scene research continues to use
English as the input language. There is some work on text-to-scene systems for other
languages, e.g. Turkish [Kılıc¸aslan et al., 2008], Russian [Ustalov, 2012], and Hindi [Jain
et al., 2017]). However, these efforts are isolated and do not make substantial use of prior
research in English text-to-scene generation. SpatialNet can be used in conjunction with the
graphics generation component of the WordsEye text-to-scene system to produce a 3D scene
from a spatial description. This means that creating a SpatialNet resource for a language
also facilitates text-to-scene generation for that language. Figure 6.7 shows an overview
of our system for text-to-scene generation. Although SpatialNet focuses on semantics, the
system also requires modules for morphological analysis and syntactic parsing. For English
and German, we use the Stanford CoreNLP Toolkit [Manning et al., 2014]. In this section,
we describe how we use Stanford CoreNLP, SpatialNet, and WordsEye to convert text into
a 3D scene. We illustrate using German sentences (b) and (c) from Figure 6.2.
First, Stanford CoreNLP is used to perform lemmatization, part-of-speech tagging, and
dependency parsing. Figure 6.8 shows the resulting dependency structures. The dependency
structures are matched against the valence patterns in spatial frames. Sentences (b) and
(c) both match the valence pattern for the lexical unit an.adp in the adjacency frame.
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The valence pattern identifies which lexical items in the sentence will act as frame element
fillers. These lexical items are converted into semantic concepts using the lexical mapping
from Section 6.4.1. We refer to Table 6.1 to obtain the semantic concepts for the German
lexical items. For the purposes of this example, we select the first semantic concept from
the GermaNet mapping, which maps Gema¨lde to painting.n, Mauer to wall.n, and Haus
to house.n.
The system then identifies the spatial vignettes which accept the frame and lexical
unit as input. The features of the semantic concepts obtained for each frame element are
checked against the semantic constraints in these spatial vignettes. For German sentence
(b), since a wall.n is a vertical-surface.n and a painting.n is a wall-item.n, the
vignette which decomposes into on-front-surface is a possible match. Since a wall.n is
also an upward-surface.n, the vignette which decomposes into on-top-surface is also
a possible match. For now, we select the first matching vignette, which produces the SGP
on-front-surface with figure=painting.n and ground=wall.n. For German sentence
(c), since house.n is not a wall-item.n, only the vignette which decomposes into next-to
is matched. This produces the SGP next-to, with figure=house.n and ground=wall.n.
The entities and SGPs for each sentence are then converted into a semantic representation
compatible with the modified WordsEye web API (shown in Figure 6.9), which is used to
generate a 3D scene.
6.6 Conclusion
We have described our development of a novel resource, SpatialNet, which provides a formal
representation of how a language expresses spatial relations. We have discussed the structure
of the resource, including examples from our pilot work developing English and German
SpatialNet resources. We have also introduced a text-to-scene generation pipeline for using
SpatialNet to convert text into 3D scenes; this pipeline can support text-to-scene generation
for any language that has both a syntactic dependency parser and a SpatialNet resource.
The first area for future work on SpatialNet is to incorporate it into the WELT L2 tools
for language documentation, which we introduced in Chapter 3. The WELT documentation









































Figure 6.9: Final semantic representation for German sentences (b) Das Gema¨lde ist an der
Mauer and (c) Das Haus ist an der Mauer, used to generate a 3D scene with WordsEye.
tools allow the formal documentation of the semantics of a language by specifying syntax-
to-semantics rules. These can be incorporated into the text-to-scene generation pipeline of
the WordsEye desktop application, thereby enabling the generation of 3D scenes from input
text in the endangered language, which can be used to verify the accuracy of the semantic
documentation with endangered language speakers. Currently, the syntax-to-semantics rules
created in WELT L2 are mapped into VigNet, which is (a) specific to the English language
and (b) often biased toward Western culture. The solution we proposed for this in Chapter 3
was that the vignettes in WordsEye could be edited and/or created to fit the endangered
language. We showed how a vignette could be modified for this purpose in Section 3.7.2,
by overriding the default values for its arguments. However, this method relies on the
fact that an appropriate vignette already exists in VigNet for us to modify. Defining new
vignettes, or even adding new arguments to existing vignettes, requires WordsEye developers
to manually edit the WordsEye system and provide a patch for the desktop program. Using
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. initial-state . final-state
. start-of-action . middle-state . end-of-action
Figure 6.10: A possible sequence of static scenes to represent a dog jumping over a box
SpatialNet rather than VigNet for the semantic documentation in WELT L2 would allow
us to create syntax-to-semantics rules without direct assistance from WordsEye developers.
In addition, using SpatialNet would ensure that our syntax-to-semantics mapping is to a
language-independent semantics, removing any bias toward English lexical semantics in the
semantic documentation produced by WELT L2. The example vignettes provided in this
chapter are used to interpret basic spatial prepositions, which can in general be mapped
into a single spatio-graphic primitive. SpatialNet also supports including multiple SGPs in
the output for a vignette, which means that it can be used for more concepts requiring more
complex graphical semantics, such as kicking a goal.
A second area for future work on SpatialNet is to extend the semantic representation to
handle motion as well as static spatial relations. Like VigNet, SpatialNet could be used to
provide graphical semantics for motion verbs by representing them as a static slice of time;
for example, defining walk toward to include a figure in a walking pose, midway between
the source and the goal, and facing toward the goal. To more precisely define the lexical
semantics of motion verbs, we can instead introduce the concept of a motion vignette, which
is represented by a labeled sequence of static sets of SGPs associated with key stages of that
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action. These stages might include initial-state, start-of-action, middle-state, end-
of-action, final-state. For example, The dog jumped off the log could be represented by
the dog standing on the log, the dog leaping off with legs still on the log, the dog in mid
air, the front paws touching the ground, and the dog on the ground. Figure 6.10 shows a
possible sequence of stages for a dog jumping over a box.
Another research area to explore would be to use SpatialNet to improve machine transla-
tion, helping to correct the kinds of errors described in Chapter 1, Section 1.1.2. Both Google
Translate and Bing Translator have difficulty translating spatial prepositions between En-
glish and German because of the different ways these languages map lexical information
into spatial relations. SpatialNet could be used to assist with machine translation of spatial
prepositions, case markers with spatial meaning, and even motion predicates if SpatialNet is
extended to handle motion. This could be done by re-ranking or post-processing the output
of machine translation systems, or by using SpatialNet to provide additional features within
the MT system itself.
Finally, a further avenue for future work will be to explore ways of automatically (or
semi-automatically) populating SpatialNet, which would facilitate the process of extending
SpatialNet to other languages. We will discuss this possibility in more detail in Chapter 7,
Section 7.3.1.





In the earlier chapters of this thesis, we have shown how 3D scenes generated with WordsEye
can be used by a field linguist to elicit spatial language from an endangered language speaker.
In this chapter, we demonstrate three other ways we have used WordsEye to facilitate the
elicitation of language, all of which utilize crowdsourcing.
3D scenes are useful not only for the elicitation of small amounts of data in a field
linguistics setting, but also for the elicitation larger amounts of data for natural language
processing applications. In our first case study, which we will describe in Section 7.2, we
use 3D scenes previously created by WordsEye users and published to the WordsEye gallery
to collect a corpus of text that we use to train machine learning classifiers to automatically
detect emotion from textual descriptions. Next, in Section 7.3, we elicit spatial descriptions
from 3D scenes generated using the system introduced in Chapter 5, as part of a pilot study
to explore the possibility of an active learning system for SpatialNet. Finally, in Section 7.4,
we use the underlying semantic model contained in VigNet to elicit depictive sentences that
are not restricted by the content of pre-existing images, resulting in a set of imaginative
sentences.
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7.2 Elicitation of Emotional Language
In this section,1 we describe how we use 3D scenes created in WordsEye to elicit descriptions
containing emotional language. Others have used crowdsourcing to elicit human-generated
sentences, e.g. to create image captions. This includes the PASCAL image caption cor-
pus [Rashtchian et al., 2010], Flickr8k [Hodosh et al., 2013] and Microsoft COCO [Chen et
al., 2015]. Our work differs in our use of human-created 3D scenes as opposed to corpora
of realistic photographs and in that we collect an additional description designed to contain
emotional vocabulary.
One function that has not yet been explored for text-to-scene generation, in WordsEye
or otherwise, is to set the mood of the scene automatically based on the input text. For
example, the system could manipulate the lighting or the predominant colors in the scene
to emphasize a particular mood. In addition to the input text used to generate the scene,
the WordsEye website allows users to attach titles and captions to the scenes they create.
Users can publish their scenes to a public gallery, where other users can subsequently add
their own comments on the scene, expressing their opinions and reactions. Our goal for the
dataset described in this section is to simulate the kind of text generated by users in the
WordsEye web application and gallery. This will help us to learn to automatically associate
a mood with a 3D scene. Specifically, we are interested in the Ekman Big Six emotions
(happiness, sadness, anger, surprise, fear, and disgust) [Ekman, 1999].
In Section 7.2.1, we describe how we use crowdsourcing to create our corpus. In Sec-
tion 7.2.2, we describe how we use this corpus to perform machine learning classification
experiments to predict emotion from text.
7.2.1 Corpus Collection
In order to create our dataset, we began by compiling a subset of the 3D scenes previously
published by users to the WordsEye gallery. In this way, we collected a total of 660 images.
1Some of the material in this section was previously published in Ulinski et al. [2012], partially supported
by by the National Science Foundation under Grant No. 1145505: “EAGER: Using Social Media and
Crowdsourcing to Create a New Affect Dictionary.”
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Class Total # labels
# pictures with # pictures with
2/3 agreement 3/3 agreement
Happiness 731 (36.9%) 134 (20.3%) 88 (13.3%)
Sadness 267 (13.5%) 50 (7.6%) 8 (1.2%)
Anger 69 (3.5%) 4 (0.6%) 3 (0.5%)
Surprise 430 (21.7%) 88 (13.3%) 13 (2.0%)
Fear 382 (19.3%) 56 (8.5%) 30 (4.5%)
Disgust 101 (5.1%) 14 (2.1%) 3 (0.5%)
Total 1980 (100%) 346 (52.4%) 145 (22.0%)
Table 7.1: Distribution of mood labels in crowdsourced emotion dataset
We then created an Amazon Mechanical Turk HIT to obtain for each picture (a) a literal
description that could function as a caption for the image, (b) the most relevant mood
for the picture, and (c) a short explanation of why the worker selected that mood. For
the literal description, we asked workers to write 3-5 sentences (a minimum of 200 charac-
ters), avoiding the use of emotional vocabulary. For the mood label, workers were given six
choices, corresponding to the Ekman Big Six emotions. For the explanation of their choice
of mood, we asked for a minimum of 60 characters answering the question “Why did you
choose that mood?” This time, we allowed workers to include emotional vocabulary. In
order to encourage the use of emotional language in the explanation and more literal lan-
guage in the high-level description, we also required that the content of the two answers be
significantly different from each other. For each completed task, the worker was rewarded
$0.30. Figure 7.1 contains some examples of completed HITs.
We published a total of three HITs for each picture, resulting in each scene being assigned
three different captions, comments and mood tags. The full dataset, including WordsEye
images, captions, mood labels, and comments, will be available through the Columbia Uni-
versity Academic Commons. Table 7.1 shows the distribution of mood labels in the dataset.
Approximately 74.4% of the pictures had a 2/3 or 3/3 majority agreement for the mood.
Note that while the corpus we describe in this section was created using WordsEye scenes
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Please write a literal description (3-5 sentences)
that could work as a caption for the previous
image. Avoid the use of emotional vocabulary
(min 200 characters):
Right in the middle of a half sown wheat field is a human
brain on a plate. The wheat is perfectly lined up on a
perfect blue sky day. It is being prepared to be served up
for dinner with an elegant glass of wine to accompany it.
Please choose the mood that relates the most to
the displayed picture:
Disgust
Why did you choose that mood? Write a short answer (min 60 characters). This time
emotional vocabulary is allowed. Make sure the answer is significantly different from
the description, or the HIT will not be approved.
Serving up a brain on a platter makes me think of the effects of moving away from hard work and
towards tv watching and video game playing has had on us.
Please write a literal description (3-5 sentences)
that could work as a caption for the previous
image. Avoid the use of emotional vocabulary
(min 200 characters):
This is a picture of a man in a purple suit. He is wearing
blue sunglasses and is sitting on an orange couch. There
is a lamp and a table in the room and the wall is made of
brick. There is also a grey carpet in the room.
Please choose the mood that relates the most to
the displayed picture:
Anger
Why did you choose that mood? Write a short answer (min 60 characters). This time
emotional vocabulary is allowed. Make sure the answer is significantly different from
the description, or the HIT will not be approved.
The man in the picture looks angry. His eyebrows make him look that way, due to the way they are
slanted.
Please write a literal description (3-5 sentences)
that could work as a caption for the previous im-
age. Avoid the use of emotional vocabulary (min
200 characters):
Green, yellow and white lights surround a large black gate,
an entrance to something dark and intriguing. There is a
figure in front of the door that appears to be a child guard-
ing entrance dearly.
Please choose the mood that relates the most to
the displayed picture:
Fear
Why did you choose that mood? Write a short answer (min 60 characters). This time
emotional vocabulary is allowed. Make sure the answer is significantly different from
the description, or the HIT will not be approved.
This pictures almost looks like the gates into hell and the figure in front of the gate is intense.
Figure 7.1: Completed emotion description HITs
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and with WordsEye as our target application, it could be used for automatic mood detection
in other contexts as well. For example, Flickr images are likewise tagged with titles, captions,
and user comments. An image sharing website like Flickr could, for example, automatically
adjust the colors of the user interface surrounding an uploaded picture according to the
mood evoked by this text; alternatively, mood-appropriate visual effects could be applied
to the pictures themselves, such as adding color overlays or modifying the saturation levels.
If the descriptions and reactions to the photographs on such an image sharing website are
too different from those found in WordsEye for our corpus to be used directly, the same
crowdsourcing methodology could be used to create an emotional language corpus using
more relevant images to elicit the descriptions.
7.2.2 Emotion Classification Experiments
In this section, we describe how we use the emotional language corpus we collected to train
machine learning classifiers to predict emotion from text. To do this, we created for each
image in our corpus a document containing both the caption and the comments. Every
reference to the mood in the comments was removed and substituted by the tag <mood>
to avoid introducing a bias with the class labels. It would be possible to hone down the
dataset by keeping only those images that had a clear majority vote for the mood; that
is, images for which 2/3 or 3/3 workers chose identical moods. However, we are interested
in subjective and personal opinions, and thus preferred to keep all individual judgments.
Since our classification is based only on the descriptive text and not on the source image,
it is acceptable to consider each description as a separate datapoint.
7.2.2.1 Methodology
For each example in the dataset a feature vector is built containing the following information:
1. The class label.
2. SentiWordNet scores [Esuli and Sebastiani, 2006; Baccianella et al., 2010]. Senti-
WordNet is a lexical tool for opinion mining. It assigns three scores to every Word-
Net [Miller, 1995; Fellbaum and Miller, 1998] synset: a positivity score, a negativity
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score and an objectivity score. The SentiWordNet scores of a document are computed
via the mean scores of every word in the document.
3. LIWC scores [Tausczik and Pennebaker, 2010]. LIWC is a text analysis tool that
calculates 81 language features in several categories including general descriptors,
linguistic dimensions, psychological constructs, personal concerns, paralinguistic di-
mensions and punctuation. For instance, to compute the posemo feature, LIWC uses
a list of 406 terms that includes words like love, nice, and sweet, and to compute sad
a list of 101 words is used which comprises terms like crying and grief.
4. Dictionary of Affect scores [Whissell, 1989]. The Dictionary of Affect is a lexical tool
to measure the emotional meaning of texts. The DAL assigns activation, evaluation
and imagery scores to every word. It does so by comparing each word to a list of
8700+ words rated by their activation, evaluation and imagery. The DAL score of
document is given by the average values of its word scores.
5. TF-IDF of word-POS tag pair. For each document in the corpus, the TF-IDF score
of each possible pair formed by a n-gram word stem and its n-gram part-of-speech tag
is computed, with n = {1, 2, 3}. Our dataset contains approximately 3500 unigrams,
13000 bigrams, and 20000 trigrams.
Starting from the full dataset, 10 balanced datasets are created by sampling the original
set without replacement. The prediction estimates over each of these balanced datasets
are averaged to eliminate possible bias derived from the random selection of instances. We
performed 10-fold cross validation over each balanced dataset. For each fold, we applied
feature selection techniques to the training set and, using the selected features, reduced the
training and test set to the feature vector lengths: 2, 4, 8, 16, 32, 64, 96, 128, 140, 192,
224, 256, 384 and 500. For each vector length, a search over the SVM cost parameter C
was performed using 5-fold cross-validation. The C value that maximized the accuracy of
the model was chosen and used to train and test the SVM.
Given the high dimensionality of our prediction problem, it is necessary to apply feature
selection techniques to build a smaller and more efficient model. We use the minimum
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redundancy maximum relevance (mRMR) technique presented in Peng et al. [2005], which
is found to be effective at selecting relevant features and discarding features redundant
with the ones already selected. We executed this technique over each training fold of each
balanced dataset to obtain the best 500 features for the prediction problem. The top twenty
features are shown in Table 7.2. LIWC and SentiWordNet (SWN) features are shown in bold
font; the rest are TF-IDF rates. The ranking was computed by the average min-redundancy
max-relevance score of each feature over each partition and fold. The columns contain the
rankings for (a) the dataset using exclusively the captions, discarding the comments, and
(b) the full dataset, including both captions and comments.
For the full (caption and comment) dataset, most of the best selected features are either
TF-IDF scores or LIWC features. This suggests that the sentiment scores computed with
SentiWordNet (whose features, except positive score, appear past the ninetieth position)
and DAL (whose features appear after the four-hundredth position) are not very useful
for our classification problem. It would be interesting to explore the use of more detailed
emotion dictionaries that provide scores for individual emotions rather than just polarity, as
these would likely be more useful for our task. Most of the features selected by the mRMR
technique seem to be consistent with the task at hand, referring to words and concepts
intuitively associated with emotions.
7.2.2.2 Experiments and Results
We used the library LIBLINEAR [Fan et al., 2008] for all the classification experiments
described in this section. We tried binary classification of each emotion, but the results
were not very promising. Instead, we used LIBLINEAR to perform multiway classification.
The precision, recall and F-score results of the 6-way SVM classification using the features
returned by the mRMR method are shown in Figure 7.2. The accuracy plots are shown
in Figure 7.3. Because we balanced the datasets, the baseline accuracy is 1/6 = 16.7%.
Table 7.3 shows the results obtained using the number of features that maximized the
average accuracy.
The dataset that includes only captions yields much lower results than the dataset that
includes both captions and comments. This is to be expected given the short length of the
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Figure 7.2: (Top) recall, (middle) precision and (bottom) F-score of the 6-class emotion
classification problem over the (left) caption dataset and (right) caption+comment dataset
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Position Captions Captions+Comments
1 red/NN negemo (LIWC)
2 of/IN the/DT <mood>/JJ
3 human/JJ anx (LIWC)
4 brain/NN posemo (LIWC)
5 dinosaur/NNS sad (LIWC)
6 figure/NNS anger (LIWC)
7 tank/NN gross/JJ
8 while/IN the/DT add/JJ
9 there/EX be/VBP several/JJ mad/JJ
10 picture/NN there/EX be/VBZ scary/JJ
11 while/IN it/PP be/VBZ very/RB
12 hockey/NN mask/NN creepy/JJ
13 anger (LIWC) picture/NN because/IN it/PP
14 stand/VBP posScore (SWN)
15 dinosaur/NNS be/VBP lonely/JJ
16 hold/VBG <mood>/JJ because/IN
17 white/JJ hockey/NN mask/NN depressing/JJ
18 this/DT strange/JJ
19 skull/NN disturbing/JJ
20 percept (LIWC) figure/NNS
Table 7.2: Features selected by mRMR. Bold fonts indicate LIWC and SentiWordNet
(SWN) features; the rest of the features are TF-IDF features of n-grams (represented by
lemma1/posTag1 . . . lemmaN/posTagN).
texts and the lack of emotion-related words in the dictionary; even with this limitation,
however, the SVM slightly improved over the baseline, obtaining 26% accuracy using 96
features. Results for the full (caption and comment) dataset peaked at 62.5% accuracy
using 16 features.
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Figure 7.3: Accuracy of the 6-way emotion classification problem
Mood
Captions (96 features) Caption+Comments (16 feat.)
Precision Recall F-score Precision Recall F-score
Happy 0.26± 0.08 0.26± 0.10 0.25± 0.09 0.59± 0.04 0.81± 0.06 0.67± 0.04
Sad 0.21± 0.09 0.22± 0.07 0.21± 0.07 0.73± 0.04 0.77± 0.05 0.74± 0.04
Angry 0.33± 0.04 0.36± 0.05 0.34± 0.05 0.62± 0.05 0.65± 0.05 0.61± 0.03
Surprised 0.20± 0.06 0.18± 0.08 0.18± 0.06 0.64± 0.09 0.44± 0.09 0.50± 0.08
Scared 0.26± 0.08 0.24± 0.07 0.24± 0.07 0.68± 0.05 0.73± 0.06 0.69± 0.04
Disgusted 0.27± 0.04 0.28± 0.05 0.26± 0.04 0.63± 0.07 0.35± 0.09 0.42± 0.07
Accuracy 0.26± 0.02 0.63± 0.02
Table 7.3: Mean and standard deviation of precision, recall, and F-score values for caption
dataset and caption+comment dataset
Our method obtains good precision results over the full dataset, but the recall values for
the disgust and surprise classes are low, which causes lower F-Score and accuracy values.
This is apparent in Table 7.4, which shows an average confusion matrix from the sub-
experiments that achieved 66% accuracy. Each row (from top to bottom) corresponds
to instances labeled as happiness, sadness, anger, surprise, fear and disgust. Each column
(from left to right) corresponds to instances predicted for the same classes in the same order.
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H Sa A Su F D
Happiness 0.83 0.00 0.00 0.17 0.00 0.00
Sadness 0.33 0.67 0.00 0.00 0.00 0.00
Anger 0.17 0.00 0.83 0.00 0.00 0.00
Surprise 0.33 0.00 0.17 0.50 0.17 0.00
Fear 0.17 0.00 0.00 0.00 0.83 0.00
Disgust 0.00 0.17 0.00 0.33 0.17 0.33
Table 7.4: Average confusion matrix for a caption+comments run (66% accuracy)
The confusion matrix highlights how disgust and surprise examples are often misclassified.
It also shows a tendency to assign happiness as the mood when making a mistake. Overall,
the results show that our method of predicting emotion, using mRMR feature selection and
6-way SVM classification, is significantly superior to the baseline classifier.
7.3 Elicitation of Spatial Language
One of the main drawbacks of SpatialNet, which we introduced in Chapter 6, is that cur-
rently all of the components, including lexical units, spatial frames, and spatial vignettes,
must be defined manually. One of our goals for future work on SpatialNet is to investigate
ways to automatically or semi-automatically populate a SpatialNet for a new language. One
technique that we hope to explore is an active learning algorithm that would use crowd-
sourcing to elicit descriptions of pictures representing spatial relations. These pictures could
be automatically generated from spatial primitives using the WordsEye API we introduced
in Chapter 5. In order to test the feasibility of using crowdsourcing as a part of the active
learning pipeline, we conducted a pilot study in which we used Amazon Mechanical Turk
to obtain simple descriptions of spatial configurations.
We used the WordsEye API to generate images from semantic representations of three
spatio-graphic primitives: on-top-surface, right-of, and in-3d-enclosure. We then
used Amazon Mechanical Turk to collect 5 English descriptions for each image by asking
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Figure 7.4: Example of spatial language elicitation HIT
questions of the form “Where is the X?”. Workers were instructed to answer the question
in a complete sentence. An example of the HIT is shown in Figure 7.4. We restricted the
task to workers who had a HIT approval rate greater than 98 and number of HITs approved
greater than 500. To improve the likelihood that workers completing our task were fluent
speakers of English, we restricted the task to workers who were located either in Great
Britain or the United States. Workers were paid $0.04 for each completed HIT. The results
are shown in Table 7.5.
We also designed and implemented a follow-up task in which we asked other AMT
workers to judge whether the collected sentences were grammatical. For each of the last
three descriptions in the third column of Table 7.5, we asked 3 workers to judge whether
the given sentence was a correct sentence in English. We did not provide any additional
instructions with the question. An example of this HIT is shown in Figure 7.5. We used
the same qualification requirements as in the first task. Workers were paid $0.01 for each
HIT completed. Results are shown in Table 7.6. We can see that for this small pilot study,
a very simple sentence elicitation HIT in conjunction with this simple verification HIT can
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Relation on-top-surface.r right-of.r in-3d-enclosure.r
Figure apple.n dog.n bird.n
Ground dinner-plate.n doghouse.n birdcage.n
Scene
Answers 1. apple is on a plate.
2. The apple is sitting
in the middle of the
white plate.
3. The red apple is
sitting on a white
plate.
4. The red apple is in
the middle of a white
plate.
5. The apple is on a
plate.
1. The dog is standing
next to the dog house.
2. The dog is standing
beside the kennel.
3. The dog is standing
outside of the
doghouse.
4. The dog is next to
the house.
5. The dog is next to
the dog house.
1. The bird is sitting
on the bottom of the
metal birdcage.
2. The bird is on the
bottom of the cage in
the center.
3. The bird is inside
the cage.
4. bird is in cage.
5. The yellow bird is
standing on the
bottom of its cage.
Table 7.5: Spatial descriptions collected with spatial language elicitation HIT
be successful at collecting grammatically correct descriptions of spatial relations. Although
the pilot study was for English, the methodology could easily be adapted to other languages
by obtaining translations for the instructions and questions, all of which are by intention
kept as simple as possible.
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Figure 7.5: Example of grammaticality verification HIT
Sentence Yes No
The bird is inside the cage. 3 0
bird is in cage. 0 3
The yellow bird is standing on the bottom of its cage. 3 0
Table 7.6: Counts of grammaticality judgments for each input sentence
7.3.1 Future Work: Active Learning of Spatial Language
One idea that we hope to explore in the future is to learn the SpatialNet for a language
by utilizing an active learning algorithm in conjunction with crowdsourcing. The proposed
methodology closely follows the workflow described in Chapter 3 for WELT, with the dif-
ference that the hypotheses will be developed automatically instead of manually by a field
linguist. The core of documenting a language with WELT is based on eliciting descriptions
of pictures in the target language, developing hypotheses as to which surface features (mor-
phological, syntactic, and lexical) map to which semantic primitives, verifying hypotheses
by showing native speakers machine-generated descriptions with the corresponding pic-
tures, and refining hypotheses by generating more pictures and eliciting more descriptions.
In WELT, the pictures used for elicitation are created manually by a trained field linguist.
Likewise, hypotheses mapping surface features to semantic primitives are manually specified.
In future work, we will investigate whether we can accomplish these tasks automatically us-
ing computational algorithms. These algorithms may also be used in combination with the
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existing WELT tools (e.g. a user would be able to manually refine automatically-proposed
mappings).
The active learning technique we propose is based on eliciting descriptions of pictures
representing spatial relations. The pictures will be automatically generated from semantic
representations using the WordsEye API we introduced in Chapter 5. Textual descriptions
will be elicited through crowdsourcing or may be elicited locally from native speakers. The
system will use the pairings of descriptions and semantic representations to automatically
develop hypotheses as to which surface linguistic features (morphological, syntactic, and/or
lexical) map to which semantic primitives, to verify hypotheses by showing native speakers
proposed descriptions of new pictures, and to refine hypotheses by generating more pictures
and eliciting more descriptions.
We plan to use the Amazon Mechanical Turk API so that the system can automatically
publish HITs and retrieve results during the learning process. We have demonstrated with
our pilot study that it is possible to use Amazon Mechanical Turk to collect simple descrip-
tions of 3D objects participating spatial relations, of the kind that would be needed for our
active learning system. Without a trained field linguist guiding the elicitation session, we
will need to develop other strategies to encourage informants to focus on particular aspects
of a scene. In addition to displaying a single picture at a time, as in our pilot study, we
anticipate that we will need to experiment with providing informants with two or more im-
ages in order to ensure that the desired semantic contrasts are captured in the descriptions.
The system would generate pictures from semantic structures differing in some aspect and
ask the annotator to provide a caption for each that would allow someone to distinguish
between the two pictures.
For the verification stage of the learning process, we plan to have our system start
with the underlying semantics and generate both a picture using WordsEye and a textual
description using the currently hypothesized theory. Here, as when eliciting descriptions,
we plan to experiment with different ways to obtain the judgments. The simplest method
will be to show a single description with a single picture and ask the informant whether
this is a valid description of the picture (yes/no). As an alternative, we plan to show
multiple descriptions with a single picture and ask the informant to select which, if any,
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would be a valid description of the picture. Likewise, we could show a single description
with multiple pictures and ask the informant to select which picture(s), if any, are indicated
by the description.
One of the major benefits of using an automatic system for learning rather than working
directly with a native speaker or obtaining linguist annotations is that the system can
easily obtain a large amount of data, through generation of images and crowdsourcing.
However, the size of our search space makes a brute force approach undesirable. While the
number of SGPs and the size of the ontology is finite, every SGP has multiple parameters
and/or constraints and every semantic category in the ontology has many affordances and
functional properties. We do not know which of these will end up being important in a
particular language. Therefore, efficient algorithmic techniques are required, and a large
part of continuing research on this topic will need to be determining the algorithms that
are most effective for this task. Here, we sketch a few possibilities that may be considered
when experimenting with algorithms.
The goal in any algorithm is to track down minimal pairs: that is, two instances that
differ in only one aspect of their semantics and/or surface language. This is easy to do when
lexical information maps one-to-one with SGPs. For instance, the ball is on the table and
the ball is under the table map to the SGPs on-upward-surface and under-canopy,
respectively. It is trivial in this case to hypothesize that on maps to on-upward-surface
and under maps to under-canopy. Examples such as those given in Figure 6.2 are more
interesting (and more difficult to learn) because the mapping involves properties of the
objects as well. The algorithm will need to vary SGPs (and parameters of SGPs) as well as
objects participating in the spatial relation. One approach could be to select a fixed pair
of objects and vary the SGP. As an alternative method, one could choose a single SGP and
vary the objects. We anticipate that the most effective algorithm will use a combination of
these approaches.
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7.4 Elicitation of Imaginative Language
In this section,2 we describe how we use the semantic grounding provided by VigNet to elicit
imaginative language using crowdsourcing. Typically, in order to obtain visually-oriented
language using crowdsourcing, researchers rely on pre-existing sets of images and collect
descriptions of these. The crowdsourcing tasks described in Section 7.3 and Section 7.2
are two examples of these. However, there are situations in which obtaining sentences that
describe new and possibly previously unimagined scenarios would be preferred. One example
of such a situation is to evaluate a system’s ability to produce an accurate illustration of a
sentence. Illustrations of sentences can be useful in many applications, including creating
story boards for movie scripts and creating picture books for children. For people without
the skill to paint or draw illustrations themselves, it is necessary to find relevant pictures
in other ways. It is possible that users will seek to illustrate text that describes previously
unseen situations, especially if they are interested in fantasy and science fiction genres, so
a corpus intended to evaluate an automatic illustration system would ideally include some
imaginative sentences.
The corpus described in this section was used to evaluate WordsEye’s ability to produce
illustrations for imaginative sentences, as compared to Google image search. Standard
image search engines are limited to pictures that already exist in their databases, biasing
them toward retrieving images of mundane and real-world scenarios. In contrast, a scene
generation system like WordsEye can illustrate a much wider range of images, allowing users
to visualize unusual and fantastical scenes. We saw some examples of imaginative scenes
created in WordsEye in the examples from the emotional language elicitation HIT, shown
in Figure 7.1. Other examples of imaginative scenes that have been created in WordsEye
are shown in Figure 7.6.
7.4.1 Crowdsourcing Methodology
We used Amazon Mechanical Turk to obtain imaginative sentences. We gave AMT workers
short lists of words divided into several categories and asked them to write a short sentence
2Some of the material in this section was previously published in Ulinski et al. [2018].
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Figure 7.6: Imaginative images: situational, iconic, abstract, fantastic
using at least one word from each category. The words provided to the workers represent
objects, properties, and relations supported by WordsEye, and were extracted from among
the lexicalized concepts contained in VigNet.
To help workers construct sentences of different types, we organized the objects, proper-
ties, and relations into a few basic categories. The categories are listed in Table 7.7. We re-
stricted the lexicon to include only commonly known words that could be easily understood
and recognized visually. We excluded super-types such as “invertebrate” and sub-types
such as “european elk”. We omitted obscure terms such as “octahedron” or “diadem”. The
resulting lexicon included about 1500 terms and phrases.
We created 12 different combinations of categories with 20 HITs per combination. Each
HIT randomly presented different words for each category in order to elicit different types
of sentences from the workers. This involved varying the types and number of categories
as well as the order of the items in the categories. We wanted to encourage sentences such
as There is a blue dog on the large table as well as different orders and constructs like The
dog on the large table is blue. Each HIT showed 4 or 5 categories, with three words per
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Category Definition Examples
prop small objects that could be held or carried cellphone, apple, diamond
fixture large objects such as furniture, vehicles, plants couch, sailing ship, oak tree
animal animals dolphin, chicken, llama
spatial
term
terms representing spatial relations above, against, facing, on
number small numbers one, four, nine, twelve
color common colors beige, green, scarlet, black
size general size or specific dimensions big, tiny, thin, 5 feet long
distance distances 4 inches, five meters, 10 feet
surface
property
properties of surfaces opaque, shiny, transparent
location terms representing terrain types and locations field, driveway, lake, forest
building buildings and architectural structures doghouse, castle, skyscraper
Table 7.7: Categories of words in the lexicon, used to elicit imaginative sentences
category. Table 7.8 shows all the combinations of categories.
Our instructions specified that workers write a single sentence using a maximum of 12
words. Words could be in any order as long as the resulting sentence was grammatical. We
allowed the use of any form of a given word; for example, using a plural noun instead of
a singular. We also allowed the use of filler words not listed in the categories, but asked
workers not to add any unlisted content words. We defined filler words as words with “little
meaning on their own, but that are used to make the sentence grammatical (e.g. the, has,
is, with)” and content words as words that “refer to an object, action, or characteristic (e.g.
eat, shallow, organization).” An example HIT is shown in Figure 7.7.
We restricted our task to workers who had completed at least 100 HITs previously with
an approval rate of at least 98%. We paid $.04 per assignment. We started with 240 unique
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AMT Column Headings WordsEye Lexical Categories
















2. Adjective, Noun1, Noun2, Spatial Term
3. Adjective, Noun1, Noun2, Spatial Term
Noun1 is animal.
Noun2 is fixture.




5. Noun1, Noun2, Spatial Term, Location
Noun1 is animal.
Noun2 is prop or
fixture.
6. Noun1, Noun2, Spatial Term, Distance, Adjective
Noun1, Noun2 are
prop or fixture .
7. Adjective, Noun1, Noun2, Spatial Term, Distance
8. Noun1, Noun2, Spatial Term, Location
9. Noun1, Noun2, Spatial Term, Color, Size
10. Noun1, Noun2, Spatial term, Number
11. Noun1, Noun2, Spatial term, Number, Adjective
12. Adjective, Noun1, Noun2, Spatial Term, Number
Table 7.8: Possible combinations of categories for the imaginative sentence construction
task. Examples of sentences collected for each combination are included in Table 7.9.
.
combinations of words and collected one sentence for each of these. After filtering out
ungrammatical sentences, we ended up with a total of 209 imaginative sentences. Table 7.9
shows examples of sentences we collected for each of the category combinations in Table 7.8.
7.4.2 Evaluating WordsEye: Imaginative and Realistic Sentences
We used the imaginative sentences we collected as part of an evaluation of the WordsEye
system.3 Specifically, we evaluated WordsEye’s ability to create a picture that illustrates
a sentence, as compared to traditional image search methods. In addition to the set of
3For a more detailed description of this evaluation, see Ulinski et al. [2018].
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Figure 7.7: Example of imaginative sentence collection HIT
imaginative sentences, we used a set of realistic sentences extracted from the PASCAL
image caption corpus [Rashtchian et al., 2010]. For each imaginative and realistic sentence,
we compared the highest ranking pictures found using Google search to those produced
by WordsEye. To obtain potential illustrations, we used each sentence as a search query
on Google image search. We presented the top four search results to workers on Amazon
Mechanical Turk and asked them to select which picture best illustrated the sentence. We
selected the best Google image among the four based on the crowdsourced majority vote.
Likewise, we used WordsEye to generate four images for each sentence, varying the camera
angle and choice of 3D objects in each case. Again, we used a crowdsourced majority vote














































































































Table 7.9: Examples of imaginative sentences collected with AMT. Table 7.8 contains defi-
nitions for the column headings.
to select the best WordsEye image. We then evaluated the best Google image versus the
best WordsEye image in two ways. First, we used a simple comparison task, showing AMT
workers both images and asking which one best illustrated the sentence. Second, we created
a numerical rating task, asking AMT workers to rate how well each picture illustrated the
sentence, from 1 (completely correct) to 5 (completely incorrect). Examples of the Amazon
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(a) (b)
Figure 7.8: Examples of the WordsEye evaluation AMT tasks: (a) image comparison task4
and (b) rating task.
Mechanical Turk HITs for these two evaluation tasks are shown in Figure 7.8.
For the first crowdsourcing task, we found that for imaginative sentences, pictures pro-
duced by WordsEye were preferred, but for realistic sentences, Google Image Search results
were preferred. For the second crowdsourcing task, WordsEye pictures had an average rat-
ing of 2.58 on imaginative sentences and 2.54 on realistic sentences (about halfway between
“mostly correct” and “partially correct” in both cases). While Google search did perform
better than WordsEye on realistic sentences, its performance breaks down when faced with
imaginative sentences. Google images had an average rating of 1.87 on realistic sentences
(between “completely correct” and “mostly correct”) and an average rating of 3.82 on imag-
inative sentences (between “partially correct” and “mostly incorrect”). The complete listing
of number of votes and numerical ratings received by Google and WordsEye images for each
sentence can be found in Coyne [2017, Appendix A].
Our evaluation showed WordsEye to be superior for imaginative sentences and Google
image search to be superior for realistic sentences. While this overall result is not un-
expected, our work allows us to quantify precisely what the gap in performance is. In
particular, while the average rating of WordsEye on realistic sentences was just 0.665 be-
low that of Google, WordsEye’s ratings on imaginative sentences was 1.244 higher than
4Google image source: https://en.wikipedia.org/wiki/Craps.
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Google’s. This suggests that as WordsEye and text-to-scene technology in general improve,
they may become a viable alternative to image search even for realistic sentences, but that
it might be difficult to adapt traditional image search techniques to retrieve illustrations for
imaginative sentences. Creativity is something that too often gets overlooked in technology
development, and our results show that research into text-to-scene generation could play
an important role in addressing the issue. Our new corpus of imaginative sentences may
also have applications for other researchers studying language in a visual context or those
interested in spatial language in general.
7.5 Conclusion
In this chapter, we have described three ways that text-to-scene generation can be used to
elicit language data via crowdsourcing. First, we showed how we used 3D scenes created in
WordsEye to elicit a corpus of descriptions containing emotional language. Next, we demon-
strated how we can use the WordsEye API for generating scenes from semantic primitives
to collect simple spatial descriptions. These spatial descriptions can potentially be used as
part of an active learning algorithm in the future. Finally, we showed how we can use lexical
information from VigNet to elicit descriptions of imaginative scenarios. Overall, we have
demonstrated that text-to-scene generation is an extremely flexible tool that can be applied
to elicit many kinds of language data. Although the crowdsourcing examples described in
this chapter all elicit English text, the techniques we describe could easily be applied to
other languages, provided there are a sufficient number of native speakers of that language.
For the elicitation of emotional and spatial language, we would simply need to translate the
instructions given to the workers. The lexicon used to elicit imaginative sentences could be
generated for another language using the kind of VigNet–WordNet mapping we described
in Chapter 6 and used to obtain a German lexicon.
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Chapter 8
Conclusion
8.1 Summary of Contributions
In this thesis, we have shown how text-to-scene generation can be applied to facilitate
language elicitation and documentation.
The first major contribution of this thesis is that we have used text-to-scene generation as
a tool for linguistic fieldwork. The WordsEye Linguistics Tools (WELT) assist field linguists
with the elicitation and documentation of endangered languages. With WELT, linguists
use text-to-scene-generation to create custom elicitation materials in the form of 3D scenes.
These scenes are used to elicit descriptions from native speaker informants. Along with
providing the means to formally document the semantics of a language, a function largely
absent from other existing field linguistics tools, the WELT documentation tools also result
in the creation of a text-to-scene system for the endangered language. This text-to-scene
system can be used to verify theories with the informant. Although some parts of WELT
are still in development, the prototypes we have created and used to elicit and document
Nahuatl and Arrernte show the usefulness of text-to-scene generation for this application.
Having a reasonably accurate syntactic parser for the endangered language is an important
component of the text-to-scene system that is created with WELT. To this end, we have
performed experiments that show that incrementally learning a dependency parser based
on a small number of examples can assist with the annotation of dependency structures.
This demonstrates that this method could be a feasible way to acquire a syntactic parser for
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WELT, in a more linguist-friendly way than using LFG or another grammar formalism. It
would also be useful as part of a tool for annotating the syntax of endangered language data
independently of WELT. We have also adapted WordsEye into a system that can produce
a 3D scene directly from a semantic representation, and used this system to modify the
user interface for creating 3D scenes in WELT to allow users to directly manipulate the
underlying semantics of a scene.
Another significant contribution of this thesis is to provide a framework for the support of
multilingual text-to-scene generation. The text-to-scene system for an endangered language
created with WELT is one example of this. In addition, we have paved the way for text-to-
scene systems in other languages by providing a language-independent semantic interface
to the graphics generation component of WordsEye. The ability to generate a 3D scene
directly from primitive semantic relations means that a text-to-scene system for a language
can be created by mapping text to its underlying semantics and then using the 3D graphics
functionality provided by WordsEye to generate a 3D scene. We have also introduced a new
multilingual resource, SpatialNet, that uses frame semantics to link linguistic expressions to
spatial and graphical primitives, and demonstrated a methodology that uses SpatialNet in
conjunction with other existing NLP tools to produce a text-to-scene system for a language.
We anticipate that SpatialNet will be useful outside of text-to-scene generation as well, for
example to improve machine translation of spatial relations or to identify spatial relations
and roles in text more precisely than is possible with the spatial annotation frameworks
currently in general use.
8.1.1 Tools and Resources
The work done for this thesis has resulted in a number of resources that will be of use in
future research, both in continuing the work described in this thesis and for researchers in
related fields. We list some of these resources here:
The WordsEye Linguistics Tools (WELT): The tools we created for elicitation and
documentation may be used in the future to study other endangered languages. WELT
English provides a field linguist with tools for building and conducting elicitation sessions
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based on sets of custom 3D scenes. WELT L2 provides a way to formally document the
lexical semantics of an endangered language. Formal hypotheses can be verified using a text-
to-scene system that takes input in the endangered language, analyzes it based on the formal
model, and generates a picture representing the meaning. Our prototype of WELT L2 will
require further development before it can be released, but the WELT English elicitation tools
are currently useable (as demonstrated by our elicitation of Nahuatl topological relations)
and will be further improved by integration with the latest version of WordsEye.
Arrernte-specific 2D and 3D content: We compiled a set of 2D and 3D models rele-
vant to Arrernte culture and to the study of topological relations. In particular, we enhanced
a set of black-and-white illustrations from the Eastern and Central Arrernte Picture Dictio-
nary [Broad, 2008], adding color and cropping the background to make them suitable as 2D
cutouts in WordsEye. In addition to their usefulness in extending WordsEye’s relevance to
other cultures and geographic regions, the models and images may be of interest to others
studying Australian indigenous languages or for the purpose of outreach and education.
Topological relations 3D scenes and Nahuatl descriptions: We created a set of 3D
scenes representing basic topological relations and used these to elicit descriptions from a
native speaker of Nahuatl, which we also translated and glossed. This data, along with
the audio recordings of the elicitation sessions with our Nahuatl informant, may be used in
future studies in Nahuatl linguistics.
Annotated Arrernte data: We compiled a set of Arrernte sentences, primarily from
Wilkins [1989] and Broad [2008], and translated and glossed these using SIL FieldWorks.
In addition, we added to the FieldWorks project the phonetic and phonological information
needed for the program to produce a morphological parser. The sentences we chose were
interesting either because of spatial language or the use of case marking. This data will be
useful in the future for linguists interested in spatial language and case in Arrernte.
Multilingual spatial relation and motion treebank: We created a new corpus of
English, Spanish, German, and Egyptian Arabic descriptions of spatial relations and mo-
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tion events, which we annotated with syntactic dependency structures and other linguistic
information. This corpus and treebank will be useful for researchers interested in the syntax
of spatial language across languages.
Deep semantic representation of spatial relations and SpatialNet: Although the
SpatialNet resources we are developing for English and German are still in development, the
SpatialNet framework and deep semantic representation is a useful tool that can be applied
to other languages. The combination of multilingual SpatialNet resources with our pipeline
for text-to-scene generation with SpatialNet is a significant step toward multilingual text-
to-scene generation. In addition, we anticipate SpatialNet will be useful for other natural
language processing applications that can make use of spatial language understanding, such
as machine translation and spatial role labeling. Comparing the SpatialNet resources created
for different languages may also be of interest to those working in linguistic typology.
Crowdsourced corpora of emotional and imaginative language: We used crowd-
sourcing to annotate a collection of images from the WordsEye gallery with high-level de-
scriptions, a mood label, and an explanation of why the mood label was chosen. In addition
to its potential use for training a system to automatically assign a mood to WordsEye scenes,
this corpus will be useful for other researchers interested in automatically detecting emotion
from text. We also used crowdsourcing to collect a set of imaginative sentences covering
a wide range of graphical scenarios. This corpus may be of interest to other researchers
working at the intersection of vision and language.
8.2 Future Work
We have discussed possibilities for future work throughout this thesis. In this section, we
briefly summarize some of the main areas for future work.
Integration of a “linguist-friendly” syntactic parser with WELT: Currently
WELT relies on the existence of grammars created with external tools, such as XLE, to
handle syntactic processing. This requires WELT users to have knowledge of such tools
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and of grammar formalisms. Ideally, WELT would include a user interface for annotating
sentences with dependency structures to allow the “stealthy” construction of a syntactic
parser in the style of SIL Fieldworks Language Explorer. The parser would be learned using
the methods we discussed in Chapter 4. Further exploration of other parsing methods,
including methods of adapting existing parsers to new languages, and ways to incorporate
syntactic properties manually specified by the user into the parser, would also be a useful
direction for research.
Integration of WELT with the WordsEye web API and SpatialNet: As we dis-
cussed in Chapter 5, there are a number of advantages to using the latest version of Words-
Eye instead of the Mac OS X desktop application, and these advantages will only grow as
more functionality is added to the WordsEye web application. We have begun the process
of updating WELT by creating the pipeline to generate 3D scenes from semantic prim-
itives and using this to develop a new user interface for creating elicitation materials in
WELT. Continuation of this work will incorporate the web API into other parts of the
WELT tools, including developing user interfaces for adding custom content that use the
WordsEye API to add custom 2D cutouts and backdrops to a user’s WordsEye account.
The WordsEye developers are also working on streamlining the process for adding custom
3D models and for linking user content to semantic types in the ontology, both of which will
be useful for WELT. We will also update the WELT documentation tools to use Spatial-
Net for the underlying semantic representation rather than the English VigNet, providing a
more language-independent representation of lexical semantics. Since the SpatialNet text-
to-scene generation pipeline already uses the WordsEye web API to generate 3D scenes,
this will also allow WELT to use the latest version of WordsEye for verifying grammars by
generating scenes from L2 text.
Extension of WELT to include automatic learning algorithms: Currently, WELT
is designed for a field linguist to create their own 3D scenes, work in person with a native
speaker informant to elicit descriptions of the scenes, hypothesize theories for the semantics,
formally document the observed semantics, and use the resulting text-to-scene system to
verify theories with the informant. This in turn leads the linguist to create further elicitation
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materials, and the formal documentation is refined as the process continues. In future
work, we hope to supplement this manual workflow with automatic algorithms, using active
learning techniques. Using SpatialNet as the representation for the formal documentation
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The table below shows some of the custom content we created to adapt WordsEye for
Arrernte culture, as described in Chapter 3, Section 3.6.1.1. The images in this appendix
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ahernenge ‘grub
from red river gum’
untyeme alheme ‘go





































































[hand gesture] ampe ‘child’ [hand gesture] atyeye ‘younger sibling’
[hand gesture] arperle ‘grandparent
(father’s mother and her brothers and
sisters)’
[hand gesture] ipmenhe ‘grandparent
(grandmother, mother’s mother and her
brothers and sisters’
[hand gesture] atyeye ‘younger sibling’
[hand gesture] kake, akngerrepate ‘elder
brother’
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[hand gesture] arrenge ‘grandparent
(father’s father and his brothers and
sisters)’
[hand gesture] meye ‘mother’
[hand gesture] akngeye ‘father’
[hand gesture] atyemeye ‘grandparent
(mother’s father and his brothers and
sisters)’
APPENDIX B. NAHUATL TOPOLOGICAL RELATIONS 155
Appendix B
Nahuatl Topological Relations
This appendix shows the WordsEye scenes created based on the Max Planck topological
relations picture series (Section B.1) and Nahuatl descriptions we elicited for these scenes
(Section B.2).
B.1 WordsEye scenes for Max Planck Topological Relations
The following table shows the WordsEye scenes created for each picture in the Max Planck
topological relations picture series, along with the input text that was used to generate the
scene. Pictures we were unable to adequately duplicate in WordsEye are marked as N/A.
For the pictures we were unable to duplicate in WordsEye, we also note the problems that
prevented us from creating an appropriate scene.
Max Planck
Picture
WordsEye Scene Input Text
1. The huge teacup is on the dining room
table.
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Max Planck
Picture
WordsEye Scene Input Text
2. The small apple is in the transparent ce-
real bowl.
3. the envelope. the invisible red block is
-.05 inches in front of the envelope. The
block is 1 inch tall and .8 inches wide and
.05 inches deep. The block is -1 inches
above the envelope. The block is -1.1
inches to the right of the envelope.
4. N/A. Missing 3D objects:
candle, ribbon. No graphi-
cal support for flexible object
like ribbon or “fit around” re-
lation.
5. The head. The fedora is -4.4 inches
above the head. The fedora is 13.8 inches
wide. It is -12.25 inches behind the head.
6. The small dog is on the right of the white
doghouse.
7. N/A. Missing 3D object: spi-
der.
8. The shelf is on the brick wall. The book
is on the shelf. The book is facing right.
It is 2.5 inches in front of the wall.
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Max Planck
Picture
WordsEye Scene Input Text
9. N/A. Missing 3D objects:
hooks, coat.
10. The ring is in the pink finger. the ring
is 1.7 inches tall. The ring is -1.5 inches
above the finger.
11. The sailboat is in the water. The sail-
boat is -12 inches above the water.
12. N/A. No graphical support
for “butter” consistency on
knife.
13. The light is 3 feet above the dining room
table.
14. N/A. Missing 3D object:
open bag.
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Max Planck
Picture
WordsEye Scene Input Text
15. The small house is 6 feet behind the first
fence. The first fence is 25 feet wide. It
is 3 feet tall. The second fence is 5 feet
to the right of the house. It is 22 feet
wide and 3 feet tall. It is facing left. It
is -16 feet behind the house. The third
fence is 6 feet behind the house. It is
25 feet wide and 3 feet tall. The fourth
fence is 5 feet to the left of the house. It
is 22 feet long and 3 feet tall. It is facing
right. It is -16 feet behind the house.
16. The basketball is under the chair.
17. The gray circle is to the right of the grey
mountain. the 12 foot tall tree is 31.5
feet left of the circle. the tree is 16 feet
above the ground.
18. N/A. No graphical support
for putting a hole in an ob-
ject.
19. The apple is on the plate.
20. N/A. Missing 3D object:
balloon. No graphical sup-
port for tying an object on
a stick.
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21. The swimmer is -4.2 inches above the
shoe. The shoe is 7.2 inches wide. The
swimmer is -34 inches to the left of the
shoe.
22. The upside down nail. The nail is 10
inches tall and 1 inches wide and 1 inches
deep. the small yellow paper is -3 inches
above the nail. the small green paper is
-5 inches above the nail. The red small
paper is -7 inches above the nail.
23. N/A. Missing 3D object:
coiled rope.
24. The small handkerchief is on the first
large spoon. The second large spoon is
6 inches to the left of the first spoon.
25. The telephone is in front of the brick
wall. It is 4 feet above the ground.
26. N/A. No graphical support
for putting a crack in an
object; no 3D object of a
cracked cup.
27. N/A. No 3D object for a
branch with leaves.
28. N/A. No 3D object of a
stamp with a face on it.
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29. the second table is three feet high. It is
eight feet wide. It is eight feet deep. The
second table is in the black dining room
table. The dining room table is six feet
wide. The dining room table is four feet
tall.
30. The small arrow is in the apple. It is -5
inches above the apple.
31. The big house cat is under the dining
room table.
32. N/A. No 3D object of a fish
bowl
33. The cylinder is supine. It is 20 feet long
and .3 inches wide and .3 inches deep.
The tree is -5.5 feet to the left of the
cylinder. It is 12 feet tall. It is on
the ground. It is -5.5 feet behind the
cylinder. The cylinder is 4 feet above
the ground. The large clothespin is -2.5
inches above the cylinder. It is upside
down. It is -7 feet to the right of the
cylinder. It is facing right.
34. The soldier is -12.5 feet in front of the
house. The soldier is -3.8 feet above the
house. The soldier is -7 feet to the right
of the house. The soldier is facing north.
The soldier is running.
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35. N/A. No 3D object for a
band-aid
36. N/A. No 3D object of a
cloud.
37. N/A. No 3D objects for shirt
or dress.
38. The monkey is next to the fire.
39. The cigarette is -2 inches in front of
the head. The cigarette is supine. The
cigarette is 3 inches above the ground.
40. The small dog is on the large placemat.
41. N/A. No 3D object for a
branch with leaves on it.
42. N/A. No graphical support
for flexible objects like belts.
No 3D object for a person
with a belt.
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43. N/A. No graphical support
for conforming the shape of
a rope to the stump.
44. The painting is in front of the brick wall.
The painting is 4 feet above the ground.
45. N/A. No fruit tree object.
No support for laying out col-
lections of objects in any-
thing but a line.
46. N/A. No 3D object for a
head with a headband. No
graphical support for a “fit
on” or “fit around” spatial
primitive.
47. The dog is -.4 inches above the petri dish.
the dog is 4 inches tall.
48. N/A. Missing graphical ob-
ject: raindrops.
49. The church. The big tree is 8 feet in
front of the church. It is -18 feet to the
left of the church. The invisible red cube
is 25 feet wide and 22 feet tall and 25 feet
deep. It is -22 feet above the tree.
50. N/A. Missing graphical ob-
jects: hooks.
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51. N/A. No graphical support
for “fit around” spatial prim-
itive. No necklace 3D object.
52. N/A. No 3D bug objects.
53. the lollipop is in the table. The lollipop
is -5.7 inches above the table. It is -1
feet to the right of the table.
54. The rabbit is -2 feet above the cage. It
is -20 inches in front of the cage.
55. N/A. No graphical support
for “fit around” relation.
56. The small house. The stick is 5 feet to
the right of the house. The stick is 10
feet in front of the house. The stick is
10 feet tall. The flag is -28 inches above
the stick. The flag is -4 feet to the right
of the stick.
57. N/A. No 3D object for a
necklace or pendant.
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58. the ceiling is on the first brick wall. the
wall is on the floor. it is 20 feet wide.
the second brick wall is facing right. it
is 20 feet wide. it is to the right of the
first brick wall. the extension ladder is
to the left of the second brick wall. it is
6 feet tall. it is leaning to the west. it is
5 feet in front of the first brick wall.
59. The pencil is above the small desk. The
pencil is supine.
60. The small house is 6 feet behind the first
fence. The first fence is 25 feet wide. It
is 3 feet tall. The second fence is 5 feet
to the right of the house. It is 22 feet
wide and 3 feet tall. It is facing left. It
is -16 feet behind the house. The third
fence is 6 feet behind the house. It is
25 feet wide and 3 feet tall. The fourth
fence is 5 feet to the left of the house. It
is 22 feet long and 3 feet tall. It is facing
right. It is -16 feet behind the house.
61. N/A. No 3D object of a cab-
inet with an open door.
62. The bottle is 1 inch above the ground.
The ground is white. The invisible block
is 4 inches wide and 4 inches deep and
4 inches tall. It is -3 inches above the
bottle.
APPENDIX B. NAHUATL TOPOLOGICAL RELATIONS 165
Max Planck
Picture
WordsEye Scene Input Text
63. N/A. No graphical support
for hanging an object from
the ceiling.
64. The soldier is 0.1 feet behind the chair.
The soldier is crouching. The soldier is
4.5 feet tall. The soldier is facing left.
The soldier is -.9 feet above the ground.
The woman is 5 feet tall. The woman is
facing the chair. The woman is 1.5 feet
in front of the chair. The woman is .5
feet to the left of the chair.
65. The small tree is on the mountain.
66. N/A. No 3D object of a bag
with handles.
67. N/A. No 3D object of a tree
with a hole in it; no graphical
support for putting holes in
objects.
68. the cube is -1.5 feet above the boy. it
is 8 inches wide and 2.5 inches tall and
.1 inches deep. it has a “Columbia” tex-
ture. it is -1.9 inches in front of the boy.
69. The head. The small ring is -.7 inch to
the left of the head. The ring is upside
down. The ring is 2.7 inches above the
ground. The ring is -5.5 inches behind
the head.
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70. N/A. No graphical support
for a “grasp” or “hold” rela-
tion.
71. The dog is in the white doghouse. The
dog is 1.3 feet tall. The dog is -2.5
feet above the doghouse. The dog is -27
inches in front of the doghouse.
B.2 Nahuatl elicitations
The following table shows the Nahuatl descriptions we elicited for the WordsEye topological
relations scenes, including any followup scenes we created during the elicitation session.
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Appendix C
Arrernte Data: Spatial Language
and Case
The data in this appendix consists of Arrernte sentences that we translated and glossed,
with the help of Myfany Turpin, as described in Chapter 3, Section 3.8. The sentences we
chose are interesting in terms of spatial language and/or case. The following sentences are
originally from the Eastern and Central Arrernte Picture Dictionary [Broad, 2008].






































‘The two dogs are sitting at the front of the house.’
































‘The shade shelter gives protection from the sun.’
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‘The man is putting his hat on so the sun doesn’t burn his face.’




























‘The woman is walking along through the wind.’

























‘A big willy-willy is coming this way.’













































‘In the old days, people used to drink water from rockholes.’
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‘The woman is digging a soakage with a tin to get a drink of water.’






































‘The woman is using a tin to scoop water from the soakage.’

































‘The young woman is tipping water out onto the ground.’





































‘The two kids are going for a swim.’
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‘The water is pouring out of the tap.’






































‘This girl is washing her hands with water.’





























‘The young girl is drinking water.’





































‘Water is leaking out from the hole in the billycan.’
































































‘This kind of frog buries itself in the soil waiting for rain.’
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‘Fish come up to the surface of the water to get air.’














































‘The kangaroo sits up and looks around the open plains.’

























‘The euro lives around the hills.’






































‘The dingo pups are coming out of the burrow.’
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‘The hare wallabies make their way down from the hills.’















































‘Possums have sharp teeth and come out at night.’





























‘Camels live out in the bush.’




























‘The donkey is looking this way.’




















‘Rabbits live in burrows.’
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‘Turkeys are meat introduced by whitefellas.’




















‘This is a bird’s wing.’




























‘The bird is sitting on the nest.’





























‘The bird’s eggs are in the nest.’










































‘Women put feathers from the bird’s crest on their heads for dancing.’
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‘The eagle’s claw is grabbing hold of a mouse.’




















‘The button quail lives among the grass.’











































‘The rainbow bee-eater lives in burrows on creek banks.’








































‘The crested pigeon is smoky coloured and has a crest.’




























‘The crested bellbird warns you if something or someone is approaching.’
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‘The magpie-lark makes its nest out of mud.’










































‘The grey-crowned babbler dances around under bushes.’


















































‘The bush thick-knee comes out at night and wanders on the plain.’




















































‘When they hear a noise ducks dive under the water in fear.’
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‘Black-tailed native hens live near the water.’










































‘This type of skink’s home is in a burrow beside the creek.’






































‘Carpet snakes come out in warm weather and they eat mice.’











































‘You can smell ripe wild oranges from a long way away.’
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‘These bush tomato fruits have been skewered onto a stick.’















































‘This type of mistletoe grows on mulgas in the spring.’






































‘You dig for pencil yams in the creek.’







































‘Aperarnte is the sweet sap from under the thin bark of gum trees.’
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‘You dig for honey ants where there are lots of mulgas growing.’

























‘Pitwerre grows on the plain country.’
























‘Rock pituri grows on the hill country.’

































‘People used to clean the husks off wooly butt grass with their feet.’










































‘You put corkwood honey in water and drink it when you are sick.’
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‘You get grubs from the river red gum from the gum tree roots after rain.’

























‘Ingwenenge is the grub that lives in the branches of river red gums.’



















































‘The man is using a rifle to shoot the kangaroo standing there.’
















































‘This man is standing there with his spears and woomera.’
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‘This old woman is winnowing the seeds in the coolamon.’










































‘You get resin from spinifex, which grows on the hills.’



























































‘The man got some spinifex resin and is cooking it to make it soft.’
















































‘This woman is carrying a full water dish on her head.’











































‘Lots of different things are made from mulga wood.’





































‘Aboriginal people used to make boomerangs from gidgee trees.’

































‘Shanghais are made from a small, forked stick.’
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‘Women use nulla-nullas made from mulga wood to protect themselves.’






































‘The woman is putting her tobacco into the bag.’

















































‘The woman is putting the billycan on the fire to heat it up.’



















































‘The two girls are playing cubbyhouse.’






































‘This man is kicking the football.’











































‘The mother is holding the little boy on her hip.’























































‘The mother is carrying her child on her back because he got tired.’
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‘This woman is carrying the small boy on her shoulders.’










































‘The old woman is peeping out from the side of the house.’


































‘This girl is hanging down from the branch.’





























‘This boy is climbing up the tree.’
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‘This boy is falling down from up in the tree.’

























‘My auntie is coming this way.’










































‘My grandmother is going back towards home.’























































‘This woman is going past, looking at those two sitting down.’
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‘The woman must be running away from something.’


































‘This baby is crawling toward her mother.’




























‘My mother is getting down out of the car.’





























‘My sister is going into the house.’





































‘That’s my relative coming out through the doorway.’

































‘This boy is having fun on a bike.’
























‘My grandmother is feeling embarrassed.’



















‘I’ve got no money.’




















‘This is a small mountain lizard.’
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‘This is a big mountain lizard.’



























































‘Pencil yams grow to be either short or long.’










































‘The tree is standing at the side of the straight road.’
































‘Watch out for that stripy snake.’






























‘The hills are over there in the distance.’
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‘This dog is sitting.’















































‘Those two kangaroos are standing over there in the shade.’






































‘The kangaroo is standing near the cassia bushes.’






































‘The dog is lying on top of the blanket.’
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‘The dog is lying underneath the blanket.’







































‘That big log is lying across the road.’


































‘This woman is standing this side of the tree.’










































‘That woman is standing on the other side of the tree.’
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‘The dog is sitting in between the two men.’


































‘The bush coconuts are up really high and hanging down from the gum tree.’
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Appendix D
Primitive Spatial and Graphical
Relations
This appendix lists the primitive spatial and graphical relations that were extracted from
VigNet and used in the WordsEye semantics-to-scene system (see Chapter 5, Section 5.3.2).
It also includes the spatial and graphical relations that were added to create the formal
set of spatio-graphic primitives used by SpatialNet (see Chapter 6, Section 6.4.2). Spatial
and graphical primitives that have been added as SGPs but are not currently supported by
WordsEye are marked as pending.
The primitives have been organized into the following categories and sub-categories:
1. Spatial relations: • Position • Position (using affordances) • Orientation
• Orientation+Position
2. Size and shape: • Dimensions • Shape • Shape+Position • Poses
3. Part/whole relations: • General • Regions • Collections
4. Object properties: • Graphical properties • Other physical properties • Scene
properties • WordsEye object types


























































































































































**For relations in sub-categories marked with **, WordsEye uses VigNet to find an existing object that
already meets the specified constraints. These relations are not currently supported graphically by WordsEye.
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Collections
we.member-of.r
we.group.r
(pending) gfx.oriented-group.r
(pending) we.sequence.r
(pending) gfx.aligned-group.r
(pending) gfx.volume-aggregation.r
(pending) gfx.planar-aggregation.r
(pending) we.part-collection.r
D.4 Object properties
Graphical properties
gfx.has-texture.r
gfx.rgb-value-of.r
gfx.color-of.r
gfx.reflectivity.r
gfx.brightness.r
gfx.transparency.r
gfx.visibility.r
**Other physical properties
gfx.segmentation-axis.r
gfx.length-axis.r
gfx.preferred-surfaces.r
gfx.preferred-embeddedness.r
gfx.stretchable.r
gfx.3d-part-complexity.r
we.affordance-of.r
we.weight.r
we.density.r
we.brittleness.r
we.resiliance.r
we.strength-as-resiliance.r
we.smoothness.r
we.hardness.r
we.roughness.r
we.stickiness.r
we.substance-of.r
we.support-for.r
Scene properties
gfx.time-of-day.r gfx.backdrop-receives-shadows.r
**WordsEye object types
we.is-object.r
we.is-cutout.r
we.is-image.r
we.is-panorama-image.r
we.is-decal.r
we.is-abstract-object.r
