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Hoy en dı́a, los sistemas industriales son cada vez más grandes y complejos que resulta
muy complicado realizar el control, la supervisión o el diagnóstico de forma centralizada, de
ahı́ la idea de emplear sistemas distribuidos. En esta tesina se presenta una ampliación del
método de Anidamiento Latente de Fallos usando Redes de Petri Coloreadas (Garciaet al.,
2008a)(Garciaet al., 2008b) para su uso en SED’s complejos distribuidos. En este método se
tiene en cuenta un diagnosticador para cada subsistema y la inter cción entre éstos sin afectar
al sistema de control. Además se toma en consideración el flujo compartido de información
y/o material que se produce en estos sistemas incluyendo el retardo en la propagación y re-
cuperación de los fallos. Mediante esta metodologı́a se obti ne un diagnóstico más preciso
del fallo producido. También se presenta el caso prácticode la fabricación y paletizado au-
tomático de sacos de arena para poder comprender mejor el m´etodo presentado, utilizando
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4.2. Técnicas de Diagnóstico Distribuido. . . . . . . . . . . . . . . . . . . . . 20
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Capı́tulo 1
Introduccíon y Organizacíon del documento
1.1. Introducción
En la actualidad, el mantenimiento industrial es un área muy i portante en cuanto a costos
se refiere, donde se requieren sistemas de diagnóstico de fallos p ra obtener un plan de
mantenimiento fiable y ası́ conseguir una larga vida útil dela máquina tanto en productividad,
como en efectividad y disponibilidad, y con ello, reducir ası́ lo costes de producción.
Un oportuno aislamiento y detección de fallo permite minimzar los riesgos humanos y daños
al equipo durante el funcionamiento del sistema.Ésto es un requerimiento básico para la
implementación en las estrategias de mantenimiento y sistemas de producción.
El objetivo del diagnóstico es determinar el estado de una planta fı́sica a través de las medidas
de los sensores de la planta, el conocimiento previo de la planta y su comportamiento.
En la última década, la monitorización, detección de fallos y metodologı́as de diagnóstico
basadas en DES se han utilizado en una amplia variedad de difer ntes sistemas tecnológicos,
desde sistemas de procesos hasta sistemas de transporte intelig ntes.
Uno de los métodos más utilizados en el modelado de fallos para sistemas complejos es la
utilización de técnicas de sistemas de eventos discretos(SEDs) (Lin, 1994). Dentro de éstos
sistemas se encuentran las Redes de Petri (Murata, 1989), muy eficientes en el modelado
de estos sistemas ya que proporcionan sincronismo, concurre ia, exclusión mutua y com-
partición de recursos, caracterı́sticas que han aportadouna mayor capacidad y potencia de
representación en los modelos resultantes. También tienen la capacidad de aplicar técnicas
de fusionado de lugares, permitiendo ası́ reducir el tamaño de los modelos. Esta capacidad
se acentúa más con las denominadas Redes de Petri Coloreadas (RdPC) (Jensen, 1995), que
contribuyen a la aplicación de técnicas para el fusionadoy p der representar distintos sub-
procesos concurrentes que coexisten en la misma estructuragráfica de la RdP. Las RdPC
1
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también permiten que en sus arcos se asignen funciones con capacidad de transformaciones
lineales.
Todas estas caracterı́sticas de las RdP añadidas a las técnicas de fusión de las RdPC le dan
la suficiente robustez al sistema para aplicar el diagnóstico de fallos a sistemas complejos.
En lo referente a modelos de diagnóstico, la mayor parte de ellos son sistemas centralizados
(Garciaet al., 2002; Hashtrudi Zadet al., 2003), pero en muchas aplicaciones los sistemas
son demasiado grandes y complejos para ser tratados como unos lo, de ahı́ la idea del proce-
samiento “por partes”, y la idea de una arquitectura de supervisión distribuida. (Fabreet al.,
2002)
Un diagnosticador centralizado almacena el modelo entero de la planta, recibe la lectura de
todos los sensores y ejecuta el algoritmo de diagnóstico, con los inconvenientes de la alta
complejidad, la poca robustez y la pobre adaptabilidad. (Suet al., 2002)
En cambio, los sistemas distribuidos aparecen en la industria de forma natural y se han aplica-
do a diferentes áreas como sistemas automáticos, redes decomunicación, calefacción, venti-
lación, AA, sistemas de transporte inteligentes y sistemas de procesos. (Genc and Lafortune,
2003)
En algunos casos se demuestra que con el diagnóstico distribuido se obtienen los mismos
resultados que con un diagnóstico centralizado. (Aramburo-Lizarragaet al., 2005)
En esta tesina se pretende aplicar una técnica de diagnóstico distribuido utilizando el método
de Anidamiento Latente de Fallos. Al tratarse de una herramienta para el análisis de fallos
en sistemas complejos centralizados, el objetivo es ampliar ést para su uso en sistemas
complejos distribuidos.
1.2. Organizacíon del documento
La tesina está organizada en 9 capı́tulos organizados de lasiguiente manera:
Capı́tulo 2: Se va a realizar una introducción a las Redes de Petri, ası́como una pequeña
clasificación, destacando especialmente las Redes de Petri Colo eadas debido al uso que
tienen en esta tesina.
Capı́tulo 3: En este capı́tulo se hace una introducción al diagnóstico de fallos ası́ como a
diferentes métodos de diagnóstico, realizando tambiénuna introducción al diagnóstico de
fallos en sistemas de eventos discretos.
Capı́tulo 4: Se da una introducción a los sistemas de diagnóstico distribuido, describiendo al-
gunas de las técnicas más utilizadas, como el diagnóstico modular centralizado, el diagnósti-
co distribuido para sistemas cualitativos y el diagnósticdistribuido usando RdP’s.
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Capı́tulo 5: En este apartado se hace la definición del método de Anidamiento Latente de
Fallos, definiendo las etapas de diseño, definición del conjunto de fallos, lugares de anida-
miento de fallo, definición de transiciones,...
Capı́tulo 6: Este capı́tulo describe la técnica de Anidamiento Latende de Fallos Distribuida
(ALfD).
Capı́tulo 7: Se presenta una ampliación de la técnica de Anidamiento La ende de Fallos
Distribuida, en la que se tiene en cuenta el retardo en la propagación y recuperación del
fallo.
Capı́tulo 8: En este capı́tulo se presenta el caso práctico del métodoaplicado a la fabricación
y paletizado de sacos de arena.
Capı́tulo 9: Por último se presentan las conclusiones del método de Anidamiento Latente de
Fallos Distribuido y del método de Anidamiento Latente de Fallos Distribuido con retardo,
ası́ como posibles lı́neas de investigación para trabajosfuturos.




Conceptos b́asicos de Redes de Petri
2.1. Redes de Petri (RdP’s)
Carl Adem Petri introdujo estas redes en su tesis doctoral (Petri, 1962). Estas redes son
una herramienta muy potente para su utilización en sistemas distribuidos ya que con ella se
pueden modelar sistemas con capacidad de concurrencia, sinronización, exclusión mutua y
conflictos.
Durante todos estos años se han realizado diferentes trabajos con RdPs, dando lugar a una
gran variedad de las mismas. Las RdPs más destacadas son lasestocásticas (Florin et al.,
1991), temporizadas (Berthomieu and Diaz, 1991), algebraicas (Kan and He, 1996), conti-
nuas e hı́bridas (David and Alla, 2005) y difusas (Pedrycz and Gomide, 1994), otra que ha
tenido mucha relevancia son las Redes de Petri Coloreadas, en las que se entra un poco más
en detalle en laSección 2.2.
Como se puede ver en laFigura 2.1, una RdP se representa de forma gráfica como un gráfico
compuesto por unos elementos denominados lugares, transiciones y arcos. Los lugares se
representan mediante cı́rculos y en ellos se encuentran lasmarcas, representadas por puntos,
las transiciones son segmentos de recta que se asocian a eventos, y los arcos son segmentos
de recta que unen los lugares con las transiciones y viceversa.
Definición 1 Una Red de Petri ordinaria se define como una cu´ drupla:
N = {P, T, Pre, Post} (2.1)
donde: P = {p1, p2, ..., pm} es un conjunto finito de lugares;
T = {t1, t2, ..., tn} es un conjunto finito de transiciones;
P ∩ T = 0 y P ∪ T 6= 0;
Pre : PxT → {0, 1} relaciona los lugares con las transiciones;
Post : TxP → {0, 1} relaciona las transiciones con los lugares;
4
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Figura 2.1: Lugar, transición y arco en una Red de Petri
El concepto de marcado hace referencia a un vector de marcas que se ubican en los lugares
y representan el estado en el que se encuentra el proceso.M es el marcado de una red, que
se define como un vector columna den marcas, es decir,M = (m1, m2, ..., mn).
Una Red de Petri marcada serı́a un parNm = {N,m0}, en el cualN es una Red de Petri
ordinaria ym0 es el marcado inicial. El disparo de las transiciones provoca la evolución del
marcado.
Una RdP se define con dos matrices,n = |P | (número de lugares de P) ym = |T | (número
de transiciones de T).
Se denomina:
Matriz de incidencia previa a la matrizC− = [Cij]nxm en la quecij = Pre(pi, tj)
Matriz de incidencia posterior a la matrizC+ = [C
+
ij]nxm en la que
+
cij= Post(tj, pi)
Matriz de incidencia deN : C = C+ − C−
Las RdP tienen diferentes tipos de nodos, los nodos OR y los AND. Un nodo OR es cuando
un lugar que posee varios arcos de entrada y/o salida, presentando dos casos particulares:
Nodo de selección: Un único arco de entrada y dos o mas de salida.
Nodo de atribucíon: Un único arco de salida y dos o mas de entrada.
Figura 2.2: Nodos tipo OR
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Los nodos AND es cuando una transición tiene varios arcos deentrada y/o salida, con dos
casos particulares:
Nodo de distribucíon: Un único arco de entrada y dos o mas de salida.
Nodo de conjunción: Un único arco de salida y dos o mas de entrada.
Figura 2.3: Nodos tipo AND
Una transición se llama disparable o validada si cada uno del s lugares de entrada a ésta
contiene al menos una marca. El disparo solo se puede realizar cuando la transición esté va-
lidada y acontezca un evento asociado a ésta. El disparo consiste en quitar las marcas de los
lugares de entrada a una transición y poner una marca a los diferentes lugares de salida de
ésta.
Si se desea conocer el marcado alcanzable de una RdP, solo hayque resolver la siguiente
ecuación:
Mf = Mi +WS (2.2)
donde:
Mf = marcado final;
Mi = marcado inicial;
W = la matriz de incidencia= C+ − C−;
S = secuencia de disparo.
2.1.1. Clasificacíon y tipos de RdPs
En este apartado se presentan varias extensiones de las Redes de P tri, realizando una pe-
queña explicación de cada una.
Red de Petri viva
El concepto de vivacidad indica que la RdP no quedará bloqueada, esto quiere decir que no
presenta ninguna transición que no pueda ser disparada a partir de un cierto instante. Una
Diagnóstico distribuido mediante el Método de Anidamiento Latente de Fallos usando RdPC
Miguel Sanjuan
6 de 73
Capı́tulo 2. Conceptos básicos de Redes de Petri
2.1. Redes de Petri (RdP’s)
explicación más formal serı́a: una transicióntj es viva para un marcado inicialm0, si para
cada marcado alcanzablemi existe una secuencia de disparoS desdemi, que contenga amj .
Red de Petri limitada
Una Red de Petri es limitada si cada lugar tiene un número máximo de marcas que puede
contener. Una definición formal serı́a: Una RdP es limitadapara un marcado inicialm0, si
todos los lugares son limitados param0.
Este tipo de redes presentan un caso especial, en el caso de que únicamente posean una
marca, reciben el nombre de RdP binarias, y de ellas se derivael Grafcet (Garcia, 2000),
muy utilizados en los Autómatas Programables.
Redes de Petri no-aut́onomas
Estas RdP se caracterizan por que su evolución es condicionada por eventos externos al
sistema, donde cada transición se asocia a un evento, activando esta transición cuando el
evento ocurre. Los eventos corresponden a cambios en las lecturas del sistema.
Redes de Petri sincronizadas
Se denotan como{R,E, Sync} dondeR es una RdP marcada,E es un conjunto de eventos
y Sync es una función de transiciones.
Redes de Petri temporizadas
El tiempo influye en los procesos industriales en aspectos como: tiempo de fabricación,
ı́ndice de producción, capacidad, flexibilidad, etc. Estopr voca que existan dos tipos de
redes temporizadas, las P-temporizadas y las T-temporizadas, refiriéndose a los lugares y a
las transiciones respectivamente.
Redes de Petri P-temporizadas Es un par< R, Tempo > donde,R es una RdP mar-
cada yTempo es una función del conjunto deP lugares. La notaciónTempo(pi) = di,
se refiere a la temporización asociada a un lugarpi.
Redes de Petri T-temporizadas La transición está asociada a la temporizaciónti co-
rrespondiente.
Redes de Petri interpretadas
Las Redes de Petri Interpretadas (RdPI) permiten asociar señ les de entrada y salida a los
modelos de RdP. Se define comoR = {N,m0} dondeN es una RdP ordinaria ym0 el
marcado para esa RdP.
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Redes de Petri estoćasticas
A estas Redes de Petri se les asocia a cada transición una variable aleatoria con una distri-
bución exponencial para expresar el retardo de habilitación hasta el disparo de la transición.
Estas redes se suelen utilizar en protocolos de comunicaci´on. Se define comoE = {R,L}
dondeR es una RdP marcada yL = (l1, l2, ..., lm) es el conjunto de retardos.
Redes de Petri continuas
En algunos casos un sistema discreto se puede volver muy compli ado, debido al gran núme-
ro de estados alcanzables, una forma de solucionarlo es continuizar el sistema, lo que permi-
te utilizar herramientas de programación lineal o ecuaciones diferenciales para simplificar el
problema. No todas las RdP discretas se pueden continuizar ylas propiedades de una a otra
pueden variar, esto quiere decir que si un sistema discreto está libre de bloqueos no significa
que el continuo también lo esté.
Redes de Petri h́ıbridas
Muchos procesos pueden estar controlados a la vez por variables discretas y continuas, de
ahı́ la necesidad de disponer de una RdP que pueda contener lugares y transiciones continuas,
ası́ como lugares y transiciones discretas. Un marcado discreto puede convertirse a su vez en
un marcado continuo y viceversa.
2.2. Redes de Petri Coloreadas (RdPC’s)
Kurt Jensen en 1979 formuló las Redes de Petri Coloreadas, siendo éstas una evolución de
las Redes de Petri (Petri, 1962). Estas redes son un lenguaje gráfico orientado de propósit
general, útil para especificar, diseñar y analizar sistemas concurrentes.
Las RdP se definen matemáticamente, ofreciendo la ventaja de poder ejecutarlas en cualquier
herramienta de programación computacional.
La sintáctica de un RdPC se define igual que una RdP general, lug res, transiciones y arcos,
con la modificación de que a ésta se le añaden las inscripciones, que son de tipo textual
mientras que el resto son de tipo gráfico.
Los lugares se representan con elipses, las transiciones mediante rectángulos y los arcos por
segmentos de recta que unen los lugares con las transicionesy viceversa. Las inscripciones
de arco, son funciones y se usan para determinar la cantidad de marcas que se mueven entre
los lugares (Figura 2.4).
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Figura 2.4: Elementos de una Red de Petri Coloreada
Definición 2 Una Red de Petri Coloreada se define como una séxtupla:
C = {P, T, Pre, Post,m0, C} (2.3)
DondeP , T , Pre, Post, m0 se definen igual que para una RdP generalizada, mientras que
C representa el conjunto de coloresC = (C1, C2, ..., Cn).
De forma más formal se definePre(Pi, Tj/Ck) y Post(Tj, Pi/Ck), correspondiendo en el
caso general a la combinación lineal de las marcas coloreadas relacionadas al lugarPi.
En laFigura 2.5se muestra un pequeño ejemplo para que se pueda entender mejor la defini-
ción de RdPC, en el que se puede ver que el lugar está representado por un cı́rculo, pudiendo
contener varias marcas de un mismo o varios colores, la transició se representa por una
lı́nea a la que se le asocia un conjunto de colores disparados, cada uno representando una
posibilidad diferente de disparo, y un arco que conecta un lugar con una transición y vice-
versa. El peso de un arco es la funciónPre o Post, la cual establece una correspondencia
entre cada color de las transiciones y cada color del lugar, según la dirección del arco.
Figura 2.5: Parte de una RdPC
Una transición está habilitada con respecto al colorCk para un marcadoM , si y solo si el
número de marcas contenidas en todos los lugares de entradaPi deTj son mayores o igual a
Pre(Pi, Tj/Ck).
M(Pi) ≥ Pre(Pi, Tj/Ck), ∀Pi ∈ Tj (2.4)
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DondePre(Pi, Tj/Ck) es la imagen del colorCk por el peso de la función del arco que
conecta el lugarPi con la transiciónTj .
Un disparoTj/Ck puede añadir o quitar marcas de un lugar a otro, provocando operaciones
como las siguientes:
Se quitan de todos los lugaresPi deTj si hay un número de marcas igual o mayor a
Pre(Pi, Tj/Ck).
Se añaden a todos los lugares de salidaPi deTj si hay un número de marcas igual o
mayor aPost(Tj, Pi/Ck).
Obteniendo como resultado del disparo deTj con respecto al colorCk un nuevo marcado
M ′.
M ′(Pi) = M(Pi) + Post(Tj, Pi/Ck)− Pre(Pi, Tj/Ck), ∀Pi (2.5)
En el caso de tener una secuencia de disparosS, por ejemploS = T1/Ch1 · T2/Ch2 · . . . ·
Tk/Chk, entonces la expresión para el nuevo marcadoMk+1 es:




Post(Tj, Pi/Ck)− Pre(Pi, Tj/Ck) (2.6)
Las Redes de Petri Coloreadas tienen un gran uso en esta tesinya que el diagnóstico se
realiza utilizando estas redes, dándole las ventajas de concurrencia, sincronismo, recursos
compartidos y simplificación de modelos entre otras muchasventajas.




Conceptos b́asicos del Diagńostico de
Fallos
3.1. Definicíon formal y fundamentos
En este capı́tulo se va a realizar una introducción resumida de algunos de los fundamentos
básicos de las técnicas de diagnóstico. También se van anombrar algunas caracterı́sticas
destacables, clasificación y unos de los métodos más comunes.
Definición 3 El diagńostico de fallos es una monitorización de un sistema que es usa-
do para detectar fallos y diagnosticar su localización y significancia en el mismo sistema
(Chen and Patton, 1999).
Los fallos se pueden definir como un comportamiento anormal del sistema, pudiéndose dis-
tinguir los siguientes tipos: fallos de procesos de tipo aditivo, fallos de proceso de tipo mul-
tiplicativo, fallos de sensores y fallos de actuadores (Gertler, 1998).
Las tareas necesarias para realizar el análisis y diagnóstico de fallos son:
- Deteccíon del fallo: Indica si ha ocurrido o no un fallo.
- Aislamiento del fallo:Localiza el fallo.
- Identificacíon del fallo: Determina la naturaleza del fallo.
En la mayorı́a de sistemas de diagnóstico solamente se realizan las fases de detección y
aislamiento.
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3.2. Métodos de diagńostico
Debido a la variedad de campos en los que se utiliza el diagnóstico de fallos, han surgido
diferentes métodos para la detección de los mismos. Principalmente se pueden dividir en tres
grupos: Métodos basados en la historia del proceso, métodos basados en el conocimiento y
la combinación de ambos.
Los métodos basados en la historia del proceso utilizan técnicas de clasificación, reconoci-
miento de patrones y técnicas estadı́sticas. Los métodosbasados en el conocimiento necesi-
tan un conocimiento más detallado del proceso, siendo éstos métodos difı́ciles de implemen-
tar y mantener.
En laFigura 3.1se puede observar una posible clasificación de los algoritms de diagnóstico
más comunes y utilizados.
Figura 3.1: Clasificación de algoritmos de diagnóstico
La evolución de los sistemas conlleva que éstos se hayan vuelto más robustos y complejos,
lo que ha provocado que se pase de tratar el diagnóstico comoun conjunto total a desglosarlo
en subconjuntos para ası́ poder tratar cualquier tipo de sistema de forma más sencilla.
A continuación se describen brevemente algunos de los métodos más utilizados:
Métodos basados en conocimiento
Las técnicas que utilizan estos métodos se basan en un conocimiento detallado del proceso
para realizar el diagnóstico. Dentro de éstos están los modelos analı́ticos y los cualitativos.
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Métodos Cuantitativos
Los métodos cuantitativos emplean el diagnóstico de fallos basado en modelos, la forma
más comúnmente utilizada para realizar este diagnóstico de fallos es mediante el análisis de
residuos.
Hay dos pasos principales: la generación de residuos y la identificación de la causa.
Figura 3.2: Esquema general basado en método de observadores
Los principales métodos de esta clasificación son los basados en observadores, relación de
paridad y estimación de parámetros.
En laFigura 3.2se muestra un esquema general clásico del método basado enobservadores
donde la estimación de salida del error es usada como un residuo.
El método de la relación de paridad consiste en analizar las medidas del sistema, tanto las en-
tradas como las salidas. El valor residuo no siempre deberáser cero, debido a perturbaciones
en el sistema tales como el ruido, imprecisiones, etc..
El método basado en estimación de parámetros utiliza ecuciones diferenciales parciales y
ordinarias, ofreciendo modelos dinámicos precisos del sistema pero con un alto coste compu-
tacional.
Métodos Cualitativos
Partiendo de que no es posible obtener un modelo matemáticoexacto del sistema, se crean
otros métodos capaces de manejar información incompletadel sistema.
Una de las metodologı́as muy empleadas son los algoritmos basados en sistemas expertos.
Esta técnica intenta imitar el conocimiento de un ser humano p ra resolver un problema.
En los sistemas expertos se utilizan una serie de reglas del tipo IF-THEN-ELSEy un motor
de inferencia para sacar conclusiones del comportamiento del proceso. Un sistema experto
puede resultar fácil de realizar e implementar, aunque presenta desventajas frente a nuevas
condiciones que no se hayan tenido en cuenta en la base de reglas.
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3.2. Métodos de diagnóstico
Los grafos de señal (Signed Directed Graphs, SDG) son una herramienta gráfica que repre-
senta las variables de proceso como nodos gráficos, que representan un evento o variable, y
las relaciones causales por arcos, que unen los diferentes nodo .
Una de las técnicas basadas en grafos es la denominada árbol de fallos, siendo una herra-
mienta deductiva de análisis de fallos utilizada y perfeccionada continuamente en diversas
industrias. Este método parte de la selección de un “suceso no deseado o evento que se pre-
tende evitar”, y ası́ conseguir averiguar los orı́genes delmismo.
El árbol de fallos está compuesto por nodos, distribuidosen niveles superiores o inferiores,
representando el fallo de cabecera y los subfallos, dando ese aspecto de árbol. Los niveles se
conectan con puertas lógicas del tipoAND u ORy se desarrolla hasta que se llegua a unos
“sucesos básicos”, es decir, que no precisan de otros fallopara ser explicados.
Aunque parezca que se trata de un método anticuado, ya que lleva muchos años utilizándose
y puede llevar varios años confeccionar una estructura de ´rbol de forma robusta, se sigue
utilizando por su sencillez y robustez en procesos complejos.
Métodos basados en la historia del proceso
Estos métodos solamente necesitan una cantidad de registros de históricos del sistema para
realizar el diagnóstico.
Uno de los métodos más utilizados para el diagnóstico conestos métodos, son los sistemas
expertos. También son muy conocidas las Redes Neuronales,qu on del tipo no estadı́stico,
mientras que el Análisis de Componentes Principales (PCA)y Mı́nimos Cuadrados Parciales
(PLS) son estadı́sticos.
Las Redes Neuronales tienen muy buenas propiedades para el diagnóstico de fallos, ya que
aprenden a diagnosticar fallos gracias al entrenamiento dedatos, siendo también tolerantes
al ruido y tener buena capacidad de adaptación on-line.
El Análisis de Componentes Principales (PCA),es un análisis multivariable y se utiliza en
procesos de gran cantidad de información. Esta caracterı́stica se debe a que permite reducir
la dimensión del modelo con el uso de dependencias linealesntre las diferentes variables.
También se utiliza mucho el Análisis de Tendencias Cualitativas (QTA), no solamente se usa
para el diagnóstico de fallos sino también para el seguimiento de estado de las variables más
importantes para de esta forma poder prevenir posibles fallos futuros.
Métodos basados en combinaciones
Algunos métodos tales como los métodos Neuro-Fuzzy (NF) se pueden fusionar para ası́ ob-
tener una mayor robustez, en este caso para combinar la capacid d de reconocimiento de
patrones y adaptabilidad con la capacidad de inferencia.
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3.3. Diagńostico de Fallos en Sistemas de Eventos Discretos
(SED’s)
En esta sección se va a hablar de los principales métodos usados en el diagnóstico de fallos
en sistemas discretos, ya que en la sección anterior se ha hablado de los métodos usados para
sistemas continuos.
La mayorı́a de procesos industriales actuales son de naturaleza hı́brida, es decir, combinan
variables de tipo continuo y discreto en el mismo sistema.
Las técnicas de diagnóstico en sistemas SEDs utilizan Lenguajes Regulares, Grafos de Es-
tado, Máquinas de Estado Finito (MEFs) y Redes de Petri (RdPs), siendo estas últimas muy
difundidas en la actualidad.
Principalmente se han venido utilizando MEFs (Sampathet al., 1995) para el diagnóstico
en sistemas SEDs, pero en trabajos actuales se está enfocando al uso de RdPs debido a su
potencia matemática y formalismo gráfico.
A partir de los modelos de eventos discretos se construyen diag osticadores como por ejem-
plo (Ramadge and Wonham, 1987; Viswanadham and Johnson, 1988; Genc and Lafortune,
2003), que transforman todos los modelos individuales en un diagnosticador global, capaz
de diagnosticar múltiples fallos. El inconveniente que prsenta esta técnica es que su com-
plejidad aumenta al aplicarse a procesos complejos de mediana y lta escala.
Una solución al problema anterior se plantea en (Moreno, 2000), descomponiendo los pro-
cesos en subsistemas, generando ası́ diagnosticadores más sencillos y fáciles de tratar. Otra
solución son los diagramas de decisión binaria ordenada (OBDD), que codifica los estados
del sistema en funciones booleanas y las representa como pesos en una Red de Petri limitada
(Xue and Yan, 2007).
Los problemas de diagnóstico se pueden tratar de forma off-line u on-line. El diagnóstico
off-line realiza una serie de pruebas al sistema y observa elcomportamiento de las salidas,
comprobando que se ajusten a lo definido como comportamientonormal. El diagnóstico on-
line se realiza mientras el sistema se encuentra en funcionam e to, comprobando la secuencia
de funcionamiento normal y teniendo en cuenta sucesos inesperados que puedan ocurrir en
cualquier momento.
Algunas aplicaciones más recientes utilizan técnicas fuzzy (Kiliç et al., 2006), construyendo
una base de reglas a partir de los sı́ntomas o eventos de fallo, en donde cada evento fuzzy
tiene una prioridad diferente, obtenida con el algoritmo declustering K-means, presentando
el inconveniente de que es necesario un gran número de datospara realizar el clustering y
elevando ası́ el coste computacional.
Las Redes de Petri Coloreadas se pueden utilizar para el control y diagnóstico de fallos,
mostrando en (Kasturiaet al., 1988) un ejemplo de la capacidad de análisis y modelado.
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También se utilizan las Redes de Petri Coloreadas Temporizadas (RdPCT), ası́ como el mo-
delo del control estadı́stico del proceso (SPC).
Otra técnica también muy reciente y que se va a utilizar en esta investigación es el Anida-
miento Latente de Fallos (ALF, o LNM en sus siglas en inglés)(Rodrı́guez, 2009), la cual se
explica más en profundidad en elCapı́tulo 5.





Existen principalmente dos métodos para el diagnóstico de fallos en sistemas distribuidos. El
primero de ellos consiste en la utilización de un diagnosticador local para cada subsistema
que se comunica con un proceso de coordinación que actúa como una unidad centralizada
(Garciaet al., 2008b; Rodrı́guezet al., 2008a,b, 2010; Correcheret al., 2001). El segundo
consiste en un diagnosticador local para cada subsistema que se comunica con los otros
diagnosticadores (Fabreet al., 2002; Genc and Lafortune, 2003; Aramburo-Lizarragaet al.,
2005). Dentro de éstos dos métodos se encuentran diferentes mejoras/modificaciones de los
mismos. A continuación se describen brevemente algunas del s t´ cnicas mas utilizadas.
Figura 4.1: Diagnóstico centralizado Figura 4.2: Diagnóstico distribuido
4.1. Técnicas de Diagńostico Modular
4.1.1. Diagńostico Modular Centralizado
Este método se presenta en (Garciaet al., 2002), y estudia la descomposición modular co-
mo una aproximación al diagnóstico de fallos basado en DES, analizando el problema de
acoplamiento producido por la implementación de un diagnosticador modular centralizado.
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Una de las ventajas de este método es que no requiere de un modelo detallado del sistema
para realizar el diagnóstico. Por ese motivo, este métodose puede adaptar a grandes y com-
plejos sistemas, no siendo necesariamente DES, sino que también se puede aplicar a sistemas
dinámicos continuos y modelarlos como ecuaciones diferenciales.
El método asume que hay dos niveles en el sistema. Un nivel bajo que actúa como contro-
lador local y un nivel alto que actúa como supervisor/monitorización, llevando a cabo las
labores de coordinación de las tareas de control ası́ como las tareas de diagnóstico y recupe-
ración de fallos.
La adecuada implementación de métodos de diagnóstico defallos es necesaria en el nivel de
monitorización.
La interfaz entre los dos niveles transmite información entre los supervisores cuando se activa
algún evento del supervisor.
En los sistemas DES, el modelo del sistema es un modelo exhaustivo que incorpora no solo el
comportamiento normal de varios componentes, sino también estados adicionales represen-
tados por fallos de éstos. La fase de modelado empieza con elmod lado de cada componente
individualmente que componen el sistema.
El modelo del sistema está formado por la composición de toos los modelos individuales.
Cada componente individual se modela por la siguiente expresión general,
Gi = (Xi,Σi, δi, x0i) (4.1)
dondeXi es el espacio de estados,Σi son los eventos de activación,δi es la función de tran-
sición, yx0i es el estado inicial deGi. Algunos eventos enδi son observables y otros no
observables,Σi = Σo ∪ Σuo. Los eventos no observables son los que no dependen directa-
mente de las medidas de los sensores o estados, en éstos eventos se incluyen los fallos del
sistema.
El inconveniente del diagnóstico de fallos basado en DES esqu presenta un crecimiento
exponencial del número de estados al incorporar nuevos fall o componentes, teniendo en
cuenta que la complejidad del sistema se puede considerar depen i ndo del número de dis-
positivos relacionados entre sı́, dando lugar a la descomposición modular para resolver estos
problemas.
La descomposición modular puede crear fallos de diagnóstico debidos al fenómeno de aco-
plamiento, este fenómeno de acoplamiento se produce cuando los subsistemas comparten
algún tipo de flujo de energı́a o material.
La consecuencia del flujo compartido, desde el punto de vistadel diagnóstico, es que un
subsistema que funciona con normalidad puede alcanzar un estado de fallo, debido a que no
recibe flujo de otro subsistema.
Para dividir el sistema en subprocesos, se deben tener en cuenta las siguientes propuestas:
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a) Los subprocesos se formarán teniendo en cuenta la relación entre los componentes que
forman el sistema, especialmente la cooperación entre lossubsistemas.
b) Tener en consideración las dimensiones de los modelos resultantes.
La descomposición modular da lugar a la descomposición del sist ma en subsistemas, cada
uno con su correspondiente controlador que envı́a información a un diagnosticador modular
centralizado, asumiendo que cada diagnosticador modular diagnostica a su correspondiente
subsistema.
El modelo global de esta descomposición se podrı́a representar con la media de los diferentes
subsistemas.
GM = GS1 ‖ ... ‖ GSn (4.2)
Cada subsistema estará formado por los modelos de losm componentes locales del sistema
Si.
Obteniendo un modelo global como el siguiente.
GM = (QM ,ΣM , δM , q0M) (4.3)
Es fácil comprobar que el número de estados necesarios para empezar el diseño de la des-
composición modular se ha reducido significativamente en comparación con el caso integral.
Ésta metodologı́a para el diagnóstico basada en FSM se puede aplicar también utilizando
RdP. Al utilizar las RdP, se podrı́a obtener una optimizaci´on del tamaño del controlador
global, aplicando técnicas de sincronización de transiciones y fusión de lugares equivalentes.
El comportamiento del diagnosticador está condicionado ala existencia de lazos, determina-
dos por la función de transiciónδdSi.
El fenómeno de acoplamiento en un diagnosticador modularGdSi tiene lugar cuando ocurre
un fallo de acoplamientoFc ∈ ΣSj en un subsistemaSj , que comparte flujo de materiales o
energia con el subsistemaSi.
El acoplamiento no es deseable, ya que éste puede producir el bloqueo del sistema. También,
cuando un fallo permite el funcionamiento de manera degradada el sistema, el resto de
diagnosticadores deben ser capaces de detectar la ocurrencia d un fallo adicional.
La solución del problema de acoplamiento, está precedidapor un análisis de los posibles
acoplamientos.
Se debe utilizar información no local para detectar el fallo en situaciones susceptibles a
acoplamiento, es decir, utilizar información de otros diagnosticadores en los que ha habido
algún fallo y ası́ informar al resto de ello.
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Los eventos serán por tanto clasificados en locales y no localesΣSi = ΣLSi ∪ ΣNLSi.
Esta función se puede construir incluyendo información de desacoploIdSj , la cual notifi-
cará que ha ocurrido un fallo en otro diagnosticador y proporcionará una función para el
diagnosticador acoplado.
El método presentado tiene las ventajas de que ofrece un claro criterio para la descompo-
sición modular, analizando el problema de acoplamiento y aport ndo soluciones al mismo,
pero también presenta inconvenientes, tales como la complejidad del modelo al utilizar ar-
quitectura basada en autómata, provocando que no se pueda utilizar en sistemas muy com-
plejos y también el ser un sistema centralizado, puesto queestá demostrado que un sistema
distribuido funciona mejor. De ahı́ que no utilicemos este método para nuestro propósito,
solamente tomamos la idea de la descomposición y el flujo compartido.
4.2. Técnicas de Diagńostico Distribuido
4.2.1. Diagńostico Distribuido para Sistemas Cualitativos
En este método (Suet al., 2002), se propone un nuevo método de diagnóstico distribuido
on-line, en donde cada componente tiene su propio diagnosticador local, construido en base
al conocimiento del componente.
Cada diagnosticador local se conecta con otro diagnosticador local basándose en las relacio-
nes entrada/salida de los componentes asociados. El diagnosticador global es la suma de los
estados de todos los diagnosticadores locales, reduciendoası́ la complejidad del sistema.
De ésta forma es sencillo añadir, quitar o modificar componentes, ya que solamente afecta
a los componentes con los que está relacionado el componente a modificar, ofreciendo una
mayor escalabilidad.
Cada diagnosticador local se basa principalmente en su observación local, la comunicación
con los demás diagnosticadores locales se realiza para el perf ccionamiento del diagnóstico,
de forma que si un diagnosticador local o canal de comunicación falla, otro diagnosticador
local puede producir el diagnóstico a través de un canal decomunicación en buen estado,
dando al sistema una mayor robustez.
En el diagnosticador hay unas trayectorias predefinidas debido a que hay estados a los cuales
el sistema no puede alcanzar debido a limitaciones fı́sicasy serı́an detectadas como fallo.
Para evaluar el estado de fallo, primeramente hace una estimación del comportamiento del
sistema y la compara con las lecturas.
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Una vez estimado el fallo se realiza el proceso de comunicación, enviando un mensaje de
fallo a todos los diagnosticadores.
La idea es que cada proceso de comunicación se divida segúns realice la dirección de
la comunicación, ya sea “aguas arriba” o “aguas abajo”. Cuando un diagnosticador local
envı́a un mensaje a otros diagnosticadores, pone una etiqueta al mensaje que indica que ha
llegado a un punto fijo o no. Esta etiqueta también puede servir para determinar el fin de la
comunicación.
Es posible que no todos los posibles candidatos a fallos contengan el fallo, esto es debido
a que hay ambigüedad en la detección, para determinar la ocurren ia del fallo se necesita
conocer más información sobre el sistema.
Para solucionar el problema de ambigüedad se deben excluirso ciones imposibles en el
diagnóstico, realizando en cada diagnosticador local un pre-procesamiento de fallo antes de
realizar un diagnóstico más avanzado, siendo una forma dereducir el consumo de recursos.
Las observaciones del sistema se pueden usar de dos formas:
a) Realizando el diagnóstico utilizando todas las observaciones anteriores.
b) Realizando el diagnóstico utilizando solamente las observaciones más recientes.
El modelo de diagnóstico local se expresa como,
Di = (Gi, Ei, Ri, Ci) (4.4)
dondeGi es el modelo cualitativo del sistema,Ei es la estimación,Ri es el informe local de
fallos yCi es el protocolo de comunicación.
Hay un reloj global para la sincronización de los diferentes diagnosticadores locales. Cada
diagnosticador local observa los eventos sucedidos en cadaintervalo.
El procedimiento para el diagnóstico distribuido serı́a el siguiente:
1) Inicializaci ón: Iniciar el diagnosticador con los valores estimados iniciales.
2) Diagnóstico: En cada intervalo de tiempo se comprueba si hay alguna modificación
en la observación. Si no ha cambiado, se actualiza el estadoal valor anterior, y si hay
modificación,
a.- Calcular la estimación del estado anterior.
b.- Calcular el estado del diagnosticador. En este caso se realiza l comunicación
con el resto de diagnosticadores.
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4.2. Técnicas de Diagnóstico Distribuido
En este método se demuestra realizando una comparación que el diagnóstico distribuido fun-
ciona mejor que el diagnóstico centralizado, ya que necesita menos tiempo de computación
y genera un número mayor de modelos de diagnóstico.
El método presenta las ventajas de que reduce la complejidad del sistema, ofrece escala-
bilidad y robustez, ası́ como un buen diagnóstico de fallos, también hace una comparación
con un sistema centralizado, demostrando que el sistema distribuido funciona mejor, pe-
ro también presenta inconvenientes, tales como el utilizar arquitectura basada en autómata,
ası́ como el tener que realizar una pre-compilación en cadadiagnosticador y buscar una dis-
tribución óptima. Debido a los inconvenientes se decide no utilizar este método para nuestro
propósito.
4.2.2. Diagńostico Distribuido usando RdP’s
RdP’s con lugares fronterizos
En (Genc and Lafortune, 2007) se estudia la detección de fallos on-line y el aislamientode
los mismos en sistemas dinámicos modulares modelados comoredes de Petri con lugares
fronterizos. Los lugares en común entre las redes de Petri modelan el acoplamiento existente
entre varios sistemas.
Muchas técnicas de diagnóstico se basan en el uso de modelos de autómata, pero el uso de
redes de Petri en vez de modelos de autómata ofrece ventajasen el modelado de sistemas y
análisis, especialmente en sistemas distribuidos.
Los modelos de redes de Petri se han usado para resolver problemas de observabilidad, mo-
nitorización, alarmas y diagnóstico de fallos en diferentes trabajos, recibiendo cada vez más
atención en el uso en sistemas distribuidos (Genc and Lafortune, 2003).
Cada diagnosticador tiene información sobre su modelo local, y observa los tipos de fallos
de los diagnosticadores a los que está asociado mediante los lugares fronterizos.
En este caso se considera un sistema modular deM lugares fronterizos de la red de Petri,
presentando dos nuevos algoritmos de comunicación, uno esun si tema mejorado de comu-
nicación DDC-2 y otro un DDC-M con tamaño fijo de mensaje.
El sistema a diagnosticar es un conjuntoS , definido como:
S = {(Mm,Pm : m = 1, 2, ...,M} (4.5)
dondeMm es una red de Petri yPm son los lugares en común.
Se asume que los lugares fronterizos operan como una sola entid d, es decir, hay un reloj
global para coordinar las diferentes redes de Petri.
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4.2. Técnicas de Diagnóstico Distribuido
La ventaja que ofrece la modularidad es que al no compartir info mación estructural, los
subsistemas se pueden aislar o reemplazar sin que los demássubsi temas se tengan que
modificar por completo.
El estado del diagnosticador también lleva información de diagnóstico, que provee informa-
ción del tipo de fallo que ha ocurrido. También guarda un histór co de los cambios en los
lugares en común con cada diagnosticador vecino.
En general la comunicación de una red de Petri tiene tres partes; un conjunto de estados,
etiquetas de fallo y etiquetas de mensajes para cada vecino.
Una vez definidos los fallos, el diagnosticador se define comoel par SD = (Dm,Pm),
dondeDm = (Mm,△f,m), siendo△f,m el conjunto de tipos de fallos.
El estado del diagnosticador del moduloDm es una matriz de la forma:


− | − | −
xms (i) | x
m
f (i) | x
m
l (i)
− | − | −

 (4.6)
dondexms (i) es el estado del diagnosticador,x
m
f (i) denota la etiqueta de fallo yx
m
l (i) denota
la etiqueta del mensaje.
Las etiquetas de fallo se utilizan al igual que en el modelo aut´ mata para memorizar la
ocurrencia de un evento de fallo.
Si los diagnosticadores no son informados añadiendo/quitando marcas de los lugares com-
partidos, éste no puede diagnosticar correctamente un fallo debido a la falta de información.
Este problema se soluciona mediante un protocolo de comunicación entre los diagnosticado-
res.
El protocolo de comunicación está compuesto por dos algoritm s, ambos estarán en todos
los diagnosticadores. El primero actualiza el estado del diagnosticador y genera los mensajes
de fallo en el caso que éstos ocurran. El segundo algoritmo está a la espera de algún men-
saje de otro diagnosticador. Este algoritmo se puede utilizar para sistemas conM lugares
compartidos, con el inconveniente de que el tamaño del mensaje va creciendo con cada fallo,
dependiendo del número de lugares en común y de la cantidadde fallos del sistema.
El hecho de que el mensaje se incremente en tamaño es un inconve ie te para la comunica-
ción, debido a que el objetivo es la reducción de las transmisiones. Para evitarlo, se propone
una longitud fija del mensaje, reduciendo de esta forma la comunicación. Esto se consigue
actualizando los protocolos anteriores, de forma que se codifique el mensaje para ası́ obtener
una longitud fija.
Caben destacar una serie de ventajas de este método como sonel me saje de tamaño fijo,
con el cual se tiene un mayor control sobre la comunicación yque no utiliza modelos de
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4.3. Conclusiones / comentarios
autómata, haciendo que el modelado del sistema sea más sencillo. Es por esto que tomamos
esta técnica como referencia para desarrollar la nuestra.
4.3. Conclusiones / comentarios
Se han descrito tres de las técnicas más usadas, destacando las ventajas e inconvenientes
de cada una de ellas. Para nuestro propósito se han considerado interesantes caracterı́sticas
como la descomposición modular, ya que se asemeja a los sistema distribuidos, el uso de
RdP, puesto que ofrece ventajas en el modelado de sistemas y análisis, y también se ha
considerado interesante analizar el flujo compartido, ya que es una caracterı́stica que afecta
a los sistemas que comparten flujo de energı́a o material.




Método de Anidamiento Latente de Fallos
(ALf)
El método de Anidamiento Latente de Fallos se utiliza para el análisis de fallos en sistemas
complejos, mediante el uso de Redes de Petri Coloreadas (Garciaet al., 2008b). El objetivo
de esta herramienta es unificar en una sola estructura gráfica los diferentes subsistemas para
de esa forma, obtener una mejor interpretación, anidar todos los fallos del sistema en cada
lugar de estado y detectar o reconocer el fallo para aislarloen un lugar especı́fico. Esta meto-
dologı́a se conoce como Redes de Petri Coloreadas para el Diagnóstico de Fallos (RdPCDF),
en inglésDiagnóstic Coloured Petri Nets(DCPN), usando el método de Anidamiento Laten-
te de Fallos (ALF), en inglésFault Latent Nestling Method(FLNM).
5.1. Definicíon formal y fundamentos
Las RdPCDF representan los diferentes fallos a diagnosticar mediante colores o marcas.
Definición 4 Una RdPC para el diagńostico de fallos se denota:
D = (P, T, Pre, Post,M0, C, PLN f, TF, PV f) (5.1)
DondeP, T, Pre, Post,M0, tienen las mismas definiciones que para una RdPC, a diferencia
dePre y Post que se dividen cada uno en dos subconjuntos, según sea una transición de
comportamiento normal o de fallo.
Pre = PreT ∪ PreTF
Post = PostT ∪ PostTF
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Diferenciando a su vez las funciones en los arcos normales y dfallo, ası́ como la recupera-
ción del fallo.
Pre = PreT : P × T → N
Post = PostT : T × P → N
PreTF : (PLN f × Tf ∪ PV f × Tr) → N
PostTF : (Tf × PV f ∪ Tr × PLN f) → N
C es el conjunto de marcas coloreadas que se divide en los siguientes subconjuntos.
C = N ∪ f (5.2)
DondeN es el conjunto de marcas coloreadas de funcionamiento normal y f el conjunto de
marcas coloreadas de fallo a diagnosticar.
PLN f son los lugares de anidamiento latente de fallo,PV f son los lugares de verificación
de fallo yTF = Tf ∪ Tr, que es el subconjunto de transiciones de fallo y recuperación.
5.2. Modelado inicial
Primeramente se puede modelar cada subsistema como un modelo de RdP, realizando a
continuación un proceso de plegamiento (foldingen inglés), utilizando las técnicas de RdPC
para aprovechar las capacidades que éstas ofrecen y ası́ poder tratar con sistemas complejos
de forma mas sencilla.
5.3. Definicíon del conjunto de fallos
Se debe definir el conjunto de fallos a diagnosticar y asignara c da uno de ellos unas marcas
coloreadas del tipof = {f1, f2, ..., fi}.
Cada uno de estos fallosf representa un fallo del sistema, determinado por las condiciones
dinámicas del mismo, de forma que, si se verifica el fallo, segarantiza su aislamiento al estar
asociado a un tipo de fallo especı́fico de un dispositivo concreto o de una zona del sistema.
Pueden haber a su vez fallos de tipo individualfi o simultáneofifk.
5.4. Lugares de anidamiento latente de fallos (PLNf )
Una vez definidos los fallos, se realiza un análisis dinámico del sistema, realizando el anida-
miento de fallos en cada uno de los lugares de las RdPC, relacionando las marcas de fallo con
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5.5. Trayectorias de verificación y recuperación de fallos
el funcionamiento normal del sistema y depositando en cada lugarPi una marca coloreada
representativa de cada tipo de fallo, de forma que todos los fa los incluidos en el sistema se
asignan única y exclusivamente al conjunto de lugares PLNf.
Los PLNf son los lugares de la RdPCDF en donde se encuentra la marca de fallo fi, donde
permanecerá hasta la activación de una transición de fallo.
Figura 5.1: Lugar de anidamiento latente de fallos PLNf k
Se asocia una marca coloreadaCi a cada tipo de fallofi, es decir, las marcas se representan en
modo texto indicando el tipo de fallofi, mientras que las marcas tradicionales (punto negro)
representan el comportamiento dinámico normal. En laFigura 5.1se muestra un ejemplo del
anidamiento de fallos y las marcas representativas del comportamiento normal.
5.5. Trayectorias de verificacíon y recuperacíon de fallos
Las trayectorias de verificación y recuperación de fallosson las estructuras gráficas que unen
un lugar PLNf con un lugar PVf y viceversa, definidas por las transiciones de fallo (Tf ) y
recuperación (Tr) respectivamente.
Definición 5 Una transicíon de fallo o recuperación en una RdPCDF esta habilitada si cada
PLNfk o PVf en0TFj cumple la condicíon:
para Tf :
m(PLN fk) ≥ Pre(PLN fk, Tj)
para Tr:
[m(PV f) ≥ Pre(PV f, T rj)] ∧ [m(PLNfk) ≥ Pre(PLNfk, T rj]
Cuando se consideran sensores de tipo binario, estos se denomina SROV, obteniendo un
conjunto de lecturas posibles de:
|SROV | = 2n (5.3)
A su vez, el conjunto deSROV (Mk) está dividido en un subconjunto de valores esperados
(SROVev) y valores no esperados (SROVnev).
SROV (Mk) = SROVev(Mk) ∪ SROVnev(Mk) (5.4)
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5.6. Diagnosticabilidad del modelo
Cuando se produce una activación de una lectura no esperada, s ecir, se activa una transi-







> M(PV f(〈f qi 〉))
Lo que expresa laEcuación 5.5es que un lugar PLNf k contiene una marca de fallo tipof
q
i
y una marca normalq, cuando se activa la transición de falloTfk, se conduce al marcado
M(PV f(〈f qi 〉)), que indica que ha ocurrido el fallof
q
i .
En algunos casos el fallo se puede recuperar, expresándolocom :
M(PV f(〈f qi 〉))
[Trk/SROVev(M
′(PLNf(〈•q〉)) ∧M(PV f(〈f qi 〉))) (5.6)
> M(PLNf(〈•q〉, 〈f qi 〉))
La Ecuación 5.6expresa que habiendo una marca de falloqi en el lugar de verificaciónPV f
y una marca normalq en el lugar de anidamientoPLNf , cuando se activa la transición de
recuperaciónTr, se conduce de nuevo al marcadoM(PLNf(〈•q〉, 〈f
q
i 〉)).
5.6. Diagnosticabilidad del modelo
Debe existir una trayectoria para cada tipo de fallo desde ellugar de anidamiento latente de
fallos PLNf al lugar de verificación de fallosPV f . La capacidad de detección de fallos
viene determinada por la capacidad de sensorización. Un sistema puede diagnosticar el fallo
q si existe almenos una trayectoria aPV f , expresándolo como:






> M(PV f(〈f qi 〉))
5.7. Ejemplo de la metodoloǵıa
Para comprender mejor la metodologı́a del Anidamiento Latente de fallos, se presenta un
ejemplo básico de una tuberı́a con dos válvulas. El sistema consiste en una tuberı́a para
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5.7. Ejemplo de la metodologı́a
transportar lı́quido de un lugar a otro, con dos válvulas a sus extremos y dos sensores a la
salida de cada válvula para controlar el flujo. En laFigura 5.2se presenta la estructura fı́sica
del sistema.
Figura 5.2: Sistema de ejemplo de una tuberı́a con dos válvulas
El funcionamiento del sistema consiste en, para que el lı́quido fluya de un lugar a otro, deben
estar las dos válvulas abiertas, si alguna de las dos válvulas está cerrada, no pasará lı́quido.
El primer paso es realizar un modelo del sistema de comportamiento normal en una RdP y
posteriormente un plegamiento. Debido a la sencillez del ejemplo, se modela directamente
una RdPC (Figura 5.3).
Figura 5.3: RdPC del sistema de una tuberı́a con dos válvulas
A continuación se definen los diferentes fallos que se quieren diagnosticar. En este caso los
fallos a diagnosticar son el paso de flujo cuando la válvula esté cerrada (Fv1a, Fv2a) y el
bloqueo de flujo cuando la válvula se encuentre abierta (Fv1c, Fv2c). Estos fallos se detectan
con el medidor de flujo que hay a la salida de cada válvula.
Una vez definidos los fallos, se realiza un análisis dinámico para realizar el anidamiento de
fallos en cada uno de los lugares de la RdPC, depositando en cada lugar una marca coloreada
que represente el tipo de fallo. En laFigura 5.4se muestra la RdPCDF para el sistema de la
tuberı́a con dos válvulas.
El sistema funciona de la siguiente manera, cuando las dos v´alvulas se encuentren abiertas,
el sistema deberá dejar pasar el flujo de lı́quido, en caso deque el sensor de flujo de una
de las dos válvulas no detectara el paso de flujo, se reconocerá un fallo en la válvula en la
que no se haya detectado flujo. Cuando las dos válvulas se encu ntren cerradas, el sistema
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Figura 5.4: RdPCDF del sistema de una tuberı́a con dos válvulas
no deberá dejar pasar flujo de lı́quido, si el sensor de flujo detecta el paso del mismo, se
detectará fallo en la válvula que se haya detectado el pasode flujo.
A continuación se muestra la verificación y recuperaciónde un fallo, en el que la válvula 1 se
encuentra cerrada y el sensor de flujo detecta el paso del mismo. Los demás fallos seguirán
la misma estructura.
El aislamiento del falloFv1ase produce:
M(PLNf1(〈V 1〉, 〈Fv1a〉))
[F1/SROVnev(M(PLNf1(〈V 1〉, 〈Fv1a〉))) (5.8)
> M(PV f(〈Fv1a〉))
La recuperación del falloFv1ase produce:
M(PV f(〈Fv1a〉))
[F1/SROVev(M(PLNf1(〈V 1〉)) ∧M(PV f(〈Fv1a〉))) (5.9)
M(PLNf1(〈V 1〉, 〈Fv1a〉))
Un ejemplo más formal de esta metodologı́a se presenta en (Rodrı́guezet al., 2008a), aplicándo-
la a un sistema de refrigeración y lubricación de un aerogenerador.




Método de Anidamiento Latente de Fallos
Distribuido (ALfD)
En la actualidad, muchas aplicaciones son demasiado grandes y complejas para tratarlas
como un solo sistema, de ahı́ la idea de emplear sistemas distribuidos. En este trabajo, par-
tiendo de que el método de Anidamiento Latente de Fallos (ALf) (Garciaet al., 2008a) es
una herramienta para el análisis de fallos en sistemas complejos centralizados, se pretende
ampliarla para su uso en sistemas complejos distribuidos, detectando ası́ los fallos que se
producen en los sistemas debido al flujo compartido.
6.1. Estructura e ideas principales
Como se muestra en laFigura 6.1, se parte de un sistema distribuido, el cual se comunica
entre sı́ para realizar las labores de control. Para realizar el diagnóstico se utiliza la técnica
de Anidamiento Latente de Fallos, que al tratarse de una técica entralizada, debe haber un
diagnosticador para cada subsistema.
Figura 6.1: Sistema distribuido S1 y S2 con diagnosticadores D1 y D2
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6.1. Estructura e ideas principales
En los sistemas distribuidos se pueden producir fallos en los diferentes subsistemas debido
al flujo compartido de información y/o material, esto se debe que al producirse un fallo
o suceso en un subsistema, éste puede afectar a otro, provocando ası́ un fallo encadenado
debido a que no recibe flujo compartido. Para prevenir este tipo de fallos, es necesario que
los diagnosticadores se comuniquen entre sı́ los diferentes fallos y sucesos que se puedan
propagar para que de ésta forma, los demás diagnosticadores n realicen un diagnóstico
erróneo del fallo producido identificándolo como uno propio.
Un ejemplo sencillo al que se puede aplicar esta técnica es el que se presenta en laSección 5.7,
en el cual el comportamiento de una válvula afecta al comportamiento de la otra, es decir,
si una válvula se encuentra cerrada, no habrá flujo de lı́quido por la tuberı́a, induciendo por
tanto un fallo en la otra válvula si se encuentra abierta, yaque no detecta flujo.
Una forma de ampliar la técnica de Anidamiento Latente de Fallos para su uso en sistemas
complejos distribuidos es mediante un sistema de comunicación entre diagnosticadores, con
esto se consigue evitar que puedan producirse retardos en elistema de control, consiguiendo
ası́ prevenir posibles fallos debido a la comunicación (Figura 6.2).
Figura 6.2: Sistema distribuido con diagnosticadores comunicados
Para poder comprender mejor la metodologı́a, se presenta elsiguiente ejemplo genérico
(Figura 6.3) en el cual se detecta un fallo en el sistema S1, que a su vez, provoca un fa-
llo en el sistema S2.
El sistema está compuesto por dos diagnosticadores y dos lugares de comunicación. En los
diagnosticadores se encuentran los lugares de AnidamientoLatente de fallos (PLNf ) y los
lugares de Verificación de fallo (PV f ), y en los lugares de Comunicación (Com) es donde
se realiza la comunicación entre los dos subsistemas.
La dinámica del sistema es la siguiente, cuando en el diagnosticador 1 se detecte el fallo
fn a través de la transiciónTfn, la marca de fallo se moverá del lugarPLNf1al lugarPVf1,
este movimiento da lugar a la activación de la transiciónTcom11, que moverá la marcafn
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Figura 6.3: Ejemplo genérico de fallo en S1 que provoca un fallo en S2
del lugar de comunicaciónCom11al Com12. Este movimiento a su vez activa la transición
Tcom21, es decir, se realiza la comunicación entre los dos subsistemas, moviendo la marca
fn del lugarCom21al Com22. La presencia de la marcafn en el lugarCom22implica que,
cuando el diagnosticador 2 detecte algún fallo a través dela transiciónTfx, la marca de fallo
fx se moverá del lugarPLNf2al PVf2, con la caracterı́stica que se convertirá en una marca
doble, es decir, la marcafx se convertirá enfx,n al moverse al lugarPVf2, indicando que el
fallo se ha pruducido como consecuencia del fallo del diagnosticador 1.
La recuperación del fallo se realiza de forma similar, cuando el diagnosticador 1 recupere
el fallo a través de la transiciónTrn, la marca de fallofn volverá al lugarPLNf1, activando
a su vez la transiciónTcom12, moviendo la marcafn del lugar de comunicaciónCom12al
lugar Com11. Con este movimiento se realiza la comunicación entre los dos subsistemas,
activando ası́ la transiciónTcom22, que moverá la marca del lugarCom22al Com21. La
activación de la transiciónTrx, implica la recuperación del diagnosticador 2, moviendo bien
la marca simplefx o la marca doblefx,n del lugarPVf2 al lugar de anidamientoPLNf2,
quedando de esta forma el sistema sin fallos.
Más adelante se realiza una explicación más formal del funcionamiento del sistema.
6.2. Definicíon formal y fundamentos
Para que los diferentes diagnosticadores se comuniquen entre sı́, se emplean los lugares de
comunicación. La principal idea de estos lugares es la de comunicar entre los diferentes
diagnosticadores solamente los fallos o sucesos que puedanafectar al otro sistema para que
de esta forma, se comunique y no se realice un diagnóstico erróneo. Solamente se comunican
los fallos o sucesos que afectan o puedan afectar a otro sistema, con el objetivo de mejorar
el sistema de comunicación.
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Las redes de comunicación se pueden definir como las RdPC, con unas pequeñas modifica-
ciones.
Definición 6 Una red de comunicación de una RdPCDFD se denota:
C = (P, T, Pre, Post,M0, F ) (6.1)
DondeP, T, Pre, Post,M0, tienen las mismas definiciones que para una RdPC (Sección 5.1),
a diferencia dePre y Post que tienen un argumento adicional que es el colorF de disparo
de la transiciónTj . Ası́:Pre(Pi, Tj/F ), Post(Tj, Pi/F ).
F es el conjunto de marcas coloreadas de fallo que se quieren comunicar, pertenecientes al
conjunto de marcas coloreadas de fallo a diagnosticar (f ), pertenecientes al diagnosticador.
F ∈ f (6.2)
Como se puede ver en laFigura 6.4, las redes de comunicación van a tener dos estados, un
estado de “fallo” y un estado de “no fallo”.
Figura 6.4: Estados de “fallo” y de ”no fallo” en los lugares de comunicación
El estado de “fallo” indica que se ha producido un fallo en un sbsistema y éste debe ser
comunicado al lugar de comunicación de otro subsistema, par que informe al diagnosticador
de que se ha producido un fallo en otro subsistema y lo tenga encuenta a la hora de realizar
el diagnóstico.
El estado de “no fallo” sirve para la recuperación del sistema, comunicando al lugar de
comunicación de otro subsistema que se ha recuperado el fallo, y éste a su vez, informe al
diagnosticador de la recuperación de dicho fallo.
Estos estados se representan comoComjc, dondej representa el subsistema yc indica el
estado en el que se encuentra, 2 para estado de “fallo” y 1 para“no f llo”.
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6.3. Definicíon del conjunto de fallos
Este proceso se realiza de forma muy parecida al método de Ani amiento Latente de fallos.
El primer paso es definir el conjunto de fallosF = {F1, F2, ..., Fi} que se van a comunicar
entre los diagnosticadores, para asignarlos a los diferentes lugares de comunicación y de esta
forma poder transmitirlos a los subsistemas.
Cada uno de estos fallosF representa un fallo o suceso de un subsistema que se va a trans-
mitir a los demás diagnosticadores. Este fallo solamente se definirá en los lugares de co-
municación a los que vaya a afectar, esto quiere decir que sis produce un fallofp en el
subsistemaSa y el fallo no afecta al subsistemaSb, no será necesario definir el fallofp en
este subsistema.
Para el ejemplo genérico que se propone (Figura 6.3) se definen los fallosfn y fx, uno para
cada diagnosticador.
En laSección 5.7, como ya se ha mencionado, se presenta un ejemplo al que se puede aplicar
este nuevo método, los fallos a transmitir son los fallos inducidos al encontrarse una válvula
cerrada y otra abierta (Fi1c, F i2c), que provocan un fallo inducido por la válvula cerrada en
la válvula que se encuentre abierta al no haber flujo.
6.4. Modificaciones en los diagnosticadores
En los diferentes subsistemas se utiliza la técnica de Anidamiento Latente de fallos, a la cual,
es necesario realizar unas pequeñas modificaciones en los diagnosticadores. Las modifica-
ciones consisten en añadir una funciónPost a las transiciones de fallo y recuperación, de
forma que se puedan modificar las marcas según las condiciones de disparo de la transición.





fp si M(Comj2(< 0 >))
fp, q si M(Comj2(< fq >))
Post(PV fj , T rp/ < fp, q > ∪ < fp >) = fp
La función en la transición de fallo indica que cuando hayaun marca de fallofq en el lugar
de comunicación que recibe el fallo (Comj2), una marca de fallofp en el lugarPLNfj y
se active la transición de falloTfp, la función convertirá la marca de fallo simplefp en una
marca doblefp, q, indicando que el fallo defp se ha producido a consecuencia del fallofq.
La función en la transición de recuperación indica que cuando esté la marcafp, q o fp en
PV fj y se active la transiciónTrp, la marca se convertirá enfp de nuevo en el lugarPLNfj .
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6.4. Modificaciones en los diagnosticadores
En el ejemplo genérico propuesto (Figura 6.3), una vez definidos los fallos que se van a
comunicar y los lugares de comunicación, se deben modificarlos diagnosticadores para que
éstos modifiquen las marcas de fallo según el disparo de lastran iciones. En este ejemplo
solamente se definen las funciones del subsistema 2, ya que para los demás subsistemas se





fx si M(Com22(< 0 >))
fx, n si M(Com22(< fn >))
Post(PV f2, T rx/ < fx, n > ∪ < fx >) = fx
Como se puede ver en laFigura 6.5, las funciones anteriores indican que si hay una marca
fx en el lugarPLNf2, una marcafn enCom22 y se activa la transiciónTfx, la función
convertirá la marcafx en una marcafx, n en el lugarPV f2. Si hay una marcafx, n o una
marcafx en el lugarPV f2 y se activa la transiciónTrx, se pondrá la marcafx en el lugar
PLNf2.
Figura 6.5: Funciones de las transiciones de fallo del subsitema 2
Una modificación que va a sufrir el ejemplo de laSección 5.7para poder aplicar este nuevo
método es la de modificar los diagnosticadores, para que modifiquen las marcas de fallo
según las condiciones de disparo de la transición.
Cuando una válvula se encuentre cerrada y otra abierta, en lválvula abierta habrá un fallo
inducido por la válvula cerrada que provoca que no haya flujode lı́quido. La modificación
se realiza para los dos diagnosticadores de la misma forma.





Fv2c si M(Com22(< 0 >))
Fv2c, F i1c si M(Com22(< Fi1c >))
Post(PV f2, TR4/ < Fv2c, F i1c > ∪ < Fv2c >) = Fv2c
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Fv1c si M(Com12(< 0 >))
Fv1c, F i2c si M(Com12(< Fi2c >))
Post(PV f1, TR2/ < Fv1c, F i2c > ∪ < Fv1c >) = Fv1c
6.5. Trayectorias de comunicacíon de fallos
Las trayectorias de comunicación de fallos son las encargad s de realizar la comunica-
ción entre los diferentes diagnosticadores y los lugares de comunicación, y viceversa, co-
municándose también entre sı́ los lugares de comunicaci´on. Las transiciones que unen los
diferentes lugares se definen mediante la aparición de marcas en los lugares de los diagnos-
ticadores y de los lugares de comunicación.
Las trayectorias de comunicación de fallos de los lugares de comunicación del sistema que
detecta el fallo se definen:
Definición 8 Trayectoria de fallo del lugar de comunicación que detecta el fallo
M(Comj1(< fp >))
[Tcomj1/SROVnev(M(Comj1(< fp >)))
> M(Comj2(< fp >))
DondeTcomj1 es la transicíon que se activa al aparecer la marcafp en el lugarPV fj del
diagnosticadorj.
Definición 9 Trayectoria de recuperación del lugar de comunicación que detecta el fallo
M(Comj2(< fp >))
[Tcomj2/SROVev(M(Comj2(< fp >)))
> M(Comj1(< fp >))
DondeTcomj2 es la transicíon que se activa al desaparecer la marcafp del lugarPV fj
del diagnosticadorj.
A continuación se van a definir las trayectorias de comunicación de fallos de los lugares de
comunicación del sistema al que se le comunica el fallo. Este punto es en el que se realiza la
comunicación entre los dos subsistemas.
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Definición 10 Trayectoria de fallo del lugar de comunicación que recibe el fallo
M(Comj1(< fp >))
[Tcomj1/SROVnev(M(Comj1(< fp >)))
> M(Comj2(< fp >))
DondeTcomj1 es la transicíon que se activa al aparecer la marcafp enComj2 del diag-
nosticador que comunica el fallo.
Definición 11 Trayectoria de recuperación del lugar de comunicación que recibe el fallo
M(Comj2(< fp >))
[Tcomj2/SROVev(M(Comj2(< fp >)))
> M(Comj1(< fp >))
DondeTcomj2 es la transicíon que se activa al aparecer la marcafp en Comj1 del el
diagnosticador que recibe el fallo.
Para el ejemplo genérico propuesto en laFigura 6.3las trayectorias de verificación, recupe-
ración y comunicación de fallos serı́an las siguientes.
Las trayectorias de los lugares de comunicación del sistema 1, el que detecta el fallo, se
definen:
− Trayectoria de fallo del lugar de comunicación del sistema1
M(Com11(< fn >))
[Tcom11/SROVnev(M(Com11(< fn >)))
> M(Com12(< fn >))
DondeTcom11 es la transición que se activa al aparecer la marcafn en el lugarPV f1
del diagnosticador 1.
− Trayectoria de recuperación del lugar de comunicación del sistema 1
M(Com12(< fn >))
[Tcom12/SROVev(M(Com12(< fn >)))
> M(Com11(< fn >))
DondeTcom12 es la transición que se activa al desaparecer la marcafn del lugar
PV f1 del diagnosticador 1.
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6.5. Trayectorias de comunicación de fallos
Seguidamente se definen las diferentes trayectorias de comunicación de fallos de los lugares
de comunicación del sistema 2, al que se le comunica el fallo.
− Trayectoria de fallo del lugar de comunicación del sistema2
M(Com21(< fn >))
[Tcom21/SROVnev(M(Com21(< fn >)))
> M(Com22(< fn >))
DondeTcom21 es la transición que se activa al aparecer la marcafn enCom12.
− Trayectoria de recuperación del lugar de comunicación del sistema 2
M(Com22(< fn >))
[Tcom22/SROVev(M(Com22(< fn >)))
> M(Com21(< fn >))
DondeTcom22 es la transición que se activa al aparecer la marcafn enCom11.
Las trayectorias de verificación, recuperación y comunicación de fallos del ejemplo de la
Sección 5.7serán las siguientes, mostrando el esquema completo en laFigura 6.6:
Figura 6.6: Ejemplo completo del método distribuido para el ejemplo de laSección 5.7
Las trayectorias se definen de la misma forma para comunicar un fallo de un subsistema a
otro, a continuación se definen solamente las trayectoriasde los lugares de comunicación del
subsistema 1, cuando éste detecta el fallo, ya que cuando sedetecta el fallo en el subsistema
2, la comunicación se realiza de la misma forma:
Cuando aparezca la marcaFi1c en el lugarPV f1 del diagnosticador 1, se activará la transi-
ciónTcom11, moviendo la marcaFi1c del lugarCom11 al lugarCom12.
Diagnóstico distribuido mediante el Método de Anidamiento Latente de Fallos usando RdPC
Miguel Sanjuan
39 de 73
Capı́tulo 6. Método de Anidamiento Latente de Fallos Distribuido (ALfD)
6.6. Conclusiones del método
Una vez la marcaFi1c se encuentre en el lugarCom12, se realiza la comunicación entre
los diferentes sistemas, activando la transiciónTcom21, que mueve la marcaFi1c del lugar
Tcom21 al lugarTcom22, donde el diagnosticador 2 ya recibe el fallo.
La recuperación del fallo se realiza cuando desaparece la marcaFi1c del lugarPV f1 del
diagnosticador 1, que mueve la marcaFi1c del lugarCom12 al lugarCom11 auna vez se
active la transiciónTcom12 .
Al recuperarse el diagnosticador 1 y encontrarse la marcaFi1c en el lugarCom11, se realiza
la comunicación para activar laTcom22 y mover la marcaFi1c del lugarCom22 al lugar
Com21.
6.6. Conclusiones del ḿetodo
Este método como ya se ha comentado, ofrece la ventaja de diagnosticar los fallos que se
producen debido al flujo compartido en sistemas complejos distribuidos. Partiendo de la
base del método de Anidamiento Latente de Fallos (ALf), se ha conseguido evitar que se
realice un diagnóstico erróneo del fallo producido debido al flujo compartido mediante la
comunicación entre los diagnosticadores.
Sin embargo, dicho método presenta el inconveniente de quese pierde poder de diagnóstico,
ya que al realizar la comunicación, el diagnosticador que recibe el fallo depende del anterior,
no pudiendo de esta forma diagnosticar un fallo propio mientras el otro se encuentre activo.
Una mejora para esta técnica podrı́a ser el aplicar un retardo en la propagación y recuperación
del fallo, ya que dependiendo del sistema, el fallo puede tardar un tiempo en propagarse y
afectar a los demás sistemas.É ta mejora no evita el problema, ya que es una caracterı́stica de
los sistemas, pero disminuye el tiempo en que se está detectando el fallo en el diagnosticador
que recibe el fallo. En elCapı́tulo 7se propone una solución para esta mejora.




Método de Anidamiento Latente de Fallos
Distribuido (ALfD) con retardo
El Método de Anidamiento Latente de Fallos Distribuido (ALfD) presentado en elCapı́tulo 6
es una herramienta para el análisis de fallos en sistemas complej s distribuidos, detectando
los fallos que se producen a causa del flujo compartido. En la mayorı́a de estos casos, los
fallos de flujo compartido tienen un tiempo de propagación antes de que puedan afectar al
siguiente sistema, de ahı́ la necesidad de tener en cuenta este tiempo.
7.1. Estructura e ideas principales
En los sistemas complejos distribuidos, los fallos suelen tener un tiempo de propagación
antes de afectar al siguiente sistema, esto se debe al flujo compartido existente entre los
diferentes sistemas. Este tiempo de propagación se debe tener en cuenta para saber con mayor
certeza el momento en el que el fallo va a afectar al siguientesis ma y por tanto tener
más información para no hacer un diagnóstico erróneo del fallo producido. El tiempo de
propagación y recuperación se ha de asignar de forma manual e l puesta en marcha del
proceso o con la ayuda de un experto.
El ejemplo que se presenta en laSección 5.7cumple con esta caracterı́stica, en el que el
comportamiento de una válvula afecta al comportamiento dela otra, pasando un tiempo
entre la detección del fallo y la inducción del mismo en la otr válvula. Esto es debido a que
el flujo de lı́quido tarda un tiempo en propagarse de una válvul a otra.
La información del tiempo de propagación de fallo se encuetra en los lugares de comu-
nicación, los cuales comunicarán los fallos al siguientesubsistema cuando este tiempo se
cumpla, de forma que los demás diagnosticadores puedan realiza el diagnóstico con mayor
exactitud.
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7.1. Estructura e ideas principales
El sistema está compuesto de la misma forma que para el método de Anidamiento Latente de
Fallos Distribuido (ALfD), por un diagnosticador y un sistema de comunicación para cada
subsistema.
En laFigura 7.1se puede ver la ampliación del ejemplo genérico anterior (Capı́tulo 6) en el
que ahora se tiene en cuenta el tiempo de propagación de los fallos.
Figura 7.1: Ejemplo de fallo en S1 que provoca fallo en S2 con retardo en la propagación
La dinámica del sistema es muy parecida a la del ejemplo delCapı́tulo 6, añadiendo en
este caso los lugares de propagación y recuperación para ası́ tener en cuenta el tiempo de
propagación y recuperación de fallo.
Cuando el diagnosticador 1 detecte el fallofn mediante la transiciónTfn, la marca se mo-
verá dePLNf1a PVf1, activando ası́ la transiciónTcom11, que moverá la marcafn del lugar
Com11al Com1p, activando de esta forma el temporizador de la transiciónTcom1p. Una
vez transcurrido el tiempo de propagación del fallo, la marca fn pasará del lugarCom1pal
lugarCom12, activando a su vez la transiciónTcom21, realizando ası́ la comunicación entre
los dos subsistemas, y moviendo la marcafn de Com21a Com2p. En este caso al haberse
cumplido el tiempo de propagación la transiciónTcom2pestará activada, moviendo la marca
fn del lugarCom2pa Com22. La presencia de esta marca en el lugarCom22implica que,
cuando el diagnosticador 2 detecte algún fallo mediante latransiciónTfx, la marcafx se mo-
verá del lugarPLNf2al lugarPVf2, convirtiéndose en una marca doblefx,n, indicando que se
ha producido el fallo en el diagnosticador 2 como consecuencia del fallo del diagnosticador
1.
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7.2. Definición formal y fundamentos
La recuperación del fallo se realiza cuando el diagnosticador 1 recupere al fallo a través de
la transiciónTrn, devolviendo la marcafn al lugarPLNf1, activando ası́ la transiciónTcom12
que moverá la marcafn del lugar de comunicaciónCom12al lugarCom1r. Con la marca
fn en el lugarCom1rse activará el temporizador de la transiciónTcom1r. Al cumplirse el
tiempo de recuperación, la marcafn se moverá al lugarCom11, realizando de esta forma la
comunicación entre los dos subsistemas para activar la transiciónTcom22, que moverá la
marca del lugarCom22al lugarCom2r. Al haberse cumplido el tiempo de recuperación,
la transiciónTcom2restará activa, moviendo la marcafn al lugarCom21, quedando ası́ el
sistema sin ningún fallo detectado provocado por el diagnosticador 1.
Cuando se recupere el fallo del diagnosticador 2 mediante latransiciónTrx, la marca simple
fx o la marca doblefx,nse moverán al lugar de anidamientoPLNf2comofx.
Se realiza una explicación más formal más adelante.
7.2. Definicíon formal y fundamentos
Al igual que en una RdPCDFD, solamente se transmiten los fallos que afectan a otro sistema,
con la diferencia de que estos llevan asociado un tiempo de propagación y recuperación.
Este método se define igual que las RdPCDFD con el añadido del tiempo de propagación.
Definición 12 Una red de comunicación de una RdPCDFDR se denota:
CR = (P, T, Pre, Post,M0, F, t) (7.1)
DondeP, T, Pre, Post,M0 y F , tienen las mismas definiciones que para una RdPCDFD.
t es el tiempo de propagación y recuperación de fallo que se lasigna a cada tipo de fallo.
t = tp ∪ tr (7.2)
Como se puede ver en laFigura 7.2, los lugares de comunicación van a tener cuatro estados,
estado de “fallo”, estado de “no fallo”, estado de “propagación” y estado de “recuperación”.
El estado de “fallo” y “no fallo” se comportan de la misma forma que en el método de
Anidamiento Latente de Fallos Distribuido (ALfD), comunicar la ocurrencia y recuperación
del fallo a los demás subsistemas.
El estado de “propagación” realiza una espera hasta que se cumpla el tiempo de propaga-
ción del fallo, una vez se cumpla este tiempo, significa que el fallo va a afectar al siguiente
subsistema y por tanto se cambia al estado de “fallo”.
En el estado de “recuperación”, al igual que el estado de “propagación”, realiza la espera
hasta que se cumpla el tiempo de recuperación, pasado ese tiempo, significa que el fallo ya
no va a afectar al siguiente subsistema y se cambia al estado de “n fallo”.
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7.3. Definición del conjunto de fallos y tiempo de propagación/recuperación
Figura 7.2: Estados de “fallo”, “no fallo”, “propagación”y “recuperación”
Los estados se representan comoComjc, dondej representa el subsistema al que pertenece
el lugar de comunicación yc indica el estado en el que se encuentra, representando con1
para “no fallo”,2 para “fallo”, p para “propagación” yr para “recuperación”.
7.3. Definicíon del conjunto de fallos y tiempo de propaga-
ción/recuperacíon
La definición de los fallos se realiza de la misma forma que para el método de Anidamiento
Latente de fallos distribuido, primero se define el conjuntode fallos que se van a comuni-
carF = {F1, F2, ..., Fi}, y una vez definidos, se ha de definir el tiempo de propagacióny
recuperaciónt para cada uno de ellos.
Cada uno de los fallosF tiene asociado un tiempot, el cual indica el tiempo entre que es
detectado el fallo hasta que éste afecta a otro subsistema.Cad tiempo de propagación es
diferente, ya que cada fallo puede tardar más o menos tiempon ropagarse.
El tiempo de recuperación será ligeramente superior al tiempo de propagación, debido a que
el diagnosticador ha de estar detectando el fallo un tiempo antes de que se propague y una
vez propagado este.
Para el ejemplo propuesto se definen los fallosfn y fx, uno para cada diagnosticador. Se
ha considerado un tiempo de propagación de 5 segundos y un tiempo de recuperación de 7
segundos. Este tiempo se ha elegido al azar, ya que se trata deun ejemplo.
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7.4. Modificaciones en los diagnosticadores
7.4. Modificaciones en los diagnosticadores
No es necesario realizar ninguna modificación respecto al método de Anidamiento Latente
de fallos distribuido, debido a que no se han modificado los lugares de comunicación de
forma que afecten a los diagnosticadores. La modificación es la misma, la funciónPost de
las transiciones de fallo y recuperación de los diagnosticadores, ası́ que solamente se muestra
la función genérica de los arcos de fallo y recuperación.





fa si M(Comj2(< 0 >))
fa, b si M(Comj2(< fb >))
Post(PV fj, T ra/ < fa, b > ∪ < fa >) = fa
La función en la transición de fallo indica que cuando hayaun marca de fallofb en el lugar
de comunicación que recibe el fallo (Comj2), una marca de fallofa en el lugarPLNfj y
se active la transición de falloTfa, la función convertirá la marca de fallo simplefa en una
marca doblefa, b, indicando que el fallo defa se ha producido como consecuencia del fallo
fb.
La función en la transición de recuperación indica que cuando esté la marcafa, b o la marca
fa enPV fj y se active la transiciónTra, la marca se convertirá enfa de nuevo en el lugar
PLNfj .
7.5. Trayectorias de comunicacíon de fallos
Al igual que en elCapı́tulo 6, las trayectorias de comunicación de fallos realizan la comuni-
cación entre los diferentes diagnosticadores y los lugares de comunicación, y viceversa. Las
transiciones se activan mediante la aparición de marcas endiferentes lugares de los lugares
de comunicación y de los diagnosticadores.
Las trayectorias de los lugares de comunicación del sistema que detecta el fallo se definen:
Definición 14 Trayectoria de fallo del lugar de comunicación que detecta el fallo
M(Comj1(< fa >))
[Tcomj1/SROVnev(M(Comj1(< fa >)))
> M(Comjp(< fa >))
DondeTcomj1 es la transicíon que se activa al aparecer la marcaf en el lugarPV fj del
diagnosticadorj.
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7.5. Trayectorias de comunicación de fallos
Definición 15 Trayectoria de fallo del lugar de comunicación que propaga el fallo
M(Comjp(< fa >))
[Tcomjp/SROVnev(M(Comjp(< fa >)))
> M(Comj2(< fa >))
DondeTcomjp es la transicíon temporizada que se activa al aparecer la marcafa en el
lugarComjp, donde el tiempo se define como tiempo de propagación.
Definición 16 Trayectoria de recuperación del lugar de comunicación que detecta el fallo
M(Comj2(< fa >))
[Tcomj2/SROVev(M(Comj2(< fa >)))
> M(Comjr(< fa >))
DondeTcomj2 es la transicíon que se activa al desaparecer la marcaf del lugarPV fj
del diagnosticadorj.
Definición 17 Trayectoria de recuperación del lugar de comunicación que recupera el fallo
M(Comjr(< fa >))
[Tcomjr/SROVnev(M(Comjr(< fa >)))
> M(Comj1(< fa >))
DondeTcomjr es la transicíon temporizada que se activa al aparecer la marcafa en el
lugarComjr, donde el tiempo se define como tiempo de recuperación.
Una vez definidas las trayectorias de comunicación de fallos del sistema que detecta el fallo,
se van a definir las trayectorias del sistema al que se le comunica el fallo. Es en esta punto
en el que se realiza la comunicación entre los diferentes sub istemas.
Definición 18 Trayectoria de fallo del lugar de comunicación que recibe el fallo
M(Comj1(< fa >))
[Tcomj1/SROVnev(M(Comj1(< fa >)))
> M(Comjp(< fa >))
DondeTcomj1 es la transicíon del sistema que recibe el fallo que se activa al aparecer la
marcafa enComj2 del sistema que detecta el fallo.
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7.5. Trayectorias de comunicación de fallos
Definición 19 Trayectoria de fallo del lugar de comunicación que propaga el fallo
M(Comjp(< fa >))
[Tcomjp/SROVnev(M(Comjp(< fa >)))
> M(Comj2(< fa >))
DondeTcomjp es la transicíon temporizada que se activa al aparecer la marcafa en el
lugar Comjp del sistema que recibe el fallo, donde el tiempo se define comotie po de
propagacíon. En este caso el tiempo ya se ha cumplido por tanto la transición se encon-
trará activa.
Definición 20 Trayectoria de recuperación del lugar de comunicación que recibe el fallo
M(Comj2(< fa >))
[Tcomj2/SROVev(M(Comj2(< fa >)))
> M(Comjr(< fa >))
DondeTcomj2 es la transicíon del sistema que recibe el fallo que se activa al aparecer la
marcafa enComj1 del sistema que detecta el fallo.
Definición 21 Trayectoria de recuperación del lugar de comunicación que recupera el fallo
M(Comjr(< fa >))
[Tcomjr/SROVnev(M(Comjr(< fa >)))
> M(Comj1(< fa >))
DondeTcomjr es la transicíon temporizada que se activa al aparecer la marcafa en el
lugar Comjr del sistema que recibe el fallo, donde el tiempo se define comotie po de
recuperacíon. El tiempo de recuperación ya se ha cumplido en este caso, de modo que la
transición se encontŕa activa.
Las trayectorias de verificación, recuperación y comunicación de fallos para el ejemplo de la
Figura 7.1serı́an las siguientes.
Las trayectorias de los lugares de comunicación que detecta el fallo, subsistema 1, se definen:
− Trayectoria de fallo del lugar de comunicación del sistema1
M(Com11(< fn >))
[Tcom11/SROVnev(M(Com11(< fn >)))
> M(Com1p(< fn >))
DondeTcom11 es la transición que se activa al aparecer la marcafn en el lugarPV f1
del diagnosticador 1.
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− Trayectoria de fallo del lugar de comunicación del sistema1 que propaga el fallo
M(Com1p(< fn >))
[Tcom1p/SROVnev(M(Com1p(< fn >)))
> M(Com12(< fn >))
DondeTcom1p es la transición temporizada que se activa al aparecer la marcafn en
el lugarCom1p, donde el tiempo se define como tiempo de propagación.
− Trayectoria de recuperación del lugar de comunicación del sistema 1
M(Com12(< fn >))
[Tcom12/SROVev(M(Com12(< fn >)))
> M(Com1r(< fn >))
DondeTcom12 es la transición que se activa al desaparecer la marcafn del lugar
PV f1 del diagnosticador 1.




> M(Com11(< fn >))
DondeTcom1r es la transición temporizada que se activa al aparecer la marcafn en
el lugarCom1r, donde el tiempo se define como tiempo de recuperación.
A continuación se definen las diferentes trayectorias de comunicación de fallos de los lugares
de comunicación al sistema que se le comunica el fallo, el sistema 2.
− Trayectoria de fallo del lugar de comunicación del sistema2
M(Com21(< fn >))
[Tcom21/SROVnev(M(Com21(< fn >)))
> M(Com2p(< fn >))
DondeTcom21 es la transición que se activa al aparecer la marcafn enCom12.
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− Trayectoria de fallo del lugar de comunicación del sistema2 que propaga el fallo
M(Com2p(< fn >))
[Tcom2p/SROVnev(M(Com2p(< fn >)))
> M(Com22(< fn >))
DondeTcom2p es la transición temporizada que se activa al aparecer la marcafn en
el lugarCom2p, donde el tiempo se define como tiempo de propagación. El tiempo de
propagación ya se ha cumplido en este caso, de modo que la transición se encontrá ac-
tiva.
− Trayectoria de recuperación del lugar de comunicación del sistema 2
M(Com22(< fn >))
[Tcom22/SROVev(M(Com22(< fn >)))
> M(Com2r(< fn >))
DondeTcom22 es la transición que se activa al aparecer la marcafn enCom11.




> M(Com21(< fn >))
DondeTcom2r es la transición temporizada que se activa al aparecer la marcafn en
el lugarCom2r, donde el tiempo se define como tiempo de recuperación. En este ca o
el tiempo ya se ha cumplido por tanto la transición se encontrará activa.
Para el ejemplo de laSección 5.7las trayectorias de verificación, recuperación y comunica-
ción serán las siguientes. El esquema completo se muestraen laFigura 7.3.
A continuación se definen las trayectorias de los lugares decomunicación cuando el subsis-
tema 1 detecta el fallo, para el subsistema 2, se realiza de lamisma forma cuando se detecta
el fallo.
Cuando aparezca la marcaFi1c en el lugarPV f1 del diagnosticador 1, se activará la transi-
ciónTcom11, que moverá la marcaFi1c del lugarCom11 al lugarCom1p.
Una vez esté la marcaFi1c en el lugarCom1p, se activará la transiciónTcom1p, siendo una
transición temporizada definida con el tiempo estimado de propagación. Una vez transcurri-
do este tiempo, moverá la marcaFi1c al lugarCom12.
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Figura 7.3: Ejemplo método distribuido con retardo para elej mplo de laSección 5.7
Cuando la marcaFi1cse encuentre en el lugarCom12, se realiza la comunicación al siguiente
sistema, activando la transiciónTcom21, que moverá la marcaFi1c del lugarCom21 al lugar
Com2p.
Al aparecer la marcaFi1c en el lugarCom2p, se activa la transiciónTcom2p, siendo esta
transición temporizada definida por el tiempo estimado de propagación. Este tiempo ya se
ha cumplido de modo que la transición se encontrará activa, moviendo la marcaFi1c al lugar
Com22, indicando que el fallo se ha propagado.
La recuperación del fallo se realiza de forma similar a la propagación, activándose laTcom12
al desaparacer la marcaFi1c del lugarPV f1 del diagnosticador 1, moviendo la marcaFi1c
del lugarCom12 al lugarCom1r.
Con la marcaFi1c en el lugarCom1r, se activa la transición temporizadaTcom1r, definida
con el tiempo estimado de recuperación. Cuando pase este timpo, se moverá la marcaFi1c
al lugarCom11.
Al encontrarse la marcaFi1c en el lugarCom11, se activa la transiciónTcom21, realizándose
la comunicación entre los dos sistemas, que moverá la marca Fi1 del lugarCom22 al lugar
Com2r.
Cuando se encuentre la marcaFi1c en el lugarCom2r, se activará la transición temporizada
Tcom2r, estando definida por el tiempo estimado de recuperación, este tiempo ya se ha
cumplido por tanto la transición se encontrará activa, y moverá la marcaFi1c al lugarCom21,
quedando el sistema recuperado.
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7.6. Conclusiones del ḿetodo
Con este método se ha solucionado el problema del tiempo de propagación y recupera-
ción del fallo que se produce con el método de Anidamiento Latente de Fallos Distribuido
(Capı́tulo 6), ofreciendo ası́ una mayor capacidad de diagnóstico.
El método tiene la caracterı́stica que se puede asignar a cada fallo un tiempo diferente, ha-
ciendo un diagnóstico más preciso para cada uno de ellos, ya que no todos los fallos tienen
el mismo tiempo de propagación/recuperación.
También se ha conseguido reducir el tiempo en el que el diagnosticador que recibe el fallo
dependa del anterior solamente el tiempo necesario, no estando activo el tiempo en el que el
fallo se está propagando, mejorando de este modo el diagnóstico.
El inconveniente que presenta el método es la asignación manual del tiempo de propaga-
ción/recuperación a cada fallo, que requiere identificarprimero todos los fallos que se vayan
a comunicar y después el tiempo de propagación/recuperación para cada uno de ellos, ha-
biéndose de realizar este paso en la puesta en marcha del proc so.Éste inconveniente se
puede evitar realizando una detección de fallo y asignaci´o de tiempo de forma automática,
siendo ésta una de las posibles mejoras al método.
Una forma de obtener los diferentes fallos y el tiempo de propagación/recuperación serı́a
aplicar primeramente el método presentado en elCapı́tulo 6, y una vez esté aplicado, realizar
un autoaprendizaje de los mismos, no siendo de esta forma necesario la ayuda de un experto
ni la definición manual de los fallos ni tiempo de propagaci´on/recuperación durante la puesta
en marcha, ya que se realizarı́a de forma automática.





8.1. Descripcíon del proceso
El caso práctico a estudiar consiste en dos sistemas distribuidos, por una parte está la fabri-
cación de sacos de arena y por otra el paletizado automático de los mismos.
El primer sistema estará compuesto por dos sistemas indepei ntes para tener la posibilidad
de fabricar dos tipos de sacos de diferente o igual material (arena, grava,...). El segundo
sistema también estará formado por dos sistemas independi ntes para ası́ poder paletizar los
dos tipos de sacos.
El funcionamiento del sistema de forma resumida es el siguiente.
La fabricación de sacos estará formada por una cinta transportadora que llevará el material a
una tolva, la cual dispone de un sensor que indica que está lln , parando ası́ la cinta trans-
portadora para dejar de introducir material y abrir una trampilla que dejará caer el material
en un tubo.
El tubo estará rodeado por el material del que será el saco (normalmente plástico). Para la
confección de dicho saco, habrá un sellador vertical parasell r el plástico y que éste tenga
forma circular, y otro sellador horizontal para “cerrar” elsaco, que a la vez cortará.
Una vez se ha abierto la trampilla, a los pocos segundos se cerrará y se volverá a activar la
cinta de material, a la vez que se activan los selladores, quedando ası́ terminado el saco.
El saco caerá a un sistema de cintas transportadoras que llevarán el saco al sistema de pale-
tizado.
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En la cinta transportadora por la que entran los sacos al paletizado habrá un mecanismo
para girar los sacos 90o en los casos que corresponda (fila impar) para ası́ tener una buena
colocación de los mismos.
El palet estará formado por 9 filas de 6 sacos cada una, los sacestarán ordenados una fila
en un sentido y otra girados 90o.
Un sensor detectará el saco antes de entrar al paletizado para contabilizarlo y saber el número
de sacos que hay, para saber si se tiene que activar el actuador para girar los sacos.
Los sacos pasarán a un espacio, que una vez lleno con los 6 sacos, activará dos actuadores que
presionarán los sacos y abrirá una compuerta que depositará los sacos en el palet, bajando
el palet con los nuevos sacos y cerrando de nuevo las compuertas, para ası́ poder empezar el
proceso de nuevo.
Una vez lleno el palet, lo bajará hasta una cinta transportad a que se activará para sacar el
palet y volver a introducir uno nuevo, siguiendo con el proces .
8.2. Modelo inicial sin fallos
Primeramente se va a describir el funcionamiento del sistema sin fallos para tener una mejor
comprensión del mismo, mostrando en laFigura 8.1y en laFigura 8.2las RdPC de ambos
sistemas, pudiendose observar el marcado inicial.
A continuación se muestran las transiciones para el primersistema, fabricación de sacos de
arena.
TR1 =[Cinta 1, Cinta 2]
TR2 =[Cinta1, Cinta2, Trampilla 1, Trampilla 2]
TR3 =[Trampilla1, Trampilla2, Sensor V1, Sensor V2, Sensor H1, Sensor H2]
TR4 =[SensorV 1, SensorV 2, SensorH1, SensorH2]
Seguidamente se muestran las transiciones para el segundo sistema, paletizado automático.
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TR1 =[Cinta 6, Cinta 7, Actuador 5, Cinta 5, Gira Sacos]
TR2 =[Cinta6, Cinta7, Actuador5, Cinta5, GiraSacos, Subir Palet 1, Subir Palet 2]
TR3 =[SubirPalet1·Bajar Palet 1,SubirPalet2·Bajar Palet 2]
TR4 =[BajarPalet1, BajarPalet2]
TR5 =[Compuerta 1, Compuerta 2]
TR6 =[Aprieta Sacos 1, Aprieta Sacos 2, Actuador 1, Actuador2]
TR7 =[Compuerta1, Compuerta2]
TR8 =[Compuerta1·Bajar Palet 1,Compuerta2·Bajar Palet 2]
TR9 =[Cinta 6, Cinta7]
TR10 =[Cinta6, Cinta7]
TR11 =[Actuador1, Actuador2]
Figura 8.1: RdPC de la fabricación de sacos
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Figura 8.2: RdPC del paletizado automático
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En la RdPC del paletizado automático (Figura 8.2) se pueden encontrar funciones de trans-
formación en alguno de los arcos, mostrandose a continuación.
g1(TR2) =[0, 0, A5, C5, G5, 0, 0]
g2(TR2) =[0, 0, 0, 0, 0, Pa1, Pa2]
g3(TR2) =[C6, C7, 0, 0, 0, 0, 0]
g4(TR5) =[Co1, Co2]




8.3. Descripcíon de los fallos
Para determinar los fallos a identificar, primero hay que definirlos manualmente o mediante
una base de datos ya creada (si los fallos ya son conocidos).
A continuación se muestran algunos de los fallos del primersistema. Solamente se muestran
algunos fallos para la demostración del método, en futuros estudios se plantea evaluar nuevos
fallos.
f1 = la cinta 1 no funciona
f2 = trampilla 1 bloqueada en cerrado
f3 = sellador vertical 1 no sale
f4 = sellador horizontal 1 no sale
Seguidamente se muestran algunos fallos del segundo sistema, s evaluarán nuevos fallos en
futuros estudios.
f5 = la cinta 7 no funciona
f6 = palet 1 no sube
f7 = aprieta sacos 1 no sale
f8 = compuerta 2 no abre
8.4. Trayectorias de verificacíon y recuperacíon de fallos
Estas trayectorias son las representaciones que unen el lugar PLNf con el lugarPVf y vice-
versa. Se definen por las transiciones de fallo (Tf) y de recuperación (Tr) respetivamente y
dependerán de las medidas de los sensores.
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8.4. Trayectorias de verificación y recuperación de fallos
Los sensores de los que se dispone para el primer sistema son:
srov1(Mk) = {On1, Off1} ⇒ Velocidad
srov2(Mk) = {On2, Off2} ⇒ Presencia
srov3(Mk) = {On3, Off3} ⇒ Presencia
srov4(Mk) = {On4, Off4} ⇒ Presencia
Para el segundo sistema se dispone de los siguientes sensores:
srov5(Mk) = {On5, Off5} ⇒ Velocidad
srov6(Mk) = {On6, Off6} ⇒ Velocidad
srov7(Mk) = {On7, Off7} ⇒ Presencia
srov8(Mk) = {On8, Off8} ⇒ Presencia
DondeVelocidades un sensor de movimiento, que detecta si está en funcionamie to o
está parado,Presenciaes un sensor que detecta si el cilindro se ha movido, teniendolos
dos sensores salidas de tipo binario.
A continuación se muestran los valores de las lecturas sensoriales de verificación y de recu-
peración de fallo para cadaPLN f de cada fallo a diagnosticar.
Para el primer sistema:
- Cinta 1:




Lugar PLN f f2
P2 Off2 Off2
P3 On2 Off2
- Sellador Vertical 1:
Lugar PLN f f3
P3 Off3 Off3
P4 On3 Off3
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- Sellador Horizontal 1:
Lugar PLN f f4
P3 Off4 Off4
P4 On4 Off4
Para el segundo sistema:
- Cinta 7:





- Subir palet 1:
Lugar PLN f f6
P2 Off6 Off6
P3 On6 Off6
- Aprieta sacos 1:




Lugar PLN f f8
P6 On8 Off8
A continuación se van a definir las diferentes transicionesde fallo.
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8.5. Lugares de anidamiento latente de fallos
Los lugares de anidamiento latente de fallos son los lugaresde la RdPC en los que se en-
cuentran las marcas de fallo.
Para saber los lugares en los que colocar las marcas de fallo,hemos de buscar en las tablas
de las lecturas sensoriales la diferencia entre la lectura sensorial normal y la de fallo.
En laFigura 8.3y la Figura 8.4se pueden ver las RdPCDF de los dos sistemas.
8.6. Definicíon del conjunto de fallos y tiempo de propaga-
ción/recuperacíon
En la Sección 8.3se han definido los fallos del sistema, pero para el método propuesto se
han de definir los fallos que se van a transmitir junto con el tiempo de propagación y recu-
peración de cada uno de ellos para añadirlos a los lugares de comunicación de los diferentes
subsistemas.
A continuación se definen algunos de los fallos del sistema de f bricación de sacos que se
van a comunicar al sistema de paletizado y sus tiempos de propagación/recuperación (tp/tr).
f3 = sellador vertical 1 no sale tp3 = 5 s. tr3 = 7 s.
f4 = sellador horizontal 1 no sale tp4 = 5 s. tr4 = 7 s.
Los tiempos de propagación/recuperación se han definido mediante diferentes pruebas rea-
lizadas durante la implementación del método, considerando este tiempo suficiente para la
detección del fallo con un margen de seguridad. Se ha obtenido u tiempo medio de propa-
gación real del fallo de 6 segundos.
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Figura 8.3: RdPCDF de la fabricación de sacos
En el caso a estudiar solamente se ha tenido en cuenta la comuni ació de fallos del sistema
de fabricación de sacos al sistema de paletizado.Éstos fallos solamente van a afectar alf7
(aprieta sacos 1 no sale) del sistema de paletizado.
8.7. Modificaciónes en los diagnosticadores
Las modificaciones consisten en añadir una funciónP sta la transición de fallo y recupera-
ción de los diferentes diagnosticadores para que modifiquen las marcas según las condiciones
de disparo de cada transición.
A continuación se definen las funciones de los arcos del sistma de paletizado automático.
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Figura 8.4: RdPCDF de la fabricación de sacos
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f7 si M(Com22(< 0 >))
f7, 3 si M(Com22(< f3 >))
f7, 4 si M(Com22(< f4 >))
Post(PV f1, TF6) =< f7, 3 > ∪ < f7, 4 > ∪ < f7 >= f7
8.8. Trayectorias de comunicacíon de fallos
Para realizar la comunicación entre los diagnosticadoresy lo lugares de comunicación, y
viceversa, se utilizan las trayectorias de comunicación de fallos, activándose éstas con la
aparición de marcas en los lugares de comunicación y de losdiagnosticadores.
Las trayectorias de fallos de los lugares de comunicación del sistema de fabricación de fallos
son las siguientes.
− Trayectoria de fallo del lugar de comunicación que detectal f llo
M(Com11(< f3 >,< f4 >))
[Tcom11/SROVnev(M(Com11(< f3 >,< f4 >)))
> M(Com1p(< f3 >,< f4 >))
DondeTcom11 es la transición que se activa al aparecer la marcaf3 o la marcaf4 en
el lugarPV f del diagnosticador de fabricación de sacos.
− Trayectoria de fallo del lugar de comunicación que propagael f llo
M(Com1p(< f3 >,< f4 >))
[Tcom1p/SROVnev(M(Com1p(< f3 >,< f4 >)))
> M(Com12(< f3 >,< f4 >))
DondeTcom1p es la transición temporizada que se activa al aparecer la marcaf3 o la
marcaf4 en el lugarCom1p, donde el tiempo se define como tiempo de propagación
diferente para cada uno de los fallos.
Diagnóstico distribuido mediante el Método de Anidamiento Latente de Fallos usando RdPC
Miguel Sanjuan
62 de 73
Capı́tulo 8. Caso práctico
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− Trayectoria de recuperación del lugar de comunicación que detecta el fallo
M(Com12(< f3 >,< f4 >))
[Tcom12/SROVev(M(Com12(< f3 >,< f4 >)))
> M(Com1r(< f3 >,< f4 >))
DondeTcom12 es la transición que se activa al desaparecer la marcaf3 o la marcaf4
del lugarPV f del diagnosticador de fabricación de sacos.
− Trayectoria de recuperación del lugar de comunicación que recupera el fallo
M(Com1r(< f3 >,< f4 >))
[Tcom1r/SROVnev(M(Com1r(< f3 >,< f4 >)))
> M(Com11(< f3 >,< f4 >))
DondeTcom1r es la transición temporizada que se activa al aparecer la marcaf3 o la
marcaf4 en el lugarCom1r, donde el tiempo se define como tiempo de recuperación
diferente para cada fallo.
A continuación se definen las trayectorias de fallos de los lugares de comunicación del siste-
ma de paletizado automático, siendo en este paso en el que serealiza la comunicación entre
los dos sistemas.
− Trayectoria de fallo del lugar de comunicación que recibe el fallo
M(Com21(< f3 >,< f4 >))
[Tcom21/SROVnev(M(Com21(< f3 >,< f4 >)))
> M(Com2p(< f3 >,< f4 >))
DondeTcom21 es la transición que se activa al aparecer la marcaf3 o la marcaf4 en
Com12.
− Trayectoria de fallo del lugar de comunicación que propagael f llo
M(Com2p(< f3 >,< f4 >))
[Tcom2p/SROVnev(M(Com2p(< f3 >,< f4 >)))
> M(Com22(< f3 >,< f4 >))
DondeTcom2p es la transición temporizada que se activa al aparecer la marca f3 o
la marcaf4 en el lugarCom2p, estando activa la transición debido a que el tiempo de
propagación ya se ha cumplido.
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− Trayectoria de recuperación del lugar de comunicación que recibe el fallo
M(Com22(< f3 >,< f4 >))
[Tcom22/SROVev(M(Com22(< f3 >,< f4 >)))
> M(Com2r(< f3 >,< f4 >))
DondeTcom22 es la transición que se activa al aparecer la marcaf3 o la marcaf4 en
Com11.
− Trayectoria de recuperación del lugar de comunicación que recupera el fallo
M(Com2r(< f3 >,< f4 >))
[Tcom2r/SROVnev(M(Com2r(< f3 >,< f4 >)))
> M(Com21(< f3 >,< f4 >))
DondeTcom2r es la transición temporizada que se activa al aparecer la marcaf3 o la
marcaf4 en el lugarCom2r, al haberse cumplido el tiempo de recuperación, ésta ya
se encontrará activada.
8.9. Implementacíon
Para la implementación de este método se ha utilizado el diagrama que se muestra en la
Figura 8.5, empleandoLabviewpara las labores de diagnóstico, monitorización y comuni-
cación de los fallos mediante un sistema Scada, utilizandou a arquitectura cliente-servidor
con un protocoloTCP-IPpara la comunicación entre diagnosticadores. El control lo realizan
dos autómatasOmron CQM1H, conectados entre sı́ medianteController-link. Los diagnos-
ticadores se comunicarán con los autómatas a través de una conexión serieRS-232.
Figura 8.5: Diagrama de implementación
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El sistema Scada está compuesto por una RdPCDFDR que realiza la monitorización y diagnósti-
co del funcionamiento del sistema y de los fallos de este, unaRdPC que realiza la monito-
rización de la comunicación de los fallos, un cliente que envı́a el estado del sistema y los
mensajes de fallo, y un servidor que recibe el estado de los demás sistemas.
En la Figura 8.6se muestra el ejemplo de como queda el sistema de fabricación de sacos,
donde se puede ver la RdPCDFDR del sistema, la RdPC de comunicación, el estado de
las transiciones, las entradas del sistema y el modo de conexión (Local/PLC), ası́ como el
marcado inicial y el actual. Se puede ver también que se ha producido el fallof3 (Sellador
Vertical 1 no sale), y se ha comunicado al otro sistema despu´es de haber transcurrido el
tiempo estimado de propagación, esto último se deduce al encontrarse la marca de fallo en
el lugar de comunicaciónPC3.
Figura 8.6: Captura de pantalla del Scada sistema de fabricación de sacos
A continuación, en laFigura 8.7, se muestra como se representarı́a en el Scada del sistema
de paletizado que se ha producido el fallof4 (Aprieta Sacos 1 no sale) como consecuencia
del fallo producido en el sistema de fabricación de sacosf3. Se puede apreciar como en el
lugar de comunicaciónPC3 se ha recibido el fallof3 del sistema de fabricación de sacos,
indicando que el fallo ya se ha propagado hasta este sistema.
Para la obtención del tiempo de propagación y recuperaci´on del fallo, se han realizado di-
ferentes pruebas con el sistema de control, para medir el tiempo real que tarda el fallo en
propagarse y en recuperarse, obteniendo un tiempo medio de 6segundos, tomando como
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Figura 8.7: Captura de pantalla del Scada sistema de paletizado
tiempo estimado de propagación 5 segundos y como tiempo estimado de recuperación 7
segundos, considerando un margen de seguridad suficiente para la detección del fallo.
Figura 8.8: Tiempos estimados de propagación y recuperación
A continuación se muestran diferentes ensayos realizadosen el laboratorio para comprobar
el funcionamiento del método.
Ensayo 1
El ensayo 1 se realiza para comprobar el correcto funcionamiento del sistema de control
ası́ como la correcta monitorización del sistema mediantela RdPC. En este ensayo no se
produce ningún tipo de fallo, solamente se realizan diferent s pruebas de funcionamiento
normal del sistema.
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Ensayo 2
En este ensayo se van a provocar diferentes fallos de forma individualizada, con el fin de
verificar la detección de cada fallo por separado y garantizr su aislamiento en el lugar de
anidamiento, verificando el correcto funcionamiento del M´todo de Anidamiento Latente de
Fallos en sistemas distribuidos.
Se han probado de forma individual los fallos:f1 (Cinta 1 no funciona),f2 (Trampilla 1
bloqueada en cerrado),f5 (Cinta 7 no funciona),f6 (Palet 1 no sube) yf8 (Compuerta 2 no
abre), comprobando que se hace un correcto diagnóstico y aislamiento de cada uno de ellos.
Ensayo 3
En el siguiente ensayo, al igual que en el anterior, se comprueba el correcto funcionamiento
del Método de Anidamiento Latente de Fallos aplicado a sistemas SED’s complejos distri-
buidos, realizando pruebas con la detección de fallos múltiples en los que no se produce
acoplamiento entre los sistemas, es decir, los fallos producidos no se van a propagar al si-
guiente sistema.
Se han probado los mismos fallos que en el ensayo anterior, enest caso de forma simultánea,
comprobando de nuevo la potencia de diagnóstico que ofreceel método de Anidamiento
Latente de Fallos.
Ensayo 4
En el cuarto ensayo se comprueban las mejoras presentadas del Método de Anidamiento
Latente de Fallos Distribuido con Retardo, provocando fallos que producen acoplamiento
entre los sistemas de forma que se comprueba la comunicación entre los diagnosticadores
y la mejora en el diagnóstico al introducir el tiempo estimado de propagación y el tiempo
estimado de recuperación.
En este ensayo se han realizado dos pruebas, la primera prueba consiste en la detección del
fallo por el segundo sistema una vez se ha producido un fallo en el primero y ha transcurrido
el tiempo estimado de propagación, produciéndose el fallo en el segundo sistema como con-
secuencia del fallo del primero. En laFigura 8.6y Figura 8.7se muestra uno de los ensayos
realizados para esta primera prueba. La segunda prueba es ladetección del fallo del segundo
sistema antes de que haya transcurrido el tiempo estimado depropagación del fallo produ-
cido en el primer sistema, detectando ası́ el fallo como propio, ya que el fallo del primer
sistema todavı́a no se ha propagado.




Conclusiones y trabajo futuro
Con esta tesina se presenta una nueva técnica para el diagn´ostico de fallos en SED’s comple-
jos distribuidos utilizando el método de Anidamiento Latente de Fallos, mejorando también
la monitorización de los mismos.
La primera aportación de esta tesina muestra la ampliación del método de Anidamiento La-
tente de Fallos para aplicarlo en SED’s complejos distribuidos. Con ésto se ha conseguido
evitar que se realice un diagnóstico erróneo del fallo producido debido al flujo comparti-
do mediante la comunicación entre los diagnosticadores, observando que se pierde poder de
diagnóstico ya que al realizar la comunicación, el diagnosticador que recibe el fallo no puede
diagnosticar un fallo como propio mientras el otro se encuentre activo.
La segunda aportación es la mejora a la técnica presentada, des rrollando el método de
Anidamiento Latente de Fallos Distribuido con Retardo. En ´el, como dice el nombre, se
tienen en cuenta los retardos de propagación y recuperaci´on de fallos que se producen en
los sistemas distribuidos, consiguiendo que el diagnosticador que recibe el fallo se encuentre
detectando el fallo del otro sistema solamente el tiempo necesario, mejorando ası́ el poder
de diagnóstico.
En laFigura 9.1se puede observar el diagrama de tiempos de la propagación de fallos, donde
se puede ver como la detección de fallo se realiza en un instante, continuación se envı́a el
fallo una vez pasado un tiempo estimado de propagación y porúltimo el diagnosticador que
recibe el fallo lo detecta cuando ha transcurrido el tiempo de propagación real del fallo. Se ha
conseguido reducir el tiempo en que el diagnosticador que recibe l fallo detecta el fallo del
otro sistema solamente al tiempo de espera de fallo, pudiéndos ajustar éste en función del
tiempo estimado de propagación, dependiendo de la precisión que se quiera en el diagnóstico
de cada fallo.
En laFigura 9.2se encuentra el diagrama de tiempos de recuperación de fallos, donde está el
diagrama de recuperación del fallo, el envı́o de la recuperación y la recuperación real del
diagnosticador que recibe el fallo. Se observa como en este ca o el tiempo estimado de re-
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Figura 9.1: Diagrama de tiempos de la propagación de fallos
cuperación es mayor que el tiempo real de recuperación delfallo, esto es debido a que el
diagnosticador debe estar detectando el fallo hasta que se haya recuperado el diagnosticador
para evitar de este modo un diagnóstico erróneo, pudiendoajustar el tiempo de detección de
fallo según la precisión de diagnóstico deseada modificando el tiempo estimado de recupe-
ración.
Figura 9.2: Diagrama de tiempos de la recuperación de fallos
Con esta nueva técnica se ha conseguido reducir el tiempo enque el diagnosticador que re-
cibe el fallo esté detectando el fallo del otro sistema, ajust´ ndose éste modificando el tiempo
estimado de propagación y el tiempo estimado de recuperación, consiguiendo de esta forma
un diagnóstico de fallo más preciso ası́ como mayor poder de diagnóstico. También se ha
independizado el sistema de comunicación entre los diagnosticadores y el sistema de comu-
nicación del sistema de control, evitando ası́ posibles problemas debidos a la comunicación.
Un inconveniente que presenta este método es la asignación de los fallos y del tiempo de
propagación/recuperación de los mismos, habiendo de identificar cada uno de ellos manual-
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mente. Este inconveniente se plantea como un trabajo futurode cara a desarrollar nuevos
métodos de autodetección de fallos.
Una ampliación a desarrollar en trabajos futuros serı́a ampli r el método para su uso no solo
en sistemas discretos, sino también en sistemas contı́nuos e hı́bridos, abarcando ası́ un mayor
número de sistemas a diagnosticar, debido a que muchos procesos están controlados a la vez
por variables discretas y continuas.
En trabajos futuros también se podrı́an aplicar técnicasde inteligencia artificial como la
lógica difusa, redes neuronales y algunos otros para el modelado del sistema de diagnóstico,
ası́ como para la identificación de fallos.
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el diagnóstico de fallos en el sistema de refrigeración y lubricación de un aerogenerador.
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Diagnóstico distribuido mediante el Método de Anidamiento Latente de Fallos usando RdPC
Miguel Sanjuan
IV de IV
