Letter from the Editor
Dear Reader, In 1997, five undergraduate scientists noticed the lack of educational opportunities for undergraduate researchers in scientific communications. In an effort to resolve these issues, those five scientists founded The Journal of Young Investigators (JYI) with financial help from Duke University, Swarthmore College, and Glaxo Wellcome, Inc. The year 2017 represents the 20th anniversary of JYI's inception, and we have truly come a long way since then. JYI employs nearly one hundred undergraduate staff and twelve members of the Board of Directors, which serve as an advising body to the executive board. On page 22 you will find the stories of three former executive members, now accomplished professionals in their respective fields of science and medicine. Staffs from ten different countries and over sixty different institutions across the world are represented at JYI, making it one of the only international undergraduate scientific research journals. Furthermore, the thousands of readers who explore jyi.org everyday come from over fifty different countries and hundreds of institutions across the world.
After the 1997 inception of JYI, a conference was held in Baltimore along with a recruiting campaign across the east coast and, in December of 1998, the first issue of JYI was published with five research papers. With additional grants from the National Science Foundation and help from the newly-formed Board of Directors, JYI began publishing undergraduate research from all across the world, along with science news and careers, on a monthly basis in November of 2001. As a 501(c)(3) non-profit organization, our mission here at JYI is not only to provide educational experiences for undergraduate researchers all over the globe, but also to serve as a communication platform for the incredible scientific research being done by undergraduates. It is in line with this mission that we have decided to highlight notable undergraduate research papers from 2016 in the third annual Best of JYI print publication.
In "The Best of JYI: Highlights of Undergraduate Research, Volume Three," you will find four research papers from 2016, along with two papers published by our very own Science News and Features and Science Careers journalists. All the papers in this volume were selected by the Executive Board and Board of Directors, with the exception of the "Readers' Choice" paper, which was chosen in an open vote by more than 400 of our readers. JYI is a unique opportunity for undergraduates across the globe to expand their knowledge of scientific communications and join an international undergraduate scientific research community. Enjoy "The Best of JYI: Highlights of undergraduate research, Volume Three" and be sure to explore countless research papers done by undergraduate researchers across the world or apply for open positions at www.jyi.org.
INTRODUCTION
Gene expression is the process by which gene information is used to direct the function of cells. It is regulated in all cells because not all genes are required all the time or under all circumstances. For example, human brain cells need to express certain genes that are not needed in muscle cells, and vice versa (Gurdon & Melton, 2008) . In a similar sense, bacteria must express different genes depending on temperature, pH, osmotic pressure, or the availability of food (Beales, 2004) . Knowledge of gene regulation is important for understanding the differentiation and function of eukaryotic cells, the development of tissues in multicellular organisms, and the relationships of bacteria to their environments throughout the biosphere. It helps us to understand genetic diseases, diseases impacted by genetics, and cellular disorders such as cancer (López-Bigas & Ouzounis, 2004) . Gene regulation research can also be used to explore the contribution of bacterial microbiomes to human health and disease (Cho & Blaser, 2012) . In the context of synthetic biology, research results on the regulation of gene expression are being applied to engineer bacterial cells that produce
Mutational Analysis of Transcriptional Initiation in Bacteria
Anthony J. Eckdahl 1 and Todd T. Eckdahl 2* Gene expression in bacteria begins with transcription, the process by which the base sequence of DNA is copied into RNA. Promoters contain the DNA structural and chemical information for the initiation of transcription by RNA polymerase. Many bacterial promoters have conserved DNA sequences for this purpose called the -35 region and the -10 region. We used a new system for promoter research called pClone Red to carry out mutational analysis of the -35 region of a high strength promoter. We constructed a library of 4,096 mutant promoters by varying the six bases in the -35 region of the Ptac promoter. We isolated and sequenced 81 functional promoters from the library, and measured the strength of transcription initiation for each of them using a red fluorescent protein reporter gene. We developed a weighted consensus method to determine a pClone -35 consensus sequence formula for the 81 promoters. Consensus sequence variants functioned with a strength similar to that of the published natural consensus for the -35 region and functioned in two other promoters with different sequence contexts. Our results contribute to a basic research understanding of transcriptional initiation in bacteria, and our set of 81 promoters with varying strengths provide new tools for applied research in synthetic biology and biotechnology.
RESEARCH binding affinity of RNA polymerase and the rate of open promoter complex formation demonstrated that the consensus sequence of TTGACA exhibited the highest values for both parameters (Kobayashi, Ishihara & Nagata, 1990 ). An in vivo mutational analysis revealed that the strength of a promoter was halved by deletions that replace the -35 region with unrelated sequences (Bingham, Busby, Ponnambalam & Webster, 1986) .
We chose to investigate the effect of mutations in the -35 region by 1) building a library of all 4,096 variants of the six base -35 region, 2) randomly selecting promoters from the library, 3) measuring the strengths of the promoters, 4) determining the DNA sequence of the promoters, and 5) compiling a -35 region consensus sequence from the promoters. For our study, we chose the Ptac bacterial promoter, which is a high-strength hybrid promoter derived from the Ptrp and Plac promoters (DeBoer, 1983 ; Figure 1 ). The high-strength property allowed a wide range of lower efficiencies to be generated. The sequence of the Ptac promoter is shown in Figure 1 . The sequence of the -35 region is identical to the -35 region consensus of TTGACA. The method by which we intro-duced mutations into Ptac involves a system recently developed by our research group (Campbell et al., 2014) . Figure 2 illustrates the structure of our pClone Red plasmid for cloning and measuring bacterial promoters. The pClone Red plasmid has a backwards facing promoter that causes expression of Green Fluorescent Protein (GFP) . A new promoter is cloned into pClone Red by Golden Gate Assembly, a new cloning method that employs DNA ligase and type IIs restriction endonucleases such as BsaI to conduct restriction digestion and ligation at the same time for seamless connection of DNA parts (Engler, Gruetzner, Marillonnet, Weber, & Werner, 2011) . A new promoter cloned into pClone Red faces forward and expresses Red Fluorescent Protein (RFP). The amount of RFP expressed depends on the strength of the new promoter.
We used pClone Red to produce a library of mutant promoters by varying each of the six bases of the -35 region of the Ptac promoter. We collected 81 different clones with varying intensities of the RFP reporter to quantify the strength of transcription initiation for each one. Our results add to the understanding of transcriptional initiation in bacteria. They suggest that promoter sequence variation in the -35 region affects sigma factor binding. Our consensus sequence is an alternative testable hypothesis about the expected strengths of bacterial promoters. The 81 promoter variants have various strengths that can be used to build complicated genetic circuits that require specific ratios of gene expression. These genetic circuits have many applications in energy, medicine, bioremediation, or biotechnology.
MATERIALS AND METHODS

Library Construction
We introduced mutations into the Ptac -35 region by designing DNA oligonucleotides (Integrated DNA Technologies, Inc., Coralville, Iowa). We used six Ns in the place of the TTGACA sequence that comprises the -35 region of the Ptac promoter. The sequence of the top strand oligonucleotide was and the sequence of the bottom strand oligonucleotide was .
For use in Golden Gate Assembly (GGA), the top strand oligonucleotide starts with a 5' CGAC sticky-end and the bottom strand begins with a 5' CCGC sticky-end. Prior to GGA, we annealed the top and bottom strand oligonucleotides at 5µM in the annealing reaction. We prepared a 20µL annealing reaction using 16µL of H2O, 2µL of 10X annealing buffer (1M NaCl, 100mM Tris-HCl pH 7.4), 1µL top strand promoter oligonucleotide, and 1µL bottom strand promoter oligonucleotide. We boiled the annealing reaction in 400mL of water for 4min and allowed it to cool slowly overnight in the same water bath.
The annealed oligonucleotides were diluted with water to the same concentration as the pClone Red destination vector (Campbell et al., 2014;  http://parts.igem.org/Part:BBa_J119137 in the Registry of Standard Biological Parts) to provide a 1:1 molar ratio of promoter insert to pClone vector in the GGA reaction. For Mutant promoters in the form of annealed promoter oligonucleotides can be cloned into pClone Red with Golden Gate Assembly (GGA) using BsaI and DNA ligase. In the resulting GGA products, the strength of the mutant promoters can be measured by RFP production. RESEARCH GGA, we use a vector concentration of 40nM (60ng/µL of pClone Red) and diluted the annealed and cooled oligonucleotides to 40nM. We diluted the 100µM oligonucleotides to 5µM (5000nM) in the annealing reaction and further diluted the annealed oligos 125-fold (5000nM/40nM) by adding 124µL of H2O to 1µL of the cooled oligonucleotides. We performed GGA reactions in a total volume of 10µL containing 6µL H2O, 1µL 10X T4 DNA Ligase Buffer (supplied by New England BioLabs, Ipswich, Massachusetts as 300mM Tris-HCl pH 7.8 at 25°C, 100mM MgCl2, 100mM DTT and 10mM ATP), 1µL of 40 nM pClone Red destination vector, 1µL of 40nM annealed promoter oligonucleotides, 0.5 µL HF (high fidelity; New England BioLabs, Ipswich, Massachusetts) BsaI (10 units), and 0.5µL T4 DNA Ligase (New England BioLabs, Ipswich, Massachusetts; 50 Weiss units). We placed the GGA reactions in a thermal cycler set for 20 cycles of 1min at 37°C followed by 1min at 16°C. The 37°C temperature favors digestion by BsaI-HF while the 16°C favors ligation by T4 DNA ligase. The GGA reactions ended with a 15min incubation at 37°C to cleave the remaining BsaI sites. We transformed the completed GGA reactions into Z-competent E. coli JM109 cells (Zymo Research, Irvine, California) by adding competent cells to the completed GGA reaction, placing the mixture on ice for 5min, and pipetting it directly onto a LB agar plate with 50µg/mL ampicillin. We incubated the plates overnight at 37°C.
Library Exploration
We photographed pClone mutant promoter library plates to document the colors of the colonies and chose those that had a wide range of RFP expression due to different promoter strengths. We transferred 81 colonies to LB + ampicillin liquid media with a sterile toothpick for overnight growth. We made a glycerol stock for each of them using 300µL sterile glycerol and 700µL of overnight bacterial culture. We determined the strength of the promoters by quantifying the RFP output of clones with a fluorometer (Bioteck, Winooski, Vermont) set for 585nm excitation and 615nm emission. We measured cell density with absorbance at 600nm and expressed RFP fluorescence as a ratio with cell density values in the denominator. We isolated plasmid DNA from 8mL cultures of each clone grown overnight in LB with ampicillin using the miniprep kit from Zymo Research, Irvine, California. We sent miniprep aliquots for Sanger DNA sequencing to the Iowa State University DNA Facility, Ames, Iowa.
Consensus Sequence Determination and Testing
Analysis of the sequencing data led to the development of a consensus sequence, called the pClone -35 Consensus. The consensus sequence formula of GA(T/C)A(A/T)A includes the four possible sequence variants GATAAA, GATATA, GACAAA, and GACA-TA. To test their functions, we incorporated them into the sequence of Ptac and cloned them into pClone Red. We sought to test the effect of promoter sequences surrounding the -35 region by embedding the four consensus sequence variants into two new promoter contexts that are very different from Ptac and from each other. As a starting point for designing the two new promoters, we used a consensus sequence developed from a mutational analysis of the sequences before and after the -35 region, reported as (5'-WTWNWNNNNAWWWNNTTCTTGACATNTTNNNNNNNWTRTGRTATA-ATDNNNNNRTWW -3') (De Mey, Lequeux, Maertens, Soetaert, & Vandamme, 2007a) . Our first set of rules to specify the bases was W=A, N=G, R=G, and D=G, while avoiding runs of 4 or more Gs or Cs. This resulted in Psimp1, whose sequence is
The second set of rules we applied was W=T, N=C, R=A, and D=C resulting in Psimp2, with the sequence (5'-CGACCTCCGCATTTCCTTCTTGACATCTTCCGCCGCTTATGATATAATCCG-
CCCATTT-3').
We cloned the four pClone -35 consensus sequence variants GA-TAAA, GATATA, GACAAA, and GACATA, along with the original Ptac consensus of TTGACA, into Psimp1 and Psimp2 to produce a collection of ten new promoter variants. We quantified the strengths of the promoter variants by using RFP expression and compared the mean values for each of them with an unpaired t-test using a threshold for statistical significance of p = .05.
RESULTS
Mutant Promoter Library Construction and Exploration
Our primary research goal was to explore the effects of mutations in the -35 region of a bacterial promoter. We mutated each of the RESEARCH six bases in this region, producing a library of 4 6 or 4,096 mutant promoters. Figure 3 shows a picture of the plated library of clones on a UV light box. Unsuccessful GGA resulted in colonies that expressed the GFP gene, driven by the original backwards-facing promoter of the pClone Red plasmid. Successful GGA produced all of the colonies that do not show GFP expression, but have varying levels of RFP expression. As expected, mutations in the -35 region of the Ptac promoter yielded diverse promoter strengths, causing the varying RFP brightness of E. coli colonies on the plate.
Our collection of 81 promoters with their -35 region sequences is listed in Figure 4 , along with their strengths, expressed as a ratio of the measured RFP production of each clone to that of Ptac. The 81 promoters covered a wide range of strengths, from 128% of the strength of Ptac to 0.9%. The mean RFP expression ratio of the 81 clones was 19.7 +/-28.3, and the median RFP expression ratio was 7.3. Of the 81 clones, three have a promoter strength higher than Ptac, 12 have a strength at least 50% of Ptac, and 44 have a promoter strength less than 10% of Ptac.
Consensus Sequence Determination
Our examination of the sequences of the -35 regions from the 81 promoters listed in Figure 4 revealed patterns of bases required for high promoter strength. We captured these patterns by determining a consensus sequence. Consensus sequences are usually determined by analyzing the top 5-20% of the promoters (Estrem, Gaal, Gourse, & Ross, 1998) . We used this method to determine a consensus sequence from the 12 mutant promoters that had a strength of 50% or higher compared to Ptac. The resulting Preliminary pClone -35 Consensus is shown in Figure 5B . It differs considerably from the published -35 consensus shown in Figure 5A , which was derived from 263 E. coli promoters (Harley & Reynolds, 1987) . Specifically, the first, second, third, and fifth bases differ between the two consensus sequences.
To use the information collected for all of the 81 promoter sequences, we developed a new method of consensus building. Our weighted consensus method allows each base in each position to make contributions to the consensus that are proportional to the strength of the promoter in which it is found. Our method assigns a score to each base in each position based on the RFP expression of the mutant promoter that contained it. For example, for mutant promoter number 65, which had a promoter strength of 128, the G in the first position received 128 points for that promoter. The T in the second position of promoter number 65 also received 128 points, as did the bases in the remaining four positions. For promoter number 50, which had a promoter strength of 118.9, the G in the first position received 118.9 points, as did the C in the second position and the other bases in their respective positions. Eighty-one mutant promoter clones were selected from the pClone Red library. For each mutant promoter clone, the sequence of the -35 region is listed, along with its strength, expressed as the ratio of RFP expression compared to Ptac.
RESEARCH
We totaled the points received by each of the four bases for all six positions and used the totals to produce a consensus sequence. For the first position, the total for G, T, C, and A were 1008, 512, 84, and 76, respectively. The weighted consensus method resulted in the pClone -35 Consensus shown in Figure 5C . The pClone -35 Consensus sequence is similar to the Preliminary pClone -35 Consensus sequence but differs significantly from the Published -35 Consensus sequence.
Testing the pClone Consensus Sequence
Because our synthetic pClone -35 consensus sequence differed from the natural published -35 consensus sequence, we designed experiments to test it. We used the pClone -35 Consensus presented in Figure 5C to develop the consensus formula of GA(T/C) A(A/T)A. This consensus formula has the four consensus sequence variants of GATAAA, GATATA, GACAAA, and GACATA. We incorporated these four variants into the original pTac promoter for testing. In order to test the effect of promoter sequences surrounding the -35 region, we also incorporated the four consensus sequence variants into two additional promoters designed on the basis of a structural blueprint derived from mutational analysis in E. coli of the sequences before and after the -35 region (De Mey et al., 2007a) . As described in Materials and Methods, we used the consensus sequence from (De Mey et al., 2007) to design two new promoters called Psimp1 and Psimp2. Figure 6 shows the RFP results after cloning the original Ptac -35 region sequence of TTGACA and the four pClone -35 consensus sequence variants GATAAA, GATATA, GACAAA, and GACATA into Ptac, Psimp1, and Psimp2. In the context of Ptac, the four consensus sequence variants have promoter strengths relative to Ptac that range from 21.6 to 167.1. The mean strength of the four sequence variants in Ptac was 99.0 +/-66.4. In the context of Psimp1, the four variants had a mean promoter strength of 85.8 +/-63.9. An unpaired t-test showed that the difference between this mean and the mean for Ptac is not statistically significant (p = .785). The range of the efficiencies in Psimp1 was 28.6 to 174.6. In Psimp2, the mean promoter strength of the four variants was 20.0 +/-8.5. This mean is lower than the mean for Ptac, but an unpaired t-test showed that the difference is not statistically significant (p = .056). The range for Psimp2 was from 10.9 to 27.6. When we consider the -35 region consensus variants cloned into each promoter as populations, an unpaired t-test fails to reveal a significant statistical difference among the three promoter contexts.
The alternative approach of considering each consensus variant in the three promoter contexts captures important differences among them. For instance, GATAAA produces a strength of 21.6 and 26.9 in Ptac and Psimp2, respectively, but a higher strength of 87.2 in Psimp1. GACAAA produces a strength of 167.1 and 174.6 in Ptac and Psimp1, respectively, but only 10.9 in Psimp2. The order of the sequence variants was different for each of the promoters. For Ptac, we found that GACAAA > GACATA > GATATA > GATAAA. It was GACAAA > GATAAA > GATATA > GACATA for Psimp1, and lastly, GACACA > GATAAA > GATATA > GA-CAAA for Psimp2. These results suggest that bacterial promoter strength is a function of the sequence of the -35 region and the RESEARCH sequence context surrounding it.
DISCUSSION
Implications for Understanding the Initiation of Bacterial Transcription
Although the core RNA polymerase with its five subunits is responsible for the production of RNA during transcription in E. coli and most bacteria, initiation of transcription requires its association with a subunit called the sigma factor (Gross et al., 1998) . The primary sigma factor, sigma 70, initiates transcription of genes needed during exponential growth. The sigma factor enables binding of the RNA polymerase to the -10 region and -35 region of promoters. A conserved domain of sigma factor proteins, region 4.2, is a helix-turn-helix structural motif that contains amino acids that make contact with bases and phosphates on both strands of the -35 region (Gruber & Gross, 2003) . When the nascent RNA is five to ten nucleotides long, the sigma factor dissociates from the RNA polymerase. The core RNA polymerase continues with the production of an RNA transcript in the absence of sigma factor. Initiation frequency is responsive to the promoter sequence and can vary over three orders of magnitude (Record et al., 1996) . The prevailing view of how promoter strength varies in bacterial genomes is that the strength of sigma factor binding to a particular promoter depends on how closely it matches the consensus sequence. For the -35 region, this would be interpreted in terms of matches to the consensus sequence of TTGACA for E. coli promoters. The variety of -35 region sequences also is likely to be affected by the repeated use of promoter elements during evolution of the E. coli genome. Our study can be viewed as having removed this evolutionary historical bias, revealing the true E. coli consensus sequence by which promoter strength is determined. Removing the historical constraints leads to an alternative testable hypothesis in which the extent to which a particular promoter matches the pClone -35 consensus of GA(T/C)A(A/T)A determines its strength.
E. coli has six sigma factors in addition to sigma 70, that recognize -35 region sequences. Alternative sigma factors enable coordinate transcription from genes needed for responses to heat shock, starvation, and nitrogen limitation (Gross et al., 1998) . The seven different sigma subunits in E. coli are used in a global regulatory capacity. Each of the E. coli sigma factors binds to a slightly different -35 region sequence. For example, the consensus sequence is TTGACA for sigma 70, CCCTTGAA for sigma 32, CTGGNA for sigma 54, and CTAAA for sigma F (Gruber et al., 2003) . The E. coli genome contains more copies of the TTGACA -35 region sequence, since it is used for housekeeping genes. This biases the frequency distribution of -35 region sequences in favor of TTGACA (Harley & Reynolds, 1987; Lisser & Margalit, 1993) . Our experimental approach may have removed the bias for TTG-ACA and allowed increases in the frequency of binding sites for one or more of the other six sigma factors. The result of alternative sigma factor binding would be a change in the consensus sequence away from TTGACA and toward the sequences required for alternative sigma factor binding. The in vivo binding sites for several alternative sigma factors have not been determined. If the RFP production differences between our pClone -35 consensus and the published one are due to interactions between our mutant promoters and alternative sigma factors, they will provide insight into the binding sites for alternative sigma factors. Since our pClone -35 consensus is GA(T/C)A(A/T)A compared to the sigma 70 binding site of TTGACA, the first, second, third, and sixth positions may be interacting with alternative sigma factors.
Contributing a New Promoter Set to Databases
In synthetic biology, a collection of promoter sequences of varying strengths can be a very valuable asset. To share our collection of promoters with the worldwide synthetic biology community of researchers, we contributed three pages to the Registry of Standard Biological Parts which contains the largest collection of synthetic biology DNA parts in existence, with over 7,000 DNA parts (MIT Working Group, 2005) . We contributed a page to the Registry of Standard Biological Parts as part number J119375 (http://parts. igem.org/Part:BBa_J119375). The Psimp1 and Psimp2 promoters with 4 consensus variants each are presented in the Registry as part number J119376 (http://parts.igem.org/Part:BBa_J119376) and J119377 (http://parts.igem.org/Part:BBa_J119377), respectively. We also contributed information about our promoters to a new database called the Registry of Functional Promoters (RFP; http://gcat.davidson.edu/RFP/). RFP is a database that allows high school and undergraduate students to share information about promoters that they have cloned and studied using the pClone Red system. A third database to which we submitted information about the promoters is called the GCAT-alog (http://gcat.davidson.edu/ GCATalog/). This database contains information about the freezer location of clones that synthetic biologists can access in order to share DNA parts and devices with each other.
Applications Using Promoters with Varying Strengths
The results of our study provided sequences and promoter strengths for a collection of 81 newly cloned promoters. An additional 19 promoters with changes in their -35 and -10 regions have been part of the Registry of Standard Biological Parts since 2004 (MIT Working Group, 2005) . The sequence of each mutant promoter is presented along with relative strengths determined by RFP expression data (http://parts.igem.org/Part:BBa_J23100). There is also a collection of 14 promoters of varying strengths in a paper published in 2011 (Davis, Rubin, & Sauer, 2011) . In synthetic biology, users can pick and choose promoters with different strengths for use in a wide range of synthetic biology applications. In the field of medicine, synthetic biology has been used to improve diagnosis and make medical treatments more effective with new drug discovery and drug delivery . These applications rely on well characterized promoter functionality. The tuning of synthetic biology devices with promoters of various strengths is fundamental to the growing field of biological engineering. Synthetic biology is also being used to develop microbial systems for biofuel production (Deng, Guo, Liu, Tao, & Zhang, 2015) . The production of biofuels using microbial cells requires promoters RESEARCH with various strengths to control the transcription of genes that encode enzymes in biofuel metabolic pathways. Metabolic engineers have also repurposed naturally occurring metabolism in order to convert inexpensive starting materials into valuable metabolites (Keasling, 2010) . Promoters of various strengths can be used to balance the desired orthogonal metabolic output with the metabolic cost to the bacteria (Eckdahl et al., 2015) .
Future Prospects for Mutational Analysis of Bacterial Gene Expression
The pClone Red system facilitates further investigation of the initiation of transcription in bacteria. Our results showing the effects of -35 region sequence context indicate that we do not fully understand the effects of sequences upstream and downstream of the -35 region. Production of pClone Red libraries with variations in nearby sequences would enable the collection of promoter strength data and the development of consensus sequences for the upstream and downstream elements. Our approach of producing a library of mutant promoters by mutation of the -35 region of Ptac could also be adapted to the -10 region of Ptac or another promoter. Comparison of the resulting consensus sequence to the published consensus of TATAAT would add insight into the role of the -10 region in the initiation of transcription. In addition, the pClone Red system could be used to study regulated promoters, in contrast to constitutive promoters such as Ptac. It is also possible for mutations to be introduced into Ptac or other promoters that reduce or increase the distance between the -35 region and the -10 region.
While constitutive promoters initiate transcription at a constant level, regulated promoters respond to internal or external cues. The regulation usually occurs by the binding of a regulatory protein to a DNA sequence found in or near a transcriptional promoter. Repressor regulatory proteins turn off the initiation of transcription while activators turn it on. Each of the two types of regulatory proteins can exist in either of two structural forms, one that binds DNA and one that does not. This mechanism occurs when small molecules bind to the regulatory proteins and affect which structural form they adopt. The pClone Red system could be used to interrogate the sequence requirements for repressor or activator binding or the effect of -35 region or the -10 region sequences on regulation.
We have extended our pClone Red approach to the design and construction of systems for mutational analysis of other aspects of the regulation of bacterial gene expression. The tClone Red plasmid employs GGA to easily clone transcriptional terminators found at the ends of bacterial genes. Terminators function by the formation of base-paired stem and loop structures in the RNA that destabilize its interaction with the DNA template, causing RNA polymerase to terminate transcription (Cambray et al., 2013) . Terminators are found upstream of genes as part of riboswitches, which can control gene expression by adopting alternative RNA folding structures. Both terminators and riboswitches are useful in synthetic biology (Batey, Ceres, Garst, & Marcano-Velázquez, 2013) . The tClone Red plasmid permits the study of structure/ function relationships in terminators and riboswitches. We have also designed and built rClone Red, which allows the study of ribosome binding sequences, or RBSs. RBSs are found about 6 bases upstream of the start codon and control the initiation of translation by base pairing with the 5' end of the 16S ribosomal RNA of the small ribosomal subunit (Laursen, Sørensen, Mortensen, & Sperling-Petersen, 2005) . In addition, riboswitches can use RBSs, adopting a structure that sequesters them or makes them available. Collections of RBSs with various strengths and riboswitches that are controlled by various metabolites are very useful to synthetic biologists . The rClone Red plasmid allows the production of these collections as well as mutational analysis of both RBSs and riboswitches.
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RESEARCH
Sexual abuse is very common in America, with one in four females and one in seven males being victims of sexual abuse prior to turning 18 (Misurell, Springer, & Tryon, 2011) . Child sexual abuse (CSA) may involve fondling, masturbating, penetrating, vaginal/anal intercourse, taking nude pictures of the child, or even giving pornographic materials to a minor. While we will use this as the definition for CSA, it should be noted that there is no universal definition among experts (Barnett et al., 2011) .
Child neglect is the most commonly reported form of child maltreatment (Barnett et al., 2011; Dubowitz, et al., 2002) . Neglect varies from the other forms of maltreatment because rather than committing an act against a child (as in abuse), an important need of the child is not being met. Dubowitz et al. (2002) identified three fundamental needs which must be met for children: (a) perceived support from mothers, (b) lack of exposure to family conflict, and (c) early affection from mothers. Treatment for child maltreatment is vital because of the many long-term negative effects for many of the victims (e.g., suicidal ideation, sexual acting out, attachment issues, aggression, and many others; Easton, Coohey, O'leary, Zhang, & Hua, 2011; Hetzel-Riggin, Brausch, & Montgomery, 2007; Nolan et al., 2002; Saywitz, Mannarino, Berliner, & Cohen, 2000; Scott, Burlingame, Starling, Porter, & Lilly, 2003) .
Types of Therapy
Millions of children each year are victims of these various forms of child maltreatment. As a result, there have been many forms of treatment developed to help victims of child maltreatment overcome or cope with the negative outcomes of that maltreatment. The two most commonly used types of therapies are play therapy (PT) and cognitive behavioral therapy (CBT; Kaduson, 2011; Misurell et al., 2011; Scott et al., 2003) .
Play therapy. Play therapy involves mastering traumatic
INTRODUCTION
Child maltreatment is a serious societal problem. In spite of this fact, researchers and practitioners do not agree on a single definition for child maltreatment, or even what the various forms of child maltreatment consist of (Barnett, Perrin, & Perrin, 2011; Dubowitz, Papas, Black, & Starr, 2002) . Typically, the phrase "child maltreatment" is used to group the various forms of child abuse and neglect into one convenient term, with the most common forms of child abuse labels being physical, emotional/psychological, neglect, and sexual abuse. Each year millions of children are victims of this societal problem (Barnett et al., 2011; Trickett, Negriff, Ji, & Peckins, 2011) . While there are no agreements on definitions for each of the types of maltreatment there are common themes that categorize each. Child physical abuse (CPA) typically involves two standards: (a) the harm standard and (b) the endangerment standard. The harm standard recognizes that the child is a victim of CPA if the child has observable injuries for at least 48 hours (Barnett et al., 2011) . The endangerment standard requires victims to be deemed at a substantial risk for injury or endangerment (Barnett et al., 2011) . Emotional or psychological abuse is damaging the child by verbally or emotionally tearing the child down and objectifying the child. This can take many forms such as spurning, isolating, exploiting, rejecting, denying affection, and corrupting the child
A Meta-Analysis of the Effectiveness of Trauma-Focused Cognitive-Behavioral Therapy and Play Therapy for Child Victims of Abuse
Michael K. Slade 1* and Russell T. Warne 1 Because of their widespread use, trauma-focused cognitive-behavioral therapy (TF-CBT) and play therapy (PT) were selected as treatments to be included in a meta-analytic study examining their effectiveness in aiding victims of child abuse. Studies analyzing the effectiveness of TF-CBT or PT were found using Academic Search Premier, PsycARTICLES, Psychological and Behavioral Sciences Collection, PsychINFO, Google Scholar, and Digital Dissertation. Ten studies (N = 762) were combined into two separate meta-analyses, one for TF-CBT and one for PT. These were coded, and four general outcome categories were identified: externalizing, internalizing, sexual, and parent report. Results showed an overall effect size of d = .212 for TF-CBT and d = .095 for PT. TF-CBT was more effective than PT on all outcome measures, except for externalizing behavior (PT d =.255 and TF-CBT d =.187). These results indicate that both TF-CBT and PT can be beneficial for victims of child abuse, though TF-CBT usually has more positive outcomes. Future studies should use a wait-list control group and random assignment.
RESEARCH events, a process known as abreaction. Abreaction requires a reliving and mastering of the traumatic event, resulting in catharsis, defined as a release of affect that brings about relief (Nash & Schaefer, 2011) .
Mechanics of play therapy. PT tends to be a long therapy, lasting around 30 sessions (Scott et al., 2003) . The usual age for a client is three to 12 years, but using PT to help adolescents and adults has been gaining traction in recent years (Nash & Schaefer, 2011) . Therapists can practice PT in almost any setting. According to Nash and Schaefer (2011) , the two most important aspects of a play space are predictability and consistency. This enables the children to focus on playing instead of exploring a new setting.
There are three main stages in PT: (a) rapport building, (b) working through, and (c) termination. Rapport building takes place during the first sessions. These sessions focus on building an appropriate therapist-client relationship by learning about the child, learning about his or her experiences, having the child learn about the playroom, and, depending on the therapist's theoretical orientation, teaching the child about the therapy (Nash & Schaefer, 2011) . The next phase, working through, is the longest. This is the phase in which most of the therapeutic change occurs. In this phase, play themes become apparent and gives clues about the child's inner world. How these themes are utilized in therapy will depend on the theoretical orientation of the therapist; for example, a Jungian therapist will relate the themes to archetypes and a Freudian therapist will relate them to cathected libidinal energies. The final stage, termination, is for the child and family to recognize the changes, make the changes endemic to their family culture, and organize a path for continued improvements (Nash & Schaefer, 2011) .
Types of play therapy. PT can be divided into four broad categories based on the theoretical orientation of the therapist: psychodynamic, humanistic, systemic, and emerging models (Gil, 2011; Green, 2011; Kottman, 2011; Levy, 2011; Munns, 2011; Sweeney & Landreth, 2011) . Each of these broad categories has many specific manifestations and practices. The different theoretical orientations may impact how therapy is conducted, what therapeutic tools are used, and how the therapist relates to the client (Gil, 2011; Ginsberg, 2011; Green, 2011; Kottman, 2011; Levy, 2011; Munns, 2011; Norton & Norton, 2011; Oaklander, 2011; O'Connor, 2011; Sweeney, 2011; Sweeney & Landreth, 2011; VanFleet, 2011) .
It should be noted that many parents are trained to incorporate PT at home. Parents who have received the training to perform PT sessions in their own home have reported an increase in empathy and acceptance toward their children, as well as a reduction in parental stress levels (Nash & Schaefer, 2011) . It has been noted that when parents use PT at home, children's behavior, emotional adjustment and self-concept improves, while anxiety levels decrease (Nolan et al., 2002 , Scott et al., 2003 .
Cognitive-behavioral therapy. Cognitive-behavioral therapy (CBT) is the other most common form of psychotherapy used today, and is supported by a wealth of empirical evidence Grasso, Marquez, Joselow, & Webb, 2011; Saywitz et al., 2000) . Because of the widespread use of CBT, many sub-forms of therapy have developed. Trauma-focused CBT (TF-CBT), which we examine in this meta-analysis, is one of the preferred methods of therapy for victims of trauma (Grasso et al., 2011) .
CBT typically requires 12-16 sessions divided into three phases. In the first phase, the child and parent undergo gradual exposure to traumatic content, and the discussion becomes increasingly focused on the child's personal experience in reaction to the stimulus. In the second phase the child begins to develop a detailed account of the traumatic event, called a "trauma narrative," that functions as a means of therapeutic exposure and helps to facilitate emotional and cognitive processing. The parent meets with the therapist separately until the trauma narrative is complete. If the child is comfortable and the parent ready, the therapist encourages the child to share the narrative with the parent in a conjoined session. In the third phase, treatment focuses on safety skills and future development (Grasso et al., 2011) . These sessions are designed to reduce behavioral and emotional problems from child trauma exposure. The sessions should also empower children and parents with a knowledge-base essential for therapy. Another goal of the sessions is to provide a skillset that includes education about trauma, posttraumatic stress, treatment rationale, relaxation techniques, emotion identification, regulation skills, and cognitive coping strategies.
History of CBT. CBT is a blending of cognitive and behavior therapy techniques that was fully developed by the 1950's with the work on cognitive theory by Albert Ellis and the cognitive revolution, though its roots originated much further back than the behavior modification work of Pavlov, investigated by Watson and Skinner. Built on techniques for behavior therapy that have been around for most of recorded history (e.g., putting a spider in alcohol to prevent alcoholics from drinking, giving candy to reward positive behaviors, or spanking when a child hits someone; , CBT is a blending of behavioral and cognitive therapies that are used to treat a wide variety of psychopathologies.
Trauma-focused CBT (TF-CBT) is one of the most preferred subtypes of CBT for helping victims of trauma; Yet, many feel that the trauma narrative is very helpful for victims of all forms of abuse (Classen et al., 2011; Misurell et al., 2011) . TF-CBT adds a trauma narrative to the therapeutic repertoire of CBT. This narrative is to help the victim be able to process the trauma and work through the emotions that arise. Additionally, TF-CBT focuses on the trauma and gears all education to the trauma and to similar traumas (Feather & Ronan, 2006) .
METHODS
To find articles for the meta-analysis, we searched Academic Search Premier, PsycARTICLES, Psychological and Behavioral Sciences Collection, PsychINFO, Google Scholar, and Digital Dissertation for "child," "abuse," "treatment," "outcomes," "play therapy," "trauma focused," "cognitive behavior therapy," "CBT," "PT," in various aggregates and using various truncators (e.g., AND, OR, *). Articles that were included in the meta-analysis needed to (a) be published after 1980 Table 1 . Articles used in meta-analyses and study. PT is coded as 0 and TF-CBT is coded as 1. All articles that met inclusion criteria were included in the meta-analysis.
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of 18 for participants undergoing therapy, (c) contain participants who were victims of physical or sexual abuse, (d) be a quantitative article that either reported effect sizes or instead contain enough data for effect sizes to be calculated, and (e) contain a report with treatment that was either PT or TF-CBT. All articles that met the inclusion criteria were used in the data analysis. We found 31 effect sizes in ten peer-reviewed articles and two doctoral dissertations that met the inclusion criteria; however, we noticed that the doctoral dissertations had samples that were identical to some of the peer-reviewed articles. We found that they were based on the same study, and in an effort to limit duplicate data, we only included the information from the peer-reviewed articles (Reams, 1987; Zion, 1999) . Table 1 displays some of the important variables that were coded. PT was coded as a zero and TF-CBT was coded as a one. Sexual abuse was coded as a zero and physical abuse was coded as a one.
Coding Procedures
We performed a meta-analysis of effect sizes to combine the various outcome measures used in the articles into five different outcome measures: global, internalizing, externalizing, sexual, and parent report. We decided on these measures because symptoms most often fall under these general categories according to the assessments the researchers gave participants (Carpentier, Silovsky, & Chaffin, 2006; Cohen, Deblinger, Mannarino, & Steer, 2004; Cohen & Mannarino 1998; Cohen, Mannarino, & Knudsen, 2005; Deblinger, Mannarino, Cohen, Runyon, & Steer, 2011; Feather & Ronan 2006; Grasso, Marquez, Joselow, & Webb 2011; Reams & Friedrich, 1994; Reyes & Asbrand, 2005; Scott, Burlingame et al., 2003) . A meta-analysis is a procedure in which a set of studies can be combined into one larger study through statistical procedures (Cooper, 2010; Lipsey & Wilson, 2001) . This permits the calculation of an overall effect size using all of the studies' data, resulting in both a more convenient and more objective synopsis of the body of research. In its classical form researchers conducting a meta-analysis calculate an average effect size weighted by the sample size of each study. This gives greater influence to studies with larger sample sizes because a larger sample sizes tends to be more generalizable. A researcher conducting a meta-analysis typically tests the previous studies for heterogeneity in their effect sizes in order to determine if there is a systematic relationship between study characteristics (e.g., age of sample, type of intervention, sample size) and the strength of each study's effect size.
When there is a choice between pre-and post-test comparison groups and another therapy as the comparison group, the other therapy comparison group is included in the meta-analysis and not the pre-and post-test comparison groups. When several outcome measures that are used to ascertain the same type of outcome are used in the same study the effect sizes are averaged into one effect size for that measure. For example, three effect sizes were calculated from data provided by Reyes and Asbrand (2005) . Those effect sizes were then averaged into a single sexual measure. This process was done for all the overlapping measures in each study prior to performing any calculations in the meta-analysis. This was done so that no study would have a disproportionate weight in the final analysis. Separate meta-analyses were conducted for PT and TF-CBT because of the theoretical and practical differences.
RESULTS
Ten articles were found to meet the inclusion criteria and therefore were included in the meta-analysis. These articles consisted of three articles about PT, six about TF-CBT, and one that contained both. Authors of these studies reported 31 effect sizes: 12 effect sizes were for PT outcomes and 23 effect sizes were for TF-CBT outcomes. There were 11 effect sizes for internalizing outcomes (four PT and seven TF-CBT), 11 for externalizing outcomes (four PT and seven TF-CBT), seven for sexual outcomes (two PT and five TF-CBT), and six for parent reported measures (two PT and four TF-CBT). Table 2 displays the average effect sizes.
We Table 3 . The table also shows that seven of the ten overall effect sizes were statistically significant (p < .05). All three effect sizes that were not statistically significant were for PT outcomes.
Analysis of Homogeneity
In accordance with standard practice (Cooper, 2010; Lipsey & Wilson, 2001) , we performed a test of homogeneity of effect sizes. The effect sizes for the TF-CBT analysis were all homogenous, with Q global = 11.173 (df = 22, p = .972), Q internalizing = 1.01 (df = 6, p = .985), Q externalizing = 2.476 (df = 6, p = .871), Q sexual =.362 (df = 4, p = .959), and Q parent = 3.746 (df = 3, p = .290). This shows that all of the effect sizes are statistically equal; we therefore deemed it unnecessary to examine if any study characteristics had an impact on the effect sizes. Figures 1 and 2 provide a visual representation of this homogeneity by displaying the effect sizes and CI's for all outcome measures for both PT and TF-CBT.
The PT results were more heterogeneous, with Q global = 38.789 (df = 11, p < .001), Q internalizing = 6.664 (df = 3, p = .083), Q externalizing = 7.903 (df = 3, p = .048), Q sexual = 1.23 (df = 1, p = .267), and Q parent = 3.505 (df = 1, p = .061). These results indicate that the effect sizes are not statistically similar, but this is due entirely to the Carpentier et al. (2006) study. Carpentier and colleagues compared PT to TF-CBT and found that TF-CBT was more effective in helping the participants. This caused the effect sizes for PT to be negative, skewing the distribution of effect sizes in the PT results. When the Carpentier et al. (2006) article was eliminated from the results, all of the PT effect sizes were homogeneous. Because all heterogeneity was due to a single article, we did not find it necessary to conduct any of the causes of the heterogeneity. Supplemental fig-
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ures that display the effect sizes for each of the outcome variables for both TF-CBT and PT are available from the journal's online archive.
DISCUSSION
In this study we used meta-analytic techniques to calculate and analyze the effect sizes of the results of studies pertaining to the use of TF-CBT and PT as treatments for child victims of abuse. We found that both participants in both PT and TF-CBT groups had more positive outcomes at the end of the therapy than the control or comparison groups (e.g., other therapy comparisons, pretest/ posttest, etc.). Additionally, we found that those who went through TF-CBT treatment had more improvement across all measuresexcept externalizing outcomes-after therapy than those who went through a PT treatment. This is supported by the 2006 Carpentier et al. article, which showed that TF-CBT was more effective than PT, producing more positive outcomes for participants.
We were not surprised that clients in PT treatments have more improvement with eternalizing outcomes than those clients who were in TF-CBT treatments. This is because PT relies on play as the mode for what is discussed in therapy (Nash & Schaefer, 2011) . External behaviors may be more accessible to the therapist conducting PT because the PT therapist will be able to see maladaptive and abnormal behaviors in a play setting. For example, difficulty sharing, violent behaviors, or withdrawal may manifest as a child plays and may be easier for a therapist to target. Another factor that may be involved in this improvement could be that the play therapist sets limits on the child in response to externalizing behaviors. According to Nash and Schaefer (2011) , these behaviors include unsafe behaviors, physical aggression, and socially RESEARCH unacceptable behaviors, all of which were classified as externalizing behaviors in this meta-analysis.
Homogeneity of Effect Sizes
A surprising finding was the homogeneity of the effect sizes, especially because in many research studies pretest/posttest designs tend to show larger effect sizes than studies with control groups (Kosters, Burlingame, Nachtigall, & Strauss, 2006) . The null hypothesis of homogeneous effect sizes was retained for the TF-CBT studies, indicating that the differences among effect could be due solely to sampling error. There was heterogeneity among the effect sizes for PT, but this was due to the study (Carpentier et al, 2006) . Because heterogeneity was largely not present, it was not necessary to conduct analysis on potential moderator variables. This finding is unusual because often heterogeneity among effect sizes if found among meta-analyses (Cooper, 2010) . The homogeneous effect sizes in this meta-analysis have three possible explanations. First, the sampling error does explain the variation among the effect sizes. Both therapies are effective across different age groups, populations, genders, and ethnicities. The second potential reason for homogeneity may be due to our decision to average effect sizes within studies if they measured the same type of outcome (e.g., externalizing outcomes, sexual outcomes). This may reduce variability of effect sizes and make the null hypothesis of homogeneity harder to reject. Another methodological artifact in the meta-analysis may arise from how the original studies were designed. Most, if not all, of the studies in this meta-analysis were designed and conducted by researchers who are practitioners or proponents of the therapies under investigation (Cohen & Mannarino, 2008) . This may lead the original authors to inadvertently design studies that are simply more likely to show benefits of TF-CBT and PT. This would be a form of an expectan-cy effect (Neuman, 2012) .
Limitations
As with all meta-analyses, the validity of this study is only as strong as the studies included for analysis; "we may not like all of the ingredients that go into the sausage, but the [meta-analytic] chef can only work with the ingredients provided by the literature" (Thompson & Vacha-Haase, 2000) . The total number of articles included for meta-analysis is small. This is due to the focused nature of this study. Many articles are available about PT, TF-CBT, and child abuse victims, but there are few empirical articles available about the effectiveness of these therapies with child survivors of abuse. The small number of studies was further reduced because TF-CBT and PT were analyzed in separate meta-analyses.
Future Research
Because studies performed with a wait-list control group were completely absent from the literature, we were missing an ingredient in this meta-analytic "sausage." The original authors of the articles in this meta-analysis always compared the TF-CBT or PT groups to either the same clients' baseline scores of the outcomes or another group in a different therapy. This precludes the possibility of studying the absolute effectiveness of either therapy. Because sometimes, as the old proverb says, "time heals all wounds," it is possible that the outcomes observed in this meta-analysis are not any more positive than what would be observed if the clients were on a wait-list. Conducting a true experiment (an experiment that requires a treatment and random assignment) with a pre-and posttest and a wait-list control group would provide the most rigorous results. However, not providing therapy to those who are suffering may be considered unethical for many therapists because early treatment is associated with greater positive outcomes for the client (Hetzel-Riggin et al., 2007) . 
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Child victims of any form of trauma deserve to have the best treatments available to them, but the research on these therapies is not rigorous enough. TF-CBT and PT are the most widely used therapies in aiding this group of clients (Kaduson, 2011; Misurell et al., 2011; Scott et al., 2003) , but we were surprised by the lack of empirically based studies that supported treatments for aiding child victims of abuse. Additionally, few studies reported the average age of abuse, length of abuse, severity of abuse, or even the relationship to the abuser. All of these variables may influence the client's recovery. If researchers reported these variables, we might be able to examine the relationship between abuse length and treatment success, or if the abuse length impacted the effectiveness of a treatment in aiding the victim's recovery. Logically, it is hypothesized that the more severe the abuse, the more severe the damage to the abused, and therefore, would impact treatment path. But if this information is not reported, then a relationship cannot be discovered.
CONCLUSION
Based on the results of this meta-analysis, when administered correctly, the idea that neither TF-CBT nor PT harms clients is greatly supported. Both forms of therapy produce more favorable results than the comparison groups. Because PT seems to have more effect on externalizing problems, it may be of more use when dealing with children who have more severe externalizing behavioral problems. However, if the child is having additional problems, then TF-CBT may be more effective. This is important information for those who regularly work with abused children.
We recommend several changes to how research on this sensitive population is conducted and reported in the future. First, researchers should collect and report data about child clients' trauma etiology and any past history of abuse, including length and relationship to abuser. Second, when ethically possible, researchers should conduct true experiments with a waitlist control group. Finally, given the relatively small combined sample size in this meta-analysis (N = 762), we urge other researchers to consider replication studies (Makel & Plucker, 2014; Warne, 2014) . This allows researchers to mitigate any methodological artifacts in previous studies and show the impact of treatment across several groups.
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With regards to the correlations between TEC and pre-earthquake and seismic activities, the TEC is an important parameter of study because it has the potential for showing the changes in the ionosphere due to these activities. It is because seismic and pre-earthquake activities create stress in rocks in the earth's crust. These stresses are known to positively charge the rocks on the earth's crust. As the positive charges accumulate at the rocks outer surfaces, they create a difference in potential which in turn creates a flow of charges that can travel fast and far from their point of origin. As the charges travel upward under the influence of the electric field lines between the surface of earth and the bottom of the ionosphere, they reach the bottom of the ionosphere, disturbing the equilibrium of the electrons in the ionosphere (Freund, Takeuchi & Lau, 2006) . These disturbances can be seen in the TEC which makes TEC a potential candidate as an earthquake precursor. If TEC disturbances could be used as an earthquake precursor, tracking those disturbances could be used as part of an earthquake forecasting system which would improve earthquake warning systems, in turn saving countless lives.
This study uses TEC data from Japan and current knowledge of the Tōhoku Japan earthquake to determine whether pre-earthquake and seismic activities correlate with TEC changes around the time of the earthquake.
METHODS
TEC disturbances can be observed using GPS signals. It is because the ionosphere creates a phase delay in the electromagnetic signals, sent from a receiver on earth to a GPS satellite in orbit. The phase delays change based on several variables: the frequency of the emitted signals, the path from the receiver to the satellite and the associated electron density along the path. The phase delay can be used to estimate the distance (called pseudo-range) from the GPS satellite and the receiver. More specifically, since the iono-
INTRODUCTION
Recently, research has focused on the relationship between the state of the ionosphere and seismic activity (Heki & Ping, 2005; Oyama, Kakinami, Liu, Abdu, & Cheng, 2011) . One ionospheric parameter that has been investigated is the Total Electron Content (TEC). TEC is defined as the number of electrons along a path between a receiver (rx) on the surface of the earth and a GPS satellite (st) in orbit. The TEC can be computed with the line integral from a GPS satellite and a receiver as described in (1).
( 1 ) Where: r = is range or radial position (meters)
Total Electron Content (TEC) Variations and Correlation with Seismic Activity over Japan
Joseph A. Hammerstrom 1* , Pierre-Richard J. Cornely 1 Earthquakes are extremely dangerous physical phenomena. The ability to properly forecast them would go a long way in reducing the damage they cause. One earthquake forecasting method being researched uses the ionospheric Total Electron Content (TEC). Our investigation used TEC data from 2011 during certain days near and on the date of the earthquake off the coast of Tōhoku, Japan. We took advantage of the large amounts of GPS records obtained by the GPS Earth Observation Network (GEONET) of Japan which contained the TEC data needed. This data was used to visualize the TEC over the course of the day of the Tōhoku earthquake. The video produced abnormalities consistent with the predicted effect an earthquake has on the ionosphere. These abnormalities were shown to not be caused by solar and geomagnetic activity. These results suggest that detectable ionospheric activity precedes earthquakes. Ionospheric disturbances are also known to be caused by other confounding factors such as solar and geomagnetic activity. Careful analysis is included in this paper to exclude this class of disturbances from those that are seen to occur due to seismic and pre-earthquake activities. The hope is that the potential correlation between seismic and pre-earthquake activities may be used as an earthquake precursor towards the development of an earthquake forecasting method. sphere is a dispersive medium (i.e., varies with frequency), using two signals with known GPS frequencies, we can measure the phase delay between the returned signals to estimate the TEC as shown in (2). ( 2 ) Where: Prs = The differential pseudo-range measurements f1, f2 = The GPS measurement frequencies: 1,575.42 and 1,227.60 MHz TEC = The Total Electron Content (m/s 2 ) DCB = The biases in the measurements d From these measurements, we can test if seismic activity causes detectable disturbances in the ionosphere's TEC.
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The visualization of TEC data over Japan required GPS readings from the GPS Earth Observation Network (GEONET) of Japan (http://datahouse1.gsi.go.jp/terras/terras_english.html).From these readings, TEC values were obtained using the relationship in (2), resulting in multiple data points for each receiver over time.
The GPS data was contained in receiver independent exchange format (RINEX) observation data files. These files contain phase delay measurements for GPS signals, as well as the time at which these measurements were made. These files were processed to extract TEC data over time, which was done using a FORTRAN program. The FORTRAN program was originally developed by Professor Kosuke Heki of Hokkaido University in Japan. These files were later modified by another program to output TEC data over time which better satisfy the needs of the investigation in this paper. The TEC data over time was then input into MATLAB (The Mathworks Inc., Natick, MA, 2013) for analysis and visualization. We averaged the data points at each site and time, resulting in one data point for each site every 30 seconds (the sampling period of the GPS receivers). This data was interpolated using a linear triangulation method, resulting in one grid of interpolated data over Japan every 30 seconds. We turned these grids into contour plots, each plot creating a frame for the video file produced.
Since disturbances in the ionosphere are not necessarily caused by seismic activity, we considered other possible sources of disturbances in our analysis. We obtained measurements of 10.7 cm solar flux (F10.7), the sunspot number (SSN), and earth's geomagnetic storm activity (Kp index) over the month of March in 2011. This data was provided by the National Oceanic and Atmospheric Administration's Space Physics Interactive Data Resource (SPIDR) (http://spidr.ionosonde.net/spidr/). This data was compared to other research (Hasbi et al., 2009) (Ouzounov et al., 2011) to determine whether any ionospheric irregularities could have been caused by solar or geomagnetic sources.
RESULTS
The video of TEC levels produced for February 11th and March 11th show the behavior of the ionosphere throughout the day. From the video on March 11th, after an initial enhancement ( Figure 1A) , a sudden depletion of roughly 30 TECU in 15 minutes RESEARCH was observed from 1:35 PM JST to 1:50 PM JST ( Figure 1B) . Large fluctuations were also observed, with a significant example from 4:25 PM JST ( Figure 1C) to 5:00 PM JST ( Figure 1D) showing levels decreasing by 50 TECU in 45 minutes. For comparison, plots from February 11th (one month before the earthquake) were taken at the same times (Figure 2) . Data from the same times of day show no enhancements, depletions, or fluctuations.
Sunspot number data for March 2011 shows a sunspot count of roughly 100 on March 8, coming down to 60 on March 11th ( Figure 3A) . Geomagnetic storm activity data for March 2011 shows a Kp of roughly 5.3 on March 11th, with relatively low numbers before March 11th ( Figure 3B ). Solar flux (F10.7) data for March 2011 shows heavy activity on March 7th with measurements of more than 900 watt per square meter-hertz, with relatively calm activity for the rest of the month ( Figure 3C ). RESEARCH resulting from a smooth ionosphere. These TEC behaviors are also seen not to result from or be correlated with other outside phenomena such as solar flux and geomagnetic storms. Our results support the hypothesis that seismic activity increases disturbances in TEC. Future research should focus on developing methods to isolate the effects of seismic activities from confounding factors and to remove errors from TEC measurements.
DISCUSSION
It has been proposed that TEC anomalies can be caused by seismic activity. Our study looked at GPS data during the 2011 Tōhoku Earthquake to investigate the correlation between TEC and seismic activity. The investigation resulted in evidence supporting detectable TEC disturbances caused by pre-seismic activity.
TEC measurements taken over the course of the earthquake showed significant TEC anomalies during seismic activity compared to a time period with no seismic activity. The TEC on the day of the earthquake shows an initial enhancement, followed by a rapid depletion and large fluctuations. Comparatively, TEC levels on a day with no seismic activity behave smoothly.
While these results provide strong evidence indicative of seismic activity causing TEC disturbances, it is necessary to make sure no other source caused these enhancements, depletions, and fluctuations. While the values are relatively high for the sunspot number (SSN) and magnetic storm activity (Kp) ( Figure 3A-B ) compared to expected levels, prior work has shown these values alone are not significant to cause a disturbance of this magnitude in the ionosphere (Hasbi et al., 2009 ). The solar flux peaked for the time frame analyzed on March 7th, four days before the earthquake ( Figure 3C ). Based on previous studies, the solar flux around the day of the earthquake is likely not the cause of the TEC disturbances on the day of the earthquake due to the timing of the maximum flux (Ouzounov et al., 2011) .
This study had limitations with certain systemic sources of error in the measurements of TEC, as reflected in the DCB term shown in (2). The data analyzed did not take into account the angle through which the GPS signals passed through the ionosphere. This leads to the GPS signals passing through a larger section of the ionosphere when the satellite is not directly above the receiver. Another source of error that should be considered is certain biases introduced from the GPS satellites and receivers, as well as the troposphere. These biases are introduced due to many factors, such as satellite ephemeris inaccuracies, clock errors, as well as atmospheric conditions and measuring equipment temperature. These errors were out of the scope of this study, and should be looked into further.
It is highly probable that the earthquake caused the enhancements, depletions, and fluctuations in the TEC. However, more detailed work is needed to help determine the exact cause and nature of TEC events surrounding seismic activity. Future investigations should focus on tracking and monitoring TEC for longer periods of time surrounding an earthquake to better characterize the beginning and length of disturbances. In addition, further research should be performed to determine how solar flux, magnetic storms, or other external events affect TEC disturbances.
CONCLUSION
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JYI Staff Alumni: Where Are They Now?
Anna Miller JYI Positions: Associate Editor ), Managing Editor (2000 -2001 , Board of Directors (2013-2014) Current Position: Orthopedic trauma surgeon at Washington University in St. Louis, Missouri. Also working with Highway Traffic Safety Administration to research better ways to manage pain for trauma patients. Advice for undergrads interested in your field? "Get involved in all aspects of medicine, especially advancing medicine through research." Most memorable parts of working at JYI? "I got to meet another orthopedic surgeon who was on the JYI staff, as well as many other students who were interested in science. I also got to learn how scientific papers are written and reviewed, which helped me to get where I am today as a reviewer for several professinal journals."
Rick Kiok
JYI Position: Chief Executive Officer (1999) (2000) Current Position: Associated Lead Hospitalist, St. Francis Regional Medical Center at Allina Health in Shakopee, Minnesota. Advice for undergrads interested in your field? "Doing the science is important, but if you can't tell other people about your science, you're quite limited." How did working at JYI shape your career? "JYI provides great experience in the editorial process, for those interested in research or publishing. In addition, you have the leadership experience. When I applied for jobs, one of the things I highlight or the interviewer points out was the fact that I was a CEO of an organization. That opened a lot of people's eyes and got me into doors and conversations I wouldn't have had gotten into otherwise." Advice for undergrads interested in your field? "Get involved in research as soon as possible, even if you don't plan to go into research as a career." Most memorable parts of working at JYI? "I enjoyed working with working with people from so many different fields. Without JYI I wouldn't have been exposed to so many different viewpoints and research interests. This broader scope was really important and eye-opening for me." RESEARCH cial expressions or words. During the modified dot-probe task, two stimuli appear on the screen for less than 1000 milliseconds, after which a target (letter or symbol) replaces one of the stimuli. The participant is asked to respond to the target as quickly and accurately as possible. The trial is named for the type of stimulus being replaced by the target (i.e., if a threat stimulus is replaced, the trial is a threat trial).
Matthew Brousil
In the literature, three ABM conditions have been tested: attend positive (positive stimulus is more often replaced by a target), attend threat (negative stimulus is more often replaced by a target), and a no-training control (stimulus types are replaced by a target with equal probability; Frewen, Dozois, Joanisse, & Neufeld, 2008; Klumpp & Amir, 2010 ). An attention bias, the tendency to attend to a certain type of information over other types of information, can be determined by calculating the difference in reaction times between threat trials and positive trials (Amir et al., 2009; Izetelny, 2006) . This calculation is most commonly carried out using data from an assessment task, which is often a dot-probe task similar to the control training (Boettcher et al., 2013; White, Suway, Pine, Bar-Haim, & Fox, 2011) .
Individuals with SAD often demonstrate an attention bias to threat in these tasks (Bogels & Mansell, 2004) . ABM has been developed in an effort to reduce this attention bias. In the dot-probe paradigm, attention bias manifests itself in reaction times. For example, if a SAD subject has an attention bias towards threat, the subject is, on average, quicker to respond to threat trials than to positive trials. This occurs because the subject's attention is immediately drawn to the threatening stimuli. When the stimulus is replaced with an arrow, the subject will then respond more quickly.
However, previous findings on the subject are mixed, with some studies reporting no bias among SAD subjects (Boettcher et al., 2013; Bradley et al., 1997) or even a bias away from threat
INTRODUCTION
Social Anxiety Disorder (SAD) is characterized by excessive worry and self-consciousness surrounding social situations due to significant discomfort, negative internal evaluations, or anticipated embarrassment (American Psychological Association, 2013) . SAD is a debilitating disorder which leads to significant impairment in work and social situations. Annually, about 7% of the population meets DSM-V criteria for SAD and it accounts for 10% to 20% of people with anxiety disorders in outpatient settings (American Psychological Association, 2013; Ruscio et al., 2008) . Not surprisingly, treatment for this disorder is in high demand.
In an effort to reduce anxiety symptoms, attention bias modification (ABM) has been explored as a potential computer-based treatment for SAD designed to alter how people process and pay attention to social information (Amir et al., 2008; Heeren, Lievens, & Philippot, 2011; Klumpp & Amir, 2010) . ABM is a modified dot-probe paradigm using affective/emotional stimuli such as fa-
Exploring Carry-Over Effects to Elucidate Attention Bias Modification's Mixed Results
Mackenna Hill 1 , Elizabeth Duval 2 Attention bias modification (ABM) has been shown to decrease self-reported symptom severity for those with social anxiety disorder (SAD). ABM may also decrease attention bias towards threat present in SAD. Currently, the most prominent form of ABM is a modified dot-probe paradigm that uses two affective/emotional faces to measure or train attention bias. Results are mixed in previous studies regarding the ability of ABM to alter attention bias. Carry-over effects from trial to trial may help determine the origin of these variations, as the presence of carry-over effects may alter the component of attention measured in each dot-probe trial. In this study, 85 subjects were randomly assigned to three ABM training conditions: attend positive, attend threat, and a control training. Before and after ABM, attention bias scores were measured. No carry-over effects for any group or ABM condition were found. In addition, attention bias scores did not differ between groups or training conditions at initial assessment and the ABM training did not alter attention bias scores. Although our findings do not support the role of carry-over effects, it is possible that carry-over effects may help elucidate the role of attention bias both in the dot-probe paradigm and in SAD. Thus, carry-over effects should be considered in dot-probe data analysis. (Pittig, Pawlikowski, Craske, & Alpers, 2014; Harrison & Turpin, 2003) . This complicates the literature on ABM to date, as individual attention bias may interact with ABM tasks to produce inconsistent results.
RESEARCH
A question in the literature that has not yet been adequately addressed is how ABM modifies attention bias. Studies have shown that it is possible to modify attention bias towards the direction of the training (Li, Tan, Qian, & Liu, 2008; Amir et al., 2009; White et al., 2011) . In contrast, Heeren et al. (2011) and Boettcher et al. (2013) report that neither type of ABM, either towards or away from threat, was able to modify attention bias. With all of these conflicting studies, it is difficult to identify a clear mechanism underlying ABM effects.
One way to further explore the underlying mechanism of ABM is to investigate carry-over effects. Carry-over effect is the tendency of one stimulus to have an influence over the evaluation of the next stimulus (Nonyane & Theobald, 2007) . Two important carry-over effects are assimilation and contrast. Assimilation occurs when the previous stimulus is congruent with the current stimulus (e.g., a threat trial follows another threat trial). Contrast occurs when the trials are incongruent (e.g., a threat trial follows a positive trial).
The majority of carry-over effects are studied in the emotional Stroop task due to its multiple formats (Holle, Neely, & Heimberg, 1997; Waters, Sayette, Franken, & Schwartz, 2005) . Similar to the modified dot-probe task, the emotional Stroop task measures attention through reaction time. One type of Stroop task, blocked, involves presenting the same type of stimuli in a series or block and represents assimilation carry-over effects. The blocked emotional Stroop task has been linked to attention maintenance (maintaining focused attention) in SAD and healthy controls through assimilation effects (Holle et al., 1997; Jones-Chester, Monsell, & Cooper, 1998; Waters and Feyerabend, 2000; Waters et al., 2005) . The second type of Stroop task, mixed, involves presenting different stimulus types in a random order and represents contrast carry-over effects. The mixed emotional Stroop task has been linked to orienting of attention (i.e., initially focusing one's attention) in SAD and healthy controls through contrast effects (Holle et al., 1997; Jones-Chester et al., 1998; Waters and Feyerabend, 2000; Waters et al., 2005) . This task may generalize to social experiences, in that a blocked format Stroop task represents a cue-rich environment such as a party, while a randomized format Stroop task represents a mix of social and non-social cues more similar to a single interpersonal interaction (Waters et al., 2005) .
Although the dot-probe task uses a mixed format, assimilation and contrast effects may be measured. This is possible because carry-over effects may be simplified to a single previous trial rather than multiple previous trials (Aguirre, 2007) . Thus, assimilation effects in the ABM paradigm occur on congruent trials, where the stimulus replaced by the target is the same emotion as the stimulus replaced during the previous trial. Contrast effects occur during incongruent trials, where the stimulus replaced by the target is different than that replaced in the previous trial. These effects have not previously been studied in the ABM paradigm. In addition, behavioral biases from carry-over effects are shown to be sensitive to task context, so a generalization between task and stimulus may not always be made (Aguirre, 2007) . Accordingly carry over effects must be studied not only in the Stroop task but in ABM as well.
The purpose of this study was to investigate why ABM alters attention bias in some cases but not in others. This research will help determine the role of attention bias in the dot-probe paradigm and ABM training. It is possible that the modified dot-probe can be linked to the two components of attention in the same way as the emotional Stroop task, since both tasks contain the same carry-over effects. Klumpp and Amir (2010) and O'Toole and Dennis (2012) were among the first to introduce and test the idea that attention switching/disengaging from threat is the effective component of ABM. This same disengagement from threat stimuli in those with SAD is key to good performance, faster and more accurate responses, on the Stroop task as well (Cisler, Bacon, & Williams, 2009) . Although blocked and mixed formats only exist in the Stroop task, dot-probe tasks simulate these with congruent and incongruent trials explained above. Therefore, we examined carry-over effects during dot-probe assessments, before and after ABM, to determine whether carry-over effects were linked to attention bias scores. If carry over effects are linked to attention bias scores, the proceeding stimulus will affect the current stimulus and reaction times will differ for congruent or incongruent trial sequences ending in the same trial type (threat or positive).
METHODS
Participants
Participants (N=85) were recruited using flyers and online advertisements posted at a large university medical center and the surrounding community. Members of the surrounding community and patients seeking treatment at the university-affiliated outpatient anxiety clinic responded to the advertisements to express their interest in participating. The study protocol was approved by the Institutional Review Board at the University of Michigan Medical School. Participants with SAD and healthy controls (HC) were recruited through telephone and in-person diagnostic screenings with the Mini International Neuropsychiatric Interview (MINI; Sheehan et al., 1998) , the Liebowitz Social Anxiety Scale (LSAS; Liebowitz, 1987) , the Social Interaction Anxiety Scale (SIAS; Brown, Turvosky, Heimburg, Juster, Brown, & Barlow, 1997) , and the Beck Depression Inventory (BDI-II; Beck, Steer, Ball, & Ranieri 1996) . A licensed clinical psychologist performed all diagnostic assessments. All SAD participants had a current and primary SAD diagnosis based on the diagnostic assessment. HC were free of current or past diagnosis of Axis I or II disorders. All participants were at least 18 years of age and provided written informed consent.
Participants with the following were excluded from the study: a) clinically significant medical or neurologic condition; b) primary psychiatric disorder other than SAD; c) life history RESEARCH of schizophrenia or bipolar disorder; d) current major depressive disorder; e) alcohol/drug abuse or dependence in the past year; f) current suicidal ideation; g) presence of an organic mental syndrome, mental retardation, or pervasive developmental disorder; h) unwilling/unable to sign the informed consent document; and i) current psychiatric medication use other than selective serotonin reuptake inhibitor (SSRI). SSRI medication at a stable dose for three months was permitted in the SAD group. Medications for minor conditions that would not directly affect measures related to the study (birth control, supplements, etc.) were also permitted. Beta blockers, stimulants, opioids, and other medications with known effects on sympathetic/parasympathetic functioning and/or attentional processing were not permitted. Current unipolar major depression or drug/alcohol abuse/dependence was an exclusion criterion for this study, but a past history of these conditions was not. Since these conditions are frequently present in SAD participants, exclusion of such participants would yield a biased and unrepresentative sample of the SAD population.
Procedure
After written informed consent was obtained, each participant was randomly assigned to one of three conditions (attend positive, attend threat, or control). Participants completed all tasks and self-report measures in the lab with researcher supervision over two visits. During the first visit, participants were screened for participation criteria and completed all self-report paper measures (LSAS, SIAS, BDI). During the second visit, participants completed three dot-probe tasks, including pre-assessment, ABM training, and post-assessment. Although not included in these analyses, self-report paper measures were repeated following ABM training.
Attention Bias Assessment
The attention bias assessment task occurred before and after ABM to assess attention bias. The assessment task was a modified dotprobe task consisting of 94 trials. Participants were presented with a fixation cross for 500ms followed by two affective faces, one positive (happy) and one negative (angry), for 500ms. After the faces disappeared, one face was replaced by an arrow. Participants were instructed to respond to the direction of the arrow (up or down), by pressing the arrow keys on a standard keyboard, as "quickly and accurately as possible." The next trial began after a response was made. During this task, the positive and negative faces were replaced by the arrow with equal probability (50%). Reaction time and accuracy, used to determine the location of the participant's attention, were recorded on each trial. Incorrect trials and trials where the reaction time was greater than three standard deviations from the mean of each participant were excluded.
Attention Bias Modification (ABM)
Prior to training, the participants were told researchers were testing a computer-based attention training program that could alter the way people process and pay attention to social information, which may help reduce SAD symptoms. ABM followed the same format as the assessment task. The only differences between the assessment and ABM was the face replacement ratio and the length. We employed three ABM training conditions: attend positive (arrow replaced the positive face 80% of the time), attend threat (arrow replaced the negative face 80% of the time), and control (both face types were replaced with equal probability). Each training session consisted of 744 trials. Note that the control ABM training was identical to the assessment task, excluding the number of trials, in order to control the impact of viewing faces and engaging in the task without manipulating attentional direction. All faces used in both ABM and the assessments were from the Pictures of Facial Affect (Ekman & Friesen, 1976) , a widely used standardized face set.
Data Analysis
All analyses were conducted with International Business Machines Corporation's (IBM) Statistical Package for the Social Sciences (SPSS v. 21) . The threshold for significance was set at an alpha level of 0.05. Attention bias was calculated by subtracting the average reaction time on threat trials (arrow replaced the threat face) from the average reaction time on positive trials (arrow replaced the positive face). To examine carry-over effects, each trial was categorized based on not only the current trial but also the trial that preceded it. As seen in Figure 1 , threat to positive occurred when the current trial is a positive trial and was preceded by a threat trial. RESEARCH A 2 (time; pre-ABM, post-ABM) X 4 (trial type; positive to positive, threat to threat, positive to threat, threat to positive) X 2 (group; HC, SAD) X 3 (ABM condition; toward threat, toward positive, control) mixed ANOVA with time and trial type as within-subjects variables and group and condition as between-subjects variables was run with reaction time as the dependent variable. This analysis examined how the congruence of the arrow replacement on the previous trial affected reaction time on the next trial for different face types in HC and SAD.
To examine initial differences in HC and SAD groups, a t-test comparing mean pre-ABM bias scores in SAD versus HC was conducted. Finally, to determine if attention bias changed as a function of group or condition, we conducted a 2 (time; pre-ABM, post-ABM) X 2 (group; HC, SAD) X 3 (ABM condition; attend threat, attend positive, control) mixed ANOVA with time as a within-subject variable, group and condition as between-subject variables, and attention bias score as the dependent variable.
RESULTS
Self-Report Measures
Participants were similar across condition and group in age [F(2,79) = 0.859, p = .428] and gender [F(2,78) = 0.205, p = .815]. Participants were also similar within group across ABM conditions on all self-report measures: SIAS [F(2,79) = 0.282, p = .755], LSAS [F(2,79) = 2.105, p = .129], and BDI [F(2,79) = 0.142, p = .868]. There were significant differences between the HC and SAD groups on SIAS [F(1,79) = 356.4, p < .001], LSAS [F(1,79) = 365.5, p < .001], and BDI [F(1,79) = 49.76, p < .001], with SAD subjects reporting significantly more symptoms on all measures than HC. Demographics and self-report measures are summarized in Table 1 .
Attention Biases to Affective Faces
Mean biases and standard deviations for all groups and conditions are shown in Table 2 . The average pre-ABM attention bias was 0.856ms (standard deviation: 32.7ms) for HC and -6.05ms (standard deviation: 32.4ms) for SAD. A negative bias indicates a bias towards threat, with a score of zero indicating no bias in either direction. One-sample t-tests confirmed that SAD and HC subjects' bias scores did not differ significantly from zero, suggesting no attention bias prior to training in either group (p > .05). Attention bias did not change as a function of group or condition: no main effects or interactions were significant (p > .05). A one-sample t-test confirmed that SAD and HC subjects' bias scores did not differ significantly from zero after ABM, suggesting no attentional bias prior to or after ABM, regardless of condition (p > .05).
The Effect of Carry-Over on Reaction Times
There was a significant effect of time [F(1,77) = 33.41, p < .001] but not of trial type [F(3,75) = .378, p = .798] on carry-over effects between groups and ABM conditions over time. There was also no interaction between time, trial type, and either group [F(3,75) = 0.876, p = .457] or condition [F(6,150) = 1.058, p = .391]. This demonstrates that participants' responses became faster throughout the training independent of trial type, group, or condition. No other main effects or interactions were significant (p > .05).
DISCUSSION
The purpose of this study was to determine why ABM alters attention bias in some cases but not in others, with specific focus on carry-over effects, in an effort to better understand inconsistencies in the ABM literature. To our knowledge, this is the first study examining carry-over effects in a modified dot-probe paradigm. Our findings did not replicate previous reports that ABM alters attention bias (Li et al., 2008; Amir et al., 2009; White et al., 2011) . However, there are numerous possible interpretations of these findings, including: 1) congruent and incongruent trials are measuring different components of attention; 2) two types of SAD biases exist, which impact response to training; and 3) trial RESEARCH order randomization may have impacted carry-over effects. Because of these possibilities, future studies should consider analyzing congruent and incongruent trials separately, as well as matching individual participants to different training protocols based on pre-training bias scores. The majority of previous literature reports that participants with SAD have an attention bias towards threat, compared to positive faces, and HC show little to no attention bias either towards or away from threat faces (Bogels & Mansell, 2004) . This study did not support these findings. The results of this study are consistent with the findings of Boettcher et al. (2013) , who also report that SAD subjects' bias scores did not differ significantly from zero and that neither type of ABM, either towards or away from threat, was able to modify attention bias. Despite the lack of significant ABM effects, we did obtain the expected effect of time, such that participants' responses became faster from pre-to post-training. If carry-over effects were detected, we would have expected to see differences in the average reaction time for trial types ending in the same trial (e.g., threat to positive and positive to positive would differ). Since these differences were not present in our data, carry-over effects were not detected, indicating that carry-over effects were not present in this dot-probe paradigm. However, there may have been other contributing or conflicting factors.
One possible factor influencing our findings is that congruent and incongruent trials measure different components of attention. Carry-over effects in the emotional Stroop task allude to these two components of attention: orienting (to initially focus one's attention) and maintenance (to maintain that focus; Waters et al., 2005) . Similar to Stroop, it is possible that in the dot-probe task congruent trials measure maintenance of attention, while incongruent trials measure orienting attention. Dot-probe task data from subjects who display a bias in one direction should be analyzed in order to determine if different components of attention are being measured. This would also help determine how an initial attention bias in SAD affects the outcome of ABM and how initial bias can be utilized to improve current treatment. Future studies should aim to better understand how different components of attention impact performance on the dot-probe task.
A bias must exist in order to use carry-over effects to elucidate whether dot-probe measures two components or one component of attention. Because subjects in this study did not initially show a bias, their bias was not shifted as a result of ABM (O'Toole & Dennis, 2012). Thus, we were not able to further explore relationships between the different components of attention and trial types on the dot-probe task.
It is also possible that two types of SAD biases exist. There is some evidence in the literature that SAD subjects can be either "attenders" or "avoiders" of threat (O'Toole & Dennis, 2012) . This means that some subjects with SAD have a bias toward threat while others have a bias away from threat. Most studies (Amir et al., 2008; White et al., 2011; Heeren et al., 2011) assume that all SAD subjects have the same bias. This would explain why some studies show a bias while others do not, resulting in significant variability within groups and making it difficult to detect effects of ABM. In our study, we did not have enough participants to properly investigate this theory, but it is possible that individual differences in attention bias interact with training type, resulting in certain people benefitting more from specific types of training. In order to optimize training effects, it is important to consider interactions between initial bias and training condition. Heeren et al. (2011) and Klumpp and Amir (2010) state that the process of disengaging attention may be the mechanism underlying ABM's effectiveness. Therefore, to facilitate the most disengagement, it may be important to match initial bias with training condition. An attender (someone with a bias towards threat) may benefit most from the attention towards positive condition which requires them to disengage from the threat face, whereas an avoider (someone with a bias away from threat) may benefit most from training towards threat. Separating these two groups and training them differently may be the key to providing the ideal treatment for SAD.
The absence of carry-over effects could also be explained by the trial randomization procedure we used in the dot-probe paradigm, which was intended to eliminate carry-over effects.
Limitations
When interpreting these findings, there are a number of limitations to consider. First, this was a pilot study aiming to investigate effects of ABM on SAD symptoms. Therefore, the null findings may be due to lack of power. Statistical power analysis suggests that our sample size of approximately 14 participants per cell yields low to moderate power (65%) to detect differences between groups and ABM conditions. Another limitation stems from the intervention length. Although participants spent about 40 minutes completing 750 ABM trials, only a single session was completed. To properly simulate a future treatment, participants should engage in multiple sessions over a longer period of time. It is possible that additional sessions are necessary in order to produce alterations in attention bias (Li et al., 2008) . Finally, a possible motivation limitation exists. Patients receiving a treatment, compared to paid participants, may be more motivated and vigilant during training and thus should produce more robust results. In order to ameliorate some of these limitations, future studies should aim to further investigate the role carry-over effects play in ABM in larger samples with additional assessment tools.
CONCLUSION
SAD is a debilitating disorder which leads to significant impairment in work and social situations. As a result of ongoing research in this field, computer-based ABM is a possible alternative to current SAD treatments. Although further research is needed to make this type of ABM effective, a great deal is being learned about attention and SAD through this paradigm. Ample evidence suggest that attention bias plays an integral role in SAD and its treatment (Amir et al., 2009; Frewen, Dozois, Joanisse, & Neufeld, 2008) . Consequently, we can begin manipulating treatment to best serve patients. In an effort to further refine computer-based ABM protocols, this study examined carry-over effects as a possible expla-RESEARCH nation for inconsistent findings in the existing literature. Based on the findings of this and other studies, future studies should consider analyzing congruent and incongruent trials separately as well as grouping participants based on pre-training attention bias. Since ABM is more cost effective and easier to distribute than any current therapy for SAD, it has the potential to relieve many SAD patients of their symptoms. She also has ongoing projects examining brain function associated with emotion regulation in social anxiety, and memory function in post-traumatic stress disorder. Dr. Duval has been dedicated to mentoring undergraduate researchers since beginning her training at the University of Missouri and finds this work to be immensely rewarding.
RESEARCH
Mackenna Hill is a senior at the University of Michigan studying Biomedical Engineering with a minor in Electrical Engineering. Although he has been intrigued by the brain from a young age, Mackenna's vested interest in Neural Engineering began during his undergraduate training. In college, this fascination led Mackenna to major in Biomedical Engineering and pursue several research experiences. There are many reasons for this interest but by far the most intriguing aspect of the brain is that there is so much to be learned. Currently, he conducts research in neural recording and electrode design through modeling. Mackenna plans on continuing this research and his education by achieving a Ph.D. in Neural Engineering. A Ph.D. allows Mackenna to work with what excites him, and while an important career goal is to earn a living, it is even more important to do what you love.
SCIENCE CAREERS
Soap, shampoo, deodorant, lotion -people use these products every day, but rarely think about what goes into making them. This is the job of cosmetic chemists: they develop the array of hair, face, and skin products scattered across bathroom countertops. These chemists conduct the research necessary for formula development and manufacturing and test the safety of the products before they enter the marketplace. Ultimately, chemists are involved in many of the steps before a product goes from concept to shelf.
First, cosmetic chemists must find ingredients that can be used for the product they are developing. Since the final product will be applied to porous, absorbent skin, the chemical ingredients must be safe for long-term use.
"There's a lot of research that goes into the development of these products," says Priscilla Taylor, a formulation chemist at Bria Research Labs. "Once I've selected those materials, I go to work putting them together -looking at the chemistry, knowing what's compatible with what. You don't want a product on the shelf that within a month, two months, a year, starts separating, so you have to carefully select materials with a mind towards what the final product is intended to deliver. It's kind of like cooking. You create a recipe, and then you make it."
Each ingredient serves a purpose -some add color, some add scent, some add thickness or texture -and chemists must be sure that the ingredients are stable and do not cause harmful interactions when combined.
"For example, with a fragrance in a shower gel, you want the consumer to experience a bloom when the product hits warm water," Taylor says. "The fragrance has to deliver that, and there's all sorts of things to consider, depending on the product's end use."
Additionally, chemists must find the most effective means of delivering these ingredients to the target area, which requires them to creatively apply their background in chemistry.
"There's the argument of whether it's a science or an art, and I think of it as a blend of the two," Taylor says. "It's heavily science -you have to know what you're doing and what you're mixing together. There's also an art. Over the years, chemists develop a knack for what they do, so one might take a different approach, but the end result is almost always the same: delivering a product that would appeal to the consumer and is safely used, and delivers the benefits it claims to have."
There are many chemical principles involved in developing and manufacturing personal care items. For example, oil-soluble ingredients in lotion prevent moisture from escaping through the skin or attracting additional moisture, and emulsification combines the oil and water-based components. Hair conditioner uses positively-charged, water-soluble moisturizing agents, which then bind to damaged hair through electrostatic forces. The pH and viscosity are also important factors to consider. Products that are too acidic or too basic will cause irritation, and a too-thick product will not be easy to spread across skin.
The process of formulation, which is highly product dependent, must balance cost and quality to optimize the end result. Beyond finding the best formula for longest-lasting lipstick or clump-free mascara, chemists also must consider the production process required to make these products on a large scale. Quality control technicians help ensure the manufacturing process will deliver the same product made initially in the lab.
When they enter into the industry, cosmetic chemists have at least a bachelor's degree in chemistry, microbiology, or pharmaceutical or cosmetic science. Some also obtain a master's degree in cosmetic science, but it is also possible to start as an entry-level technician and work up to a position with additional responsibilities such as a senior scientist or production manager.
On the whole, positions within the field of cosmetic chemistry are as diverse as the range of products they manufacture. Some cosmetic chemists work for independent research labs such as Bria Research Labs, which develop products for outside clients. Others work in the research and development departments of companies specifically devoted to selling personal care products. However, many students entering the job field are often unaware of this industry.
"When I was in college, I wasn't aware of the field," Taylor says. "There was no curriculum for it, I learned on the job. I don't
SCIENCE FEATURE
This past February, the Wakeforest Institute of Regenerative Medicine accomplished the most advanced feat of tissue regeneration to date: they created a human ear, and kept it alive attached to the backside of a mouse. The ear, exhibiting human-like vasculature and cartilage development, is a promising beginning to the quest to create customized organs.
In creating tailored organs, ready upon request, the possibilities for eliminating diseases due to dysfunctional organs are endless. In the near future, the wait lists for kidney, liver, and heart transplants, among others, will no longer be dependent on the number of healthy donors, but on the time it takes printing factories to produce a customized organ. The reality of custom organs is well on its way-and at its foundation is 3-D bioprinting.
The Technology
Bioprinting has evolved, over forty years, from modified inkjet printers that spurted out DNA fragments, to printing actual cells in a 3-D structure. In modern bioprinting, the machine prints cells in the form of the desired tissue or organ. As this technology evolves, certain obstacles arise. In particular, there are three notable issues in bioprinting that are being researched at present: scaffolding, the type of cells, and the inclusion of vasculature.
The bioprinter prints a scaffold of biomaterial compatible with cells and then continues to lay cells along the scaffold to create a functional tissue or organ. Researchers at the Wakeforest Institute of Regenerative Medicine have created a printer that prints the scaffold and cells simultaneously. This printer uses information collected through CT scans or MRIs to design the desired shape of the scaffold. Until now, the scaffold has been an important element of bioprinted organs because it gives the cells a stable surface to adhere to as they grow to form the organ in the shape dictated by this scaffold.
Next Steps
According to Gabor Forgacs, co-founder of the major tissue engineering company Organovo in San Diego, California, the bio-printed scaffold may be the next obstacle between designing functional tissues, and implanting functional organs. Forgacs experiments with aggregates of different types of cells to see if they will form more complex structures. "The cells know what to do because they've been doing this for millions of years. They learned the rules of the game during evolution," says Forgacs upon proving that cellular aggregates can function similarly to cells during embryonic development.
Organs Without a Home: The Fascinating World of 3-D Bioprinting
Dana Lowry
The 'ink' in the bioprinter may also be altered, depending on the desired type of tissue or organ, such as cartilage, bone, epithelial tissues, and, most recently, embryonic stem cells. In 2013, researchers at the University of Edinburgh successfully bioprinted embryonic stem cells, opening up a new chapter of tissue regeneration. By 2015, scientists from Tsinghua University in Beijing and Drexel University in Philadelphia, developed a technique to grow embryonic stem cell units. These units, or embryoids, may one day be used as biological Lego blocks to assemble complex organs complete with the vasculature necessary for the organs to thrive and stay alive.
Developing the complete vasculature necessary for organ survival is the next big step in bioprinting. Creating blood vessels to transport oxygen and nutrients to the cells of a printed organ is already underway at the tissue engineering company Organovo. The necessity of this molecular transportation system is imperative for the organ's life: without it, the cells will simply die. Organovo is using a hydrogel, the same material used for contact lenses, to help fuse cells together in a tube structure. Once the cells fuse, the hydrogel scaffold is washed away and, just like that, a blood vessel is created.
However, researchers at the Wakeforest Institute of Regenerative Medicine have overcome the vasculature dilemma by printing mini tubules of hydrogel in between cells. The mini hydrogel tubules then act like synthetic blood vessels. So, instead of using cells as the material for the vessels, the scaffold is transformed into a transportation system, as well as a foundational structure.
Dana Lowry is a fourth year undergraduate student at Queen's University studying Life Sciences and Ancient Greek. She hopes to complete a Master's degree studying the gut-brain-microbiome-axis and its effects on metabolic disorders such as obesity and diabetes. Following this degree Dana aspires to attend medical school while continuing to research the human microbiota. She is currently volunteering in a microbiology lab in the Gastrointestinal Diseases Research Unit (GIDRU) at the Kingston General Hospital (KGH). In her spare time, Dana loves to exercise, read and volunteer with underprivileged youth in the Kingston community via literacy outreach programs. This technology played an important role in the Institute's breakthrough with the successfully implanted ear in February.
While We Wait
Despite the work of companies like Organovo, and Wakeforest's researchers, bioprinting has a substantial journey until organs can be designed and ready for human implantation. However, bioprinting provides a vast array of other opportunities. A perfect example is the lab grown human tissues that may be used to test subjects for drug development. Companies, including Organovo, are creating a market for synthesized specialized tissues, like liver tissues, which can be sold to pharmaceutical companies and researchers for testing. This method of testing propels the drug-discovery process right into clinical trials, and may bypass the need for animal trials.
Future uses of bioprinting are truly endless, ranging from tissue therapy in diabetes, to printing new skin directly onto burn patients, and even to giving medical students a real organ for surgical training. These techniques are expected to become common practice in the next few decades. Yet, inevitably, this new technology will provoke a plethora of economical and ethical questions.
Unintended Consequences
With bioprinting expected to dramatically extend life expectancy, what will be the possible consequences on global resources? The health care required to continue replacing organs, and the economic stamina required to fund extended pensions and to pay employees for longer, does not seem feasible.
Ethical challenges also arise. Bioprinting technology can also be easily manipulated to enhance the human life, rather than just to prolong it. All of our human faculties, including vision, hearing, and muscular strength, may be advanced past what is natural with technological intervention. These technologies will be expensive, and only available to the elite. Is it ethical, given the possible militaristic and political implications, to allow the creation of a superior subspecies of the human race?
Ethical dilemmas surrounding bioprinting may seem to be a matter of the distant future, but the issues arising with 3-D printing of inanimate objects are already present. During the last week of July 2016, the Transportation Security Administration discovered 68 3-D printed guns in carry-on bags across the United States. Although the viability of these weapons is debatable, the use of 3-D printing is already creating security issues.
Answers to these questions are vital to our medical, economic, and political future. In the mean time, such concerns should not detract from the healing promise seen in the regenerative medicine. Dr. Wadsworth, from the tissue regenerative company Aspect Biosystems, points out that patients, and their families, on waiting lists will be reluctant to voice these broader concerns: "The families of patients in this situation will see what we're doing in a positive light". As long as the technology is controlled, the rest of the world should see the bright side too.
