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Abstract A Temporal Network (also known as Link Stream or Time-Varying
Graph) is often used to model a time-varying relationship among a group
of agents. It is typically represented as a collection of triplets of the form
(u, v, t) that denotes the interaction between the agents u and v at time t.
For analyzing the contact patterns of the agents forming a temporal network,
recently the notion of classical clique of a static graph has been generalized
as ∆-Clique of a Temporal Network. In the same direction, one of our previ-
ous studies introduces the notion of (∆, γ)-Clique, which is basically a vertex
set, time interval pair, in which every pair of the clique vertices are linked
atleast γ times in every ∆ duration of the time interval. In this paper, we pro-
pose a different methodology for enumerating all the maximal (∆, γ)-Cliques
of a given temporal network. The proposed methodology is broadly divided
into two phases. In the first phase, each temporal link is processed for con-
structing (∆, γ)-Clique(s) with maximum duration. In the second phase, these
initial cliques are expanded by vertex addition to form the maximal cliques.
By sequential arguments, we show that the proposed methodology correctly
enumerates all the maximal (∆, γ)-Cliques. Comprehensive analysis for run-
ning time and space requirement of the proposed methodology has also been
done. From the experimentation carried out on 5 real-world temporal net-
work datasets, we observe that the proposed methodology enumerates all the
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maximal (∆, γ)-Cliques efficiently, particularly when the dataset is sparse. As
a special case (γ = 1), the proposed methodology is also able to enumerate
(∆, 1) ≡ ∆-cliques with much less time compared to the existing methods.
Keywords Temporal Network · Enumeration Algorithm · (∆, γ)-Clique ·
Maximal (∆, γ)-Clique
1 Introduction
Network (also called graph) is a mathematical object which is used exten-
sively to represent a binary relation among a group of agents. Analyzing such
networks for different structural patterns remains an active area of study in
different domains including Computational Biology [22], Social Network Anal-
ysis, Computational Epidemiology [26] and many more. Among many one such
structural pattern is the maximally connected subgraphs, which is popularly
called as cliques. Finding the maximum cardinality clique in a given network
is a well known NP-Complete Problem [16]. However, in network analysis
perspective more general problem is not only just finding the maximum size
clique, but also to enumerate all the maximal cliques present in the network.
Bron and Kerbosch [5] first proposed an enumeration algorithm for maximal
cliques in the network which forms the foundation of study on this problem.
Later, there were advancements for this problem for different types of networks
[11, 13, 14] etc.
Real-world networks from biological to social are time varying, which means
that the existence of an edge between any two agents changes with time. Tem-
poral networks [19] (also known as link streams or time varying networks) are
the mathematical objects used to formally represent the time varying rela-
tionships. For these type of networks, a natural supplement of clique is the
temporal clique which consists of two things: a subset of the vertices, and a
time interval. In this direction, recently, Virad et al. [34, 35] put forward the
notion of ∆-Clique, where a vertex subset along with a time interval is said to
be a ∆-Clique if every vertex pair from that set have at least a single edge in
every ∆ duration within the time interval. Next, we report the existing studies
on clique enumeration on networks.
1.1 Relevant Studies
The problem of maximal clique enumeration is a classic computational prob-
lem on network algorithms and has been extensively studied on static net-
works. [1] was the first to propose an algorithm for this problem. Later, [6]
introduced a recursive approach for the maximal clique enumeration problem.
These two studies are the foundations on maximal clique enumeration and
trigger a huge amount of research due to many practical applications from
computational biology to spatial data analytic [2, 4]. Since past two decades
several methodologies have been developed for enumerating maximal cliques
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in different computational paradigms, and different kinds of networks, such as
in sparse graphs [13, 15], in large networks [9, 10, 31], in map reduce frame-
work [21, 36], in uncertain graphs [28, 29, 37], in parallel computing framework
[8, 12, 32, 33] and many more.
Though there are many existing studies on maximal clique enumeration on
static networks, however, the literature on temporal graphs is limited. Viard et
al. [34] proposed an enumeration algorithm for maximal ∆-Clique of a tempo-
ral network. They did a detailed analysisof contact relationship among a group
of students, based on their introduced methodology. Thry were able to show
that their analysis draws deeper insights of their communication pattern [34].
Later, Himmel et al. [17] proposed a different approach for maximal ∆-Clique
enumeration problem. Their methodology is based on the Bron-Kerbosch Al-
gorithm for maximal clique enumeration in static graphs. Their methodology
is better in both of the following aspects: theoretically (measured in terms
of worst case computational complexity analysis), as well as practically (mea-
sured in terms of computational time when the algorithm is implemented with
real-world datasets). Recently, Molter et al. [27] introduced the notion of iso-
lation in clique enumeration of a time varying graph. They developed fixed
parameter enumeration algorithm based on different notion of isolation em-
ploying the parameter “degree of isolation”. Recently, Banerjee and Pal [3]
proposed an enumeration algorithm for maximal (∆, γ)-Cliques present in a
time varying graph. As far as we know, other than the last one there is no
other work available which studies (∆, γ)-Cliques.
1.2 Contribution of the Paper
As mentioned previously, a temporal network consists of a set of agents and
a time varying relationship. Now, the following questions are essential to un-
derstand the contact pattern among them: which subset of agents comes in
contact very frequently among each other? Given a time duration how many
times they contact with each other? etc. The frequency of communication also
adds another dimension of information to their relationship strength. Moti-
vated by such questions, recently the notion of ∆-Clique has been extended
to (∆, γ)-Cliques, which is basically a vertex subset and time interval pair in
which each pair of communicating vertices of the subset has minimum γ inter-
actions in every ∆ duration within the time interval. In this paper, we give a
different approach for listing out all the maximal (∆, γ)-Cliques that are there
in a temporal network. The main contributions of this paper are as follows:
– In this paper, we propose a different approach, namely, first stretch and
then shrink and bulk, for listing out maximal (∆, γ)-Cliques that are there
in a temporal network.
– By drawing sequential arguments, we prove the correctness of the proposed
methodology.
– A detailed analysis of the proposed methodology has been done to under-
stand its computational time and space requirement.
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Fig. 1 Links of a Temporal Network
– The proposed methodology has been implemented with five publicly avail-
able temporal network datasets to bring out nontrivial insights about con-
tact patterns and compare the efficiency of the proposed methodology with
the existing one.
– Also, a set of experiments have been conducted to show that the proposed
methodology of maximal (∆, γ)-Clique enumeration can also be efficiently
used for enumerating maximal ∆-Clique as well (By putting γ = 1).
1.3 Structure of this Article
Remaining portion of this article is arranged in the following way: Section 2
discusses some preliminary concepts regarding temporal network and formally
defines the maximal (∆, γ)-Clique enumeration problem formally. Section 3
contains the proposed enumeration technique with its detailed analysis, proof
of correctness and an illustrative example. Section 4 describes experimental
evaluation of the proposed methodology in details. Finally, Section 5 concludes
study and gives future directions.
2 Background and Problem Definition
In this section we present some preliminary concepts to understand the prob-
lem, that we work out in this paper, and the proposed solution methodology.
In a temporal network, its edges are marked with the corresponding occurrence
timestamp(s). Formally, it is stated in Definition 1.
Definition 1 (Temporal Network) [20] A temporal network is defined as
G(V,E, T ), where V (G) is the set of vertices of the network and E(G) is the
set of edges among them. T is the mapping that maps each edge of the graph
to its occurrence time stamp(s).
Figure 1 shows a temporal graph with 5 vertices and 29 edges, where edges
are shown in the time horizon. In temporal network analysis, it is assumed
that the network changes its topology in discrete time steps. So, starting at
time t, if the network is observed in every dt time difference till t
′
, the time
instances are T = {t, t + dt, t + 2dt, . . . , t
′
}. In rest of our study we assume,
t, t
′
∈ Z+ and dt = 1. The difference between the beginning and ending time
stamp, i.e., t
′
− t is called as the Life Time of the Network. In the temporal
network G, if there is an edge between two vertices vi and vj at time t, then
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it is symbolized as (vi, vj , t), signifying that there is a contact between vi and
vj at time t. For some t ∈ T if (vi, vj , t) ∈ E(G), then we say, that there
exists a static edge between vi and vj . The frequency of an edge is defined as
the number of t ∈ T such that (vi, vj , t) ∈ E(G) and denoted as f(vivj), i.e.,
f(vivj) = |{t ∈ T : (vi, vj , t) ∈ E(G)}|. If (vi, vj) /∈ E(G), then we say that
f(vivj) = 0. In rest of our study, we work with undirected temporal network,
i.e., there is no difference between (vi, vj , t) and (vj , vi, t).
In a static network, a subset of vertices, where every pair is adjacent is
known as a clique. The size of the clique is defined as the number of vertices
it contains. A clique is said to be maximal if it is not part of another clique
of larger size. The general notion of clique is extended for temporal graphs as
∆-clique, which is vertex subset and time sub-interval pair, such that, in each
∆ duration of the sub-interval there exist at least one link between every pair
of vertices in the vertex subset. Formally it is stated in Definition 2.
Definition 2 (∆-Clique) [35] Given a temporal network G(V,E, T ) and time
duration ∆, a ∆-Clique of G is a vertex set, time interval pair, i.e., (X , [ta, tb])
with X ⊆ V (G), |X | ≥ 2 and [ta, tb] ⊂ T, such that ∀vi, vj ∈ X and τ ∈
[ta,max(tb −∆, ta)] there is an edge (vi, vj , tij) ∈ E(G) with tij ∈ [τ,min(τ +
∆, tb)].
In one of our recent study, we introduced the notion of (∆, γ)-clique by ex-
tending the concept of ∆-Clique and incorporating an additional parameter γ
as a frequency threshold. This is stated in Definition 3.
Definition 3 ((∆, γ)-Clique) [3] Given a temporal network G(V,E, T ), time
duration ∆, and a frequency threshold γ ∈ Z+, a (∆, γ)-Clique of G is a tuple
consisting of vertex subset, and time interval, i.e., (X , [ta, tb]) where X ⊆
V (G), |X | ≥ 2, and [ta, tb] ⊆ T. Here ∀vi, vj ∈ X and τ ∈ [ta,max(tb −
∆, ta)], there must exist at least γ number of edges, i.e., (vi, vj , tij) ∈ E(G)
and f(vivj) ≥ γ with tij ∈ [τ,min(τ+∆, tb)]. Here, f(vivj) denotes the frequency
of the static edge (vi, vj).
In a static graph G(V,E), a maximal clique is formed as S ⊂ V (G), if
for each v ∈ V (G) \ S, S ∪ {v} is not a clique. Now, as the (∆, γ)-Clique is
defined in the setting of temporal networks, so its maximality depends on two
parameters: one is the cardinality and the other one is the time interval. We in-
troduce the maximality conditions for an arbitrary (∆, γ)-Clique in Definition
4 considering both the factors.
Definition 4 (Maximal (∆, γ)-Clique) Given a temporal network G(V,E, T )
and a (∆, γ)-Clique (X , [ta, tb]) of G, (X , [ta, tb]) will be maximal if none of
the following is true.
– ∃v ∈ V (G) \ X such that (X ∪ {v}, [ta, tb]) is a (∆, γ)-Clique.
– (X , [ta − 1, tb]) is a (∆, γ)-Clique. This applies only if ta − 1 ≥ t.
– (X , [ta, tb + 1]) is a (∆, γ)-Clique. This applies only if tb + 1 ≤ t
′
.
From Definition 4, it is clear that the first condition addresses the cardinality,
whereas the next two are due to time duration. In a static graph, among all
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of its maximal cliques, one with the highest cardinality is called the maximum
clique or largest size clique. However, in case of (∆, γ)-Clique, maximum can
be both in terms of cardinality or duration. Hence, maximum (∆, γ)-Clique of
a temporal network can be defined as follows.
Definition 5 (Maximum (∆, γ)-Clique) Given a temporal network G(V,E, T ),
let C be the set of all maximal (∆, γ)-Cliques of G. Now, (X , [ta, tb]) ∈ C will
be
– temporally maximum if ∀(Y, [t
′
a, t
′
b]) ∈ S \ (X , [ta, tb]), tb − ta ≥ t
′
b − t
′
a.
– cardinally maximum if ∀(Y, [t
′
a, t
′
b]) ∈ S \ (X , [ta, tb]), |X | ≥ |Y|.
In this paper, we study the problem of listing out all the maximal (∆, γ) cliques
of a given temporal network, which we call as the Maximal (∆, γ)-Clique
Enumeration Problem defined next.
Definition 6 (Maximal (∆, γ)-Clique Enumeration Problem) Given a
temporal network G(V,E, T ), ∆, and γ the maximal (∆, γ)-Clique Enumera-
tion Problem asks to list out all the maximal (∆, γ)-Cliques (as mentioned in
Definition 4) present in G.
Next, we proceed to describe the proposed enumeration methodology for max-
imal (∆, γ)-Cliques.
3 Proposed Enumeration Technique
As stated earlier, the proposed methodology is broadly divided into two steps
and each of them is described in the following two subsections. The broad idea
of the proposed enumeration process is as follows: given all the links with time
duration of the temporal network, initially, we find out the maximal cliques
of cardinality two. We call this phase as the Stretching phase, because all the
cliques after this phase are duration wise maximal, as if, we are stretching
the cliques across the time horizon. Next, taking these duration wise maxi-
mal cliques, we add vertices into the clique without violating the definition
of (∆, γ)-clique, as if, we are putting vertices into the initialized cliques to
make them bulk. Hence, duration of the newly generated cliques are shrink-
ing. Hence, we call the second phase as the Shrink and Bulk Phase.
3.1 Stretching Phase (Initialization)
Algorithm 1 describes the initialization process of the proposed methodology.
For a given temporal network G, initially, we construct the dictionary De with
the static edges as the keys and correspondingly, the occurrence time stamps
are the values. By the definition of (∆, γ)-clique, if the end vertices of an edge
is part of a clique, then the edge has to occur atleast γ times in the link
stream. Hence, for each static edge (uv) of G, if its frequency is at least γ,
it is processed further. The occurrence time stamps of (uv) are fed into the
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list T(uv). A temporary list, Temp, is created to store each current processing
timestamps from T(uv) with its previous occurrences, till it has maintained
(∆, γ)-clique property. Now, the for-loop from Line 8 to 32 computes all the
(∆, γ)-cliques with maximum duration where {u, v} is the vertex set. During
the processing of T(uv), any of the following two cases can happen. In the first
case, if the current length of Temp is less than γ, the difference between the
current timestamp from T(uv) and the first entry of Temp is checked (Line 10).
Now, if the difference is less than or equal to ∆, current timestamp is appended
in Temp. Otherwise, all the previous timestamps that have occurred within
past ∆ duration from the current timestamp are added in Temp (Line 14).
This process basically checks ∆ timestamp backward from each occurrence
times of the static edge (u, v). In the second case, when the current length of
Temp is greater than or equal to γ, it is checked whether the current processing
time from T(uv) falls within the interval of (last γ-th occurrence time + 1) to
(last γ-th occurrence time + 1 + ∆). Now, if it is true, the current timestamp
is appended in Temp. It can be easily observed that this appending is done iff
the at least consecutive γ occurrences are within each ∆ duration. Otherwise,
the clique is added in CIT with the vertex set {u, v} and time interval [ta, tb]
(Line 22), where ta is the ∆ ahead timestamp from the first γ-th entry in
Temp and tb is the ∆ on-wards timestamp from the last γ-th entry in Temp.
Next, all the previous timestamps that have occurred within past ∆ duration
from the current timestamp are added in Temp as before (Line 24). It allows
to consider overlapping clique. Now, this may happen when we process the last
occurrence from T(uv), it is added in Temp. However, no clique can be added
by the condition of 9 to 26 if the length of Temp is greater than or equal to
γ. This situation is handled by Line 27 to 31. This process is iterated for each
key from the dictionary De. Now, we present few lemmas and all together they
will help to argue the correctness of the proposed methodology.
Lemma 1 For a link (uv), if there exist any consecutive γ occurrences within
∆ duration, then it has to be in ‘Temp’ at some stage, in Algorithm 1.
Proof Follows from the description of Algorithm 1.
Lemma 2 In any arbitrary iteration of the ‘for loop’ at Line 8 in Algorithm
1, each consecutive γ occurrences of ‘Temp’ will be within ∆ duration.
Proof To prove this statement, we use the method of contradiction. Initially,
Temp contains the first occurrence of a link. Now, when the length of Temp
is less than γ (Line 9), next occurrence times are added in Temp (Line 11) if
the difference from initial to current occurrence time lies within ∆ (Line 10),
else the times at which the links have occurred in previous ∆ duration from
the current time are added (Line 13, 14). This clears that all the entries in
Temp are within ∆ duration when the length of Temp is less than γ.
When the length of Temp is greater than or equal to γ, without the loss of
generality, let us take any arbitrary γ occurrences of Temp as t1, t2, . . . t(γ−1), tγ ,
which is not within ∆ duration, i.e., tγ − t1 > ∆. Let us also assume that
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Algorithm 1: Stretching Phase of the (∆, γ)-Clique Enumeration
Data: The temporal network G(V, E,T ), ∆, γ ∈ Z+.
Result: The initial clique set CIT of G
1 Construct the Dictionary De;
2 CIT = φ;
3 for Every (uv) ∈ De.keys() do
4 if f(uv) ≥ γ then
5 T(uv) = Time Stamps of (uv);
6 Temp = [ ];
7 Temp.append(T(uv)[1]);
8 for i = 2 to len(T(uv)) do
9 if len(Temp) < γ then
10 if T(uv)[i]− Temp[1] ≤ ∆ then
11 Temp.append(T(uv)[i]);
12 else
13 Temp = [ ];
14 Temp.append(time stamps of the links occured in previous ∆Duration)
15 end
16 else
17 if Temp[len(Temp)− γ + 1] + 1 +∆ ≥ T(uv)[i] then
18 Temp.append(T(uv)[i]);
19 else
20 ta = Temp[γ]−∆ ; // first γ-th occurrence of (u, v) in
Temp
21 tb = Temp[len(Temp)− γ + 1] +∆ ; // last γ-th
occurrence of (u, v) in Temp
22 CIT .addClique({u, v}, [ta, tb]);
23 Temp = [ ];
24 Temp.append(time stamps of the links occured in previous ∆Duration)
25 end
26 end
27 if i = len(T(uv)) and len(Temp) ≥ γ then
28 ta = Temp[γ]−∆ ; // first γ-th occurrence of (u, v) in Temp
29 tb = Temp[len(Temp)− γ + 1] +∆ ; // last γ-th occurrence
of (u, v) in Temp
30 CIT .addClique({u, v}, [ta, tb]);
31 end
32 end
33 end
34 end
from t(γ−1), all the previous occurrences in Temp follow the statement of this
lemma. Now, from our assumptions, we have the following conditions:
t0 +∆ ≥ tγ−1 =⇒ t1 +∆ > t(γ−1) (1)
t1 +∆ < tγ (2)
t1 ≥ t0 + 1 (3)
Title Suppressed Due to Excessive Length 9
t3 tγ+1tγtγ−1t2
∆
t1
tf tl
t
1 + 1
∆
∆− γ + 2
Fig. 2 Demonstration Diagram for Lemma 3
Now, let us assume the previous occurrence of the link from t1 in Temp is
t0 and our goal is to infer the possible positions of t0 in the time horizon. From
the definition of (∆, γ)-clique, there will be γ occurrences from t1−∆ to t1. If
first (γ− 1) links have occurred in consecutive times then t0 = t1−∆+ γ− 2.
This is the minimum value for t0. From Equation 3, the maximum value for
t0 is t1 − 1. Hence, t0 + 1 ≤ t1 ≤ t0 +∆ + 2 − γ. Now, from Equation 2, we
have t0 +∆ + 1 < tγ , when t1 = t0 + 1 and replacing t1 with t0 +∆+ 2 − γ
in Equation 2, we get t0 + ∆ + 1 + (∆ + 1 − γ) < tγ =⇒ t0 + ∆ + 1 < tγ
as ∆ + 1 ≥ γ. This violates the condition imposed in Line 17. Hence, tγ can
not be added in Temp. So, we reach the contradiction and this completes the
proof.
Lemma 3 Let, tf and tl be the first and last occurrence time of a link in
Temp. In the interval [tf , tl], Temp contains at least γ links in each ∆ dura-
tion.
Proof When the length of Temp is less than γ, Line 9 to 15 in Algorithm 1
allows to hold the statement of the lemma by adding consecutive γ occurrences
in ∆ duration. So, it is trivial that we need to prove the statement when length
of Temp is greater than γ. Let us assume that the occurrence times of first
γ + 1 entries of Temp are t1, t2, . . . , tγ , t(γ+1), where t1 = tf and t(γ+1) ≤ tl.
Now, by Lemma 2, tγ − t1 ≤ ∆ and t(γ+1) − t2 ≤ ∆. Without loss of
generality, we want to show that there exist at least γ links from t1 + 1 to
t1 + 1 + ∆. As tγ − t1 ≤ ∆, the maximum difference between t1 and t2 can
be (∆ − γ + 2) and this case will arise when all the γ − 1 links appear in
each consecutive timestamp from t1+∆ towards t1 (shown in Figure 2). Now,
as t(γ+1) − t2 ≤ ∆, we have to show t(γ+1) = tγ + 1. This extreme case will
intuitively prove the rest of the cases. So, we can infer the following conclusion
from Lemma 2 and the assumption t2 = t1 +∆− γ + 2. Now,
t(γ+1) − t2 ≤ ∆
t(γ+1) − t1 −∆+ γ − 2 ≤ ∆
t(γ+1) ≤ t1 +∆+ 1 + {(∆+ 1)− γ}
Again, from the condition imposed at Line 17 in Algorithm 1, we also have
t(γ+1) ≤ t1 +∆+ 1. Now, as per our assumption of extreme case tγ = t1 +∆.
So, t(γ+1) ≤ tγ + 1 =⇒ t(γ+1) = tγ + 1.
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Now, as t(γ+1) ≤ t1+∆+1, we can argue t(γ+1) < t+∆, for all t ∈ (t1+1, t2].
Moreover, from Lemma 2 there is γ links within [t2, t(γ+1)], which concludes
the existence of at least γ links from t to t+∆. Now, for any ti ∈ [tf , tl −∆],
there will be atleast γ links in Temp from ti to ti + ∆. This completes the
proof of the claimed statement.
Lemma 4 In Algorithm 1, the contents of CIT are (∆, γ)-Cliques of size 2.
Proof We are processing each static edge of the temporal network G in its time
horizon and add the (∆, γ)-clique(s) formed by the end vertices of the edge
into CIT . Hence, the cliques in C
I
T are of size 2. Now, in Algorithm 1, the cliques
are added into CIT in Line 22 and 30. In both the cases, cliques are added if
the current length of the Temp is greater than or equal to γ. As per Lemma
3, Temp at least γ links in each ∆ duration. While adding the duration of
the clique, ta is obtained by subtracting ∆ duration from first γ-th occurrence
time and tb is obtained by adding ∆ duration from last γ-th occurrence time
in Temp. This ensures the existence of at least γ occurrences of the link in
each ∆ duration between ta to tb.
Lemma 5 All the cliques returned by Algorithm 1 and contained in CIT are
duration wise maximal.
Proof We prove the duration wise maximality of each clique in CIT by con-
tradiction. Let us assume, a clique ({u, v}, [ta, tb]) ∈ CIT is not duration wise
maximal. Then, there exists a t
′
a with t
′
a < ta such that ({u, v}, [t
′
a, tb]) is a
(∆, γ)-clique or a t
′
b with t
′
b > tb such that ({u, v}, [ta, t
′
b]) is a (∆, γ)-clique.
Now, if ({u, v}, [t
′
a, tb]) is a (∆, γ)-clique, then its first γ occurrences will be
in Temp at some stage as per Lemma 1. Later, this Temp is expanded till tb
either by Line 11 or 18 in Algorithm 1. Hence, ({u, v}, [t
′
a, tb]) will be added in
CIT , instead of ({u, v}, [ta, tb]). So, the assumption that there exists a t
′
a with
t
′
a < ta is false.
Now, by Lemma 4, as ({u, v}, [ta, tb]) is a (∆, γ)-clique, in each ∆ duration
within ta to tb there will be atleast γ links between u and v. Let us assume,
that lγ and l(γ−1) are the last γ-th and (γ − 1)-th occurrence time of (u, v)
respectively. From the definition of (∆, γ)-clique, lγ +∆ ≥ tb, hence, l(γ−1) +
∆ > tb. Now, to be {u, v} a (∆, γ)-clique in the interval [ta, l
(γ−1) +∆], there
must be atleast one link between u and v in the interval [tb, l
(γ−1)+∆]. If there
exists such links, it indicates the presence of γ or more links in the interval
[l(γ−1), l(γ−1) +∆]. This case is handled by Algorithm 1 either in Line 11 or
18 and ({u, v}, [ta, tb]) will not be added to CIT . So, there can not exist any t
′
b
which is greater than tb.
Hence, all the cliques of CIT returned by Algorithm 1 are duration wise
maximal.
Lemma 6 All the duration wise maximal (∆, γ)-cliques of size 2 are contained
in CIT .
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Proof In Lemma 4 and 5, we have already shown that each (∆, γ)-clique of
CIT is of size 2, and duration wise maximal, respectively. Hence, in this lemma,
we have to prove that none of such cliques are missed out in the final CIT . As
each edge is processed independently by Algorithm 1, it is sufficient to prove
that all the duration wise maximal (∆, γ)-cliques for a particular vertex pair
(corresponding to an edge) are contained in CIT .
Let, ({u, v}, [ta, tb]) is a duration wise maximal (∆, γ)-clique and not present
in CIT . Now, as ({u, v}, [ta, tb]) is a (∆, γ)-clique, so there exist at least γ links
in each ∆ duration from ta to tb, and let f
γ and lγ are the first γ-th and last
γ-th occurrence time of the link (uv), between ta to tb. We denote the occur-
rence timestamps for the static edge (u, v) as t1, t2, . . . , tf(uv) , and f(uv) ≥ γ.
Now, there can be one of the following cases for the values of ta and tb.
i. ta = t
1+γ−1 − ∆ and tb ≤ t
f(uv)−γ+1 + ∆ : The clique is formed at the
beginning of the occurrence stream of (u, v). According to Lemma 1, all
the occurrence time will be in Temp. Now, if tb = t
f(uv)−γ+1 +∆, it will
be added in CIT by Line 30 of Algorithm 1. Otherwise, ∃t
k : tk > lγ+1+∆
and tk−1 ≤ tb. Hence, it breaks the if condition at Line 17, and the clique
will be added in CIT by Line 22.
ii. ta ≥ t
1+γ−1 − ∆ and tb = t
f(uv)−γ+1 + ∆ : The clique is formed at the
end of the occurrence stream of (u, v). If ta = t
1+γ−1 −∆, it follows from
the above case. For the else part, we need to show that ta = f
γ + ∆ >
t1+γ−1−∆ is handled by the Algorithm 1. Here, ∃tk : tk < fγ−1−∆ and
tk−1 ≥ ta. Along with Lemma 1 and 2, the Line 14 and 24 are responsible
to have all the timestamps within [ta, tb] must be Temp. So, the clique
will be added in CIT by Line 30.
iii. ta > t
1+γ−1 − ∆ and tb < tf(uv)−γ+1 + ∆ : The clique is formed in the
middle of the occurrence stream of (u, v). Both the scenarios of ta and tb
values are shown in the above two cases, so the clique will be added in CIT
by Line 22.
Lemma 7 Running time of finding all the duration wise maximal (∆, γ)-cliques
of size 2 in Algorithm 1 is of O(γm).
Proof Preparing the dictionaryDe at Line 1 in Algorithm 1 will takeO(
∑
(u,v,t)∈E(G) f(uv)).
Assuming the frequency of each static edge is atleast γ, we evaluate the run-
ning time for processing a static edge. It will be identical for rest of the
edges. During the processing, all the operations from Line 8 to 32 take O(1)
times except, the appending at Line 14 and 24. Now, the appending of pre-
vious occurrences within past ∆ duration can leads to copying of at most
γ − 2 previous entries in Temp, which takes O(γ) times. Now, the worst case
may occur when in every iteration of the for loop at Line 8, γ − 2 previ-
ous occurrences are copied in Temp (at Line 24) and this case may occur
at most f(uv) − γ + 1 times. In this case, the running time of the for loop
from Line 8 to 32 is (γ − 2)(f(uv) − γ + 1) ≈ O(γf(uv)) for a particular
static edge. Now, for all the static edges the for loop at Line 3 will run with
O(
∑
(u,v,t)∈E(G) γf(uv)) times. Now, the total running time of Algorithm 1 is
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O(
∑
(u,v,t)∈E(G) f(uv)+γ
∑
(u,v,t)∈E(G) f(uv)) = O(γ
∑
(u,v,t)∈E(G) f(uv)). Here,
summing up all the frequencies of the static edges gives the total number
of links of the temporal network, i.e., m =
∑
(u,v,t)∈E(G) f(uv). So, the time
complexity of the initialization is of O(γm).
We have provided a weak upper bound on running time of the initialization
process (Algorithm 1) in Lemma 7. Now, we focus on space requirement of
Algorithm 1. Storing the Dictionary De in Line Number 1 requires O(m)
space. In the worst case, space requirement by the list Tuv is of O(m). The
size of Temp can go upto the maximum number of times that any static edge
has occurred consecutively more than gamma times in each delta duration,
and in the worst case it may take O(m) space. As all the initial cliques are
of size 2, hence space requirement due to CIT is of O(n
2.fmax), where fmax
is the highest frequency of the initial cliques. So, total space requirement by
Algorithm 1 is of O(m+ n2.fmax) = O(n2.fmax). Hence, Lemma 8 holds.
Lemma 8 The space requirement of Algorithm 1 is of O(n2.fmax).
Now for the temporal network shown in Figure 1, the initial cliques with
∆ = 3 and γ = 2, in CIL are ({v1, v2}, [1, 7]), ({v1, v2}, [7, 13]), ({v1, v3}, [2, 7]),
({v1, v3}, [8, 14]), ({v2, v3}, [2, 6]), ({v2, v3}, [7, 11]), ({v2, v3}, [5, 8]), ({v2, v4}, [4, 12]),
({v3, v4}, [1, 9]), ({v3, v5}, [5, 10]), ({v4, v5}, [4, 8]).
3.2 Shrink and Bulk Phase (Enumeration)
Algorithm 2 describes the enumeration strategy of our proposed methodology.
For the given temporal network G, we construct a static graph G where V (G)
is the vertex set of G and each link of G induces the corresponding edge in
E(G) without the time component, which we call as a static edge. Next, the
dictionary D is built from the initial clique set CIT of Algorithm 1, where the
vertex set of the clique is the key and corresponding occurrence time intervals
are the values. This data structure is also updated in the intermediate steps of
algorithm 2. Now, two sets CT1 and CT2 are maintained during the enumeration
process. At any i-th iteration of the while loop at Line 5, CT1 maintains the
current set of cliques which are yet to be processed for vertex addition and CT2
stores the new cliques formed in that i-th iteration. At the beginning, all the
initial cliques from CIT are copied into C
T1 . A clique (X , [ta, tb]) is taken out
from CT1 which is duration wise maximal and the IS MAX flag is set to true for
indicating the current clique as maximal (∆, γ)-clique. For vertex addition, it
is trivial to convince that only for the neighboring vertices of X (v ∈ NG(X )),
there is a possibility of (X ∪{v}, [t
′
a, t
′
b]) to be a (∆, γ)-clique. If the new vertex
set X ∪ {v} is found in D with one of its value as [ta, tb], the IS MAX flag is
set to false, signifying that the processing clique (X , [ta, tb]) is not maximal.
Otherwise, if X ∪ {v} is not present in D, all the possible time intervals in
which X ∪ {v} can form a (∆, γ)-clique are computed from Line 16 to 37.
This process is iterated for all the neighboring vertices of X (Line 10 to 38).
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Now, we describe the statements from Line 17 to 36 in detail. As mentioned
earlier, to form a (∆, γ)-clique with the new vertex set X ∪{v} all the possible
combinations from X ∪{v} of size |X |, (represented as C(X ∪{v},X )), has to
be a (∆, γ)-clique. Now, for all z ∈ C(X ∪{v},X )), if z is present in D.keys(),
it signifies the possibility of forming a new clique with the vertex set X ∪ {v}
(Line 17). Now, all the entries of these combinations are taken into a temporary
data structure DTemp from D. For the clarity of presentation, we describe the
operations from Line 19 to 35 for one vertex addition, i.e., X ∪ {v} with the
help of an example shown in Figure 3. Now, let the entries of DTemp are
z1, z2, . . . zn, i.e., all zi ∈ C(X ∪ {v},X ) and the length corresponding entries
in DTemp are l1, l2, . . . ln respectively. So, one sample from z1 ⊗ z2 ⊗ · · · ⊗ zn
is taken as timeSet in Line 19 of Algorithm 2. One possible value of timeSet
is [t11, t21, . . . , tn1]. For this value, the resultant interval [t
′
a, t
′
b] is computed
as t11 ∩ t21 · · · ∩ tn11 = [max(ta
1
z1
, ta
1
z2
, . . . , ta
1
zn
), min(tb
1
z1
, tb
1
z2
, . . . , tb
1
zn
)]. If the
difference between t
′
b and t
′
a is more than or equal to ∆, then the newly formed
(∆, γ)-clique, (X ∪{v}, [t
′
a, t
′
b]), is added in C
T2 and D. Also, if [t
′
a, t
′
b] matches
with the current interval of X , then the flag IS MAX is set to False, i.e.,
(X , [ta, tb]) is not maximal. Now, this step is repeated for all the samples from
z1⊗z2⊗· · ·⊗zn from Line 19 to 35. This ensures that all the intervals in which
X ∪ {v} forms (∆, γ)-clique are added in D. Now, if none of the vertices from
NG(X )\X is possible to add in X , (X , [ta, tb]) becomes maximal (∆, γ)-clique
and added into final maximal clique set CL at Line 40. Vertex addition checking
is performed for all the cliques of CT1 in the while loop from Line 7 to 42. When
CT1 is exhausted and CT2 is not empty, the contents of CT2 are copied back
into CT1 for further processing, signifying that all the maximal cliques have
not been found yet. This is controlled using the flag ALL MAXIMAL in the
While loop at Line 5. If no clique is added into CT2, the flag ALL MAXIMAL
is set to true so that in the next iteration the condition of the While loop at
Line 5 will be false and finally Algorithm 2 terminates. At the end, for the
temporal network G, CT contains all the maximal (∆, γ)-cliques of it. One
illustrative example of the enumeration Algorithm is given in Figure 4.
Now, from the description of the enumeration process of our proposed
methodology, we have the following claims:
Claim 1 For any arbitrary clique (X , [ta, tb]) ∈ CT1 and v ∈ NG(X ) \ X , all
the time intervals in the whole lifespan of the linked stream L, at which X ∪{v}
forms a (∆, γ)-clique are added in D.
Claim 2 In any arbitrary iteration i of the While loop at Line 5, the cliques
of CT1 and CT2 are of size i+ 1 and i+ 2 respectively.
Lemma 9 In Algorithm 2, the elements of CT are (∆, γ)-cliques.
Proof All the cliques are added in CT , only from CT1 at Line 40 in Algorithm
2. Now, initially CT1 contains the elements from CIL, which are (∆, γ)-cliques
from Lemma 4 and later it is updated with the entries of CT2 . So, if we show
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Algorithm 2: Shrinking and bulking phase of the maximal
(∆, γ)-Clique Enumeration
Data: A Temporal Network G, Initial Clique Set CIT , ∆, γ.
Result: Maximal (∆, γ) Clique Set CT of G.
1 Construct the Static Graph G;
2 Prepare the dictionary D from CI
L
;
// with the index as vertex set and time intervals as entries
3 CT1 ← CI
L
;
4 ALL MAXIMAL = False;
5 while ¬ ALL MAXIMAL do
6 CT2 ← φ;
7 while CT1 6= φ do
8 Take and remove a clique (X , [ta, tb]);
9 IS MAX = True;
10 for Every v ∈ NG(X ) \ X do
11 Xnew = X ∪ {v};
12 if Xnew ∈ D then
13 if [ta, tb] ∈ D[Xnew] then
14 IS MAX = False;
15 end
16 else
17 if ∀z ∈ {C(Xnew ,X )} and z ∈ D then
18 DTemp ← Get the entries from D for C(Xnew ,X );
19 foreach permutation of DTemp entries as timeSet do
20 max ta = [ ];
21 min tb = [ ];
22 for t ∈ timeSet do
23 max ta.append(t[1]);
24 min tb.append(t[2]);
25 end
26 t
′
a =MAX(max ta);
27 t
′
b
= MIN(min tb);
28 if t
′
b
− t
′
a ≥ ∆ then
29 CT2 .add(Xnew , [t
′
a, t
′
b
]);
30 D[Xnew].append([t
′
a, t
′
b
]);
31 if t
′
a = ta ∧ t
′
b
= tb then
32 IS MAX = False;
33 end
34 end
35 end
36 end
37 end
38 end
39 if IS MAX then
40 CT .append(X , [ta, tb]);
41 end
42 end
43 if len(CT2 ) > 0 then
44 CT1 ← CT2 ;
45 else
46 ALL MAXIMAL = True;
47 end
48 end
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Fig. 3 The entries of DTemp and zi ∈ DTemp.keys()
that the elements of CT2 are (∆, γ)-cliques, the statement will be proved. Now,
all the cliques of CT2 are of atleast ∆ duration, from the condition at Line
28. Also, from the description of the Algorithm 2, it is easy to verify that in
each iteration of vertex addition to a clique of CT1 can only be made, if all
the possible combinations of vertices form (∆, γ)-cliques. This ensures that
all the vertex pairs of the clique in CT2 are linked atleast γ times in each ∆
duration within the intersected time interval of all the combinations. Hence,
the elements of CT are (∆, γ)-cliques.
Lemma 10 In Algorithm 2, all the intermediate cliques are duration wise
maximal.
Proof From the proof of Lemma 9, it is sufficient to show that the contents of
CT1 are duration wise maximal. We prove the statement by induction. From
Lemma 5 the contents of initial clique set are duration wise maximal. Let us
assume that in the i-th iteration of the While loop at Line 5, the contents of
CT1 are duration wise maximal. We need to show that the same will hold in the
(i + 1)-th iteration also. After adding a vertex to an existing clique obtained
in i-th iteration for possible expansion, the new vertex set is considered to be
a (∆, γ)-clique within the intersected interval of all (i+2)-combinations, if the
length of the intersected interval is more than ∆ (Line 17 to 36 in Algorithm
2). Now, it can be observed that the latest first γ-th occurrence time (fγi+1)
of the resultant clique must be same with the latest first γ-th occurrence time
(fγi ) of the constituiting clique from which ta is coming. Similarly, the earliest
last γ-th occurrence time (lγi+1) of the resultant clique must be same with the
earliest last γ-th occurrence time (lγi ) of the constituiting clique from which tb
is coming. When both the ta, tb are coming from the same constituting clique,
the original clique is not maximal as vertex addition is possible. Now, for the
resultant clique, the begining time ta can not be extended to ta − 1 as in the
i-th iteration the constituting clique is also duration wise maximal from the
assumption, i.e., fγi − ∆ = ta =⇒ f
γ
i+1 − ∆ = ta. Similarly, tb can not be
extended to tb+1 as in the i-th iteration the constituting clique is also duration
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Fig. 4 Illustrative example of the proposed Maximal (∆, γ)-Clique Enumeration Algorithm,
(a) Input Temporal Graph with∆ = 4 and γ = 2, (b) Output of the Algorithm 1 - Stretching
Phase, (c)-(d) The content of CT1 at Different Iteration of Algorithm 2. The cliques in red
are duration-wise maximal but not w.r.t. cardinality.
wise maximal from the assumption, i.e., lγi +∆ = tb =⇒ l
γ
i+1+∆ = tb. So, the
resultanat clique at (i+ 1)-th iteration is also duration wise maximal. This is
true for all the cliques generated in each iteration. Hence, all the intermediate
cliques in Algorithm 2 are duration wise maximal.
Lemma 11 In Algorithm 2, at the begining of any i-th iteration, CT1 holds
all the duration wise maximal (∆, γ)-cliques of size i+ 1.
Proof For i = 1, CT1 holds all the duration wise maximal (∆, γ)-cliques of size
2 from Lemma 6. Let, CT1i−1 and C
T1
i are the clique sets at the beginning of the
iteration i− 1 and i respectively and CT1i−1 holds all the duration wise maximal
(∆, γ)-cliques of size i. Then, we have to show that during the construction of
CT1i from C
T1
i−1, the clique set C
T1
i remains exhaustive. For a clique from C
T1
i−1,
we check for all the possible i+1 vertex combinations in Line 17 of Algorithm
2, which does not leave any possible vertex addition to the clique. Next, for
each added vertex, all the possible time interval combinations are generated
and checked from Line 19 to 35. Now, for each possible time combination,
the (∆, γ)-clique is generated from the maximum possible common interval of
them. This guarntees that all the possible cliques are generated during this
process. Again, from Lemma 10, in the i-th iteration all the generated cliques
are also duration wise maximal, which are now in CT1i . So, the same can be
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proved in the clique building from i-th to i + 1-th iteration. Hence, for any
value of i the claimed statement is true.
Lemma 12 All the (∆, γ)-Cliques returned by Algorithm 2 and contained in
CT are maximal .
Proof We prove this statement by contradiction. Assume that Ci = (X , [ta, tb])
be an element of CL, which is not maximal. In Algorithm 2, the cliques are
added in CL from CT1 and all the cliques in CT1 are duration wise maximal
(∆, γ)-cliques from Lemma 10. If, Ci is not maximal, then the only thing
that can happen is that one or more vertex addition is possible to make Ci
maximal. Now, let us assume that ∃v ∈ NG(X ), such that (X ∪ {v}, [ta, tb])
is a (∆, γ)-clique. From the enumaration process described in Algorithm 2,
if a clique is added to CL, it has to be in CT1 in any previous iteration. As
(X ∪{v}, [ta, tb]) is a (∆, γ)-clique, the IS MAX flag becomes false so that it
is not going to be added in CL but in CT2 . Hence, the assumption Ci ∈ CL is a
contradiction. So, all the elements of CL returned by Algorithm 2 are maximal
(∆, γ)-cliques.
Theorem 1 All the maximal (∆, γ)-Cliques of G are contained in CT .
Proof We prove this statement by contradiction. For the time being assume,
that a maximal clique Ci = (X , [ta, tb]) of the temporal network G is not
present in CT . Now, the following two cases may happen:
– Ci is a maximal clique of size 2. From Lemma 6, it is understood that
at the begining of Algorithm 2, CT1 contains all the duration wise size 2
maximal cliques. Now, in this situation if none of the following three cases
happen:
– No vertex addition is possible. If it is so then it will not enter in the for
loop at Line 10.
– Vertex addition is possible. However, for the generated possible clique(s),
it may happen the duration of the time interval(s) is less than ∆ (Line
28).
– Vertex addition is possible and for any of the neighboring vertices the
duration of the generated possible clique(s) is greater than ∆, however,
none of the intervals are equal with [ta, tb] (Line 31).
then Ci is a maximal (∆, γ)-clique of size 2. So, the IS MAX flag remains
true and the clique Ci is added in CL.
– Ci is a maximal clique of size greater than equal to 3. Now, without loss
of generality, here, we show for |X | = 3 and assume X = {vi, vj , vk}. Now,
Ci to be a (∆, γ)-clique, it nust have generated from any one of the follow-
ing three size 2 (∆, γ)-cliques; let ({vi, vj}, [t
′
a, t
′
b]), ({vi, vk}, [t
′′
a , t
′′
b ]), and
({vk, vj}, [t
′′′
a , t
′′′
b ]), where all the three intervals are super interval of [ta, tb].
With out loss of generality, we start with the cliques, say, ({vi, vj}, [t
′
a, t
′
b])
from CT1 and vk is added (Line 10 to 38). Here, ({vi, vj , vk}, [ta, tb]) is dura-
tion wise maximal from Lemma 10 and added in CT2 . In the next iteration,
({vi, vj , vk}, [ta, tb]) is tested for further expansion and as Ci is a maximal
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(∆, γ)-clique from the assumption, none of the subcases mentioned in Case
1 will occur. So, the IS MAX flag will remain true and the clique Ci will
be added in CL. Now, the same will happen for the cliques with larger
size as in every iteration all the duration wise maximal (∆, γ)-cliques are
generated (by Lemma 11).
Hence, we reach the contradiction. So, for the temporal network G, CT contains
all the maximal (∆, γ)-cliques of it.
Theorem 1 is basically the correctness statement of the proposed methodology.
Next, we proceed towards the analysis of Algorithm 2 for its time and space
requirement.
As mentioned previously, m denotes the temporal links in the time vary-
ing graph G. At Line Number 2, computing the static graph from the given
time varying graph requires O(m) time. Time requirement for creating the
dictionary D will be of O(|CT |.fmax) time, where fmax denotes the highest
number of times a clique appeared. Copying the cliques from the list O(CT )
to CT1 requires O(|CT |) time. Setting the ALL MAXIMAL flag to ‘false’ in
Line Number 4 requires O(1) time. So, from Line Number 1 to 4, the time
requirement is of O(m+ |CIT |.fmax). Now, it is easy to verify that the instruc-
tions in Line Number 6, 8, and 9 require O(1) time. The for loop in Line
Number 10 can run at most O(n) time. Adding the vertex v to the existing
clique X to form Xnew in Line Number 11 requires O(1) time. The maximum
number of comparisons in the condition of the if statement in Line Number
12 will be O(|CT |). In the worst case, each comparison can take at most O(n2)
time. Hence, total time requirement for Line Number 12 requires O(|CT |.n2)
time. Number of comparisons in the conditional statement in Line Number 13
requires at most O(fmax) time. Setting the IS MAX flag to ‘False’ in Line
Number 14 requires O(1) time. Now, in the if statement of Line Number 17,
the number of combinations can be O(n) in the worst case. Hence, the number
of comparisons for checking the existence in the dictionary D is ofO(n|CT |). As
mentioned previously, each individual comparison requires O(n2) time. Hence,
total execution time for Line 17 is of O(n3.|CT |) time. Now, copying the newly
generated combinations from the dictionary D to DTemp requires O(nfmax). It
can be verified from the description of the Algorithm 2 that the number of pos-
sible combinations among the time duration is of O(fnmax). Hence the for loop
in Line Number 19 will execute O(fnmax) times. Line Number 20 and 21 takes
O(1) time. Executing the for loop from Line Number 22 to 25 requires O(n)
time. Computing the maximum and minimum value among the elements of the
list max ta and min tb requires O(n) time. It is easy to verify that execution
of Line Number 28 to 34, 39 to 41, 43 to 45 and 46 require O(1) time. Copying
the cliques from in Line Number 44 can take O(|CT |) time. Now, we need to
wrap up the computational time requirement for the looping structures to ob-
tain the total time requirement of Algorithm 2. From the previous analysis, it
can be verified that the time requirement for executing the for loop from Line
Number 19 to 35 will be of O(fnmax.n). The for loop from Line Number 10 to
38 will execute at max O(n) times. Hence, the running time from 10 to 38 is of
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O(n(n2.|CT |.fmax+n3.|CT |+n.fmax+ fnmax.n)) = O(n
3.|CT |.fmax+n4.|CT |+
n2.fmax + f
n
max.n
2) = O(n3.|CT |.fmax + n4.|CT | + fnmax.n
2). The while loop
from Line Number 7 to 42 can execute at most O(|CT |) times. Hence, execu-
tion time of this while loop is of O(n3.|CT |2.fmax + n4.|CT |2 + |CT |.fnmax.n
2).
Also, the number of times the while loop from Line Number 5 to 48 can
execute at most O(n) times. Hence time requirement for execution of Line
Number 5 to 48 is O(n(n3.|CT |2.fmax + n4.|CT |2 + |CT |.fnmax.n
2 + |CT |)) =
O(n4.|CT |2.fmax + n5.|CT |2 + |CT |.fnmax.n
3 + n.|CT |) = O(n4.|CT |2.fmax +
n5.|CT |2 + |CT |.fnmax.n
3). As already derived that running time from Line
Number 1 to 4 is of O(m + |CIT |.fmax), hence, total time requirement for Al-
gorithm 2 is of O(n4.|CT |2.fmax + n5.|CT |2 + |CT |.fnmax.n
3 +m+ |CIT |.fmax) =
O(n4.|CT |2.fmax+n5.|CT |2+ |CT |.fnmax.n
3). Maximum number of cliques could
be at max 2n. Hence, plugging the worst case value of |CT |, we have the running
time of Algorithm 2 is O(n4.22n.fmax + n
5.22n + 2n.fnmax.n
3).
Additional space requirement of the Algorithm 2 is due to the ‘static graph’
G, which requires O(m) space; dictionary D, which requires O(|CIT |.fmax)
space; dictionary DTemp which requires O(n.fmax) space, the list Xnew which
requires O(n) space, the lists CT1 , CT2 , and CT in the worst case these may
requireO(n2n) space; the listsmax ta andmin tb which requireO(|CT |) space.
Hence, total space requirement of Algorithm 2 is ofO(m+|CIT |.fmax+n.fmax+
n+ n.2n+2n) = O(m+ |CIT |.fmax+ n.fmax + n.2
n). Hence, Lemma 13 holds.
Lemma 13 Running time and space requirement of Algorithm 2 is of O(n4.22n.fmax+
n5.22n + 2n.fnmax.n
3) and O(m+ |CIT |.fmax + n.fmax + n.2
n), respectively.
As mentioned previously, Algorithm 1 and 2 together constitute the proposed
enumeration strategy for maximal (∆, γ)-Cliques of a temporal network. It
has been shown in Lemma 7 that the time requirement of Algorithm 1 is
of O(γ.m). Hence, total time requirement of the proposed methodology (i.e.,
Algorithm 1 and 2) is of O(n4.22n.fmax+n
5.22n+2n.fnmax.n
3+γ.m). As men-
tioned in Lemma 8, the space requirement is of O(n2.fmax). Hence, total space
requirement of the proposed methodology is of O(m + |CIT |.fmax + n.fmax +
n.2n + n2.fmax) = O(m + |CIT |.fmax + n.2
n + n2.fmax). Now, the Theorem 2
states regarding the time and space requirement of the proposed methodology.
Theorem 2 The computational time and space requirement of the proposed
methodology is of O(n4.22n.fmax + n5.22n + 2n.fnmax.n
3 + γ.m) and O(m +
|CIT |.fmax + n.2
n + n2.fmax), respectively.
4 Experimental Evaluation
In this section, we present the experimental evaluation of the proposed method-
ology and compare its efficacy with the existing methods from the literature.
Initially, we briefly outline the background of the used datasets, followed by
the objectives, comparing algorithm description, and result discussion.
20 Suman Banerjee, Bithika Pal
4.1 Description of the Datasets
In our experiments, we have used the following datasets:
– Hypertext 2009 dynamic contact network (Hypertext) [23]: This
dataset was collected during the ACM Hypertext 2009 conference, where
the SocioPatterns project deployed the Live Social Semantics application.
Conference attendees volunteered to wear radio badges that monitored
their face-to-face proximity. The dataset published here represents the dy-
namical network of face-to-face proximity of 110 conference attendees over
about 2.5 days.
– College Message Temporal Network (College Message) [30]: This
dataset contains the interaction information among a group of students
from University of California, Irvine. It contains sequence of tuples of the
form (u, v, t), which signifies that the students u and v interacted with a
private message at time t.
– Bitcoin OTC Trust Weighted Signed Network (Bitcoin) 1 [24, 25]:
This is who-trusts-whom network of people who trade using Bitcoin on a
platform called Bitcoin OTC. Since Bitcoin users are anonymous, there is a
need to maintain a record of users’ reputation to prevent transactions with
fraudulent and risky users. Members of Bitcoin OTC rate other members
in a scale of -10 (total distrust) to +10 (total trust) in steps of 1. This is a
weighted, signed, and directed network. However, as per our requirement,
we do not consider the direction
– Infectious SocioPatterns Dynamic Contact Network I & II (In-
fectious I (69) & II (old)) [23]: This dataset contains the daily dynamic
contact networks collected during the Infectious SocioPatterns event that
took place at the Science Gallery in Dublin, Ireland, during the artscience
exhibition INFECTIOUS: STAY AWAY. This dataset contains set of tu-
ples of the form (t, u, v), where u and v are the anonymous ids of the person
who are in contact for at least 20 seconds.
As the name of the datasets are a bit lengthy, hence through out the rest of
this paper, we refer to them by their abbreviated names as mentioned in the
bracket. Basic statistics of the datasets are given in Table 1.
Table 1 Basic statistics of the datasets (with increasing order of number of nodes)
Datasets #Nodes #Links #Static Edges Lifetime/Total
Duration
Hypertext 113 20818 2196 2.5 Days
Infectious II (old) 410 17298 2765 8 Hours
College Message 1899 59835 20296 193 Days
Bitcoin 5881 35592 21492 5.21 Years
Infectious I (69) 10972 415843 44516 80 Days
1 https://snap.stanford.edu/data/soc-sign-bitcoin-otc.html
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4.2 Setup of Our Experimentation
This sub section reports the setup of our experimentation. The only parameters
involved in our study are ∆ and γ. For analyzing a temporal network datasets,
one intuitive question will be just to find out the frequently connected groups
for a given time duration, which is comparable with the lifetime of the network.
For this reason, we select the ∆ value based on the network lifetime only. For
the ‘Infectious II (old)’ dataset, we start with the ∆ value of 1 minute keep on
increasing it by 1 minute till it reaches to 10 minute. Whereas it is increased
in multiplicative order of 10 starting from 1 and 2 minutes to 100 and 200
minutes in the ‘Infectious (69)’ dataset, due to its larger lifetime. The same
is followed in ‘Bitcoin’ as well. For the ‘Hypertext’ dataset, we start with a
∆ value of 60 second and keep on increasing it by 60 second till we reach to
600 seconds and then considers ∆ as 1800 seconds, 3600 seconds, and 7200
seconds. For the ‘College Message’ dataset, we choose the ∆ value as 1, 12,
64, 72, 168 hours.
For ∆ Clique enumeration in all the datasets, we have to set γ value as 1.
Now, for enumerating (∆, γ)-Clique, in case of the ‘Infectious II(old)’, we start
with the γ value as 2, keep on increasing it by 1 till the maximal clique set
becomes empty. In case of ‘Infectious69’ dataset for initial ∆ values (e.g., 60,
120) we start γ value is chosen similarly with that of the ‘Infectious II(old)’
dataset. However, for larger∆ values (e.g., 6000, 12000), we start with a γ value
of 5, and then 10; next incremented by 10 till it reaches 30, and subsequently
incremented by 30 till it reaches 330. For the ‘Bitcoin’ dataset, for every ∆
values, if we increase the γ value beyond 2, the maximal clique set becomes
null. This can be explained by observing the no. of links per no. of static
edges ratio, which is very small compared to the lifespan of the temporal
network. Hence, we do not provide the plots in Figures 5 and 6. In case of
‘College Message’ dataset, as the chosen ∆ value is larger, hence the γ value
is incremented by 5 till it goes to 20 and then by 10 till the maximal clique
set becomes empty.
4.3 Aims and Objectives of the Experiment
The goals of the experiments are 5-folds.
1. With the change of ∆ and γ, how the count of maximal cliques changes?
2. With the change of ∆ and γ, how the highest cardinality among the vertex
subsets of the maximal cliques changes?
3. With the change of ∆ and γ, how the maximum duration of the contact
changes?
4. From the computational perspective, with the change of ∆ and γ, how
computational time and space requirement change?
5. As mentioned previously, with γ = 1 we can use the proposed methodology
to enumerate ∆ Cliques as well. Hence, our another experimental goal is to
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repeat all the previous 4 objectives in the context of ∆ Clique enumeration
as well.
4.4 Algorithms Compared
In our experiments, we compare the performance of the proposed methodology
with the following methods from the literature.
– Virad et al.’s Method [35]: This is the first method proposed to enu-
merate maximal ∆-Clique of a temporal network.
– Himmal et al.’s Method [18]: This method incorporates the famous
Born-Kerbosch Algorithm to improve the Virad et al.’s Method.
– Banerjee et al.’s Methods [3]: This is the existing maximal (∆, γ)-Clique
proposed by us in one of our previous studies.
We obtain the source code of the first two methodologies as implemented by
the respective authors. The proposed methodology is developed in Python 3.4
along with NetworkX 2.0. All the experiments have been carried out on a high
performance computing cluster having 5 nodes, and each of them having 40
cores and 160 GB of RAM. Implementations of the algorithms are available
at https://github.com/BITHIKA1992/Delta-Gamma-Clique.
4.5 Experimental Results with Discussions
Here, the experimental results are reported and discussed in detail. First, we
focus on ∆-Clique, which is equivalent to (∆, γ)-Clique with γ = 1. The results
have been given in Table 2, 3, and 4.
Fixing γ = 1, if we keep on increasing ∆ value it is natural the maximum
duration among the maximal cliques 2 will also be increasing. The reason be-
hind this is that with the increase of ∆ value, it is more likely that clique
vertices will maintain at least one link for longer duration. Hence, for all the
datasets, it has been observed that with the increase of ∆, the maximum dura-
tion is also increasing. It is also important to observe that, with the increase of
maximum duration for any one of the maximal cliques it may happen that not
all the clique vertices will have at least one link in each ∆ duration. In that
case one maximal clique will be splitted into two or more cliques. Another
possibility is that for a particular ∆ value there are many maximal cliques
having only two vertices. Now, if the ∆ value is increased further, then there
is a chance that this cliques will be obsolete and these may cause in decreasing
the number of maximal cliques. Here, we highlight few results from Table 2. It
can be observed that when the ∆ value has been increased from 3600 to 43200
for the College Message dataset, maximum duration is drastically increased
from 21761 to 403018, however the number of maximal cliques reduced from
2 In the rest of the part in this section, unless mentioned maximal clique means maximal
(∆, γ)-Clique
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33933 to 25635. On the other hand for the same dataset when the ∆ value has
been incremented from 259200 to 604800, maximum duration is also changes
from 2322612 to 6334253, however, in this case the number of maximal cliques
is increased from 21019 to 21658.
Regarding the time and space requirement, it can be observed that for
the College Message, Bitcoin, Infectious I (69), Infectious II (old) dataset the
proposed methodology is the fastest one compared to the existing methods. As
an example, it can be observed from Table 3 that for ∆ = 604800, the running
time of the proposed methodology is 1.19 seconds, whereas the same for the
method proposed by Himel et al. [18] and Virad et al. [35] is 25.86 and 133.53
seconds, respectively. However, the running time of the proposed methodology
is more in the Hypertext dataset. This is due to the density of the dataset and
this can be verified from Table 1. In terms of space requirement, the proposed
methodology is almost equivalent with that of the proposed by Himmel et al.
[17]. Other than the ‘Bitcoin’ dataset, the space requirement of the Viard et
al.’s [35] methodology is always more than both the proposed as well as the
Himmel et al.’s [18] method. One important point is to observe from Table 4
is that, for all the datasets, in case of both the proposed and Himmel et al.’s
[18] methodologies, with the increase of ∆ value, space requirement does not
increases much. In case of Virad et al.’s [35] method, computation starts with
a link (u, v, t) as a ∆ Clique ({u, v}; [ta, tb]), where ta = tb = t and extending
it by both vertex addition as well as time expansion. During this process, their
method stores all the intermediate cliques and hence space requirement for this
method is much higher compared to others. Here, we highlight few results from
Table 4 as examples. For the ‘College Message’ dataset, for ∆ = 604800, the
space requirement by Vired et al.’s [35] method, Himeal et al.’s [18] method and
the proposed methodology are 2426 MB, 127 MB, and 138 MB, respectively.
However, for the ‘Bitcoin’ dataset, for ∆ = 604800 the space requirement for
these methods are approximately 143 MB, 366 MB, and 161 MB, respectively.
Here, we want to highlight that for the Infectious I dataset with the ∆ value
as 6000 and 12000 both the computational time and space requirement for
Viard et al’s [35] method too high, and hence we do not mention the results
for this two cases.
Now, we proceed to describe the results for (∆, γ)-Clique. In Figure 5, we
show the plots of how the number of maximal cliques, maximum duration and
maximum cardinality are changing with the change in ∆ and γ. It has been
observed that for both the ‘College Message’ and ‘Infectious II (old)’ dataset
for a fixed∆, if the γ is increased the number of maximal cliques are decreasing.
Recall that by the definition of (∆, γ)-Clique, if the value of γ is more than
∆+1, then certainly the maximal clique set will be empty. In our experiments,
a supportive case has been found. For the ‘Infectious II (old)’ dataset, it has
been observed that when the ∆ value is 300, the γ value can be increased
till 16 (30020 + 1 = 16). Beyond that the maximal clique set becomes empty.
For the ‘Infectious I (69)’ dataset also we make similar observations. However,
for initial ∆ values such as 60, 120, 600, 1200 at the last γ value (i.e., just
before the maximal clique set becomes empty) the number of maximal cliques
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increased again. In both the ‘Hypertext’ and ‘Infectious I (69)’ dataset, we
observe almost similar pattern. Now, we highlight few numerical results from
our experiments. For the ‘Infectious I (69)’ dataset for ∆ = 600, if γ changes
from 25 to 30, the maximum cardinality drops down from 5 from 4. When the
γ value is further increased to 32 the maximum cardinality comes down to 0.
In all the datasets, it has been observed that maximum duration among
the maximal cliques increases with the increase of ∆ value. Also, the maxi-
mum duration decreases with the growth of the clique cardinality. For a fixed
∆ value, the gradual change in γ leads to lesser maximum duration. Regard-
ing the maximum cardinality, all the datasets exhibit similar pattern. For a
fixed ∆ with a gradual change in γ and for a fixed γ with a change in ∆, the
maximum clique cardinality decreases and increases, respectively. One ma-
jor dataset specific observation is that, for fixed-small gamma, the change in
maximal clique count is exponential with the increase of ∆ in ‘Hypertext’ and
‘Infectious I’ dataset. Whereas the same is linear in ‘Infectious II’ and ‘College
Message’ dataset. However, the increase in ∆ is also exponential in ‘Infectious
I’. This special effect of ‘Hypertext’ can be answered by looking into the plot
for maximum cardinality and maximum duration in Figure 5. It clearly indi-
cates there exist a certain number of users which communicate very densely,
resulting almost no changes in the maximum statistics w.r.t ∆ and γ. Where
the rest of the users follow a sparse communication and do not participate in
(∆, γ)-clique formation.
Figure 6 shows the plots for change in computational time and space re-
quirement with the change in ∆ and γ. Regarding time and space requirement
for (∆, γ) Clique enumeration, the following observations are made. For all the
datasets, there is a similarity between the time, space requirement and number
of maximal cliques. In general, it has been observed that for a fixed ∆, with
the gradual change in γ, the computational time and space requirement for
both the proposed as well as Himel et al.’s method [18] decreases sequentially,
as the number of maximal cliques decreases. There are exceptions also. As an
example, for the ‘Hypertext’ dataset, for ∆ = 60, when γ value is increased
from 2 to 3, the number of maximal cliques has been dropped from 4319 to
3378. However, the computational time and space requirement for the Himel
et al.’s method ∆ = 60 and γ = 2 are 24.26 sec. and 517.91 MB., respectively.
However, the same with γ = 3 are 25.7 sec. and 580.24, respectively. Typ-
ically, both the time and space requirement depends upon the intermediate
clique. During the enumeration process, if the number of intermediate cliques
are more then both the time and space requirement will also be more.
From our experiments we can conclude both ∆ and (∆, γ) Clique enumer-
ation, if the input dataset is sparse then the proposed methodology is better
than the
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Table 2 Number of Maximal ∆-Cliques, Maximum Duration, and Maximum Cardinality
Enumeration for different datasets
Dataset ∆
Algorithm
# Maximal
Cliques
Maximum
Cardinality
Maximum
Duration
Hypertext
60 7897 7 7640
120 6859 7 8140
180 6453 7 11520
240 6232 7 11640
300 6106 7 11760
360 6025 7 11880
420 5980 7 12000
480 5952 7 12120
540 5930 7 17600
600 5913 7 17720
1800 5966 7 31980
3600 6473 7 35580
7200 7727 7 52020
College Message
3600 33933 4 21761
43200 25635 5 403018
88640 22701 5 896134
259200 21019 5 2322612
604800 21658 6 6334253
Bitcoin
60 32144 3 180
600 27572 4 1800
6000 26381 8 17986
60000 26071 8 179640
3600 26577 7 10791
43200 26091 8 129422
88640 25970 8 265798
259200 26290 8 777572
604800 27149 8 1814344
Infectious I (69)
60 161066 6 3760
120 138662 7 5180
600 128392 10 11200
1200 139684 13 12400
6000 152121 16 22740
12000 152198 16 34740
Infectious II (old)
60 9776 5 1860
120 9397 6 2900
180 9565 7 4280
240 9849 7 5160
300 10192 8 5280
360 10734 8 6480
420 11287 8 6600
480 11571 9 8540
540 11781 9 9580
600 12123 10 9700
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Table 3 Computational time requirement (in Secs.) for Maximal ∆-clique ((∆, γ)-clique
with γ = 1) Enumeration for different datasets
Dataset ∆
Algorithm
Viard et al. [35] Himmel et al. [18] Proposed
Hypertext
60 16.02 6.14 53.9
120 18.11 4.48 26.14
180 20.17 3.8 16.35
240 21.73 3.73 11.76
300 23.11 3.62 9.73
360 24.02 3.31 8.55
420 25.54 3.41 7.76
480 26.61 3.28 7.27
540 28.61 3.23 6.6
600 29.83 3.08 6.12
1800 51.22 2.56 3.22
3600 81.15 2.35 2.4
7200 178.79 2.4 1.8
College Message
3600 35.25 41 19.84
43200 43.02 31.38 4.19
88640 52.29 28.56 2.28
259200 84.05 27.61 1.41
604800 133.53 25.86 1.19
Bitcoin
60 16.9 200.1 2.99
600 17.62 195.75 2.48
6000 18.51 193.48 2.39
60000 20.29 195.51 2.32
3600 18.31 196.49 2.36
43200 19.58 193.74 2.41
88640 20.69 190.93 2.3
259200 22.6 191.49 2.26
604800 29.69 193.52 2.34
Infectious I (69)
60 274.13 1025.01 80.75
120 405.84 998.53 46.88
600 2659.82 1043.46 30.87
1200 9824.58 1062.69 84.13
6000 NA 1238.75 108.34
12000 NA 1266.8 108.03
Infectious II (old)
60 10.77 4.71 4.41
120 17.36 4.12 2.39
180 26.41 4.04 1.7
240 37.74 3.97 1.81
300 51.8 4.13 1.76
360 68.27 4.34 1.88
420 92.06 4.68 2.21
480 122.26 5.12 2.85
540 159.73 5.45 2.75
600 201.34 5.96 3.5
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Table 4 Space requirement (in MB) for Maximal ∆-clique ((∆, γ)-clique with γ = 1)
Enumeration for different datasets
Dataset ∆
Algorithm
Viard et al. [35] Himmel et al. [18] Proposed
Hypertext
60 208.414 104.05 108.99
120 220.8515 103.37 108.42
180 237.2461 103.23 108.3672
240 246.3867 103.01 108.2734
300 256.2031 102.9 108.3984
360 267.3906 102.85 108.4921
420 280.3828 102.8 108.4726
480 290.6992 102.78 108.539
540 307.7148 102.74 108.6132
600 318.1289 102.72 108.6836
1800 512.9609 102.7 109.8047
3600 787.2031 103 111.836
7200 1739.3164 103.78 116.1601
College Message
3600 371.3281 139.3593 147.6992
43200 545.2851 133.039 141.7187
88640 726.289 130.9336 139.9922
259200 1280.8828 127.4179 135.2226
604800 2426.1211 127.4531 138.7031
Bitcoin
60 147.12 200.61 159.4
600 143.85 210.43 156.08
6000 143.01 222.72 156.9
60000 142.88 240.96 157.83
3600 142.97 221.11 156.39
43200 142.71 234.76 157.39
88640 142.57 249.75 158.06
259200 142.73 287.98 159.32
604800 143.39 366.88 161.57
Infectious I (69)
60 2590.3007 285.1953 356.5664
120 3914.3789 265.9257 353.2187
600 18116.6328 261.2109 522.9687
1200 72627.1015 277.9687 1016.875
6000 NA 292.6367 3075.8906
12000 NA 292.6992 3096.7539
Infectious II (old)
60 196.4843 106.2383 111.0976
120 265.6796 105.8007 112.2539
180 338.6093 105.8242 113.7656
240 428.7656 105.9609 115.3945
300 540.0898 106.1875 117.7031
360 660.4726 106.6562 120.957
420 815.0351 107.1406 124.4296
480 1012.617 107.5234 129.9687
540 1244.976 107.7695 133.1758
600 1498.25 108.1679 137.4414
5 Conclusion and Future Directions
In this paper, we have proposed a methodology to enumerate all the maxi-
mal (∆, γ)-cliques present in a temporal network. The proposed methodology
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Fig. 5 Plots for the change in Clique Count, Maximum Caridinality, and Maximum Dura-
tion with the change of ∆ and γ for different datasets
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Fig. 6 Plots for the change in Computational Time (in Secs), Space Requirement (in MB)
with the change of ∆ and γ for different datasets
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has been analyzed for time and space requirements, and also its correctness
has been shown. To highlight its effectiveness, we have compared the execution
time of the proposed methodology on five real-world publicly available datasets
over the existing methods from the literature. Now, this study can be extended
in the following directions. A different methodology can be processed for enu-
merating maximal (∆, γ)-cliques. In many real-world applications, links are
probabilistic in nature. This phenomenon can be incorporated into our study.
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