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STRICTLY SINGULAR OPERATORS IN TSIRELSON LIKE
SPACES
SPIROS A. ARGYROS, KEVIN BEANLAND, AND PAVLOS MOTAKIS
Abstract. For each n ∈ N a Banach space Xn
0,1
is constructed is having
the property that every normalized weakly null sequence generates either
a c0 or ℓ1 spreading models and every subspace has weakly null sequences
generating both c0 and ℓ1 spreading models. The space X
n
0,1
is also
quasiminimal and for every infinite dimensional closed subspace Y of
X
n
0,1
, for every S1, S2, . . . , Sn+1 strictly singular operators on Y , the
operator S1S2 · · ·Sn+1 is compact. Moreover, for every subspace Y as
above, there exist S1, S2, . . . , Sn strictly singular operators on Y , such
that the operator S1S2 · · ·Sn is non-compact.
Introduction
The strictly singular operators1 form a two sided ideal which includes
the one of the compact operators. In many cases, the two ideal coincide.
This happens for the spaces ℓp, 1 6 p < ∞, c0, as well as Tsirelson space T
(see [15], [27]). On the other hand, in the spaces Lp[0, 1], 1 6 p < ∞, p 6=
2, C[0, 1] the two ideals are different. However, a classical result of V. Milman
[19], explains that in all the above spaces, the composition of two strictly
singular operators is a compact one. The aim of the present paper, is to
present examples of spaces where similar properties occur in a hereditary
manner. More precisely we prove the following.
Theorem 0.1. For every n ∈ N there exists a reflexive space with a 1-
unconditional basis, denoted by Xn
0,1
, such that for every infinite dimensional
subspace Y of Xn
0,1
we have the following.
(i) The ideal S(Y ) of the strictly singular operators is non-separable.
(ii) For every family {Si}
n+1
i=1 ⊂ S(Y ), the composition S1S2 · · ·Sn+1 is
a compact operator.
(iii) There are S1, . . . , Sn ∈ S(Y ), such that the composition S1 · · · Sn is
non-compact.
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1A bounded linear operator is called strictly singular, if its restriction on any infinite
dimensional subspace is not an isomorphism.
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The construction of the spaces Xn
0,1
is based on T. Figiel’s and W.B.
Johnson’s construction of Tsirelson space [15], which is actually the dual
of Tsirelson’s initial space [27]. Therefore the spaces Xn
0,1
are Tsirelson
like spaces and their norm is defined through a saturation with constraints,
described by the following implicit formula, which uses the nth Schreier
family Sn.
For x ∈ c00
‖x‖ = max
{
‖x‖0, sup{
d∑
q=1
‖Eqx‖jq}
}
where the supremum is taken over all {Eq}
d
q=1 which are Sn-admissible suc-
cessive finite subsets of N, {jq}
d
q=1 very fast growing (i.e. 2 6 j1 < · · · < jq
and jq > maxEq−1, for q > 1) natural numbers and
‖x‖j = sup{
1
j
d∑
q=1
‖Eqx‖}
where the supremum is taken over all successive finite subsets of the naturals
E1 < · · · < Ed, d 6 j.
Saturated norms under constraints were introduced by E. Odell and Th.
Schlumprecht [22, 23]. In particular the space defined in [23] has the prop-
erty that every bimonotone basis is finitely block represented in every sub-
space. Recently, in [9], the first and third authors have used these techniques
to construct a reflexive hereditarily indecomposable space such that every
operator on an infinite dimensional subspace has a non-trivial invariant sub-
space.
Property (ii) of Theorem 0.1, combined with N. D. Hooker’s and G.
Sirotkin’s real version [16],[25] of V.I. Lomonosov’s theorem [18], yields that
the strictly singular operators on the subspaces of Xn
0,1
admit non trivial
hyperinvariant subspaces.
Unlike the Tsirelson type spaces, the spaces Xn
0,1
have non-homogeneous
asymptotic structure. In particular, every seminormalized weakly null se-
quence admits either ℓ1 or c0 as a spreading model and every subspace
Y contains weakly null sequences generating both ℓ1 and c0 as spreading
models. As a result, the spaces Xn
0,1
do not contain any asymptotic ℓp sub-
space and, as a consequence, the spaces Xn
0,1
do not contain a boundedly
distortable subspace [20]. The sequences in Xn
0,1
generating ℓ1 spreading
models admit a further classification in terms of higher order ℓ1 spreading
models. Recall that for k ∈ N, a bounded sequence {xi}i∈N generates an ℓ
k
1
spreading model if there exists C > 0 such that ‖
∑
i∈F λixi‖ > C
∑
i∈F |λi|
for every F ∈ Sk. The next proposition provides a precise description of the
possible spreading models of Xn
0,1
.
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Proposition 0.2. Let {xi}i∈N be a seminormalized weakly null sequence in
X
n
0,1
. Then one of the following holds.
(i) {xi}i∈N admits c0 as a spreading model.
(ii) There exists 1 6 k 6 n such that {xi}i∈N admits an ℓ
k
1 spreading
model and it does not admit an ℓk+11 one.
The proof of Theorem 0.1 (ii) is based on Proposition 0.2 and the following
characterization of the non-strictly singular operators on subspaces of Xn
0,1
.
Proposition 0.3. Let Y be an infinite dimensional subspace of Xn
0,1
and
T : Y → Y a bounded linear operator. Then the following are equivalent.
(i) The operator T is not a strictly singular operator.
(ii) There exists 1 6 k 6 n and a bounded weakly null sequence {xi}i∈N
such that both {xi}i∈N and {Txi}i∈N generate an ℓ
k
1 spreading model
and do not admit an ℓk+11 one.
(iii) There exists {xi}i∈N a bounded weakly null sequence such that both
{xi}i∈N and {Txi}i∈N generate a c0 spreading model.
A space is called quasi-minimal if any two infinite dimensional subspaces
have further subspaces which are isomorphic. A major obstacle in proving
the above, is to show that certain normalized block sequences, that can be
found in every subspace, are equivalent. This also yields that the space Xn
0,1
is quasi-minimal.
The above Proposition combined with the properties of the spreading
models of the space Xn
0,1
also allows us to study classes of strictly singular
operators on subspaces of the spaces Xn
0,1
, which were introduced in [2].
Recall that a bounded linear operator T defined on a Banach space X, is
said to be Sξ-strictly singular (the class is denoted SSξ(X)), forξ < ω1, if
for every Schauder basic sequence {xi}i in X and ε > 0, there exists a vector
x in the linear span of {xi}i∈F , where F ∈ Sξ such that ‖Tx‖ < ε‖x‖. We
prove that for n ∈ N the space Xn
0,1
satisfies the following:
K(Y ) ( SS1(Y ) ( SS2(Y ) ( · · · ( SSn(Y ) = S(Y )
and for every 1 6 k 6 n, SSk(Y ) is a two sided ideal. This solves a problem
in [26] by being the first example of a space for which the collection SSk(X
n
0,1
)
is a ideal not equal to K(Xn
0,1
) or SS(Xn
0,1
).
The spaces Xn
0,1
can be extended to a transfinite hierarchy Xξ
0,1
for 1 6
ξ < ω1. Roughly speaking, the space X
ξ
0,1
is defined with the use of the
Schreier family Sξ in the place of Sn. In section 5 we investigate the case
the space Xω
0,1
and prove results analogous to those in the case of X10,1. We
also comment, in passing, that for ξ = ζ + (n − 1) with ζ a limit ordinal
satisfying η + ζ = ζ for η < ζ, the strictly singular operators on the space
X
ξ
0,1
behave in a similar manner as the spaces Xn
0,1
.
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The paper is organized into six sections. The first one is devoted to some
preliminary concepts and results. In the second section we introduce the
norm of the space Xn
0,1
, by defining the norming set W , a subset of c00.
The third section includes the study of the spreading models generated by
seminormalized sequences of Xn
0,1
. Our approach uses tools similar to those
in [9]. In particular, to each block sequence {xi}i∈N of X
n
0,1
, we assign a
family of indices αk
(
{xi}i
)
, k = 0, . . . , n− 1 and their behaviour determines
the spreading models generated by the subsequences of {xi}i∈N. The fourth
section contains the study of equivalent block sequences in Xn
0,1
. The proof is
rather involved and based on the analysis of the elements of the set W . The
equivalence of block sequences is central to our approach and it is critical in
the proofs of Proposition 0.3 which, in turn, proves Theorem 0.1. The proofs
of the latter results are given in section five. In section six we provide the
extended hierarchy Xζ
0,1
, 1 6 ζ < ω1 and we prove some of the fundamental
properties of the spaces.
1. Preliminaries
The Schreier families. The Schreier families is an increasing sequence of
families of finite subsets of the naturals, which first appeared in [1], and is
inductively defined in the following manner.
Set S0 =
{
{n} : n ∈ N
}
and S1 = {F ⊂ N : #F 6 minF}.
Suppose that Sn has been defined and set Sn+1 = {F ⊂ N : F = ∪
k
j=1Fj ,
where F1 < · · · < Fk ∈ Sn and k 6 minF1}
If for n,m ∈ N we set Sn ∗ Sm = {F ⊂ N : F = ∪
k
j=1Fj , where F1 < · · · <
Fk ∈ Sm and {minFj : j = 1, . . . , k} ∈ Sn}, then it is well known [4] and
follows easily by induction that Sn ∗ Sm = Sn+m .
Definition 1.1. Let X be a Banach space, {xi}i∈N be a sequence in X,
k ∈ N and 1 6 p < ∞. We say that {xi}i∈N generates an ℓ
k
p spreading
model, if there exists a uniform constant C > 1, such that for any F ∈ Sk,
{xi}i∈F is C-equivalent to the usual basis of (R
#F , ‖ · ‖p). The c
k
0 spreading
models are defined similarly.
Remark 1.2. Let X,Y be Banach spaces and T : X → Y be a bounded lin-
ear operator. If {xm}m∈N is a bounded sequence in X such that {Txm}m∈N
generates an ℓk1 spreading model for some k ∈ N, then {xm}m∈N generates
an ℓd1 spreading model, for some d > k.
Definition 1.3. Let X be a Banach space, {xi}i∈N be a seminormalized
sequence in X and k ∈ N. We say that {xi}i∈N generates a strong ℓ
k
1
spreading model if there exists a seminormalized sequence {x∗i }i∈N in X
∗
which generates a ck0 spreading model and ε > 0, such that x
∗
i (xi) > ε for
all i ∈ N and x∗i (xj) = 0 for i 6= j.
Remark 1.4. If X is a Banach space, k ∈ N, {xi}i is a seminormalized
weakly null sequence in X generating a strong ℓk1 spreading model and {yi}i
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is a sequence in X with
∑∞
i=1 ‖xi − yi‖ < ∞, then {yi}i has a subsequence
generating a strong ℓk1 spreading model.
The above is easily implied by the following.
Lemma 1.5. Let X be a Banach space, {xi}i∈N be a seminormalized weakly
null sequence in X, {x∗i }i∈N be a seminormalized w
∗-null sequence in X∗ and
ε > 0 such that x∗i (xi) > ε for all i ∈ N and x
∗
i (xj) = 0 for i 6= j. If {yi}i is a
sequence in X with
∑∞
i=1 ‖xi−yi‖ <∞, then there exist a strictly increasing
sequence of natural numbers {mi}i and a seminormalized sequence {y
∗
i }i in
X∗ such that y∗i (ymi) > ε/2 for all i ∈ N, y
∗
i (ymj ) = 0 for i 6= j and∑∞
i=1 ‖y
∗
i − x
∗
mi
‖ <∞.
Proof. Using the fact that {xi}i is weakly null, {x
∗
i }i is w
∗-null and
∑∞
i=1 ‖xi−
yi‖ < ∞, we may pass to appropriate subsequences and relabel such that∑
i 6=j |x
∗
i (yj)| < ∞. We may moreover assume that {yi}i is Schauder ba-
sic and set Y = [{yi}i]. For i ∈ N, define a bounded linear functional
gi : Y → R with gi(
∑∞
j=1 cjyj) =
∑
j 6=i cjx
∗
i (yj) and take z
∗
i to be a norm
preserving extension of gi to X. Then the y
∗
i = x
∗
i − z
∗
i are the desired
functionals.

Remark 1.6. If a sequence generates a strong ℓk1 spreading model, it gen-
erates an ℓk1 spreading model. Moreover, the class of strong ℓ
k
1 spreading
models is strictly smaller than the class of ℓk1 spreading models.
Special convex combinations. Next, we recall for k ∈ N and ε > 0 the
notion of the (k, ε) special convex combinations, (see [6, 10]). This is an
important tool used throughout the paper.
Definition 1.7. Let F ⊂ N and x =
∑
i∈F ciei be a vector in c00. Then x is
said to be a (k, ε) basic special convex combination (or a (k, ε) basic s.c.c.)
if:
(i) F ∈ Sk, ci > 0, for i ∈ F and
∑
i∈F ci = 1.
(ii) For any G ⊂ F,G ∈ Sk−1, we have that
∑
i∈G ci < ε.
Definition 1.8. Let x1 < · · · < xm be vectors in c00 and ψ(k) = min suppxk,
for k = 1, . . . ,m. Then x =
∑m
k=1 ckxk is said to be a (n, ε) special convex
combination (or (n, ε) s.c.c.), if
∑m
k=1 ckeψ(k) is a (n, ε) basic s.c.c.
Repeated averages. For every k ∈ N and F a maximal Sk set we induc-
tively define the repeated average xF =
∑
i∈F c
F
i ei of F , which is a convex
combination of the usual basis of c00.
For k = 1 and F a maximal S1 set, we define xF =
1
#F
∑
i∈F ei.
Let now k > 1 and assume that for any F maximal Sk−1 set the repeated
average xF has been defined. If F is a maximal Sk set, then there exist F1 <
· · · < Fd maximal Sk−1 sets such that F = ∪
d
q=1Fq. Set xF =
1
d
∑d
q=1 xFq .
The proof of the next proposition can be found in [10, Chapter 2, Propo-
sition 2.3].
6 S.A. ARGYROS, K. BEANLAND, AND P. MOTAKIS
Proposition 1.9. Let k ∈ N and F be a maximal Sk set. Then the repeated
average of F xF =
∑
i∈F ciei is a (k,
3
minF ) basic s.c.c.
The above proposition yields the following.
Proposition 1.10. For any infinite subset M of N, k ∈ N and ε > 0, there
exists F ⊂M, {ci}i∈F , such that x =
∑
i∈F ciei is a (k, ε) basic s.c.c.
2. The space Xn
0,1
Let us fix a natural number n throughout the rest of the paper. We start
with the definition of the norm of the space Xn
0,1
.
Notation. Let G ⊂ c00. If a vector α ∈ G is of the form α =
1
ℓ
∑d
q=1 fq, for
some f1 < . . . < fd ∈ G, d 6 ℓ and 2 6 ℓ, then α will be called an α-average
of size s(α) = ℓ.
Let k ∈ N. A finite sequence {αq}
d
q=1 of α-averages in G will be called Sk
admissible if α1 < . . . < αd and {min suppαq : q = 1, . . . , d} ∈ Sk.
A sequence {αq}q of α-averages in G will be called very fast growing if
α1 < α2 < . . ., s(α1) < s(α2) < · · · and s(αq) > max suppαq−i for 1 < q.
If a vector g ∈ G is of the form g =
∑d
q=1 αq for an Sn-admissible and
very fast growing sequence {αq}
d
q=1 ⊂ G, then g will be called a Schreier
functional.
The norming set. Inductively construct a set W ⊂ c00 in the following
manner. Set W0 = {±ei}i∈N. Suppose that W0, . . . ,Wm have been con-
structed. Define:
Wαm+1 =
{
α =
1
ℓ
d∑
q=1
fq : f1 < . . . < fd ∈Wm, ℓ > 2, ℓ > d
}
W Sm+1=
{
g =
d∑
q=1
αq : {αq}
d
q=1 ⊂Wm Sn-admissible and very fast growing
}
Define Wm+1 =W
α
m+1 ∪W
S
m+1 ∪Wm and W = ∪
∞
m=0Wm.
For x ∈ c00 define ‖x‖ = sup{f(x) : f ∈ W} and X
n
0,1
= (c00(N), ‖ · ‖).
Evidently Xn
0,1
has a 1-unconditional basis.
One may also describe the norm on Xn
0,1
with an implicit formula. For
j ∈ N, j > 2, x ∈ Xn
0,1
, set ‖x‖j = sup{
1
j
∑d
q=1 ‖Eqx‖}, where the supremum
is taken over all successive finite subsets of the naturals E1 < · · · < Ed, d 6 j.
Then by using standard arguments it is easy to see that
‖x‖ = max
{
‖x‖0, sup{
d∑
q=1
‖Eqx‖jq}
}
where the supremum is taken over all Sn admissible finite subsets of the
naturals E1 < · · · < Ek, such that jq > maxEq−1, for q > 1.
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3. Spreading models of Xn
0,1
In this section the possible spreading models of block sequences are de-
termined. The method used for this, is based on the αk indices of block
sequences, which are defined below and are similar to the corresponding
one in [9]. We show that every subspace of Xn
0,1
admits the same variety of
spreading models.
Spreading models of block sequences in Xn
0,1
:
Definition 3.1. Let 0 6 k 6 n − 1, {xi}i∈N be a block sequence in X
n
0,1
that satisfies the following. For any subsequence {xij}j∈N of {xi}i∈N, for any
very fast growing sequence of α-averages {αq}q∈N and any {Fj}j∈N sequence
of increasing subsets of the naturals such that {αq}q∈Fj is Sk admissible we
have that limj
∑
q∈Fj
|αq(xij )| = 0. Then we say that the αk-index of {xi}i∈N
is zero and write αk
(
{xi}i
)
= 0. Otherwise we write αk
(
{xi}i
)
> 0.
The next proposition follow straight from the definition.
Proposition 3.2. Let 0 6 k 6 n − 1 and {xi}i∈N be a block sequence in
X
n
0,1
, then the following statements are equivalent.
(i) αk
(
{xi}i
)
= 0.
(ii) For any ε > 0 there exist j0, i0 ∈ N, such that for any {αq}
d
q=1 very
fast growing and Sk-admissible sequence of α-average with s(αq) >
j0 for q = 1, . . . , d and for any i > i0, we have that
∑d
q=1 |αq(xi)| < ε.
Lemma 3.3. Let α be an α-average in W , {xk}
m
k=1 be a normalized block
sequence and {ck}
m
k=1 non negative reals with
∑m
k=1 ck = 1. Then if Gα =
{k : ranα ∩ ranxk 6= ∅}, the following holds:
|α(
m∑
k=1
ckxk))| <
1
s(α)
∑
i∈Gα
ci + 2max{ci : i ∈ Gα}.
Proof. If α = 1
p
∑d
j=1 fj with d ≤ p. Set
E1 = {k ∈ Gα : there exists at most one j with ran fj ∩ ranxk 6= ∅}
E2 = {1, . . . ,m} \ E1
Jk = {j : ran fj ∩ ranxk 6= ∅} for k ∈ E2.
Then it is easy to see that
(1) |α(
∑
k∈E1
ckxk)| 6
1
p
∑
k∈Gα
ck.
Moreover
(2) |α(
∑
k∈E2
ckxk)| < 2max{ck : k ∈ Gα}.
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Since #E2 ≤ 2p we have
|α(
∑
k∈E2
ckxk)| 6
1
p
∑
k∈E2
ck
( ∑
j∈Jk
|fj(xk)|
)
< max{ck : k ∈ Gα}
2p
p
By summing up (1) and (2) the result follows.

Lemma 3.4. Let 1 6 k 6 n, x =
∑m
i=1 cixi be a (k, ε) s.c.c. with ‖xi‖ 6
1 for i = 1, . . . ,m. Let also {αq}
d
q=1 be a very fast growing and Sk−1-
admissible sequence of α-averages. Then the following holds.
d∑
q=1
|αq(
m∑
i=1
cixi)| <
1
s(α1)
+ 6ε
Proof. Set
G1 = {i : there exists at most one q with ranαq ∩ ranxi 6= ∅}
G2 = {i : there exist at least two q with ranαq ∩ ranxi 6= ∅}
J = {q : there exists i ∈ G1 with ranαq ∩ ranxi 6= ∅}
Gq = {i : ranαq ∩ ranxi 6= ∅} for q ∈ J
For q ∈ J , by Lemma 3.3 it follows that
(3) |αq(
m∑
i=1
cixi)| <
1
s(αq)
∑
i∈Gq
ci + 2max{ci : i ∈ G
q}
Choose iq ∈ G
q such that ciq = max{ci : i ∈ G
q}. Since {αq}
d
q=1 is Sk−1-
admissible, it follows that {min suppxiq : q ∈ J} is the union of a Sk−1 set
and a singleton. Therefore we conclude the following.
(4)
∑
q∈J
max{ci : i ∈ G
q} < 2ε
Hence, combining (3) and (4), we have that
(5)
d∑
q=1
|αq(
∑
i∈G1
cixi)| <
1
s(α1)
+ 4ε
Moreover, it is easy to see that {min suppxi : i ∈ G2} is the union of a Sk−1
set and a singleton and therefore we have the following.
(6)
d∑
q=1
|αq(
∑
i∈G2
cixi)| 6 ‖
∑
i∈G2
cixi‖ 6
∑
i∈G2
ci < 2ε
Finally, summing up (5) and (6), the desired result follows.

Proposition 3.5. Let 0 6 k 6 n − 1, {xi}i∈N ⊂ Ba(X
n
0,1
) be a normalized
block sequence. The following hold:
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(i) If αk
(
{xi}i
)
> 0, then, by passing to a subsequence, {xi}i∈N gener-
ates a strong ℓn−k1 spreading model.
(ii) If αk′
(
{xi}i
)
= 0 for k′ < k and {wj}j∈N is a block sequence of
{xi}i∈N such that wj =
∑
i∈Fj
cixi is a (n−k, εj) s.c.c. with limj εj =
0, then αn−1
(
{wj}j
)
= 0.
Proof. First we prove (i). Passing to a subsequence of {xi}i∈N and relabeling
we can find ε > 0, a very fast growing sequence of α-averages {αq}q∈N and
a sequence of successive finite sets (Fi)
∞
i=1 such that for i ∈ N {αq}q∈Fi is Sk
admissible and ∑
q∈Fi
αq(xi) > ε
for each i ∈ N. Passing to a further subsequence and relabeling, we can
assume that
max supp(
∑
q∈Fi
αq) < min suppxi+1
for each i ∈ N. Set x∗i =
∑
q∈Fi
αq. Then x
∗
i ∈ W , x
∗
i (xi) > ε for all i ∈ N
and x∗j(xi) = 0 for i 6= j. Therefore ε < ‖x
∗
i ‖ 6 1 and all that remains to be
shown it that {x∗i }i∈N generates a c
n−k
0 spreading model.
Let F ∈ Sn−k. Note that {αq}q∈∪i∈FFi is Sn admissible. It follows that
‖
∑
i∈F x
∗
i ‖ 6 1. In other words, {x
∗
i }i∈N generates a c
n−k
0 spreading model.
We now prove (ii). Let wj =
∑
i∈Fj
cixi be the (n− k, εj) s.c.c.; we claim
that αn−1({wj}j) = 0. First, pass to a subsequence of {wj} and relabel for
simplicity. Now, fix a sequence {αq}q∈N of very fast growing α-averages and
a sequence (Lj)j∈N of successive finite subsets N such that {αq}q∈Lj is Sn−1
admissible for each j ∈ N.
Let ε > 0. First, we consider the case k > 0. Since αk−1({xi}i) = 0 and
{αq}q∈N is very fast growing, by Proposition 3.2 we can find q0, i0 ∈ N such
that for each finite set L > q0, with {αq}q∈L being Sk−1 admissible, and
i > i0, we have ∑
q∈L
|αq(xi)| < ε/3.
Find j0 ∈ N such that for all j > j0
(7) minLj > q0, minFj > i0 and εj < ε/6
Fix j > j0. We claim that ∑
q∈Lj
|αq(wj)| < ε.
This, of course, implies the αn−1({wj}j) = 0. To simplify notation, let
L = Lj and F = Fj . Before passing to the proof we note the following:
For i ∈ F and E ⊂ L such that {αq}q∈E is Sk−1 admissible, we have
(8)
∑
q∈E
|αq(xi)| < ε/3.
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Partition L into the following sets:
G1 = {i ∈ F : there is a unique q ∈ L such that ranαq ∩ ranxi 6= ∅},
G2 = {i ∈ F : there are at least two q ∈ L such that ranαq ∩ ranxi 6= ∅}
First, consider the case of G1. For q ∈ L let
Hq = {i ∈ G1 : ranαq ∩ ranxi 6= ∅}.
If q 6= q′ then Hq ∩ Hq′ = ∅; and ∪q∈LHq ⊂ F . Using (8) (for singleton
subsets of L) and the convexity of (ci)i∈F , we have∑
q∈L
|αq(
∑
i∈G1
cixi)| =
∑
q∈L
|αq(
∑
i∈Hq
cixi)|
<
ε
3
∑
q∈L
∑
i∈Hq
ci 6
ε
3
.
For i ∈ G2, set
Ji = {q ∈ L : ranαq ∩ ranxi 6= ∅}
G′2 = {i ∈ G2 : {min suppαq : q ∈ Ji} 6∈ Sk−1}.
This splits the estimates in the following way:∑
q∈L
|αq(
∑
i∈G2
cixi)| 6
∑
i∈G2
|ci(
∑
q∈Ji
αq)(xi)|
=
∑
i∈G′
2
ci|(
∑
q∈Ji
αq)(xi)|+
∑
i∈G2\G′2
ci|(
∑
q∈Ji
αq)(xi)|
Since for each i ∈ G2 \G
′
2, {αq}i∈Ji is Sk−1 admissible we can apply (8) to
conclude that ∑
i∈G2\G′2
ci|(
∑
q∈Ji
αq)(xi)| 6
ε
3
∑
i∈G2\G′2
ci 6
ε
3
.
For the final case, we must observe that
(9) {min suppxi : i ∈ G
′
2} ∈ 2Sn−k−1.
Let G′′2 = G
′
2 \minG
′
2. For each i ∈ G
′′
2 it is clear that
(10) min suppxi > min suppαmin Ji′ for i
′ < i and i′ ∈ G′2.
Find ℓ ∈ N such that
{min suppαminJi : i ∈ G
′′
2} ∈ Sℓ.
Since
{min suppαq : q ∈ F} ⊃
⋃
i∈G′′
2
{min suppαq : q ∈ Ji}.
The second set is Sn−1 admissible. It is clear that for i ∈ G
′′
2
min suppαmin Ji = min{min suppαq : q ∈ Ji}
and {min suppαq : q ∈ Ji} ∈ Sd, for some d > k.
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The convolution property of the Schreier sets yields that ℓ + d 6 n − 1.
Therefore ℓ 6 n− d− 1 6 n− k − 1. From (10), it follows that
{min suppxi : i ∈ G
′′
2} ∈ Sn−k−1.
Since we are excluding a singleton, (9) follows. Therefore
∑
i∈G′
2
ci < 2εj <
ε/3, by our choice of j0 (see (7)). Since {xi}i ⊂ Ba(X
n
0,1
)
∑
i∈G′
2
ci(
∑
q∈Ji
αq)(xi) 6
∑
i∈G′
2
ci < ε/3.
This proves our claim for the case k > 0.
Now we consider the case k = 0. Find q0 ∈ N such that
1
s(αq0)
< ε/2.
Now fix j0 ∈ N such that for all j > j0
minLj > q0 and εj < ε/8.
Fix j > j0 and for simplicity let L = Lj and F = Fj .
Using Lemma 3.4 we have
∑
q∈L
|αq(
∑
i∈F
cixi)| <
ε
2
+ 4 ·
ε
8
= ε
This finishes the proof. 
Proposition 3.6. Let {xi}i∈N ⊂ Ba(X
n
0,1
) be a block sequence such that
αn−1
(
{xi}i
)
= 0. Then for ε > 0 there is a subsequence {x′i}i∈N of {xi}i∈N
such that for every F ∈ S1
‖
∑
i∈F
x′i‖ < 1 + ε.
Moreover if {xi}i∈N is normalized there is a subsequence that generates a
spreading model isometric to c0.
Proof. Let {εi}i∈N be a summable sequence of positive reals, such that
εi > 3
∑
j>i εj for all i ∈ N. Using Proposition 3.2 inductively choose a
subsequence, again denoted by {xi}i∈N, such that for any i0 > 2 and i > i0,
for any {αq}
ℓ
q=1 very fast growing and Sn−1-admissible sequence of α-average
with s(αq) > min suppxi0 for q = 1, . . . , ℓ, we have that
(11)
ℓ∑
q=1
|αq(xi)| <
εi0
i0max suppxi0−1
We will show that for any t 6 i1 < . . . < it, F ⊂ {1, . . . t} we have
|α(
∑
j∈F
xij )| < 1 + 2εiminF
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whenever α is an α-average and
|g(
∑
j∈F
xij )| < 1 + 3εiminF
whenever g is a Schreier functional. This implies the conclusion of the
proposition.
For functionals in W0 the above is clearly true. Assume, for some m > 0
the above holds for any t 6 i1 < . . . < it and any functional in Wm. In the
first case, let t 6 i1 < . . . < it and α ∈Wm+1 with α =
1
ℓ
∑d
q=1 fq, d 6 ℓ.
Set
E1 = {q : there exists at most one j 6 t such that ran fq ∩ ranxij 6= ∅},
and E2 = {1, . . . , ℓ}\E1. For q ∈ E1, we have |fq(
∑n
j=1 xij )| 6 1. Therefore∑
q∈E1
|fq(
∑n
j=1 xij )| 6 #E1.
For q in E2, let jq ∈ {1, . . . , t} be minimum such that ranxijq ∩ran fq 6= ∅.
If q < q′ are in E2, jq < jq′ . By the inductive assumption
∑
q∈E2
|fq(
t∑
j=1
xij )| <
∑
q∈E2
(1 + 3εijq )
< #E2 + 3εi1 + 3
∑
j>1
εij < #E2 + 4εi1 .
(12)
Therefore
|α(
t∑
j=1
xij )| <
d+ 4εi1
ℓ
6 1 + 2εi1 .
Let g ∈Wm+1 with g =
∑d
q=1 αq be a Schreier functional. Set
j0 = min{j : ran g ∩ ranxij 6= ∅}
q0 = min{q : max suppαq > min suppxij0+1}
Decompose {q : q > q0} into successive intervals {Jν}
ν0
ν=1 such that the
following hold:
(i) {q : q > q0} = ∪
ν0
ν=1Jν and
(ii) {min suppαq : q ∈ Jν} are maximal Sn−1 sets (except perhaps the
last one).
Since {αq}
d
q=1 is Sn admissible, ν0 6 max suppxij0 . By definition, for
q > q0
s(αq) > max suppαq0 > min suppxij0+1 .
Therefore we can apply (11) to conclude that
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∑
q>q0
|αq(
t∑
j=1
xij)| =
ν0∑
ν=1
∑
q∈Jν
|αq(
t∑
j>j0
xij )|.
< ν0 ·
εij0+1
ij0+1max suppxij0
· t
< εij0 .
(13)
For the other part of the functional, we consider two cases.
Case 1: Assume that for q < q0, αq(
∑t
j=1 xij) = 0. In this case we simply
apply the inductive assumption to conclude that αq0(
∑t
j=1 xij) < 1 + 2εij0 .
Combining this with (13) finishes the proof.
Case 2: If the first case does not hold we have that s(αq0) > min suppxij0 .
Using (11) we have
∑
q<q0
|αq(
t∑
j=1
xij )|+ |αq0(
t∑
j=1
xij)| =
∑
q<q0
|αq(xij0 )|+ |αq0(
t∑
j=j0
xij)|
< 1 + εij0 .
(14)
Combining this with (13) gives the desired result. 
Proposition 3.7. Let {xi}i∈N be a seminormalized block sequence in X
n
0,1
and 0 6 k 6 n− 1. The following assertions are equivalent.
(i) αk′
(
{xi}i
)
= 0 for k′ < k.
(ii) {xi}i∈N has no subsequence generating an ℓ
n−k+1
1 spreading model.
Proof. First assume that (i) holds. Towards a contradiction, assume that
passing, if necessary, to a subsequence, {xi}i∈N generates an ℓ
n−k+1
1 spread-
ing model, with a lower constant θ > 0.
We may choose {Fj}j∈N increasing Sn−k sets with Fj > j for all j ∈ N,
{εj}j∈N positive reals with limj εj = 0 and {ci}∈Fj positive reals, such that
wj =
∑
i∈Fj
cixi is a (n− k, εj) s.c.c. for all j ∈ N.
If M = sup{‖wj‖ : j ∈ N}, it follows that θ < ‖wj‖ 6M for all j ∈ N.
For any t 6 j1 < · · · < jt, ∪
t
q=1Fjq is a Sn−k+1 set, therefore
(15) ‖
t∑
q=1
wjq‖ > θ · t
Propositions 3.5(ii) and 3.6, yield that passing, if necessary, to subse-
quence, for any t 6 j1 < · · · < jt the following holds.
(16) ‖
t∑
q=1
wjq‖ < 2M
For t appropriately large, (15) and (16) together yield a contradiction.
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Now assume that (ii) is holds. Let 0 6 k′ 6 n− 1 such that αk′
(
{xi}i
)
>
0. Proposition 3.5(i) yields that passing, if necessary, to a subsequence,
{xi}i∈N generates an ℓ
n−k′
1 spreading model. Since (ii) holds, we have that
n− k′ < n− k + 1, therefore k 6 k′ and this completes the proof.

Proposition 3.8. Let {xi}i∈N be a seminormalized block sequence in X
n
0,1
and 0 6 k 6 n− 1. The following assertions are equivalent.
(i) αk
(
{xi}i
)
> 0.
(ii) {xi}i∈N has a subsequence generating a strong ℓ
n−k
1 spreading model.
Proof. If (i) holds, then by Proposition 3.5 so does (ii).
Assume now that (ii) is holds. Pass to a subsequence of {xi}i∈N generating
an ℓn−k1 spreading model and relabel for simplicity. Towards a contradiction
assume that αk
(
{xi}i
)
= 0.
Consider first the case k = n − 1. Then by Proposition 3.6, {xi}i∈N has
a subsequence generating a c0 spreading model, which is absurd.
Otherwise, if k < n − 1, then evidently we have that αk′
(
{xi}i
)
= 0 for
k′ < k + 1. Proposition 3.7 yields a contradiction.

Combining Propositions 3.6, 3.7 and 3.8, we conclude the following.
Corollary 3.9. Let {xi}i∈N be a normalized block sequence in X
n
0,1
. Then
the following assertions are equivalent.
(i) Any subsequence of {xi}i∈N has a further subsequence generating an
isometric c0 spreading model.
(ii) αn−1
(
{xi}i
)
= 0.
Remark 3.10. Every normalized weakly null sequence generating a c0
spreading model satisfies αn−1
(
{xi}i
)
= 0. The above yields that c0 spread-
ing models generated by normalized weakly null sequences are always iso-
metric to the usual basis of c0.
Corollary 3.11. Let {xi}i∈N be a normalized block sequence in X
n
0,1
and
0 6 k 6 n− 1. Then the following assertions are equivalent.
(i) αk
(
{xi}i
)
> 0 and αk′
(
{xi}i
)
= 0 for k′ < k.
(ii) {xi}i∈N has a subsequence generating a strong ℓ
n−k
1 spreading model
and no subsequence of {xi}i∈N generates a strong ℓ
n−k+1
1 spreading
model.
(iii) {xi}i∈N has a subsequence generating an ℓ
n−k
1 spreading model and
no subsequence of {xi}i∈N generates an ℓ
n−k+1
1 spreading model.
Proof. Assume first that (i) holds. Propositions 3.7 and 3.8 yield that (ii)
also holds.
Assume now that (ii) is true. To prove that (iii) is true as well, all that
needs to be shown is that no subsequence of {xi}i∈N generates an ℓ
n−k+1
1
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spreading model. Towards a contradiction, assume that this is not the case.
Proposition 3.7 yields that there exists k′ < k such that αk′
(
{xi}i
)
> 0. In
turn, Proposition 3.8 yields that {xi}i∈N has a subsequence that generates
a strong ℓn−k
′
1 spreading model. The fact that k
′ < k and no subsequence
{xi}i∈N generates a strong ℓ
n−k+1
1 spreading model yields a contradiction.
For the last part, assume that (iii) holds. We will show that so does
(i). Proposition 3.7 yields that αk′
(
{xi}i
)
= 0 for k′ < k. Towards a
contradiction, assume that αk
(
{xi}i
)
= 0.
If k = n − 1, Corollary 3.9 yields that any subsequence of {xi}i∈N has a
further subsequence generating a c0 spreading model, which is absurd.
Otherwise, if k < n − 1, then αk′
(
{xi}i
)
= 0 for k′ < k + 1. Once more,
Proposition 3.7 yields that no subsequence of {xi}i∈N generates an ℓ
n−k
1
spreading model, a contradiction which completes the proof.

Corollaries 3.9 and 3.11 easily yield the following.
Corollary 3.12. Let {xi}i∈N be a normalized weakly null sequence in X
n
0,1
.
Then passing, if necessary, to a subsequence, exactly one of the following
holds.
(i) {xi}i∈N generates an isometric c0 spreading model.
(ii) There exists 0 6 k 6 n − 1 such that {xi}i∈N generates a strong
ℓn−k1 spreading model and no subsequence of it generates an ℓ
n−k+1
1
spreading model.
Remark 3.13. Corollaries 3.11 and 3.12 yield that whenever a normalized
weakly null sequence generates an ℓn−k1 spreading model, for some 0 6 k 6
n, then passing, if necessary, to a subsequence, it generates a strong ℓn−k1
spreading model.
As we will show in Proposition 3.18, any block subspace of Xn
0,1
, hence any
subspace of Xn
0,1
, contains a normalized weakly null sequence generating a c0
spreading model and for any 0 6 k 6 n− 1, it contains a normalized weakly
null sequence generating an ℓn−k1 spreading model having no subsequence
generating an ℓn−k+11 spreading model.
Although in the usual sense of spreading models, any subspace of Xn
0,1
admits exactly two types of them, in the sense of higher order spreading
models, any subspace of Xn
0,1
admits exactly n+ 1 types.
It is an interesting question, whether for given n ∈ N there exists a Banach
space X, such that any subspace of it admits exactly n+1 types of spreading
models, in the usual sense.
Spreading models of subspaces of Xn
0,1
.
Proposition 3.14. Let {xi}i∈N be a normalized block sequence in X
n
0,1
that generates a spreading model isometric to c0, {Fj}j∈N be a sequence of
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successive subsets of the naturals, such that #Fj 6 minFj , for all j ∈ N
and limj #Fj = ∞. Then if yj =
∑
i∈Fj
xi, there exists a subsequence of
{yj}j∈N generating an ℓ
n
1 spreading model.
Proof. Since {xi}i∈N generates a spreading model isometric to c0, it follows
that ‖yj‖ → 1. By Proposition 3.5, it suffices to choose {yjm}m∈N a subse-
quence of {yj}j∈N, such that α0
(
{yjm}m
)
> 0. Set j1 = 1 and assume that
j1, . . . , jm−1 have been chosen. Set d = max{max supp yjm−1 ,#Fjm−1} and
choose jm > jm−1 such that #Fjm > d.
To see that {yjm}m∈N generates an ℓ
n
1 spreading model, notice that for
m > 1, there exists an α-average αm with ranαm ⊂ ran yjm and s(αm) =
#Fjm > max{max suppαm−1, s(αm−1)} such that αm(yjm)→ 1. Therefore
α0
(
{yjm}m
)
> 0.

Corollary 3.15. The space Xn
0,1
does not contain seminormalized weakly
null sequences generating c20 or ℓ
n+1
1 spreading models.
Proof. Assume that there exists a seminormalized weakly null sequence
{xi}i∈N generating a c
2
0 spreading model. We may therefore assume that it
is a block sequence. By Proposition 3.14, it follows that there exist {Fj}j∈N
increasing, Schreier admissible subsets of the naturals and θ > 0, such that
‖
∑m
q=1
∑
i∈Fjq
xi‖ > θ ·m for any m 6 j1 < . . . < jm. Since for any such
Fj1 < · · · < Fjm we have that ∪
m
q=1Fjq ∈ S2, it follows that {xi}i∈N does not
generate a c20 spreading model.
The fact that Xn
0,1
does not contain seminormalized weakly null sequences
generating ℓn+11 spreading models follows from Corollary 3.12.

Proposition 3.16. Let 0 6 k 6 n − 1 and {xi}i∈N be normalized block
sequence in Xn
0,1
that generates an ℓn−k1 spreading model and no subsequence
of it generates an ℓn−k+11 spreading model. Then there exists {Fj}j∈N and
increasing sequence of subsets of the naturals and {ci}i∈Fj non-negative reals
with
∑
i∈Fj
ci = 1, satisfying the following. If we set wj =
∑
i∈Fj
cixi, then
{wj}j∈N is seminormalized and generates a c0 spreading model.
Proof. By Corollary 3.11 it follows that αk
(
{xi}i
)
> 0 and αk′
(
{xi}i
)
= 0
for k′ < k. Choose {Fj}j∈N and increasing sequence of Sn−k subsets of
the naturals and {ci}i∈Fj non negative reals such that wj =
∑
i∈Fj
cixi is a
(n− k, εj) s.c.c. with limj εj = 0.
Since {xi}i∈N generates an ℓ
n−k
1 spreading model, it follows that {wj}j∈N
is seminormalized. Moreover, Proposition 3.5 (ii) yields that αn−1
(
{wj}j
)
=
0. Applying Proposition 3.6 we conclude the desired result.

Proposition 3.17. Let {xi}i∈N be a normalized block sequence in X
n
0,1
generating an ℓn1 spreading model and 1 6 k 6 n − 1. Then there exists
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{Fj}j∈N and increasing sequence of subsets of the naturals and {ci}i∈Fj non-
negative reals with
∑
i∈Fj
ci = 1, satisfying the following. If we set wj =∑
i∈Fj
cixi, then {wj}j∈N is seminormalized, generates an ℓ
n−k
1 spreading
model and no subsequence of it generates an ℓn−k+11 spreading model.
Proof. By Corollary 3.11 and passing, if necessary to a subsequence, there
exists {αi}i∈N a very fast growing sequence of α-averages, such that ranαi ⊂
ranxi and θ > 0 such that αi(xi) > θ for all i ∈ N. Choose {Fj}j∈N and
increasing sequence of Sk subsets of the naturals and {ci}i∈Fj non-negative
reals such that wj =
∑
i∈Fj
cixi is a (k, εj) s.c.c. with limj εj = 0.
Since {xi}i∈N generates an ℓ
n
1 spreading model and k < n, we have that
{wj}j∈N is seminormalized.
To see that {wj}j∈N has a subsequence generating an ℓ
n−k
1 spreading
model, by Corollary 3.11 it is enough to show that αk
(
{wj}j
)
> 0. It is
straightforward to check that the sequences {αi}i∈N and {Fj}j∈N previously
chosen, witness this fact.
It remains to be shown that no subsequence of {wj}j∈N generates an
ℓn−k+11 spreading model. Once more, by Corollary 3.11 it is enough to check
that αk−1
(
{xi}i
)
= 0.
Pass to a subsequence of {wj}j∈N, relabel for simplicity, let {α′i}i∈N be
a very fast growing sequence of α-averages and {Gj}j∈N be an increasing
sequence of subsets of the naturals such that {α′i}i∈Gj is Sk−1 admissible for
all j ∈ N. Lemma 3.4 yields the following.
lim
j→∞
∑
i∈Gj
|α′i(wj)| 6 lim
j→∞
( 1
s(α′minGj )
+ 6εj
)
= 0
By definition, this means that αk−1
(
{xi}i
)
= 0 and this completes the proof.

Proposition 3.18. Let Y be an infinite dimensional closed subspace of
X
n
0,1
. Then there exists a normalized weakly null sequence in Y generating
an isometric c0 spreading model. Moreover for 0 6 k 6 n− 1 there exists a
sequence in Y that generates an ℓn−k1 spreading model and no subsequence
of it generates an ℓn−k+11 one.
Proof. Assume first that Y is a block subspace. We first show that Y admits
an isometric c0 spreading model. Let {xi}i∈N be a normalized block sequence
in Y . If {xi}i∈N has a subsequence generating a c0 spreading model, then
by Remark 3.10 there is nothing to prove.
If this is not the case, by Corollary 3.9 we conclude that αn−1
(
{xi}i
)
> 0.
Set k0 = min{k
′ : αk′
(
{xi}i
)
> 0}. Corollary 3.11 yields that passing, if
necessary, to a subsequence, {xi}i∈N generates an ℓ
n−k0
1 spreading model
and no further subsequence of it generates an ℓn−k0+11 one. Proposition 3.16
yields that {xi}i∈N has a further seminormalized block sequence {wj}j∈N
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generating a c0 spreading model. If we set yj =
wj
‖wj‖
, then by remark 3.10
{yj}j∈N is the desired sequence.
We now prove that Y admits an ℓn1 spreading model. Take {xi}i∈N a
normalized block sequence in Y generating an isometric c0 spreading model.
By Proposition 3.14 there exists {wj}j∈N a further block sequence of {xi}i∈N
generating an ℓn1 spreading model. By Corollary 3.15 {wj}j∈N is the desired
sequence.
Let 1 6 k 6 n − 1. We show that there exists a sequence in Y that
generates an ℓn−k1 spreading model and no subsequence of it generates an
ℓn−k+11 one. Let {xi}i∈N be a sequence in Y generating an ℓ
n
1 spreading
model. Simply apply Proposition 3.17 to find the desired sequence.
Therefore the statement is true for block subspaces. The fact that any
subspace of Xn
0,1
contains a sequence arbitrarily close to a block sequence
completes the proof.

From this it follows that Xn
0,1
cannot contain c0 or ℓ1, therefore from
James’ Theorem for spaces with an unconditional basis [17], the next result
follows.
Corollary 3.19. The space Xn
0,1
is reflexive.
Corollary 3.20. Let Y be an infinite dimensional, closed subspace of Xn
0,1
.
Then Y ∗ admits a spreading model isometric to ℓ1. Moreover, for 0 6 k 6
n− 1 there exists a sequence in Y ∗ generating a cn−k0 spreading model, such
that no subsequence of it generates a cn−k+10 one.
Proof. Since Y contains a sequence {xi}i∈N generating a spreading model
isometric to c0, which we may assume is unconditional Schauder basic, such
that {xi}i>j has an unconditional basic constant cj → 1, as j →∞, then for
any normalized {x∗i }i∈N ⊂ Y
∗, such that x∗i (xi) = 1, we have that {x
∗
i }i∈N
generates a spreading model isometric to ℓ1.
Let now 0 6 k 6 n− 1. Use Proposition 3.18 to choose {xi}i∈N a normal-
ized weakly null sequence in Y , generating an ℓn−k1 spreading model, such
that no subsequence of it generates an ℓn−k+11 one.
By Remark 3.13 and passing if necessary to a subsequence, there exist
ε > 0 and {x∗i }i∈N a seminormalized sequence in X
∗ generating a cn−k0
spreading model satisfying the following. x∗i (xi) > ε for all i ∈ N and∑
i 6=j |x
∗
i (xj)| <∞. Since {xi}i∈N has no subsequence generating an ℓ
n−k+1
1
spreading model, it follows that {x∗i }i∈N has no subsequence generating a
cn−k+10 one.
Let I∗ : Xn∗
0,1
→ Y ∗ be the dual operator of I : Y → Xn
0,1
. Then, since
‖I∗‖ = 1, to see that this generates a cn−k0 spreading model, all that needs
to be shown is that {I∗x∗i }i∈N is bounded from below. Indeed, ‖I
∗x∗i ‖ >
(I∗x∗i )(xi) = x
∗
i (xi) > ε.
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It remains to be shown {I∗x∗i }i∈N has no subsequence generating a c
n−k+1
0
spreading model. Since it is seminormalized, (I∗x∗i )(xi) = x
∗
i (xi) > ε for
all i ∈ N, and
∑
i 6=j |(I
∗x∗i )(xj)| =
∑
i 6=j |x
∗
i (xj)| < ∞ and {xi}i∈N has no
subsequence generating an ℓn−k+11 spreading model, the result easily follows.

4. Equivalent block sequences in Xn
0,1
In this section we prove that the space Xn
0,1
is quasi minimal by show-
ing that every two block subspaces have further block sequences which are
equivalent. Our method is based on the analysis of the functionals of the
norming set W and we use some techniques first appeared in [3].
In Tsirelson space, whenever two seminormalized block sequences {xm}m∈N,
{ym}m∈N satisfy xm < ym+1 and ym < xm+1 for all m ∈ N, then they are
equivalent (see [13]). In the space Xn
0,1
this is false, since seminormalized
sequences satisfying this condition may be constructed generating different
spreading models, therefore they cannot be equivalent.
Even in the case for sequences satisfying the above condition, which more-
over generate the same spreading model, we are unable to prove that they
have equivalent subsequences, not even if they only consist of elements of
the basis. The reason for this is the fact that when constructing Schreier
functionals in the norming set W , unlike the norming set of Tsirelson space,
very fast growing sequences of α-averages need to be taken.
In order to compensate for this fact, the following is done. Let {xm}m∈N,
{ym}m∈N be normalized block sequences, both generating ℓ
n
1 spreading mod-
els, such that xm < ym+1 and ym < xm+1 for all m ∈ N. we show that by
appropriately blocking both sequences in the same manner, we obtain se-
quences which are equivalent. More precisely, we prove the following.
Proposition 4.1. Let {xm}m∈N, {ym}m∈N be normalized block sequences
in Xn
0,1
, both generating ℓn1 spreading models, such that xm < ym+1 and
ym < xm+1 for all m ∈ N. Then there exist {Fm}m∈N successive subsets
of the naturals and {ci}i∈Fm non-negative reals, for all m ∈ N, such that if
zm =
∑
i∈Fm
cixi and wm =
∑
i∈Fm
ciyi, then {zm}m∈N and {wm}m∈N are
seminormalized and equivalent.
Our method for showing the equivalence of {zm}m∈N and {wm}m∈N is
based on the following. For every f in W there exist g1, g2, g3 in W such
that θf(zm) < g
1(wm) + g
2(wm) + g
3(wm) + εm, for some fixed constant
θ and {εm}m∈N a summable sequence of positive reals. The choice of the
gi uses the tree analysis of f given below. Clearly the roles of {zm}m∈N
and {wm}m∈N can be reversed and this yields the equivalence of the two
sequences.
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The tree analysis of a functional f ∈W. Let f ∈ W . We construct a
finite, single rooted tree Λ and choose {fλ}λ∈Λ ⊂W , which will be called a
tree analysis of f .
Set f∅ = f , where ∅ denotes the root of the tree to be constructed.
Choose m ∈ N, such that f ∈ Wm. If m = 0, then the tree analysis of
f is {f∅}. Otherwise, if f is a Schreier functional, f =
∑d
j=1 fj, where
{fj}
d
j=1 ⊂ Wm−1 is a very fast growing and Sn-admissible sequence of α-
averages, set {fj}
d
j=1 to be the immediate successors of f∅. If f is an α-
average, f = 1
n
∑d
j=1 fj, where {f1 < · · · < fd} ⊂ Wm−1, set {fj}
d
j=1 to be
the immediate successors of f∅.
Suppose that the nodes of the tree and the corresponding functionals
have been chosen up to a height ℓ < m such that fλ ∈ Wm−h(λ). Let λ be
such that h(λ) = ℓ. If fλ ∈ W0, then don’t extend any further and λ is
a terminal node of the tree. If fλ is a Schreier functional, fλ =
∑d
j=1 fj,
where {fj}
d
j=1 ⊂Wm−ℓ−1 is a very fast growing and Sn-admissible sequence
of α-averages, set {fj}
d
j=1 to be the immediate successors of fλ.
If fλ is an α-average, fλ =
1
n
∑d
j=1 fj, where {f1 < · · · < fd} ⊂ Wm−ℓ−1,
set {fj}
d
j=1 to be the immediate successors of fλ.
Remark: If fλ− is a Schreier functional, fλ− =
∑d
j=1 fj and there exists
j > 1 such that fλ = fj, then fλ is of the form fλ =
1
m
∑ℓ
j=1 gj , where
m > max supp fj−1. In this case, set {gj}
ℓ
j=1 to be the immediate successors
of fλ.
It is clear that the procedure ends in at most m+ 1 steps.
Definition 4.2. Let x ∈ Xn
0,1
, f ∈ W such that supp f ∩ suppx 6= ∅,
{fλ}λ∈Λ be a tree analysis of f .
(i) We say that fµ covers x, with respect to {fλ}λ∈Λ, for some µ ∈ Λ,
if supp fµ ∩ suppx = supp f ∩ suppx.
(ii) We say that fµ covers x for the first time, with respect to {fλ}λ∈Λ,
for some µ ∈ Λ, if µ = max{λ ∈ Λ : fλ covers x}.
Definition 4.3. Let x ∈ Xn
0,1
, f ∈ W, {fλ}λ∈Λ be a tree analysis of f ,
λ ∈ Λ be the node of Λ such that fλ covers x for the first time, with
respect to {fλ}λ∈Λ. If {µj}
d
j=1 are the immediate successors of λ in Λ,
j1 = min{j : ran fµj ∩ ranx 6= ∅}, j2 = max{j : ran fµj ∩ ranx 6= ∅}, set
x1 = x|[1,...,max supp fµj1 ]
, x3 = x|[min supp fµj2 ,+∞)
, x2 = x − x1 − x3. Then
x1, x2, x3 are called the initial, the middle and the final part of x respectively,
with respect to {fλ}λ∈Λ.
Remark 4.4. If supp f ∩ suppx is not a singleton, then x1 and x3 are not
zero and x1 < x3. However x2 might be zero.
Lemma 4.5. Let {xm}m∈N be a block sequence in X
n
0,1
, f ∈ W , {fλ}λ∈Λ
be a tree analysis of f and G = {m ∈ N : supp f ∩ suppxm 6= ∅}. For
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m ∈ G set λm, λ
1
m to be the nodes of Λ that cover xm, x
1
m for the first time
respectively and assume that #
{
supp fλm ∩ suppxm
}
> 1, for all m ∈ G.
Then:
(i) λ1m > λm and max supp fλ1m < max suppxm, for all m ∈ G.
(ii) For any m ∈ G and λ > λ1m such that ran fλ ∩ ranx
1
m 6= ∅ and
ran fλ ∩ ranx
1
ℓ 6= ∅, for some ℓ 6= m, we have that ℓ < m and
λ1ℓ > λ.
(iii) The map m→ λ1m is one to one.
Proof. Letm ∈ G. Evidently λ1m > λm. Suppose that λ
1
m = λm. This means
that x1m and xm are covered for the first time simultaneously, which can
only be the case if #
{
supp fλm ∩ suppxm
}
= 1. Moreover max supp fλ1m 6
max suppx1m and by Remark 4.4, we have that max suppx
1
m < max suppx
3
m =
max suppxm.
For the second statement, notice that since λ > λ1m, it follows that
max supp fλ 6 max supp fλ1m < max suppxm, therefore ℓ < m. More-
over, since supp fλ ∩ suppxℓ 6= ∅, λ is comparable to λ
1
ℓ . If λ
1
ℓ 6 λ, then
max supp fλ 6 max supp fλ1
ℓ
< max suppxℓ, which contradicts the fact that
ran fλ ∩ ranx
1
m 6= ∅.
The third statement follows from the second one.

The next lemma is proved in exactly the same way.
Lemma 4.6. Let {xm}m∈N be a block sequence in X
n
0,1
, f ∈ W , {fλ}λ∈Λ
be a tree analysis of f and G = {m ∈ N : supp f ∩ suppxm 6= ∅}. For
m ∈ G set λm, λ
3
m to be the nodes of Λ that cover xm, x
3
m for the first time
respectively and assume that #
{
supp fλm ∩ suppxm
}
> 1, for all m ∈ G.
Then:
(i) λ3m > λm and min supp fλ3m > min suppxm, for all m ∈ G.
(ii) For any m ∈ G and λ > λ3m such that ran fλ ∩ ranx
3
m 6= ∅ and
ran fλ ∩ ranx
3
ℓ 6= ∅, for some ℓ 6= m, we have that ℓ > m and
λ3ℓ > λ.
(iii) The map m→ λ3m is one to one.
The proof of the next lemma is even simpler and therefore it is omitted.
Lemma 4.7. Let {xm}m∈N be a block sequence in X
n
0,1
, f ∈W , {fλ}λ∈Λ be
a tree analysis of f and G = {m ∈ N : supp f∩suppxm 6= ∅}. For m ∈ G set
λm, λ
2
m to be the nodes of Λ that cover xm, x
2
m for the first time respectively
and assume that #
{
supp fλm ∩ suppxm
}
> 1, for all m ∈ G. Then, for any
m ∈ G with x2m 6= 0, for any λ 6 λ
2
m such that supp fλ ∩ suppx
2
ℓ 6= ∅, for
some ℓ 6= m, it follows that λ 6 λ2ℓ .
Lemma 4.8. Let x1, . . . , xm, y1, . . . , ym be finite normalized block sequences
such that xi < yi+1 and yi < xi+1 for i = 1, . . . m−1. Assume moreover that
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{xi}
m
i=1 and {yi}
m
i=1 are both equivalent to the usual basis of (R
m, ‖·‖1), with
a lower constant θ > 0. Let {ci}
m
i=1 be non negative reals with
∑m
i=1 ci = 1
and set z =
∑m
i=1 cixi and w =
∑m
i=1 ciyi. Then:
(i) If f ∈ W is an α-average of size s(f) = p, then there exists g ∈ W
such that ran g ⊂ ran f ∩ ranw and 1
p
g(w) > θf(z)− 3max{ci : i =
1, . . . ,m}.
(ii) Let f ∈ W . Then there exists g ∈ W with ran g ⊂ ran f ∩ ranw,
such that g(w) > θf(z)− 2max{ci : i = 1, . . . ,m}.
Proof. For the proof of the first statement, set i1 = min{i : ran f ∩ ranxi 6=
∅}, i2 = max{i : ran f ∩ ranxi 6= ∅}. By Lemma 3.3, we conclude that
(17) f(z) <
1
p
i2∑
i=i1
ci + 2max{ci : i = 1, . . . ,m}
Since ‖
∑i2−1
i=i1+1
ciyi‖ > θ
∑i2
i=i1
ci − 2max{ci : i = 1, . . . ,m}, we may
choose g ∈W such that
(18) g(
i2−1∑
i=i1+1
ciyi) > θ
i2∑
i=i1
ci − 2max{ci : i = 1, . . . ,m}
We may clearly assume that ran g ⊂ ran
{
∪i2−1i=i1+1 ran yi
}
⊂ ran f ∩ ranw.
Finally, combining (17) and (18), and doing some easy calculations we con-
clude that g is the desired functional.
To prove the second statement, define i1, i2 as before. Then, one evidently
has that ‖
∑i2−1
i=i1+1
ciyi‖ > θ
∑i2
i=i1
ci − 2max{ci : i = 1, . . . ,m}, therefore
there exists g ∈W such that
(19) g(
i2−1∑
i=i1+1
ciyi) > θ
i2∑
i=i1
ci − 2max{ci : i = 1, . . . ,m}
It is also clear that
(20) f(z) 6
i2∑
i=i1
ci
As previously, we may assume that ran g ⊂ ranf ∩ranw. Combining (19)
and (20) we conclude the desired result.

For {xm}m∈N, {ym}m∈N normalized block sequences in X
n
0,1
both gener-
ating ℓn1 spreading models, we appropriately block both sequences in the
same manner to obtain further seminormalized block sequences {zm}m∈N
and {wm}m∈N. For f a given functional in W , we decompose zm into
z1m, z
2
m, z
3
m its initial, middle and final part, as previously described. Next,
we proceed to construct g1, g2 g3 functionals in W , such that each gi acting
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on wm, pointwise dominates f acting on z
i
m, for i = 1, 2, 3. The choice of
the functionals gi, i = 1, 2, 3 is presented in the following three lemmas.
Lemma 4.9. Let {xm}m∈N, {ym}m∈N be normalized block sequences in X
n
0,1
,
both generating ℓn1 spreading models, with a lower constant θ > 0, such that
xm < ym+1 and ym < xm+1 for all m ∈ N. Let {Fm}m∈N be successive
subsets of the naturals, {ci}i∈N be non negative reals and {εm}m∈N, {δm}m∈N
be positive reals satisfying the following:
(i) Fm ∈ Sn and zm =
∑
i∈Fm
cixi, wm =
∑
i∈Fm
ciyi are both (n, εm)
s.c.c. for all m ∈ N.
(ii) max supp zm
(
1
min supp zm+1
+ 6εm+1
)
< δm+14 , for all m ∈ N.
Let also f ∈ W , with a tree analysis {fλ}λ∈Λ and z
1
m be the initial part of
zm with respect to {fλ}λ∈Λ, for all m ∈ N. Then there exists g
1 ∈W , such
that
g1(wm) > 2θf(z
1
m)− 5δm, for all m ∈ N.
Proof. Let f ∈ W . We may assume that f(ej) > 0, for all j ∈ N, that
supp f ⊂ ∪m∈N supp zm and that e
∗
j (zm) > 0, e
∗
j (wm) > 0 for all j, k ∈ N.
Set G = {m ∈ N : supp f ∩ suppxm 6= ∅}.
We may assume that for any m ∈ G, supp f ∩ supp zm is not a singleton.
Otherwise there exists f ′ ∈ W that satisfies this condition for G′ = {m ∈
N : supp f ′ ∩ supp zm 6= ∅} and f
′(zm) > f(zm)− εm, for all m ∈ N.
Let {fλ}λ∈Λ be a tree analysis of f . Denote by z
1
m the initial part of zm
and λ1m the node of Λ that cover z
1
m for the first time, for all m ∈ G, all
with respect to {fλ}λ∈Λ.
We proceed to the construction of g1. Set
C1m=
{
λ ∈ Λ : λ > λ1m,min{supp fλ ∩ supp z
1
m} = min{supp fλ1m ∩ supp z
1
m}
}
∪{λ ∈ Λ : λ 6 λ1m}
Notice that C1m is a maximal chain in Λ. Set
ν1m = max{λ ∈ C
1
m : ran fλ ∩ ran z
1
ℓ 6= ∅, for some ℓ 6= m}
µm = min{λ ∈ C
1
m : λ > λ
1
m, fλ is an α-average and there exists β ∈ succ(λ)
such that ran fβ ∩ ran z
1
m 6= ∅ and ran fβ ∩ ran z
1
ℓ = ∅ for ℓ 6= m}
where succ(λ) are the immediate successors of λ in Λ.
Claim. If for some m ∈ G we have that λ1m 6 ν
1
m < µm, then ν
1
m = µ
−
m.
Proof of claim. First notice that in this case fν1m must be a Schreier func-
tional. If fν1m were an α-average, then if we denote its immediate successor in
C1m by β, then ran fβ ∩ ran z
1
m 6= ∅ and ran fβ ∩ ran z
1
ℓ = ∅ for ℓ 6= m, there-
fore µ1m would not be the minimal element satisfying this condition, since we
assumed that ν1m < µm, a contradiction. Since fν1m is a Schreier functional,
it follows that if we denote its immediate successor in C1m by β, then fβ is an
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α-average, such that ran fβ ∩ ran z
1
m 6= ∅ and ran fβ ∩ ran z
1
ℓ = ∅ for ℓ 6= m.
Since ν1m < µm, it follows that β = µm.

Set
Λ1 = {λ ∈ Λ : there exists m ∈ G such that λ 6 λ
1
m}
∪{λ ∈ Λ : there exists m ∈ G such that λ 6 µm and ν
1
m > λ
1
m}
For λ ∈ Λ1, set
Gλ = {m ∈ G : λ 6 λ
1
m} ∪ {m ∈ G : λ 6 µm and ν
1
m > λ
1
m}
For every λ ∈ Λ1, we will inductively construct g
1
λ ∈ W satisfying the
following.
(i) g1λ(wm) > θfλ(z
1
m)− 4δm, for all m ∈ Gλ.
(ii) ran g1λ ⊂ ran fλ ∩ ran
{
∪ {ranwm : m ∈ Gλ}
}
.
(iii) If fλ is an α-average, then so is g
1
λ and s(g
1
λ) = s(fλ).
Before proceeding to the construction, we would like to stress out that
Lemma 4.5 assures us that whenever a functional fλ, λ ∈ Λ1 acts on more
than one vectors z1k, then all vectors except for the rightmost one, have been
covered for the first time in a previous step. Therefore in this case, we are
free to focus the inductive step on one vector. In particular, if λ ∈ Λ, λ > λ1m
for some m ∈ G, such that ran fλ ∩ ran z
1
m 6= ∅ and ran fλ ∩ ran z
1
ℓ 6= ∅ for
ℓ 6= m, then besides the fact that ℓ < m and λ1ℓ > λ, it also follows that
λ ∈ C1m (as well as λ ∈ C
1
ℓ ).
Let λ ∈ Λ1. We distinguish six cases. The first inductive step falls under
the first two.
Case 1: There exists m ∈ G such that λ = λ1m = µm and νm < λ
1
m.
In this case fλ is an α-average, fλ =
1
p
∑d
j=1 fβj , where {βj}
d
j=1 are the
immediate successors of λ. By Lemma 4.8, there exists g ∈ G, such that
ran g ⊂ ran fλ ∩ ranwm and
1
p
g(wm) > θfλ(z
1
m) − 3max{ci : i ∈ Fm}. Set
g1λ =
1
p
g. Since max{ci : i ∈ Fm} < εm < δm, we conclude that g
1
λ satisfies
the inductive assumption.
Case 2: There exists m ∈ G such that λ = λ1m < µm and νm < λ
1
m.
Then fλ is a Schreier functional, fλ =
∑d
j=1 fβj . Then again by Lemma
4.8, there exists g ∈ W such that ran g ⊂ ran fλ ∩ ranwm and g(wm) >
θf(z1m) − 3max{ci : i ∈ Fm}. Set g
1
λ = g. As in the previous case, we
conclude that g1λ satisfies the inductive assumption.
Case 3: For any m ∈ G such that ran fλ∩ran z
1
m 6= ∅, we have that λ < λ
1
m.
Then if fλ =
∑d
j=1 fβj (or fλ =
1
p
∑d
j=1 fβj), for j = 1, . . . , d there exist
g1βj , already satisfying the inductive assumption. Then it is easy to see that
g1λ =
∑d
j=1 g
1
βj
∈W (or g1λ =
1
p
∑d
j=1 g
1
βj
∈W ) and is the desired functional.
Case 4: There exists m ∈ G such that λ > µm.
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Since λ ∈ Λ1, there exists at least one ℓ < m in G, such that λ < λ
1
ℓ . If
fλ =
∑d
j=1 fβj (or fλ =
1
p
∑d
j=1 fβj), set j0 = max{j :there exists ℓ < k such
that ran fβj ∩ ran z
1
ℓ 6= ∅}. Then it is easy to see that g
1
λ =
∑j0
j=1 g
1
βj
∈ W
(or g1λ =
1
p
∑j0
j=1 g
1
βj
∈W ) and satisfies the inductive assumption.
Case 5: There exists m ∈ G such that λ = µm and λ
1
m 6 ν
1
m.
This both covers the case when µm = λ
1
m and when µm > λ
1
m. The claim
yields that in either case ν1m > µ
−
m.
If ν1m = µ
−
m, simply repeat what was done in case 1. Otherwise, ν
1
m > µm
and there exist at least one ℓ < m in G, such that ran fλ ∩ ran z
1
ℓ 6= ∅. If
fλ =
1
p
∑d
j=1 fβj , set j0 = max{j : there exists ℓ < m such that ran fβj ∩
ran z1ℓ 6= ∅}. Since λ = µm, we have that j0 < d. Apply Lemma 4.8 and
find g ∈W, ran g ⊂ ran fλ∩ ranwm such that
1
p
g(wk) > θfλ(z
1
k)− 3max{ci :
i ∈ Fm}. Set g
1
λ =
1
p
∑j0
j=1 g
1
βj
+ 1
p
g. Then g1λ ∈W and satisfies the inductive
assumption. In particular, note that g1λ(wm) > θfλ(z
1
m)− 3δm.
Case 6: There exists m ∈ G, such that λ1m 6 λ < µm and ν
1
m > λ
1
m.
We will prove by induction on q = |λ| − |µm| that there exists g
1
λ ∈ W
satisfying conditions (i), (ii) and (iii) from our initial inductive assumption
and moreover a stronger version of condition (i). In particular:
If fλ is an α-average, then g
1
λ(wm) > θfλ(z
1
m)− 3δm −
δm
4 .
If fλ is a Schreier functional, then g
1
λ(wm) > θfλ(z
1
m)− 3δm −
δm
2 .
For convenience start the induction for q = 0, i.e. λ = µm. As we have
noted in this case g1λ(wm) > θfλ(z
1
m)− 3δm.
Assume that it is true for some q < |λ1m| − |µm|. Then for λ such that
|λ| − |µm| = q + 1, the claim yields that ν
1
m > λ.
If fλ is an α-average, fλ =
1
p
∑d
j=1 fβj , since λ 6 ν
1
m, λ < µm, we have
that ran fβd∩ran z
1
ℓ 6= ∅, for some ℓ < m. Therefore ran fβj∩ran z
1
m = ∅ for
j < d and there exists g1βd satisfying the stronger inductive assumption. Set
g1λ =
1
p
∑d
j=1 g
1
βj
. As always g1λ ∈W and it satisfies the initial inductive as-
sumption. It also satisfies the stronger one. Indeed, g1λ(wm) =
1
p
g1βd(wm) >
1
p
(
θfβd(z
1
m)−3δm−
δm
2
)
= 1
p
(
pθfλ(z
1
m)−3δm−
δm
2
)
= θfλ(z
1
m)−
3δm
p
− δm2p >
θfλ(z
1
m)− 3δm −
δm
4 .
If fλ is a Schreier functional, fλ =
∑d
j=1 fβj , since λ 6 ν
1
m we have that
ran fβj ∩ ran z
1
ℓ 6= ∅, for some ℓ < m and some j 6 d. Set j0 = min{j :
ran fβj ∩ ran z
1
m 6= ∅}. Therefore ran fβj ∩ ran z
1
m = ∅ for j < j0 and there
exists an α-average g1βj0
satisfying the stronger inductive assumption.
Choose {Jr}
r0
r=1 successive subsets of the naturals satisfying the following.
(i) ∪r0r=1Jr = {j : j0 < j 6 d}
(ii) {min supp fj : j ∈ Jr} is a maximal Sn−1 set for r < r0 and
{min supp fj : j ∈ Jr0} ∈ Sn−1
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We conclude that r0 6 max supp zm−1. Moreover, Lemma 3.4 yields that
for r 6 r0 ∑
j∈Jr
fj(z
1
m) <
1
min supp zm
+ 6εm
Assumption (ii) of the proposition yields that
∑
j>j0
fβj(z
1
m) <
δm
4 .
Set g1λ =
∑j0
j=1 g
1
βj
. Then g1λ(wm) = g
1
βj0
(wm) > θfβj0 (z
1
m)− 3δm −
δm
4 =
θ
∑j0
j=1 fβj(z
1
m)−3δm−
δm
4 > θfλ(z
1
m)−
δm
4 −3δm−
δm
4 = θfλ(z
1
m)−3δm−
δm
2 .
This ends the inductive step in case 6 and also the initial induction.
Set g1 = g1∅. Then:
g1(wm) > θf(z
1
m)− 4δm, for all m ∈ G
Lifting the restriction that for anym ∈ G, supp f∩supp zm is not a single-
ton, in the general case we conclude that g1(wm) > θf(z
1
m)−5δm, for all m ∈
G

Lemma 4.10. Let {xm}m∈N, {ym}m∈N be normalized block sequences in
X
n
0,1
, both generating ℓn1 spreading models, with a lower constant θ > 0, such
that xm < ym+1 and ym < xm+1 for all m ∈ N. Let {Fm}m∈N be successive
subsets of the naturals, {ci}i∈N be non negative reals and {εm}m∈N, {δm}m∈N
be positive reals satisfying the following:
(i) Fm ∈ Sn and zm =
∑
i∈Fm
cixi, wm =
∑
i∈Fm
ciyi are both (n, εm)
s.c.c. for all m ∈ N.
(ii) max supp zm
(
1
min supp zm+1
+ 6εm+1
)
< δm+14 , for all m ∈ N.
Let also f ∈ W , with a tree analysis {fλ}λ∈Λ and z
3
m be the final part of
zm with respect to {fλ}λ∈Λ, for all m ∈ N. Then there exists g
3 ∈W , such
that
g3(wm) >
θ
2
f(z3m)− 3δm, for all m ∈ N.
Proof. Let f ∈ W . As in the previous proof, assume that f(ej) > 0, for all
j ∈ N, that supp f ⊂ ∪m∈N supp zm and that e
∗
j (zm) > 0, e
∗
j (wm) > 0 for all
j, k ∈ N. Set G = {m ∈ N : supp f ∩ suppxm 6= ∅}.
Assume again that for any m ∈ G, supp f ∩ supp zm is not a singleton.
Otherwise there exists f ′ ∈ W that satisfies this condition for G′ = {m ∈
N : supp f ′ ∩ supp zm 6= ∅} and f
′(zm) > f(zm)− εm, for all m ∈ N.
Let {fλ}λ∈Λ be a tree analysis of f . Denote by z
3
m the final part of zm
and λ3m the node of Λ that cover z
3
m for the first time, for all m ∈ G, all
with respect to {fλ}λ∈Λ.
Set
C3m =
{
λ ∈ Λ : λ > λ3m,max{supp fλ ∩ supp z
3
m} = max{supp fλ3m ∩ supp z
3
m}
}
∪{λ ∈ Λ : λ 6 λ3m}
ν3m = max{λ ∈ C
3
m : ran fλ ∩ ran z
3
ℓ 6= ∅, for some ℓ 6= m}
STRICTLY SINGULAR OPERATORS IN TSIRELSON LIKE SPACES 27
Set
Λ3 = {λ ∈ Λ : there exists m ∈ G such that λ 6 λ
3
m}
For every λ ∈ Λ3, we will inductively construct g
3
λ ∈ W satisfying the
following.
(i) g3λ(wm) >
θ
2fλ(z
3
m)− 2δm, for all m ∈ G such that λ
3
m > λ.
(ii) ran g3λ ⊂ ran fλ ∩ ran
{
∪ {ranwm : λ
3
m > λ}
}
.
(iii) If fλ is an α-average, then so is g
3
λ and s(g
3
λ) = s(fλ).
Just as in the construction of g1, Lemma 4.6 assures us that whenever
a functional fλ, λ ∈ Λ2 acts on more than one vectors z
3
m, then all vectors
except for the leftmost one, have been covered for the first time in a previous
step.
Let λ ∈ Λ3. We distinguish 4 cases, the first inductive step falls under
the first case.
Case 1: There exists m ∈ G, such that λ = λ3m and ν
3
m < λ
3
m.
If fλ is an α-average, fλ =
1
p
∑d
j=1 fβj , by Lemma 4.8 there exists g ∈W
such that ran g ⊂ ran fλ ∩ ranwm and
1
p
g(wm) > θfλ(z
3
m) − 3max{ci : i ∈
Fm}. Set g
3
λ =
1
p
g.
If fλ is a Schreier functional, then by Lemma 4.8 there exists g ∈W such
that ran g ⊂ ran fλ ∩ ranwm and g(wm) > fλ(z
3
m)− 2max{ci : i ∈ Fm}. Set
g3λ = g.
Case 2: For any m ∈ G such that ran fλ ∩ ran z
3
m 6= ∅, we have that
λ < λ3m. If fλ =
∑d
j=1 fβj (or fλ =
1
p
∑d
j=1 fβj), set g
3
λ =
∑d
j=1 g
3
βj
(or
g3λ =
1
p
∑d
j=1 g
3
βj
).
Case 3: There exists m ∈ G, such that λ > λ3m.
Since λ ∈ Λ3, there exists at least one ℓ > m such that λ
3
ℓ > λ. If
fλ =
∑d
j=1 fβj (or fλ =
1
p
∑d
j=1 fβj), set j0 = min{j : ran fβj ∩ ran z
3
ℓ 6= ∅,
for some ℓ > k}. Set g3λ =
∑d
j=j0
g3βj (or g
3
λ =
1
p
∑d
j=j0
g3βj).
Case 4: There exists m ∈ G, such that λ = λ3m and ν
3
m > λ
3
m.
If fλ is an α-average, fλ =
1
p
∑d
j=1 fβj , set j0 = min{j : ran fβj ∩ ran z
3
ℓ 6=
∅ for some ℓ > m}. Then j0 > 1, otherwise z
3
m would have been covered
for the first time in a previous step. By Lemma 4.8 there exists g ∈W such
that ran g ⊂ ran fλ ∩ ranwm and
1
p
g(wm) > θfλ(z
3
m) − 3max{ci : i ∈ Fm}.
Set g3λ =
1
p
g + 1
p
∑d
j=j0
g3βj .
If fλ is a Schreier functional, fλ =
∑d
j=1 fβj , set again j0 = min{j :
ran fβj ∩ ran z
3
ℓ 6= ∅ for some ℓ > m} and as before j0 > 1. By Lemma
4.8 there exists g ∈ W such that ran g ⊂ ran(
∑
j<j0
fβj) ∩ ranwm and
g(wm) > θ
∑
j<j0
fβj(z
3
m) − 2max{ci : i ∈ Fm}. Since j0 > 1, it follows
that s(fβj0 ) > min supp zm. By Lemma 3.3 and assumption (ii) of the
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proposition, we conclude the following.
fβj0 (z
3
m) <
1
min supp zm
+ 2max{ci : i ∈ Fm} <
1
min supp zm
+ 2εm <
δm
4
Set g3λ =
1
2g +
∑d
j=j0
g3βj . Then gλ(wm) >
θ
2fλ(z
3
m)− 2δm.
This ends induction. Set g3 = g3∅. Then:
g3(wm) >
θ
2
f(z3m)− 2δm, for all k ∈ G
Lifting the restriction that for any m ∈ G, supp f ∩ supp zm is not
a singleton, in the general case we conclude that g3(wm) >
θ
2f(z
3
m) −
3δm, for all m ∈ G.

Lemma 4.11. Let {xm}m∈N, {ym}m∈N be normalized block sequences in
X
n
0,1
, both generating ℓn1 spreading models, with a lower constant θ > 0, such
that xm < ym+1 and ym < xm+1 for all m ∈ N. Let {Fm}m∈N be successive
subsets of the naturals, {ci}i∈N be non negative reals and {εm}m∈N, {δm}m∈N
be positive reals satisfying the following:
(i) Fm ∈ Sn and zm =
∑
i∈Fm
cixi, wm =
∑
i∈Fm
ciyi are both (n, εm)
s.c.c. for all m ∈ N.
(ii) max supp zm
(
1
min supp zm+1
+ 6εm+1
)
< δm+14 , for all m ∈ N.
Let also f ∈W , with a tree analysis {fλ}λ∈Λ and z
2
m be the middle part of
zm with respect to {fλ}λ∈Λ, for all m ∈ N. Then there exists g
2 ∈W , such
that
g2(wm) >
θ
2
f(z2m)− 5δm, for all m ∈ N.
Proof. Let f ∈ W . As usually, assume that f(ej) > 0, for all j ∈ N, that
supp f ⊂ ∪m∈N supp zm and that e
∗
j (zm) > 0, e
∗
j (wm) > 0 for all j, k ∈ N.
Set G = {m ∈ N : supp f ∩ suppxm 6= ∅}.
Assume again that for any m ∈ G, supp f ∩ supp zm is not a singleton.
Otherwise there exists f ′ ∈ W that satisfies this condition for G′ = {m ∈
N : supp f ′ ∩ supp zm 6= ∅} and f
′(zm) > f(zm)− εm, for all m ∈ N.
Let {fλ}λ∈Λ be a tree analysis of f . Denote by z
2
m the middle part of zm
and λ2m the node of Λ that cover z
2
m for the first time, for all m ∈ G, all
with respect to {fλ}λ∈Λ.
Set
Λ2 = {λ ∈ Λ : there exists m ∈ G such that z
2
m 6= 0 and λ 6 λ
2
m}
For every λ ∈ Λ2, we will inductively construct g
2
λ ∈W such that:
(i) g2λ(wm) >
θ
2fλ(z
2
m)− 4δm, for all m ∈ G.
(ii) ran g2λ ⊂ ran fλ.
(iii) If fλ is an α-average, then so is g
2
λ and s(g
2
λ) = s(fλ).
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By Lemma 4.7 it follows that whenever λ ∈ Λ2 such that fλ ∩ ran z
2
m, for
some m, then λ 6 λ2m. Therefore, although it might be the case that fλ
covers many z2m for the first time simultaneously, it cannot act on any z
2
m
without covering it.
The first inductive step it similar to the general one, therefore let λ ∈ Λ2
and assume that the inductive assumption holds for any µ > λ.
Case 1: fλ is an α-average.
Set
D = {m ∈ G : λ = λ2m}, E = {m ∈ G : λ < λ
2
m}
If fλ =
1
p
∑d
j=1 fβj , set
H = {j : ran fβj ∩ ran z
2
m 6= ∅ for some m ∈ E}
As we have noted, ran fβj ∩ ran z
2
m = ∅, for any j ∈ H,m ∈ D.
Form ∈ D, since λ = λ2m, there exists at least one jm, such that ran fβjm∩
ran z2ℓ = ∅ for any ℓ 6= m, in fact there exist jm1 < jm2 such that ran fβjmi
⊂
ran z2m, for i = 1, 2. Therefore #H < p−#D.
For m ∈ D apply Lemma 4.8 and find gm ∈ W , such that ran gm ⊂
ran fλ ∩ ranwm and
1
p
g(wm) > θfλ(z
m
2 ) − 3max{ci : i ∈ Fm}. We may
assume that ran g ⊂ ran z2m (to see this restrict fλ to the range of z
2
m).
Set g2λ =
1
p
∑
m∈D gm +
1
p
∑
j∈H g
2
βj
. By the above it follows that g2λ ∈W
and that it satisfies the inductive assumption.
Case 2: fλ is a Schreier functional.
D = {m ∈ G : λ = λ2m}, E = {m ∈ G : λ < λ
2
m}
If fλ =
∑d
j=1 fβj , set
H = {j : ran fβj ∩ ran z
2
m 6= ∅ for some m ∈ E}
Again, ran fβj ∩ ran z
2
m = ∅, for any j ∈ H,m ∈ D.
Set m1 = min{m : ran fλ ∩ ran z
2
m 6= ∅}. Let m ∈ D,m > m1. Set
jm = min{j : ran fβj ∩ ran z
2
m 6= ∅}. Then ran fβjm ⊂ ran z
2
m.
By applying Lemma 4.8 find gm ∈ W an α-functional of size s(gm) =
s(fβjm ) such that ran gm ⊂ ran fβjm ∩ ranwm and gm > θfβjm(z
2
m) −
3max{ci : i ∈ Fm}. By the fact that {fβj}
d
j=1 is admissible and very
fast growing, just as in case 6 of the proof of Lemma 4.9, it follows that∑
j>jm
fβj(z
2
m) <
δm
4 .
If minD > m1, set g
2
λ =
∑
j∈H g
2
βj
+
∑
m∈D gm.
If minD = m1, set j0 = max{j : ran fβj ∩ ran z
2
m1
6= ∅}. Just as in
case 4 of the proof of Lemma 4.10, find gm1 ∈ W , such that ran gm1 ⊂
ran(
∑
j<j0
fβj)∩ ranwm1 and gm1(wm1) > θ
∑
j<j0
fβj(z
2
m1
)− 2max{ci : i ∈
Fm}. Again we have that fβj0 (z
2
m1
) < δm4 . Set g
2
λ =
1
2gm1 +
∑
j∈H g
2
βj
+∑
m∈D\{m1}
gm.
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The inductive construction is complete. Set g2 = g2∅. Then:
g2(wm) >
θ
2
f(z2m)− 4δm, for all m ∈ G
Lifting the restriction that for any m ∈ G, supp f ∩ supp zm is not
a singleton, in the general case we conclude that g2(wm) >
θ
2f(z
2
m) −
5δm, for all m ∈ G.

We are now ready to prove the main result of this section.
Proof of Proposition 4.1. Fix θ > 0 such that both {xm}m∈N and {ym}m∈N
generate ℓn1 spreading models with a lower constant θ. Fix {δm}m∈N a
sequence of positive reals, such that
∑∞
m=1 δm <
θ2
13 . Inductively choose
{Fm}m∈N successive subsets of the naturals and {ci}i∈Fm non-negative re-
als, satisfying the following:
(i) Fm ∈ Sn and zm =
∑
i∈Fm
cixi, wm =
∑
i∈Fm
ciyi are both (n, εm) s.c.c.
for all m ∈ N.
(ii) If we set
Mm = max{max supp zm,max suppwm}
Nm = min{min supp zm,min suppwm}
then Mm
(
1
Nm+1
+ 6εm+1
)
< δm+14 , for all m ∈ N.
We will show that for any {rm}
d
m=1 ⊂ R, we have that ‖
∑d
m=1 rmwm‖ >
θ2
3 ‖
∑d
m=1 cmzm‖.
Let f ∈W . As always may assume that 1 > rm > 0, e
∗
j (zm) > 0, e
∗
j (wm) >
0, f(ej) > 0, for allm, j ∈ N. We may also assume that 1 > ‖
∑n
m=1 rkzm‖ >
θ, therefore we may assume that 1 > f(
∑d
m=1 cmzm) > θ. By Lem-
mas 4.9, 4.10 and 4.11, there exist g1, g2, g3 ∈ W , such that (g1 + g2 +
g3)(
∑d
m=1 rmwm) > 2θf(
∑d
m=1 rmzm)−13
∑∞
m=1 δm > 2θ
2−θ2 = θ2. Hence
‖
∑d
m=1 rmwm‖ >
θ2
3 and this means that ‖
∑d
m=1 rmwm‖ >
θ2
3 ‖
∑d
m=1 rmzm‖.
By symmetricity of the arguments it follows that {zm}m∈N also dominates
{wm}m∈N , therefore {zm}m∈N and {wm}m∈N are equivalent.

Corollary 4.12. The space Xn
0,1
is quasi-minimal.
Proof. If X,Y are block subspaces of Xn
0,1
, choose {xk}k∈N in X and {yk}k∈N
in Y normalized block sequences both generating ℓn1 spreading models. Then
obviously one may pass to subsequences satisfying the assumption of Propo-
sition 4.1, therefore X,Y contain further subspaces that are isomorphic.
Since any subspace contains an isomorph of a block subspace, the result
follows. 
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5. Strictly singular operators
In this section we provide necessary and sufficient conditions for a bounded
operator defined on a subspace of Xn
0,1
, to be non strictly singular. The
proof of this is based on results from the previous section and yields the
following. For any Y subspace of Xn
0,1
and S1, S2, . . . , Sn+1 strictly singu-
lar operators on Y , the composition S1S2 · · ·Sn+1 is a compact operator.
We show that the strictly singular operators on the subspaces of Xn
0,1
ad-
mit non-trivial hyperinvariant subspaces. Next, we provide a method for
constructing strictly singular operators on subspaces of Xn
0,1
, which is used
to prove the non-separability of S(Y ) and also to build S1, . . . , Sn in S(Y ),
such that the composition S1 · · · Sn is non-compact. We close this section
by combining the above results with the properties of the α-indices to show
that {SSk(Y )}
n
k=1 is a strictly increasing family of two sided ideals.
Theorem 5.1. Let Y be an infinite dimensional closed subspace of Xn
0,1
and
T : Y → Xn
0,1
be a bounded linear operator. Then the following assertions
are equivalent.
(i) T is not strictly singular.
(ii) There exists a sequence {xm}m∈N in Y generating a c0 spreading
model, such that {Txm}m∈N generates a c0 spreading model.
(iii) There exists 1 6 k 6 n and a sequence {xm}m∈N in Y , such that
both {xm}m∈N and {Txm}m∈N generate an ℓ
k
1 spreading model but
no subsequences of {xm}m∈N and {Txm}m∈N generate an ℓ
k+1
1 one.
Proof. Assume that there exists 1 6 k 6 n and a sequence {xm}m∈N in Y ,
such that both {xm}m∈N and {Txm}m∈N generate an ℓ
k
1 spreading model
but no subsequences of {xm}m∈N and {Txm}m∈N generate an ℓ
k+1
1 one.
If {xm}m∈N converges weakly to a non-zero element x, then {xm−x}m∈N,
as well as {Txm−Tx}m∈N generate ℓ
k
1 spreading models and no subsequences
of them generate an ℓk+11 one. Therefore we may assume that they are both
normalized block sequences. Set Im = ran(ranxm ∪ ranTxm) and passing,
if necessary, to a subsequence of {xm}m∈N, {Im}m∈N are increasing subsets
of the naturals.
Corollary 3.11 yields that αn−k
(
{xm}m
)
> 0, αn−k
(
{Txm}m
)
> 0 as well
as αk′
(
{xm}m
)
= 0, αk′
(
{Txm}m
)
= 0, for k′ < n− k.
Choose {Fm}m∈N increasing subsets of the naturals {ci}i∈Fm non negative
reals for all m ∈ N such that the following are satisfied.
(i)
∑
i∈Fm
cixi as well as
∑
i∈Fm
ciTxi are (k, εm) s.c.c. with limm εm =
0.
(ii) Fm ∈ Sk
Since Fm ∈ Sk and {xm}m∈N, {Txm}m∈N generate ℓ
k
1 spreading models,
we conclude that, if zm =
∑
i∈Fm
cixi for all m ∈ N, then {zm}m∈N, as
well as {Tzm}m∈N are seminormalized. Moreover, since αk′
(
{xm}m
)
=
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0, αk′
(
{Txm}m
)
= 0, for k′ < n − k, by Proposition 3.5 (ii) we conclude
that αn−1
(
{zm}m
)
= 0 as well as αn−1
(
{Tzm}m
)
= 0. By Proposition 3.6
we conclude that passing, if necessary to a subsequence, both {zm}m∈N and
{Tzm}m∈N generate c0 spreading models.
Assume now that there exists a sequence {xm}m∈N in Y generating a c0
spreading model, such that {T (xm)}m∈N generates a c0 spreading model.
This means that {xm}m∈N, as well as {Txm}m∈N are weakly null, we may
therefore assume that they are both normalized block sequences. Apply
Proposition 3.14 and find {Fm}m∈N increasing subsets of the naturals, such
that if ym =
∑
i∈Fm
yi, then both {ym}m∈N and {Tym)}m∈N generate ℓ
n
1
spreading models. Set Im = ran(ran ym ∪ ranTym) and passing, if neces-
sary, to a subsequence of {ym}m∈N, {Im}m∈N are increasing subsets of the
naturals. This means that the assumption of Proposition 4.1 is satisfied.
Hence, there exists a further block sequence {wm}m∈N of {ym}m∈N, such
that {wm}m∈N is equivalent to {Twm}m∈N. We conclude that T is not
strictly singular.
Assume now, that T is not strictly singular and let 1 6 k 6 n. Then there
exists Z a subspace of Y , such that T |Z is an isomorphism. Proposition
3.18 yields that any subspace of Xn
0,1
contains a sequence generating an ℓk1
spreading model, such that no subsequence of it generates an ℓk+11 one, thus
so does Z. Since T |Z is an isomorphism, the third assertion must be true.

The following definition is from [2]
Definition 5.2. Let X be a Banach space and k be a natural number.
We denote by SSk(X) the set of all bounded linear operators T : X → X
satisfying the following: for every Schauder basic sequence {xi}i in X and
ε > 0, there exists F ∈ Sk and a vector x in the linear span of {xi}i∈F such
that ‖Tx‖ < ε‖x‖.
Proposition 5.3. Let Y be an infinite dimensional closed subspace of Xn
0,1
,
T : Y → Y be a bounded linear operator and 1 6 k 6 n. The following
assertions are equivalent.
(i) The operator T is in SSk(Y ).
(ii) For every seminormalized weakly null sequence {xi}i in Y , {Txi}i
does not admit an ℓk1 spreading model.
Proof. The implication (i)⇒(ii) follows easily using Remark 1.2 and there-
fore we omit it. Let us assume that (ii) holds, and towards a contradiction
suppose that T is not in SSk(Y ), i.e. there exist a normalized weakly null
sequence {xi}i in Y and ε > 0 satisfying the following: for every F ∈ Sk
and real numbers {ci}i∈F we have that
(21) ‖T (
∑
i∈F
cixi)‖ > ε‖
∑
i∈F
cixi‖.
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Let us first notice that T is strictly singular. Indeed, if not then there
exists a closed infinite dimensional subspace Z of Y such that T |Z is an
isomorphism. Proposition 3.18 yields that there exists a normalized weakly
null sequence {zi}i in Z generating an ℓ
k
1 spreading model. Since T |Z is
an isomorphism, {Tzi}i generates an ℓ
k
1 spreading model as well, which
contradicts (ii).
We shall now show that {Txi}i does not admit a c0 spreading model.
Assume that this is not the case, pass to a subsequence of {xi}i and rela-
bel so that {Txi}i generates a c0 spreading model. Applying Theorem 5.1
and Corollary 3.12, we may assume that {xi}i generates an ℓ1 spreading
model. This implies that there exists F ∈ S1 such that ‖T (
1
#F
∑
i∈F xi)‖ <
ε‖ 1#F
∑
i∈F xi‖, which contradicts (21).
Corollary 3.12 and Remark 1.2 imply that there exist natural numbers
1 6 d 6 m 6 n and a subsequence of {xi}i, again denoted by {xi}i, such
that {Txi}i generates an ℓ
d
1 spreading model and does not admit an ℓ
d+1
1
one, while {xi}i generates an ℓ
m
1 spreading model and does not admit an
ℓm+11 one. Theorem 5.1 implies that d+ 1 6 m. Combining the above it is
easy to see that there exists F ∈ Sd+1 and real numbers {ci}i∈F such that
‖T (
∑
i∈F cixi)‖ < ε‖
∑
i∈F cixi‖. However, (ii) yields that d + 1 6 k and
hence F ∈ Sk which contradicts (21). 
Proposition 5.4. Let Y be an infinite dimensional closed subspace of Xn
0,1
,
and {xm}m∈N be a seminormalized weakly null sequence in Y . Then for
every 1 6 k 6 n and S1, S2, · · · Sk : Y → Y strictly singular operators,
{S1S2 · · ·Skxm}m∈N has no subsequence generating an ℓ
n+1−k
1 spreading
model. In particular S1S2 · · ·Sk is in SSn+1−k(Y ).
Proof. The second assertion of this proposition evidently follows from the
first one and Proposition 5.3. We prove the first assertion by induction on k.
For k = 1 and S : Y → Y a strictly singular operator, assume that {Sxm}m
generates an ℓn1 spreading model. The boundedness of S yields that {xm}m
must also generate an ℓn1 spreading model, while by Corollary 3.15 neither
{xm}m nor {Sxm}m admit an ℓ
n+1
1 spreading model. Theorem 5.1 yields
that S cannot be strictly singular which is absurd.
Assume now that the statement holds for some 1 6 k < n and let
S1, . . . , Sk+1 : Y → Y be strictly singular operators. If {S1S2 · · ·Sk+1xm}m
generates an ℓn−k1 spreading model, then the boundedness of the opera-
tors yields that {S2 · · ·Sk+1xm}m generates an ℓ
n−k
1 spreading model as
well. By the inductive assumption it follows that neither of the sequences
{S1S2 · · ·Sk+1xm}m, {S2 · · ·Sk+1xm}m admits an ℓ
n+1−k
1 spreading model.
Once more, Theorem 5.1 yields that S1 cannot be strictly singular, a con-
tradiction which completes the proof.

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Proposition 5.5. Let Y be an infinite dimensional closed subspace of
X
n
0,1
and S1, S2, . . . , Sn+1 : Y → Y be strictly singular operators. Then
S1S2 · · ·Sn+1 is compact.
Proof. Since Xn
0,1
is reflexive, it is enough to show that for any weakly null
sequence {xm}m∈N, we have that {S1S2 · · · Sn+1xm}m∈N norm converges to
zero. By Proposition 5.4, the sequence {S2 · · ·Sn+1xm}m does not admit an
ℓ1 spreading model and hence, by Corollary 3.12 it is either norm null or it
has some subsequence generating a c0 spreading model.
If it is norm null, then there is nothing to prove. If, on the other hand,
{S2 · · · Sn+1xm}m generates a c0 spreading model, then Theorem 5.1 and
the fact that S1 is strictly singular yield that {S1S2 · · ·Sn+1xm}m∈N norm
converges to zero.

Corollary 5.6. Let Y be an infinite dimensional closed subspace of Xn
0,1
and S : Y → Y be a non zero strictly singular operator. Then S has a
non-trivial closed hyperinvariant subspace.
Proof. Assume first that Sn+1 = 0. Then it is straightforward to check that
kerS is a non-trivial closed hyperinvariant subspace of S.
Otherwise, if Sn+1 6= 0, then Cor. 5.5 yields that Sn+1 is compact and
non zero. Since S commutes with Sn+1, by Theorem 2.1 from [25], it is
enough to check that for any α, β ∈ R such that β 6= 0, we have that
(αI − S)2 + β2I 6= 0 (see also [16, Theorem 2]). Since S is strictly singular,
it is easy to see that this condition is satisfied. 
Remark 5.7. The space Xn
0,1
is also defined over the complex field, satisfy-
ing all the above and following properties. For the complex Xn
0,1
the above
Corollary is an immediate consequence of the classical Lomonosov Theorem
[18].
Remark 5.8. A well known result due to M. Aronszajn and K. T. Smith
[11], asserts that compact operators always admit non-trivial invariant sub-
spaces. As it is shown by C. J. Read in [24], there do exist strictly singular
operators on Banach spaces, not admitting any non-trivial invariant sub-
spaces. Therefore, one may not hope to extend M. Aronszajn’s and K. T.
Smith’s result to strictly singular operators. In [7] a hereditarily indecom-
posable Banach space XK is presented satisfying the scalar plus compact
property. It follows that any operator acting on this space, admits a non-
trivial closed invariant subspace. Moreover, in [9] a reflexive hereditarily
indecomposable Banach space XISP is constructed such that any operator
acting on a subspace of XISP , admits a non-trivial closed invariant subspace.
The next Corollary is an immediate consequence of the previous one.
Corollary 5.9. Let Y be an infinite dimensional closed subspace of Xn
0,1
and T : Y → Y be a linear operator that commutes with a non zero strictly
singular operator. Then T admits a non-trivial closed invariant subspace.
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Before stating the next theorem we need the following lemma concerning
sequences that do not have a subsequence generating an ℓk+11 spreading
model.
Lemma 5.10. Let 0 6 k 6 n − 1 and {xi}i∈N ⊂ Ba(X
n
0,1
) be a block
sequence such that no subsequence of it, generates an ℓk+11 spreading model.
Then for every m ∈ N there exists L ∈ [N]∞ such that for any m 6 F1 <
· · · < Fm maximal Sk subsets of L the following holds.
‖
m∑
j=1
∑
i∈Fj
c
Fj
i xi‖ < 2
Proof. Fix m ∈ N and let G to be the collection of finite sets F satisfying
F = ∪mj=1Fj , where m ≤ F1 < . . . < Fm are maximal Sk sets for all i ∈
{1, . . . ,m} and
‖
m∑
i=1
∑
i∈Fj
c
Fj
i xi‖ > 2.
Assume the conclusion of the lemma is false. Then, by definition, the
collection G is large in the N. A theorem of Nash-Williams [21] gives us an
L ∈ [N] such that G for all M ∈ [L] and initial segment of M is in G (i.e. G
is very large in L).
Therefore for any F1 < . . . < Fm (assume minL > m) maximal Sk subsets
of L we have
(22) ‖
m∑
i=1
∑
i∈Fj
c
Fj
i xi‖ > 2
We show this yields a contradiction. Let (Fj)j be an increasing sequence
of maximal Sk subset of L and define yj =
∑
i∈Fj
c
Fj
i xi. By Proposition
3.7, αn−k−1({xi}i) = 0. Since each {yj}j ⊂ Ba(X
n
0,1
) and each yj is a
(k, 3/minFj) s.c.c Proposition 3.5(2), implies that αn−1({yj}j) = 0. By
Proposition 3.6 there is a subsequence of {y′j}j∈N of {yj}j∈N such that for
m 6 k1 < · · · < km we have
‖
m∑
j=1
∑
i∈Fkj
c
Fkj
i xi‖ = ‖
m∑
j=1
y′kj‖ < 2.
This contradicts (22). 
The next proposition is an intermediate step towards showing that for
any Y infinite dimensional closed subspace of Xn
0,1
, there exist S1, . . . , Sn :
Y → Y strictly singular operators, such that S1 · · ·Sn is non compact.
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Proposition 5.11. Let 0 6 k 6 n − 1 and Y be an infinite dimensional
closed subspace of Xn
0,1
. Let also {x∗i }i∈N be a sequence in X
n∗
0,1
generating a
ck+10 spreading model and {xi}i∈N be a seminormalized weakly null sequence
in Y , such that no subsequence of it generates an ℓk+11 spreading model.
Then passing, if necessary, to subsequences of {x∗i }i∈N and {xi}i∈N, the map
T : Y → Y with Tx =
∑∞
1=1 x
∗
i (x)xi is bounded, strictly singular and
non-compact.
Proof. Passing, if necessary, to a subsequence, we may assume that {xi}i∈N
is a normalized block sequence.
It follows from Lemma 5.10 and a standard diagonal argument that there
is an L ∈ [N] such for all m ∈ N and m 6 F1 < · · · < Fm maximal Sk sets
in L
(23) ‖
m∑
j=1
∑
i∈Fj
c
Fj
i xi‖ < 2.
Choose a subsequence (ij)j∈N of N such that ij > 2
j+3 + 1 for all j ∈ N.
We claim that the map
Tx =
∑
j∈L
x∗ij(x)xj
is the desired one.
Let x ∈ Y, ‖x‖ = 1 and x∗ ∈ Y ∗, ‖x∗‖ = 1. We may assume that x∗(xj) >
0 for all j ∈ L. We partition L in the following way: For q = 0, 1, . . . set
Bq = {j ∈ L :
1
2q+1
< x∗(xj) 6
1
2q
}
Cq = {j ∈ Bq : j > q + 1}
Dq = {j ∈ Bq : j 6 q}
Evidently we have
(24) |
∑
j∈Dq
x∗(xj)x
∗
ij
(x)| 6
q
2q
Decompose Cq into successive subsets {C
ℓ
q}
pq
ℓ=0 of L such that the following
are satisfied:
(i) Cq = ∪
pq
ℓ=0C
ℓ
q
(ii) C0q = Cq ∩ {q + 1, . . . , 2
q+1} and for ℓ > 0 Cℓq is a maximal Sk set
(except perhaps the last one).
We claim that pq < 2
q+3. Let Iq ⊂ {1, . . . , pq} be an S1 set such that
#Iq > pq/2. From (23) and the definition of Bq we have
2 > ‖
∑
ℓ∈Iq
∑
j∈Cℓq
c
Cℓq
j xj‖ >
∑
ℓ∈Iq
∑
j∈Cℓq
c
Cℓq
j x
∗(xj) >
pq
2q+2
Therefore pq < 2
q+3.
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Now set
Gℓq = {ij : j ∈ C
ℓ
q} for ℓ = 0, . . . , pq.
Then it is easy to check the following.
(i) G0q ∈ S1 and minG
0
q > 2
q+3
(ii) Gℓq ∈ Sk for ℓ > 0.
Since pq < 2
q+3, the set Gq = ∪
pq
ℓ=0G
ℓ
q ∈ Sk+1. Since {x
∗
i }i∈N generates a
ck+10 spreading model, we conclude the following:
(25) |
∑
j∈Cq
x∗(xj)x
∗
ij
(x)| < 2max{|x∗(xj)| : j ∈ Cq}
Summing up (24) and (25) we conclude that ‖T‖ 6 2
∑∞
q=0
1+q
2q .
To see that T is non-compact consider the biorthogonal functionals {fk}k∈L
of {x∗ij}j∈L. Since {fk}k∈L is a seminormalized sequence we have
‖T (fk − fm)‖ = ‖xk − xm‖
for m 6= k in L. Therefore {T (fk)}k∈N has no norm convergent subsequence.
To prove that S is strictly singular, first notice that for x ∈ Y, ‖x‖ =
1, x∗ ∈ Y ∗, ‖x∗‖ = 1, j0 ∈ N, we have that
x∗
(
Tx
)
6
q0−1∑
q=0
|
∑
j∈Bq
x∗ij(x)x
∗(xj)|+ 2
∞∑
q=q0
(q + 1)
2q
6
q0−1∑
q=0
(
|
∑
j∈Dq
x∗ij(x)x
∗(xj)|+ |
∑
j∈Cq
x∗ij(x)x
∗(xj)|
)
+ 2
∞∑
q=q0
(q + 1)
2q
<
q0−1∑
q=0
(q + 2) sup{|x∗ij (x)| : j ∈ N}+ 2
∞∑
q=q0
(q + 1)
2q
Therefore ‖Tx‖ 6
q20 + 3q0
2
sup{|x∗ij (x)| : j ∈ N}+ 2
∞∑
q=q0
(q + 1)
2q
Let Z be an infinite dimensional closed subspace of Y and ε > 0. Since Z
does not contain c0, it follows that for any δ > 0 there exists x ∈ Z, ‖x‖ = 1,
such that sup{|x∗ij (x)| : j ∈ N} < δ. For appropriate choices of q0 and δ,
it follows that there exists x ∈ X, ‖x‖ = 1 such that ‖Tx‖ < ε, thus T is
strictly singular.
The proof of the boundedness is based on the proof of Proposition 3.1
from [5] and the proof of the strict singularity of T originated from an
unpublished result due to A. Pelczar-Barwacz.

Remark 5.12. The proof of the above proposition actually yields, that for
L,M infinite subsets of the naturals, the map TL,M =
∑∞
i=1 x
∗
L(i)(x)xM(i)
remains bounded, strictly singular and non compact.
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Corollary 5.13. For any infinite dimensional closed subspace Y of Xn
0,1
,
the ideal S(Y ) of strictly singular operators is non-separable.
Proof. Choose {x∗i }i∈N a seminormalized sequence in X
n∗
0,1
generating a cn0
spreading model and {xi}i∈N a seminormalized weakly null sequence in Y
not having a subsequence generating an ℓn1 spreading model, such that the
map T : Y → Y with Tx =
∑∞
i=1 x
∗
i (x)xi is bounded, strictly singular
and non-compact. By the Remark 5.12, for any L infinite subset of the
naturals, the operator TL : Y → Y with TLx =
∑∞
i=1 xL(i)
∗(x)xi is bounded,
strictly singular and non-compact. Therefore S(Y ) contains an uncountable
ε-separated subset, hence it is non-separable.

Proposition 5.14. Let Y be an infinite dimensional closed subspace of
X
n
0,1
. Then there exist S1, . . . , Sn : Y → Y strictly singular operators, such
that for 0 6 k 6 n− 2 the composition Sn−k · · ·Sn is in SSn−k(Y ) and not
in SSn−k−1(Y ) and S1 · · ·Sn is in SS1(Y ) and it is not compact.
Proof. Using Proposition 3.18, Remark 3.13, Proposition 5.11 and Remark
5.12, for k = 1, . . . , n choose {xk,i}i∈N normalized weakly null sequences
in Y and {x∗k,i}i∈N normalized weakly null sequences in X
n∗
0,1
satisfying the
following.
(i) {xk,i}i∈N generates an ℓ
k−1
1 spreading model and no subsequence of
it generates an ℓk1 one for k = 2, . . . , n, while {x1,i}i∈N generates a
c0 spreading model.
(ii) {x∗k,i}i∈N generates a c
k
0 spreading model for k = 1, . . . , n.
(iii) There exists εk > 0 such that x
∗
k+1,i(xk,i) > εk for all i ∈ N and
x∗k+1,i(xk,j) = 0 for i 6= j, k = 1, . . . , n − 1.
(iv) The map Sk : Y → Y with Sk(x) =
∑∞
i=1 x
∗
k,i(x)xk,i is bounded
strictly singular and non-compact.
We shall inductively prove the following. For k = 0, . . . , n−1 there exists
a sequence of seminormalized positive real numbers {ck,i}i∈N such that
Sn−k · · ·Sn−1Snx =
∞∑
i=1
ck,ix
∗
n,i(x)xn−k,i
For k = 0, the assumption holds, for c0,i = 1 for all i ∈ N. Assume that
it holds for some k < n− 1. Then, by the inductive assumption
Sn−k−1 · · · Snx =
∞∑
i=1
x∗n−k−1,i(
∞∑
j=1
ck,jx
∗
n,j(x)xn−k,j)xk,i
=
∞∑
i=1
ck,ix
∗
n−k−1,i(xn−k,i)x
∗
n,i(x)xk,i
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Set ck+1,i = ck,ix
∗
n−k−1,i(xn−k,i) for all i ∈ N. Then ck+1,i > ck,iεn−k, for
all i ∈ N, therefore {ck+1,i}i∈N is seminormalized. The induction is complete.
Let now 0 6 k 6 n − 2. Proposition 5.4 yields that Sn−k · · ·Sn is in
SSn−k(Y ). Moreover, if we consider {yi}i to be a seminormalized sequence
in Y , biorthogonal to {x∗n,i}i∈N, then Sn−k · · ·Snyi = ck,ixn−k,i and therefore
by (i) {Snyi}i generates an ℓ
n−k−1
1 spreading model. Proposition 5.3 yields
that Sn−k · · ·Sn is not in SSn−k−1(Y )
The fact that S1 · · ·Sn is in SS1(Y ) and it is not compact is proved
similarly.

Proposition 5.15. Let Y be an infinite dimensional closed subspace of
X
n
0,1
. Then K(Y ) ( SS1(Y ) ( SS2(Y ) ( · · · ( SSn(Y ) = S(Y ) and for
every 1 6 k 6 n, SSk(Y ) is a two sided ideal.
Proof. The fact that SSn(Y ) = S(Y ) follows from Proposition 5.4 while
the fact that K(Y ) ( SS1(Y ) ( SS2(Y ) ( · · · ( SSn(Y ) follows from
Proposition 5.14. Fix 1 6 k 6 n. We will show that SSk(Y ) is a two sided
ideal and for that it is enough to show that whenever S, T are in SSk(Y ),
then so is S + T . The other properties of an ideal were verified in [2] and
hold for any space.
We shall show that for every seminormalized weakly null sequence {xi}i
in Y , {(S+T )xi}i does not admit an ℓ
k
1 spreading model and by Proposition
5.3 we will be done.
We may assume that {Sxi}i, {Txi}i and {(S + T )xi}i are all seminor-
malized block sequences. Since S and T are both in SSk(Y ), by Proposi-
tion 5.3 neither {Sxi}i nor {Txi}i admits an ℓ
k
1 spreading model. Propo-
sition 3.7 yields that αk′
(
{Sxi}i
)
= 0 as well as αk′
(
{Txi}i
)
= 0 for
k′ < n − k + 1. It immediately follows from the definition of the α-index
that αk′
(
{(S + T )xi}i
)
= 0 for k′ < n− k + 1. Once more, Proposition 3.7
yields that {(S + T )xi}i does not admit an ℓ
k
1 spreading model.

The space Xω0,1
Recall that
Sω = {F ⊂ N : n ≤ F and F ∈ Sn for some n ∈ N}.
The space Xω
0,1
is defined in the natural way allowing Sω-admissible succes-
sive subsets of N. In this section let W denote the norming set of Xω
0,1
. For
this space we have the following proposition.
Proposition 5.16. The following hold for Xω
0,1
.
(i) Every normalized weakly null sequence has a subsequence generating
a c0 or ℓ
ω
1 spreading model.
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(ii) Every non-trivial spreading model of Xω
0,1
is either isomorphic to c0
or ℓ1.
(iii) Every subspace of Xω
0,1
admits a spreading model isometric to c0 and
a spreading model isometric to ℓ1.
(iv) Let Y be an infinite dimensional subspace of Xω
0,1
. The following are
equivalent.
(a) T : Y → Y is a strictly singular
(b) There is a weakly null sequence {xi}i∈N such that both {xi}i∈N
and {Txi}i∈N generate a ℓ
ω
1 spreading model
(c) There is a weakly null sequence {yi}i∈N such that both {yi}i∈N
and {Tyi}i∈N generate a c0 spreading model.
Since the proof of (ii) and (iv) are almost identical to the finite order case,
we omit them. Below we include the sketches of the proofs of (i) and (iii).
These are also similar to the corresponding proofs for Xn
0,1
, however, there
are some technical differences that are worth pointing out.
Clearly for each 1 ≤ ξ < ω1 the space X
ξ
0,1
can be defined using the
Schreier family Sξ where appropriate. See [1] for the definition of Sξ. When-
ever ξ is a countable limit ordinal satisfying η+ ξ = ξ for all η < ξ, we claim
that the above proposition holds replacing ω with ξ. If ξ is of the form
ξ = ζ+(n−1), where ζ is a limit ordinal satisfying the above condition and
n ∈ N, we have observed that the spreading models in this space behave
analogously to those in Xn
0,1
. The technical difficulty in including the proofs
of these results is that they require us to introduce the higher order repeated
averages and modify the proofs to accommodate more complicated nature
of the Schreier sets of transfinite order. However, there does not seem to be
any non-technical obstruction to proceeding in this direction.
It is worth pointing out that for countable ordinal numbers ξ failing the
condition η + ξ = ξ for all η < ξ, the space Xξ
0,1
fails to satisfy (i). For
example in the space Xω·2
0,1
every seminormalized weakly null sequence admits
either c0 as a spreading model, or ℓ
ζ
1, for ω 6 ζ 6 ω · 2.
The following definition is found in [9, Definition 3.1].
Definition 5.17. Let {xk}k∈N be a block sequence in X
ω
0,1
.
We write α<ω({xi}i∈N) = 0 if for any n ∈ N, any fast growing sequence
{αq}q∈N of α-averges in W and for any {Fk}k∈N increasing sequence of sub-
sets of N, such that {αq}q∈Fk is Sn, the following holds: For any subsequence
{xnk}k∈N of {xk}k∈N we have limk
∑
q∈Fk
|αq(xnk)| = 0. If this is not the
case, we write α<ω({xi}i∈N) > 0.
Notice that for any limit ordinal ξ < ω1 it is easy to define the corre-
sponding index α<ξ using the sequence or ordinals increasing up to ξ. The
next proposition is proved in [9, Proposition 3.3]. We note that in contrast
with the finite order case, the argument is not completely trivial; however,
for the sake of brevity we omit it.
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Proposition 5.18. Let {xk}k∈N be a block sequence in X
ω
0,1
. The following
are equivalent.
(i) α<ω({xk}) = 0
(ii) For any ε > 0 there exists j0 ∈ N such that for any j > j0 there is an
kj ∈ N such that for any k > kj , and for any {αq}
d
q=1 Sj-admissible
and very fast growing sequence of α-averages such that s(αq) > j0
for q = 1, . . . , d, we have that
∑d
q=1 |αq(xk)| < ε.
As in the finite case we need use the index to establish existence of the
spreading models.
Proposition 5.19. Let {xi}i∈N be normalized block sequence in X
ω
0,1
. Then
the following hold:
(i) If α<ω({xi}) > 0, then, by passing to a subsequence, {xi}i∈N gener-
ates a strong ℓω1 spreading model.
(ii) If α<ω({xi}) = 0 then there is a sequence of {xi} that generates a
c0 spreading model.
Proof. First we prove (i). By Definition 5.17 there is an d ∈ N, a very
fast growing sequence of α-averages {αq}q∈N in W , and sequence {Fi}i∈N of
successive finite subsets such that {αq}q∈Fi is Sd for each i ∈ N and∑
q∈Fi
|αq(xi)| > ε.
Relabeling so that F1 > d we have that (Fi)i∈N that for G ∈ Sω, we have
∪i∈GFi ∈ Sω. Pass to a further subsequence such that of {xi}i∈N such that
max supp(
∑
q∈Fi
αq) < min suppxi+1.
Let x∗i =
∑
q∈Fi
αq. Note that ε < ‖x
∗
i ‖ 6 1. If G ∈ Sξ the above argument
yields that
∑
i∈G x
∗
i is a Schreier functional. Therefore ‖
∑
i∈G x
∗
i ‖ ≤ 1.
This implies {x∗i }i∈N generates a c
ξ
0 spreading model, as desired.
The proof has the same structure as the proof of Proposition 3.6 and so
we will sketch some of the details. Let {εi}i∈N be a summable sequence
of positive reals such that εi > 3
∑
j>i εj for all i ∈ N. Using Proposition
5.18, inductively choose a subsequence, again denoted by {xi}i∈N, such that
for i0 > 2 and j0 = max suppxi0−1 if {αq}
ℓ
q=1 is Sj0- admissible s(αq) >
min suppxi0 then for all i ≥ i0
ℓ∑
q=1
|αq(xi)| <
εi0
i0max suppxi0−1
.
As before, we will show that for any t 6 i1 < . . . < it, F ⊂ {1, . . . , t} we
have
|α(
∑
j∈F
xij)| < 1 + 2εiminF .
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whenever α is an α-average and
|g(
∑
j∈F
xij)| < 1 + 3εiminF .
whenever g is Schreier functional. This implies the proposition.
For functionals in W0 the above is clearly true. Assume for m > 0 that
above holds for t 6 i1 < . . . < it and any functional in Wm. In the first
case, let t 6 i1 < . . . < it and α ∈ Wm+1. In this case, we refer the reader
to the analogous step in the proof of Proposition 3.6.
Let g ∈ Wm+1 such that g =
∑d
q=1 αq be a Schreier functional. We
assume without loss of generality that
(26) ran g ∩ ranxij 6= ∅ for all j = 1, . . . t.
Set
q0 = min{q : max suppαq > min suppxi2}.
By definition of Sω, {αq}
d
q=1 is Smin suppα1-admissible. Also, by definition,
for q > q0
s(αq) > max suppαq0 ≥ min suppxi2 .
Using (26)
min suppα1 6 max suppxi1 .
These facts together allow us to use or initial assumption on the sequence
{xi}i∈N (for i0 = i2) and conclude that for j > 2
(27)
∑
q>q0
|αq(xij )| <
εi2
i2max suppxi1
.
Using the fact that i2 > t, it follows that
∑
q>q0
|αq(
t∑
j=1
xij )| < εi1 .
As before we consider two more cases.
Case 1: Assume that for q < q0, αq(
∑t
j=1 xij) = 0. In this case apply the
induction for αq0 .
Case 2: Alternatively, assume s(αq0) > min suppxi1 . In this case, since
the singleton αq0 is S0 admissible, we can apply our initial assume to con-
clude that |αq0(
∑t
j=1 xij )| < εj1 . Combining previous estimates gives the
desired result.

The next proposition implies item (iii) of Proposition 5.16
Proposition 5.20. Let {xk}k∈N be a normalized block sequence in X
ω
0,1
and
{Fk} be an sequence of successive subsets of naturals such that limk→∞#Fk =
∞.
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(i) If {xk}k∈N generates a spreading model equivalent to c0, Fk ∈ S1 for
k ∈ N and yk =
∑
i∈Fk
xi, then a subsequence of {yk}k∈N generates
an ℓω1 spreading model.
(ii) Suppose {xk}k∈N generates an ℓ
ω
1 spreading model, Fk ∈ Sω and
Fk is maximal Sω for each k ∈ N (i.e. maximal in SminFk). Let
wk =
∑
j∈Fk
cjxi where wk is (minFk, 3/minFk) s.c.c. Then a sub-
sequence of {wk}k∈N generates a c0 spreading model.
Proof. The proof of (i) is identical to that of Proposition 3.14.
To prove (ii) it suffices to show α<ω({wk}) = 0. We use Proposition
5.18. Let ε > 0. Find j0 > 2/ε. Let j ≥ j0 and let kj ∈ N such that
36/minFkj < ε. Let k ≥ kj , {αq}
d
q=1 be Sj-admissible and very fast growing
sequence of α-averages such that s(αq) > j0 for q = 1, . . . , d. Clearly,
j < Fkj . Using Lemma 3.4
d∑
q=1
|αq(
∑
j∈Fk
cFkj xj)| <
1
s(α1)
+ 6
3
minFk
< ε.

Problems and Questions
There are some questions and problems concerning the structure of Xn
0,1
and its dual which are open for us.
Problem 1: (i) Is Xn
0,1
minimal?
(ii) Does any sequence generating a c0 spreading model have a subsequence
equivalent to some subsequence of the basis?
If this is true, then Proposition 3.18 yields that Xn
0,1
is sequentially mini-
mal.
In particular, it is open to us whether two subsequences {eim}m∈N, {ejm}m∈N
of the basis, such that im < jm+1 and jm < im+1 for all m ∈ N, are equiva-
lent.
Moreover, we do not know which class of Banach spaces in the classifica-
tion appearing in [14] the subspaces of Xn
0,1
belong to.
The next problem concerns the structure of Xn∗
0,1
and its strictly singular
operators.
Problem 2: (i) Does any block sequence in Xn∗
0,1
contain a subsequence
generating a ck0 , k = 1, . . . , n or ℓ1 spreading model?
(ii) Does any subspace of Xn∗
0,1
admit ck0 , k = 1, . . . , n and ℓ1 spreading mod-
els?
The latter is equivalent to the corresponding problem for quotients of Xn
0,1
,
namely if every quotient of Xn
0,1
admits c0 and ℓ
k
1 , k = 1, . . . , n spreading
models. Note that Cor. 3.20 yields that the same question for quotients of
X
n∗
0,1
has an affirmative answer.
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(iii) Does Xn∗
0,1
satisfy that whenever S1, . . . , Sn+1 : X
n∗
0,1
→ Xn∗
0,1
are strictly
singular, then the composition S1 · · ·Sn+1 is compact, as in X
n
0,1
?
A way of answering this affirmatively is to show that any subspace Y
of Xn
0,1
, contains a further subspace which is complemented in Xn
0,1
, which
seems possible.
As it was pointed out to us by Anna Pelczar-Barwacz, since c0 and ℓ1 are
both block finitely representable in every subspace of Xn
0,1
, it follows that
X
n
0,1
is arbitrarily distortable.
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