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In this paper, the concept of a set-valued contractive mapping is considered by using the
idea of a generalized distance, such as the τ -distance, in metric spaces without using the
concept of the Hausdorff metric. Furthermore, under somemild conditions, we provide the
existence theorems for fixed-point problems of the consideredmapping. Hence, our results
can be viewed as a generalization and improvement of many recent results.
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1. Introduction and preliminaries
Let (X, d) be a metric space and let 2X , CB(X), and Cl(X) denote the collections of nonempty subsets of X , nonempty
closed bounded subsets of X , and nonempty closed subsets of X , respectively. If T : X → 2X is a mapping, then an element
x ∈ X is called a fixed point of T if x ∈ T (x). We denote by F(T ) the set of fixed points of T ; that is, F(T ) = {x ∈ X : x ∈ T (x)}.
Recall that the function H on CB(X) defined by
H(A, B) = max{sup
x∈A
d(x, B), sup
y∈B
d(y, A)}
for all A, B ∈ CB(X) is called the Hausdorff metric, where d(x, B) = infb∈B{d(x, b)}. By using the concept of the Hausdorff
metric, Nadler [1] established the following result for fixed-point problems for a multi-valued contractive mapping in a
complete metric space, which in turn is a generalization of the well-known Banach contraction principle [2].
Theorem 1.1 ([1]). Let (X, d) be a complete space and let T be amapping from X into CB(X). Assume that there exists κ ∈ (0, 1)
such that
H(T (x), T (y)) ≤ κd(x, y)
for all x, y ∈ X. Then there exists z ∈ X such that z ∈ T (z).
Nadler’s fixed-point theorem formulti-valued contractivemappings has been generalized inmany directions and applied
in nonlinear analysis (see [3–13,1,14–18]).
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In 1996, the concept of aw-distance on a metric space was introduced by Kada et al. [7] as follows.
Definition 1.2 ([7]). Let (X, d) be a metric space. A functionω : X × X → [0,∞) is called aw-distance on X if the following
conditions are satisfied:
(w1) ω(x, z) ≤ ω(x, y)+ ω(y, z) for all x, y, z ∈ X;
(w2) a mapping ω(x, ·) : X → [0,∞) is lower semi-continuous for each fixed x ∈ X;
(w3) for any ε > 0, there exists δ > 0 such that ω(z, x) ≤ δ and ω(z, y) ≤ δ imply that d(x, y) ≤ ε for all x, y, z ∈ X .
They also gave some examples of the w-distance and, by using the concept of such a w-distance, they generalized
Caristi’s fixed-point theorem [3], Ekeland’s variational principle [5], and Takahashi’s nonconvexminimization theorem [17].
In particular, if (X, d) is ametric space, then themetric d is aw-distance on (X, d), whichmakes this class of great importance.
In 2009, Latif and Abdou [10] proved the following fixed-point theorem.
Theorem 1.3 ([10]). Let (X, d) be a complete metric space with a w-distance ω. Let T : X → Cl(X) be a set-valued mapping
satisfying the following conditions:
(i) there exists a function ϕ : [0,∞)→ [0, 1) and a function θ : [0,∞)→ [c, 1), with c > 0 and θ nondecreasing, such that
ϕ(t) < θ(t), lim sup
r→t+
ϕ(r) < lim sup
r→t+
θ(r)
for all t ∈ [0,∞);
(ii) for any x ∈ X, there exists y ∈ T (x) such that
θ(ω(x, y))ω(x, y) ≤ W (x, T (x))
and
W (y, T (y)) ≤ ϕ(ω(x, y))ω(x, y);
(iii) the real-valued function f on X defined by f (x) = W (x, T (x)) is lower semi-continuous, where W (u, K) = infy∈K ω(u, y).
Then there exists z ∈ X such that f (z) = 0. Further, if ω(z, z) = 0, then z ∈ F(T ).
Note that, if we take ϕ =: h < κ, h ∈ (0, 1), then we obtain the result presented by Latif and Abdou [9]. Moreover,
if ω = d, then Theorem 1.3 reduces to a fixed-point theorem presented by Ćirić [4], Klim and Wardowski [8], Latif and
Albar [11], and Feng and Liu [6].
Evidently, Theorem 1.3 generalizes and improves a number of well-known fixed-point results given by many authors.
Thus, in this paper, we are interested in providing some fixed-point theorems related to Theorem 1.3.
To do so, let us recall the concept of a τ -distance on ametric space,which is a generalization of thew-distance, introduced
by Suzuki [14], as follows.
Definition 1.4 ([14]). Let X be ametric space withmetric d. Then a function p from X×X into [0,∞) is called the τ -distance
on X if there exists a function η from X × [0,∞) into [0,∞) and the followings are satisfied:
(τ1) p(x, z) ≤ p(x, y)+ p(y, z) for all x, y, z ∈ X;
(τ2) η(x, 0) = 0 and η(x, t) ≥ t for all x ∈ X and t ∈ [0,∞), and η is concave and continuous in its second variable;
(τ3) limn→∞ xn = x and limn→∞ sup{η(zn, p(zn, xm)) : m ≥ n} = 0 imply that p(w, x) ≤ lim infn→∞ p(w, xn) for all
w ∈ X;
(τ4) limn→∞ sup{p(xn, ym) : m ≥ n} = 0 and limn→∞ η(xn, tn) = 0 imply that limn→∞ η(yn, tn) = 0;
(τ5) limn→∞ η(zn, p(zn, xn)) = 0 and limn→∞ η(zn, p(zn, yn)) = 0 imply that limn→∞ d(xn, yn) = 0.
In this paper, we will develop some fixed-point theorems by using the concept of the τ -distance. In order to obtain
fixed-point theorems by using the τ -distance, the following concepts and lemmas (see [15]) are crucial.
Definition 1.5. Let (X, d)be ametric space and let pbe a τ -distance onX . Then a sequence {xn} inX is called p-Cauchy if there
exists a functionη : X×[0,∞)→ [0,∞) satisfying (τ2)−(τ5) and a sequence {zn} inX such that limn sup{η(zn, p(zn, xm)) :
m ≥ n} = 0.
Lemma 1.6. Let (X, d) be a metric space and let p be a τ -distance on X. If a sequence {xn} in X satisfies lim
n→∞ sup{p(xn, xm) :
m > n} = 0, then {xn} is a p-Cauchy sequence.
Lemma 1.7. Let (X, d) be a metric space and let p be a τ -distance on X. If {xn} is a p-Cauchy sequence, then {xn} is a Cauchy
sequence. Moreover, if {yn} is a sequence satisfying lim
n→∞ sup{p(xn, ym) : m > n} = 0, then {yn} is a p-Cauchy sequence and
limn d(xn, yn) = 0.
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Let (X, d) be a metric space. For any fixed x0 ∈ X , a sequence {xn} = {x0, x1, x2, . . .} ⊂ X such that xn+1 ∈ T (xn) is called
an orbit of x0 with respect to mapping T : X → 2X . We will denote by O(T , x0) the set of all orbital sequences of x0 with
respect to mapping T .
Definition 1.8. Let (X, d) be a metric space and let x0, z ∈ X . A mapping f : X → R is said to be T -orbitally lower semi-
continuous at z with respect to x0 if {xn} ∈ O(T , x0) and xn → z imply that f (z) ≤ lim infn→∞ f (xn).
2. Main results
Let (X, d) be a metric space and let A be a subset of X . If p is a τ -distance on X and x ∈ X , from now on, we define
Dp(x, A) = inf{p(x, y)|y ∈ A}.
In this section, inspired by Latif and Abdou [10], we now give some results which generalize Theorem 1.3.
Theorem 2.1. Let (X, d) be a metric space and let T : X → Cl(X) be a set-valued mapping. If there exists a function
ϕ : [0,∞)→ [0, 1) and a nondecreasing function θ : [0,∞)→ [c, 1), c > 0, such that
ϕ(t) < θ(t) (2.1)
for all t ∈ [0,∞) and
lim sup
t→r+
ϕ(t) < lim sup
t→r+
θ(t) (2.2)
for all r ∈ [0,∞), and there exists a τ -distance p on X such that, for any x ∈ X, there exists y ∈ T (x) satisfying
θ(p(x, y))p(x, y) ≤ Dp(x, T (x)) (2.3)
and
Dp(y, T (y)) ≤ ϕ(p(x, y))p(x, y), (2.4)
then we have the following.
(a) For each x0 ∈ X, there exists an orbit {xn} ∈ O(T , x0) such that {Dp(xn, T (xn))} is decreasing to zero and the sequence {xn}
is a Cauchy sequence.
(b) If {xn} converges to z and the function f (x) := Dp(x, T (x)) is T -orbitally lower semi-continuous at z with respect to x0, then
z ∈ F(T ). Moreover, if T (z) = z, then p(z, z) = 0.
Proof. To prove (a), let x0 ∈ X be given. First, we show that there exists a sequence {x0, x1, x2, . . .} in (X, d) such that
xn+1 ∈ T (xn) and {Dp(xn, T (xn))} is a decreasing sequence that converges to zero. Indeed, by (2.3) and (2.4), we can choose
x1 ∈ T (x0) such that
θ(p(x0, x1))p(x0, x1) ≤ Dp(x0, T (x0)) (2.5)
and
Dp(x1, T (x1)) ≤ ϕ(p(x0, x1))p(x0, x1). (2.6)
By using (2.5) and (2.6), we get
Dp(x1, T (x1)) ≤ ϕ(p(x0, x1))
θ(p(x0, x1))
Dp(x0, T (x0)). (2.7)
Now, define a function ψ : [0,∞)→ [0,∞) by
ψ(t) = ϕ(t)
θ(t)
for all t ∈ [0,∞). Notice that, from (2.1) and (2.2), it follows that
ψ(t) < 1 (2.8)
for all t ∈ [0,∞), and
lim sup
t→r+
ψ(t) < 1 (2.9)
for all r ∈ [0,∞). Moreover, by (2.7), we also have
Dp(x1, T (x1)) ≤ ψ(p(x0, x1))Dp(x0, T (x0)).
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Again, by using (2.3) and (2.4), we can choose x2 ∈ T (x1) such that
θ(p(x1, x2))p(x1, x2) ≤ Dp(x1, T (x1))
and
Dp(x2, T (x2)) ≤ ϕ(p(x1, x2))p(x1, x2).
Moreover, by the definition of ψ , we have
Dp(x2, T (x2)) ≤ ψ(p(x1, x2))Dp(x1, T (x1)).
Continuing this process and denoting pn = p(xn, xn+1) and Dn = Dp(xn, T (xn)), we can obtain an iterative sequence
{xn}∞n=0 such that xn+1 ∈ T (xn),
θ(pn)pn ≤ Dn, (2.10)
and
Dn+1 ≤ ϕ(pn)pn (2.11)
for all n ≥ 0, and so, from (2.10) and (2.11),
Dn+1 ≤ ψ(pn)Dn. (2.12)
Thus, it follows from (2.12) and (2.8) that
Dn+1 < Dn
for all n ≥ 0; that is, we have that {Dn} is a strictly monotone decreasing sequence. Moreover, since θ is a nondecreasing
function, we know that {pn} is also a strictly monotone decreasing sequence. Consequently, there exist δ ≥ 0 and β ≥ 0
such that
lim
n→∞Dn = δ and limn→∞ pn = β.
Furthermore, it follows from (2.12) that
δ ≤ (lim sup
n→∞
ψ(pn))δ = (lim sup
pn→β
ψ(pn))δ.
Since lim suppn→β ψ(pn) < 1, we conclude that δ = 0.
Next, we show that {xn}∞n=0 is a Cauchy sequence. Let us consider a behavior of the sequence {pn}∞n=0. Since 0 < c ≤ θ(t)
for all t ∈ [0,∞), it follows from (2.10) that cpn ≤ θ(pn)pn ≤ Dn, and hence
pn ≤ 1c Dn. (2.13)
Now, put α = lim suppn→0+ ψ(pn). Then, by (2.9), we can choose a real number q such that q ∈ (α, 1), and so there exists
a positive integer n1 such that ψ(pn) < q for all n ≥ n1. Thus, from (2.12), we have Dn ≤ qDn−1 for all n ≥ n1. This implies
that
Dm ≤ qm−nDn (2.14)
for allm > n ≥ n1 + 1. Moreover, from (2.13) and (2.14), we get
pm ≤ 1c q
m−nDn (2.15)
for allm > n > n1 + 1. This implies that
m−
k=n
pk ≤ 1c
m−
k=n
qk−nDn ≤ 1c

1
1− q

Dn
for all m > n ≥ n1 + 1. Thus, using this together with limn→∞ Dn = 0 and Lemma 1.6, we know that {xn} is a p-Cauchy
sequence. Consequently, from Lemma 1.7, we see that (a) is followed.
To prove (b), assume that limn→∞ xn = z and that the function f (x) := Dp(x, T (x)) is T -orbitally lower semi-continuous
at z with respect to x0. Thus it follows that
0 ≤ Dp(z, T (z)) = f (z) ≤ lim inf
n→∞ f (xn) ≤ limn→∞Dn = 0.
Thus f (z) = 0. Consequently, there exists a sequence {zn} ⊂ T (z) such that limn→∞ p(z, zn) = 0. Therefore,
0 ≤ lim
n
sup{p(xn, zm) : m > n} ≤ lim
n
sup{p(xn, z)+ p(z, zn) : m > n} = 0.
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This implies, by Lemma 1.7 and the closedness of T (z), that z ∈ T (z).
If T (z) = z then, by using (2.4), we see that 0 ≤ p(z, z) = Dp(z, Tz) ≤ ϕ(p(z, z))p(z, z). Since ϕ([0,∞)) ⊂ [0, 1), we
must have p(z, z) = 0. This completes the proof. 
Immediately, from Theorem 2.1, we can obtain the following result.
Corollary 2.2. Let (X, d) be a complete metric space. Suppose that T : X → Cl(X) satisfies all the conditions of Theorem 2.1. If
a real-valued function f (x) = Dp(x, T (x)) is lower semi-continuous on (X, d), then there exists z ∈ X such that z ∈ F(T ).
Remark 2.3. Since the class of τ -mappings is wider than the class of w-mappings, Corollary 2.2 can be viewed as a
generalization of Theorem 1.3. Moreover, we do not need the assumption τ(z, z) = 0, which has been proposed in
Theorem 1.3.
Next, we provide another generalization of Theorem 1.3.
Theorem 2.4. Let (X, d) be a complete metric space. Suppose that T : X → Cl(X) is a set-valued mapping of X into itself. If
there exists a function ϕ : [0,∞)→ [0, 1) such that
lim sup
r→t+
ϕ(r) < 1 (2.16)
for any t ∈ [0,∞), and there exists a τ -distance p on X such that, for any x ∈ X, there exists y ∈ T (x) satisfying
p(x, y) ≤ (2− ϕ(p(x, y)))Dp(x, T (x)) (2.17)
and
Dp(y, T (y)) ≤ ϕ(p(x, y))p(x, y), (2.18)
then we have the following.
(a) For any x0 ∈ X, there exist an orbit {xn} ∈ O(T , x0) and z ∈ X such that limn→∞ xn = z.
(b) If the function f (x) := Dp(x, T (x)) is T -orbitally lower semi-continuous at z with respect to x0, then z ∈ F(T ). Moreover, if
T (z) = z, then p(z, z) = 0.
Proof. (a) First, since ϕ(p(x, y)) < 1 for all x, y ∈ X , it follows that 2 − ϕ(p(x, y)) > 1 for all x, y ∈ X . Let x0 ∈ X be any
initial point. Then, by (2.17) and (2.18), there exists x1 ∈ T (x0) such that
p(x0, x1) ≤ (2− ϕ(p(x0, x1)))Dp(x0, T (x0)) (2.19)
and
Dp(x1, T (x1)) ≤ ϕ(p(x0, x1))p(x0, x1). (2.20)
Thus, it follows from (2.19) and (2.20) that
Dp(x1, T (x1)) ≤ ϕ(p(x0, x1))(2− ϕ(p(x0, x1)))Dp(x0, T (x0)). (2.21)
Now, define a function ψ : [0,∞)→ [0,+∞) by
ψ(t) = ϕ(t)(2− ϕ(t)) (2.22)
for any t ∈ [0,∞). Notice that ϕ(t) < 1 and lim supr→t+ ϕ(r) < 1 for any t ∈ [0,∞). This gives
ψ(t) = ϕ(t)(2− ϕ(t)) = 1− (1− ϕ(t))2 < 1 (2.23)
and
lim sup
r→t+
ψ(r) < 1 (2.24)
for any t ∈ [0,∞). Moreover, by (2.21) and (2.22), we can write
Dp(x1, T (x1)) ≤ ψ(p(x0, x1))Dp(x0, T (x0)). (2.25)
Next, again by using (2.17), (2.18) and (2.22), we can find x2 ∈ T (x1) such that
p(x1, x2) ≤ (2− ϕ(p(x1, x2)))Dp(x1, T (x1))
and
Dp(x2, T (x2)) ≤ ψ(p(x1, x2))Dp(x1, T (x1)).
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Continuing this process, we can choose an iterative sequence {xn}∞n=0 such that xn+1 ∈ T (xn),
p(xn, xn+1) ≤ (2− ϕ(p(xn, xn+1)))Dp(xn, T (xn)), (2.26)
and
Dp(xn+1, T (xn+1)) ≤ ψ(p(xn, xn+1))Dp(xn, T (xn)) (2.27)
for all n ≥ 0.
From now on, put pn = p(xn, xn+1) and Dn = Dp(xn, T (xn)) for all n ≥ 0. Then, from (2.26) and (2.27), and ϕ(t) < 1, for
all t ≥ 0, we get
Dn+1 ≤ ψ(pn)Dn (2.28)
and
Dn ≤ pn ≤ 2Dn. (2.29)
Furthermore, by (2.23) and (2.28), we know that {Dn}∞n=0 is a strictly decreasing sequence of nonnegative real numbers.
Therefore, there exists δ ≥ 0 such that
lim
n→∞Dn = δ. (2.30)
Thus, by (2.29), we see that the sequence {pn}∞n=0 is also bounded, and so there exists β ≥ δ such that
lim inf
n→∞ pn = β. (2.31)
Now, we claim that δ = 0. Consider the following possible two cases.
Case 1: If β > δ, then, from (2.30) and (2.31), we can find a positive integer n0 such that
δ ≤ Dn ≤ δ + β − δ4 (2.32)
and
β − β − δ
4
< pn (2.33)
for all n ≥ n0. Thus, by using (2.32), (2.33) and (2.26), we have
δ + 3

β − δ
4

= β − β − δ
4
< pn ≤ (2− ϕ(pn))Dn ≤ (2− ϕ(pn))

δ + β − δ
4

for all n ≥ n0. This gives
1+ 2(β − δ)
3δ + β < 1+ (1− ϕ(pn))
for all n > n0, which implies that
−(1− ϕ(pn))2 < −
[
2(β − δ)
3δ + β
]2
for all n > n0. Thus we have
ψ(pn) = 1− (1− ϕ(pn))2 < 1−
[
2(β − δ)
3δ + β
]2
=: h
for all n ≥ n0. Thus, it follows from (2.28) that
Dn+1 ≤ hDn (2.34)
for all n ≥ n0. Consequently, from (2.32) and (2.34), we obtain
δ ≤ Dn0+k ≤ hDn0+k−1 ≤ h2Dn0+k−2 ≤ · · · ≤ hkDn0 ≤ hk

δ + β − δ
4

(2.35)
for all k ≥ 1. Since h ∈ (0, 1), we have limk→∞ hk = 0. Using this and (2.35), we have δ = 0.
Case 2: If β = δ, then, from (2.31), we can find a subsequence {pnk}∞k=0 of {pn} such that
lim
k→∞ pnk = δ.
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Thus, by (2.24), it follows that
lim sup
pnk→δ+
ψ(pnk) < 1. (2.36)
Also, from (2.28), we have
Dnk+1 ≤ ψ(pnk)Dnk .
Thus, it follows from (2.30) that
δ = lim
k→∞Dnk+1 ≤ lim supk→+∞ (ψ(pnk)Dnk) = (lim suppnk→δ+
ψ(pnk))δ.
Since lim suppnk→δ+ ψ(pnk) < 1, this inequality implies that δ = 0. Therefore, from Cases 1 and 2, we conclude that
lim
n→∞Dn = 0, (2.37)
and so our claim is proved.
Now, using (2.24), (2.28), (2.29) and (2.37), as in the proof of Theorem 2.1, we know that {xn}∞n=0 is a Cauchy sequence.
(b) The proof is similar to that of Theorem 2.1. 
Remark 2.5. Theorem 2.4 recovers a result presented by Latif and Abdou [10].
As a special case of Theorem 2.4, we can obtain the result presented by Ćirić [4] as follows.
Theorem 2.6 ([4]). Let (X, d) be a complete space. Suppose that T : X → Cl(X) is a set-valued mapping of X into itself. If there
exists a function ϕ : [0,∞)→ [0, 1) such that
lim sup
r→t+
ϕ(r) < 1 (2.38)
for any t ∈ [0,∞) and, for any x ∈ X, there exists y ∈ T (x) satisfying
d(x, y) ≤ (2− ϕ(d(x, y)))D(x, T (x)) (2.39)
and
D(y, T (y)) ≤ ϕ(d(x, y))d(x, y), (2.40)
then T has a fixed point in X provided that f (x) = D(x, T (x)) is lower semi-continuous.
In [10], the authors give an example showing that Theorem 1.3 is a genuine generalization of the result of Theorem 2.6.
Here, we provide another one.
Example 2.7. Let X = [0,∞) and let d : X × X → [0,∞) be a usual metric. Let T : X → Cl(X) be defined by
T (x) =


1
2
x2

, if x ∈
[
0,
15
32

∪

15
32
, 1
]
;
17
96
,
1
4

, if x = 15
32
;[
0,
1
4
]
∪

2x− 1
2

, if x ∈ (1,∞).
Now, we show that the given mapping T does not satisfy the assumptions of Theorem 2.6. To do this, let us consider a
point x = 32 . Then we have T (x) =

0, 14
 ∪ {1}, and it follows that D(x, T (x)) = 12 . Now, let ϕ : [0,∞) → [0, 1) be any
real-valued function. Notice that only the real number y = 1 ∈ T (x) satisfies (2.39) and, consequently,
D(y, Ty) = d

1,
1
2

= d

3
2
, 1

= d(x, y).
Therefore, since ϕ([0,∞)) ⊂ [0, 1), we see that (2.40) cannot be satisfied.
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On the other hand,we show that T satisfies all hypotheses of our Theorem2.4. Define now a functionϕ : [0,∞)→ [0, 1)
by
ϕ(t) =

8
5
t, if x ∈
[
0,
7
24

∪

7
24
,
1
2

;
5
8
, if t = 7
24
;
4
5
, if t ∈
[
1
2
,∞

.
Then, obviously, such a function ϕ satisfies (2.16) of Theorem 2.4.
Further, let us define a function p : X × X → [0,∞) by
p(x, y) =

d(x, y), if {x, y} ⊂ [0, 1];
1, if {x, y} ⊄ [0, 1].
It follows that p is aw-distance on X , and hence, it is a τ -distance (see [16]).
We consider the following cases.
Case 1: For x ∈ 0, 1532  ∪  1532 , 1, we have T (x) = { 12x2}. Consequently, for y = 12x2, we get
Dp(y, T (y)) = p

1
2
x2,
1
8
x4

= 1
2

x+ 1
2
x2

x− 1
2
x2

= 1
2

x+ 1
2
x2

p(x, y)
≤ 8
5

x− 1
2
x2

p(x, y)
= ϕ(p(x, y))p(x, y).
Moreover, we have
p(x, y) = Dp(x, Tx) ≤ (2− ϕ(p(x, y)))Dp(x, Tx).
Case 2: Let x = 1532 . For y = 1796 ∈ T (x), we have
p(x, y) = 7
24
<

2− 5
8

7
32
= (2− ϕ(p(x, y)))Dp(x, Tx)
and
Dp(y, T (y)) = p

17
96
,
1
2
· (17)
2
(96)2

<
17
96
<
5
8
· 7
24
= ϕ(p(x, y))p(x, y).
Case 3: Let x ∈ (1,∞). Notice that Dp(x, Tx) = 1. If we now choose y = 14 ∈ T (x), then
p(x, y) = 1 <

2− 4
5

(1) = (2− ϕ(1))(1) = (2− ϕ(p(x, y)))Dp(x, Tx)
and
Dp(y, T (y)) = p

1
4
,
1
2
· 1
16

= p

1
4
,
1
32

= 7
32
<

4
5

(1) = ϕ(p(x, y))p(x, y).
Therefore, from above three cases, we see that (2.17) and (2.18) of Theorem 2.4 are satisfied.
Moreover, we have
f (x) = Dp(x, T (x)) =

x− 1
2
x2, x ∈
[
0,
15
32

∪

15
32
, 1
]
;
7
32
, if x = 15
32
;
1, if x ∈ (1,∞),
which is a lower semi-continuous function. Therefore, all assumptions of Theorem 2.4 are satisfied. In fact, we can check
that F(T ) = {0}.
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Remark 2.8. We do not use the concept of the Hausdorff metric in the proofs of Theorems 2.1 and 2.4.
3. Conclusion
We note that the results presented by Latif and Abdou [10] are interesting and important. Therefore, in this paper, we
have considered and improved their result, Theorem 1.3. In particular, we have been interested in considering and proving
the main results by using concepts of the generalized distance, namely the τ -distance. Hence, the results presented in this
paper are general and, consequently, they can be applied in various ways.
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