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The exceptional set in a generalized Goldbach’s
problem
Dongho Byeon∗and Keunyoung Jeong
Abstract
In this paper, we compute the size of the exceptional set in a generalized Goldbach
problem and show that for a given polynomial f (x) ∈ Z[x] with a positive leading
coefficient, positive integers A, B, g, i, j with 0 < i, j < g, there are infinitely many
positive integers n which satisfy 2 f (n)= Ap1+Bp2 for primes p1 ≡ i, p2 ≡ j (mod g)
under a mild condition.
1 Introduction
Brüdern, Kawada and Wooley [BKW] computed the size of the exceptional set of a
polynomial-type generalization of Goldbach problem.
Theorem 1. [BKW, Theorem 1] Let f (x) ∈Z[x] be a polynomial which has a positive
leading coefficient with degree k and Ek(N, f ) be the number of positive integers n
with 1 ≤ n ≤ N for which the equation 2 f (n) = p1+ p2 has no solution in primes p1,
p2. Then there is an absolute constant c> 0 such that
Ek(N, f )¿ f N1−
c
k .
This theorem implies that there are infinitely many positive integers n which satisfy
2 f (n)= p1+ p2 for primes p1, p2. Similarly, one can ask if for given positive integers
∗The first author was supported by Basic Science Research Program through the National Research
Foundation of Korea (NRF) funded by the Ministry of Education (NRF-2013R1A1A2007694).
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A, B, g, i, j with 0 < i, j < g, there are infinitely many positive integers n which
satisfy 2 f (n)= Ap1+Bp2 for primes p1 ≡ i, p2 ≡ j (mod g).
To answer this question, we will prove the following theorem.
Theorem 2. Let f (x) ∈Z[x] be a polynomial which has a positive leading coefficient
with degree k. Let A,B be positive odd integers and g, i, j positive integers with
0 < i, j < g < N24δk for a sufficiently small positive real number δ to be chosen later
and (i, g)= ( j, g)= 1. Suppose that there is at least one integer m such that
2 f (m)≡ Ai+B j (mod g).
Let Γ= {A,B, g, i, j} and let Ek,Γ(N, f ) be the number of positive integers n ∈ [1, N] with
2 f (n)≡ Ai+B j (mod g) for which the equation 2 f (n)= Ap1+Bp2 has no solution in
primes p1 ≡ i, p2 ≡ j (mod g). Then there is an absolute constant c> 0 such that
Ek,Γ(N, f )¿k,Γ N1−
c
k .
This immediately implies the positive answer of the above question.
Corollary 3. Let f (x) ∈Z(x) be a polynomial which has a positive leading coefficient.
Let A,B be positive odd integers and g, i, j be positive integers with 0 < i, j < g and
(i, g)= ( j, g)= 1. If there is at least one integer m such that
2 f (m)≡ Ai+B j (mod g),
then there are infinitely many positive integers n which satisfy
2 f (n)= Ap1+Bp2
for primes p1 ≡ i, p2 ≡ j (mod g).
Let N be a large positive integer, δ a sufficiently small positive real number to be
chosen later, X := 2 f (N), P := X6δ, Q := X /P and κ := 2− 1k . Let A,B be positive odd
integers and g, i, j positive integers with 0 < i, j < g < P4 and (i, g) = ( j, g) = 1. Let
Γ= {A,B, g, i, j}. We define the exponential sum Si(α) by
Si(α) :=
∑
P<p≤X
p≡i (mod g)
(log p)e(αp),
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where e(αp) := e2piαpi and the summation is over primes p with P < p ≤ X and p ≡ i
(mod g). When T ⊆ [0,1], we write
rΓ(n;T) :=
∫
T
Si (Aα)S j(Bα)e(−αn)dα
and rΓ(n) := rΓ(n; [0,1]). Then rΓ(2 f (n)) counts the number of solutions of the equa-
tion 2 f (n)= Ap1+Bp2 in primes p1 ≡ i, p2 ≡ j (mod g) with weight log p1 log p2.
Let M⊂ [0,1] be the major arc defined by
M= ⋃
0≤a≤q≤P
(a,q)=1
M(q,a),
where
M(q,a)=
{
α ∈ [0,1] :
∣∣∣∣α− aq
∣∣∣∣≤ PqX
}
,
and m⊂ [0,1] be the minor arc defined by
m= [0,1]\M.
In Section 2 we compute rΓ(2 f (n);m), in Section 3 we compute rΓ(2 f (n);M), and
in Section 4 combining these, we prove Theorem 2. Basically we follow [BKW] and
[MV].
Finally we mention that some special forms of Corollary 3 are applied to the
arithmetic of elliptic curves. See [BJ] and [BJK]. One of the aims of this paper is to
give a full proof of a full generalization of the special forms for future applications.
2 Minor Arc
In [BKW, Lemma 1], the authors proved that there exists a positive real number
a= a(δ) depending on δ such that
∑
κN<n≤N
|r(2 f (n);m)|¿ X N1− ak ,
where r(2 f (n);m)= ∫mS (α)2 e(−α ·2 f (n))dα and S(α)=∑P<p≤X (log p)e(αp).
In this section, we show that the same result holds for rΓ(2 f (n);m). To do this,
we need the following lemma which concerns the residue class condition; i, j (mod g)
and the coefficient condition; A, B. For the proof of the lemma, we follow the proof
3
of [IK, Theorem 13.6]. A new ingredient in our proof is the orthogonality relations of
Dirichlet characters.
Lemma 4. Suppose that there exist integers a and q such that (a, q)= 1 and
∣∣∣α− aq ∣∣∣≤
1
q2 . Then for x≥ 2 we have∑
p≤x
p≡i (mod g)
(log p)e(αAp)¿ (x 45 + xq− 12 + x 12 q 12 )(log x)3,
where the summation is over primes p with p≤ x and p≡ i (mod g).
Proof. Let χ be a Dirichlet character modulo g. The orthogonality relations of Dirich-
let characters imply that
∑
p≤x
p≡i (mod g)
(log p)e(αAp) = ∑
p≤x
1
ϕ(g)
∑
χ
χ¯(i)χ(p)(log p)e(αAp)
¿ ∑
χ
∣∣∣∣∣∑p≤xχ(p)(log p)e(αAp)
∣∣∣∣∣ .
Thus it is enough to show that
∑
p≤x
χ(p)(log p)e(αAp)¿ (x 45 + xq− 12 + x 12 q 12 )(log x)3.
Let Λ(n) be the von Mangoldt function which defined as follows:
Λ(n)=
 log p if n= p
k,
0 otherwise.
By the fact
∑
p≤x
log p¿ x,
∣∣∣ ∑
pk≤x
χ(pk)(log p)e(αApk)
∣∣∣≤ ∑
pk≤x
log p= ∑
p≤x 1k
log p¿ x 1k .
Hence ∑
p≤x
χ(p)(log p)e(αAp)= ∑
n≤x
χ(n)Λ(n)e(αAn)+O(x 12 ).
Thus it is enough to show that
∑
n≤x
χ(n)Λ(n)e(αAn)= ∑
n≤Ax
A|n
χ(
n
A
)Λ(
n
A
)e(αn)¿ (x 45 + xq− 12 + x 12 q 12 )(log x)3.
From the Vaughan’s identity, we have that for y, z≥ 1 and n such that A|n and nA > z,
Λ(
n
A
)= ∑
b| nA
b≤y
µ(b) log
n
Ab
− ∑∑
bc| nA
b≤y,c≤z
µ(b)Λ(c)+ ∑∑
bc| nA
b>y,c>z
µ(b)Λ(c).
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Then
∑
n≤Ax
A|n
χ(
n
A
)Λ(
n
A
)e(αn) = ∑∑
lm≤Ax,A|l
m≤M
χ(
l
A
m)µ(m)(log
l
A
)e(αlm)
− ∑∑∑
lmn≤Ax,A|l
m≤M,n≤N
χ(
l
A
mn)µ(m)Λ(n)e(αlmn)
+ ∑∑∑
lmn≤Ax,A|l
m≥M,n≥N
χ(
l
A
mn)µ(m)Λ(n)e(αlmn)+O(N).
We need ∑
m≤M
∣∣∣∣∣∣∣
∑
mn≤x
A|n
χ(
n
A
)e(αmn)
∣∣∣∣∣∣∣¿ (M+ xq−1+ q) log2qx. (1)
It is derived as follow:
∑
m≤M
∣∣∣∣∣∣∣
∑
mn≤x
A|n
χ(
n
A
)e(αmn)
∣∣∣∣∣∣∣=
∑
m≤M
∣∣∣∣∣∣∣∣
g−1∑
i=0
χ(i)
∑
mAn′≤x
n′≡i (mod g)
e(αmn′)
∣∣∣∣∣∣∣∣
≤ g ∑
m≤M
min(
x
mA
,
1
2‖mAα‖ )≤ g
∑
m≤AM
min(
x
m
,
1
2‖mα‖ )
¿ (AM+ xq−1+ q) · log2qAx¿ (M+ xq−1+ q) · log2qx,
where ‖α‖ =min
u∈Z
|α−u|. It is known [IK, Theorem 13.6] that
∑
n≤x
Λ(n)e(αn)¿ (x 45 + xq− 12 + x 12 q 12 )(log x)3.
If we use (1) instead of (13.46) in the proof of [IK, Theorem 13.6] and take M = N =
x
2
5 , then by the same argument in the proof of [IK, Theorem 13.6], we get
∑∑
lm≤Ax,A|l
m≤M
χ(
l
A
m)µ(m)(log
l
A
)e(αlm)¿ (x 25 + xq−1+ q) log qx · log x,
∑∑∑
lmn≤Ax,A|l
m≤M,n≤N
χ(
l
A
mn)µ(m)Λ(n)e(αlmn)¿ (x 45 + xq−1+ q) log qx · log x,
∑∑∑
lmn≤Ax,A|l
m≥M,n≥N
χ(
l
A
mn)µ(m)Λ(n)e(αlmn)¿ (x 45 + xq− 12 + x 12 q 12 )(log x)3,
which prove the lemma.
Now we can prove the following analogue of [BKW, Lemma 1]. For the proof, we
follow the proof of [BKW, Lemma 1]. A new ingredient in our proof is the bound of
Si(Aα) in Lemma 4.
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Proposition 5. There is a positive real number a= a(δ) such that
∑
κN<n≤N
|rΓ(2 f (n);m)|¿ X N1−
a
k .
Proof. By the Hölder inequality, we have
∑
κN<n≤N
|rΓ(2 f (n);m)|
≤ sup
α∈m
|Si(Aα)S j(Bα)|
1
t
(∫ 1
0
|Si(Aα)S j(Bα)|dα
)1− 1t (∫ 1
0
|K(−α)|tdα) 1t ,
where
K(α)= ∑
κN<n≤N
η(2 f (n))e(2 f (n)α) and η(u)=
 1 if rΓ(u,m)≥ 0,−1 otherwise.
By Lemma 4, we get for α ∈m,
Si(Aα)=
∑
P<p≤X
p≡i (mod g)
(log p)e(αAp)¿ (X 45 +X q− 12 +X 12 q 12 )(log X )3 ¿ X1−3δ(log X )3.
This implies that
sup
α∈m
∣∣Si(Aα)S j(Bα)∣∣¿ [X1−3δ(log X )3]2.
From the proof of [BKW, Lemma 1], we know that∫ 1
0
∣∣Si(Aα)S j(Bα)∣∣dα¿ X log X and ∫ 1
0
|K(−α)|tdα¿N t−k(1−δ).
By combining these bounds, we have
∑
κN<n≤N
|rΓ(2 f (n),m)| ¿ (X log X )1−
1
t N1−
(1−δ)k
t (X1−3δ(log X )3)
2
t
¿ NX1− 5δt (log X )2,
which proves the lemma.
3 Major Arc
Let Y be a real number with 1 ≤ Y ≤ X δk . In [BKW, Lemma 2], the authors proved
that for all n satisfying κN < n ≤ N, with the possible exception of O(N1+²Y−1) val-
ues of n
r(2 f (n);M)À XY− 12 (log X )−1,
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where r(2 f (n);M)= ∫MS (α)2 e(−α ·2 f (n))dα and S(α)=∑P<p≤X (log p)e(αp).
In this section, we show that the same result holds for rΓ(2 f (n);M). To do this,
we need some lemmas which concern the residue class condition; i, j (mod g) and
the coefficient condition; A, B.
First we state the basic properties of exceptional characters, which are estab-
lished by Davenport [Dav].
Lemma 6. There is a constant c1 > 0 such that L(σ,χ) 6= 0 whenever
σ≥ 1− c1
logP
,
for all primitive Dirichlet characters χ of modulus q ≤ P, with the possible exception
of at most one primitive character χ˜ (mod r˜). If it exists, χ˜ is quadratic, and the
unique exceptional real zero β˜ of L(s, χ˜) satisfies
c2
r˜
1
2 log2 r˜
≤ 1− β˜≤ c1
logP
,
for a constant c2 > 0.
The following lemma is a modification of [Gal, Theorem 7]. For the proof of the
lemma, we follow the proof of [Gal, Theorem 7]. A new ingredient in our proof is the
orthogonality relations of Dirichlet characters.
Lemma 7. Suppose that xP ≤ h≤ x and exp(log
1
2 x)≤ P ≤ xb. If there is no exceptional
character, we have
∑
q≤P
∑
χ
∗ x+h∑
x
p≡i (mod g)
χ(p) log p¿ hexp(−c3 log xlogP )
for a constant c3, where
∑∗ denotes that the sum is taken over all primitive Dirichlet
characters of modulus q and if there is the exceptional character, the right hand side
may be replaced by h(1− β˜) logP exp(−c3 log XlogP ). Here the term with q = 1 is read as
follows: if there is no exceptional character, it is
x+h∑
x
p≡i (mod g)
log p− ∑
x<n≤x+h
n≡i (mod g)
1
and if there is the exceptional character, it is
x+h∑
x
p≡i (mod g)
χ˜(p) log p+ ∑
x<n≤x+h
n≡i (mod g)
nβ˜−1.
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Proof. Let
ψ(x) := ∑
n≤x
Λ(n), ψ(x,χ) := ∑
n≤x
χ(n)Λ(n), and ψ(x,χ; i, g) := ∑
n≤x
n≡i (mod g)
χ(n)Λ(n).
Using the orthogonality relations of Dirichlet characters, we have
ψ(x,χ; i, g)= 1
ϕ(g)
∑
n≤x
(
∑
χ′
χ¯′(i)χ′(n))χ(n)Λ(n)= 1
ϕ(g)
∑
χ′
χ¯′(i)ψ(x,χ ·χ′), (2)
where χ′ varies in the set of Dirichlet characters of modulus g and χ·χ′(n) := χ(n)χ′(n).
For q≤T ≤ x 12
ψ(x,χ)= δχx−
∑
ρ
xρ
ρ
+O( x log
2 x
T
),
where δχ = 1 or 0 according to whether χ= χ0 or not, and the sum on the right is over
the zeros ρ of L(s,χ) in 0≤Re(ρ)≤ 1, |Im(ρ)| ≤T. By (2)
ψ(x,χ; i, g)= 1
ϕ(g)
∑
χ′
χ¯′(i)(δχ·χ′x−
∑
ρ
xρ
ρ
)+O( x log
2 x
T
), (3)
where the second sum is over the zeros ρ of L(s,χ ·χ′) in 0 ≤ Re(ρ) ≤ 1, |Im(ρ)| ≤ T.
Since
ψ(x+h,χ; i, g)−ψ(x,χ; i, g)=
x+h∑
x
p≡i (mod g)
χ(p) log p+O(x 12 ),
by (3)
x+h∑
x
p≡i (mod g)
χ(p) log p= 1
ϕ(g)
(
∑
χ′
χ¯′(i)(δχ·χ′h−
∑
ρ
(x+h)ρ− xρ
ρ
))+O( x log
2 x
T
).
Thus ∑
q≤P
∑
χ
∗ x+h∑
x
p≡i (mod g)
χ(p) log p¿ ∑
q≤P
∑
χ
∗∑
χ′
h(
∑
ρ
xβ−1+ P
2
T
), (4)
where the fourth sum of the right hand side is over the zeros ρ = β+γi of L(s,χ ·χ′)
in 0 ≤Re(ρ) ≤ 1, |Im(ρ)| ≤ T. Let Nχ(α,T) be the number of zeros ρ of L(s,χ) in the
rectangle
{ρ ∈C :α≤Re(ρ)≤ 1, |Im(ρ)| ≤T}.
Then the quadruple sum on the right hand side of (4) is
−
∫ 1
0
xα−1
∂
∂α
(
∑
q≤P
∑
χ
∗∑
χ′
Nχ·χ′(α,T))dα
=
∫ 1
0
xα−1 log x
∑
q≤P
∑
χ
∗∑
χ′
Nχ·χ′(α,T)dα+ 1x
∑
q≤P
∑
χ
∗∑
χ′
Nχ·χ′(0,T). (5)
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Consider the decomposition of a character χ of modulus q=∏p pap
χ=∏
p
χpap ,
where χpap is a character of modulus pap . Assume g is a prime and g|q. Then the
conductor of χ·χ′ is q except the case that vg(q)= 1 and the p-parts of decompositions
of χ and χ′ are inverse each other, in this case the conductor of χ ·χ′ is qg . Therefore,
∑
χ
∗∑
χ′
Nχ·χ′(a,T)= (ϕ(g)−1)(
∑
χ1
Nχ1(a,T)+
∑
χ2
∗Nχ2(a,T)),
where the first sum on the right hand side varies in the set of non-primitive charac-
ters of modulus q which are induced by a primitive character of modulus qg and the
second one on the right hand side varies in the set of primitive characters of modulus
q. Let χ be a Dirichlet character of modulus q induced by primitive character χ∗ of
modulus q∗. Then,
L(s,χ)
∏
p|q
p-q∗
1
1−χ∗(p)p−s = L(s,χ
∗).
Each factor 11−χ∗(p)p−s has a pole at
s= 2pii
log p
(l+ mp
ϕ(q∗)
),
where mp be the smallest positive integer satisfying χ∗(p) = e( mpϕ(q∗) ) and l be an
integer such that | 2pilog p (l+
mp
ϕ(q∗) )| <T. Therefore
Nχ(a,T)=Nχ∗(a,T)+ ca,q,q∗,T ,
where ca,q,q∗,T = 0 if a> 0 and c0,q,q∗,T =∑ p|q
p-q∗
([ T log p
pi
]+1). Hence, for a prime g
∑
q≤P
g|q
∑
χ
∗∑
χ′
Nχ·χ′(a,T) = (ϕ(g)−1)(
∑
q≤ Pg
∑
χ
∗(Nχ(a,T)+ ca,q, qg ,T )+
∑
q≤P
∑
χ
∗Nχ(a,T))
< 2ϕ(g) ∑
q≤P
∑
χ
∗Nχ(a,T)+ϕ(g)
∑
q≤ Pg
∑
χ
∗ca,q, qg ,T .
Similarly one can prove its generalization to a composite g
∑
q≤P
(q,g)=m
∑
χ
∗∑
χ′
Nχ·χ′(a,T)< d(m)ϕ(g)
∑
q≤gP
∑
χ
∗Nχ(a,T)+d(m)ϕ(g)
∑
q≤gP
∑
χ
∗ca,q, qm ,T ,
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where d(m) be the number of divisors of m. Therefore if a> 0,
∑
q≤P
∑
χ
∗∑
χ′
Nχ·χ′(a,T) =
∑
q≤P
(q,g)=1
∑
χ
∗∑
χ′
Nχ·χ′(a,T)+
∑
q≤P
(q,g)>1
∑
χ
∗∑
χ′
Nχ·χ′(a,T)
≤ ∑
q≤gP
∑
χ
∗Nχ(a,T)+d(g)2ϕ(g)
∑
q≤gP
∑
χ
∗Nχ(a,T)
¿ ∑
q≤gP
∑
χ
∗Nχ(a,T),
and if a= 0 since c0,q, qm ,T ≤
T logm
pi
+d(m),
∑
q≤P
∑
χ
∗∑
χ′
Nχ·χ′(0,T)¿
∑
q≤gP
∑
χ
∗Nχ(0,T)+
∑
q≤gP
∑
χ
∗(
T log g
pi
+d(g)).
Thus (5) is
¿
∫ 1
0
xα−1 log x
∑
q≤gP
∑
χ
∗Nχ(α,T)dα+ 1x (
∑
q≤gP
∑
χ
∗Nχ(0,T)+
∑
q≤gP
∑
χ
∗T)
≤
∫ 1−θ(T)
0
xα−1 log x
∑
q≤gP
∑
χ
∗Nχ(α,T)dα+ 1x
∑
q≤gP
∑
χ
∗Nχ(0,T)+ gP
2T
x
¿ x− 12θ(T)+ P
2T
x
, (6)
where
θ(T)=

1
logT
if there is no exceptional character,
c2
logT
log
e · c1
(1− β˜) logT otherwise.
For (6), we used [Gal, Theorem 6];
∑
q≤T
∑
χ
∗Nχ(α,T)¿T c(1−α)
and assumed T c ≤ x 12 and T > gP. If we choose T = P5 and b = 110c , then P
2T
x ¿ x−
1
2
and the lemma follows.
From Lemma 7 and the argument below [MV, Lemma 4.3], we have the following
modification of [MV, Lemma 4.3].
Lemma 8. If the exceptional character does not occur, there are positive absolute
constants c4, c5 which satisfy
∑
q≤P
∑
χ
∗max
x≤N
max
h≤N
(h+ N
P
)−1
∣∣∣ x∑
x−h
p≡i (mod g)
χ(p) log p
∣∣∣¿ exp(−c4 log NlogP )
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for exp(log
1
2 N)≤ P ≤N c5 and if the exceptional character occurs, the right hand side
may be replaced by (1− β˜) logP exp(−c4 log NlogP ). Here the term with q = 1 is read as
follows: if there is no exceptional character, it is
x∑
x−h
p≡i (mod g)
log p− ∑
x−h<n≤x
n>0
n≡i (mod g)
1
and if there is the exceptional character, it is
x∑
x−h
p≡i (mod g)
χ˜(p) log p+ ∑
x−h<n≤x
n>0
n≡i (mod g)
nβ˜−1.
For a Dirichlet character χ modulo q, define
Si(χ,η) :=
∑
P<p≤X
p≡i (mod g)
(log p)χ(p)e(pη),
and
Ti(η) :=
∑
P<n≤X
n≡i (mod g)
e(nη), T˜i(η) :=−
∑
P<n≤X
n≡i (mod g)
nβ˜−1e(nη),
where the last one is defined only if there is an exceptional character.
Let χ0 be the principal character modulo q. Define
Wi(χ,η) :=

Si(χ,η)−Ti(η) if χ= χ0,
Si(χ,η)− T˜i(η) if χ= χ˜χ0,
Si(χ,η) otherwise.
Suppose that a Dirichlet character χ (mod q) is induced by a primitive character χ∗
(mod r). Put
W Ai (χ)=
(∫ 1rQ
− 1rQ
∣∣Wi(χ, Aη)∣∣2 dη) 12 and W Ai = ∑
q≤P
∑
χ
∗W Ai (χ).
We note that W Ai (χ)=W Ai (χ∗). Then we have the following lemma which is a modifi-
cation of [MV, (7.1)].
Lemma 9. If the exceptional character does not occur, there is an absolute constant
c6 which satisfies
W Ai ¿ X
1
2 exp(−c6 log XlogP ),
and if the exceptional character occurs, the right hand side may be replaced by X
1
2 (1−
β˜) logP exp(−c6 log XlogP ).
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Proof. First assume that χ be a primitive character which is not equal to χ0 nor χ˜χ0.
Then
W Ai (χ)
2 =
∫ 1
qQ
− 1qQ
∣∣∣ ∑
P<p≤X
p≡i (mod g)
χ(p) log p · e(Apη)
∣∣∣2dη.
Applying [MV, Lemma 4.2] to the real numbers
un :=
 χ(p) log p if n= Ap, P < p≤ X , p≡ i (mod g),0 otherwise,
we get
W Ai (χ)
2 ¿
∫ 2AX
0
∣∣∣ 1
qQ
∑
P<p≤X
x− qQ2 ≤Ap≤x
p≡i (mod g)
χ(p) log p
∣∣∣2dx.
Thus
W Ai (χ) ¿ (2AX )
1
2 max
x≤2AX
1
qQ
∣∣∣ ∑
x− qQ2 ≤Ap≤x
p≡i (mod g)
χ(p) log p
∣∣∣
¿ X 12 max
x≤2AX
(Q+ qQ
2
)−1
∣∣∣ ∑
x− qQ2 ≤Ap≤x
p≡i (mod g)
χ(p) log p
∣∣∣
≤ X 12 max
x≤2AX
max
h≤X
(Q+h)−1
∣∣∣ ∑
x−h≤Ap≤x
p≡i (mod g)
χ(p) log p
∣∣∣ (∵ qQ
2
≤ X )
≤ X 12 max
x≤2X
max
h≤2X
(2Q+h)−1
∣∣∣ ∑
x−h≤p≤x
p≡i (mod g)
χ(p) log p
∣∣∣.
When χ = χ0 or χ˜χ0, Wi(χ,η) is exactly the term of the case of q = 1 in Lemma 8.
Hence
W Ai =
∑
q≤P
∑
χ
∗W Ai (χ)
¿ X 12 ∑
q≤P
∑
χ
∗max
x≤2X
max
h≤2X
(h+ 2X
P
)−1
∣∣∣ x∑
x−h
p≡i (mod g)
χ(p) log p
∣∣∣.
So the lemma is proved by Lemma 8.
Now we can prove the following analogue of [BKW, Lemma 2]. For the proof, we
follow the proof of [BKW, Lemma 2]. New ingredients in our proof are the estima-
tions of the bounds of new terms which do not appear in the proof of [BKW, Lemma
2], using Lemma 9 if needed.
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Proposition 10. Suppose that Y is a real number with 1 ≤ Y ≤ X δk . If there is at
least one integer m such that
2 f (m)≡ Ai+B j (mod g),
then
rΓ(2 f (n);M)À XY−
1
2 (log X )−1
for all n ∈ (κN, N] with 2 f (n)≡ Ai+B j (mod g) except at most O(N1+²Y−1) numbers.
Proof. Let n ∈ (κN, N] be an integer with 2 f (n) ≡ Ai+B j (mod g). The proof is di-
vided into three steps. In the first step, we will prove that if there is no exceptional
character, then rΓ(2 f (n);M) À X . Next we will show that even if there is the ex-
ceptional character, the same lower bound holds when (2 f (n), r˜)= 1. Finally we will
show that the number of integers n for which
(2 f (n), r˜)> 1 and rΓ(2 f (n);M)¿ XY−
1
2 (log X )−1
is at most O(N1+²Y−1).
First we assume that there is no exceptional character. For α ∈M(q,a) we write
α= aq +η for (a, q)= 1, 0≤ η< 1 and q< P. Let χ be a Dirichlet character of modulus
q and τ(χ)=∑qn=1χ(n)e( nq ) the Gaussian sum. Since e( aq )= 1ϕ(q)∑χ χ¯(a)τ(χ), we have
Si(Aα)= µ(q)
ϕ(q)
Ti(Aη)+ 1
ϕ(q)
∑
χ
χ(Aa)τ(χ¯)Wi(χ, Aη).
Thus
rΓ(2 f (n);M)
= ∑
q≤P
µ(q)2
ϕ(q)2
cq(−2 f (n))
∫ 1
qQ
− 1qQ
Ti(Aη)T j(Bη)e(−2 f (n)η)dη (7)
+ ∑
q≤P
µ(q)
ϕ(q)2
∑
χ′
χ′(B)cχ′(−2 f (n))τ(χ¯′)
∫ 1
qQ
− 1qQ
Ti(Aη)Wj(χ′,Bη)e(−2 f (n)η)dη (8)
+ ∑
q≤P
µ(q)
ϕ(q)2
∑
χ
χ(A)cχ(−2 f (n))τ(χ¯)
∫ 1
qQ
− 1qQ
T j(Bη)Wi(χ, Aη)e(−2 f (n)η)dη (9)
+ ∑
q≤P
[ 1
ϕ(q)2
∑
χ,χ′
χ(A)χ′(B)cχ·χ′(−2 f (n))τ(χ¯)τ(χ¯′)
×
∫ 1
qQ
− 1qQ
Wi(χ, Aη)Wj(χ′,Bη)e(−2 f (n)η)dη
]
, (10)
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where cq(m) = ∑q(a,q)=1 e( amq ) and cχ(m) = ∑qh=1χ(h)e( hmq ). Using [MV, Lemma 5.5]
and the same argument in [MV, Section 6], we have
(8)¿ 2 f (n)
ϕ(2 f (n))
W Ai X
1
2 , (9)¿ 2 f (n)
ϕ(2 f (n))
WBj X
1
2 and (10)¿ 2 f (n)
ϕ(2 f (n))
W Ai W
B
j .
Let us compute the bound of (7). Since Ti(Aη)¿ 1‖gAη‖ , by assuming the harmless
condition qQ > 2gA and A ≥B, we have∫ 1
2gA
1
qQ
Ti(Aη)T j(Bη)e(−2 f (n)η)dη¿
∫ 1
2gA
1
qQ
1
‖gAη‖
1
‖gBη‖dη≤
∫ 1
2gA
1
qQ
1
g2 ABη2
dη
¿ qQ.
By some elementary computations, we have∫ 1
2g
1
2gA
Ti(Aη)T j(Bη)e(−2 f (n)η)dη−
∑∑
P<k,l≤X
k≡i,l≡ j
Ak+Bl=2 f (n)
(
1
2g
− 1
2gA
)
= ∑∑
P<k,l≤X
k≡i,l≡ j
1
(Ak+Bl−2 f (n))2pii [e(
Ak+Bl−2 f (n)
2g
)− e( Ak+Bl−2 f (n)
2gA
)]
= ∑
1≤t≤gA
(
∑∑
P<k,l≤X
Ak+Bl−2 f (n)≡t
(mod 2gA)
k≡i,l≡ j (mod g)
1
Ak+Bl−2 f (n) −
∑∑
P<k,l≤X
Ak+Bl−2 f (n)≡gA+t
(mod 2gA)
k≡i,l≡ j (mod g)
1
Ak+Bl−2 f (n) )
× 1
2pii
(e(
t
2g
)− e( t
2gA
))
= O(log X ),
and ∫ 1
2g
− 12g
Ti(Aη)T j(Bη)e(−2 f (n)η)dη=
∑∑
P<k,l≤X
k≡i,l≡ j
∫ 1
g
0
e((Ak+Bl−2 f (n))η)dη
= ∑∑
P<k,l≤X
k≡i,l≡ j
Ak+Bl=2 f (n)
1
g
= 2 f (n)
g2 AB
+O(1).
Together with these three estimations, we have∫ 1
qQ
− 1qQ
Ti(Aη)T j(Bη)e(−2 f (n)η)dη= 2 f (n)g2 AB +O(qQ).
Thus
(7)= ∑
q≤P
µ(q)2
ϕ(q)2
cq(−2 f (n))( 2 f (n)g2 AB +O(qQ)).
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By [MV, 6.13 and 6.14], we conclude that
rΓ(2 f (n);M)=S(2 f (n)) 2 f (n)g2 AB+O(X
1+δP−1)+O( 2 f (n)
ϕ(2 f (n))
(W Ai X
1
2 +WBj X
1
2 +W Ai WBj )),
where
S(n)=
∞∑
q=1
µ(q)2
ϕ(q)2
cq(−n)=
∏
p-n
(1− 1
(p−1)2 )
∏
p|n
(1+ 1
p−1).
In this equation, the first error term X1+δP−1 is negligible. Also from Lemma 9,
the second error term is less then 6 f (n)
ϕ(2 f (n)) X e
− c66δ . If we choose a sufficiently small
positive real number δ, then rΓ(2 f (n);M) ≥ (1− c7)S(2 f (n)) f (n). These imply that
rΓ(2 f (n);M)À X , which is the conclusion of the first step.
Next, assume that there is the exceptional character. In this case, we have
Si(Aα)= µ(q)
ϕ(q)
Ti(Aη)+ 1
ϕ(q)
∑
χ
[χ(Aa)τ(χ¯)Wi(χ, Aη)]+ χ˜(Aa)τ(χ˜χ0)
ϕ(q)
T˜i(Aη).
Note that the last term appears when q divides r˜, the modulus of the exceptional
character. This makes additional terms in rΓ(2 f (n);M) which are
∑
q≤P
r˜|q
τ(χ˜χ0)2
ϕ(q)2
χ˜(AB)cq(−2 f (n))
∫ 1
qQ
− 1qQ
T˜i(Aη)T˜ j(Bη)e(−2 f (n)η)dη
+ ∑
q≤P
r˜|q
µ(q)τ(χ˜χ0)
ϕ(q)2
χ˜(B)cχ˜χ0(−2 f (n))
∫ 1
qQ
− 1qQ
Ti(Aη)T˜ j(Bη)e(−2 f (n)η)dη
+ ∑
q≤P
r˜|q
µ(q)τ(χ˜χ0)
ϕ(q)2
χ˜(A)cχ˜χ0(−2 f (n))
∫ 1
qQ
− 1qQ
T j(Bη)T˜i(Aη)e(−2 f (n)η)dη
+ ∑
q≤P
r˜|q
χ˜(B)τ(χ˜χ0)
ϕ(q)2
∑
χ
cχ˜·χ(−2 f (n))τ(χ¯)χ(A)
∫ 1
qQ
− 1qQ
Wi(χ, Aη)T˜ j(Bη)e(−2 f (n)η)dη
+ ∑
q≤P
r˜|q
χ˜(A)τ(χ˜χ0)
ϕ(q)2
∑
χ
cχ˜·χ(−2 f (n))τ(χ¯)χ(B)
∫ 1
qQ
− 1qQ
Wj(χ,Bη)T˜i(Aη)e(−2 f (n)η)dη. (11)
By the same argument in the previous step, the last two terms of (11) are bounded
by
2X
1
2
∑
q≤P
r˜|q
1
ϕ(q)2
∑
χ
|cχ˜χ(−2 f (n))τ(χ¯)τ(χ˜χ0)|WCk (χ)¿
2 f (n)
ϕ(2 f (n))
X
1
2 WCk ,
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where C = A or B and k= i or j. And the first three terms in (11) turn out to be
∑
q≤P
r˜|q
τ(χ˜χ0)2
ϕ(q)2
χ˜(ABa2)cq(−2 f (n))(I˜ ABi j (2 f (n))+O(qQ))
+ ∑
q≤P
r˜|q
µ(q)τ(χ˜χ0)
ϕ(q)2
χ˜(B)cχ˜χ0(−2 f (n))(J˜BAji (2 f (n))+O(qQ))
+ ∑
q≤P
r˜|q
µ(q)τ(χ˜χ0)
ϕ(q)2
χ˜(A)cχ˜χ0(−2 f (n))(J˜ABi j (2 f (n))+O(qQ)),
where
I˜ ABi j (n) :=
∫ 1
g
0
T˜i(Aη)T˜ j(Bη)e(−nη)dη and J˜ABi j (n) :=
∫ 1
g
0
T˜i(Aη)T j(Bη)e(−nη)dη.
Let S˜(n) :=
∞∑
q=1
r˜|q
τ(χ˜χ0)2
ϕ(q)2
cq(−n). Then we can prove
rΓ(2 f (n);M) = S(2 f (n)) 2 f (n)g2 AB + χ˜(ABa
2)S˜(2 f (n))I˜ ABi j (2 f (n))
+ O( χ˜(2 f (n))
2 r˜ ·2 f (n)X
ϕ(r˜)2ϕ(2 f (n))
)+O(X1+δP−1(2 f (n), r˜))
+ O( 2 f (n)
ϕ(2 f (n))
(X
1
2 (W Ai +WBj )+W Ai WBj )). (12)
by just following [MV, p.364]. Our assumption (2 f (n), r˜) = 1 means that the fourth
term of (12) is less then X1−5δ. Using the same method in [MV, section 8], we have
S˜(n)¿ o(1) and I˜ ABi j (n)=
∑
P<k<n−P
k≡i, n−AkB ≡ j
n−Ak
B ∈Z
(k(
n−Ak
B
))β˜−1 ≤ ∑
P<k<n−P
n−Ak
B ∈Z
(k(
n−Ak
B
))β˜−1 ≤ nβ˜.
These facts and Lemma 9 imply that
rΓ(2 f (n);M)À X if (2 f (n), r˜)= 1,
which is the conclusion of the second step.
Finally we assume (2 f (n), r˜)> 1, so we have χ˜(2 f (n))= 0. Then by Lemma 9 and
(12) there is a constant c7 satisfying
|rΓ(2 f (n);M)−S(2 f (n)) 2 f (n)g2 AB −S˜(2 f (n))I˜
AB
i j (−2 f (n))| ≤ c7(T1+T2), (13)
where
T1 = X1+δP−1(2 f (n), r˜) and T2 = 2 f (n)
ϕ(2 f (n))
(1− β˜)X e
−c6
δ logP.
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All the arguments in [BKW, p.122–123] can be used for rΓ(2 f (n);M) since we know
that I˜ ABi j (2 f (n))≤ nβ˜. As a consequence, we conclude that if 1< (2 f (n), r˜)<Y , then
rΓ(2 f (n);M)À XY−1(log X )−1
and there are at most O(N1+²Y−1)−exceptions which are n with (2 f (n), r˜)>Y . This
completes the proof of the proposition.
4 Proof of Theorem 2
We note that if there is at least one integer m such that 2 f (m) ≡ Ai+B j (mod g),
the set of n ∈ (κN, N] with 2 f (n) ≡ Ai+B j (mod g) has a positive density in the
set of n ∈ (κN, N]. Then the proof of Theorem 2 is exactly same as the proof of
[BKW, Theorem 1] since Proposition 5 and Proposition 10 give the same results for
rΓ(2 f (n);m) and rΓ(2 f (n);M) as [BKW, Lemma 1] and [BKW, Lemma 2].
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