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EXPLICIT FORMULAS FOR EIGENVALUES OF CAPELLI OPERATORS
FOR THE LIE SUPERALGEBRA osp(1|2n)
DENE LEPINE
Abstract. We define a natural basis for the algebra of gosp(1|2n)-invariant differential
operators on the affine superspace C1|2n. We prove that these operators lie in the image of
the centre of the enveloping algebra of gosp(1|2n). Using this result, we compute explicit
formulas for the eigenvalues of these operators on irreducible summands of P(C1|2n). This
settles the Capelli eigenvalue problem for orthosymplectic Lie superalgebras in the cases
that were not addressed in [SSS20] and [SSS21]. Our main technique relies on an explicit
calculation of a certain determinant with polynomial entries.
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1. Introduction
The Capelli identity, discovered by Alfredo Capelli [Cap87], is an equality between a dif-
ferential operator on the space of n×n matrices, and a non-commutative determinant whose
entries are natural generators of the universal enveloping algebra of gl(n). This identity
played an integral role in Hermann Weyl’s proof of the FFT in invariant theory [Wey39].
Howe and Umeda’s seminal work [HU91] transcends this identity from the viewpoint of
multiplicity-free actions and formulates the abstract Capelli problem, see Problem 2.1. In
[Sah94], Sahi introduced a natural basis (the Capelli operators) for the algebra of invariant
polynomial coefficient differential operators on a multiplicity-free module of a reductive Lie
algebra, and a multi-parameter family of polynomials whose special values yield the eigen-
values of these operators. The Capelli operators of [Sah94] include the Capelli element as a
special case. The Capelli eigenvalue problem is the problem of describing the eigenvalues of
this natural basis, see Problem 2.5. Other examples of Capelli operators were explored by
Konstant, Sahi, and Wallach, see [KS91] and [Wal92].
1This paper grew out of the results of my Masters Thesis at the University of Ottawa under the supervi-
sion of Professor Hadi Salmasian. The author would like thank Professor Siddhartha Sahi for his suggestions
on an earlier draft of this article, which improved the presentation of Theorem 2.6. He also thanks Jérémy
Champagne for the useful discussions that eventually lead to the idea for Lemma 3.16.
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The solution to the Capelli eigenvalue problem was followed by a further investigation of
interpolation Jack polynomials by Sahi, Knop-Sahi, and around the same time by Okounkov-
Olshanski [Sah94], [KS96],[OO97]. In the past few years, the Capelli eigenvalue problem
has emerged again in the setting of Lie superalgebras, and nearly completely solved for
multiplicity-free actions that arise from the Tits-Kantor-Koecher construction for Jordan
superalgebras [ASS18], [SS16], [SSS20], [SSS21]. However, for a small number of cases the
uniform methods used in the aforementioned works did not apply. In particular, for the Lie
superalgebra gosp(m, 2n) := C⊕osp(m, 2n) acting on its natural representation Cm|2n, which
corresponds to the Jordan superalgebra (m−1, 2n)+ in Kac’s notation [Kac77], the problem
was solved for all cases in [SSS20] and [SSS21], except for when m = 1 and n > 0. The reason
why the case m = 1 is different is that the highest weights of the irreducible components
in the decomposition of S(Cm|2n) into gosp(m|2n)-modules look different from the generic
case: they are of the form δ1 + · · ·+ δi, unlike the generic case which has highest weights of
the form kδ1. Furthermore when m = 1, the number of irreducible components in S
d(C1|2n)
does not tend to infinity. Therefore, a priori it is not clear how to parametrize irreducible
components suitably by partitions to obtain a polynomial formula for the eigenvalues of the
Capelli operators. Another issue is that the general argument of [SSS20] for surjectivity of
the map from the centre of the enveloping algebra U(gosp(1|2n)) onto the algebra of invariant
differential operators fails. This surjectivity is a crucial step in the proofs of [SSS20].
In this paper, we circumvent the above issues and give solutions to both the Capelli
eigenvalue problem and the abstract Capelli problem for the Lie superalgebra osp(1|2n), see
Theorem 2.6 and Theorem 2.7 respectively. The two new ideas that arise are a proper index-
ing of the irreducible components by partitions and an explicit formula for the determinant
of a matrix whose entries are the eigenvalues of the operators C iEj , where C is the Casimir
operator and E is the Euler operator.
2. Main Results
Let V := C1|2n be the super vector space over C of dimension 1|2n. Equip V with the non-










Denote by osp(1|2n) the orthosymplectic Lie superalgebra that leaves B invariant. Let h be
the standard Cartan subalgebra of osp(1|2n) with basis B = {Ei+1,i+1 − Ei+n+1,i+n+1}
n
i=1,
where the Ei,j denote the usual matrix units. Let {δ1, . . . , δn} be the basis of h
∗ dual to B.
Let b be the Borel subalgebra of osp(1|2n) corresponding to the fundamental system




g := gosp(1|2n) := CZ ⊕ osp(1|2n),
where Z is a central element of g. We can extend the natural osp(1|2n)-module structure
on V to g by defining the action of Z to be −IV .
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Let P(V ) be the superalgebra of (super)polynomials on V . We denote the generators of
V dual to the standard basis of V by {y, x1, . . . , x2n}, where y is even and x1, . . . , x2n are
odd. Define the (super)derivations {∂y, ∂1, . . . , ∂2n} for all 1 ≤ i, j ≤ 2n and homogeneous
u, v ∈ P(V ) by the relations
∂y(y) := 1, ∂y(xj) := 0, ∂y(uv) := ∂y(u)v + u∂y(v),
∂i(y) := 0, ∂i(xj) := δi,j , ∂i(uv) := ∂i(u)v + (−1)
|u|u∂i(v).
Let D(V ) be the superalgebra of constant-coefficient (super)differential operators generated
by {∂y, ∂1, . . . , ∂2n} and let PD(V ) be the superalgebra of (super)polynomial coefficient
(super)differential operators. We can consider PD(V ) as the subalgebra of End(P(V ))
generated by y, x1, . . . , x2n, ∂y, ∂1, . . . , ∂2n. As a vector space we have PD(V ) ∼= P(V )⊗D(V )
and we use PDk(V ) to denote the image of Pk(V ) ⊗ Dk(V ) in PD(V ), where Pk(V ) and
Dk(V ) are the homogenous degree k components. For more details on our notation see [SS16,
Sec. 2].
The g-module structure on V induces a g-module structure on P(V ). Explicitly, the
action of osp(1|2n) is given by the restricted action from gl(1|2n) to osp(1|2n), where the
action of gl(1|2n) on P(V ) is defined for all 1 ≤ i, j ≤ 2n by
E1,1 7→ y∂y, E1,j+1 7→ y∂j,
Ej+1,1 7→ xj∂y, Ei+1,j+1 7→ xi∂j .
Furthermore, Z acts on P(V ) by the degree operator. That is,





Since V is self-dual, then D(V ) ∼= P(V ∗) ∼= P(V ). Thus, the action of g on P(V ) induces
an action on D(V ) and hence on PD(V ) ∼= P(V )⊗D(V ). Observe that the action of g on
P(V ) induces a map
U(g) → PD(V ),
where U(g) denotes the universal enveloping algebra of g. An element D ∈ PD(V ) is g-
invariant if and only if Dx = (−1)|D||x|xD, for all x ∈ g. Denote by PD(V )g the subalgebra
of g-invariant polynomial coefficient differential operators. Notice that the image of the
centre of U(g), denoted by Z(g), lies in PD(V )g. That is, we have a map
Z(g) → PD(V )g.(2.1)
Problem 2.1 (Abstract Capelli Problem for osp(1|2n)). Determine whether or not the map
(2.1) is surjective.
To put Problem 2.1 in perspective, recall that in the non-super setting, this problem
was investigated in the work of Howe and Umeda [HU91]. In [SSS20] this problem was
studied in the general setting of multiplicity-free modules of basic classical Lie superalgebras
that arise from the super Tits-Kantor-Koecher construction. More precisely, in [SSS20,
Corollary 1.18] the authors addressed Problem 2.1 for pairs (g, V ) associated to a simple
unital Jordan superalgebra J such that J1 6= {0} and J is not of type (0, 2n)+ or JP (0, n),
in the Kac notation. The answer turns out to be affirmative for all such pairs (g, V ), except
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when V is a gosp(2|4)-module constructed from the exceptional Jordan superalgebra of type
F . The proof technique of [SSS20] uses the connection between the image of the Harish-
Chandra homomorphism and Sergeev-Veselov interpolation polynomials. This technique is
not available when g = osp(1|2n) and V = C1|2n, corresponding to J = (0, 2n)+.
Our first main result of this paper is an affirmative answer to Problem 2.1 (see Theorem
2.7). This resolves the abstract Capelli problem for pairs (g, V ) associated to the Jordarn
superalgebra (0, 2n)+ which were left out in [SSS20].
To explain our second main result, we begin by constructing the Capelli basis of PD(V )g.
Let us define two operators R2 and ∇2 on P(V ) as follows: R2 is the operator of left
multiplication by y2−2
∑
1≤i≤n xi+nxi and ∇
2 is the constant coefficient differential operator
∂y − 2
∑
1≤i≤n ∂i+n∂i. We call ∇





























form a standard sl2(C)-triple. Fur-
thermore, one can check directly that the actions of sl2(C) and osp(1|2n) commute, so that
P(V ) is an osp(1|2n) × sl2(C)-module. There is a natural grading of P(V ) by degree and
we have Ep = kp for p ∈ Pk(V ). Furthermore, define H = ker(∇2) and Hk = P
k(V ) ∩ H.
The elements of H are called harmonic superpolynomials. The next Lemma is a special case
of [Cou13, Th. 5.2].







Using Lemma 2.2 and the fact that multiplication by R2 commutes with the osp(1|2n)
action it follows that R2ℓHk is an irreducible osp(1|2n)-module of highest weight λk, for all
ℓ ∈ Z≥0. For the following Lemma see [Cou13, Lemma 2.1].
Lemma 2.3 (Fischer Decomposition). For k ∈ Z≥0 and ℓ = ⌊
k
2
⌋, the decomposition of P(V )




2Hk−2 ⊕ · · · ⊕ R
2ℓHk−2ℓ for k ≤ 2n+ 1 and
R2Pk−2(V ) for k > 2n+ 1.
Thus as a g-module, the space P(V ) admits a multiplicity-free decomposition. Define
P := {(ν1, ν2) : ν1, ν2 ∈ Z≥0, ν1 ≥ ν2},
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and for any ν ∈ P set |ν| := ν1 + ν2. We will parametrize the irreducible submodules of
Pk(V ) by the set
P∗k,n :=
{








via the assignment ν 7→ Vν := R
2ν2Hν1−ν2 , for ν ∈ P
∗






Let Dk(V )⊗Pk(V ) → C be the canonical non-degenerate pairing between Dk(V ) and Pk(V ).






We remark that the latter isomorphism can be chosen such that for every ν ∈ P∗k,n, the


























Definition 2.4 (Capelli Operator). For ν ∈ Λ∗n, define Dν ∈ PD(V )
g to be the element
mapped to Iν ∈ Homg(Vν , Vν) by (2.6). The operator Dν is called a Capelli Operator.
Indeed, Schur’s Lemma implies dimHomg(Vν , Vν) = 1 and therefore the family {Dν}ν∈Λ∗n
forms a basis of PD(V )g. Schur’s Lemma also implies that for any µ, ν ∈ Λ∗n the Capelli
operator Dµ acts on Vν by a scalar. This gives rise to the following problem called the Capelli
Eigenvalue problem for osp(1|2n):
Problem 2.5 (Capelli Eigenvalue Problem for osp(1|2n)). Let µ, ν ∈ Λ∗n. Determine the
scalar cν(µ) by which Dν acts on Vµ.
Our answer to Problem 2.5 makes use of a special case of Knop-Sahi polynomials. These
polynomials are uniquely defined by certain vanishing conditions. In particular, we let
ρ := (−n− 1
2
, 0) and let P ρν , for ν ∈ P, be the polynomial defined in [KS96] that satisfies the
following conditions:
(1) P ρν is symmetric in two variables x and y,
(2) deg(P ρν ) ≤ |ν|,
(3) P ρν (µ+ ρ) = 0 for all µ ∈ P with |µ| ≤ |ν| and µ 6= ν,




where xi = x(x− 1) · · · (x− i+ 1).
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ν2 . In particular, the explicit




























(µ1 − ν2 − i)
ν1−ν2−i(µ2 − ν2)
i.
Even though the formula obtained for eigenvalues is typical of Capelli operators, i.e.
Knop-Sahi polynomials for a specific ρ, we note that the standard technique of verifying the
vanishing conditions (used in [SSS20]) does not apply. The reason is that for ν such that
|ν| > 2n+ 1, there are not enough vanishing conditions to allow us to use the uniqueness of
the Knop-Sahi polynomials. However, we circumvent this issue by reducing the formula for
Dν to one for another operator, for which there are enough vanishing conditions.
The proof of Theorem 2.6 needs Theorem 2.7 below, which answers the abstract Capelli
problem (Problem 2.1) for the action of gosp(1|2n) on C1|2n affirmatively. Define





Let C denote the Casimir operator of osp(1|2n).
Theorem 2.7. Let d ∈ Z≥0 and ν ∈ Λ
∗
d,n. The Capelli operator Dν can be expressed as a
linear combination of elements from the image of Bd,n under the map (2.1), where
Bd,n := {C
µ2Zµ1−µ2 : µ ∈ Λd,n}.(2.8)
We remark that Theorem 2.7 cannot be proven by the general technique of [SSS20].
3. The matrices Md and M
′
d.
The strategy to prove Theorem 2.7 is as follows. We define a family of square matrices
denoted by Md, for d ∈ Z≥0, with coefficients in the polynomial ring Z[x]. For all d ∈ Z≥0
the matrix Md will have the following property: if det(Md)(n) 6= 0 then Dν , for all ν ∈ Λ
∗
d,n,
can be written as a linear combination of images of elements of Bd,n.
We equip Λd,n, from (2.7), and Λ
∗
d,n, from (2.5), with the following total orderings.
Definition 3.1. For µ, µ′ ∈ Λd,n, define
µ  µ′ if and only if µ2 < µ
′
2 or (µ2 = µ
′
2 and µ1 ≤ µ
′
1)
and for ν, ν ′ ∈ Λ∗d,n define
























and |ν| ≤ |ν ′|
)
.
Lemma 3.2. For any d ∈ Z≥0, we have |Λd,n| = |Λ
∗
d,n|.
Proof. This follows from the definition of Λ∗d,n and Λd,n and the observation that for all







+ 1 = |P∗k,n|. 
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Remark 3.3. In particular, Lemma 3.2 implies |Bd,n| = |{Dν : ν ∈ Λ
∗
d,n}|.






define a family of subsets of Λd,n and Λ
∗
d,n by
Λd,n,j := {µ ∈ Λd,n : µ2 ≥ j},(3.1)
Λ∗d,n,j :=
{
























: k = 2j, 2j + 1, . . . , d
}
.
Observe that the following unions are disjoint:






The next corollary follows inductively from Equations (3.3), Lemma 3.2 and the equalities





Corollary 3.4. We have |Λd,n,j| = |Λ
∗







Definition 3.5. For µ ∈ Λd,n and ν ∈ Λ
∗
d,n, set
ℓν := min(ν1 − ν2, 2n+ 1− (ν1 − ν2))(3.4)
and set





Definition 3.6. Let Md and M
′
d be square matrices defined by











The rows and columns of Md and M
′
d are ordered according to the total orderings given in
Definition 3.1.
Notice that the entries of M ′d are the leading coefficients of the polynomials λµ,ν .
Remark 3.7. For ν ∈ Λ∗n, the Casimir operator C acts on Vν by the scalar (2n+ 1)ℓν − ℓ
2
ν .
Furthermore, for any µ ∈ P the central element Cµ2Zµ1−µ2 of U(g) acts on Vν by λµ,ν(n).
Lemma 3.8. If det(M ′d) 6= 0, then det(Md) = det(M
′
d)p(x) where p(x) ∈ Q[x] is monic.
Proof. Notice that deg(λµ,ν(x)) = µ2, for all µ ∈ Λd,n and all ν ∈ Λ
∗
d,n. Furthermore, any
monomial in the Leibniz determinant formula of Md is a product of distinct row entries from




µ2. Thus if det(M
′
d) 6= 0 then det(M
′
d) is the leading coefficient of det(Md). 
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The remainder of this section is dedicated to showing that det(M ′d) 6= 0. The final results
are given in Theorem 3.17.



















Corollary 3.11. Let ν ∈ Λ∗d,n, 0 ≤ j ≤ ⌊
|ν|
2
⌋, and set ν ′ = ν(j). Then ν
′
(k) = ν(k) for
0 ≤ k ≤ ⌊ |ν|
2
⌋.
Lemma 3.12. Let ν, ν ′ ∈ Λ∗d,n, such that ν 6= ν
′ and |ν| = |ν ′|. Then ℓν 6= ℓν′.
Proof. Straightforward by contradiction and considering all the possibilities of ℓν and ℓν′
according to Equation (3.4). 






− 1, let ν ∈ Λ∗d,n,j+1 and set ν
′ = ν(j). Then
ℓν 6= ℓν′ .





− (j+1) = ν ′2− 1. That is, ν 6= ν
′. Furthermore, |ν| = |ν ′| and
therefore Lemma 3.12 implies ℓν 6= ℓν′. 
















ℓµ2ν if j = 0,





























− 1, ν ∈ Λd,n,j, and ν ∈ Λ
∗
d,n,j. Then
Sµ,ν,j − Sµ,ν(j),j = (ℓν − ℓν(j))Sµ,ν,j+1.
Proof. Using Corollary 3.11 we have
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to obtain





















= (ℓν − ℓν(j))Sµ,ν,j+1. 
For the next lemma, recall the Vandermonde matrix defined for α1, . . . , αs ∈ C by
V (α1, . . . , αs) := [α
i−1
j ]1≤i,j≤s,
where 00 := 1. Indeed, det(V (α1, . . . , αs)) =
∏
1≤j<i≤s(αi − αj).






























= V (2j, 2j + 1, . . . , d).
Therefore for each ν ∈ Λ∗d,n,j+1 we have ν(j) ∈ ∂Λ
∗
d,n,j and when we subtract the column
indexed by ν(j) from the column indexed by ν, the entries at the (µ, ν) position, where
µ ∈ ∂Λd,n,j , will vanish. The matrix obtained from Nj after the above column operations is





. The determinant of the latter matrix is equal to
det(Nj) and hence








Applying Lemma 3.15 to the columns of the second factor on the right hand side



















Theorem 3.17. Let M ′d be as defined in Equation (3.7). Then det(M
′








































Proof. This follows from the fact that N0 = M
′



























+ 1, . . . , d
))
. 
4. Factorization of det(Md)
Theorem 3.17 implies that det(M ′d) 6= 0. Hence by Lemma 3.8 there exists a monic




This section is dedicated to factoring p(x) into linear terms. The final results are given in
Theorem 4.7.
Lemma 4.1. Let µ ∈ Λd,n and let ν, ν
′ ∈ Λ∗d,n, such that ν 6= ν
′ and |ν| = |ν ′|. Then the






, where λµ,ν is defined in Equation (3.5).
Proof. Let µ ∈ Λd,n and ν, ν
′ ∈ Λ∗d,n, such that |ν| = |ν





λµ,ν − λµ,ν′ = (ν1 + ν2)
µ1−µ2
(
((2x+ 1)ℓν − ℓ
2
ν)
















((2x+ 1)ℓν − ℓ
2
ν)






The next lemma will justify that Definition 4.3 is valid.
Lemma 4.2. Let ν, ν ′ ∈ Λ∗d,n, such that ν 6= ν
′ and |ν| = |ν ′|. Then
ℓν + ℓν′ − 1 ∈ {0, 1, . . . , 2n− 2}.
Proof. Let 0 ≤ k ≤ d and ν, ν ′ ∈ Λ∗d,n, such that k = |ν| = |ν
′|. This proof is divided into
three cases:
• If k ≤ n, then ℓν , ℓν′ ∈ {k − 2j : j = 0, 1, . . . , ⌊
k
2
⌋}. Lemma 3.12 implies that ℓν 6= ℓν′
and therefore
ℓν + ℓν′ − 1 ∈
{








• If n+ 1 ≤ k ≤ 2n+ 1, then ℓν and ℓν′ take distinct values in the sets
{




















– If ℓν , ℓν′ are both in (4.1) then
ℓν + ℓν′ − 1 ∈
{
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– For there to be atleast two distinct ℓν , ℓν′ in (4.2) then k ≥ n+3. In which case
we have
ℓν + ℓν′ − 1 ∈
{








– If ℓν is in (4.1) and ℓν′ in (4.2) then
ℓν + ℓν′ − 1 ∈
{






• If k ≥ 2n+2 then ℓν and ℓν′ take values from {0, 1, . . . , n}. It then follows for distinct
ℓν and ℓν′ that
ℓν + ℓν′ − 1 ∈ {0, 1, . . . , 2n− 2}. 
For s ∈ {0, 1, . . . , 2n− 2} and ν ∈ Λ∗d,n there is at most one ν
′ ∈ Λ∗d,n such that ℓν′ < ℓν ,
|ν| = |ν ′|, and ℓν + ℓν′ − 1 = s. Thus we can define the following matrix.




where λµ,ν,s ∈ Z[x] is defined by
λµ,ν,s(x) :=
{
λµ,ν − λµ,ν′ if there is ν
′ ∈ Λ∗d,n, |ν| = |ν
′|, ℓν′ < ℓν , s = ℓν + ℓν′ − 1,
λµ,ν otherwise.
Lemma 4.4. Let s ∈ {0, 1, . . . , 2n− 2}. Then det(Md) = det(Md,s). Furthermore, det(Md)








∣{(ν, ν ′) ∈ Λ∗d,n × Λ
∗
d,n : |ν| = |ν
′|, ℓν′ < ℓν , ℓν + ℓν′ − 1 = s}
∣
∣(4.3)
Proof. Notice that through column operations Md,s is obtained from Md. In particular, for
ν ∈ Λ∗d,n, column ν of Md,s is either column ν of Md or is column ν minus column ν
′ of Md,
where |ν| = |ν ′|, ℓν > ℓν′, and ℓν + ℓν′ − 1 = s. These operations can be done simultaneously
by starting with the largest ℓν and performing the necessary column operations. This leaves
all other columns untouched. Thus we continue to the second largest ℓν and likewise for all
ℓν . It follows that det(Md) = det(Md,s). Next take any
(ν, ν ′) ∈ {(ν, ν ′) ∈ Λ∗d,n × Λ
∗
d,n : |ν| = |ν
′|, ℓν′ < ℓν , ℓν + ℓν′ − 1 = s}.
Lemma 4.1 implies that the column ν of Md,s is divisible by (x −
s
2
). Thus (x − s
2
) divides
det(Md,s) = det(Md) with multiplicity
f(d, s) =
∣
∣{(ν, ν ′) ∈ Λ∗d,n × Λ
∗
d,n : |ν| = |ν
′|, ℓν′ < ℓν , ℓν + ℓν′ − 1 = s}
∣
∣. 





∣{(ν, ν ′) ∈ P∗k,n × P
∗
k,n : ℓν′ < ℓν , ℓν + ℓν′ − 1 = s}
∣
∣.
Lemma 4.6. Let d ∈ Z≥0. Then
∑2n−2





























for gk(s) defined in Remark 4.5. This identity follows from the fact that the left hand side




{(ν, ν ′) ∈ P∗k,n × P
∗
k,n : ℓν′ < ℓν , ℓν + ℓν′ − 1 = s} = {(ν, ν
′) ∈ P∗k,n × P
∗
k,n : ℓν′ < ℓν}




















































µ2 is calculated for the following two cases.



































































































For both of these cases, it is easy to verify that
∑2n−2




Finally, we have all the tools needed to prove the main result of this section.













where f(d, s) is given in Lemma 4.4.
EXPLICIT FORMULAS FOR EIGENVALUES OF CAPELLI OPERATORS 13
Proof. Recall that Lemma 3.8 and Theorem 3.17 imply that det(Md) = det(M
′
d)p(x), for

















In particular, deg(p(x)) ≥
∑2n−2






























Thus we can prove Theorem 2.7 and thereby answer Problem 2.1 in the affirmative.
Proof of Theorem 2.7. Let d ∈ Z≥0. Recall that the image of C
µ2Zµ1−µ2 is a differential
operator of order |µ| and therefore is an element of
⊕|µ|
k=0PD
k(C1|2n)g. Lemma 3.2 implies




Identify Cµ2Zµ1−µ2 with its image and fix non-zero vν ∈ Vν , for each ν ∈ Λ
∗






We evaluate (4.4) on each vν . Since C






where [aµ]µ∈Λd,n denotes a row vector. The matrix [λµ,ν(n)]µ∈Λd,n
ν∈Λ∗
d,n
is exactly Md with entries




invertible. In particular, aµ = 0, for all µ ∈ Λd,n and hence Bd,n is linearly independent. 
5. Solution of the Capelli Eigenvalue Problem
In the previous section we proved Theorem 2.7 and thereby answered Problem 2.1. For
the remainder of this article we will answer Problem 2.5 by proving Theorem 2.6. We will
need the following lemma, which can be found in [DBES09, Lemma 1].
Lemma 5.1. Let w ∈ Pk(V ). Then
∇2(R2tw) = 2t(2k + 1− 2n+ 2(t− 1))R2(t−1)w +R2t∇2w.
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Proof. By induction on t, using [∇2, R2] = 4E + 2(1− 2n) we have
∇2(R2w) = (4k + 2(1− 2n))w +R2∇2w. 
Lemma 5.2. Let λ ∈ Λ∗n such that λ2 ≥ 1 and set ν = (λ1−1, λ2−1). The Capelli operators
Dλ and Dν are related by
2λ2(2λ1 − 2n− 1)Dλ = R
2Dν∇
2.
Proof. Let {R2ν2v1, . . . , R
2ν2vℓ}, with vi harmonic, be a basis to Vν and let {v
∗
1, . . . , v
∗
ℓ} be





i . Furthermore, {R
2λ2v1, . . . , R
2λ2vℓ} is a
















| 1 ≤ i ≤ ℓ
}














2λ2(2λ1 − 2n− 1)
. 
Proposition 5.3. Let λ, µ ∈ Λ∗n be such that λ2, µ2 ≥ 1. Set ν = (λ1 − 1, λ2 − 1) and























µ2(2µ1 − 2n− 1)
λ2(2λ1 − 2n− 1)
R2DνR
2η2w =










Indeed, applying Proposition 5.3 recursively relates the eigenvalues of Dλ to those of Dν ,
where Vν is harmonic. That is, this reduces Problem 2.5 to calculating the eigenvalues of
Dν , for ν such that Vν harmonic.
Corollary 5.4. Let λ, µ ∈ Λ∗n. Let ℓ = min(λ2, µ2) and set ν = (λ1 − ℓ, λ2 − ℓ) and













Proof. If µ2 < λ2, then the right hand side of Equation (5.1) is 0. Furthermore, Lemma 5.2
can be applied λ2 times to write dλ,µDλ = R
2λ2Dν∇
2λ2 , for some non-zero dλ,µ ∈ Z. Thus










where the last equality follows by applying Lemma 5.1 µ2 + 1 times. Thus for µ2 < λ2 we
have Equation (5.1).






(µ2 − i+ 1)(2(µ1 − i) + 1− 2n)
(λ2 − i+ 1)(2(λ1 − i) + 1− 2n)
)
cν(η). 
Thus we focus on computing the eigenvalues of Dν , for Vν harmonic. The set of irreducible
harmonic submodules of P(V ) are indexed by
Λ∗n,H := {(i, 0) | 0 ≤ i ≤ 2n+ 1}.
The following lemma will allow us to relate the eigenvalues of Dν , for ν ∈ Λ
∗
n,H, to Knop-Sahi
polynomials P ρν , see [KS96].
Lemma 5.5. Let ν ∈ Λ∗n,H and µ ∈ Λ
∗
n. Then cν(µ) is a polynomial in µ1, µ2 such that





and y = µ2,
(2) deg(cν(µ)) ≤ |ν|, and
(3) cν(µ) = δν,µ for all |µ| ≤ |ν|.
Proof. Identify C and Z with their images under the map in Equation (2.1). Theorem 2.7




λ2Zλ1−λ2 for some aλ ∈ C. Observe that the action of C
and Z on Vµ are given by scalar multiplication by (µ1 − µ2)(2n+ 1 + µ2 − µ1) and µ1 + µ2,




























where x = µ1 − n−
1
2
and y = µ2. Condition (1) follows from Equation (5.2). Furthermore,
every summand of (5.2) has degree |λ|. This yields Condition (2). For Condition (3), the




k,n = {µ ∈ P : |µ| ≤ 2n+1}.
Indeed, if |µ| < |ν| then the order of Dν is |ν| and the degree of Vµ is |µ|. That is, cν(µ) = 0.
If |ν| = |µ|, then Dν results in a g-module homomorphism Vµ → Vν which can be non-zero
only if µ = ν. 
The next proposition which follows from [KS96, Prop. 3.4] gives an explicit expression
for P ρν for ν ∈ Λ
∗
n,H.
























Lemma 5.5 and the uniqueness the Knop-Sahi polynomials yield the following.
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The proof of Theorem 2.6 follows immediately.
Proof of Theorem 2.6. Notice that Dν corresponds to a harmonic irreducible module if and
only if ν2 = 0. Thus we apply Proposition 5.7 and Corollary 5.3. When ν2 > 0 we use the
fact that P ρν (x, y) = xyP
ρ
ν′(x− 1, y − 1) for ν
′ = (ν1 − 1, ν2 − 1), see [KS96, Prop. 2.3]. 
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