Abstract. In this manuscript, we determine the optimal approximation rate for Skorohod integrals of sufficiently regular integrands. This generalizes the optimal approximation results for Itô integrals. However, without adaptedness and the Itô isometry, new proof techniques are required. The main tools are a characterization via S-transform and a reformulation of the Wiener chaos decomposition in terms of Wick-analytic functionals.
Introduction
In several applications, e.g. the computation of derivative-free option price sensitivities [Fournie et al. (1999) , Chen and Glasserman (2007) ] or the payoff-smoothing in mathematical finance [Altmayer and Neuenkirch (2015) ], Skorohod integrals of the type
arise. Here u = (u t ) t∈[0,1] is a possibly non-adapted process and W = (W t ) t∈[0,1] is a Brownian motion. The Skorohod integral is an extension of the standard Itô integral, see e.g. [Nualart (2006) , Di Nunno et al. (2009) , Holden et al. (2010) ] and Section 2. The standard strategy to numerically deal with these expressions has been to rewrite the integral with an integration by parts formula, see e.g. Proposition 1.3.3 in [Nualart (2006) ] or Theorem 3.15 in [Di Nunno et al. (2009) ] , which (hopefully) leads to a simpler expression involving Itô integrals instead of Skorohod integrals, and to discretize these integrals then. However, the best possible rate of convergence for the L 2 -approximation of I, given the knowledge of the integrand u and a finite number of evaluations of W , has not been analysed so far. This motivates us to study the following question: What is the optimal convergence rate for the L 2 -approximation of Obviously, integral (1.1) contains only a finite and fixed nonadapted part W τ 2 , . . . , W τ K . This is much simpler than the original problem for arbitrary nonadapted processes, but its analysis will give us an indication, which convergence rates are best possible for the general problems.
Our findings are as follows: Under some smoothness and growth conditions on f (see Theorem 21), we obtain the asymptotic behaviour e n ≈ 1 √ 12 · C(f, τ 2 , . . . , τ k ) · n −1
(1.4) with C(f, τ 2 , . . . , τ k ) = For adapted integrands u s = f (s, W s ) with f ∈ C 1,2 we have Lf ⋄ = Lf and (1.4) is a generalization of results on optimal approximation of Itô integrals. The complexity of Itô integration, i.e. the rate of convergence in (1.4), is already established in [Wasilkowski and Woźniakowski (2000) ].
In [Müller-Gronbach (2004) ] this is extended to the optimal approximation of solutions of stochastic differential equations. In the latter article the constant C is determined via a differential operator L (for K = 1). If C(f, τ 2 , . . . , τ k ) = 0, then I can be simulated exactly -at least theoretically -and we have I =Î n ⇐⇒ C(f, τ 2 , . . . , τ k ) = 0.
(1.5) This is in line with the analysis in [Przyby lowicz (2013) ] for Itô integrals. In contrast to the Itô case, the computation of (1.3) cannot be reduced to an Itô isometry. However, due to a Wiener chaos expansion of the nonadapted processes and advantageous reformulations of Skorohod integrals in terms of Wick products, the lack of isometry is handled. Our assumptions on f (f ∈ C 1;2,...,2 ([0, 1]× R K ) and some integrability and Hölder growth conditions (see Section 4) are partially necessary for the existence of the Skorohod integral. These assumptions are weaker than in the work on optimal approximation of Itô integrals. In particular, due to a convenient reformulation of (1.1) into Wick-analytic functionals, we are able to separate the dependence of f on the dynamic evaluation W s and the nonadapted parts W τ 2 , . . . , W τ K . Thanks to this we obtain several equivalent conditions, when an exact simulation of (1.3) is possible, from which we can deduce (1.5). The additional tools in the proofs are a characterization of random variables via S-transform, an intermediate value theorem for finite chaos terms and a diagonal argument to include infinite chaos elements. The paper is organized as follows: In Section 2 we give a self-contained introduction to Skorohod integrals of the type (1.1) and the fruitful refomulations of the Wiener chaos decomposition and conditional expectations in terms of Wick calculus. The section ends with a Skorohod Itô formula for our approach. Section 3 is devoted to the exact simulation of the Skorohod integral (1.1).
The main result on the optimal approximation of Skorohod integrals is the content of Section 4.
Skorohod integrals
We suppose a Brownian motion (W t ) t∈[0,1] on the probability space (Ω, F, P ), where the σ-field F is generated by the Brownian motion and completed by null sets. Therefore the stochastic calculus is based on the Gaussian Hilbert space 
with the Hermite polynomials
In particular, the Wick exponentials exhibit the following renormalization and integrability properties. For a proof of these basic facts we refer to Theorem 3.33 and the Corollaries 3. 37, 3.38, 3.40 in [Janson (1997) ].
, p > 0, we have:
For every X ∈ L 2 (Ω, F, P ), (SX)(·) is a continuous function on L 2 ([0, 1]). Moreover, due to Proposition 1 (iv), S is an injective continuous linear map from the space L 2 (Ω, F, P ) into the space of (analytic) functions on L 2 ([0, 1]) (see e.g. [Janson (1997) , Chapter 16] for more details).
As an example, for f, g ∈ L 2 ([0, 1]), we have
The extension of the Itô integral to nonadapted integrands is the Skorohod integral. Besides the definitions of the Skorohod integral via multiple Wiener integrals or as the adjoint of the Malliavin derivative (cf. [Nualart (2006) , Janson (1997) ]), there is a simple introduction via Stransforms (cf. e.g. [Janson (1997) , Section 16.4]):
the Skorohod integral of u with respect to the Brownian motion W . For more information on the Skorohod integral we refer to [Janson (1997)] or [Kuo (1996) ]. We recall that for every k ∈ N the k-th Wiener chaos H :k: is the completion of {h k
(Ω) and these subspaces are orthogonal and fulfill L 2 (Ω, F, P ) = k≥0 H :k: . Thus, for every random variable X ∈ L 2 (Ω) we denote its Wiener chaos decomposition as
. We refer to [Janson (1997) , Holden et al. (2010) ] for further details and a reformulation in terms of multiple Wiener integrals. We recall that a process u ∈ L 2 (Ω × [0, 1]) is Skorohod integrable if and only if
The S-transform is closely related to a product imitating uncorrelated random variables as
. As a consequence of Proposition 1 and the injectivity of the S-transform, we have Proposition 3. We define the Wick product by
is valid.
For more details on the Wick product we refer to [Janson (1997) , Holden et al. (2010) ]. The Wick calculus is a fundamental tool in stochastic analysis (cf. [Janson (1997) 
, and
In particular, for fixed t 1 , . . . , t K ∈ [0, 1], we have the representation
The Wick exponential and Hermite polynomials of Gaussian random variables in (2.1) and (2.2) are reformulated as
Remark 5. We recall the following reformulation of the Wiener chaos expansion. For fixed t 1 , . . . , t K ∈ [0, 1], f : R K → R and a square integrable left hand side, we have a representation [Janson (1997) , Theorem 3.21])). Hence, an expansion with respect to this basis and the bilinearity of the Wick product yields a representation (2.5).
Remark 6. We notice that in many cases the representation (2.5) can be simply obtained by reduction on Hermite polynomials or Wick exponentials. As an example, by a reduction on the Wick-sine of a Gaussian random variable X as
cf. [Holden et al. (2010) , p. 107] and the bilinearity of the Wick product, we observe
i.e. the representation (2.5) with
In particular we have the following properties of S-transforms and Skorohod integrals:
Proof. For (i) and (ii) see e.g. [Janson (1997) , Theorem 16.16 (ii)] and [Janson (1997), Lemma 16.48] . The statement (iii) for finite chaoses π k (u s ) follows analogously to the proof of [Janson (1997), Theorem 16.51 ] from the definition of the Skorohod integral and Proposition 3. Then, by (i) and (ii), we conclude the assertion. Finally, an application of the S-transform and Fubini's theorem yields (iv).
Dealing with L 2 -norms of Gaussian random variables, we will frequently make use of
, where S n denotes the group of permutations on {1, . . . , n} (see e.g. [Janson (1997) , Theorem 3.9]). In particular, this implies (cf. [Parczewski (2014) , Proposition 3.1]). The infinite chaos random variables are extended to the following class of random variables (cf. [Buckdahn and Nualart (1994) ]):
Definition 8. We define the class of Wick-analytic functionals as
These Wick analytic functionals are very close to the finite chaos elements for these reasons:
Proposition 9. Wick-analytic functionals in the sense of (2.8) fulfill for all p ∈ N:
(ii) All Wick products of (a finite number of ) Wick-analytic functionals exist in L p (Ω).
Proof. (i): Thanks to the bound in (2.8), (2.7) and Proposition 1 (iii), for C = max
Thus an application of the Lyapunov inequality yields (i).
(ii): Since Wick products of Wick-analytic functionals are Wick-analytic functionals as well, we conclude the assertion from (i) and the Hölder inequality.
We will mostly deal with simpler Wick-analytic functionals where
Proof. The existence of f ⋄ and (i) follow directly by (2.3). Due to (i), the assertion (ii) is true for all finite chaoses. Similarly to Proposition 9 (i), we have
i.e. the L 2 norms of all derivatives of F ⋄ (W t 1 , . . . , W t K ) are absolutely convergent. Since the multivariate Gaussian distribution (W t 1 , . . . , W t K ) has a continuous density on R K , we obtain the absolute convergence of the analytic representation f ⋄ and this completes the assertion (ii).
A direct consequence of Proposition 1 (iv) and the Wiener chaos decomposition is the totality of Wick-analytic functionals in L 2 (Ω). In particular, we have:
Then there exists a sequence of Wick-analytic functionals
The enormous advantage of the Wick product is that it is preserved by conditional expectation. This is a direct consequence of [Janson (1997) Proposition 13. For X, Y, X ⋄ Y ∈ L 2 (Ω) and the sub-σ-field G ⊆ F:
We consider the equidistant discretization of the underlying Brownian motion
and the linear interpolation with respect to this discretization, i.e.
Due to Proposition 7 (iii) and Proposition 13, we have for Wick analytic functionals, 10) if the Skorohod integral and the right hand side exist in L 2 (Ω). Moreover, we have
if both sides exist in L 2 (Ω). In particular, (2.10) is true for random variables
Proof. For Wick-analytic F ⋄ (W t 1 , . . . , W t K ), thanks to Proposition 7 (iii) and Proposition 13, we have 
. Thus, by (2.11) and the Cauchy-Schwarz inequality, we obtain for all h ∈ L 2 ([0, 1]),
as m tends to infinity. Hence, by the injectivity of the S-transform, we conclude
We will need the following Itô formula for Skorohod integrals. The proof is paradigmatic for further results, moreover it explains the appearance and importance of f ⋄ .
is Skorohod integrable and
with f ⋄ ∈ C 1,...,1;2,...,2 ([0, 1] K × R K ) from Remark 5 and Remark 11 and the differential operator L is defined as
(2.14)
Proof. The assumptions in the theorem ensure the existence and linearity of the right hand side in (2.13). Thanks to the continuity assumption and Remark 5, we have a representation
where
Due to linearity and orthogonality, it suffices to consider the finite chaoses a l 1 ,...,l K (t)W 
on the right hand side in (2.3) and this yields
via Proposition 4. Moreover, for a function f ∈ C 1 ([0, 1]) and all integers k ≥ 1, we have the integration by parts formula
which follows by the ordinary Itô formula or by S-transform as follows: By the ordinary integration by parts formula, we have for all h ∈ L 2 ([0, 1]),
This yields the equality of the S-transform (S·)(h) applied on both sides of (2.17). Thus, by the injectivity of the S-transform, we obtain (2.17). Then, due to Proposition 7 (iii), (iv), the further Wick products in the chaoses applied on (2.17) carry over and we obtain
Alternatively, analogously to (2.17), one can check (2.18) directly by S-transforms. Thanks to (2.3) and (2.16), we have 
Exact simulation of Skorohod integrals
In this section we characterize, when the exact simulation of I is possible, at least theoretically. We have the following conditions for exact simulation of Skorohod integrals and the connection to the Wick-analytic representation.
is Skorohod integrable for all fixed τ 2 , . . . , τ K ∈ [0, 1]. Then the following assertions are equivalent: (i) There exists a Wick-analytic representation of u in sense of (2.9).
If any of the assertions in (i)-(iv) is true, then
Remark 18. This result generalizes [Przyby lowicz (2013) , Theorem 3.1] to nonadapted processes and the connection to the Wick-analytic representation simplifies the proof.
As a direct Corollary we obtain:
(which is Skorohod integrable for all fixed τ 2 , . . . , τ K ∈ [0, 1] by Theorem 15). Then we have
Proof of Theorem 17. Firstly we recall from Proposition 9 and Proposition 10 that for every Wick-analytic functional the (ordinary) analytic representation
and all derivatives converge absolutely (cf. the simple derivatives in (2.19) and Proposition 10).
Then, via Proposition 10 and Remark 16, we conclude assertion (ii).
By the Wiener chaos decomposition, we have the representation (2.15) and it suffices to consider the individual chaoses (2.15) . Hence, due to the assumption and the integration by parts formula (2.18), we obtain that the coefficients a l 1 ,...,l K must be constant. Thus we obtain a representation (3.1). (i) ⇒ (iv): Due to Proposition 7 (iii) and the definition of the Skorohod integral, for (3.1),
which is a Wick-analytic functional and exhibits an analytic representation h(W 1 , W τ 2 , . . . , W τ K ) for some h ∈ C ∞ (R K ) (and fixed τ 2 , . . . , τ K ) via Proposition 10.
(iv) ⇒ (i): We define the function
which is well-defined by Skorohod integrability of u and E[h(W 1 , W τ 2 , . . . , W τ K ) 2 ] < ∞. Then, analogously to the case K = 1 (see e.g. [Karatzas and Shreve (1991) , Section 4.3]), we obtain by computations reduced on the multivariate heat kernel that
and Lg = 0. Hence, by the zero mean property of Skorohod integrals and the Itô formula in Theorem 15, we have
Thus we obtain
and Lg = 0 and the already proved part (iii) ⇒ (i), we get a Wickanalytic representation of g(t, τ 2 , . . . , τ K , W t , W τ 2 , . . . , W τ K ). Thus, by Proposition 10 (iii), we conclude a Wick-analytic representation of
The statement on exact approximation is a direct consequence of (iv).
Remark 20. Whether the integral I can be exactly simulated or not, is determined by the pathwise defect
due to Theorem 15 and Theorem 17. The pathwise defect is again completely determined by the deviation of the nonconstant coefficients in (2.15) in contrast to the constant coefficients in a Wick-analytic functional.
Optimal approximation of Skorohod integrals
We restrict ourselves to the simple case of an equidistant discretization plus the knowledge of the non-adapted part, i.e.
We denote the Skorohod integral as
and its optimal L 2 -approximation aŝ
The mean square error is denoted by
In contrast to Itô integrals, the optimal approximation of Skorohod integrals of the type
depends on the information W τ 2 , . . . , W τ K , i.e. the nonadapted fixed timepoints τ 2 , . . . , τ K . So, for the sake of notational simplicity, we here use the representation f = f ⋄ . For the behaviour of the minimal error we obtain e n ≈ C · n −1 , which generalizes the Itô case and leads to a deeper understanding of the constant in the optimal convergence rate. We determine this optimal approximation rate and the constant for a large class of integrands. The optimal approximation of Itô integrals uses the following Lipschitz and linear growth conditions on f : [0, 1] × R → R: (L 1) There exists a constant c > 0, such that for all t ∈ [0, 1], x, y ∈ R,
(LLG) There exists a constant c > 0, such that for all s, t
Then, the class F 1 is defined by f ∈ C 1,2 ([0, 1]×R) such that the partial derivative f (1,0) satisfies (LLG) and f (0,1) , f (0,2) satisfy (L 1) and (LLG). For f ∈ F 1 , the Itô integral I :
is established (cf. [Przyby lowicz (2013) , Müller-Gronbach (2004) 
]).
We assume the integral in (4.1) to exist and consider weaker regularity assumptions. The assumptions are a Lipschitz continuity and a Hölder growth condition on Lf ⋄ from Remark 5 and Theorem 15: (L) There exists a constant c > 0, such that for all t = (t 1 , t 2 . . . ,
Similarly to the Itô integral in (4.2), but under weaker assumptions on regularity, we have the following main result on optimal approximation of Skorohod integrals:
with (L) and (HG) and let
Remark 22.
(i) The assumptions of Theorem 21 together with Theorem 15 ensure the existence of the Skorohod integral (4.1). (ii) The Lipschitz and linear growth conditions on the integrand in (4.2) are crucial for the proofs in [Przyby lowicz (2013) ] and [Müller-Gronbach (2004) ] due to an reduction on Wagner-Platen schemes. In contrast, our proofs are based on the Wiener chaos decomposition of the integrand f , similarly to Theorem 15. As a byproduct, Theorem 21 generalizes (4.2) for Itô integrals to integrands f ∈ C 1,2 ([0, 1] × R) with (HG) only. (iii) A further sufficient condition for the assertion is given in Remark 24 below.
Before we prove the main theorem, we firstly notice these helpful and essential computations on the Gaussian random variables involved:
Remark 23. We denote the Brownian bridge as
For all s, t ∈ [0, 1], 1 ≤ i, j ≤ n, and via (2.12), we have
Proof of Theorem 21. We assume {τ 2 , . . . , τ K } ∈ 1 n N and use (t 2 , . . . , t K ) = (τ 2 , . . . , τ K ) for notational shortance. The proof of the general assertion is a straightforward modification. We make use of the shorthand notations
The proof is divided into three steps.
In the the first step, the Lipschitz continuity and Hölder growth condition are applied to establish some upper bounds for the terms involved in the following proof. The second step is devoted to a simplification of the mean squared error. It will be shown that the computation of
can be reduced to the computation of
since the difference between both is of order O(n −3 ). Finally, in the third step, the asserted constant
is identified in the simplified mean squared error and the analysis is completed by the upper bounds from Step 1.
Step 1 : We firstly observe some upper bounds by the regularity assumptions. Thanks to (2.19), the growth condition (HG) and the Cauchy-Schwarz inequality, for u, v ∈ [0, 1], we have
Similarly, via the Lipschitz condition (L), we obtain
Hence, via (4.8), (4.9) and (a + b) 2 ≤ 2(a 2 + b 2 ),
In particular, by (4.9)-(4.10), |bc − a 2 | ≤ |b − a||c − a| + |a|(|b − a| + |c − a|), the Cauchy-Schwarz inequality, for s, t, u, v, w ∈ [0, 1], max{|s − t|, |u − w|, |v − w|} ≤ 1/n, we conclude a constant c ′ > 0, independently of n, such that 
The Lipschitz continuity (L) implies that for fixed t := (t 1 , . . . , t K ) ∈ [0, 1] K , all derivatives ∂ ∂x j Lf (t, x), j ∈ {1, . . . , K}, exist almost surely with respect to the Lebesgue measure on R and are bounded by c (cf. e.g. [Bogachev (2007) , Theorem 5.2.6]). Since the integrand in (4.1) is a smooth functional of a multivariate Gaussian distribution with a continuous density, we conclude from (2.19) the uniform bound
(4.12)
Step 2 :
Due to the Wiener chaos decomposition of the integrand in (2.15), the problem is reduced to the orthogonal Wiener chaoses
for fixed M ∈ N. Thanks to the integration by parts formula (2.18), Proposition 13, Proposition 7 (iv) and the expansion
we have
Now we show that instead of (4.15) it suffices to consider the simpler terms 16) which will be closer to Lu M s in the asserted constant. The difference of (4.16) and (4.15) is based on the following random variables for l 1 > 0, which are reformulated via (4.14):
All L 2 -norms are finally based on the computations in Remark 23. Making use of (2.7) and (4.3)-(4.5), for all covariances involved and necessarily |l| = |l ′ |, we observe
Similarly, due to (4.3)-(4.5), extracting only one covariance, for (4.17) we have the simple upper bounds Step 3 : Now we conclude with the computation of the limit in the assertion. Hence, for the random variables in (4.21), we obtain For the first sum, via (4.6), (4.11) and the triangle inequality, we obtain for some constants c, ε > 0 instead of (L) and (HG).
