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1. Entroduction 
La notion de relation rationnelle constitue B l’heure actuelle un concept 
fondamental de la theorie des langages formels. Elle n’est cependant pas apparue 
immediatement &ns toute sa g&&alit& En fait, elle s’est elaboree progressive- 
ment sur une dizsine d’annees. 
La version 13 plus ancienne de ces objets est constituee par les machines 
sequentielles de Moore et de Mealy, qui utilisent les automates finis d&ermi_listes 
non pas comme des reconnaisseurs, mais comme des machines produisant des 
symboles de sortie 0 ou 1 suivant que le mot lu est, ou non, accept& La notion 
actuelle, plus g&r&ale, de fonction sequentielle (partial generalized sequential 
function, cf. [2]) est a:ssentiellement obtenue en autorisant la sortie d’etre non plus 
necessairement reduite B un symbole, mais d’etre constituee d’une suite 
eventuellemen t vide, de symboles. 
: 
L’idee, decisive pour l’elaboration du concept final, est due a Rabin et Scott et 
consiste 5 g&remliser aux parties du monoi’de produit de deux monoi’des libres, la 
notion de partie reconnaissable d’un monoi’de libre. C’est en systematisant ce point 
de vue, que la notion actuelle de relationrationnelle a ete degagee n 1965 par 
Elgot et Mezei, qui grouverent la plupart des proprietes de fermeture de ces 
nouveaux objets. Nivat simplifia considerablement leurs preuves en considerant les 
relations rationnelles comme definies par des “transducteurs finis”, c’est-&dire des 
automates finis munis d’une “sortie” leur permettant d’associer ti tout mot 
d’ “entree” un ensemble de mots de “sortie”, et en obtenant, g&e aux “bimor- 
phismes”, une caracterisation elegante de ces relations. De nombreux problemes 
de decision ont depuis lors ete resolus. Enfin, il n’est pas possible de parler de 
relations rationnelles sans rappeler qu’eltes sont B l’origine de la thbolrie des 
families agreables langages L dans la litterature angle-saxonne) qui fournit 
une bonne mesur e comple des langages algebriques. 
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Les resultats generaux ayant ete etablis, on assiste a un regain d’interet pour des 
problemes plus particuliers et notamment ceux poses par Its fonctions 
sequentielles. 11 y a, h ce phenomene, plusieurs raisons. La premiere est que., 
comme l’ont montre de recents resultats, il est possible, B l’aide d’operations 
elementaires sur les fonctions sf5quentieiles, derec?zstruire un certain nombre de 
relations rationnelles. Citons pour memoire le resultat de Eilenberg, suivant lequel 
toute fonction rationnelle (c’est-&dire toute relation rationnelle qui definit une 
fonction partielle) peut etre obtenue en composant une fonction sequentielle 
gauche et une fonction sequentielle droite (une fonction sequentielle st gauche ou 
droite suivant que son automate sous-jacent est gauche ou droit cf. [2]). Une 
seconde raison est qu’il ne semble pas possible, dans Mat actuel de’la theorie, de 
rksoudre dans le cas general des relations rationnelles,. certains problemes qui ont 
6th resolus dans le cas particulier des fonctions sequentielles (cf. 111). 
On doit a Ginsburg et Rose une caracterisation des fonctions sequentielles dans 
la clasp des foncleions d’un monoi’de libre dans un autre (cf. [3]). Recemment, 
Schutzenberger a rnontre que ces fonctions etaient solutions d’equations fonction- 
nelles definissant des fonctions rationnelles d’un type particulier, qu’il appelle 
fonctions sous-sequentielles, (cf. [6]). 11 montre que la plupart des proprietes des 
fonctions sequenti6:lles peuvent etre generalisees aux fonctions sous-sequentielles 
et il carac+&-” -4~ .td.k3Cj ces dernieres dans la classe des fonctions rationnelles. 
Le but de cet article est de donner une caracterisation alternative des fonctions 
sequentielles et dies fonctions sous-sequentielles, dans la classe des relations 
rationnelles. Cette caracterisation est constructive car elle montre qu’une relation 
rationnelle, definie par un transducteur fini donne T, est une fonctron sequentielle 
(resp. sow-sequen tielle) ssi les mots de sortie associes aux mots d’entree de 
longueur au plus ,p, ou p est un entier calculable Zt partir de T, satisfont 5 un 
ensemble fini de conditions simples du type ‘%tre facteur gauche de”, 
HUS prkcisement, rappelons qu’un automate fini & est constitue d’une partie 
P c Q x rlh X Q, oti les ensembles finis non vides Q et A sont respectivement 
l’ensemble des &tats et l’alphabet d’entree, d’un etat initial + cz Q et d’un etat final 
Uyn transducteur fini (sZ, h) est le couple forme d’un automate fini CC& et 
‘une f~lnc~ion (de sortie) h de P dans le demi-anneau des parties rationnelles dun 
transducteur definit de facon classique 
: Ie mot x1x2’ l.xn E 
aXA* Oti aiEA pour i=l, 
q-, qn = lJ+ et L4i E (qi-*, 
it une fonction sequentielle gauche, le 
t d’nn ideal a droite. Sous cette hypot 
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Pour tout automate J$ = (P, q-, q+) on peut dt3erminer deux parties 
2 G (P*)” telfes que pour toute fonction h de P dans un monoi’de 
ur (~4, h ) d@nisse une fonction siquentielle gauche ssi les dew 
conditions suivantes sont sutisfaites : 
(i) pour tout (p,, ply p3, p4) E K1, si p3h ou p4h est distinct du mot vide, il existe 
bEB* telque: 
_- ou bien p,h = p2h 9 b et b l p4h = p3h . b, 
--- ou bien p2h = prh 9 b et b l p3h = p4h * b. 
our tout (pl,p2) E K2, p,h est facteut gauche de p2h. 
P+kws verrons dans la quatricme partie que K2 est union de deux parties disjointes 
; tit P: la condition (i) et la condition (ii) pour Ies couples de PC; expriment que la 
w~~ction rationnelle est souwZquentielIe. La condition (ii) pour les couples de K’S 
exp;ime une propriM e conservation des facteurs gauches. 
I,e resultat a ainsi d x cons6quences. D’abord en. vertu de I:e qui prkkde, il 
prcwve qu’il est possible de decider si une relation rationnelle d&nie par un 
transducteur donn6, est une fonction skquentielle (resp. sous&quentielle) gauche. 
Ensuite pour des raiwns intuitives de sym&rie que nous prkiserons dans !a 
desnike partie de ce rravai!, il existe un &once semblable pour les fonctions 
skcfuentielles droites: on peut done decider si une relation rationnelle est une 
fosnction bis6quentiJle (rcsp. bisouskquentielle) c’est-a-dire skquentielle (resp. 
sous-Gquentielle) gauche et droite. 
La dgmonstration du resultat s’effectue suivant le schema suivant. 
Dans la deuxikme partie now faisons un rappel de dkfinitions et Gsultats bien 
connus concernant les relations rationnelles. 
Nous utilisons dans la H-oisieme partie we distance sur les mots qui nous permct 
e d6finir les fonctions ti variation born&e. Nous montrons que les fonctions 
rationnelles ti variation bornee sont les fonctions sous-skquentielles. 
Enfin, nous rapoellons la notion de relation rationek transposee, dans la ’ 
q&latrieme partie et- s d6mon;rons le Th6orkme 1.1, ce qui nous perrnzt d’etablir 
qa’il est possible de cider si une relation rationnelle est une fonction sequentielle 
(resp. souskquentielle) ou bis6quentielle (resp. bisous-&quentielle). 
Nous noterons 
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noteronsp :A*+B*- est une application de A * dans l’ensemble des yartks de 
B *, pour laquelle ii existe un ensemble fini Q, deux elements distingues +, q+ E Q 
un morphisme de demi-groupe t,c de A * dans un monoi’de de Q x Q-matrices a 
entrees clans le demi-anneau Rat I?* des parties rationnelles de B *, le tout 
Grifiant : up = upq++. 
Le triplet T = (p, +, q+) est un transducteur realisant p et le nombre d’elements 
de Q est sa dimension. 
Le transducteur est noamalise’ si p est un morphisme de monoi’de, si+ et q+ sont 
distincts et si l’on a pour tout u E A + et q E (;, : up+ = up,,, = 0. I1 est 6mondt si 
pour tout 4 E Q il existe ul, u2E A * tels que l’on ait: u~P+~ l u2p,+ # 0. 
On sait que toute relation rationnelle p est union de deux relations rationnelles 
pI et p+ qui sont respectivement les restrictions de p a {I} et a A + et que p+ peut 
etre realisee par un transducteur normalise et emonde (cf. [2]). Nous confondrons 
les relations de A * dans I3 * qui ont meme restriction a A +, ce qui nous permettra 
de n’envisager que des transducteurs normalises et emondes. * 
2.2, Fonctions rationnelles 
Wne fonction rationnelle est une relation rationnelle p : A * --) R * pour laquelle 
l’ensemble xp possede au plus urn mot, quelyue soit x dans A *. 
Nous conviendrons de consicker toute fonction partielle d’une partie X de A * 
dans B * comme une fonction de X dans B * U 0 oti 0 est le zero du demi-anneau 
des parties de B *. Une fonction rationnelle ueut ainsi etre interpretee comme une 
relation rationnelle definissant une fonction partielle. Nous allons nous interesser 5 
un cas particulier de fonctions rationnelles. 
2.3. Fonctions sous -se’quentielks 
Soit k 30 un entier fixe. Une fonction sous-skquentielle gauclte (resp. droite) est 
une fonction partielfe QI : A * -+ B * pour laquelle il existe un ensemble fini Q, un 
morphisme de monoi’de p de A * dans un monoi’de de Q x Q-matrices a entrees 
dans B * U 0 ayant au pius une entree non nulle par ligne (resp. par colonne), un 
Q-vecteur ligne (resp. colonne) A ayant une seule entree non nulle et une fonction 
u de A k dans les Q-vecteurs colonnes (resp. lignes) a entrees dans B * U 0, de telle 
fagon que l’on ait: uxac = h l up . xv (resp. XUQ! = xu . up 9 A). Le triplet (p, A, u) 
est un transductew sous-siquentiel gauche (resp. droit) realisant CY. 
Wne 1Fonction a!: A * -+ B * est bisous-skquentielle si elle est sous-sequentielle 
gauche et sous- sequentielle droite. 
PlrO sition 2.1. Toute fonction sous-skquentiefle gauche est rationnelle. 
ct. Soit (p, A, u) un Wan cteur sous-sequentiel realisant la fonction sous- 
ntielle gauche CI et q_ E le de A. 
i k nest pas nul, on consid 
Fonctions sequentieks et sous sequentielles 329 
est un nouveau symbole et on associe & tout a E A la Q’x Q’-matrice B entrees 
dans Rat B * d6finie par: 
I W iq.u)q+ z @at% si (q, u)E Q x A&-‘, 
I a& = 0 dans les autres cas. 
Alors (P’, +, q+) est un transducteur ealisant cy. 
Si k est nul, ar a m$me restriction B A + que la fonction sow&quentielle gauche 
a..z ’ r6alis6e par le transducteur sous-&quentiel (p, A, u’) 06 u’ est la fosnction de A 
dans les vecteur-colonnes B en&es clans B * U 0, definie par au’ = ap l 124, ce qui 
nous ram&e au cas p&&dent. . 
Rappelons le resultat suivant qui caractkrise les fonctions sous-s6quentielles clans 
la classe des fonctions partielles d’un monoi’de libre dans un autre, cf. [6]. 
TMorLme 2.2. (Schiitzenberger.) La fonction partielle Q” : A *A ’ + B * est SOUS- 
stfquentielle s’il existe une fonction partielle p : A * -+ B * et me application u * pU de 
A * dam un enwnble fini de fonctions partielles de A ‘A * dans B *: tels que I’m ait 
identiquement: uwa! = u@wp,. 
Nous montrons dans la t roisi&me part ie comment son t obtenues les fonctions pu % 
partir d’un trznsducteur ealisan t cy. 
2.4. Font: tions Squentielles 
Une fonction se’qwntielle gauche (resp. droite) est une fonction sous-skquentielle 
gauche (resp. droite) realis$e par un transducteur sous-kquentiel gauche (resp. 
droit) pour lequel k vaut 0, l’cnique entree non nulle du vecteur A est 6gale ti 1 et *. 
1. v est le vecteur dont toutes les entrdes sont kgales B 1. Une fonction est 
bisiquentielle, si elle est s6que&lle gauche et sequentielle droite. 
Le Theo&me 2.2. est une g&&alisation du kultat suivant, cf. [3]. 
Th&w&me 2.3. (Ginsburg et Rose.) &it CY =: A * + B * me fonction rationnelle teUe 
que lcu = 1. AJOrs a est skq;Aentielle ssi iC aiste w-2 entier r 3 0 tel que pour tout 
uEA*eta~Aonait: uaa!Eua+?*\ 
es B varia 
3.1. Groupe liire 
Soit A-’ un ense en bijection avec A tel que A . On note 6’ 
AaE ijection. Consi rons sur le rnonoi’de 
libre: (A lJ A -I)* la congruence ngendr6e par les relations au-’ = u -’ a = 1 pour 
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a E A. Le quotient de (A U A -‘)* par cette congruence st equivalent au groupe 
E&e A(*) engendr6 par A. Nous conviendrons de confondre A * avec son image par 
le morphisme cansnique 9 de (A U A -‘)* sur A (*I, ce qui nous permettra de 
considerer A * con;lnle sous-monoi’de de A(*). 
On rappelle que tout x E A (*I est image par F d’un unique mot w de (A U A -l)* 
ne contenant aucun facteur de la forme aa-’ GU a-b (cf. par ex. [a]). La b-zguew 
1 xl de u: sera par definition la langueur du mot (r&kilt.) u sur l’alphabet A U A -I. 
On a kvidemment: 1xy 1 s 1 x I+ I y 1 pour x, y dans A (*I. 
3.2. Une distance sur A * 
On d&nit une distance sur A * en posant (x, y ) = I x-’ y I. Les proprietes 
habituelles de la distance sont aisement verifiees: 
(i) (x,y)=O ssi x = y. 
(ii) (x9 y > L !Y, x >* 
(iiij,(x,yj=~x-‘yj=fx-12~z~~y~~~x-1zf+~~-~y(=(~,z)+(~,y). 
Une fonction partielle a! : A * --2, B * est B variation bornke (v.b.) sl pour tout I zs 0 
il existe L 2 0 tel que (xcy, yor) G L d2s que xar . ya’# 0 et (x, y) 45 1. 
3.3. Quelques prop&%& combinaroires du monorde libre 
L-es propositions uivantes ont des lemmes qui seront utilises dans le dernier 
paragraphe de cette partie. 
reposition 3.1. Soit a, b, c E .l4 * et p > 0 tek que a p b = bc pz Alors on a pour tout 
n 20: a”b = bc”. 
reuve. L’assertion est trivialement wZrifi6e lorsque 0 (et lionc b) est le mot vide. 
Nous supposerons done a # 1 (et done b# 1). 
L’egalitk aPb = bcP entraine pour tout k 20: (1) aP”‘b = bcp’f 11 existe done un 
entier m 2 0 et al, a2 E A * tels que b = am aI, a = ala2 et a ! # 1. En comparant les 
facteurs droits de longueur 1 b I dans (1) on a: b = c2cm, c = c1c2 et cl # 1, ce qui 
entrazne a2al = c1c2. Mais alors ab = a”” aI = u&~~a,)~ c = bc et par consequent 
a”b=bc” pourtout na0. 0 
Pour la rbslution d.e l’kquation ab = bc on peut consulter [5]. 
Soit al, bI, a2, b2 E A * et supposons b, # 1 ou b, # 1. Alors on a : 
a;‘albl = b2ay’al (1) 
ssi if existe u E A * tel e l’on ait: 
611 = a2u 
et 
et uh = b2u. 
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reuve. La condition est evidemment suffisante. Pour montrer qu’elle est 
necessaire considerons a E A * le plus long facteur gauche commun de al et a2: 
al = ax et a2 = ay. De (1) on deduit: xbi = ybzy-‘x c’est-a-dire xbl = b2x si y = 1. 
Comme b2= 1. entra’ine El = 1, I’hypothese y # 1 implique x = 1, c’est-a-dire 
ybl = bay, ce qui acheve la verification. 0 
sition 3.3. Con~i$6~0ns 
x E A * (resp. y E A *) le plus 
d&C ). Si pour tout i, j E I on a : 
x -’ akbkck = y -I akck. 
Pmuve. Par definition de x et 
ai, b, ci E A * oti i appartient ii un ensemble I et 
long facteur gauche commun des mats aibici (resp. 
arl aibi = bia;’ ai alors on a POW tout k E I: 
de y on a pour tout i E I : a&i = xh et sic, = yl &II 
h et 1 sont dans A *. Alors: h -l(x-‘akb& = (aibici)-’ akbkck = c f’b,‘a flakbbck = 
c i, ‘a flakck = I-‘(y-‘a& ce qui montre que x-‘akbkck est facteur droit de y-‘akcr, 
~WVU que l’on ait choisi aibici tel que x soit le plus long facteur gauche commuc 
de aibici et akbkck. De meme en choisissant aibici tel.que y soit le plus long facteur 
gauche commun de QlkiCi et a& on voit que y -‘akck est facteur droit de K1akbkck 
c’est-a-dire finalement: x-‘akbkck = y -‘a&k. q 
3.4. Caracte’risatiwt des fonctions rationnelles ii v.b. 
Le but de ce paragraphe est de caracteriser les fonctions rationnelles qui sont a 
variation bornee. Nous introduisons au prealable une de!%ition. 
Le transducteur (p, +, q+) satisfait le condition de jumelage ii l’ordre p ssi pour 
tout x, 14 E A +, q,,q?X? et al,a2,bl,b2E B” tels que IxuIap, a&xp,_,,, 
bl E uPw?v a2 E xpq_, et b2 E upc,, on a: ai’ l*zlbl = b2a;‘al. On dira simplement 
qu’il satisfait la co dition de jumelage s’il la satisfait a tout ordre. 
roposition 3.4. &it T = (p, q-,q.+) un transducteur de dimension n et 
(Y : A * -+ B * la reiation rationnalle qu ‘il re’arlise. Les conditions suivantes sont 
e’quivalentes : 
(i) Q! est une fonc.i,. , tGr\r* sous -sEquentielle gauche. 
(ii) a! est une fo 
(iii) pour tout mar x E A * de longueur au plus (n - 2)* + 1, XQI possede au plus un 
mot et T satisfait 1~ condition de jumelage a I’ordre 2(n - 2)‘. 
(iv) Pour tout mo:” x E A * de longueur au plus (n - 2J2 + 1, xcv possede au plus un 
mot et T satisfait la condition de jumelage. 
0 i (ii) oit (by, h, v) un transducteur sous-s6quentid skalisan t a! et 
car on peut toujours supposer k >O. 
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Soit 1 a 0 nn entier et x, y E A * des mots verifiant X(Y l ya # 0 et (x, y ) C 1.’ Xl 
existe des lmots u, x1, x2 E A * tels que l’on ai:: x = UXI, y = uyl, f xt 13 k, 1 y1 J 9 k et 
lwlyr 1 =S 2 -I- 2k. 11 vient alors: (xcy, yaS s (I+ 2k) l M. 
(ii) + (iii) I1 suffit de montrer que T satisfait la condition de jumelage a 
l’ordre 2(n - 2)2. 
Soit xl u E A +, qr, q2 E Q et al, a2, bl, b2 E B* tels que l’on ait: 1 xu 1 S 2(n - 2)‘, 
fl = ~fi~._~~, bl = upqrql a2 = xp,, et h2 = 
cngueur au plus n - 2 tefs que wtpq,,, 
upma. 11 existe des mots wl, w2 E A * de 
et w24.4*,+ soient non nuls. Pour tout entier 
p2=0 on a: (xupw1,xupw2) - e 1 w1 I+ ] w2 16 2(n - 2). Comme a! est B variable 
born&e, il existe des entier r, s > 0 verifiant, l’egalite (xu ‘+‘wIcY)-’ 0 XU’+~W~CY = 
(~u’w,a)~‘xu’w~c~, c’est-a-dire: at’a2bZ = b!a;’ tz2 ce qui en vertu des Proposi- 
tions 3.1 et 3.2. entra’ine: a? aZb2 = bla? a2. 
(iii) =+ (iv) Supposons par I’absurde qu’il existe un couple (x, u) pour lequel la 
condition de jumelage est mise en defaut. Nous pouvons choisir un tel szouple de 
fagon a ce que la longueur Ixr.4 1 soit minimale. 
Soit q1,q2 E Q et ul, a2, bl, b2 E B* tels que l’on ait aI E x~+~~, a2 E x~+~, 
bl E upqqlqt et b2 f upam. Puisque 1 xu I> 2(n - 2)” on doit avoir 1 x I> (n - 2)2 ou 
J u I> (at - 2)? 
Dans le premier cas on peut decomposer x = x&x2 oB x1, x2, h e A *, h # 1 et 
1 h 1 =S (n - 2)2 de telle fagon qu’il y ait des etats rl, r2E Q et des mots 
cl, d,, el, c2, d2, e2 E B * vetifiant: 
el E x2cLnql, 
e2 E XZP,,, 
cldlel = a~, 
c2d2e2 = a2. 
Puisque par hypothese le transducteur satisfait la condition de jumelage pour les 
couples (x1, h) et (x1x2, u) on a respectivement: 
c;?ldl= d&* cl 
et 
(c2e2)%elbl = b2(c2e2)+clel. (2) 
En remplacant c;‘ci par di’ci’cldl dans (2) on obtient: 
e;‘(d;‘c;‘cIdl)etb, = b2e;‘d;‘c~‘c,d,el 
c’est-klire ai’a,b, = b2a;’ al. 
Dam le second cas on decompose u = ulhuz avec ul, uz, h E A *, h # 1 et 
/h 1 C (n -2)2 de telle faGon qu’il y ait des etats rl, r2~ Q et des mots 
cf, dr, et, c2, d2, e2 E B * verifiant: 
Cl E UlPqtr,, d, E &r,rl, 6 E wrlql, w&e1 = h, 
c2 E Ul~,,, d2 E km, e2 E u2th,, czdze2 = bz. 
si l.42 = 1 ori a r~ = 91, r2 = 42 et done eI = e2 = 1. Le transducteur verifie la 
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condition de jumelage pour les couples (x, u,) et (x, h) ce qui donne respectivement 
-1 u2 u1c1 = c2ai1al et u&,z,dl = &.~~~a~ c’eGt-dire ~&c,d~ = c~&.z~‘ul ou en- 
core uilurbl = 62u;1~I. 
si UZ# 1 on peut exp:inner la condition de jumelage pour ies couples (x, u,u2) et 
On obtien t les egalites 
ui’ ulcler = c2e2ui1 al 
(u2cy a,c*4 = dt(uzcz)-’ UlCl. (3 
ultipliant chaque membre de (3) a droite par el et a gauche par ~2, il vient: 
ai’ alcldlel = c2d2ci’u;‘ulclel = c2d2e2al’aI 
c’est-a-dire a 2’ a I b, = bta;’ aI ce qui acheve la verification. 
(iv) + (i) Nous allons d’abord verifier que cy est une fonction partielle. 
Supposons done par l’absurde qu’il existe un mot x E A +, que nous pouvons choisir 
de longueur minimale, tel que xa! possede deux mots distincts dl, d2 E B *. Comme 
ona~x~>(n-2)*~I,ilexisteql,qzEQ,xl,~z,hEP*o~h#1et/h~~(n-2)2, 
et al, bl, cl, u2, bz, c2 E B* tels que l’on ait: dt = aJwl, d, = u2b2c2, a~ E xlpuq_q,, 
h E bww 
a2 E x1p,-,, b* E h%2* et cz E x2pqz4+. 
La condition de jumelage pour 
fait que a& et a2c2 apparxiennent 
le 
B 
couple (xl, h) en 
xlx2cy implique a 
traine a 2’ alb, = b2a&zl et le 
lC1 = a2c2. Mais alors on a: 
dl = ulblcl = u2b2a&wI = a2b2c’* = d2 
d’ou la contradiction. 
11 nous suffit 5 p&ent de verifier les conditions du Theo&me 2.2. 
Pour tout mot u de A * on note up le plus long facteur gauche commun des mots 
UJU,_, ou 4 E Q, et on convient alors up = 0 si up,_, = 0 pour tout 4 E (3. Nous 
allons montrer qu’il existe un entier H 30 tel que 1 up-‘up,_, 1 s H pour tout 
uEA*etqEQdesquer.@,#O. _I_. 
Soit u E A * un mot de longueur au moins egale a t2”. Considerons la nartie 
Q’ = {qi}lSiSt de Q constituee des elements 4 tels que upLL,_, # 0. 11 existe une 
factorisation 116 = ulxu2 oti u1,u2,x EA* et x# 1 e des etats 4 I, pour 1 G i s r, 
verifiant ai = UlCLq-q;f 0 bi = Xpq;q\# 0 et C-i = U#q 
Le mot ulu2p est facteur gauche du plus grand facteur gauche commun t E l3 * 
des mots aiC+i = u~U~/L~-~~. n a done ulu2P l h = t oil h E *- En wwu &la 
condition de jumelage il vient: u~P)-' ai bici = 
‘inegalite I t -’ ai Ci 1 permet conclure g l’existence de 
l’en tier H. 
Pour achever la demonstration il suffit de considerer pour tout u E A * la 
fonction partielle pU de A “A * dans B * definie par wp, = 0 si up = 0 et wp, = 
up-‘uw~ sinsn. Si wp,, est non nul il existe 4 E Q tel que UW~ = up,, waft++. ce 
qui entrailne: wpU = (I.@-’ UP+_~ ) 6 w,,+. Comme Q est fini et que up-* up+, est 
born&, il existe un nombre fini de fonctions pU ce qui acheve la demonstration. q 
It s’ensuit immediatement le: 
Corollaire 3.5. On peut decider si une relation rationnelle de’nie par un transduc- 
teur donne’ est une fonction sous-se’quentieZle gauche. 
On a aussi en vertu du Theoreme 2.3. le: 
Cowlliaire 3.6. Une fonction sous-sZquenticlle gauche cy : A * --) B * qui v&i@ 
urn E ua. l B * U 0 pour tout u E A * et a E A. est une fonction sequentielle gauche. 
* ~~mon~ratiou d h&w&me 1.1. et applications 
4.1. Demonstration du theoreme 
La restriction B A+ du morphisme p defini par un transducteur normalise et 
emonde dont l’automate & = (p, q-, q+) est don&, est enticrement determinee par 
la fonction h qui a tout (c;ll, a q’) E ? associe (q, a, q’)h = a!Aqse E Rat B *. Pour que 
la relation rationnelle realisee par le transducteur - que nous identifierons au 
couple (~2, h) - tiw me function sequentielle gauche, ii faut bien evidemment que 
h applique P dans B * - c’est-a-dire 6~~~~ = (b} pour un certain b E B * - et que, 
en vertu du Theoreme 2.3. le langage reclrlnnu par l’automate .& soit le complement 
d’un ideal B droite, hypothese que nous faisons dans le Theo&me 1.1. que nous 
Pour tout automate J&Z = (P, q-, q+) on peut dktermitzer deux parties 
)* et Kt C (P*)2 teZEes que pour toute fonction h de P duns un monorde 
bre 13 et !e tansducteur (s$ h ) realise une fonction sequentielle gauche ssi les deux 
conditions suivantes sont satisfaites : 
our tout (pl, p2, p3, p4) E K1, si p3h ou p4h est distinct du mot vide, il existe 
p& est factew gauche de p2h. 
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Pwuve. Soit wl, ~2, 7r3 les applicati%rs qui envoient tout element de P 5 
B Q X A X Q sur sa premiere, deuxieme $et troisieme composante respectivement. 
’ On &tend naturellement ces applications?$ P+ par recurrence: uvwl = u7;rl, uv7r2 = 
uw2 l vrr2 et uv~3 = 3w3 pour u, v E P+. $I pose n = Card Q, 
I={pEP/p7T,== q-}, F={pEPIpm=q+} ‘et 
D = (@p2) E P” 1 pm3 $ p?7rl} et on considere les ensembles: 
K,- +@*,172,p3,p&; (P*\P*L2JP*)41 PITT1 = p27j1= q-,p1v3 = p3aQ = p3n”3, 
p2m3 = p47h = p4m3, pl r2 = p2 7T2, p3T2 = p4r2 et 1 pIp3 1 = 1 ptp41 s 2(rd - 2)2)9 
k s = ((p,,pz) E P2 ] ,Dlm = pi?% = q-,pl7i’2 = p2v2$1n3 = p2p3 = q+ 
et lp, 1 s (n - 2)2 + l}, 
Soit (J& h) un transducteur comme dans l’enonce du theoreme. Nous dirons qw 
k quadruplet (pl, pz, p3, p4) E (P*)” satisfait la condition (i) si, lorsque !p3h ou pJh 
est distinct du not vide, il existe b\ E B * tel que ou bien plh =: p2h l 6 et 
ft l p4h = p3h l b ou bien p2h = p,h ~6 et b l p3h = p4h l b. Nous dirons que le 
cwple (p,, p2) E (P*)’ sstisfait la condition (ii) si p& est facteur gauche de p21z. 
En vertu des Propositions 3.4 et 3.2, l’hypothese que tout element de K, satisfait 
la condition (i) et que tout element de K: satisfait la condition (ii) equivaut au fait 
ue (&, h) definisse une fonction sout-sequentielle a. Pour montrer le theoreme, il
suffit done, en raison du Theoreme 2.3 et du corollaire 3,6, de ptouver qu’avec 
l’hypothese suppknentaire que tout couple de _KT vkifie Ia condition (ii), pour tout 
edEA* et’aEA on a: uacvEua!~B*UO. 
Supposons par l’absurde qu’il existe un mot u E A * et une lettre a E A tel que 
8,4a# 0 et u~?uQ(Y&~~ B*. Nous pouvons choisir u de longueur minimale pour cette 
ropriete. Puisque les couples de K’S verifient la condition (ii) on a 1 u ] > (n - 2)* + 11 
ct il existe ql, XEA* avec x#I et Ix/+--~)~, et 
al, bl;cr, a2, b2, c2 E B * tels que I’on ait: 
Puisque les quad I v&ifknt %a condition (i), en vertu de la 
?.2 on a a;‘albr = b2a;’ al. A’iors il vient: 
u jxu2a -'Udu2U~ = (albleJ’a2b2c2 = c;%;'a;'u2b2c2 = cT*al'a2c2 
= Udwf~‘u1u2aa E 
ce qui acheve la preuve, JJ 
4.2. Relation rationnelle transposb?. Applications du Th&m?me 1 e 1 
A tout mot u == al 9 l l a, de A * oii ai E A pour i = 1, ._. , yt, on associe le mot 
miroir ut = a, l l l al et on convient que S= Cette application s’&end naturelIe- 
ment aux parties {de A * en posant Qt = 0, puis aux ‘-matrices 5entr6es dans 
le demi-anneau ZA* des parties de A * en associant & la Q X Q ‘-mat 
Q’ x Q-mat&e m t d&fink par: (kn t)qlq2 = (m,,,Y, pour qr E Q’ et q2 E 
Si ye est une fonction de A * dans 2 B* ou dans un ensemble de Q x Qknatrices 5 
entr6es dans 2’*, on note $ la fonction trampos6e de q d&inie par: utp’ = (~‘9) 
pour tout w E A *. On a Gvidemment: (9 ‘), = Q. En particulier si (rg est un 
morphisme de A * dans un demi-anneau e Q X Q-matrices $I entr6es dans 28*, il 
en est de m6me pour q t car on a pour tout u, u E A * et ql, q2 E Q: 
(UtQqxn~(VtQwd' = c (U’QkdvtQ)b3q~= (uQ’VQ%,- 
q3E Q 43=-Q 
On peut Tinsi definir le transducteur t anspose’ de T = (JL, +, 4+) comme &ant ?z 
transdkeur T’ = (cc’, q+, +). Le rksultat suivant dkoule des definitions 
an tkrieures. 
rkalise p t. 
c Soit T un transducteur re’alisan; la relation rationnelle p. Alors T’ 
e n-&~~ !e tr:anspos6 du transducteur sous-kquentiel gauche (resp. droit) 
(p, A, U) est le transducteur sowsequentiel droit (resp. gauche) (F t, A ‘, v ‘). 
. Le transducteur sous -se’quenriel (resp. se’quentie.!) gauche (p, h, v) 
rkalise la fmction sous-skquentielle (resp. se’quentielle) gauche a, ssi le transducteua 
sous - entiel (resp. kquentiel) droit ($,.V, v’) rkalise la fonction sous- 
skque uentielle ) droite ar t. 
e si CY :A*-+-,* est r6alis6e par le transducteur 
, alors CY’ est r6ali&e p,ar le transducteur sous- 
Si q- est I’indice de l’unique entree non-nulle 
tel que: 
xo = ((xv):,+.q~,_~)‘~h~_)‘= ((xvt)q •(~‘p~)~~_*A~-)f= (((A) 
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a relation ration~~el~e 
biskquentielle )’ ssi p et p t sont des 
est une fonction bisous -se’quentielle (resp. 
nctions sous-s6quentielles (resp. skquentielles) 
gauches. 
En vertu de la Proposition 3.4, du Thkoreme 1 .l et du corollaire prh%ent, on a 
finalemen t le: 
dome’ br 
On peut de’cider si une relation rationne dt!‘finie par un trans 
une fonction s~que~t~elle gauche uentiek droite, 
sous-sf!quentielle gauche, droite, bisous - 
Vous apprenons que des r&hats t&s pro&es de !:eux pr&ent& dans cet article 
ont &S dkouverts rhemment par A. emers, C. Klelemen et B. Reusch, dans un 
article communique personnellement h l’auteur et intituh5 “On encryption systems 
realized by finite transducers”. 
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