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ABSTRACT - This work presents the development of a new model for prediction of 
compaction parameters of soils from its index properties. The study consists of database of 
124 obtained from laboratory measurements. specific gravity (ɣs), liquid limit (WL),  
Plasticity Index (IP) and Percentage fines (Ff) are the input parameters, maximum dry density 
(ɣdmax) and optimum moisture content (Wopt) were the outputs. An artificial neural network 
model (RNAM) training by multilayer perceptron algorithm (PMC) has been developed. Our 
objective is to evaluate the 2 models based on statistical criteria such as the mean squared 
error (MSE) and the correlation coefficient (R). The best results have been obtained from the 
new model developed in this article. 
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I. INTRODUCTION 
Soil is a loose, low-cohesion geomaterial often made up of solid grains and voids. Depending 
on the work to be carried out, soils can be used as support for foundations or underground 
structures, also as a building trust material. It is therefore essential to improve its intrinsic 
mechanical characteristics in order to maintain the various future buildings. Compaction is 
the most oldest and common method for soil stabilization. Soil compaction involves a 
reduction in volume of the soil mass instead of settlement, to increase strength of 
geomaterials in geotechnical engineering [1]. Proctor Compaction Test (Proctor, 1933) is 
generally used to obtain the maximum dry unit weight and the optimum moisture content. 
But this compaction test doing in the lab is laborious and time consuming. But all experiments 
for determining index properties of soils are inexpensive and simple. It does not require much 
time and expensive testing equipments. The compaction parameters of soils are greatly 
influenced by its texture and plasticity characteristics (Whitlow1990). Therefore, it seems 
more reasonable to use the indirect methods for estimating the compaction parameters. In the 
literature, over the last few years, artificial neural networks (ANNs) have been used 
successfully for predicting compaction parameters from easily measured index properties of 
soils. 
In this article, from these index properties of soils we're going to develop a new 
predictive model and compare it to Artificial Neural Network based on statistical parameters. 
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II. MATERIAL AND METHODS 
 
1. Study area 
Our study was carried out as part of the project to build the Sangmelima-Mengong road of 
about 74KM (Figure 1). This road, located in the southern Cameroon region, connects 2 
cities: Sangmelima (longitude 11 ° 58'36.38 "E and latitude 2 ° 56'40.72" N) and Mengong 
(longitude 11 ° 25'0.00 "E and latitude 2 ° 56'0.00 "N). This area is characterized by its high 
rainfall, forest landscape and sandy-clay nature of most of the soils sampled 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. Data acquisition  
Full soil identification tests have been used to obtain input/output parameters of our model: 
 Input parameters obtained by experiments for determining index properties of soils: 
-      specific gravity (ɣs): is the mass of solid particles (grains) divided by the soil 
(solids+voids). 
-  Liquid limit (WL): is the moisture content at which a fine-grained soil no longer 
flows like a liquid. 
- Plasticity Index (IP): shows the size of the range of the moisture contents at wich 
the soil remains plastic. 
- Percentage fines (Ff): is the percentage of material passing a 80 µm sieve. 
 Output parameters obtained by Proctor Compaction Test:  
- Maximum dry density value (ɣdmax) is where the optimum moisture content 
occurs. 
 
 
Figure 1: Geographical location of the Sangmelima-Mengong road 
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-  Optimum moisture content (Wopt): is defined as the moisture content where you 
get maximum dry unit weight. 
3. Development of the database  
In Excel, the 124 results of the full soil identification tests are recorded. 
We have: 100   data used for training and 24 data used to test our model. The statistical       
characteristics of these da-ta are described in Table 1. 
Table 1: Statistical parameters of the input/output variables of the model 
Variables 
Mean 
 
Standard deviation 
 
Training data Testing data Training data Testing data 
Ff 64,5272727 54,18 17,3649472 25,2433985 
WL 62,6991919 63,668 5,1630816 5,12406658 
IP 24,379798 22,188 4,91482513 5,25748039 
ɣS 2,669646465 2,79856 0,134175663 0,153793173 
Wopt 20,5707071 18,62 3,70628954 5,56207395 
ɣdmax 1,70506061 1,83444 0,132889 0,20319327 
 
4. Implementation of the Prediction Model 
 
Principle: The number of elements to be trained is n=100 and the number of input 
parameters is m=4. 
By posing: ɣ s=[ɣ s1, ɣ s2,...,ɣ sn]T, WL=[WL1, WL2, ...,WLn]T, IP=[IP1, IP2, ...,IPn]T,  
Ff= [Ff1, Ff2,..., Ffn]T, ɣdmax= [ɣ dmax1, ɣ dmax2,...,ɣ dmaxn]T, Wopt=[Wopt1, Wopt2,...,Wopn]T 
We have: 
Ent= [ɣs,WL,IP,Ff] array nXm. 
A: is the square 4X4 submatrix extracted from the Ent matrix. 
b: is the 4X1 subarray extracted from the ɣdmax matrix. 
c:  is the 4X1 subarray extracted from the Wopt matrix. 
Step 1: Determine all solutions from the 25 AX=b and AX=c equations 
For i=1:25 do  
1- Extract Ai, bi and ci subarrays 
 
 
 
 
         Ai= 
 
 
 
 
 
 
 
 
 
       bi=                                                                                 ci= 
 ɣS4(i-1)+1            WL4(i-1)+1                 IP4(i-1)+1           Ff4(i-1)+1     
  ɣS4(i-1)+2              WL4(i-1)+2             IP4(i-1)+2       Ff4(i-1)+2      
 ɣS4(i-1)+4         WL4(i-1)+4           IP4(i-1)+4         Ff4(i-1)+4      
 
  ɣS4(i-1)+3          WL4(i-1)+3            IP4(i-1)+3         Ff4(i-1)+3      
ɣdmax4(i-1)+1 
ɣdmax4(i-1)+2 
 
ɣdmax4(i-1)+3 
 
ɣdmax4(i-1)+4 
 
Wopt4(i-1)+1 
Wopt4(i-1)+2 
Wopt4(i-1)+3 
Wopt4(i-1)+4 
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1- Solve the Gauss equation: AiX=bi and AiY=ci  
we have: Xi=[X1 X2 X3 X4]
T=bi/Ai and Yi=[Y1 Y2 Y3 Y4]
T=ci/Ai 
2- Store Xi and Yi solutions respectively in the matrices Mat1i and Mat2i  
Mat1i=Xi
T and Mat2i=Yi
T 
End for 
Step 2: predicting compaction parameters  
e1, e2, e3, e4 the input values that one wants to predict their sd1 and sd2 outputs (called 
desired outputs). The idea is to search for solutions among the 254 possible combinations of 
solutions with the Mat1 and Mat2 matrices, respectively, which allow to obtain the best 
predictive value Se1 and Se2 (called calculated outputs). 
Knowing that α= (α1, α2, α3, α4) and β= (β1, β2, β3, β4) then: 
Se1 = α1*e1+ α2*e2+α3*e3+α4*e4 and Se2 = β1*e1+ β2*e2+β3*e3+β4*e4 
Let us search for α and β such as: |Se1-sd1|<0.02 and |Se2-sd2|<0.02 
Algorithm to search for α  
             We know that Mat1 is a 25X4 dimension matrix. 
        v1=1;trouve=0; 
      while (v1<25 and trouve==0) 
          v2=1; 
          while (v2<25 and trouve==0) 
               v3=1; 
               while (v3<25 and trouve==0) 
                   v4=1; 
                   while (v4<25 and trouve==0) 
                                   s1=Mat1(v1,1)*e1+Mat1(v2,2)*e2+Mat1(v3,3)*e3+Mat1(v4,4)*e4; 
                                  ecar1=|(s1-sd1)|; 
                                  if (ecar1<0.02) 
                                        position=(v1,v2,v3,v4); 
                                        trouve=1; 
                                 else 
                                 v4=v4+1; 
                                end  
                    end 
                    v3=v3+1; 
            end  
            v2=v2+1; 
      end  
      if (v1==25 and v4==25) 
          trouve=1; 
      end          
      v1=v1+1; 
 end 
end of algorithm. 
It is inferred that: 
 α=(Mat1(position(1,1),1),Mat1(position(1,2),2),Mat1(position(1,3),3),Mat1(position(1,4),4)) 
 5 
The same procedure is applied for the search of β the Sequence in the Mat2 matrix. 
 
5. Evaluation strategy  
The implementation of our new prediction model was realized from the Matlab software. 
Subsequently, we predicted the parameters of compaction from another model called the 
network method of artificial neurons. 
 
Network of artificial neurons: 
 
It is a model of calculation whose original inspiration was a biological model, i.e. the model 
of the human nervous brain [2]. There are many kinds of neural networks, each of which has 
advantages and disadvantages. The network chosen in our study is a multilayer perceptron 
network (PMC).This choice is made for the ease of its construction and the fact that our 
problem has only a limited number of input variables [3]. 
 
 
Simulation of the Levenberg-Marquardt learning algorithm from Matlab 
 
Figure 2 below presents the architecture of our network of 4 neurons in the input layer, 1 
hidden layer (containing 6 neurons) and 2 neurons in the output layer. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The nnstart function is run to start the learning algorithm simulator. Then the input/output 
data from the database is imported into the workspace. Figure 3 is used to visualize the so-
called parameterization steps before the simulation is run. 
 
 
Bias 1 
Input layer 
Hidden layer  
Output layer 
Bias 2 
Network 
inputs  Network 
outputs   
Ni 
Nj 
Nl 
Wij 
Wjl 
Figure 2: Artificial Neural Network 
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Figure 3: Steps to Simulation by the Levenberg-Marquardt Learning Algorithm 
 
Script generated by Neural Fitting app to solve an Input-Output Fitting problem with 
a Neural Network 
This script assumes these variables are defined: x (input data), t (target data). 
1- Choose a Training Function 
          trainFcn ='trainlm'; Levenberg-Marquardt 
2- Create a Fitting Network 
hiddenLayerSize =6; 
net = fitnet (hiddenLayerSize, trainFcn); 
3-  Setup Division of Data for Training, Validation, Testing 
net.divideParam.trainRatio = 80/100; 
net.divideParam.valRatio = 10/100; 
net.divideParam.testRatio = 10/100; 
4- Train the Network 
[net, tr] = train (net, x, t); 
5-  Test the Network 
y = net(x); y is called calculated outputs 
 
6. Criteria for statistical evaluation of the model 
 
To assess the performance of the different models developed, we used two statistical 
indicators: 
     -   Correlation coefficient R: it is a number between -1 and +1 calculated to represent the 
linear dependence of two or more variables in a data set [4]. 
𝑅 =
∑ ((𝑥𝑖 − ?̅?)𝑛𝑖=1 (𝑦𝑖 − ?̅?)
(∑ (𝑥𝑖 − 𝑥)̅̅ ̅2 ∑ (𝑦𝑖 − 𝑦)̅̅ ̅2𝑛𝑖=1
𝑛
𝑖=1 )
1/2
 
 
 
  
  
3 
1 2 
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xi: experimental value,  ?̅? : mean of experimental values, yi calculated value 
𝑦:̅ mean calculated values 
-   MSE mean quadratic error: it represents the arithmetic mean of the squares of the 
deviations between forecasts and observations [5]. 
𝑀𝑆𝐸 =
1
𝑛
∑(𝑦𝑖 − 𝑥𝑖)2
𝑛
𝑖=1
 
 
 
III. RESULTS AND DISCUSSION 
The evaluation of our new model developed as part of our study to predict the parameters of 
compaction will be based on the statistical criteria (R, MSE). The performance of our two 
prediction models (new model and neural network) by using its statistical criteria from 
training and test data, has been summarized in Table 2 below. 
Table 2: Comparison of the neural network model with the new model 
Parameters New model Levenberg- Marquardt 
Index ɣdmax Wopt ɣdmax Wopt 
Rtrain 0.9961 1 0.9678 0.9159 
Rtest 0.9981 1 0.979853 0.918917 
MSEtrain 1.5077X10-4 1.3199X10-4 0.0020 3.4566 
MSEtest 1.5127X10-4 1.5782X10-4 2.27299X10-3 2.59041 
It can be observed that all R values obtained for ANN by using ɣdmax and Wopt, are 
lower compared to new model developed. On the other hand, MSE values obtained by our 
new model is lower compared to the neural network for ɣdmax and Wopt. 
  The correlation graph between predicted ɣdmax and measured ɣdmax as well as 
predicted Wopt and measured Wopt were plotted as shown in Figure 4, Figure 5, Figure 6, 
and Figure 7. 
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Figure 5: wopt-RNA based on wopt-measured 
 
Figure 4: wopt-newmodel based on wopt-measured 
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IV.CONCLUSION 
This paper has developed a new model for predicting compaction parameters 
(maximum dry density and optimal water content) from 4 variables: specific weight (ɣ s), 
liquidity limit (WL), plasticity index (Ip), fine grain fraction (Ff). A total of 124 laboratory 
data (100 training data, 24 data) were used for the implementation and validation of the 
model. A second model, called the network of artificial neurons whose training method is 
supervised and of the type Levenberg-Marquardt, has been developed. An objective 
comparison from statistical parameters shows that the new model developed offers better 
predictive results than the artificial neural network. However, our new model makes a kind 
of supervised prediction, i.e. allows to calculate predicted outputs that know not only the 
values of input variables but also the desired outputs. It is therefore desirable to be able to 
improve our model by offering the unsupervised option to prediction. 
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Figure 6: ɣdmax-newmodel based on ɣdmax-measured 
 
Figure 7: ɣdmax-RNA as a function of ɣdmax-measured 
 
