In recent years, highly effective hierarchical and goal-directed speed-up techniques for routing in large road networks have been developed. This article makes a systematic study of combinations of such techniques. These combinations turn out to give the best results in many scenarios, including graphs for unit disk graphs, grid networks, and time-expanded timetables. Besides these quantitative results, we obtain general insights for successful combinations.
INTRODUCTION
Computing shortest paths in a graph G = (V , E) is used in many real-world applications like route planning in road networks, timetable information for railways, or scheduling for airplanes. By modeling a transportation network by a graph G where edge weights depict travel times, the quickest connection in the path realizing μ. The path currently responsible for μ is called tentative shortest path. The algorithm terminates as soon as some node has been settled from both directions, making sure that the tentative shortest path is the shortest one [Dantzig 1962 ]. Many advanced speed-up techniques use bidirectional search as an optional or sometimes even mandatory ingredient.
Hierarchical Approaches. Such techniques prune a Dijkstra search by relaxing only edges (u, v) to "sufficiently important" nodes v. The main difference between the following techniques is the definition of importance. Gutman [2004] observed that a shortest-path search can be pruned at nodes with a reach too small to get to either source or target from there. The basic approach was considerably strengthened by Goldberg et al. [2006; 2007] , in particular by a clever integration of shortcuts Schultes 2005, 2006] , that is, single edges that represent whole paths in the original graph.
Reach. Let R(v)
:
Highway Hierarchies (HH).
In Sanders and Schultes [2005; , the idea to automatically compute a hierarchy of highway networks is introduced. The basic approach is to define a neighborhood for each node to consist of its H closest neighbors. Now, an edge (u, v) is a highway edge if there is some shortest path s, . . . , u, v, . . . t , such that neither u is in the neighborhood of t nor v is in the neighborhood of s. After contracting the resulting network to remove low degree nodes, the same procedure is applied recursively. We obtain a hierarchy: The nodes removed during iteration step i of preprocessing define the i-th level of the hierarchy. The query algorithm is a bidirectional Dijkstra with restrictions on relaxing edges to low-level nodes far away from source or target. Schultes and Sanders [2007] , this approach computes for a given sequence of node sets V =: V 0 ⊇ V 1 ⊇ . . . ⊇ V L a hierarchy of overlay graphs [Schulz et al. 2000; Schulz et al. 2002; . The level-overlay graph consists of the node set V and an edge set E that ensures the property that all distances between nodes in V are equal to the corresponding distances in the underlying graph G −1 . A bidirectional query algorithm takes advantage of the multilevel overlay graph by never moving downward in the hierarchy; by that means, the search space size is greatly reduced. The node classification of HNR is given by a precomputed HH. The advantage of HNR over HH is its easier search algorithm and a simple way to update the preprocessed data in case edge weights change due to delays or traffic jams.
Highway-Node Routing (HNR). Introduced in
The most recent variant of HNR [Geisberger et al. 2008] , contraction hierarchies (CH), obtains a node classification by iteratively contracting the "least important" node, yielding a hierarchy with up to |V | levels. Here, importance of a node u is given by several properties such as the degree of node u, the number of already contracted neighbors, and others. Moreover, the input graph G is transferred to a search graph G by storing only edges leading from unimportant to important nodes. As a remarkable result, G is smaller than G, yielding a negative overhead per node. Finally, by this transformation, the query is simply a plain bidirectional Dijkstra search operating on G . 2007] , this technique is based on a simple observation intuitively used by humans: When you start from a source node s and drive to somewhere "far away," you will leave your current location via one of only a few "important" traffic junctions, called (forward) access nodes − → A (s). An analogous argument applies to the target t, that is, the target is reached from one of only a few backward access nodes ← − A (t). Moreover, the union of all forward and backward access nodes of all nodes, called transit-node set T , is rather small. This implies that for each node, the distances to/from its forward/backward access nodes and for each transit-node pair (u, v) the distance between u and v can be stored. For given source and target nodes s and t, the length of the shortest path that passes at least one transit node is given by d T (s, t) = min{d (s, u) + d (u, v) + d (v, t) | u ∈ − → A (s), v ∈ ← − A (t)}. Note that all involved distances d (s, u), d (u, v) , and d (v, t) can be directly looked up in the precomputed data structures. As a final ingredient, a locality filter L : V × V → {true, false} is needed that decides whether given nodes s and t are too close to travel via a transit node. L has to fulfill the property that
Transit-Node Routing (TNR). Introduced in

L(s, t) = false implies d (s, t) = d T (s, t). Then, the following algorithm can be used to compute the shortest-path length d (s, t):
if L(s, t) = false, then compute and return d T (s, t); else use any other routing algorithm.
For a given source-target pair (s, t), let a := max(| − → A (s)|, | ← − A (t)|). Note that for a global query (i.e., L(s, t) = false), we need O(a) time to look up all access nodes, O(a 2 ) to perform the table look-ups, and O(1) to check the locality filter.
Goal-Directed Approaches. The idea of goal-directed speed-up techniques is to direct the search toward the target t by preferring edges that shorten the distance to t and by excluding edges that cannot possibly belong to a shortest path to t-such decisions are usually made by relying on preprocessed data.
ALT. In Goldberg and Harrelson [2005] and Goldberg and Werneck [2005] , the ALT algorithm is presented that is based on A * search, Landmarks, and the Triangle inequality. After selecting a small number of nodes, called landmarks, the distances d (v, λ) and d (λ, v) to and from each landmark λ are precomputed for all nodes v. For nodes s and t, the triangle inequality yields for each landmark λ two lower bounds d (λ, t 
) − d (λ, s) ≤ d (s, t) and d (s, λ) − d (t, λ) ≤ d (s, t).
The maximum of these lower bounds is used during an A * search. The original ALT approach has fast preprocessing times and provides reasonable speed-ups, but consumes too much space for very large networks. In the subsequent paragraph on "Previous Combinations," we will see that there is a way to reduce the memory consumption by storing landmark distances only for a subset of the nodes.
The success of ALT highly depends on the choice of the landmarks. Several heuristics exist, where avoid and maxCover yield the best speed-ups. Avoid selects landmarks from the graph by iteratively identifying parts of the graph not well covered by landmarks, while maxCover generates more landmarks (with avoid) than necessary and then selects the best ones among of them by local search. For details, see Goldberg and Werneck [2005] .
Arc-Flags (AF).
The arc-flag approach, introduced in Lauther [2004] , Köhler et al. [2005] , and Möhring et al. [2005] , first computes a partition C of the graph. A partition of V is a family C = {C 0 , C 1 , . . . , C k } of sets C i ⊆ V such that each node v ∈ V is contained in exactly one set C i . An element of a partition is called a cell. Next, a label is attached to each edge e. A label contains, for each cell C i ∈ C, a flag AF C i (e), which is true iff a shortest path to a node in C i starts with e. A modified Dijkstra then only considers those edges for which the flag of the target node's cell is true. The big advantage of this approach is its an easy and fast query algorithm. However, preprocessing is very expensive, either regarding preprocessing time or memory consumption [Hilger et al. 2009 ]: In the latter case, a centralized tree is built from each cell keeping the distances to all boundary nodes of this cell in memory.
Previous Combinations. Many speed-up techniques can be combined. In Schulz et al. [2000] , a combination of a predecessor of AFs (called geometric containers ), an early hierarchical approach (called multilevel method [Schulz et al. 2002] ), and A * search yields a speed-up of 62 for a railway transportation problem. In Holzer et al. [2004] , combinations of A * search, bidirectional search, the multilevel method, and geometric containers are studied: Depending on the graph type, different combinations turn out to be best. For the real-world graph examined, a combination of bidirectional search and geometric containers leads to the best running times. For public transportation, however, a combination of AFs and ALT harmonizes well .
REAL. Goldberg et al. [2006; 2007] have successfully combined their advanced version of REach with landmark-based A * search (the ALt algorithm), obtaining the REAL algorithm. In the most recent version [Goldberg et al. 2007 ], they introduce a variant where landmark distances are stored only with the more important nodes, that is, nodes with high reach values. By this means, the memory consumption can be reduced significantly.
HH
* . This approach, presented in Delling et al. [2009b] , combines HHs [Sanders and Schultes 2006] (HH) with landmark-based A * search. Similar to Goldberg et al. [2007] , the landmarks are not chosen from the original graph, but for some level k of the HH, which reduces the preprocessing time and memory consumption. As a result, the query works in two phases: In an initial phase, a plain highway query is performed until the search reaches level k, all nodes of level k reached during this phase are called entrance points to level k. For the remaining search, the landmark distances are available so that a combined (goal-directed) algorithm can be used. 2009] , SHARC extends and combines ideas from HHs (namely, the contraction phase, which produces SHortcuts) with the ARC-flag approach. The result is a fast unidirectional query algorithm, which is advantageous in scenarios where bidirectional search is prohibitive. Such situations arise quite frequentely: Road networks, for example, are predictably congested during rush hours. This realistic scenario is dealt with by time-dependent networks, that is, the travel duration depends on the departure time. This is modeled by assigning travel time functions to the edges of the graph. Recently [Delling 2008; 2009] , SHARC has been adapted successfully to this scenario.
SHARC. Presented in
Our Contributions
In this article, we study a systematic combination of speed-up techniques for Dijkstra's algorithm. However, we observed in Schieferdecker [2008] that-at least in road networks-some combinations are more promising than others. Hence, we focus on the most promising ones: adding goal-direction to hierarchical speed-up techniques. By evaluating different inputs and scenarios, we gain interesting insights into the behavior of speed-up techniques when combining them. As a result, we are able to present the fastest known techniques for several scenarios. For sparse graphs, a combination of CH and AF yields excellent speed-ups with low preprocessing effort. The combination is only overtaken by TNR in road networks with travel times, but the query performance gap is almost closed. However, even TNR can be further accelerated by adding goal direction. Moreover, we introduce a hierarchical ALT algorithm, called CALT, that yields good performance on more dense graphs. Finally, we make interesting observations when combining AF with Reach.
We start our work on combinations in Section 2 by presenting a generic approach for improving the performance of basic speed-up techniques in general. The key observation is that we extract an important subgraph, called the core, of the input graph and use only the core as input for the preprocessing routine of the applied speed-up technique. As a result, we derive a two-phase query algorithm, similar to partial landmark REAL or HH * . During Phase 1, we use plain bidirectional Dijkstra to reach the core, while during Phase 2, we use a speed-up technique in order to accelerate the search within the core. The full power of this core-based routing approach can be unleashed by using a goaldirected technique during Phase 2. Our experimental study in Section 5 shows that when using ALT during Phase 2, we end in a very robust technique that is superior to plain ALT.
In Section 3, we show how to remedy the crucial drawback of AF: its preprocessing effort. Instead of computing arc-flags on the full graph, we use a purely hierarchical method until a specific point during the query. Note that this approach is similar to Section 2. As soon as we have reached an "important" subgraph (or core), that is, a high level within the hierarchy, we turn on AF. As a result, we significantely accelerate hierarchical methods like HNR. Our aggressive variant moderately increases preprocessing effort but query performance is almost as good as TNR in road networks: On average, we settle only 45 nodes for computing the distance between two random nodes in a continental road network. The advantage of this combination over TNR is its very low space consumption.
However, we are also able to improve the performance of TNR. In Section 4, we present how to add goal direction to this approach. As a result, the number of required table look-ups can be reduced by a factor of 13, resulting in average query times of less than 2μs-more than 3 million times faster than Dijkstra's algorithm.
As already mentioned, a few combinations like HH * , REAL, and SHARC have already been published. Hence, Figure 1 provides an overview over existing combinations already published and those that are presented in this article. Note that all techniques in this article use bidirectional search.
An extended abstract of this work has been published in . Here, we additionally give proofs of correctness and introduce new combinations tailored to denser graphs. Moreover, we present a considerably expanded experimental study.
CORE-BASED ROUTING AND CALT
In this section, we present a very easy and powerful approach to generally reduce the preprocessing of the speed-up techniques introduced in Section 1. The central idea is to use contraction [Geisberger et al. 2008 ] to extract an important subgraph and preprocess only this subgraph instead of the full graph.
Preprocessing. At first, the input graph G = (V , E) is contracted to a graph G C = (V C , E C ), called the core. Note that we could use any contraction routine that removes nodes from the graph and inserts edges to preserve distances between core nodes. Examples are those from Sanders and Schultes [2006] , Goldberg et al. [2007] , and or the most advanced one from Geisberger et al. [2008] . The key idea of core-based routing is not to use G as input for preprocessing, but to use G C instead. As a result, preprocessing of most techniques can be accelerated as the input can be shrunk. However, sophisticated methods like HHs, REAL, or SHARC already use contraction during preprocessing. Hence, this advantage especially holds for goaldirected techniques like ALT or AF. After preprocessing the core, we store the preprocessed data and merge the core and the normal graph to a full graph G F = (V , E F = E ∪ E C ). Moreover, we mark the core nodes with a flag.
Contraction. Our contraction routine is inspired by Sanders and Schultes [2006] and Goldberg et al. [2007] and has been developed for SHARC . We perform two steps during contraction, node and edge reduction. The number of nodes is reduced by iteratively bypassing nodes until no node is bypassable any more. To bypass a node x, we first remove x, its incoming edges I , and its outgoing edges O from the graph. Then, for each tail u of I and head v of O, we introduce a new edge of the length l en(u, x) + l en (x, v) , where l en gives the length of an edge. If there already is an edge connecting u and v in the graph, we only keep the one with smaller length. When a shortcut S represents a path P in the input graph, the hop number of S is the number of edges in P . To check whether a node is bypassable, we first determine the number #shortcut of new edges that would be inserted into the graph if x was bypassed. Then, we say a node is bypassable if our bypass criteria are fulfilled First, #shortcut ≤ c · (|I | + |O|) must hold, where c is a tunable contraction parameter. Second, bypassing x must not yield a shortcut with a hop number greater than some h.
A node being bypassed influences the degree of their neighbors and, thus, their bypassability. Therefore, the order in which nodes are bypassed changes the resulting contracted graph. We use a heap to determine the next bypassable node. The key of a node x within the heap is H · #shortcut/(|I | + |O|), where H is the hop number of the hop-maximal shortcut that would be added if x was bypassed; smaller keys have higher priority. We call a node not being bypassed a core node.
Next, we perform an edge-reduction step, similar to Schultes and Sanders [2007] . We grow a shortest-path tree from each node u of the core. We stop the growth as soon as all neighbors t of u have been settled. Then, we check for all neighbors t whether u is the parent of t in the grown partial shortest-path tree. If u is not the parent, we can remove (u, t) from the graph because the shortest path from u to t does not include (u, t) .
So, the core G C of a graph G includes all core nodes and all original and added edges (u, v) , with u and v both being core nodes. An edge being part of G C is called a core edge. PROOF. Correctness follows directly from our rules of adding shortcuts during node reduction and removal of unneeded edges during edge reduction.
Query.
The s-t query is a modified bidirectional Dijkstra, consisting of two phases, and performed on the full graph G F . During Phase 1, we run a bidirectional Dijkstra rooted at s and t not relaxing edges when settling a core node. We add each core node settled by the forward search to a set S (called the entry nodes of s), respectively, T for the backward search. Moreover, we maintain a tentative shortest-path length μ by updating μ whenever we settle a node that has also been settled by the other direction. The first phase terminates if one of the following two conditions holds: Either (1) both priority queues are empty or (2) the distance to the closest node s ∈ S of s and t ∈ T of t is larger than the length of a tentative shortest path possibly found during Phase 1. If case (2) holds, the whole query terminates, since μ is the length of the shortest path between s and t. Otherwise, the second phase is initialized by refilling the queues with the nodes belonging to S and T . As keys, we use the distances computed during Phase 1. Afterward, we execute the query-algorithm of the applied speed-up technique, which terminates according to its stopping condition. Note that when not using any speed-up technique for the second phase, we obtain a special variant of HNR. THEOREM 2.2. Core-based routing is correct.
PROOF. Let P = (s, u 1 , . . . , u k , t) be an arbitrary shortest path in G. If no node on P is part of the core in G F , core-based routing is correct, since we find the path during Phase 1. If only one node on P is part of the core, we also find the path during Phase 1. Now, let more than one node on P be part of the core. Let u i be the first and u j be the last core node on P . During Phase 1, we obtain paths from s to u i and from u j to t no longer than the corresponding subpaths in G. Due to the fact that distances within the core are preserved by our contraction routine (Theorem 2.1), we know that a path between u i and u j in G C exists with the same length as the corresponding subpath of P . Hence, there exists a path in G F with equal length that is found by core-based routing.
Comparison to CHs. Contraction was introduced as an ingredient for HHs and was later adapted to Reach (RE). In both cases, node reduction is similar as described earlier in the text, while edge reduction is somehow more complicated in both cases. For HH, highway edges have to be identified, while for RE, edge reduction is based on a rather complicated reach computation. It turned out that the simple edge-reduction routine described earlier is sufficient to prune the graph in order to efficiently construct a hierarchy in a road network . Starting from this observation, CHs [Geisberger et al. 2008] has been developed. Basically, a CH is built from an input by performing n node reduction and edge reduction steps, similar to the ones described earlier in the text. Each node-reduction step contracts exactly one node u, resulting in a very limited edge-reduction routine, as unneeded shortcuts may only be added between neighbors of u. However, CH tends to highly depend on the input and on chosen parameters. Hence, we refer to the routines described earlier in the text if we construct a core.
CALT. Although we could use any of the speed-up techniques to instantiate our core-based approach, we focus on a variant based on ALT due to the following reasons. First of all, ALT works well in dynamic scenarios , that is, edge weights may change due to traffic jams or delays. Hence, we expected that CALT (Core-ALT) also works well in dynamic and timedependent (edge weights are specified by travel time functions) scenarios, which recently has been shown in Delling and Nannicini [2008] . Second, we showed in Bauer et al. [2007] that pure ALT is a very robust technique with respect (u, t) with u ∈ V C , t / ∈ V C using landmark distances in the core, t ∈ V C acts as proxy node for t.
to the input. Finally, ALT suffers from the critical drawback of high memory consumption-we have to store two distances per node and landmark-which can be drastically reduced by switching to CALT. On top of the preprocessing of the generic approach, we compute landmarks on the core and store the distances to and from the landmarks for all core nodes. The second phase of core-based routing is replaced by ALT.
Proxy Nodes. Note that the ALT query requires lower bounds to s and t from every node within the core, but both s and t need not be part of the core. In order to perform correct queries anyway, we adapt the ideas from Goldberg et al. [2007] and Delling et al. [2009b] to overcome this problem. Let t -called the proxy node of t-be the core node with minimum d (t, t ) and let l 1 and l 2 be two arbitrary landmarks L ⊂ V C . Then, the following equations hold for all u ∈ V C (see Figure 2) .
provides a feasible lower bound for the distance d (u, t). Analogously, we obtain
We compute these proxy nodes of s and t for a given s-t query during the initial phase of the query by running Dijkstra queries. Note that for CALT, the quality of the lower bounds not only depends on the quality of the selected landmarks but also on d (t, t ) and d (s , s).
Improved Locality. In order to improve query performance, we increasesimilar to Goldberg et al. [2007] -cache efficiency of G F by reordering nodes. As most of the query is performed on the core, we store the core nodes followed by the noncore nodes. As a consequence, the number of cache misses is reduced yielding lower query times. Furthermore, this simplifies access to landmark distances, since we can simply use an array with |L| · |V C | 64-bit entries for storing these distances (see Delling and Wagner [2007] for details).
PROOF. According to Theorem 2.2, plain core-based routing is correct. Moreover, potentials as obtained from Equation (1) 
HIERARCHY-AWARE ARC-FLAGS
Two important goal-directed techniques have been established during the last years: ALT and AF. The advantages of ALT are fast preprocessing and easy adaptation to dynamic scenarios, while the latter is superior with respect to query performance and space consumption. However, preprocessing of AF is expensive. The central idea of Hierarchy-Aware Arc-Flags is to combine-similar to REAL or HH * -a hierarchical method with AF. By computing arc-flags only for a subgraph containing all nodes in high levels of the hierarchy, we are able to reduce preprocessing times. In general, we could use any hierarchical approach but as CH is the hierarchical method with lowest space consumption and best query performance, we focus on the combination of CH and AF. To obtain a complete set of combinations, we also present a combination of Reach and AF. Note that with SHARC , a combination of our core-based routing (Section 2) with AF already exists.
Contraction Hierarchies + Arc-Flags (CHASE)
As mentioned in Section 1.1, CHs basically uses a plain bidirectional Dijkstra on a search graph constructed during preprocessing. We are able to combine AF and CHs in a very natural way and name it the CHASE-algorithm (ContractionHierarchy + Arc-flagS + highway-nodE routing).
Preprocessing. First, we run a complete CHs preprocessing, which assembles the search graph G . Next, we extract the subgraph H of G containing the |V H | nodes of highest levels. The size of V H is a tuning parameter. Recall that CHs uses |V | levels with the most important node in level |V | − 1. We partition H into k cells and compute arc-flags according to Hilger et al. [2009] for all edges in H. Summarizing, the preprocessing consists of constructing the search graph and computing arc-flags for H.
Query. The query is a two-phase algorithm similar to the CALT query (see Section 2). The first phase is a bidirectional Dijkstra on G where we do not relax outgoing edges when settling a node v belonging to H. Instead, if v is settled by the forward search, we add v to a node set S, respectively, T for the backward search. We also maintain a tentative shortest-path length μ by updating μ whenever we settle a node that has also been settled in the other direction. Phase 1 ends if the search in both directions stops. The search in one direction ends if one of two conditions holds: either (1) the respective priority queue is empty, or (2) the tentative shortest-path length is smaller than the minimum of the key values in the respective queue and the distance to the closest node s ∈ S of s for the forward search, respectively, t ∈ T of t for the backward search. The whole query terminates if either S or T are empty or if Case (2) holds for both directions. Then μ is the length of the shortest path. Otherwise, we switch to Phase 2 of the query, which we initialize by refilling the queues with the nodes from S and T . For key values, we use the distances computed during Phase 1. In Phase 2, we use a bidirectional AF Dijkstra. We identify the set C S (C T ) of all cells that contain at least one node u ∈ S (u ∈ T ). The forward search only relaxes edges having a true arc-flag for any of the cells C T . The backward search proceeds analogously.
Note that we have a trade-off between performance and preprocessing. If we use bigger subgraphs as input for preprocessing arc-flags, query performance is better as arc-flag can be used earlier. However, preprocessing time and memory overhead increase as more arc-flags have to be computed and stored.
Stall-On-Demand. Pure CHs benefit from an optimization technique called stall-on-demand. During the query, a very local breadth-first search stalls nodes that cannot be part of the shortest path (see Schultes [2008] for details). However, during our experimental study, it turned out that this optimization technique does not pay off for CHASE. The search space decreases only slightly, which cannot compensate the computational overhead of stall-on-demand (see Section 5.1 for details). So, the resulting default query of CHASE is a plain bidirectional Dijkstra operating on G with arc-flags activated on high levels of the hierarchy. THEOREM 3.1. CHASE is correct.
PROOF. The correctness of CH is known. If the query terminates during Phase 1, then the correctness of the combination directly follows from the correctness of CH. Otherwise, we know that a shortest s-t path must contain at least two entrance pointsŝ ∈ S andt ∈ T . As the query relaxes all edges with true arc-flags for at least one cell in C T and C S , it is certain that the shortest path is found.
Partial CHASE (pCHASE). CHs yields excellent preprocessing and query times in road networks. The main reason is that the average degree of nodes with respect to the search graph G stays low. However, for other inputs as given in Section 5.2, the average degree may grow rapidly yielding bad preprocessing and query times. Our Partial CHASE algorithm is motivated from such inputs. Instead of computing a complete contraction hierarchy, we stop the contraction at a certain point. This yields a CH-core H with size |V H |. We use the subgraph induced by V H as input for arc-flags preprocessing. The idea is that the lacking hierarchy in the core is compensated by goal direction.
Reach + Arc-Flags (ReachFlags)
Similar to CHASE, we can also combine Reach and AF, called ReachFlags. We first run a complete Reach preprocessing, as described in Goldberg et al. [2007] , and assemble the output graph. Next, we extract a subgraph H from the output graph containing all nodes with a reach value ≥ . Again, we compute arc-flags in H according to Section 1. Note that we do not favor one path over another if both paths have the same length. The ReachFlags-query can easily be adapted from the CHASE-query in a straightforward manner. Note that the input parameter adjusts the size of V H . Thus, a similar trade-off in performance/preprocessing effort like for CHASE is given. THEOREM 3.2. ReachFlags is correct.
PROOF. We know that pure reach-based routing is correct. With the same observations from the proof of Theorem 3.1, the correctness of ReachFlags follows.
Partial ReachFlags (pReachFlags).
Analogously to Partial CHASE, we can also define a partial variant of ReachFlags. Therefore, we slightly alter the reach preprocessing: Reach-computation according to Goldberg et al. [2007] is a process that iteratively contracts and prunes the input. After each iteration step, all nodes with final reach values assigned are removed from the graph. Starting from this observation, we are able to preprocess Partial ReachFlags. We first run iteration steps of Reach-preprocessing, as described in Goldberg et al. [2007] . All nodes that do not have their final reach value set, get a reach value of ∞ assigned. Next, we assemble the output graph and extract a subgraph H from it containing all nodes with reach ∞. Again, we compute arc-flags in H according to Hilger et al. [2009] . Note that for Partial ReachFlags the input parameter adjusts the size of V H .
TRANSIT-NODE ROUTING + ARC-FLAGS (TNR + AF)
Recall that the most time-consuming part of a TNR-query are the table look-ups (see Section 1.1). Hence, when we want to further improve the average query times, the first attempt should be to reduce the number of those look-ups. This can be done by excluding certain access nodes at the outset, using an idea very similar to the arc-flag approach. We consider the minimal overlay graph G T = (T , E T ) of G, that is, the graph with node set T and an edge set E T such that |E T | is minimal and for each node pair (s, t) ∈ T × T , the distance from s to t in G corresponds to the distance from s to t in G T . We partition this graph G T into k regions and store for each node u ∈ T its region r(u) ∈ {1, . . . , k}. For each node s and each access node u ∈ − → A (s), we manage a flag vector f
In other words, a flag of an access node u for a particular region x is set to true if u is useful to get to some transit node in the region x when starting from the node s. Analogous flag vectors f ← t,u are kept for the backward direction.
Preprocessing. The flag vectors can be precomputed in the following way, again using ideas similar to those used in the preprocessing of the arc-flag approach: Let B ⊆ T denote the set of border nodes, that is, nodes that are adjacent to some node in G T that belongs to a different region. For each node s ∈ V and each border node b ∈ B, we determine the access (r(u) ) is set to true for each s ∈ V and each access node u ∈ − → A (s), since each access node obviously minimizes the distance to itself. An analogous preprocessing step has to be done for the backward direction. THEOREM 4.1. The preprocessing algorithm is correct.
PROOF. We consider an arbitrary node s, an access node u ∈ − → A (s), and a region
s,u (r(u)) has to be true, which is explicitly ensured by the preprocessing algorithm. Otherwise (x = r(u)), we distinguish between two cases:
has to be true. Consider a shortest path P from u to v in G T and the node b on P with r(b) = x that is closest to u. From this definition and the fact that r(u) = x, it follows that the predecessor of b on P belongs to a different region, that is, b is a border node. Furthermore, we can conclude that 
Query. In a query from s to t, we can take advantage of the precomputed flag vectors. First, we consider all backward access nodes of t and build the flag vector f t such that f t (r(u)) = true for each u ∈ ← − A (t). Second, we consider only forward access nodes u of s with the property that the bitwise AND of f → s,u and f t is not zero; we denote this set by − → A (s); during this step, we also build the vector f s such that f s (r(u)) = true for each u ∈ − → A (s). Third, we use f s to determine the subset ← − A (t) ⊆ ← − A (t) analogously to the second step. Now, it is sufficient to perform only | − → A (s)|×| ← − A (t)| table lookups. An example is given in Figure 3 . Note that determining − → A (s) is in O(| − → A (s)|) and, respectively, determining ← − A (t) is in O(| ← − A (t)|), in particular operations on the flag vectors can be considered as quite cheap because we can use bit parallelism. PROOF. We have to show that min{d (s, u)
Furthermore, we have f t (r(v)) = true, since v ∈ ← − A (t). Hence, the bitwise AND of f → s,u and f t is not zero and, consequently, u ∈ − → A (s). Analogously, we can show that v ∈ ← − A (t).
Optimizations. Presumably, it is a good idea to just store the bitwise OR of the forward and backward flag vectors in order to keep the memory consumption within reasonable bounds. The preprocessing of the flag vectors can be accelerated by rearranging the columns of the distance table so that all border nodes are stored consecutively, which reduces the number of cache misses.
EXPERIMENTS
In this section, we present an extensive experimental evaluation of our combined speed-up techniques in various scenarios and inputs. Our implementation is written in C++ (using the STL at some points). As priority queue, we use a binary heap. The evaluation was done on two similar machines: An AMD Opteron 2218 1 and an Opteron 270. 2 The second machine is used for the combination of TNR and AF, the first one for all other experiments. Note that the second machine is roughly 10% faster than the first one due to faster memory. In the following, we report preprocessing effort and query performance of all speed-up techniques. We measure the preprocessing effort in time to compute the additional data and the additional space per node this data occupies. For query performance, we report the average number of settled nodes, that is, the number of nodes taken from the priority queues, and resulting query times. All figures in this article are based on 10,000 random s-t queries and refer to the scenario that only the lengths of the shortest paths have to be determined, without outputting a complete description of the paths. Efficient techniques for the latter have been published in Delling et al. [2009b] , , and Geisberger et al. [2008] .
Road Networks
As inputs for our test on road networks, we use the largest strongly connected component 3 of the road networks of Western Europe, provided by PTV AG for scientific use, and of the United States, which is taken from the DIMACS Challenge homepage [Demetrescu et al. 2006] . The former graph has approximately 1 The machine runs SUSE Linux 10.3, is clocked at 2.6GHz, has 16GB of RAM and 2 × 1MB of L2 cache. The programs were compiled using the GNU C++ compiler 4.2.1 with optimization level 3. The DIMACS benchmark on the full U.S. road network with travel time metric takes 6 013.6s. 2 SUSE Linux 10.0, 2.0GHz, 8GB of RAM, and 2 × 1MB of L2 cache. The programs were compiled using the GNU C++ compiler 4.0.2 with optimization level 3. The DIMACS benchmark: 5 355.6s. 3 For historical reasons, some quoted results are based on the respective original network that contains a few additional nodes that are not connected to the largest strongly connected component.
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• R. Bauer et al. 18 million nodes and 42.6 million edges. The corresponding figures for the USA are 23.9 million and 58.3 million, respectively. In both cases, edge lengths correspond to travel times. For an overview of the distance metric, see Table I . Results on the distance metric can be found later in this article.
CALT. For CALT, we first evaluate the impact of contraction on preprocessing effort and query performance. Table II reports the performance of CALT with 64 avoid landmarks with varying contraction rate. Note that for c = 0.0 and h = 0, we end up in a plain ALT-set-up.
We observe that contraction has a very positive effect on ALT: Preprocessing space and time decreases combined with better query performance. The latter are accelerated by more than one order of magnitude while the high memory consumption of ALT can be reduced to a reasonable amount. Moreover, turning on contraction decreases the variance of the query times. Interestingly, the number of additional edges in the full graph G F first increases with increasing contraction rates but then decreases again. The reason for this is that the core shrinks rapidly. The few core nodes finally yield a high average degree but with respect to the total number of nodes, the impact of core edges fades. For Europe, we observe that at a certain point, higher contraction values yield worse query performance. For the United States, only the number of settled nodes also starts Core nodes depict the percentage of core nodes in G F , |E| incr. reports the number of additional edges in G F , and the resulting overhead (including landmark distances) is given in Bytes per node. The preprocessing time is given in minutes. For queries, we report the size of the search space in number of settled nodes, the number of entry nodes, and the resulting average query times in milliseconds.
to increase. It seems as if c = 2.5 and h = 50 is a good compromise between preprocessing and query performance. Hence, we use these contraction values as default if not otherwise stated.
Number of Landmarks. Next, we focus on the impact of the number of landmarks. More precisely, we evaluate 8, 16, 32, and 64 landmarks generated on cores obtained from different contraction rates. Note that we use maxCover for 8 and 16 landmarks, while avoid was used to select 32 and 64 landmarks. Also note that a contraction of c = 0.0 and h = 0 again yields a pure ALT set-up.
We observe that with decreasing size of the core, the impact of the number of landmarks fades: In a pure ALT setting, doubling the number of landmarks roughly yields an increase of a factor of 2 in query performance. On the contrary, in a high-contraction scenario (c = 5.0, h = 100), the number of landmarks has nearly no influence on query performance. Using 64 instead of 8 landmarks decreases query times by only ≈ 33%. However, as memory consumption is still very low for 64 landmarks, we use this number as default for CALT.
Local Queries. In order to gain deeper insights into the impact of contraction on query performance, Figure 4 reports the query times of CALT for different contraction rates and different measures of the locality of the queries. For ALT, we use 16 maxCover landmarks, for CALT 64 landmarks are selected by avoid.
We observe that pure ALT is faster than CALT for ranks up to 2 8 if low contraction is applied. If the core gets smaller, pure ALT is faster than CALT for ranks up to 2 10 . This is due to the fact that CALT has a two-phase query yielding a higher overhead. Interestingly, increasing the contraction rate has a ACM Journal of Experimental Algorithmics, Vol. 15, Article No. 2.3, Publication date: February 2010.
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• R. Bauer et al. ALT (16 landmarks Each box spreads from the lower to the upper quartile and contains the median, the whiskers extend to the minimum and maximum value omitting outliers, which are plotted individually. Note that the mean distance of random queries adds up to half the maximum distance. Thus, the second column from the right is a good representative for random queries.
negative effect for low-range queries while long-range queries seem to benefit from higher contraction rates. Still, low-range queries are executed in less than 1ms for both contraction set-ups. Moreover, space consumption decreases with increasing contraction rates (see Table III ). Hence, our choice of c = 2.5, h = 50 as our default setting seems reasonable.
CHASE. The combination of CHs and AF allows a very flexible trade-off between preprocessing and query performance. The bigger the subgraph H used as input for AF, the longer preprocessing takes but query performance improves. Table IV reports the performance of CHASE for different sizes of H in percentage of the original graph. We partition H with SCOTCH 4 [Pellegrini 2007 ] into 128 cells.
Two observations are remarkable: The effect of stall-on-demand (see Section 3.1) and the size of the subgraphs. While stall-on-demand pays off for pure CH, CHASE does not win from turning on this optimization. The additional The search space is given as #settled nodes during phase 1 and in total. The number of entry points is given as well. The space overhead is given with respect to the input graph. Since CH and CHASE only apply a smaller search graph, negative values are possible as explained in Section 1.1. Note that the results of our implementation of CH correspond to a size of H of 0.0%.
reduction in the number of settled nodes is not large enough to pay for the additional computational overhead incurred by stall-on-demand. Apparently, arc-flags already prune most of the nodes from the search space that would otherwise be pruned by stall-on-demand. Another very interesting observation is the influence of the input size for arc-flags. Applying goal-direction on a very high level of the hierarchy speeds up the query significantly. A core size of 0.5% already yields an additional speed-up of a factor of 4 for an additional preprocessing effort of 6 minutes. Hence, we call this set-up our economical variant of CHASE. Interestingly, further significant improvements -with respect to query times-are only observable for a core size of up to 5% of the input graph. Here, we achieve query times ≈10 times faster than plain CH. Still, 99 minutes of preprocessing is reasonable. Hence, we call this set-up our generous variant of CHASE. Increasing the size of H to 10% or even 20% yields a much higher preprocessing effort (both space and time) but query time decreases only slightly, compared to 5%. However, our fastest variant settles only 35 nodes, on average, having query times of 13.0μs. Note that for this input, the average shortest path in its contracted form consists of 22 nodes, so only 13 unnecessary nodes are settled, on average.
Local Queries. Like for CALT, Figure 5 reports the query times of economical and generous CHASE and plain CH with respect to different localities of the queries. We observe that up to a rank of 2 14 , all three algorithms yield similar query times. This is expected, since up to this rank, most of the queries do not touch the upper part of the contraction hierarchy, and hence, arc-flags do not contribute to the query. Above this rank, query performance gets better again. This effect has been observed for pure AF as well [Hilger et al. 2009 ]: Long-range queries often relax only the shortest path while for low-range queries, the advantage of arc-flags fades. Comparing economical and generous CHASE, we observe that above a rank of 2 17 , the latter is about 2.5 times faster than the former. For very high ranks, generous CHASE is more than an order of magnitude faster than pure CH.
Partial CHASE. Up to now, we evaluated a set-up where a complete contraction hierarchy is constructed. However, as discussed in Section 3.1, we may stop the construction at some point and compute arc-flags on a flat core. Table V reports the performance of partial CHASE if 0.5% and 5% of the graph is not contracted. For comparison, we report the figures of a partial variant of CH, called pCH. Similar to pCHASE, we stop contraction at some point and perform CH-queries in such a partial hierarchy. Moreover, we report the performance of The input is Europe. Note that only 1,000 queries were computed for pCH. The results of our implementation of reach correspond to a size of H of 0.0%.
plain CH and economical CHASE. We observe that for road networks, partial variants of CHASE yield worse results than pure CH: With an uncontracted core of 0.5%, preprocessing is a little bit faster but for the price of a slow down of a factor of 4.6 in query performance. Higher uncontracted cores seem even more impractical. The reason for this rather bad performance stems from contraction hierarchies. The partial variant of CH yields a very bad query performance, which cannot be compensated by arc-flags.
ReachFlags. Table VI gives an overview for ReachFlags, similar to Table IV for CHASE, showing the effects of different sizes of the subgraph H. As expected, query times decrease with an increased subgraph. However, adding goal direction via AF yields worse additional speed-ups than for CH. Computing flags on the topmost 0.5% of the graph accelerates queries only by a factor of 2. For CH, the corresponding figure is 4.
Moreover, since CH is more than one order of magnitude faster than Reach, CHASE is superior to ReachFlags with respect to all relevant figures. Note, however, that our own implementation of Reach that we also use as base for ReachFlags is roughly a factor of 2 slower than the results presented in Goldberg et al. [2007] . 5 Thus, a further speed-up of a factor of 2 might be possible using their implementation.
Partial ReachFlags. Table VII reports the performance of partial ReachFlags. We stop reach computation after i iterations, set the reach of remaining nodes to infinity, and compute arc-flags for the subgraph induced by these nodes. For pure TNR, we report two figures. The first is based on highway hierarchies, while the second is for a TNR-implementation based on contraction hierarchies. Note that the experiments involving TNR have been performed on a slightly different platform.
Interestingly, partial ReachFlags provides better results than pure reach: The less reach values we bound, the better the performance of the algorithm gets. This is due to the fact that we compute arc-flags for a bigger part of the graph. Interestingly, for core sizes of ≈5%, pReachFlags outperforms pCHASE, while for core sizes of ≈0.5%, PCHASE outperforms pReachFlags. It seems as if the loss in performance for cutting a hierarchy based on reach valules is less than cutting a contraction hierarchy.
TNR+AF. The fastest variant of TNR without using flag vectors is presented in Geisberger et al. [2008] ; the corresponding figures are quoted in Table VIII . For this variant, we computed flag vectors according to Section 4 using k = 48 regions. This takes, in the case of Europe, about two additional hours and requires 117 additional Bytes per node. Then, the average query time is reduced to as little as 1.9μs, which is an improvement of almost factor 1.8 (factor 2.9 compared to our first publication in ) and a speed-up compared to Dijkstra's algorithm of more than factor 3 million. The results for the United States are even better. Again, note that the experiments involving TNR have been performed on a slightly different platform than the other ones.
The improved running times result from the reduced number of table accesses: In the case of Europe, on average, only 3.1 entries have to be looked up instead of 40.9 when no flag vectors are used. Note that the runtime improvement is considerably less than a factor of 40.9/3.1 = 13.2 though. This is due to the fact that the average runtime also includes looking up the access nodes and dealing with local queries.
Comparison. Table IX reports the performance of our new combinations in comparison to existing speed-up techniques. CALT. In Delling and Wagner [2007] , we were able to improve the query performance of ALT over Goldberg et al. [2007] by improving the organization of the landmark data. However, we do not compress landmark information and use a slightly better heuristic for landmark selection. Hence, we report both results. Our variants are labeled ALT-m16 (using 16 maxCover landmarks) and ALT-a64 (64 avoid landmarks) versus ALT-a16 (16 avoid landmarks). By adding contraction to ALT(→ CALT), we are able to reduce query times to 1.3ms for Europe and to 3.0ms for the United States. This better performance is due to two facts. On the one hand, we may use more landmarks (we use 64), and on the other hand, the contraction reduces the number of hops of shortest paths. Moreover, the most crucial drawback of ALT-memory consumption-can be reduced to a reasonable amount, even when using 64 landmarks. Still, CALT cannot compete with REAL or the pure hierarchical methods HH, HNR, CH, and TNR, but the main motivation for CALT is its easy adaptability to dynamic and time-dependent scenarios [Delling and Nannicini 2008] .
CHASE. We report the figures for economical and generous CHASE. For Europe, the economical variant only needs 7 additional minutes of preprocessing over pure CH and the preprocessed data is still smaller than the input. Recall that a negative overhead derives from the fact that the search graph is smaller than the input, see Section 1.1. This economical variant is already roughly 4 times faster than pure CH. However, by increasing the size of the subgraph H used as input for arc-flags, we are able to almost close the gap to pure TNR. CHASE is only 5 times slower than TNR (and is even faster than the grid-based approach of TNR ). However, the preprocessed data is much smaller for CHASE, which makes it more practical in environments with limited memory. Moreover, it seems as if CHASE can be adapted to time-dependent scenarios easier than TNR [Batz et al. 2009 ]. The preprocessed data and the time required for preprocessing can be further decreased by using variants of CH and CHASE that do not contract the final fraction of the graph (→pCH-0.5%, pCHASE-0.5% and pCH-5.0%, pCHASE-5.0%). But this small advantage is gained by a large reduction in query performance rendering them unprofitable compared to the other algorithms.
Comparing SHARC and CHASE, one may notice that both combinations are based on contraction and arc-flags. Since CHASE uses a better contraction routine than bidirectional SHARC, the former outperforms the latter. However, the main motivation for SHARC was a unidirectional query algorithm allowing easy adaptations to augmented scenarios [Delling 2008; 2009; Delling and Wanger 2009] .
ReachFlags. As already mentioned, our Reach implementation yields worse results than the numbers reported in Goldberg et al. [2007] . Hence, we report both results. By adding arc-flags to Reach (→ ReachFlags), we obtain query times comparable to REAL. However, preprocessing takes a little bit longer.
Still, it seems as if ReachFlags is inferior to CHASE, which is mainly due to the good performance of CHs. As expected, by stopping the reach preprocessing prematurely (→ pReachFlags), we sacrifice query performance for a faster preprocessing with less memory overhead. Interestingly, for Europe only the number of settled nodes increases but the query times actually improve. Also note that compared to the partial variants of CH and CHASE the loss in query performance is much smaller. Geisberger et al. [2008] already provided faster query times than any of the combinations elaborated previously in the text. Adding arc-flags to TNR (→ TNR+AF) further improves the query times by a factor of 2 but also increases the preprocessing overhead, both in time and memory, by about the same factor. Thus, TNR+AF is the fastest of our combinations but also the most costly one.
TNR+AF. Our implementation of TNR in
Summary. We observe that the best results for each measured performance criterion is obtained by one of our newly introduced speed-up techniques. In addition, we see that almost all of our techniques are Pareto-optimal.
9 Thus, each technique is the optimal choice for a specific task with regards to the analyzed algorithms. Only our variants of ReachFlags and pCHASE with a larger core size fall short in this respect.
Travel Distances. Until now, we concentrated on travel times as metric. Table I reports the performance of our new combinations compared to existing techniques if travel distances are used as metric. Note that by this, we compute the shortest path in a transportation network, which most often is different from the quickest one. We observe that both pure hierarchical and goal-directed approaches work worse on travel distances than on travel times. Interestingly, this does not hold for combinations. Most of the combinations yield similar performance on both metrics. For example, both pure AF and CH are 5 and 20 times slower on travel distance, whereas the combination of both approaches, CHASE, yields similar query times. The reason for this is the following: For pure CH, edge reduction works worse on travel distances yielding higher degrees for high-level nodes. By applying AF on this rather dense core, a lot of edge relaxations can be avoided. This also explains the highly increased preprocessing times of CHASE: The core is denser making arc-flag computation more time-consuming. Hence, partial CHASE is more promising on this input than on travel times as metric. We observe that preprocessing times are faster than for pure CH combined-at least for Europe-with better query times.
Concerning preprocessing times, CALT outperforms any other technique combined with reasonable query times. We conclude that CALT indeed is almost as robust as pure ALT with respect to metric changes. As expected, cutting the hierarchy, that is, not contracting the last fraction of the graph, pays off only for denser inputs, that is, three-and four-dimensional grids. Preprocessing of pCHASE is much lower than for pure CH or CHASE combined with better query times. This advantage comes at the price of a much larger space overhead. Note that for the most dense graphs even plain bidirectional Dijkstra performs better. This can be explained by the small expansion of these graphs.
Concerning CALT, we observe that turning on contraction pays off-in most cases-very well: Preprocessing effort gets less with respect to time and space while query performance improves. However, as soon as the graph gets too dense, for example, four-dimensional grids, the gain in performance is achieved by a higher amount of preprocessed data. The reason for this is that contraction works worse on dense graphs, thus the core is bigger. Comparing CALT and CHASE, we observe that CHASE works better for very sparse graphs, while CALT yields better performance on our denser inputs. Interestingly, even pCHASE cannot compete with CALT on these inputs. We assume that this derives from the general mediocre performance of CH on denser graphs combined with too many entry points into the core. Hence, many regions are activated during the arc-flag query yielding a small speed-up within the core. We conclude that for such inputs it is better to combine ALT with a hierarchical method.
Overall, we observe again, that almost all of our new combinations of speedup techniques are Pareto-optimal with regards to the examined algorithms and the regarded types of graphs. Thus, we can conclude that there is a task where each of our combinations excels.
Sensor Networks. Besides synthetic grid graphs and time-expanded timetable networks, we also focused our analyses on unit disk graphs (1,000,000 nodes with an average degree of 7, 10, and 20). These graphs provide a simple model to describe the connectivity in radio networks, such as large-scale sensor networks. We obtain such graphs by arranging nodes uniformly at random on the plane and connecting nodes with a distance below a given threshold. As metric, we use the Euclidean distance to the power 1, 2, and 4. Power 1 for example models signal latency. Power 2 models energy requirement for free-space communications and the area in which a communication would cause significant interference. Powers from (2, 5] are commonly used for modeling energy requirement in presence of signal absorption and so on [Beier et al. 2009 ]. The results of our experiments are shown in Table XI .
Several interesting things can be seen. At first, we concentrate on the case of a pure Euclidean distance measure (Power 1) for unit disk graphs of a varying density. We observe that most speed-up techniques have problems when the average node degree becomes too large. Pure hierarchical techniques seem to suffer more than pure goal-directed ones because they have problems identifying a clear hierarchy between the nodes. As mentioned previously, cutting the hierarchy seems to be the appropriate strategy for the denser graphs, that is, average node degree 10 and 20. In case of pCHASE, both the preprocessing time and the query time can be cut by a considerable amount but at the cost of a much higher space overhead. --6,387 −46 23,886 11.7 5,167 −78 18,253 7.6 Note that the preprocessing of CH, CHASE, and all variants of pCHASE have each been canceled after 20 hours for unit disk graphs with an average node degree of 20 and an Euclidean distance metric (lower left cell). Therefore, marking Pareto-optimal algorithms is of limited informative value in this case. Now, we compare the same graphs but apply different power laws to compute the edge weights. We observe that only changing the weight functions but not the topological structure of the graphs has little influence on goal-directed techniques. On the other hand, the impact on hierarchical techniques is huge. Using higher powers, the weight differences between short and long edges become more distinct, and thus, it becomes easier to identify hierarchical structures in the graphs. Speed-ups of up to a factor of 6 can be observed. We also see a large decrease in required space overhead for those techniques based on CHs. This effect results from CH removing all superfluous edges-up to two thirds in case of unit disk graphs with an average node degree of 20 using a power law of 4. A possible explanation for this large amount of unnecessary edges can be found in Chan et al. [2001] . Here, Chan et al. state that for full graphs using a power law greater than 2, the graph can be reduced to its Delaunay triangulation for finding shortest paths. Note that a Delaunay triangulation is a sparse graph with an average node degree of 6.
Finally, we observe again, that most of the analyzed speed-up techniques are Pareto-optimal. Thus, there exists no best solution but a variety of techniques each with its own advantages and disadvantages.
CONCLUSION
In this work, we systematically combine hierarchical and goal-directed speedup techniques. As a result, we are able to present the fastest algorithms for several scenarios and inputs. For sparse graphs, CHASE yields excellent speedups with low preprocessing effort. The algorithm is only overtaken by TNR in road networks with travel times, but the gap is almost closed. However, even TNR can be further accelerated by adding goal direction. Finally, we introduce CALT yielding a good performance on denser graphs.
However, our study not only leads to faster algorithms but also to interesting insights into the behavior of speed-up techniques in general. By combining goal-directed and hierarchical methods, we obtain techniques which are very robust to the input. It seems as if hierarchical approaches work best on sparse graphs, but the denser a graph gets, the better goal-directed techniques work. By combining both approaches, the influence-with respect to performanceof the type of input fades. Hence, we were able to refine the statement given in : Instead of blindly combining goal-directed and hierarchical techniques, our work suggest that for large networks, it pays off to drop goal-direction on lower levels of the hierarchy. Instead, it is better with respect to preprocessing (and query performance) to use goal-direction only on higher levels of the hierarchy. We also introduced a variant of CHASE working for graphs where hierarchical preprocessing fails. This variant runs only a hierarchical query during the first phase, and the second phase is only a goal-directed search, similar to CALT.
