ABSTRACT There have been a significant number of recent studies on autonomous landing in unmanned aerial vehicles (UAVs). Early studies employed a global positioning system (GPS) receivers for this purpose. However, because GPS signals cannot be used in certain urban environments, prior studies used vision-based marker detection. To accurately detect a marker, a high-resolution camera on a drone must obtain a highquality image. This can not only be expensive but also increases the weight of the drone. In general, drones are only equipped with a frontal-viewing and fixed angle camera, and an additional downward-viewing camera becomes necessary for drone landing. Therefore, expensive and weighted high-resolution cameras are not feasible for use on drones. Nevertheless, most previous studies on vision-based drone landing use high-resolution images. To address such limitations, we propose a new method of drone landing using deep learning-based super-resolution reconstruction and marker detection on an image captured by a cost-effective and low-resolution visible light camera. The experimental results on two datasets demonstrate that our method exhibits higher performance than the existing methods in terms of super-resolution reconstruction and marker detection.
I. INTRODUCTION
Current autonomous unmanned aerial vehicles (UAVs) have wide applications in various fields. Drones are commonly used as instruments in fields such as the military application, transportation, aerial photography, topographical maps, and so on. Because conventional global positioning system (GPS) receivers have limited applications in urban environments, camera vision-based marker detection has been a focus of study for drone landing. To accurately detect a marker, drones must be equipped with high-resolution cameras; however, this can be expensive and can also increase the weight of the drone. In general, drones have only a frontal-viewing and fixed angle camera, and an additional downward-viewing camera becomes necessary for drone landing. Therefore, The associate editor coordinating the review of this manuscript and approving it for publication was Shaohui Liu.
expensive and weighted high-resolution cameras are not feasible for use on drones. Nevertheless, most previous studies on vision-based drone landing use high-resolution images. To detect markers in low-resolution images, image superresolution (SR) reconstruction must be considered. Using this technique, low-resolution images can be reconstructed as high-resolution images. In addition to reconstruction, SR enhances the quality of the image through denoising, deblurring, etc. SR can serve as an input for downstream tasks such as marker detection. Application of the reconstruction image as an input feed for marker detection can be considered in detail. Previous studies employ various methods for marker-based autonomous landing, but most of these methods use high-resolution images as inputs, which can be disadvantageous because of the expensive and weighted highresolution camera that must be equipped on the drone. In contrast, our proposed method does not require high-resolution images and works well even with very low-resolution images obtained from cheap visible light cameras. We employ an SR reconstruction network on low-resolution images and then feed the reconstructed images to a marker detection convolutional neural network (CNN) to obtain the final output of the bounding box of the marker.
The remainder of this paper is organized as follows. In Section II, we present a discussion on related studies. Section III summarizes the primary contributions of this paper. The proposed methods are described in Section IV. Section V presents the experimental results and analyses. Section VI concludes our research.
II. RELATED WORKS
The practice of using onboard cameras or additional cameras mounted on drones was adopted in prior studies on vision-based autonomous drone landing for ground landing area or marker detection. These can be categorized according to marker usage. Without a marker, previous studies proposed methods that consider objects on the ground to guide the drone to the landing zone. To achieve this, hand-crafted image features were used to detect the appropriate drone landing area. Gui et al. used a single onboard visible light camera with an infrared light passing filter of 940 nm and proposed a method that predicts the position of a drone for autonomous landing [1] . This proposed method can be applied to both daytime and night time conditions. However, the complicated setup of multiple infrared lamps on the runway must be considered. Therefore, this method cannot be applied to narrow urban areas. Forster et al. proposed an algorithm for generating a 3D terrain depth map using images captured from a downward-facing camera. In addition, the landing spot detection algorithm was used to determine a secure area for landing [2] . Although this method was effective for both indoor and outdoor environments, the depth estimation algorithm was tested only at an altitude of 5 m and exhibits slow execution time.
Considering the limitations of marker-less approaches, marker-based methods have been proposed. These markerbased methods can be categorized as hand-crafted featuresbased and deep features-based approaches. In the context of the former approach, there are studies on thermal imagerybased methods for the night scenario [3] , [4] . The target on the ground is illuminated using infrared light, which improves detection performance under low-light conditions. However, using a thermal camera sensor is a mandatory requirement and a majority of typical drone systems only use visible-light cameras. Consequently, the drone must be equipped with an additional thermal camera. Lin et al. used a single visible-light camera-based approach to track the relative position of the landing area, including an H-pattern [5] . The primary feature of this method is that it can discriminate the target from background, and it can reconstruct an image of the target in spite of partial occlusion. Lange et al. proposed a method for autonomous landing and position control of multirotor UAVs [6] . They also introduced a new design for hexagon landing pads consisting of concentric white rings on a black background, and a contour algorithm detects the rings of the target area. Furthermore, they used additional sensors such as the SRF10 sonar sensor, which measures the current altitude over the ground with high precision, and the Avago ADNS-3080 optical flow sensor, which determines the UAV's current velocity over the ground. There have been previous studies that attempted to land UAVs on a moving platform, and these studies adopted a special landing pad, including fiducial markers, to easily calculate the six-degrees of freedom (6-DOF) pose of the marker. The pad was positioned on the deck of a ship or attached on a moving robot [7] , [8] . They used state-of-the-art computer vision algorithms, including multi-sensor fusion, for robot detection, tracking, and motion prediction of the moving platform. Although the fiducial April Tag marker is robust to detection in many difficult situations such as severe rotation, light variations, heavy occlusions, and low-image resolution, the maximum distance between the UAV and the landing target is limited to approximately 7m [9] . While these studies successfully tracked the marker in daytime conditions, night operations resulted in failure.
Araar et al. proposed an adequate solution for autonomous landing of multirotor UAVs by designing a new landing pad, which fuses inertial measurement with the estimated pose using two filters: extended Kalman filter and extended H∞ (EH∞) [10] . While their accuracies were very high, information on inertial measurement is required. Furthermore, the experiments were performed only for indoor environments, and the detection range was limited in the practical experiment because of the characteristics of the April Tag marker employed. Prior studies used cloud computingbased methods to address the problem of execution time in autonomous drone landing operations [11] . They used a wireless video transmission system to stream video from the drone camera to a remote computer for tracking a marker through key point extraction algorithms. Although their system runs fast and can be executed in real-time, it requires a wireless system and a computer at the base station. In the previous study, Barták et al. proposed a method for fully autonomous drone landing by identifying and recognizing the target and controlling the drone so that it reaches the target [12] . The authors used techniques such as blob pattern recognition and integrated these techniques for successful operation in a real-world environment. However, their experiments were performed for daytime conditions and the maximum range of detection was approximately 2m. Venugopalan et al. proposed a method for autonomous UAV landing on a marine vehicle [13] . The system employed image processing techniques such as shape detection, color detection, pattern recognition, and image recognition to track a target. In addition, a search routine, landing routine, and state machine approach were developed. Although their proposed method successfully landed the drone, with a success rate of over 75%, in some hard environments with wind disturbance or oscillatory motions associated with the landing target, the experimental distance between the UAV and the landing target was not large. Similarly, Polvara et al. proposed a method that enables a quadrotor to autonomously land on the perturbed deck of an unmanned surface vehicle (USV) [14] . Successful results were obtained, but the experiments were performed only in a simulation environment. Other researchers used two visible-light cameras for autonomous landing of micro aerial vehicles (MAVs) [15] . These researchers located a landpad marker of circular shape based on the forward-facing camera by using a contour-based ellipse detection algorithm. Once the MAV reaches the target position, the landpad is detected using a downward-facing camera because of the limited view of the fixed forwardfacing camera. Because the two-camera-setup effectively extends the visibility range of the MAV, the system does not need the landpad to be detected directly below the MAV. The researchers tested their method only in an indoor environment with low detection range.
Because of the limitations in performance enhancement by hand-crafted feature-based approaches, deep feature-based methods were introduced, and these methods exhibit high accuracy and increased detection range. In the previous study, Nguyen et al. proposed a fast and accurate marker tracking algorithm for autonomous landing of UAVs based on a high-resolution visible-light camera sensor equipped on a drone [16] . They proposed a lightDenseYOLO to extract trained features from the high-resolution input image to predict marker location. Their method can detect the accurate center and direction of a marker using a Profile Checker v2, and the drone can be operated for very large distances, with 50 m being the furthest. Similarly, Yu et al. proposed a visionguided autonomous landing system of MAVs based on a modified SqueezeNet and a you only look once (YOLO) model for detecting landmarks [17] . The system is robust to variations in landmarks under different lighting conditions and backgrounds. Polvara et al. proposed a method based on a hierarchy of double-deep Q-networks that were used as highlevel control policies for navigating toward the marker [18] . However, their experiments were performed only in indoor environments. Prior studies addressed the tracking problem and obtained high-accuracy results using marker-based methods with deep features. They also successfully addressed the detection problem in various environments. However, they equipped their drone with an expensive and weighted camera of high-resolution. To address these problems, we propose a marker-based autonomous landing method that works well even with very low-resolution images captured by cheap visible light cameras based on SR reconstruction networks and marker detection CNN. Table 1 presents a comparison of previous methods and the proposed method for autonomous drone landing.
III. CONTRIBUTIONS
This research is novel compared to previous studies in the following four ways. (1) This is the first study on deep learning-based SR reconstruction and marker detection for drone landing. With the help of SR reconstruction, our method can operate at fast speeds with low-resolution images captured by a cost-effective, light camera equipped on the drone. (2) Considering real-time operations in an embedded drone system of low processing power, we use CNN with skip connection and network-in-network for SR reconstruction of low-resolution maker images. Different from the original CNN for SR reconstruction using 4 filters in the last 1 × 1 convolutional layer, we use 16 filters in this layer with a consideration of high-resolution images for the next marker detection CNN. (3) To reduce training complexity and guarantee successful training, we execute the training of two CNNs for SR reconstruction and maker detection, separately. (4) The performance of the proposed method was measured for a desktop environment and an embedded system. In addition, the self-collected dataset of low-resolution marker images and the trained models for SR reconstruction and marker detection have been made available to other researchers through [19] .
IV. PROPOSED METHOD A. PROPOSED SR RECONSTRUCTION AND MARKER DETECTION ALGORITHMS FOR DRONE LANDING
Autonomous drone landing usually involves two steps, tracking the landing target and controlling the drone. Tracking the landing target plays an important role because it locates the landing location and guides the drone. In this paper, we propose a deep learning-based method for SR reconstruction and marker detection as shown in Figure 1 .
During the landing process, a low-resolution image frame is captured by a visible light camera attached to the drone. The image is then directly fed into the module that combines SR reconstruction and marker detection CNNs for detecting the landing area. This process is repeated until the drone FIGURE 2. DCSCN architecture used in our method. A1 and B1 include a 1 × 1 CNN, bias, and parametric rectified linear unit (ReLU); whereas, B2 includes a 3 × 3 CNN, bias, and parametric ReLU.
lands successfully on the ground. Our method uses only one visible light camera that presents a downward view from the drone, capturing a low-resolution image of 320 × 240 pixels. A marker pad is laid on the ground to guide the drone toward the landing area. The low-resolution image is inputted into a deep CNN with a residual net skip connection and networkin-network (DCSCN) for generating high-resolution images that are again fed to the second CNN for marker detection. A combination of multiple deep learning networks is complicated to design and the objective function can be extremely difficult to train. Therefore, we focused on a method that trains the two networks separately.
B. DEEP LEARNING-BASED SR RECONSTRUCTION
Executing a combination of two deep learning networks on an embedded system for real-time processing can be very challenging because of hardware limitations and increased number of operations. Therefore, we meticulously consider employing the suitable networks and tune their hyperparameters, enabling the methods executed on an embedded system suitable for real-time processing. Previous studies proposed various techniques for SR reconstruction, including deeper layer, skip connection, dense architecture, etc. Among these methods, we refer to the DCSCN network [20] because it is the lightest network that can be executed for real-time processing. The DCSCN network can achieve stateof-the-art performance with more efficient computation. DCSCN includes two components: one for the feature extraction network and another for the reconstruction network as shown in Figure 2 .
1) FEATURE EXTRACTION
Based on the analysis that portrays the methods for extracting features of up-sampled pixels as redundant [20] , the original low-resolution image is used as an input to the model. In addition, the output of each layer is sent directly to the reconstruction part via skip connections, and the up-sampled image is not used for feature extraction. However, an up-sampled image by bicubic interpolation is used in a reconstruction network to obtain the final output as shown in Figure 2 . Table 2 presents a detailed description of a feature extraction network. Table 2 ).
The input image of RGB color space is converted to that of YCbCr space, and the image of the Y channel is used as an input to the feature extraction network. As presented in Table 2 , seven convolutional layers, including the ReLU activation function, are used. The stride and padding of 1 × 1 can maintain the height and width of the output using a convolutional layer of 80 × 80. The number of channel output feature maps is decreased by reducing the number of filters in the convolutional layer. Finally, all the obtained feature maps of convolutional layers are concatenated to be one tensor with a feature map of 80 × 80 × 410, which is then fed to the subsequent network for image reconstruction.
2) IMAGE RECONSTRUCTION
Because a transposed convolution layer exhibits the limitation of reconstruction ability, DCSCN employs a parallelized CNN structure like the network-in-network. Other than reconstruction ability, the network-in-network layer reduces computation costs compared to deep stacked transposed convolutional layers. DCSCN also uses a 1 × 1 CNN layer to reduce the dimensions of the previous layer and to add additional nonlinearity to the reconstruction network.
We implemented the image reconstruction network as shown in Table 3 . An input feature map of 80 × 80 × 410 obtained from the feature extraction network includes features from a low-resolution image. Because the number of channels is as large as 410, it must be reduced to reconstruct the feature map to a size that fits the output size. Therefore, a reconstruction network employed a 1 × 1 CNN. The first 1 × 1 CNN is in the A1 layer of Figure 2 , which derives the feature map using the feature extraction network and then generates the output feature map of size 80 × 80 × 64. Using the same input as in A1, B1 generates the feature map of size 80 × 80 × 32 and then feeds it to the 3 × 3 CNN in the B2 layer of the reconstruction network, as shown in Figure 2 . A feature map obtained from the B2 layer of size 80 × 80 × 32 is concatenated to that from the A1 layer. Therefore, the feature maps are concatenated to a size of 80 × 80 × 96, and this is fed to the final 1 × 1 CNN in the L layer, as shown in Figure 2 , to obtain an output feature map, which is added to the output of bicubic upsampling to obtain the final multi-channel output image of size 80 × 80 × 1.
Different from the original DCSCN, which uses 4 filters [20] , we used 16 filters in the L layer of the reconstruction network, as shown in Table 3 . By using 4 times the number of filters compared to the original DCSCN, the number of channels in the final feature map is also increased from 4 to 16 compared to that in the original DCSCN.
The number of channels is associated with the scale of SR reconstruction [20] . For example, the number of channels should be 4 for a scale of 2 and should be 16 for a scale of 4. In our research, the reconstructed image that is larger than 320 × 320 pixels is used for marker detection, which will be discussed in the next section. Therefore, the low-resolution input image (80 × 80 pixels) should be reconstructed as a high-resolution image (320 × 320 pixels) by a scale of 4, and the number of channels in the final feature map should be 16 (4 × 4). Owing to this reason, we used 16 filters in the L layer of the reconstruction network.
To obtain the final SR reconstructed image, an output feature map of size 80 × 80 × 16 is then resized to 320 × 320 × 1, which is the Y channel of a YCbCr image. This Y channel is combined with Cb and Cr channels of size 320 × 320 × 2, which have been up-sampled by bicubic interpolation to obtain the final YCbCr image of size 320 × 320 × 3. The YCbCr image is then converted to an RGB image of size 320 × 320 × 3 and is sent to the next marker detection network.
C. MARKER DETECTION USING LIGHTDENSEYOLO
The state-of-the-art method of faster R-CNN demonstrates high performance in terms of object detection, but it exhibits the limitation of high-processing time. Ren et al. reported that using a modern graphics card, the execution time was 200 milliseconds per frame (five frames per second) for object detection [22] . Considering the operation in an embedded drone system, not including the modern graphics card, it is difficult to use faster R-CNN for marker detection in our research. YOLO is considered an alternative because it is 10 times faster than faster R-CNN, but its accuracy is almost 10% lower than faster R-CNN [23] . In consideration of fast processing speed and accuracy, we use the lightDenseYOLO model [16] for marker detection and compare its performance with YOLOv2 [21] .
In this section, we briefly explain the architecture of YOLOv2 and lightDenseYOLO. The first outstanding feature of the YOLO family is that it is a one-stage detector. One of the differences between a one-stage and a two-stage detector is that the one-stage detector uses a fixed grid of boxes while the two-stage detector uses a proposal network to generate box proposals. YOLOv2 is a one-stage detector. The output of YOLOv2 is encoded and includes information on predicted bounding boxes, including the coordinates of a center point, the size of the box, confidence score, and class probabilities. In the YOLOv2 algorithm, the input image is divided into N × N squares. At each square, the YOLOv2 network predicts 5 bounding boxes with different aspect ratios. For each bounding box, the YOLOv2 network predicts its central location within the square, the width, the height, and the confidence score for each M class. Therefore, the output tensor of YOLOv2 has the format of [ 
For example, assume that we divide the input into 13 × 13 squares and the detected objects are classified into 20 classes. We then obtain the output image of size 125 × 13 × 13 (5 × (5 + 20) × 13 × 13) using YOLOv2. Given these predictions, the bounding boxes with confidence scores of less than a threshold are removed, and the redundancy of identifying the same object is also removed using non-maximum suppression and an intersection over union (IoU) [23] . The YOLOv2 network architecture with a darknet-19 backbone network is visualized in Figure 3 . The YOLOv2 network uses three-color channels of 416 × 416 pixels as its input and generates the output of object detection. Each convolution block exhibits batch normalization [24] and leaky ReLU activation except for the last convolution block. It includes special layers such as the Reorg layer (reorganization layer), which reduces the size to half and creates 4 channels with adjacent pixels in different channels. Therefore, the output of the Reorg layer from Conv13_512 of the YOLOv2 with Darknet-19 network architecture can be of size 2048 × 13 × 13. The concatenation layer assumes the output of the Reorg layer (2048 × 13 × 13) and the output of Conv20_1024 (1024 × 13 × 13), including the results of the feature map of size 3072 × 13 × 13. This concatenated feature map passes through a convolutional layer comprising 1024 filters (Conv21_1024 of Figure 3 ) and then a convolutional layer comprising 125 filters (Conv22_125) to produce the final output of size 125 × 13 × 13, which includes information related to the predicted object.
For more insight into the YOLOv2 network, we consider the manner in which this network can be trained. Before training YOLOv2, the authors defined an architecture called Darknet-19 with 18 convolutional layers and 1 fully connected layer. Darknet-19 includes the same top 18 layers as the YOLOv2 network (until Conv18_1024 of Figure 3 ) and then it is appended with a 1 × 1 convolution of 1024 filters followed by the global average pooling (AvgPool) and softmax layers [23] . Darknet-19 is trained on ImageNet, achieving an accuracy of 91.2%, and the trained weights up to the Conv18_1024 layer are later used while training the YOLOv2 network. Once Darknet-19 has been trained, its 18 top layers in the trained model are used for feature extraction in YOLOv2.
As one of the variants of YOLO, the lightDenseYOLO network outperforms YOLOv2 and other state-of-the-art methods of marker detection in terms of accuracy and processing time [16] . In the architecture of lightDenseYOLO, the Darknet-19 backbone network of YOLOv2 is replaced by the lightDenseNet, as shown in Figure 4 . In the first step, the input is fed to a convolutional layer followed by a max pool layer. The feature maps obtained are transferred directly to the first dense block of 6 layers. After passing through the first dense block, the obtained feature maps pass to the second dense block. To fit the input of the second dense block, the feature map is reshaped by the transition layer. Other than two dense blocks, the lightDenseYOLO network includes two lateral connections known as shortcuts, one from the third layer output of the first dense block and the other from the sixth layer output of the second dense block. The shortcut connections include a reshape layer and a bottleneck layer that reduce the dimension of the feature maps. The output of the second dense block is concatenated to the output of two lateral connections and fed to the final three convolutional layers to generate the final output. The input of lightDense YOLO is the image of three-color channels of 320 × 320 pixels. For the purpose of image marker detection, the number of output classes in lightDenseYOLO is only one. Therefore, the format of output is [5 ×(5+1)]×20×20 = 30×20×20.
The lightDenseYOLO includes two dense blocks and two lateral connections. Recent work has demonstrated that CNN can provide substantially deeper, more accurate, and more efficient training through shorter connections between layers close to the input and those close to the output. Therefore, Huang et al. proposed the concept of a dense block, which connects each layer to every other layer in a feedforward fashion [25] . For each layer in the dense block, the feature maps of all preceding layers are used as inputs, and its own feature maps are used as inputs to all subsequent layers. A dense block exhibits several compelling advantages that alleviates the vanishing-gradient problem, strengthens feature propagation, encourages feature reuse, and substantially reduces the number of parameters. Therefore, Nguyen et al. employed two dense blocks in the lightDenseYOLO architecture [16] . The number of dense-blocks must be considered because it affects the performance and the accuracy of the network. The lightDenseYOLO network employed two dense blocks instead of four as in the case of DenseNet because the number of classes to be classified in the marker detection dataset is only one, while the ImageNet dataset includes a thousand classes. A two-dense-blocks network, including 6 layers-dense block and 12 layers-dense block, is used for feature extraction. The number of dense blocks is two because it is the best optimal solution that balances processing speed and accuracy. Details of the lightDense YOLO architecture are presented in Table 4 . As mentioned previously, the sizes of input and output for the lightDense YOLO are 320 × 320 × 3 and 20 × 20 × 30, respectively. Two dense blocks have different input and output sizes. The feature maps of the second dense block and the two lateral connections are reduced in terms of size as they pass through the transition layer or bottleneck layer to acquire the same height and width but different number of channels. The size of the output of the concatenation layer is 20 × 20 × 320. The final three convolutional layers reduce the number of channels from 320 to 30 to obtain the final output.
V. EXPERIMENTAL RESULTS

A. EXPERIMENTAL ENVIRONMENT AND DATABASES
To measure the accuracy of reconstructed images from DCSCN, a pair of low-and high-resolution images are needed. There is no open dataset that includes these two images for marker detection in drone landing. Therefore, we used the Dongguk drone camera database ver.2 (DDroneC-DB2) [16] open dataset to generate a lowresolution image of 80 × 80 pixels from the original image of 320 × 320 pixels using bicubic interpolation. We refer to this as dataset 1, and detailed descriptions with examples of this dataset are presented in Table 5 and Figure 5 . In addition, to measure the accuracy of the proposed method using real images of low resolution, we collected lowresolution datasets using a visible light camera of lowresolution, equipped on the drone, while landing. The camera presents a downward view of the drone and captures images of 320 × 240 pixels. A marker pad was laid on the ground to guide the drone to the landing area. In detail, we set up the hardware for collecting dataset 2 using additional hardware, including the ArduCam module [26] of the OV2640 image sensor [27] and the camera lens with a field of view of 56.8 • , Raspberry PI 3 [41] , and the modified DJ Phantom 4 PRO drone [42] .
To capture sequential images of the marker pad while the drone lands, we developed software on Raspberry PI 3 for remote commands so that we can control the ArduCam module to capture frames and store captured frames to the external storage of Raspberry PI 3 attached on drone. The lowresolution camera and other necessary hardware are attached to DJ Phantom 4 PRO as shown in Figure 6 .
We refer to this collected dataset as dataset 2, and detailed descriptions of this dataset with examples are presented in Table 6 and Figure 7 . The dataset 2 and our trained models for SR reconstruction and marker detection have been made available to other researchers through [19] . In our study, we used the Ubuntu 16.04 long-term support (LTS) [43] in a desktop environment with Intel(R) Core TM i7-3770K CPU @3.5 GHz (4 cores) and NVIDIA GeForce 1070 (1920 CUDA cores) with 8-GB of graphics memory [28] for training and testing our method.
B. TRAINING OF THE PROPOSED METHOD 1) TRAINING OF DCSCN
In our experiment, we trained the DCSCN model with a learning rate of 0.001 and stopped training when the learning rate was lower than 0.00002. Because the peak signal-to-noise ratio (PSNR) has been widely used for performance evaluation of SR reconstruction, the PSNR was used to measure the training convergence of the DCSCN model [29] - [31] .
Training the SR reconstruction method is considered successful when the training curve converges to a certain PSNR value. This depends on the factors of the SR reconstruction scale, the number of training data, and the architecture of the deep learning network. As shown in Figure 8 , we obtained the training curves, and the x-and y-axes respectively demonstrate the number of epochs and the training loss in PSNR. As shown in this figure, the training curves converge to a range of PSNR values (from 37 to 40) according to epochs in previous studies [29] - [31] , which confirms that our DCSCN has been successfully trained by our training dataset. 
2) TRAINING OF MARKER DETECTION CNNs
In the training phase of our marker detection CNN, we did not train YOLOv2 and lightDenseYOLO from scratch, but we used pre-trained backbone architectures that were trained on the ImageNet dataset [33] , including Darknet-19 [21] for YOLOv2 and DenseNet-201 [25] for lightDenseYOLO. We then trained YOLOv2 and lightDenseYOLO on our datasets by fine-tuning. Because dataset 1 has both lowresolution and ground truth images of high-resolution, they were used for training of DCSCN and testing for DCSCN and marker detection. Dataset 2, however, has only low-resolution images, so they were used only for testing of DCSCN and marker detection. Figure 9 illustrates the training losses of lightDenseYOLO on dataset 1. The x-axis denotes the iteration number while the y-axis denotes the loss values. These figures illustrate that training losses converge to 0 according to an iteration number, which confirms that our CNN has been successfully trained with the training dataset.
C. TESTING OF THE PROPOSED METHOD 1) ACCURACY OF RECONSTRUCTED IMAGES BY DCSCN
As the first experiment, the PSNR of the reconstructed images by our DCSCN is compared with that of existing deep learning-based SR reconstruction methods, including very deep convolutional networks for SR (VDSR) [34] . Because only dataset 1 includes both low-resolution and highresolution image pairs, the experiments were performed on dataset 1. Table 7 presents the quantitative comparisons of PSNR with the reconstructed images of dataset 1 with a scale factor of 4. As shown in this table, our DCSCN model demonstrates better performance than VDSR. In addition, the processing complexity of the DCSCN model is almost 11 times lower than the VDSR model [20] . Figure 10 presents the comparative examples of SR reconstruction by bicubic interpolation, VDSR, and DCSCN with ground truth high-resolution images. The input is a low-resolution image of 80 × 80 pixels, and the bicubic interpolation and VDSR methods generate very blurred outputs compared to the ground truth, and so it is difficult to detect the marker even with the human eye. However, the DCSCN algorithm produces outputs in which the marker shape is more distinctive and much closer to the ground truth, and the algorithm demonstrates improved accuracy in marker detection.
2) ACCURACY OF MARKER DETECTION
The analysis of precision, recall, and F1 score [32] at different IoUs is a conventional method of evaluating an object detection method [35] - [37] , and we use these metrics for the evaluation of marker detection accuracy. If any detected bounding box has an IoU value equal to or larger than the predefined threshold, and the predicted class is a correct marker, the box is considered a true positive (TP). If any detected bounding box has an IoU value that is equal to or larger than the predefined threshold and the predicted class is not a correct marker, the box is considered a false positive (FP). Although there is a correct marker in the image, if there is no detected box, it is considered a false negative (FN). Precision presents the percentage of right predictions over the total number of predicted bounding boxes, while recall denotes the percentage of correctly detected boxes over the total number of markers in the test dataset as shown as in Equations (1) and (2) . The higher precision and recall, the better the is the performance. Ideally, both precision and recall are 1.0, which means an accuracy of 100%. However, there is a trade-off relationship between them: the better precision result, the worse recall result, and vice versa. Therefore, we calculated the F1 score that exhibits the overall result based on precision and recall as shown as in Equation (3) . In Equations (1) and (2), #TP, #FP, and #FN refer to the numbers of TP, FP, and FN, respectively. In our experiment, we measured the accuracies according to IoU thresholds and compared the performances of our method with others on dataset 1 and dataset 2, respectively.
a: EXPERIMENTS ON DATASET 1
As shown in Tables 8-10 , we measured the accuracies by our method in cases of DCSCN + YOLOv2 and DCSCN + lightDenseYOLO, and compared them with those obtained from previous methods.
As shown in these tables, we determined that our method outperforms existing methods without SR reconstruction and with bicubic interpolation. In addition, DCSCN + lightDenseYOLO presents higher average accuracies of DCSCN + YOLOv2. Figure 11 depicts the graphs of the comparative accuracies according to IoU thresholds. Although the graphs of precision by DCSCN + YOLOv2 and DCSCN + lightDenseYOLO are a little higher than those by other methods as shown in Figure 11 considerably increase the performance of the marker detector.
The reason for this is that the low-resolution images lose a significant number of features that are needed for detectors. Figure 12 presents the comparative results of marker detection using the proposed and the existing methods. Based on the accuracies of Table 10 , we illustrate the results of the 4 methods with the highest F1 score. As shown in this figure, we can observe that DCSCN + lightDenseYOLO and DCSCN + YOLOv2 detect the marker although other methods cannot detect it. In addition, the detected box by DCSCN + YOLOv2 is incorrectly a little larger than that by DCSCN + lightDenseYOLO.
b: EXPERIMENTS ON DATASET 2
As shown in Tables 11-13 , we measured the accuracies of our method in cases of DCSCN+YOLOv2 and DCSCN + lightDenseYOLO, and compared them with those of previous methods. As shown in these tables, we can observe that our method outperforms the existing methods without SR reconstruction and with bicubic interpolation. In addition, DCSCN + lightDenseYOLO exhibits higher average accuracies than DCSCN + YOLOv2. Figure 13 depicts the graphs of comparative accuracies according to IoU thresholds. As shown in this figure, changes in the accuracies of lightDenseYOLO with and without bicubic interpolation are not large. In addition, changes in the accuracies of YOLOv2 with and without bicubic interpolation are not large, either. This indicates that bicubic interpolation for upsampling low-resolution images does not restore complete information for marker detectors. In addition, bicubic interpolation can amplify the noise.
However, changes in the accuracies of lightDense YOLO or YOLOv2 with and without DCSCN are large. Although the graphs of precision by DCSCN + YOLOv2 and DCSCN + lightDenseYOLO are a little higher than those by other methods as shown in Figure 13 (a). The precision of recall and F1 score using our two proposed methods are much higher than those of other methods as shown in Figures 13 (b) and (c) . The results in these tables and Figure 13 confirm that SR reconstruction by DCSCN helps increase the quality of low-resolution images and reduce noises, providing improved detection results. Figure 14 presents the comparative results of marker detection using the proposed and existing methods. Based on the accuracies of Table 13 , we present the results of the 4 methods with the highest F1 score. As shown in this figure, we can observe that DCSCN + lightDenseYOLO and DCSCN + YOLOv2 detect the marker better than other methods.
3) COMPARISONS ON PROCESSING SPEED
As the next experiment, we measured the processing speed of our method in a desktop computer whose specifications are explained in Section V.A. In addition, considering the actual scenario of operation of our algorithm in an embedded done system, we measured the processing speed on two embedded systems: Qualcomm Snapdragon 835 mobile hardware development kit [38] , and NVIDIA Jetson TX2 embedded system [39] . Table 14 presents the specifications of the Qualcomm Snapdragon 835 mobile hardware development kit [38] . It is a customized mobile system on a chip, which contains all the key ingredients of a smartphone as shown in Figure 15 , including the Quadcore Qualcomm R Kryo TM 280 central processing unit (CPU), Qualcomm R Adreno TM 540 graphics processing unit (GPU), Qualcomm R Hexagon TM 682 digital processing unit (DSP), etc. To run our models on this board, we used the Snapdragon neural processing engine software development kit (SNPE SDK by Qualcomm [40] ) to convert our pre-trained models to a deep learning container (DLC) format. The obtained DLC file is then executed by the SNPE on the Snapdragon board. Jetson TX2 embedded system is a fast, power-efficient computing device for artificial intelligence (AI) as shown in Figure 16 . It includes an NVIDIA Pascal TM -family GPU (256 compute unified device architecture (CUDA) cores) loaded with 8 GB of memory. It features a variety of standard hardware interfaces that make it easy for integration into a wide range of products such as autonomous cars and UAVs. The specifications of Jetson TX2 system are presented in Table 15 [39] . The board is pre-flashed with a Linux development environment, and so we installed the Ubuntu 16.04 operating system, which is a convenient environment for training and testing deep learning models as recommended by NVIDIA. Our pre-trained model can be directly run on this environment without any conversion.
The testing results are presented in Tables 16-18 . As shown in Table 17 , the quantized model where 8-bit integer weights are used in lightDenseYOLO exhibits the fastest processing speed particularly for the Jetson TX2 system. As shown in these tables, we can confirm the mobility and realtime processing features of our marker tracking method for autonomous drone landing on two embedded devices.
VI. CONCLUSION
In our study, we proposed a method of marker detection for autonomous drone landing. This is the first study on deep learning-based SR reconstruction and marker detection for drone landing. With the help of SR reconstruction, our method can be operated at fast speeds using a low-resolution image captured by a cheap and light camera on a drone. Considering the real-time operation in an embedded drone system of low processing power, we employ a CNN with skip connection and network-in-network for SR reconstruction of a low-resolution marker image. Different from the original CNN for SR reconstruction, which uses 4 filters in the last 1 × 1 convolutional layer, we use 16 filters in this layer in consideration of the higher-resolution image used for the next marker detection CNN. To reduce the training complexity and guarantee successful training, we perform the training of two CNNs for SR reconstruction and maker detection, separately.
Based on experiments with two databases, we can confirm that our methods work well with very low-resolution, blur and low-quality images, where it is very difficult to detect the marker even by the human eye. We also confirmed that our proposed methods can be operated at fast speeds in the two embedded systems: Snapdragon 835 and Jetson board TX2. The self-collected dataset of low-resolution marker images and our trained models for SR reconstruction and marker detection are made available to other researchers through [19] .
As future work, we intend to combine the two networks of SR reconstruction and marker detection into one model, including shallower layers and fewer parameters, which can reduce the processing time. In addition, we intend to apply our network to other applications of pedestrian detection at a distance for surveillance camera environments and object detection in satellite images.
