We build on the increasing availability of Virtual Reality (VR) devices and Web technologies to conduct behavioral experiments in VR using crowdsourcing techniques. A new recruiting and validation method allows us to create a panel of eligible experiment participants recruited from Amazon Mechanical Turk. Using this panel, we ran three different crowdsourced VR experiments, each reproducing one of three VR illusions: place illusion, embodiment illusion, and plausibility illusion. Our experience and worker feedback on these experiments show that conducting Web-based VR experiments using crowdsourcing is already feasible, though some challenges-including scale-remain. Such crowdsourced VR experiments on the Web have the potential to finally support replicable VR experiments with diverse populations at a low cost.
INTRODUCTION
Virtual Reality (VR) technology holds many promises, among which is the potential to enable a major paradigm shift for conducting social and psychological experiments [4] . A "Virtual Reality" is a simulated or artificial environment that allows or compels the user to have a sense of being present in an environment other than the one they are actually in [45] . Virtual Reality can potentially address long-standing methodological problems for human subject experiments, including limited realism in experimental stimuli and environments, lack of replication, and nonrepresentative samples [4] .
However, the vision of VR enabling a new experimental paradigm remains largely unachieved for many reasons. Despite a proliferation of studies both using VR (e.g., restorative effects of virtual nature settings [54] ) and about VR (e.g., avatar's impact on negotiation [60] ), VR experiments are still limited in number and scope because of high associated costs. The cost of conducting VR experiments is three-fold: development costs including software development and deployment, experimental costs including physical space and co-presence of the experimenter, and equipment costs [26, 43, 46, 59, 60] . First, there is currently a steep learning curve for developing VR applications, requiring special technical knowledge with game engines (e.g., Unity, Unreal Engine) and 3D modeling software, often device-specific. Second, experiments have traditionally required a dedicated VR lab for setting up and using VR equipment. In our review, most VR experiments, with a few notable exceptions (e.g., [36] ), required a dedicated physical lab space. Moreover, in most VR experiments the experimenter was physically co-present with the participant, constraining the number of eligible participants and preventing running more than one session at a time, even though in some cases it was unnecessary or undesired for the experimenter to be physically co-present with the participant. Finally, at least until recently, VR experiments were limited by the high cost and limited general availability of VR devices (e.g., the nVisor SX head-mounted display used in [60] is estimated to cost $15,000 when the study was conducted). Taken together, the high costs of conducting VR experiments particularly discourages replication studies. In our review of VR studies we did not find software, data, or logs that could be re-run or re-analyzed even in recent studies [26, 46] .
While VR experiments have been facing challenges, crowdsourcing methods have exceedingly been used to conduct online experiments, especially on Amazon Mechanical Turk (AMT). Although the platform was originally built for human computation tasks [27] , researchers have shown that AMT is a valid environment for conducting behavioral research [32] and other types of experiments [31, 38, 51] . According to Mason and Suri, AMT allows for "easy access to large, stable, and diverse subject pool, the low cost of doing experiments, and faster iteration between developing theory and executing experiments" [32] . Indeed, AMT has become a popular research tool for conducting behavioral experiments in areas like contagion [51] , cooperation [30] , and teamwork [31] . At the same time, crowdsourced tasks have supported increased complexity: the state-of-art AMT research shows that crowdworkers are able to produce work where the output is comparable with domain-specific experts [5] , as well as accomplish highly complex tasks such as app building [41] and fiction writing [23] .
Can we use crowdsourcing techniques to run VR experiments on the Web? Such a proposition raises many questions and challenges. First, is there a large enough population of crowd workers with the devices needed to participate in VR experiments, and is this population not biased in key ways (e.g., socioeconomics)? Second, what are the technical VR platforms and environments available to developers, and what technologies are needed to deploy and run crowdsourced experiments? Third, can we develop VR experiments that can run remotely and independently-without an experimenter present, and without strict control over the physical environment and experiment execution?
This work addresses the questions and challenges raised above, making three key contributions. (1) We develop a novel recruitment task where crowd workers on AMT can demonstrate access to a VR device. We survey that population of workers and show that there are hundreds of eligible workers of varied demographics with VR devices. (2) We implement and deploy three distinct VR experiments using AMT, and demonstrate their feasibility. These experiments were meant to replicate or mirror seminal studies in VR and behavioral research. In particular, the studies were chosen to reflect three types of illusions that VR is theorized to deliver: place illusion, plausibility illusion and embodiment illusion [13] . Two out of the three studies replicated did not align with the original study's result; we highlight potential reasons for this outcome in the discussion. We make the complete code of the studies we deployed publicly available, allowing for easy adjustments and replication of our studies. (3) We use survey tools to understand the conditions and context of crowdsourcing workers performing VR tasks, and to reason about the constraints and considerations for VR AMT experiments done beyond lab settings. We show that, despite some technical issues and physical constraints, the deployments were mostly successful in providing VR-based "illusions". To the best of our knowledge, this is the first work to extend VR experiments to crowdsourcing platforms.
BACKGROUND
Our work builds on two major areas of research: (1) running online experiments, especially using crowdsourcing techniques, and (2) the growing set of behavioral research studies using Virtual Reality.
Running Online Experiments
There are many potential benefits for conducting experiments using crowdsourcing. According to Mason and Suri [32] , writing about one of the largest crowdsourcing services, Amazon Mechanical Turk (AMT), potential benefits include: (1) subject pool diversity in terms of age, ethnicity, and socioeconomic status; (2) low cost and built-in payment mechanisms; (3) faster theory/experiment cycle; (4) relative stability of the subject pool over time. Paolacci et al. highlighted additional benefits of AMT crowdsourcing such as subject identifiability [38] , which we also leverage in this work. In AMT, crowdworkers can be required to earn "qualifications" by answering prescreening questions prior to participating in a study, allowing experimenters to have more control. A major additional advantage is in the potential scale of distribution. Together with the often-lower cost, crowdsourcing allows for studies with larger numbers of participants. In turn, the larger scale provides an opportunity to apply more granular treatments (e.g., a larger number of experimental conditions).
Several papers have supported the validity and effectiveness of crowdsourced experiments, in various fields, and in particular focusing on AMT. In [17, 38] , the authors replicated experiments from game theory, heuristics, and biases literature using AMT, showing similar results to previous physical lab studies. Indeed, AMT has been a popular tool for behavioral experiments (e.g., [10, 31, 51] ), and it is important to continue to expand the capabilities of crowdsourced experiments.
A significant body of work addressed early challenges in crowdsourced experiments [7, 47] . Mason and Suri provided a detailed guide on how to conduct behavioral research on AMT [32] and described solutions to common problems that researchers might face when executing research to ensure high-quality work. More recent work, however, focused on enabling more sophisticated studies and experimentation on AMT. For example, Mao et al. created TurkServer, a platform that facilitates synchronous and longitudinal experiments on AMT [29, 30] . In general, as we note above, AMT study designs have demonstrated increasing complexity in multiple contexts [5, 23, 25, 41] .
Online experiments are not limited, of course, to crowdsourced environments, and have long been an acceptable tool in behavioral research [24, 44] . Some recent innovations, however, involve new mechanisms of recruitment, distribution and data collection, for example by volunteers (in return for feedback on performance) [40] . While such mechanisms will be increasingly available for research in VR, our focus remains on online VR experiments via crowdsourcing on AMT. With this in mind, next we review previous non-crowdsourced experiment research in VR.
Virtual Reality and Behavioral Experiments
A number of work hinted at conducting VR studies using crowdsourcing. Gehlbach et al. replicated in 2015 an earlier study on perspective taking conducted in VR [59] using AMT-though the researchers replaced VR with Web-based 2D simulation [12] . In 2016, Oh et al. proposed the concept of Immersion at Scale, testing out collecting data on mobile VR devices outside of the lab by setting up physical tents at different locations (e.g., at local events, museums) [36] . Most recently, researchers conducted the first ethnographic study in VR with remote participants [48] . Our research takes the next step by executing real crowdsourced VR experiments.
Outside of crowdsourced settings, there has been a proliferation of VR-based experiments in laboratory settings since Blascovich et al. 's call for using VR as a research tool in 2002 [4] . We provide a short overview of some areas of experimental work, organized according to a taxonomy of VR "models of illusion" [13] . We also used this taxonomy to select the experiments we execute in this work.
In their taxonomy, Gonzales-Franco and Lanier argue that VR is capable in delivering primarily three types of illusions: place illusion, embodiment illusion, and plausibility illusion [13] . Place illusion refers to a user's feeling of being transported into the rendered environment. Embodiment illusion refers to a user's feeling of experiencing the virtual world through an avatar. Together, place and embodiment illusions enhance the plausibility illusion, which refers to the feeling that events happening in the virtual world are real. Each type of illusion leads to different results. In general, researchers have been leveraging all three types of illusions in their studies to deliver different experimental manipulations.
Place Illusion -VR Environments.
It is well known that environments can impact various behaviors. There are two ways researchers can study the effect of environments: observation (e.g., reflective survey [8] , camera capture [39] ) and experimentation. In experiments, environment manipulations were achieved through different ways: physically bringing participants to a desired environment [15] , physically bringing participants to a manipulated environment [56] , or showing participants photographs [49] or videos [53] of desired or manipulated environments.
Place illusion naturally fits into the progression of experiment manipulation of environments-increasing in realism compared to photographs or videos. In fact, some studies have already used VR to deliver place illusion by investigating the effect of environments on behavior in VR. For example, Maani et al. showed immersion in cooling virtual environments during surgical procedures can reduce perceived pain levels [28] . Emmelkamp et al. showed that exposure to virtual environments is as effective as exposure to real environments on reducing anxiety and avoidance of patients suffering from acrophobia [9] . And finally, twenty years after Hartig et al. brought students to a real hike to study the restorative effects of natural environments [15] , researchers put participants in a virtual forest to study the same effects in VR [54] .
Embodiment
Illusion -Avatars. In many VR technologies, users can experience the virtual world through an avatar-a virtual representation of self. Compared to 2D computer or mobile avatars, VR technologies offer a higher degree of embodiment, hence inducing the embodiment illusion.
Many studies using VR technologies have demonstrated the influences of embodied experiences on behavior. Research has shown that it is possible in VR to generate perceptual illusions of ownership over a virtual body seen from first person perspective, and learn to control the virtual body [58] even when the body appears different from the user's real body [2] . In addition, different designs of avatars were also shown to impact the perceived levels of presence [46] and other behaviors.
In particular, one well known phenomenon in VR regarding the embodiment illusion is the Proteus effect [60, 61] . The Proteus effect refers to the phenomenon that characteristics of a user's virtual avatar influence the user's behavior. For instance, Yee and Bailenson showed that participants assigned with more attractive avatars behaved more intimately with confederates in self-disclosure and interpersonal distance tasks, and participants assigned with taller avatars behaved more confidently in a negotiation task [60] .
Although widely cited, subsequent studies have found mixed evidence in supporting the Proteus effect. Additional support of the Proteus effect was exhibited in a study in which, the embodiment of sexualized avatars elicited higher reports of self-objectification [11] . However, in another study on dyadic communication, the data collected was not consistent with the hypothesis derived from the Proteus effect [55] . Researchers suggest further studies are needed to identify the boundary conditions of Proteus effect.
Plausibility Illusion -Transformed
Realities. Finally, plausibility illusion builds upon place and embodiment illusions, generating a feeling that events happening in the virtual world are real. Previous research has leveraged plausibility illusion to induce empathy: a study simulating red-green color blindness [1] led to higher willingness to assist color blind individuals; embodying superhero abilities [43] led to greater instances of prosocial behavior; and experiencing aging of one's avatar led to a decrease in the stereotyping of the elderly [59] . Plausibility illusion is the ultimate advantage of conducting VR experiments, compared to delivering experimental manipulations in less immersive media such as photographs and videos.
Taken together, the environment, embodiment and plausibility illusions guide our selection of studies to first run in this work. We provide more details in later sections.
Scale and Samples in VR experiments.
An informal literature review of VR experiments suggests that the studies, while sometimes reaching a significant size, were indeed constrained by cost, lab availability, and the number of diverse participants. Except for the few notable exceptions above, all the studies we reviewed (e.g., [26, 43, 46, 59, 60] ) were performed in a physical lab, using the lab's VR equipment. The scale of these experiments varied, including up to 158 participants in one study [35] . However, most experiments in our review included 25-90 participants. Moreover, the majority of the studies sampled participants from the local university population, i.e., 18-24 years old students (e.g., [43, 54, 58, 60] ). Next, we provide an overview of the state of VR equipment and development environments, which motivates and enables crowdsourced experiments in VR that can expand scale and speed, reduce cost, and increase population diversity in VR experimentation.
VIRTUAL REALITY TECHNOLOGIES
The availability of hardware and software for various VR platforms has allowed the general reach of commercial VR devices to grow rapidly. VR has three core components: a head-mounted display (HMD), a computing platform, and the sensors/controllers. There are two ways to categorize VR devices, depending on: if the device is room-scale or stationary, or if the computing platform is PC, mobile, or standalone. Room-scale VR allows users to freely walk around in the play area, while their real-world physical movements are tracked by dedicated sensors and reflected in the VR environment. Stationary VR, on the other hand, allows users to navigate through a virtual space using a controller, while users themselves physically remain at a static position. Stationary VR is usually cheaper than room-scale VR. PC/mobile VR refers to devices that require an attached computer or a mobile phone to perform computing on, while standalone VR does not require any additional hardware and all computing is performed on device.
Consumer VR devices, primarily in the PC/mobile VR category, began appearing on the market in 2014. [42] . Samsung Gear VR follows with shipping 5 million since its launch, followed by Sony PlayStation VR (750k units, all statistics on the units shipped are aggregates as of 2016) [20] . In this work we focus on the stationary and mobile VR devices, as noted below.
On the developer side, there has traditionally been a steep learning curve for developing non-trivial VR applications. For example, most VR developers use the game engines Unreal Engine (C++-based) and Unity (C#). However, with the emergence of WebVR 1 standards since 2015, as well as new JavaScript-based frameworks like React VR (2017), developing for VR is becoming easier and faster.
In this work we demonstrate the use of the React VR framework, as detailed below.
RECRUITMENT AND TECHNICAL SETUP
To run our VR experiments we selected one of the most popular crowdsourcing platforms, Amazon Mechanical Turk (AMT). The first challenge we had to address was creating a panel of eligible workers with access to VR devices that could be used for the experiments. Our recruiting effort, then, aimed to create this "VR-AMT Panel", get a lower-bound estimate on the size of addressable VR device owners on AMT, and investigate the demographic characteristics of this set of workers. Recruiting workers with VR device is of course dependent on the type of devices required. We chose to collect data on the most popular devices that are available for casual VR users as reviewed above, namely Google Cardboard, Samsung Gear VR, Oculus Rift, HTC Vive, Sony PlayStation VR, and Google Daydream View, which we refer to as "Survey Devices" below.
To identify and characterize the potential of the VR-AMT Panel, we created a unique "qualification" task on AMT, asking workers to demonstrate that they have access to a VR device. To this end, our task asked workers to upload a picture of their VR device. Furthermore, to prove their access to the device rather than to a picture of one, we asked for the picture to include a piece of paper with the hand-written last four digits of the worker's ID: easy to do and verify if the worker actually has access to a VR device, but hard to fake if not. In addition, we asked about how the device was acquired and general experiences of using the device to gather input on workers' level of expertise using VR systems. Finally, in the same task we asked workers for demographic information including age, gender, race, education level, occupation, location, urban/rural, and household income.
We launched the qualification task on AMT in multiple batches, compensating workers $2 for an estimated work time of 10 minutes. The task description made clear that it is only open to people who have immediate access to VR devices listed in the Survey Devices set, or pre-approved by us through email communication. We accepted submissions for a period of 13 days in total, and received 439 submissions. We manually evaluated all the submissions to check whether workers followed the instructions, and accepted only submissions that included a valid picture with matching worker ID and a VR device from our Survey Devices set. Examples of valid and spam submissions are shown in Figure 1 .
The outcome of this step was a VR-AMT Panel of 242 crowdsourced workers, with information on the type of VR devices they have access to, and their demographic information. We analyze this data next.
Characteristics of VR-Eligible Workers
We analyzed the responses of the 242 valid qualification task submissions to reason about the demographics and characteristics of this addressable population of the VR-AMT Panel. Demographics. The workers who made a valid submission of our qualification task do not differ significantly from previously reported demographics of AMT population in terms of age, gender, and household income [18, 19, 32] 2 . Our sample was 61% male, and ranged in age from 18 to 78 (sparkline: ), with a median age of 32. The sample was 70% White, 14% Asian, and 6% Black or African American, with 90% United States residents. Out of the sample, 52% were living in a suburban area, 30% urban, and 18% rural. Education ranged from less than a high school degree to a doctoral degree , with the majority of workers having completed some college (30%) or acquired a college-level bachelor's degree (30%). Income levels varied from less than $10k to over $100k
, with a majority (56%) earning between $30k and $80k (the median US household income in 2016 was $56k). The income characteristics show that access to VR devices was not limited to higher socioeconomic status.
One difference between our panel and other AMT surveys [18, 19] is the geographic location of workers. Our panel has a higher percentage of U.S.-based workers compared to others [19] , potentially because VR devices are more readily available in the U.S. market. The panel is also more suburban than reported in the general AMT population [18] . Still, the demographics of our validated panel of VR-eligible workers are much more diverse in terms of age, education level, occupation, and income than the WEIRD (Western, Educated, Industrialized, Rich, and Democratic) population that most previous VR studies draw from [43, 54, 58, 60] .
Worker VR history and usage. In the qualification task, we also asked the workers about their VR experience and use, with the goal of establishing the baseline level of worker VR skills. For brevity, we do not include the full results here, but note that most participants reported some use of VR apps, reporting "basic" to "intermediate" fluency for common interactions in VR, such as navigation, browsing the web, and typing.
Technical Platform and Environment Choice
We decided to focus on Samsung Gear VR (Gear VR below) as the experimental platform for our crowdsourced VR experiments in this work. In our sample, 144 workers owned Gear VR, compared to 46 with Google Cardboard, 18 with HTC Vive, and 18 with Sony PlayStation VR. For simplicity of development and to avoid additional technical confounds, we chose to develop the experiments only for the Gear VR. Below, unless otherwise noted, when we refer to "VR Panel" of eligible workers we only include a subset of 122 validated Gear VR users (22 Gear VR users completed the qualification task after we launched our experiments).
Reducing the sampling frame to Gear VR owners did not significantly change the demographics of workers. For example, our VR Panel population was 55% male, compared to 61% to the full VR-AMT Panel.
To develop the experiment software we selected the React VR framework 3 , a tool to "compose a rich VR world and UI from declarative components" using Javascript. React VR is somewhat more accessible than other development platforms such as Unity, and could more easily be adopted by researchers with lighter development experience. Moreover, React VR code is easier to understand and adapt, even for non-professional developers, easing the replication or adaptation task. We have open-sourced the code used in our experiment, along with our experimental data and logs, to allow for transparency and easy replication. 4 
STUDY OVERVIEW
We conducted three experimental studies in Virtual Reality on Amazon Mechanical Turk. The studies all followed a similar flow; we recruited participants from the VR Panel, provided study instructions, ran the experiment, and collected feedback in an exit survey.
The general flow of the studies is shown in Figure 2 . For each study, we issued a task on AMT with detailed instructions on what the workers should expect to see in the study. The task included a VR study link and the worker was instructed to navigate to the link while wearing the VR headset using a VR browser that supports WebVR standards (Samsung Internet or Oculus built-in browser). Our React VR Web app automatically checked if the participant was wearing the headset, and only enabled the "continue" button when a headset was detected. The Web app randomly assigned the participant to an experimental condition. The participant was presented with a brief introduction before proceeding to the main part of the VR experiment. After the VR experiment, the participant received a VR verification code that unlocked the final Web-based exit survey, available from the original task description on AMT. The exit survey included the standard simulator sickness questionnaire [22] , presence questionnaire [57] , questions about the worker's experience, and additional variables we collected for each specific study.
STUDY 1: RESTORATIVE EFFECTS OF VIRTUAL ENVIRONMENTS
Our first study is centered around the ability of VR to deliver place illusion [13] , i.e., the illusion of, "being in a place in spite of the sure knowledge that you are not there" [50] . Specifically, we investigate the restorative effects of virtual nature and urban environments, an established research problem with a history of research in environmental psychology showing the restorative effects of nature [52] [53] [54] , urban [21] , and built [37] in Section 2.2.1, research methods for studying the effect of environments have advanced from taking participants to the real physical environment [15] , to using photographs [49] and videos [53] as stimuli. The ability of VR to deliver place illusion is a natural progression, explored by various studies in lab settings [9, 28, 54] . Here, for the first time, we evaluate whether such illusion can be delivered via crowdsourcing, while the experimenters have less control over the participant experience. Our experiment is inspired by the VR study design of Valtchanov et al. [54] , but differs in several important aspects. The original study first uses a math test as stressor to raise negative and decrease positive psychological states, as measured using the Zuckerman Inventory of Personal Reactions (ZIPERS) scale [62] . Then, in a nature experimental condition, the study exposes participants to an active exploration of a virtual forest, while a control condition features an abstract slideshow in VR. Finally, the participants were measured again using the ZIPERS scale. The study used 22 participants and showed that the nature condition resulted in higher restorative effects than the abstract slideshow.
We made some key adjustments in our experiment. First, our treatments included nature versus urban (rather than abstract setting), following non-VR work on the topic [15, 21, 53] . Previous research predicts that the virtual nature environment will result in an increase in the participant's positive affect and a decrease in the negative affect (sadness, fear, anger) compared to the urban environment, as measured by the ZIPERS scale [62] . Second, since the math test of Valtchanov et al. [54] was reported not to be effective in raising negative affect level, we instead used a stress-inducing video in VR-a 360 trailer of a thriller movie. Instead of using the betweensubject repeated-measures design of the original study (measuring the ZIPERS scale twice for each participant), we used a similar between-subject design but measured ZIPERS only once at the end, to not interrupt the VR experience. In a baseline condition, participants proceeded directly to report their psychological states using the ZIPERS scale without viewing any "restorative" video. This condition acted as a manipulation check, showing whether the thriller video was indeed causing an increase in negative affect.
In our experiment, the nature and urban videos were selected to resemble closely with the footage described in [53] . The nature video included nature vegetation and water, with sounds of birds, breeze, and waves. The urban video included scenes with light to heavy urban traffic with pedestrians and sounds of cars, voices, footsteps, and other people noises. Figure 2 includes screenshots of the videos used for the study.
Execution and Results
We launched the VR experiment on Amazon Mechanical Turk, restricting the task such that only workers from our VR Panel could take it. The study task was available on AMT for seven days, and was removed from AMT when submissions stopped. In total, 66 workers performed this study task on AMT (whom we refer to as "participants" below). We paid each participant $5, for a total cost of $396 for the study after AMT fees. We filtered out participants who did not start the ZIPERS survey within twenty minutes of the VR portion, leaving us with 55 valid submissions. The participants were randomly assigned to conditions, with a final breakdown of baseline (19 participants), nature (24) , and urban (12) conditions.
The results indicated potential restorative effects of both nature and urban settings, but showed no difference between the urban and nature conditions. We compared the positive affect and negative affect measured by ZIPERS among the two experimental conditions and the baseline. As shown in Figure 3 , both the nature and urban conditions provided a reduction in negative affect and increase in positive affect compared to the baseline. An ANOVA analysis showed that this effect was significant for both positive (p < .001) and negative (p < .05) affect. A post-hoc Tukey analysis showed significant individual differences between the baseline and each of the urban and nature conditions in decreasing negative and increasing positive affects. All differences were significant at p < .05 or lower, except for a marginal difference between baseline and nature in negative affect (p = .06). There were no statistically significant differences between nature and urban conditions in all measures. We also note that ZIPERS included a focus measure, which was not expected to be impacted by the restorative treatments. Indeed, an ANOVA analysis did now show any difference of the focus measure across baseline and experimental conditions. 
Discussion
In this first study, we showed it is possible to run crowdsourced experiments in VR delivering place illusion. The study did not confirm the advantage of nature over urban environments for restorative effects. This outcome could be due to that the specific characteristics of the environment, beyond nature or urban make a difference, as hypothesized in other related studies [21] . The different characteristics of environments can be investigated further, for example, using our open-sourced code to conduct additional experiments. At the same time, our stress-inducing treatment (VR thriller) was shown to be effective-in VR and AMT-and can be used in future studies. The fact that negative affect was reduced and positive affect increased after both treatments, compared to the baseline, shows that the manipulation was successful, providing further validation of the VR + AMT paradigm.
STUDY 2: PROTEUS EFFECT
In the second study, we examine the embodiment illusion via a study of the Proteus effect, a well-studied topic in VR [11, 46, 55, 60, 61] . The Proteus effect refers to the phenomenon that, "individual's behavior conforms to their digital self-representation independent of how others perceive them" [60] . The original study that coined the term showed in one of the experiments that "participants assigned taller avatars behaved more confidently in a negotiation task than participants assigned shorter avatars" [60] . We model our study after this experiment.
The Proteus effect study manipulated the height of a user's avatar in VR and measured their confidence via the behavior in a negotiation task against another VR avatar operated synchronously by a confederate. The negotiation implemented was a version of the Ultimatum Game [34] , in which a hypothetical pool of $100 is split between the negotiating parties; one party chooses a split and the other would choose either to accept it (in which case, the money is shared accordingly) or to reject it (nobody would receive any money). Taller (in VR) and therefore more confident negotiators were hypothesized to suggest more skewed splits, and more readily reject unfair splits.
We adapted our study in several ways. Running the study in AMT, we had to devise a way to run it without a confederate. Instead, we used a bot avatar that was programed to make specific bids and accept or reject offers according to consistent guidelines (listed below). Additionally, we created a different manipulation of avatar height. Instead of showing both the user's avatar and the other (confederate) avatar of a different height, the user only saw the other (bot) avatar, whose scale was manipulated to be smaller or larger as a proxy for height (see Figure 2) . Finally, while the original study had the participants always play against an avatar of an opposite gender, we had each participant play against two avatars in total (one male and one female, both white, in randomized order).
In our task setup, each participant first received a Web-based tutorial about the Ultimatum Game, and were asked to pass two test rounds of the game to make sure they understand the rules. We then directed the participant to the VR interface. There they were shown a brief description of the study. We asked the participants a few questions to "configure" their own avatar, before seeing the first opponent (bot) avatar. These configuration questions were meant to create the illusion that the other (bot) avatar is another participant who had also customized their presentation. The participant then played one set of a four-round Ultimatum Game with the first opponent, proposing to split in the first and third round. Consistent with [60] , the bot avatar was programmed to always accept a split if the amount proposed to give the avatar is equal or more than $20. The avatar was also programmed to offer 50-50 and 25-75 split in favor of the avatar in the second and fourth round.
At the completion of the first set of rounds, the same procedure was repeated for the second opponent for another four rounds. To support realistic play, we told participants they would get a bonus amount of $1-5 for the task, depending on their rank in terms of total amount of money retained in the game.
Execution and Results
We launched the VR experiment on Amazon Mechanical Turk, again limiting participation to workers from our VR Panel. The study task was available on AMT for seven days, and was removed from AMT when submissions stopped. In total, 69 workers performed the task. We filtered out 10 submissions with incomplete data, retaining 59 submissions. We paid each participant $5, for a total cost of $582 after the bonuses and AMT fees. We note that 90% of the participants chose an avatar of the same gender as the one they reported in the qualification task (Section 4).
There were two dependent variables in the study: (1) the amount proposed by the participant to reserve for self as opposed to offer to the opponent in rounds 1, 3, 5, and 7; and (2) the likelihood of the participant accepting an unfair split from the avatars in round 4 and round 8. The average split offers by participants (around 60-40 in favor of self), as well as the likelihood to accept unfair splits (22%) were comparable with rates reported in prior studies of the Ultimatum Game [34, 60, 61] . A MANOVA analysis did not show a statistically significant difference with regard to splits {1,3,5,7} among different conditions even after filtering outliers following the original study [60] . Further, a Fisher's Exact Test analysis did not observe statistically significant differences in round 4 and 8 accepts between conditions.
Discussion
Based on the average offer splits and accept rates we conclude that most participants played the game in earnest. However, our experiment did not result in the same outcomes reported by the original work [60] . There are several potential explanations for this replication discrepancy. First, it is possible that our VR illusion was not accepted by workers. The consistent game play showed that the workers at least accepted the settings of the game, if not the illusion of embodiment. Second, the discrepancy could be due to the difference between the more diverse worker population and the original study's sample of college students. Third, our treatments (scale) were different in the way that we expressed height in the VR interface. Finally, it could be that the study hypothesis is simply not valid. Importantly, our study here could be easily modified and replicated to examine the hypothesis more broadly using our open-sourced code and experimental data.
STUDY 3: DRAWING POWER OF CROWDS
In the final study, we investigate the plausibility illusion, the "illusion that what is apparently happening is really happening (even though you know for sure that it is not)" [50] . Specifically, we demonstrate the plausibility illusion using a study not based in VR, but instead a classic field study in psychology: Milgram et al. 's work on the drawing power of crowds [33] . Replicating this study in VR would demonstrate how Web-based VR crowd experiments can unlock the ability to conduct fast and low-cost studies that mimic physical crowds.
The original study by Milgram et al. examines the drawing power of crowds of different sizes [33] . In typical urban settings, if a group of people engage in an action simultaneously, they have the capacity to draw others into the crowd. In the original study, the authors employed a stimulus crowd, which we replace with virtual avatars. The original study had stimulus crowds of different sizes staring up in the air in a public area, and then measured how many passer-bys looked up as a function of the size of this stimulus crowd.
In our replication, the passer-by was the VR-based participant, while different subsets of ten virtual avatars served as the stimulus crowd. Milgrams et al. 's orginal work required manual video-tapes to capture and annotate head orientations. In contrast, our dependent measure was automatically recorded and more granular. We access and record the participant's head orientation in 3D automatically and frequently through sensors in VR devices and React VR API. We made a slight modification to the original study: to study horizontal gaze (looking left and right, back and forth), rather than vertical gaze (looking up and down).
In the study, we constructed ten static avatars of various appearances, and artificially controlled the direction each avatar was facing. The study had four conditions: zero, low, medium, and high, each with a randomly selected subset of 0, 2, 4, and 8 avatars facing the participant ("looking back"). We logged participant's head orientation inside the VR headset in degrees for pitch (looking left and right, back and forth) five times per second, and calculated the attention distribution for each condition. We expect to see differences in the distributions of pitch position between conditions. Specifically, as the number of avatars looking "back" increases, we expect the draw of the crowd to nudge the participants to look outside of the default field of view (facing front), and align more with the crowd's gaze.
Execution and Results
Again, we published the task on AMT and had the study open for seven days. We received 66 submissions in total. We paid each participant $5, for a total cost of $396 for the study after fees. After filtering for valid survey response, we retained 56 submissions, with 15, 15, 13, and 13 in each of the zero, medium, low, and high conditions respectively. In this study, the VR portion brought the participant into a large plaza where they could see the avatars (see Study 3 in Figure 2 ). To make sure participants explored the scene, they were given an object-finding task with a time limit of three minutes. The participants were instructed that an animal-shaped object could appear at any given time and at a random location, and the object (a 3D-animated fox) always appeared ten seconds before the end of the task, at a fixed position.
We analyzed pitch positions of participants in each condition. In Figure 4 , we divide the pitch area to four zones, front, back, and sides numbered counter-clockwise 1-4. Gear VR has a field of view of 101 degrees, defining our front and back areas. Figure 4 shows a barchart of the portion of the experiment time participants spent in each area (zone 1 to 4), for each condition (zero to high, by color). Figure 4 shows that for the zero and low conditions, participants spent more time in zone 1 compared to medium and high conditions. Participants in medium and high conditions instead spent more time looking at zone 2-4. An ANOVA showed that the amount of time spent in zone 1 versus the rest was significantly different among different conditions (p < .001). A post-hoc Tukey test showed that in both medium and high conditions participants spent more time exploring outside of zone 1 compared to both zero and low conditions (p < .05 in all cases).
Discussion
The AMT-based VR experiment clearly demonstrated the virtual crowd's impact on the gazing behavior of a VR participant. Importantly, this experiment demonstrated a key advantage of VR experiments-the ability deliver some accurate (though limited) measurements that are not available in other settings (online or offline). In particular, we used the head movement (approximating gaze) in this experiment to make the outcome more robust than a similar offline study could have achieved at a lower cost.
WORKER EXPERIENCE
A key goal of our study is to understand the experiences of workers participating in online VR experiments. To this end, for each study, we asked workers to complete an exit survey. In the survey, we asked about workers' experiences in VR environments including: level of simulator sickness and presence; the physical environments they were in; and any technical difficulties they may have encountered.
We also included open-ended questions soliciting feedback from workers on general challenges they encountered.
Workers' Experience in the VR Environment
The simulator sickness (measured by SSQ [22] [6, 16, 22] . Study 1 stood out as generating both higher presence and higher simulator sickness rating, potentially due to the more engaging and realistic environment rendered by video. In terms of general experience, one concern, raised by a few workers was the switching between VR and Web interfaces (Figure 2) . Common problems included mistyping or misremembering the VR link or the verification code. Future crowdsourced VR experiments could potentially improve the flow between VR and the Web, though it is not immediately clear how to do that on AMT.
VR illusions often require full immersion of multiple senses. In Study 1, we requested the workers to wear earphones and have sound on. In the exit survey, we asked whether workers complied with the instructions. The survey clearly stated that workers would not be penalized for answering truthfully. The workers reported having earphones and sound on in 80% of the cases, with an additional 15% reported having sound on with speakers on the phone. These results suggest the workers are likely to follow instructions including sound that would lead to full VR immersion.
Workers' Physical Environments
As we transit VR experiments out of the lab and into the worker's chosen physical space, we asked workers to provide details about the environment in which they were performing the VR tasks. Understanding different worker environments and potential interruptions is key to understanding whether such environments could support maintained VR illusions.
Across three studies, a high proportion-98% of workers-reported performing the VR task at home. In their homes, workers reported a mixture of environments, most commonly: living room (24%), bedroom (18%), and home office (18%). The majority of workers (84%) reported being alone; the rest reported the presence of one other person (14%) or two other people (2%) in the room as they were performing the task. Overall, then, we conclude most workers were in a physical environment that allowed them to complete the tasks uninterrupted by others.
We also asked workers about the dimensions of their physical environment to understand the potential of performing VR experiments that require body movement. The majority of workers reported having ample space: around 81% of the workers reported having "enough space to walk around", and 10% reported having the space to "run around". Only 6% workers reported being limited in standing up or moving around. At the same time, most workers (89%) reported being seated during the study, and the rest were standing. More than half (58%) of the workers reported using a swivel chair that can rotate 360 degrees, with the remaining using a sofa/couch (13%), stationary chair (11%), bed (4%), or other (14%). In summary, the worker environments, as reported, could allow for experiments that require limited movement, though clearly we do not expect to be able to completely mimic lab-like settings with advanced body tracking capabilities and safety assurance.
VR Devices and Technical Setup
Beyond the physical setup, a challenging aspect of crowdsourced VR experiments in the wild may be the differences in devices used and technical setup; for example bandwidth limitations. To better understand these concerns, we asked the workers about any technical difficulties they may have encountered.
Overall, workers used the Samsung Galaxy S7 (68%), S6 (11%), S8 (8%), and other Samsung devices (e.g., Note 4/5) with the Gear VR headset. Most workers (95%) did not report many technical issues. Three workers reported issues of overheating and battery exhaustion. There were also seven reports of lagging rendering with fast head movements. Although, overall workers reported low levels of lagging-with a mean of 1.86 (SD=1.07) on the scale of 1 (not at all) to 5 (a great deal). Related to these concerns, eight workers reported noticing graphic glitches, such as low quality image/video assets, or the clipping and flickering of avatars.
Reflecting on our studies, we can offer insight regarding the potential and drawbacks of crowdsourced VR experiments on the Web. First, our findings suggest that there is an addressable population of workers with VR equipment that is fundamentally more diverse than the "regular" VR studies' participants, though (currently) limited in scale. The demographics of our study participants, as well as the demographics of the full panel of workers who have access to VR devices, had age, gender and socioeconomic diversity on par with the general AMT population. These populations are likely to be significantly more diverse than the Western, Educated, Industrialized, Rich, and Democratic population used in most VR studies to date.
At the same time, the sampling frame for VR studies in AMT is still limited. We identified 242 workers with access to VR devices, and used a panel of 122 workers with Samsung Gear VR as the sampling frame for our work. Indeed, these numbers were large enough to reach a final sample of about 60 participants for each study (with on average 85% overlap rate of participants across studies). Moreover, extending the sampling frame to the 242 workers with verified devices would allow current experiments to reachassuming 50% response rate-a size comparable to the largest VR studies performed to date.
While these numbers are promising, such scale is not yet sufficient to run unconstrained VR experiments using AMT. For example, such numbers do not yet allow to have more than a few conditions in each experiment (our experiments above ranged from two to four conditions) and limit the power of analysis based on other variables (such as gender in Study 2). Moreover, with such scale, replication and re-testing can present an issue. We cannot easily sample "fresh" participants from the worker pool for a followup experiment. On the other hand, Paolacci et al. [38] points out that worker identifiability presents an opportunity for longitudinal studies, collecting data from the same group of people over time. Regardless, the growth of the consumer VR market may suggest that a larger VR-eligible pool of workers may be available in the future on AMT and other online platforms.
Additionally, our findings indicate that VR illusions can successfully be transmitted over the Web via crowdsourcing platforms using market-available devices and with low experimental cost, even though the market-available devices limit the type of manipulations and the different measurements that can be done in crowdsourced VR.
In our AMT-based VR experiments, participants used the widelyavailable Samsung Gear VR headset. Such equipment does not allow hand movements tracking nor physiological measurements, like heart rate, muscle tension, etc., that were used in other VR studies [53] . In addition, as detailed in Section 9, the Samsung mobile phones used to power the headset have performance limitationsmaking the entire setup more fit for VR experiences that are not high-bandwidth, and do not require high-resolution rapid rendering. As VR devices continue to improve in quality and drop in price, it is reasonable to expect that more crowdworkers will have access to better devices that will allow more sophisticated experiments.
Despite the limitations, we have several indications that we were able to deliver effective VR illusions in the crowdsourced setting. First, the worker participants reported levels of presence on par with other studies [6, 57] and reported few issues with the technical setup (Section 9). Moreover, while not every one of our studies replicated the original results (more on that below), each of our studies included at least one successful manipulation: inducing stress in Study 1, the split offers consistent with prior work in Study 2, and the stimulus crowd (of virtual agents) in Study 3.
Compared to lab studies, the crowdsourcing setup significantly reduces the experiments' direct costs. The total cost of running the combined 201 participants in our experiments was $1,374, plus $292.8 for the recruitment of the VR Panel. Compared to lab studies, our setup does not require the variable experimenter costs; reduces the time required from participants and therefore their associated costs; does not have lab space costs; and does not require device costs. Indeed, we estimate the total lab-based cost for running the exact studies described in the paper to be around $3,600. 5 Of course, the physical setup of crowdsourced VR was much more limited compared to a controlled and dedicated physical lab. This limitation may impact the quality of the VR illusion in crowdsourced studies. Additional manipulation or tracking mechanisms would need to be implemented to verify that workers complete studies that required specific physical action, e.g. standing [60] .
Finally, we do note that two of the three studies we executed in this work did not confirm the original study hypotheses. There could be many reasons for such outcomes, including deficiencies in the VR illusion. However, for the reasons stated above, we do not believe that was the case. More likely explanations are that (1) the hypotheses were not justified, or (2) the manipulations we had chosen were not effective. To fix the latter, anyone could download and fork our open-sourced code, and launch their own AMT-based VR replication study at a minimal time and monetary cost. 6 
CONCLUSION AND FUTURE WORK
In this work, we have demonstrated the feasibility of running crowdsourced Virtual Reality experiments on the Web. Such experiments have the potential to finally support replicable VR experiments, with diverse populations, at a low cost and high speed. The number of available workers with VR devices continues to grow, and will allow the scale of such experiments to expand as well. Of course, expanding the experiments beyond AMT and even beyond crowdsourcing platforms using other online experiment recruiting methods could also be feasible and scalable [40] .
Future work can build on ours to advance the type of experiments that are done in VR in to more complicated experimental setups. For example, future work could mirror previous (non-VR) crowdsourcing work to enable real-time [3, 25] , synchronous [14] , or longitudinal [29] experiments in VR.
