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Abstract Despite remarkable advances, current augmented and virtual real-
ity (AR/VR) applications are a largely individual and local experience. In-
terconnected AR/VR, where participants can virtually interact across vast
distances, remains a distant dream. The great barrier that stands between
current technology and such applications is the stringent end-to-end latency
requirement, which should not exceed 20 ms in order to avoid motion sickness
and other discomforts. Bringing AR/VR to the next level to enable immer-
sive interconnected AR/VR will require significant advances towards 5G ultra-
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reliable low-latency communication (URLLC) and a Tactile Internet of Things
(IoT). In this article, we articulate the technical challenges to enable a future
AR/VR end-to-end architecture, that combines 5G URLLC and Tactile IoT
technology to support this next generation of interconnected AR/VR applica-
tions. Through the use of IoT sensors and actuators, AR/VR applications will
be aware of the environmental and user context, supporting human-centric
adaptations of the application logic, and lifelike interactions with the virtual
environment. We present potential use cases and the required technological
building blocks. For each of them, we delve into the current state of the art
and challenges that need to be addressed before the dream of remote AR/VR
interaction can become reality.
Keywords Augmented and Virtual Reality · Tactile Internet · 5G · Internet
of Things
1 Introduction
Despite the remarkable advances in augmented and virtual reality (AR/VR)
technology, interconnected AR/VR remains confined to the world of science
fiction. In interconnected AR/VR applications, participants can interact with
each other and the environment across long physical distances [1]. The great
barrier that stands between current technology and remote AR/VR presence
is the extremely stringent motion-to-photon latency, which should not exceed
20 milliseconds (ms) in order to avoid motion sickness and enable lifelike ex-
periences [2].
The motion-to-photon latency includes any delay incurred by sensor sam-
pling (e.g., motion capturing, location estimation, interactions with the envi-
ronment), data processing and fusion, image rendering and encoding, trans-
mission, and decoding and displaying of each frame. Figure 1 show more details
about the different tasks that lie in the critical path of the motion-to-photon
latency, and round-trip time (RTT) of current state of the art and expected
future high-end components [3]. In AR, processes such as object identification,
registration, or retrieval of data already take considerable time; whereas, in
VR, the sheer processing throughput required by the video stream is highly
taxing. On top of them, the display scanning and photon launching further
contribute to this delay. However, the main contributor to latency in current
communications and computing systems is the network. As information tra-
verses the network, it is queued, processed, and transmitted by an increasing
number of routers. This procedure adds a delay that is both significant, gen-
erally in the order of tens of milliseconds per router, and dependent on the
state of the network, which makes it hard to predict. These factors disrupt
immersion and create discomfort in AR/VR systems and result in end-to-end
latency in the order of tens to hundreds of ms. Even when considering high-end
hardware and novel processing techniques, sampling, rendering and displaying
will take 5 to 8 ms. To keep the full system RTT below 20 ms, this will leave
about 7 ms for the transmission of information (Figure 1). However, in current
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Fig. 1 Distribution of latency in the interconnected AR/VR system.
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Fig. 2 In current computer networks, the latency increases significantly based on the dis-
tance between the transmitter and receiver, going up to 100 ms or more between remote
end-devices
networks latency increases significantly with the distance, going up to 100 ms
or more between remote devices (Figure 2). Therefore, it will not be enough
to improve network infrastructures, but novel solutions are needed that will
bring the latency down to the requirements of AR/VR remote applications.
Due to the high and unpredictable RTT of current computer networks,
AR/VR is currently a largely individual experience, and at best allows partic-
ipation of multiple locally connected users. Moreover, current AR/VR applica-
tions do not support interactions among participants or with the environment
through sensors and actuators, and instead focus solely on auditory and visual
signals. Bringing AR/VR to the next level to enable lifelike and human-centric
remote interactions among users will require significant scientific and techno-
logical advances towards a Tactile Internet of Things (IoT) [2]. The Tactile
IoT vision is the next breakthrough in technology enabling the manipula-
tion of physical/biological objects from a distance. It envisions communication
across the Internet at millisecond latency among users and heterogeneous IoT
devices, such as AR/VR head-mounted displays (HMDs), wearables, touch
sensors, radars, cameras, and haptic gloves. To achieve this, different network
enablers need to be combined. 3GPP coined the term ultra-reliable low-latency
communication (URLLC) as one of the 5G traffic classes. It requires a target
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latency of 1 ms at a packet loss ratio of 10−5 for 32-byte packets on the wire-
less radio access network (RAN) segment [4]. Another enabler is deterministic
networking (DetNet), coined by IETF. It is an extension of the time-sensitive
networking (TSN) concept, and guarantees specific latency and jitter bounds
for packets routed through the core network segment [5].
In this article, we describe the required components of the end-to-end trans-
mission chain to enable multi-user immersive interconnected AR/VR applica-
tions. For each of the presented components, we articulate the challenges and
provide with possible solutions. The end-devices are wirelessly connected via
a heterogeneous URLLC RAN, that satisfies varying device requirements in
terms of latency, throughput, reliability, and energy efficiency. The different
RANs are connected via a deterministic core network, supporting Quality of
Service (QoS) differentiated deterministic routing. A distributed IoT manage-
ment framework ensures the interoperability among devices and secure dis-
semination of data. It interfaces with the network to reserve the required
resources to guarantee the end-to-end latency and reliability requirements of
the applications. Finally, the AR/VR applications interface IoT framework to
obtain relevant context information about the environment and users, to al-
low human-centric adaptability of the application logic. The article provides
an overview of the architecture, and for each component discussion about po-
tential enabling technologies, the current state-of-the-art, and open challenges.
The remainder of the article is structured as follows. Section 2 presents
the envisioned end-to-end architecture of the interconnected AR/VR concept.
Four aspects of the chain are highlighted, namely the heterogeneous RAN,
the deterministic core network, the IoT middleware infrastructure, and the
AR/VR application. Furthermore, this Section provides a set of possible ap-
plication examples with their requirements and characteristics. Sections 3 to
Section 6 provide both state of the art and challenges for each of these four
elements. Section 7 concludes this paper.
2 Overview of the interconnected AR/VR concept
This section first introduces our envisioned architecture and its components.
Subsequently, more details are provided about application and vertical do-
mains that may benefit from remote multi-user interconnected AR/VR.
2.1 Envisioned end-to-end architecture
Figure 3 summarizes the overall architecture conceived to enable immersive
interconnected AR/VR. The presented architecture considers a number of lo-
cations, each of which hosts a number of physical users, sensors, actuators,
and potentially interactive targets (i.e., objects the users can interact with,
either physically or virtually). All devices are connected over the hetero-
geneous RAN, which provides local wireless connectivity with a variety of












































Fig. 3 The heterogeneous RAN and its devices are managed by a local controller, which
interfaces with a local IoT gateway that ensures interoperability among IoT devices, and pro-
cesses and disseminates data between locations over the low-latency DetNet core which sup-
ports end-to-end QoS and resource reservations to enable immersive interconnected AR/VR
applications
QoS guarantees. The different locations are connected via the deterministic
networking (DetNet) core, which serves the communication demands gen-
erated in all locations with a bounded and practically jitter-free latency. The
distributed IoT middleware consists of a set of IoT gateways (one for each
location) and a coordinating IoT manager. The middleware is responsible
for managing the IoT devices and their data. Finally, the AR/VR applications
use the IoT gateways to obtain and exchange context and application state in-
formation, and render the AR/VR data streams. The remainder of this section
zooms in on each of the architectural building blocks and their function.
2.1.1 Heterogeneous RAN
The RAN provides last-hop wireless connectivity to the heterogeneous de-
vices present in each location, including the participants’ AR/VR HMDs, IoT
sensors, (haptic) actuators, an (optional) application-dependent interactive
target (e.g., a bed and mannequin in healthcare training), and wearables.
The RAN consists of one or more access points (APs) and/or base stations
(BSs) that support different wireless technologies, accounting for the vari-
ous heterogeneous device requirements, including long-range low-power (e.g.,
IEEE 802.11ah, NB-IoT), traditional mid-band (e.g., IEEE 802.11ac, LTE),
and millimetre-wave (mmWave) high-throughput (e.g., IEEE 802.11ay, 5G NR
mmWave) connectivity. It uses URLLC principles to provide low-latency and
reliability connectivity to all devices. By combining various wireless technolo-
gies, the network can cater to a variety of requirements, such as the long
battery lifetime needs of IoT sensors, and the potentially extreme throughput
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requirements, up to gigabits per second (Gbps), of high-definition AR/VR
data streams [6]. The local network is managed by a RAN controller run-
ning on the gateway. This controller uses software-defined networking (SDN)
principles to manage the flows going in and out of the local network. It en-
ables handovers across APs/BSs and different technologies, QoS-aware flow
routing and duplication, and device/network monitoring. Its northbound in-
terface can be used by the IoT gateways to configure QoS requirements of
flows, to obtain monitoring information, or to share context information (e.g.,
user locations) for use in managing the RAN.
2.1.2 Deterministic Networking core
The DetNet core offers a holistic approach towards ultra-low latency network-
ing. It combines a deterministic networking protocol that offers jitter-free
packet transfer across a network path with network virtualization capabili-
ties to be able to offer isolated low-latency end-to-end network slices. Via the
DetNet controller, the IoT gateways can reserve slices that provide guaranteed
end-to-end latency, jitter and throughput between the locations participating
in the same AR/VR session. It also allows the gateway and applications to
monitor network performance.
2.1.3 IoT middleware
The IoT middleware provides an abstraction between network resources and
devices (e.g., IoT sensors, haptic actuators, HMDs) on the one hand, and the
AR/VR applications on the other. It consists of a centralized manager, and a
set of distributed gateways. The gateway is envisioned to run on an edge cloud
server, positioned close to the local network to minimize latency. It is respon-
sible for managing the locally connected IoT devices (i.e., discovery, semantic
interoperability, data collection and actuator control), and acting as a bridge
between the applications and the network to translate application Quality of
Experience (QoE) into network QoS requirements (for network configuration),
expose processed sensor data as semantic context information, and generically
control actuators, and implement mechanisms for self-awareness and resilience.
The gateways at different locations can communicate with each other in a se-
cure and privacy-ensured way. They are orchestrated by the manager, running
on a remote cloud server. The middleware supports the integration of various
micro-services, that add advanced data processing services on top of the de-
fault functionality (e.g., advanced localization algorithms, image processing,
object recognition, text-to-speech).
2.1.4 Human-centric, context-aware AR/VR applications
The AR/VR applications are distributed among the different participating
locations, running on the different edge cloud servers and communicating with
the local and remote networks through the local IoT gateway. This will allow
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the applications to obtain sensor data about the environment and users to
enable context-aware and human-centric application adaptation, as well as
allow them to influence the environment through (haptic) actuators. Rendering
of AR/VR content is envisioned to be done locally, to be streamed towards
the HMDs over the RAN, while the DetNet core is only used to exchange state
information among the different local application instances. The applications
interface with the middleware through a human-centric AR/VR application
interface, which exposes all the functions necessary to implement context-
aware interconnected remote AR/VR applications.
2.2 Potential use cases
AR/VR provides an immersive experience in environments which are either
fictitious or dangerous-unlikely-unaffordable in real-life. Through interconnec-
tion, we open such an immersive world to collaboration, cooperation, and
interactions across physically remote locations in real time. Aspects such as
training, decision-making, or supervision can be easily done remotely with
an unprecedented immersiveness and a huge impact across many application
domains including industry, healthcare, entertainment, and security, among
others. In addition to enabling multi-user interactions across physical loca-
tions, The proposed solution will greatly improve immersion and interactivity
of the user with their (virtual) environment, by applying Tactile IoT princi-
ples and closely integrating sensors and actuators in the application loop. This
will allow adapting the virtual environment to the actions, emotions, physio-
logical parameters, and behavior of the users. Moreover, it will allow haptic
feedback, resulting in a truly lifelike virtual presence. The incorporation of
the emotional and physiological context information obtained from wearable
sensors will result in a real human-centric AR/VR experience. We envisioned
three main use cases for remote interconnected AR/VR, as described below.
Figures 4 and 5 illustrate the possible cases in two different environments, i.e.
Industry 4.0 and remote collaboration and social interaction.
2.2.1 Training
Interconnected AR/VR provides a unique opportunity to implement remote
interactive training, where trainer and trainee(s) can interact without being
in the same physical location. This relaxes scheduling constraints of high-
demanded experts or, if taken to the extreme, of members of a team for team-
work skills training. Other users, such as external observers, can participate in
the activities through the eyes of the trainees. Potential vertical domains are
healthcare (e.g., medical training), or industry (e.g., machine safety operations
training).








Fig. 4 Training/Collaborative decision-making use-case: A remote operator wears a HMD
and haptic gloves and connects to the factory to control the quality of an assembly line.
Other operators (in a collaborative decision-making case) or trainees (for training) could










Fig. 5 Remote learning/social interaction: Due to a confinement, students must remain at
home. At the school, a set of AR/VR cameras and robotic interfaces allow the remotely
located students to interact with one another by means of the video feed and the robotic
interfaces.
2.2.2 Collaborative decision-making
Rather than relying on one highly experienced individual, collaborative decision-
making is based on a team of specialists working together. This approach is
extremely beneficial in a variety of situations, but becomes a necessity in en-
vironments where, driven by high downtime costs, companies are forced to
develop complex solutions with quick turnaround times. Moreover, specialists
are often overburdened and expensive. Allowing them to participate remotely,
would reduce their time wasted in transit, and enable them to quickly jump
in to solve specific issues as the need arises. Potential vertical domains are
healthcare (e.g., remote surgery, disease diagnosis), and industry (e.g., remote
maintenance). Figure 4 illustrates an example of such remote maintenance.
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A remote operator controls a robotic arm connected to an assembly line and
makes different evaluations to test its performance.
2.2.3 Social interaction
Face-to-face communication and interaction among people is not always pos-
sible. It may not be desirable, because users may for example wish to interact
with each other in a virtual rather than a physical environment. Alternatively,
it may not be feasible due to mobility issues, or the physical distance just
being too great. Potential vertical domains are healthcare (e.g., elderly par-
ticipation), entertainment (e.g., multi-user AR/VR gaming), and media (e.g.,
holographic video call). Figure 5 presents an example of such a remote so-
cial interaction use-case. If due to some extreme conditions (for example, the
COVID19 pandemic of 2020), students are required to stay at home and follow
lectures remotely. Furthermore, they cannot interact with their school friends
face-to-face. By means of an AR/VR infrastructure at home (HMD, head-
phones and haptic interfaces), the students could remotely interact with their
friends (by means of some kind of robotic interfaces at the school) and follow
the classes from the teachers. This could also be applied to seniors confined in
their rooms of a nursing home. By menas of the interconnected AR/VR, they
could interact with one other in a virtual reality environment and play games
or talk without risking their health.
3 Heterogeneous RAN
As stated above, in order to support connecting heterogeneous IoT devices
with vastly different requirements, the RAN is envisioned to offer different
wireless network technologies using different frequency bands. A single AP or
BS can offer one or multiple wireless technologies. Moreover, to achieve the
high throughput requirements of future AR/VR applications, of up to several
Gbps for a single data stream [6], there is a need to exploit the large amounts
of uncongested bandwidth available above 6 Gigahertz (GHz). Especially the
mmWave frequency bands have a lot of untapped potential in terms of available
bandwidth.
To cover the wireless connectivity requirements of all types of devices
present in the network, there is a need for several types of complementary
radio access technologies (RATs) to co-exist: (i) low-power to connect battery-
powered sensors and actuators (i.e., the GSM band or the 700 MHz band) , (ii)
mid-band (i.e., 2 to 6 GHz for medium-throughput (up to hundreds of megabits
per second (Mbps)) and (iii) mmWave (i.e., generally using frequency bands
in the range of 24 to 70 GHz) to support Gbps throughput for high-definition
AR/VR data streams. Two main alternative technological paths exist for of-
fering these types of RANs: (i) the IEEE 802.11 family (i.e., Wi-Fi) of tech-
nologies using unlicensed spectrum, and (ii) the 3GPP mobile standards using
licensed spectrum. The former has technologies available that cover low-power
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connectivity (i.e., IEEE 802.11ah) [7], traditional mid-band connectivity (e.g.,
IEEE 802.11ax) [8], and mmWave connectivity (e.g., IEEE 802.11ay) [9]. The
latter similarly covers low-power (e.g., Narrowband IoT (NB-IoT)) [10], mid-
band (i.e., Long-Term Evolution (LTE) and 5G New Radio (5G NR)) [11],
and mmWave (i.e., 5G NR) [12] connectivity.
3.1 State of the art
In order to achieve an end-to-end latency below 20 ms (cf. Figure 1), a la-
tency in the order of at most a few milliseconds needs to be guaranteed in the
RAN segment of the network. To achieve this, a variety of physical and MAC
layer optimizations have been proposed in the context of 5G URLLC commu-
nications, such as novel packet structures, waveform designs, modulation and
coding schemes, symbol detection methods, control signaling, and grant-free
channel access solutions [13]. These methods are able to minimize the packet
transmission and reception latency on the wireless link. However, unexpected
packet loss may still result in significant drops in reliability and/or increases
in latency and jitter. This is mainly due to retransmissions, which are tradi-
tionally used to improve reliability in wireless networks (e.g., using variants of
Automatic Repeat Request (ARQ) protocols). However, retransmissions add
additional latency (e.g., around 8 ms per retransmission in LTE [13]), which
are not compatible with URLLC and Tactile Internet requirements. This prob-
lem is especially prevalent in mmWave networks due to the high propagation
loss and attenuation by obstacles at high radio frequencies.
To enable URLLC in lossy conditions, researchers have been looking at
alternatives to retransmissions to optimize latency and reliability. Such mech-
anisms include the use of higher frequency bands (i.e., mmWave), multi-access
edge computing (MEC), and various forms of diversity [4]. While attenuation
and propagation loss are major obstacles, mmWave frequencies offer the ability
to reduce the on-air time, i.e., latency, via the ability to allocate large contigu-
ous bandwidth segments as well as by allowing simultaneous transmission on
an increased number of frequency channels. MEC brings computing and stor-
age capabilities closer to the end user, supporting computational offloading
and significantly reducing end-to-end latency [14]. Finally, diversity in terms
of frequency (e.g., multi-channel), space (e.g., AP/BS densification, massive
multiple-input and multiple-output (MIMO)), and interface (e.g., multiple ra-
dio access technologies (multi-RAT)) is seen as the main solution for the joint
optimization of latency and reliability.
In terms of improving spatial diversity through densification, di Pietro et
al. studied solving the intermittency problem in mmWave networks (i.e., link
quality reduction caused by obstacles) by sending all packets over multiple
links (i.e., APs) simultaneously [15]. They looked at MEC offloading tasks
where the computational load is high compared to the communications load.
This assumption, however, does not hold for AR/VR traffic, which has high
bandwidth requirements. Moreover, their study was purely theoretical, assum-
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ing perfect instantaneous knowledge about channel state information (CSI)
and ignoring aspects related to AP selection, handovers, and packet repeti-
tion/duplication strategies.
Nielsen et al. studied the use of interface diversity (i.e., using multiple RATs
simultaneously) [16]. They proposed a framework to theoretically evaluate the
reliability and latency of various multi-RAT packet duplication strategies (i.e.,
full duplication, or redundant splitting). They showed that intelligent splitting
provides the best results, with latency reductions up to 40% in low-throughput
systems. As such, their conclusions may not be applicable to mmWave. Drago
et al. did look at interface diversity for mmWave in combination with LTE [17].
They proposed a packet splitting mechanism that relies on network coding to
enable packet reconstruction even if a certain percentage of packet fragments
is lost. However, they focus mainly on reliability, reporting latencies between
10 and 20 ms. As such, their solution is not applicable to URLLC. De Schep-
per et al. proposed the ORCHESTRA framework as an enabler for interface
diversity [18]. It supports packet duplication, splitting, load balancing, and
seamless inter-AP/BS (i.e., horizontal) and inter-RAT (i.e., vertical) handovers
at the network layer through a central controller and virtual medium access
control (MAC) abstractions. The use of a virtual MAC makes the process
programmable and transparent to the upper network layers.
In practice, performing seamless AP selection and handovers at mmWave
frequencies is far from trivial owing to the need for directional connectivity
(due to high propagation loss) and obstacle blockage (due to attenuation loss).
This is especially challenging in dynamic environments, where users are mobile
and obstacles may randomly appear. Sur et al. showed that this can lead to
extreme spikes in latency (as high as multiple seconds) and drops in through-
put [19]. To avoid this and to guarantee latencies below 1 ms, there is a need
to perform proactive packet duplication and handovers between APs/BSs and
technologies. Such proactive schemes require foresight into when signal qual-
ity will degrade and blockage will occur. An interesting research direction
to tackle this is to use context information about the devices and their en-
vironment (e.g., location information). Palacios et al. recently evaluated the
use of estimated location information to perform inter-AP handovers in IEEE
802.11ad mmWave networks [20]. However, their approach focused on through-
put maximization and did not consider latency optimization.
3.2 Discussion and open challenges
Existing packet and flow management algorithms to enable millisecond URLLC
in RANs focus on low-throughput applications. There is a clear lack of practi-
cal solutions that can guarantee reliable low-latency communications for high-
throughput applications. Existing reliability techniques for high-throughput
mmWave communications are not able to guarantee latencies below tens of
milliseconds or even seconds when devices are mobile and blockage of the sig-
nal may occur. In order to bring down this latency to the order of 1 ms, there
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is a need to perform predictive management of traffic flows based on accurate
context information about the device and environment and exploit multiple
forms of diversity and redundancy simultaneously. An interesting approach in
this direction is the use of location information, such as studied by Palacios et
al. [20]. Future research in this direction should go beyond pure throughput
maximization and study how the location and movement of users and poten-
tial obstacles can be used for proactive handovers that guarantee a bounded
latency. This requires studying the usefulness of different types of information
(e.g., location, movement, mobility patterns), their needed accuracy, and the
potential sources from which it can be obtained (e.g., wearables, environmental
sensors).
4 Deterministic Core Network
The methodology for developing the core DetNet is based on a novel determin-
istic networking protocol that offers jitter-free packet transfer across a network
path. It offers global timing and synchronized scheduling of packet traver-
sal through router buffers. On top of that, the architecture envisions three
mechanisms to further ensure deterministic low-latency routing: (a) a network
coding mechanism for latency minimization, (b) an AI-driven mechanism for
Application-Network collaboration, and (c) network slicing. Mechanism (a)
enforces an adaptive network coding scheme for the AR/VR data flow that
should be integrated into the underlying network technology. Mechanism (b)
constitutes the interface between any application and the network. Finally,
mechanism (c) allocates appropriate resources to meet latency requirements.
In the remainder of this section, more details about the jitter-free routing
protocol and the three extension mechanisms are provided.
4.1 State of the art
Time Sensitive networking (TSN) over large-scale and heterogeneous networks
such as the Internet is receiving considerable research and industrial attention.
On the one hand, the Resource reSerVation Protocol (RSVP) [21] is a proto-
col standardized by the Internet Engineering Task Force (IETF), which aims
at providing guaranteed transmission performance for network flows by re-
serving forwarding resource on every forwarding hop along flow’s path. This
provides enough methods for network resource reservation for specific flows.
However, as RSVP is a resource consumption method, the resource reserva-
tion on each node limits its scalability. On the other hand, the TSN standard
is the IEEE 802.1Q standard technology to provide deterministic messaging
on standard Ethernet [22]. TSN is centrally managed and provides guarantees
of delivery and minimized jitter using (i) tight clock synchronization across
the network and (ii) time scheduling methods for those real-time applications
that require determinism. However, given that TSN is a Layer 2 technology,
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it provides satisfactory performance in local networks, but cannot be applied
to large-scale deployments.
To solve this, the DetNet Working Group (WG) of the IETF1 aims to
extend deterministic networking to forwarding at the Internet Protocol (IP)
layer. To that end, the WG has proposed an overall architecture that stan-
dardizes the data plane and has discussed how aspects such as flow synchro-
nization, management, control, and security should be rethought to enable
multihop routing with low latency and virtually zero jitter. These initial dis-
cussions have indeed acknowledged the challenge of scaling TSN concepts to
large-scale networks, i.e. involving many network devices, long distances, and
many flows [22]. For instance, it is stated that per-flow queuing schemes that
may be used in TSN are not applicable here due to the large state space re-
quirements. Also, single-queue cyclic queuing and forwarding may suffer when
frames arrive in the wrong cycle. To cope with the requirements of remote
AR/VR applications, there is a need for the deterministic network research to
go beyond those efforts.
The required flow synchronization and resource allocation functionalities
can be modified to improve the scalability in terms of number of hops/flows.
TSN envisioned two key enablers to achieve this: cyclic queuing and forward-
ing (CQF) and scalable deterministic forwarding (SDF) [23]. First, using CQF
with three cyclic queues instead of one will mitigate the problems arising when
frames arrive in the wrong cycle. Employing SDF will allow to rely on fre-
quency synchronization rather than on the costly time synchronization across
all routers. These methods, together with specific per-flow status maintained
at the control plane, allow to make a fine-grained reservation of resources at
every hop from source to destination ensuring minimal queuing and, thus,
minimal jitter. Furthermore, to guarantee the scalability of the approach, the
proposed methods can be implemented in a set of routers where nodes con-
dition the traffic flows and ensure synchronization among them. The other
routers can rely on legacy protocols as they only see the aggregate flows.
4.1.1 Network coding for low-latency
Current networking infrastructures, such as the Internet, fall short of the strin-
gent requirements detailed by remote multi-user AR/VR, especially with re-
spect to throughput and latency. In a best-effort infrastructure, such as the
Internet, packet loss, especially occurring at core routers due to the network
status, is one of the major factors that not only hampers throughput but most
importantly contributes to the increase of delay through the retransmission
policies that transport protocols use. One strategy to mitigate the problem
is the use of source coding. However, this approach is bandwidth consuming,
computationally intensive and allows little room for dynamic adaptation to the
network status as well as the user requirements. A more distributed coding
approach, such as network coding (network coding (NC)), provides a better
1 https://datatracker.ietf.org/wg/detnet/about/













Fig. 6 Visualization of network coding to support low-latency end-to-end interconnected
AR/VR.
fit for the context of remote AR/VR. In this case, coding is performed syn-
ergistically by all network nodes in the communication path. This essentially
transforms those nodes into information regeneration points. This strategy
comes with several advantages that can be beneficial for remote AR/VR:
1. Reaction to packet losses is prompter since the upstream node can react
immediately, thus significantly reducing latency.
2. Rate adaptation based on the network status can be performed in a mod-
ular fashion by each intermediate node, thus economizing on bandwidth
consumption. In other words, it is possible to use coding redundancy only
where needed and not in the entire communication path.
3. It is possible to sustain high throughput even during congestion through
multipath routing of the coded streams.
4. Combining network coding with multipath routing also adds security to
remote AR/VR application, since it is virtually impossible to intercept the
entire exchanged traffic, whereas any intercepted part cannot be decoded.
Implementing the NC approach in the interconnected AR/VR context re-
quires a novel architectural approach that will allow flexibility. This can be
done using an overlay network implemented with a set of cloud servers. The
principle is shown in Figure 6. The end-to-end communication is established
as a set of consecutive transport links to provide transparency to the underly-
ing oblivious best effort infrastructure where NC is performed not only at the
source, but also in every cloud server (intermediate node). These actively par-
ticipate in the coding process with two critical functions. First, they provide
feedback about the coding state to the upstream server in order to allow very
fast reaction to packet losses. Second, they actively fine-tune the coding rate to
the downstream server to adapt to the underlying infrastructure performance
and at the same time economize on the bandwidth.
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4.1.2 AI-driven application-network collaboration
The network effect in delay-sensitive applications has been studied mostly
from a single perspective, i.e., either from the network side or the application
side. Moreover, very few existing studies have covered and evaluated audio
and video streaming, whereas the AR/VR case remains largely unexplored.
From the application side, studies on adaptive-quality media streaming for
real-time communication are well known and have had a huge impact on the
way we use the Internet [24]. In these cases, the application continuously mon-
itors the path quality (bandwidth, latency) on its own end and subsequently
reverts to a better or worse video/audio quality accordingly. This effect is no-
ticeable, since short pauses or even connection drops are very common. Such
approaches may be conditionally acceptable for every-day web browsing or
tele-conferencing, but not for an AR/VR setting [25].
From the network side, deploying the shortest paths between connectivity
end-points and using protocols that are naturally forwarded within a network
with high priority cover most of the related studies [26]. Furthermore, the few
existing solutions that consider a synergy between the network and the ap-
plications have been studied in vitro, i.e., in controlled network environments
only, such as local area networks (LANs), leased lines or experimental testbeds
(such as SDN-based [27]). Even in these limited exploratory studies, the se-
curity aspect is ignored completely, raising questions on their applicability to
real-world conditions. Moreover, they do not study AR/VR applications ei-
ther. Finally, it is worth noting that the use of AI/ML methods for computer
networking has been proposed in multitude of occasions [28], but with limited
success thus far. The main reason is that the widespread algorithms (e.g., fully
connected, convolutional, or recurrent neural networks) are not amenable to
the graph-structured nature of computer networks. Techniques applicable to
such problems exist (such as [29]), but have not been applied successfully in
networks.
With perfect and fast knowledge exchange between the network and the
application, network resource allocation is no longer a matter of converging
heuristics, but rather a deterministic process that results into final data routes
and constant bit rates over them. To that end, modern network architectures,
such as SDN [30] or knowledge-defined networking (KDN) [31], which have
reverted to a centralized network monitoring and control, can be used. Mon-
itoring, resource allocation and user access control are therefore modeled as
applications, which are subsequently translated to network routing table rules
and packet scheduling programs. Both aspects can be effectively driven by
Artificial Intelligence (artificial intelligence (AI)) methods.
An AR/VR-to-network mediation service, based on a predefined logic [32],
will (i) maintain an updated view of the application requirements and the
network state in real-time, (ii) adaptively match application requirements to
network configurations, and (iii) if a match is not attainable, it will auto-
matically negotiate application modifications to resolve the issue in minimal
time. This logic decides the deployment of proactive policies, such as over-
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provisioning resources to AR/VR users, and performs traffic duplication to
account for unforeseen network events, such as failures and congestion owed
to sudden link-flooding. Reactive policies are instead based on foreseeable ap-
plication or network events (e.g., an increase in AR/VR users, network traffic
increase expectation), or events that have just occurred. A crucial point here
is the methodology to, first, maintain the view of the network state and, then,
make accurate predictions of the outcome of the decisions taken. In this regard,
AI techniques can be applied [33] that will receive as input the current state
of the network or application and yield an occurrence probability of events
that require handling. One possible approach could be to implement it taking
ground on the recent KDN approach and particularly the use of graph neural
networks (GNNs) for network-level modeling and reinforcement learning (RL)
to obtain optimal decision policies [34].
4.1.3 Reinforcement learning-based network slicing
Network slicing is considered key in enabling network operators to run over-
lay networks over radio, transport and core domains. Network slicing will al-
low automatic configuration of resources based on demands from application
providers without the need for manual intervention and provide isolation and
special service treatment for applications requiring predictable data rates and
low latency [35]. Concepts such as tuning the underlying network for spe-
cific use cases has been used in existing network topologies. However, network
slicing separates itself from such inflexible and dedicated assignments by pro-
viding elastic and dynamic set up of system resources. 3GPP Release 15 has
already defined basic operation of end-to-end network slices, and with upcom-
ing Release 16 and 17 enhancements such as integration with ETSI network
function virtualization (NFV) management and orchestration (MANO) frame-
work, RAN slicing specification to enable vendor-agnostic implementation are
expected. Slices need to be monitored and resources should be adjusted using
AI algorithms continuously to ensure that the specified service level agree-
ments (SLAs) are met.
Recent research has shown the potential to use of RL to automate the con-
figuration of network slices [36] [37] [38]. An RL agent interacts with its envi-
ronment to identify the optimal policy through observing the state transitions
and perceived rewards based on its actions. However, it will be challenging to
implement RL-based algorithms on a commercial large-scale operator network
due to the existence of large number of state and action spaces, which takes
too long to reach to an optimal policy. Deep reinforcement learning (DRL) is
preferred in such complex networks to overcome the long convergence times.
[39] gives a survey of latest research on DRL applications to communication
and networking domains and discusses complications that can arise from op-
erating a multi-agent RL system where the learning is slowed down due to
interaction between agents and resulting increased state space.
Distribution based RL algorithms improved the estimation of action val-
ues [40]. Generative adversarial network (GAN) is a class of machine learning
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algorithm known to generate new data by approximating the distributions of
the underlying training set. [41] proposes combining GAN with deep distribu-
tional RLs to learn the optimal policy for network slicing resource management
that takes into account the demands.
Even though they provide very accurate predictions, highly non-linear na-
ture of deep learning (DL) algorithms make it hard to interpret the proposed
decisions. Automated decisions regarding critical network management for mo-
bile operators will be required to be explainable in case of system failures or
simply to ensure system integrity. A method relying on Taylor expansions with-
out the need for retraining of the neural network is proposed to decompose
the input output relationship for image classification[42].
Both DL and DRL are vulnerable to intentionally designed attacks to fool
the machine learning models [43]. Automated configuration and resource man-
agement of network slices should take into account such vulnerabilities and
introduce fail-safe mechanisms.
4.2 Discussion and open challenges
The network latency is a major factor affecting the performance of AR/VR
applications for true remote and real-time use. This section outlined a set of
promising mechanisms towards minimizing the network latency and mitigat-
ing its negative effects on overall AR/VR experience. At the application layer,
a close application-to-network collaboration was proposed, based on successful
existing outcomes [27,44]. At the network layer, a latency reduction oriented
network coding scheme was presented and the interplay between the two mech-
anisms was outlined. An AI system was also proposed, which will monitor and
tune the whole system based on prior observations.
However, true low-latency, real-time performance remains an open issue
that can only be studied via real-world system try-out. While any new mech-
anism introduces potential latency mitigation, their cross-collaboration and
interplay can be a source of latency on its own. Regarding the use of NC, the
idea of utilizing it to reduce delay and increase throughput has been proposed
in the past, e.g. [45,46]. However, the use of NC has never been tested over
long distance communication links and under the stringent requirements of
URLLC. The challenge here is designing the architecture that will enable an
efficient deployment of NC over the long communication distances required by
a remote AV/VR application. Moreover, the computational overhead induced
by NC and AI techniques must also be taken into account in terms of potential
latency introduction. Setting up pilot testbeds to develop and tune the whole
system is an imminent challenge, in order to evaluate real-world application
prospects.
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5 IoT middleware
The RAN controller and gateways provide the technical basis for communica-
tion. To manage the technical connections and the information transmitted at
different layers, complementary services are needed. These services have to deal
with the identification of different resources, the management of connection at
higher levels, the management of data and access to it (privacy, security), and
finally data analytics and information extraction. These tasks are handled in
IoT middleware and IoT cloud platforms, which aim at managing and hiding
the complexity and heterogeneity of distributed infrastructures. This type of
software has developed from early transaction monitors into general purpose
service oriented platforms of today.
5.1 State of the art
Given the increasing complexity of variability among IoT platforms, the cur-
rent tendency is to opt for a layered architecture. One of the most common
architectures is the one defined in [47] and [48]. In it, the control is distributed
in three layers: (1) Things; (2) Network; and (3) Application. The Things layer
takes care of receiving the data from and providing control of the connected
devices. The Network layer is in charge of the translation between different
protocol as well as mediating data exchanges. Finally, the application layer
processes the received data and converts it to useful information in an appli-
cation context.
Also driven by complexity, the IoT architectures can be built on top of
pre-existing platforms, using middleware infrastructure to provide the desired
communication between the Things and the Network layers. A significant at-
tention has been given to designing middleware, which aims to facilitate the
efficient management and control of active infrastructure elements and their
optimal coordination during system operation. This results in enhancement of
the systems’ interoperability in terms of quality and reliability. Furthermore,
the design of middleware is envisioned to support features such as heterogene-
ity, mobility, scalability, multiplicity, and security [49]. IoT middleware sys-
tems can be classified according to their placement. For example, at gateway
layer, platforms such as KURA, OpenHAB or AllJoyn [50], have the objective
of collecting information from the things layer and to adapt it to the network
layer at the gateway. On the other side of the gateway, IoT middleware focuses
on gathering data, managing the connections, gathering and representing in-
formation; furthermore, privacy and security aspects are addressed. Modern
IoT platforms add functionality to the hardware and application layer like ca-
pabilities for edge data processing or complex data analytic algorithms. One
clear example of such platforms is FIWARE 2. Finally, IoT cloud platforms
such as Amazon Web Services or Microsoft Azure Cloud[51] are targeting the
2 https://www.fiware.org/
Immersive Interconnected Virtual and Augmented Reality 19
collection of data in the cloud and data analytics at different levels. More-
over, they often provide overall-frameworks including templates for gateway
adapters, middleware, and cloud services.
Independently from its placement, one key aspect of the design of mid-
dleware is to ensure the dynamic identification and seamless dynamic inte-
gration of a large number of heterogeneous data sources and sinks [52]. This
is usually done by means of adding a semantic layer into the IoT reference
architecture [53]. Semantic modelling for IoT middleware comes in two main
flavors which complement one another. First, semantic device resolution mod-
els identify the device type and all related properties (e.g., services description,
profiles, etc). This model is tied to the physical device. It does thus enable to
query for all device properties. Second, semantic contextual models contain
knowledge related to application context. This information includes but it is
not limited to the inter-device relations, usually in the form of domain or ap-
plication specific rules. This model is tied with context-aware reasoning used
to make decisions depending on the real-time situation. This type of semantic
models automate the interoperability across different existing standards and
device Application Programming Interfaces (API). Furthermore, it extends
traditional object discovery methods (based on entity type or entity state in
static environments) with the possibility to discover objects in dynamic con-
text environments [54]. Several semantic based IoT middleware systems have
been developed, an example of an earlier system being Linksmart [55] while
VICINITY [56] is an example of more recently developed platform.
5.2 Discussion and open challenges
In order to combine the benefits of IoT and AR/VR, we see the two following
challenges: Integration and management of direct connections between two
AR/VR devices and the semantification of AR/VR data for its interoperability
as offered by appropriate IoT platforms.
Direct communication between devices, has been addressed by IoT plat-
forms that permit the management of peer-to-peer (P2P) connections. Exam-
ples for P2P capable platforms are Nabto3 and VICINITY[56]. However, they
are far from allowing the management of both IoT and AR/VR devices.
To solve the second problem, we argue that there is need for a holistic so-
lution that combines data from traditional IoT devices (sensors) with AR/VR
data in a single platform, combining semantic interoperability with state-of-
the-art techniques for achieving a high quality of service at the connection
layer. Existing combinations of the IoTand AR/VR solutions such as [57] adapt
some features of the IoT, i.e. direct connections, but fail to provide a compre-
hensive IoT platform with all its services, in particular, the semantification of
data and interoperability at semantic layer. This has been addressed by some,
rather research driven, IoT platforms, e.g. VICINITY[56].
3 https://www.nabto.com/
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6 Interactive, personalized and human-centric AR/VR applications
Haptic feedback and sensor monitoring enhance the immersiveness and in-
teractivity of AR/VR applications. However, due to the early stages of re-
search of immersive technologies, the successful integration of haptics, sensor
data within AR/VR applications is still far from unlocking its full potential.
Three elements currently drive the technology. These are the low latency trans-
port and application layer protocols, the personalization of content and the
perception-driven performance evaluation of applications. In this Section, first
state of the art on these three aspects is provided. Further, discussion on the
open challenges and hints to a new architecture are provided.
6.1 State of the art
In order to ensure interconnected and interactive AR/VR applications, three
different aspects of the problem have been addressed on the state of the art.
First and foremost, there is a need for low latency transport and application
protocols that can cope with the future DetNet, the Heterogeneous RAN and
the middleware IoT. Second, mechanisms for adapting and personalizing the
experiences would enhance the experience of a broad range of users, thus mak-
ing the applications suitable for the use-cases presented in Section 2. Finally,
there is a need for mechanisms to assess the perception of the users of the
applications so that changes can be fastly implemented. In the following three
subsections, state of the art on these three aspects is provided.
6.1.1 Low latency transport and application protocols for AR/VR
The most common protocols used in the research literature for haptic commu-
nication over the Internet are the TCP and UDP protocols. TCP minimizes
the effects of jitter, but its reliability mechanisms prevent it from being appli-
cable as real-time protocol. On the other hand, UDP, despite minimizing the
network delay, does not meet the reliability requirements of most haptic appli-
cations, especially in heterogeneous networks under packet congestion [58]. To
fill the gap between the two, several approaches have appeared in literature.
The Smoothed Synchronous Collaboration Transport Protocol (S-SCTP) uses
a receiver buffer and time-stamps on the packet headers to cope with the jitter.
The Interactive Real-Time Protocol (IRTP) prioritizes messages to send them
either through TCP or UDP according to their significance. A hybrid solution,
a protocol that tries to leverage the advantages of other protocols is the Hybrid
Multicast Transport Protocol (HMTP) and is mainly used for realizing haptic
collaboration in virtual environments. However, with the exception of TCP
and UDP, which represent maximum reliability and minimum packet header
overhead respectively, all other possible protocols need to balance the trade-off
between reliability and latency.
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This trade-off is also found in the case of the transmission of AR/VR media.
AR/VR streaming has been performed almost exclusively by TCP-based solu-
tions, where resiliency is prioritized over latency [59]. UDP solutions are better
suited. However, these solutions have shown problems to maintain quality lev-
els (which is necessary for immersiveness in VR). Approaches such as QUIC
(Quick UDP Internet Connections) and WebRTC (Web Real-Time Commu-
nication) are improving the performance of UDP-based solutions [60]. Fur-
thermore, given the stringent latency requirements, there is a need to reduce
the AR/VR content compression time to its limits. Therefore, one possible
solution would be to stream the content frame-by-frame and only encode at
the destination [61]. The applications of these protocols and algorithms to the
case of AR/VR are still open for exploration.
Apart from only streaming haptic and AR/VR data through the communi-
cation channel, the QoE requirements demand the synchronized transmission
of both audio and AR/VR video data. Therefore, a fundamental aspect of the
application layer protocols is the temporal management of the data streams.
Several attempts have been made in this direction. In [62], haptic communica-
tion is achieved by employing the Session Initiation Protocol (SIP) to estab-
lish a teleoperation session and manage haptic transport streams. The multi-
modal communication framework of PAHCP [63] synchronizes data by using
the Network Time Protocol (NTP) while graphics and haptic data are trans-
mitted with Virtual Network Connection (VNC) and PAHCP respectively.
The MPEG Media Transport, is an application layer transport protocol used
in [64] for the purpose of multi-modal data transmission on 3D tele-immersion
environments (3DTI). While multiplexing, if no force data are to be sent then
the video data are prioritized. Then, by assuming a constant bitrate connec-
tion, packet delay can be computed and used for correctly demultiplexing the
data stream. These approaches have provided promising results for simula-
tions or experimental evaluations where the network conditions were mostly
assumed constant. However, they have not been applied to real applications
and have not dealt with the stringent requirements of AR/VR applications.
6.1.2 Personalization of AR/VR applications
A self-adaptive system requires a control loop which allows it to adapt to its
context. Based on this feedback, the system makes intelligent decisions. Previ-
ous research has shown that machine learning (ML) techniques can be used for
creating self-adaptive AR/VR systems [65]. Each session type belonging to an
AR/VR system is designed for one task that can be altered by setting a fixed
set of parameters, i.e., parameterized exercises. A self-adaptive, personaliza-
tion system needs to understand the effect of each exercise and parameter on
every user profile. Two different paths to build such self-adaptive system have
been found in literature [66]: (1) knowledge-driven; and (2) data-driven. On
the one hand, a knowledge-driven design requires a human expert to define the
influence of each parameter and each context variable on the user. For example,
by formulating a set of rules, the expert decides the behavior of the learning
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system. On the other hand, a data-driven approach requires a lot of data and
results in actions that are difficult to interpret by a human. Thus, enabling
effective personalized immersive AR/VR applications require for methods able
to map the sensor data information to the virtual environment (VE).
Most HMD systems often work with head motion tracking sensors or eye
tracking for enhanced realism [67]. This sensor information can be used to
provide accurate renderings of images on the displays. One clear example of
using the HMD sensors is for adaptive tile-based streaming, where the sen-
sor information is utilized to predict where the user will look next [59]. The
analysis of the sensor information and haptics can be used both as input and
output of the AR/VR application. On the one hand, it can help in assessing
the user during the execution of the exercise. On the other hand, this assess-
ment can, in turn, help with adaptations to the environment (content) for the
following sessions. Analysis of motion is particularly useful for assessing motor
skills. It enables to provide feedback on specific motoric tasks. For instance,
by providing auditory or haptic feedback to notify the user of bad posture or
wrong movements. However, the integration of haptics within the VE further
that for entertainment is still largely unexplored. Some works have shown the
application of ML techniques to automate the interaction between haptics and
the visual feed. Such are the neural network-based data-gloves for automatic
gesture detection of Luzanin et al. [68] or the predictive models enabling real-
istic resistance on airplane controls of Yamashita et al. [69]. These approaches,
although promising, are still far from the full haptic-AR/VR automatic inter-
action.
6.1.3 Human-centric Quality Evaluation
Interconnected AR/VR experiences are built from multiple input and feed-
back channels to improve the perception of the user, in terms of feeling of
immersion and interactivity. In order to make this experience as natural as
possible, however, the system’s QoS parameters need to be kept within the
boundaries of acceptance of human perception. Delay, jitter and data loss,
for example, are perceived rather differently depending on the sensorial type.
When requirements are not fulfilled, the user experience will feel less authen-
tic and the QoE decreases, possibly even inducing cybersickness in the most
severe cases [70].
Currently, most research is limited to delay while jitter and data loss are
barely researched [71]. In addition, most test setups include only one or two
modalities, while studies on truly multi-modal systems are rather scarce. As
a result, the synchronization and prioritization of the simultaneously trans-
mitted signals is barely investigated within the light of QoE maximalization.
Thus, it is not hard to imagine that (a lack of) synchronization between the
multiple feeds will have a highly influence on the user experience. As most of
the current network infrastructure consists of reliable, high-speed connections,
synchronization mistakes typically arise within the local network. Especially
when using wireless connections (which is preferred to enable maximal free-
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Fig. 7 QoE management loop for interconnected AR/VR applications [70].
dom of movement), the above QoS parameters might become more stringent.
Managing these applications will require to shift the focus from the network
(QoS) to the human. Therefore, the expectations of the users, i.e. the QoE,
will drive the application and network decisions.
QoE is defined as the degree of delight or annoyance of the user of an
application or service, based on both objective and subjective psychological
measurements [72]. QoE management is performed by means of three processes
as shown in Figure 7. First, quality modelling provides an estimation of the
client-side quality as perceived by the end-user. Second, quality monitoring
focuses on analyzing the services and gaining understanding of the different
factors that influence the quality of the application. Third, the quality opti-
mization and control part aims to optimize the QoE over time.
The most straight-forward procedure to assess the effects of multime-
dia feeds on the user’s perception has traditionally been subjective evalua-
tions [73]. Subjective studies and evaluations of multimedia services are typi-
cally performed by means of experimental setups in laboratory environments,
where a few dozen people with varying demographic backgrounds and limited
knowledge about signal processing and encoding rate some multimedia con-
tent. For each presented sequence, users grade the quality on a certain scale
(usually between 1 and 5). The average score over all subjects is called the
Mean Opinion Score (MOS) [73].
As the degree of immersiveness of the application rises assessing the QoE
of the end-user by means of MOS becomes more difficult. In 360◦ videos, for
example, one must take into account that a user only sees a limited part of
the 360◦ hemisphere (the viewport) at each instant. Therefore, users might
watch different portions of the video during playback, which makes it rather
difficult to compare quality scores among users and to combine them to a
single average score per video. At this point in time, no standardized assessing
methodology exists to solve this issue.
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It becomes even more complex when additional sensory inputs, and tactile
feedback in particular, are added to the experience. Due to the complex com-
bination of sensorial data types that influence the user, MOS becomes rather
infeasible to define the quality. Therefore, it is beneficial to define the effec-
tiveness of the interactive system in terms of the ability to perform certain
tasks, e.g. the ability to pick up an object, localizing an object etc. [72] and
the feeling (or rather the absent) of cybersickness. Research towards the actual
design of such performance tests is currently scarce, however.
Most studies within existing, scientific literature are limited to subjective
studies on limited groups of users. Although such studies provide an accurate
view on the end-user quality perception, they are rather limited in scalability
and inefficient in terms of time and money. In addition, multimedia systems
benefit from real-time quality assessment to allow for dynamic adaptation of
the system parameters to optimize end-user experience. Therefore, objective
metrics are more tailored for this task. However, the amount of research con-
cerning overarching objective QoE metrics for AR/VR experiences is limited.
More research has been conducted on each of the individual feeds of the
system. Especially for traditional, 2D video applications a wide variety of ob-
jective metrics exist. Some of them are a pure mathematical comparison of
signals (e.g. Peak Signal-to-Noise Ratio (PSNR)), while others take the Hu-
man Visual System (HVS) into account (e.g. Video Multimethod Assessment
Fusion (VMAF)4). The latter are often based on ML techniques such as Sup-
port Vector Machines (SVMs) to combine multiple metrics. Limited attempts
exist to expand this towards 360◦ and holographic content, such as the Point
cloud Quality Rating (PQR) for point clouds [74] or Weighted to Spherically
uniform PSNR (WS-PSNR) [75] and the gaze driven model for adaptive tile-
based streaming of van der Hooft et al. [76] for omnidirectional video content.
Alexiou et al. [77] presented an study of the correlation between objective and
subjective evaluation for the case of volumetric media. They showed that while
some correlation can be found, traditionally used objective metrics need to be
heavily tuned to make them ready for the analysis of volumetric media.
For auditory feeds, there also exist a handful of metrics such as ViSQO-
LAudio, ViSQOL Speech and AMBIQUAL [78] for traditional audio, speech
and ambisonics (i.e. a full sphere audio surrounding technique) respectively.
The haptic feed is the least explored path of the three senses. The lim-
ited amount of haptic-related, objective metrics is based on generic metrics
for evaluation of signal quality in general, e.g. Mean Squared Error (MSE) or
Signal-to-Noise Ratio (SNR). Haptic Perceptually Weighted PSNR (HPWP-
SNR) [79] is probably the most known example of a haptic objective metric.
Another, more recent one is Haptic SSIM (HSSIM) [80], which is an adapta-
tion of the classic Structural Similarity Index (SSIM) [81] for video quality
estimation to the specific case of haptic feedback signals.
4 https://github.com/Netflix/vmaf
























Fig. 8 End-user application challenges to enable interconnected AR/VR applications.
6.2 Discussion and open challenges
In order to enable full interactivity and interconnected AR/VR applications,
we find that the three elements of the system presented in the previous section
(streaming, personalization and quality) need to be thoroughly improved. Fur-
thermore, they need to be integrated into a close architecture, devising novel
algorithms and methods. Figure 8 presents a proposal for this management
loop of future human-centric AR/VR applications.
1. Cross-layer architecture enabling information exchange and low
latency protocols: Cross-layer information exchange breaks the bound-
aries that traditionally exist among the protocol layers in the OSI stack.
This allows higher layer protocols to take into account and anticipate the
effects of beam training/steering and MAC scheduling on end-to-end per-
formance. For example, at transport layer, smart flow and congestion con-
trol (by means of smart retransmissions, buffering and packet reordering)
can be performed. Also, the network layer could benefit from cross-layer
information to decide on the best route for the packets given the mul-
tipath, the context information and the required quality. Transport and
application layer protocols need to become faster where UDP-based solu-
tions are aided by control mechanisms to provided the required resilience.
One promising approach is QUIC, which could be used both to provide
a per-frame transmission [61] as well as for leveraging the multiple paths
available for transmissions [82].
2. Context awareness and personalization: Context awareness enables
the algorithms to take into account additional context information about
the users, applications, and network (e.g., user location and speed, required
throughput, detected obstacles). However, the beam steering mechanism in
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beam-steered networks is unpredictable in terms of link establishment la-
tency and achievable throughput. This unpredictability in large part comes
from the obstacles in an environment, as well as due to mobility of the
clients. These open a plethora of research questions. First, given the mas-
sive amount of potentially generated context, it is first fundamental to
understand which sources of information are needed. Second, given the
possible inaccuracies of information sources (e.g. location estimates are
burdened with localization errors, clients’ mobility patterns can become
obsolete), it is necessary to learn how to cope with such context errors.
Finally, based on the selected and processed context, there is a need to
create an estimation quality model for each potential device-AP pair. Fur-
thermore, full awareness of the context will aid to provide solutions to
enable the full personalization of the environments, both to the user as
well as to the conditions.
3. Quality of Experience management: Satisfying the needs of users of
immersive media services requires not only to manage the network Qual-
ity of Service (QoS), but also to address the user’s QoE. Nowadays, the
perception of users of multimodal immersive applications (visual, audio
and tactile) is only measured by means of subjective evaluation (a group
of users rate the performance of the systems using a rating system called
Mean Opinion Score). Despite providing the most accurate feedback, they
are time-consuming (human testers need to be involved), and expensive to
conduct. Thus, even if they are necessary as a benchmark, there is a need
for novel objective evaluation models, that can provide a measurement
of the user’s QoE in real-time. These methods need to be valid not only
for the AR/VR multimedia feedback but also need to include the haptic
communications as well, which is widely unaddressed in the literature.
7 Conclusions
Enabling interactivity and interconnectivity for AR/VR applications imposes
immense challenges on the currently available technologies, networks and ap-
plications. The purpose of this paper has been to bring forward four areas of
the transmission chain that will need deep analysis. These are the heteroge-
neous radio area network, the deterministic core network, the IoT middleware
layer and the end-user device transmission protocols and perception modelling.
For each of them, we delve into the current state of the art and challenges that
need to be addressed before the dream of remote AR/VR interaction can be-
come reality.
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Salih Erguẗ has many years of experience in the telecommunications industry
working at leading vendors and operators in the US and Turkey. He is currently
working at Turkcell, and serving as a vice chairman at ITU-T Focus Group on ”ML
for Future Networks including 5G”. He received his MS from Northeastern University,
and PhD from University of California San Diego, all in Electrical and Computer
Engineering.
Marian Mach is an associate professor at the University of Kosice, Slovakia.
He received his PhD in Technical Cybernetics in 1993 and habilitation in Artificial
Intelligence in 2001. His professional interests include IoT, knowledge representation
and processing, machine learning and nature-inspired optimization. He is the author
and co-author of six books and over 150 research papers in journals and conference
proceedings.
Tomas Sabol is a professor of artificial intelligence at Technical University of
Kosice, Slovakia. He has a professional background on Artificial Intelligence, Internet
of Things, Data analytics and knowledge management. He has published more than
160 papers in books, journals, conference proceedings.
Albert Cabellos-Aparicio received a PhD (2008) degree in Computer Science
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