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INTRODUCTION 
 
 
Relevance of the Work 
Dielectric spectroscopy occupies a special place among the numerous modern 
methods used for the physical and chemical analyses of materials, because it is able to 
investigate the relaxation processes of complex systems over an extremely wide range 
of characteristic times from 10-12 s to 106 s. Although it does not possess the 
selectivity of the NMR and ESR methods, it can offer important and sometimes 
unique information on the dynamic and structural properties of substances. Dielectric 
spectroscopy is especially sensitive to intermolecular interactions and capable of 
monitoring cooperative processes. Via molecular spectroscopy, it provides a link 
between the investigation of the properties of the individual constituents of a complex 
material and the characterization of its bulk properties. Modern techniques may span 
extremely wide frequency (10-6–1014 Hz) and temperature (-270 ◦C – +800 ◦C) ranges, 
and therefore these methods are more particularly appropriate than others for such 
different scales of molecular motions. However analysis of dielectric data as a rule is 
performed with various predefined model of distribution of relaxation times. In such a 
way only several parameters are extracted from broad and complicated (for non-
ordered solids) dielectric spectra, further the temperature dependence of obtained 
parameters is analyzed with some well-known relationship (for example Vogel-
Fulcher law). In the end, only several numbers characterized complicated process in 
disordered solids. Loss of information is evident. In this work another way is 
developed. The distribution of relaxation times of various disordered dielectrics was 
extracted directly from the dielectric spectra, without any predefined assumption 
about distribution function shape. Obtained distributions of relaxation times allow 
explaining complicated relaxation phenomena in a wide class of disordered solids. 
Ferroelectric materials posses unique properties such as pyroelectricity and 
piezoelectricity useful for a wide range technological applications, from non-volatile 
memories to sensors and actuators. However, ferroelectrics applications are often 
moderate, because ferroelectrics properties are strong temperature-dependent around 
the phase transitions temperature. By substitution or doping it becomes possible to 
obtain the ferroelectrics with much weaker temperature dependence of important 
parameters. However, too big amount of impurities can smear out the ferroelectric 
properties. A fundamental question is what amount of impurities is so small that not 
destroy ferroelectric properties? In this work, an influence of doping to phase 
transition dynamics of three ferroelectrics – betaine phosphite, CuInP2S6 and 
CuInP2Se6 was investigated. Already a small amount of impurities (3 % of betaine 
phosphate) change dielectric properties of betaine phosphite so significant that only 
part of protons is ordered below a ferroelectric phase transition temperature. By 
further cooling they form dipolar disordered glass phase. Similar behaviour was also 
observed by substituting a small amount of selenium (2 %) in CuInP2S6 crystals. 
However, an influence of small amount sulphur to dielectric dispersion in CuInP2Se6 
is less expressed.  
In recent years, there has been enormous effort in studying single crystals with 
intrinsic nanoscopic inhomogeneity, since such materials often show very interesting 
properties. It was even proposed that the clustered, inhomogeneous states 
encountered, for example, in high-Tc cuprates, colossal magnetoresistive manganites, 
nickelates, cobaltites, diluted magnetic semiconductors, or ferrolectric relaxors, 
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should be considered as a new paradigm in condensed matter physics. In the case of 
relaxors, the peculiar dielectric properties of the relaxor materials were associated 
with the presence of small polar clusters—so called polar nanoregions— already in 
the pioneering work of Burns and Dacol [1]. However, because of their small size and 
random nature, we still lack a clear understanding of their size distribution, thickness, 
and roughness of their boundaries, their connectivity, shape anisotropy, distribution of 
the associated dipolar moments, their fractal self-similarity, their dynamics, and so on. 
Therefore, investigations of the polar nanoregion dynamics via broadband dielectric 
spectroscopy are very relevant problem in modern condensed materials physics. 
Dipolar glasses are modeling systems of disorder dielectrics. Very revealing 
information about glassy dynamics provides NMR investigations. In this work it is 
explained that modern broadband dielectric spectroscopy can also provide similar and 
even additional information about glassy dynamics in comparison with NMR 
spectroscopy. 
The aim and tasks of the work  
The aim of the dissertation is investigations of collective phenomena in 
disordered dielectrics. 
The tasks of the dissertation are: 
1. Investigations of the influence of small amount of antiferroelectric betaine 
phosphate to dielectric dispersion in ferroelectric betaine phosphite. 
2. Extracting from the dielectric spectra of the mixed hydrogen-bonded 
crystals a distribution of relaxation times, the parameters of double well 
potential of the hydrogen bonds, the local polarization distribution function 
and the average (macroscopic) polarization. 
3. Investigations of the dielectric spectra of the ferroelectric relaxor PMN-
PZN-PSN ceramics in a very wide frequency (20 Hz – 100 THz) and 
temperature (20 K-820 K) range. 
4. Extracting from the dielectric spectra of relaxors the distribution of 
relaxation times and determination it temperature dependence. 
5. Investigations of the ionic conductivity and it relaxation of CuInP2S6, 
CuInP2Se6 and mixed CuInP2(SxSe1-x)6 crystals. 
6. Investigations of the phase transition dynamics of CuInP2S6 and CuInP2Se6 
ferrielectrics. 
7. Investigations of the influence of a small amount of sulphur to the 
dielectric dispersion in CuInP2Se6 and a small amount of selenium to the 
dielectric dispersion in CuInP2S6 crystals. 
8. Investigations of the dielectric dispersion of dipolar glasses in middle part 
of a phase diagram of mixed CuInP2(SxSe1-x)6 crystals. 
9. Examinations of boundary regions between the ferroelectric order and the 
dipolar glass disorder of mixed CuInP2(SxSe1-x)6 crystals with less 
concentration of sulphur. 
Scientific novelty 
The dielectric spectra of the bulk relaxor ferroelectrics (PMN-PSN-PZN) 
ceramics was successfully investigated for the first time in the very wide frequency 
range 20 Hz - 100 THz (including 100 GHz – 1 THz) and the temperature range (20 K 
–820 K). This allows extracting certain distribution of the relaxation time of relaxors. 
In infrared frequency range, the softening of TO1 and TO2 modes of PMN-PSN-PZN 
ceramics was observed.  
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Dielectric properties of the mixed CuInP2(SxSe1-x)6 crystals were investigated 
in the wide frequency range 20 Hz – 1.2 GHz and phase diagram of this crystals 
family was obtained. New dipolar glass was discovered here. The ionic conductivity 
effects were separated for first time from the phase transition dynamics in CuInP2S6, 
CuInP2Se6 and mixed CuInP2(SxSe1-x)6 crystals. Critical decrease of the ionic 
conductivity and it activation energy at middle concentration of sulphur and selenium 
was observed in these mixed crystals.  
Non-usual behaviour of the average double well potential asymmetry was 
observed in the mixed betaine phosphate betaine phosphite dipolar glasses. This 
allows determination of a phase transition into the non-ergodic dipolar glass phase. 
Practical significance  
Ferroelectric relaxors are excellent materials for industrial applications due to their 
high dielectric permittivity and remarkable piezoelectric or electrostrictive properties. 
 
Statements presented for defense 
 
1. The non-zero mean value BkJ /  of the random bond interaction of mixed BP1-
xBPIx crystals with x=0.15-0.5 vanishes for very low temperatures. It is related 
with the transition into the low-temperature non-ergodic glass phase. 
2. Mixed CuInP2(SxSe1-x)6 crystals show revealing phase diagram. In the middle 
part of the phase diagram with x=0.4-0.8 at low temperatures a dipolar glass 
phase appears. Mixed crystals with a small amount of sulphur (up to 10 %) 
exhibit ferroelectric behaviour, however a small amount of selenium (2 %) 
change the phase transition dynamics so significant that at low temperatures 
coexistence of ferroelectric order and dipolar glass disorder appears. In 
boundary region between the ferroelectric order and dipolar glass disorder 
(with x=0.25) the relaxor-like behaviour is observed. 
3. Two dielectric relaxation regions of ferroelectric relaxors (PMN-PSN-PZN 
ceramics) were successfully separated. The short relaxation times region 
appears at the Burns temperature in THz spectra and on cooling it heavily 
slows down according to the Arrhenius law. This region is caused of breathing 
of the polar nanoregions. The long relaxation times region appears nearly 
room temperature and on cooling it anomalously slows down according to the 
Vogel-Fulcher law and disappears below the freezing temperature. This region 
is strongly affected by the external DC field and is caused by flipping of the 
polar nanoregions.  
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Structure of the Work 
 
The work consists of the introduction, 5 chapters, conclusions and list of references.  
In the introduction the relevance, the aim and tasks of the work, its scientific 
novelty and practical significance, statements for defensive and list of publication are 
presented. The subject matter of the work briefly presented. 
 In the first chapter, the current ideas about crystalline disordered system are 
surveyed and exemplified by the results allowing for the most straightforward 
interpretation. Exclusive consideration is intended for broadband dielectric 
spectroscopy results. Several critical remarks are presented about various predefined 
forms of the distribution of relaxation times and it physical meaning. 
 The second chapter is devoted to the experimental and theoretical methods of 
the broadband dielectric spectroscopy, which have been applied by the author to 
collect the original data personally.  
 The third chapter contains results of investigations of the mixed hydrogen-
bond betaine phosphite betaine phosphate phase transitions dynamics. Here 
distribution of the relaxation times, double well potential parameters, local 
polarization distributions of the investigated crystals are presented. 
In the fourth chapter the dielectric spectroscopy results of mixed 
CuInP2(SxSe1-x)6 crystals are presented, phase diagram of these crystals is discussed. 
The fifth chapter contains the dielectric spectra of PMN-PSN-PZN relaxor 
ferroelectrics in a very wide frequency range. Formation of the polar nanoregions 
below the Burns temperature (700-800 K) is manifested by the appearance of the 
dielectric relaxation in the THz range and by splitting of polar modes in the infrared 
spectra. Dielectric spectra are analyzed in terms of distribution of relaxation times 
using the Tichonov regularization method. The distributions splits in two components 
near room temperature and the origin of both components are discussed. In the 
infrared spectra interesting phonon anomalies are observed. 
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1. OVERVIEW 
 
 
1.1. Ferroelectrics  
 
If the spontaneous polarization of a material between crystallographically 
equivalent configurations is possible to reorient by an external electric field, then, in 
analogy to ferromagnetics, one speaks about ferroelectrics. Thus, it is not the 
existence of the spontaneous polarization alone, but also its “switchability” by an 
external field defines a ferroelectric material. 
1.1.1. Ginzburg-Landau Theory 
The Ginzburg-Landau theory is equivalent to a mean field theory considering 
the thermodynamic entity of the dipoles in the mean field of all the others. It is 
reasonable if the particular dipole interacts with many other dipoles. The theory 
introduces an order parameter P, i.e. the polarization, which, for a second order phase 
transition, diminishes continuously to zero at the phase transition temperature Tc [2]. 
Close to the phase transition, therefore, the free energy may be written as an 
expansion of powers of the order parameter. All the odd powers of P do not occur 
because of a symmetry reasons: 
6
6
4
4
2
2 6
1
4
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1),( PgPgPgTPF ++= .                              (1.1) 
The highest expansion coefficient (here g6) needs to be larger than zero because 
otherwise the free energy would approach minus infinity for large P. All coefficients 
depend on the temperature and in particular the coefficient g2. Expanding g2 in a 
series of T around the Curie temperature Θ which is equal to or less than the phase 
transition temperature Tc, we can approximate: 
)(12 Θ−= TCg .                                                (1.2) 
where C is Curie-Weiss constant. Stable states are characterized by minima of the free 
energy with the necessary and sufficient conditions: 
0)( 46242 =++=∂
∂ PgPggP
P
F
,                                 (1.3) 
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.                    (1.4) 
Two cases are to distinguish: (i) g4 > 0 ⇒ g6 = 0, which corresponds to a phase 
transition of the second order, and (ii) g4 < 0 ⇒ g6 > 0, which is related with a phase 
transition of the first order. In both cases, the trivial solution P = 0 exists, representing 
the paraelectric phase. Inserting Equation (1.2) into (1.4) it becomes obvious that 
above Tc the coefficient g2 needs to be larger than zero in order to obtain stable 
solutions. A comparison of Equation (1.2) and (1.4) shows that the g2 is expressed by 
the permittivity ε(0), for which the Curie-Weiss law is found: 
Θ−
=
T
C)0(ε .                                                      (1.5) 
Second order phase transition 
For T < Θ, a spontaneous polarization exists. It can easily be shown that the Curie 
temperature Θ is equal to the phase transition temperature TC. The spontaneous 
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polarization depends on the distance from the phase transition temperature with a 
square root law: 
4Cg
TT
P c
−
= .                                                    (1.6) 
For T > Tc, a minimum is found for P2 = 0. At T = Tc, this minimum shifts 
continuously to final values of the polarization. The temperature dependence of the 
permittivity in the ferroelectric phase is obtained by inserting Equation (1.6) into 
(1.4): 
C
TTc
TT c
−
=
<
2)0(
1
ε
.                                         (1.7) 
The slope of the inverse permittivity below the Tc is just twice of the slope above the 
Tc.  
First order phase transition 
If the expansion coefficients are chosen as g4 < 0 and g6 > 0, the stable states will 
again be found from Equation (1.3): 
))(4(
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2 gTCgg
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P Θ−−+= − .                        (1.8) 
Inserting Equation (1.8) into (1.1) results in the free energy as a function of 
polarization and of temperature. At high temperatures the free energy assumes a 
parabolic shape with a minimum corresponding to a stable paraelectric phase. On 
cooling, secondary minima at finite polarizations become visible. Their energy level 
at the beginning, however, is higher than that at P = 0. In this regime, the paraelectric 
phase is stable and the ferroelectric phase is metastable. Lowering the temperature 
further, at T = TC, all three minima of the free energy are at the same level. Below TC, 
F becomes negative and favors a finite spontaneous polarization. In the temperature 
regime between TC and Θ, the paraelectric phase coexists with the ferroelectric phase 
with the paraelectric phase being metastable. Somewhere on cooling through this 
regime, the first order phase transition to the ferroelectric state will occur with a 
corresponding jump of the spontaneous polarization from zero to a finite value. The 
permittivity in the ferroelectric phase is given by: 
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1.1.2. Soft Mode Concept 
The atoms of a crystal vibrate around their equilibrium position at finite 
temperatures. There are lattice waves propagating with certain wavelengths and 
frequencies through the crystal [3]. The characteristic wave vector qv  can be reduced 
to the first Brillouin zone of the reciprocal lattice, 0 ≤ q ≤ π/a, where a is the lattice 
constant.  
In every lattice there are three modes with different frequencies belonging to 
one longitudinal and two transverse branches of the acoustic phonons. A vibration of 
the atoms perpendicular to the propagation corresponds to a transverse wave, a 
vibration in the direction of the propagation corresponds to a longitudinal wave. The 
acoustic phonons have an elastic nature. All atoms vibrate as a linear chain 
independent of the number of different atoms per lattice cell. The sound velocity vs 
gives the wavelengths of the acoustic phonons; therefore, no coupling of acoustic 
phonons with electromagnetic waves exists (vs<< vLight). 
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In case of the non-primitive lattices with different atoms in the elementary 
cell, the sub-lattices can vibrate against each other. A vibration with a frequency ω≠0 
becomes possible even for the wave vector q=0. The opposite movement of 
neighboring atoms evokes large dipole moments allowing a coupling to 
electromagnetic waves. 
In general, each mode of the phonon dispersion spectra is collectively 
characterized by the relating energy, i.e. the frequency and wave vector, and is 
associated with a specific distortion of the structure. 
The local electric field in ionic crystals leads to a splitting of the optical 
vibration modes. The longitudinal mode frequency is shifted to higher frequencies 
while the transverse mode frequency is shifted to lower frequencies. The softening of 
the transverse modes is caused by a partial compensation of the short-range lattice 
(elastic) forces on the one hand and the long-range electric fields on the other hand. 
This effect is strongest at the zone center [3]. If the compensation is complete, the 
transverse optic mode frequency becomes zero when the temperature is decreased, 
ωTO (T → Tc) → 0, and the soft phonon condenses out so that at Tc a phase transition 
to a state with spontaneous polarization takes place (ferroelectric phase transition). At 
the zone center (wave vector is 0) the wavelength of the TO mode is infinite (λ0 → 
∞), i.e. the region of homogeneous polarization becomes infinite. In the case of the 
softening of the TO mode the transverse frequency becomes zero and no vibration 
exists anymore (“frozen in”). 
A linear relation (Cochran law) between ω2TO and T at the zone center is found 
suggesting that the temperature dependence of the optic mode frequency relates to the 
phase transition [4]: 
CcrTO TTA −=
2ω
                                                (1.10) 
in accordance with the Lyddane-Sachs-Teller relation: 
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.                                                 (1.11) 
where ε∞f is the contribution of the all higher modes and electronic polarization, ωLO 
is the longitudinal optic mode frequency, and ε (T, 0) is contribution of presented 
mode. 
1.1.3. Dielectric dispersion in ferroelectrics 
In general, the polarization vector, due to the moment of various types of 
polarization, may be unable to follow the change of the field. As a result, 
ε
*(ω) = ε'(ω) - iε"(ω) is complex. The Kramers-Kroning relations functionally relate 
the real and imaginary parts of the permittivity: 
∫
∞
∞ ′−′
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0
22)(
)(2)( ω
ωω
ωεω
π
εωε dp ,                                      (1.12) 
∫
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εωεω
π
ωε dPp ,                                      (1.13) 
where Pp indicates Cauchy’s principal part of the integral, ω' is an integration 
variable. In an external electric field, a molecule with permanent dipole moments 
undergoes an orientation. In an alternating field, the orientation depends on the 
frequency and causes a dielectric dispersion. The classical theory of the dielectric 
dispersion for polar liquids, which occurs mainly through the reorienatation of the 
noninteracting permanent dipoles, was developed by Debye [5]. In the Debye model, 
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the relaxing polarization Pr is assumed to decay after step removal of the electric field 
according to the following equation: 
)(1 tP
dt
dP
r
r
τ
−= ,                                                   (1.14) 
where τ corresponds to the relaxation time. The equilibrium polarization vanishes 
after switching off the electric field. The normalized macroscopic relaxation function 
Φ(t) describes the decay of the relaxing polarization and is expressed as simple 
exponent in the framework of the Debye model: 
τ
t
et
−
=Φ )( .                                                        (1.15) 
The relation between the complex permittivity and the function Φ(t) was first derived 
by Kubo [6]: 
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The dielectric permittivity ε* of the Debye model can be derived from Φ(t) with Kubo 
relation (1.16): 
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)0()(* ,                            (1.17) 
where ∆ε is the contribution of the relaxation process to the static permittivity, ε∞r is 
the contribution of the phonon modes and electronic polarization. Dielectric 
dispersion in pure ferroelectrics is Debey like or very similar to it [7]. 
 
1.2. Dipolar glasses 
 
1.2.1. Introduction 
Orientational glasses are crystalline materials that transform from a high-
temperature crystalline phase into a low-temperature glassy state. Analogous to the 
spin glasses (for a review see Ref. [8]), randomly substituted impurity ions (or 
molecules) that carry a moment are located on a topologically ordered lattice. These 
moments have orientational degrees of freedom and they interact with one another. 
The dominant exchange interaction can be of electrostatic dipolar, quadrupolar or 
octupolar, or of elastic quadrupolar nature. In the latter case, the interaction is 
mediated via lattice strains. Due to site disorder and anisotropic interactions, the 
orientational disorder is cooperatively frozen-in. 
The use of the term “glass-state” suggests some similarity with canonical 
glasses such as vitreous silica. Indeed, the orientational glasses exhibit relaxation 
dynamics similar to those observed in canonical glasses. In addition, the low-
temperature thermodynamic, elastic and dielectric properties are characteristic of 
amorphous systems. The advantage of orientational glass is that they can be modeled 
in terms of a Hamiltonian. 
Fig. l.1 shows mixtures of two orientationally ordered compounds A and B 
that exhibit a disordered low-temperature state. Well-known examples are mixtures of 
ferroelectric and antiferroelectric compounds such as rubidium ammonium 
dihydrogen 
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Fig. 1.1 Schematic x-T phase diagram of two  
orientationally ordered compounds. 
 
1.2.2. Models of spin glasses 
Because dipolar glass concept arises from the spin glasses, several ideas about 
spin glass must here mentioned. The spin glasses are magnetic systems in which the 
interactions between the magnetic moments are “in conflict” due to with some frozen-
in structural disorder (Fig.1.2). Thus, no conventional long-range order can be 
established. Nevertheless, these systems exhibit a “freezing transition” to a state with 
a new kind “order” in which the spins are aligned in random directions. The nature of 
this new kind of order, and thus its appropriate theoretical description, is still heavily 
debated, as well as the character of freezing transition: is it a new type of phase 
transition [12] or failure to establish a complete thermal equilibrium during 
observation time? Number challenging questions arise here. Usually, the ordered 
phase is characterized by an order parameter (see Section 1.1.1.). What is the order 
parameter for spin glasses? The ordered phase generally has a lower symmetry than 
the corresponding disordered phase. Is there a “broken symmetry” here? 
 
 
 
Fig. 1.2 A toy model which shows frustration. If the  
interaction on the bond is a “+”, the spins are parallel 
 and if it is a “-” they are  antiparallel.  
Clearly all these conditions can not be met so there is 
 competition or “frustration”. 
phosphate (RADP) [9] and mixtures 
of the elastically ordered KCN and 
NaCN [10]. In RADP, a frustrated 
ground state is believed to occur via 
the competing electric interactions. 
In NaCN:KCN, it seems plausible 
that the random fields suppress a 
long-range elastic order [11]: 
random strains are introduced by 
the volume difference of the 
impurity atoms that cause quenched 
elastic relaxations of the 
neighbouring ions. 
And many other more or 
less fundamental questions 
arise [8]. These questions 
are in generally actual also 
for dipolar glasses. Is still 
a mater of debate whether 
or not the relaxation times 
and spin glass correlation 
length diverge at freezing 
temperature T0 signifying 
a phase transition, or just 
become large and finite. If 
there is a phase transition, 
we can define a spin glass 
(Edwards-Anderson) order 
parameter [12]: 
avTiEA
Sq ][ 2= ,    (1.18)
 17 
 
 
which is nonzero below T0. Here < >T denotes a statistical mechanics average and [ ]av 
is a configurational average over random interactions.  
The standard “random bond” problem is formulated as such the Hamiltonian: 
∑∑ −−=
i
z
iex
ij
jiij SFSSJH 2
1
,                                   (1.19) 
where the last term characterizes interaction between the external magnetic field and 
spins, the first term characterizes an interplay between the spins, and the exchange 
constant are randomly chosen according to a fixed distribution P(Jij). This choice is 
Gaussian in the Edwards-Anderson model [12]: 
)(2
])(2/)(exp[)(
22
J
JJJ
JP ijij
∆
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=
π
.                                (1.20) 
From the Hamiltonian (1.19) Edwards and Anderson [12] for susceptibility such a 
relation obtained: 
2)( TTO
T
C
c
c
−−=χ ,                                              (1.21) 
here O is a constant. This law predicts a sharp cusp at Tc. The cusp is linear on one 
side but quadratic on the lower side. Indeed, similar cusp is observed in spin glasses 
[13]. This cusp can be destroyed by an external magnetic field. Sherington and 
Kirkpatrick [14] proposed that the mean-field theory of the spin glasses should to be 
exact solutions of a infinite-range in the Edwards and Anderson model in which the 
probability distribution P(Jij) is the same for all pairs of spins no matter how far they 
are apart. This is clearly an unphysical assumption, but the infinite-range model 
agrees fairly well with experiment, so it seems sensible to try in analogous approach 
for spin glasses. The Hamiltonian in the Sherington-Kirkpatrick (SK) model is the 
same as one is in Equation (1.19). 
Applying the replica trick and the steepest descent method one arrives at the 
following equations for the magnetization mmgn(T) ≡ <<Si>>j per site and for the 
Edwards-Anderson order parameter qEA(T) [14]: 
∫
∞
∞−
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2
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2
TksdseTm Bef
s
mgn ηπ
,                         (1.22) 
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∞
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s
EA ηπ
,                          (1.23) 
where kB is Boltzman constant, ηef(s) is an effective mean field given by 
exEAmgnef FJqmJs +∆+= 2
1
)(η .                                     (1.24) 
From Eq. (1.21) we can obtain the susceptibility: 
))(1(
)(1
TqJTk
Tq
EAB
EA
−−
−
=χ .                                         (1.25) 
The Oresic and Pirc (OP) [15] model is an anisotropic version of the SK model. The 
dipoles are assumed to be arranged in one dimensional chains, with a ferroelectric 
coupling K between nearest neighbors in each chain. An SK type long-range random 
bond interaction, with zero mean, J =0, exists between all pairs of spins (within a 
chain and between chains). Consequently the OP model predicate such Hamiltonian: 
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There is no known closed form solution for this model. Oresic and Pirc used a 
numerical recursion method [15]. 
1.2.3. Random bond-random field theory  
The essential difference between the magnetic spin glasses and dipolar glasses 
is the fact that in this last group of materials an intrinsic random field is generated by 
substitutional impurities. Lattice distortions cannot give rise to random magnetic 
fields unless time-reversal symmetry is broken. In view of this, the formation of the 
dipole glass phase can be understood in terms of the frustrated correlation between the 
dipoles and the strong coupling via random fields. In addition, in dipolar glasses 
tunnelling can play an important role, therefore Hamiltonian (1.18) must be so 
overwritten [16]: 
∑∑∑ ∑ −−Ω−−=
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here the second term denotes influence of tunnelling effects and the third one is the 
interaction with random field. In the framework of random bond – random field 
(RBRF) theory the random fields fi are distributed according to the Gaussian law: 
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For the case of various mixed crystals groups both ∆J and ∆f depend on the 
concentration x characterizing the composition of the glasses as in the case of Rb1-
x(NH4)xH2PO4 (RADP). The simplest concentration dependence typically has the 
form [16]: 
max)1(4 fxxf ∆−=∆ ,                                                (1.29) 
and similar behaviour can be assumed for the variance ∆J. From replica symmetric 
solutions R. Pirc and co-authors [16] obtained the polarization P: 
∫ ∫
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and the dielectric susceptibility χ in zero field: 
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Z(x) is partition function, the vector B=(Ω, 0, …, exFyqrJxfqJ +−+∆+ 2/12/12 )()( ). 
Since by assumption also J =0 in Eq. (1.20) the polarization will be strictly zero at all 
temperatures. The behaviour of the order parameter qEA and the dielectric 
susceptibility χ the authors [16] obtained numerically. For a finite value of ∆f the 
pseudo-spin-glass transition smeared out and the order parameter qEA remains nonzero 
at all temperatures. One might argue that the random-field variance ∆f acts as an 
effective ordering “field” for the order parameter qEA without inducing an average 
polarization P. This is the main difference between the transition smearing by a 
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random field ∆f and a homogeneous field E. As a result the onset of a glass phase is 
not determined by the appearance of a nonzero value of qEA(T). However, it is well 
known [8] that the replica symmetric solution we have presented becomes unstable 
below the Almeida-Thouless temperature. This instability also occurs in the presence 
of random fields and is usually associated with the onset of nonergodicity. The 
Almeida-Thouless temperature TAT is given by [16]: 
∫
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1.3. Ferroelectric relaxors 
 
1.3.1. Introduction 
Relaxor ferroelectrics or relaxors are a class of disordered crystals possessing 
peculiar structure and properties. At high temperature they exist in a non-polar 
paraelectric phase, which is similar in many respects to the paraelectric phase of 
normal ferroelectrics. Upon cooling they transform into the ergodic relaxor state in 
which polar regions of nanometer scale with randomly distributed directions of dipole 
moments appear. This transformation which occurs at the so-called Burns temperature 
(TB) [1] cannot be considered a structural phase transition because it is not 
accompanied by any change of crystal structure on the macroscopic or mesoscopic 
scale. Nevertheless, the polar nanoregions affect the behaviour of the crystal 
dramatically, giving rise to unique physical properties. For this reason the state of 
crystal at T < TB is often considered as the new phase different from the paraelectric 
one. 
At temperatures close to TB the polar nanoregions are mobile and their 
behaviour is ergodic. On cooling, their dynamics slows down enormously and at a 
low enough temperature, T0 (typically hundreds degrees below TB), the polar 
nanoregions in the canonical relaxors become frozen into a nonergodic state, while 
the average symmetry of the crystal still remains cubic. Similar kind of nonergodicity 
is characteristic of a dipole glass (or spin glass) phase. The existence in relaxors of an 
equilibrium phase transition into a low-temperature glassy phase is one of the most 
interesting hypotheses, which has been intensively discussed. Freezing of the dipole 
dynamics is associated with a large and wide peak in the temperature dependence of 
the dielectric permittivity with characteristic dispersion observed at all frequencies 
practically available for dielectric measurements (Fig. 1.3). This peak is of the same 
order of magnitude as the peaks at the Curie point in the ordinary ferroelectric 
perovskites, but in contrast to ordinary ferroelectrics it is highly diffused and its 
temperature Tm (> T0) shifts with frequency due to the dielectric dispersion. Because 
of the diffuseness of the dielectric anomaly and the anomalies in the temperature 
dependences of some other properties, relaxors are often called (especially in early 
literature) the “ferroelectrics with diffuse phase transition”, even though no transition 
into ferroelectric phase really occurs. The nonergodic relaxor state existing below T0 
can be irreversibly transformed into a ferroelectric state by a strong enough external 
electric field. This is an important characteristic of relaxors, which distinguishes them 
from typical dipole glasses. Upon heating the ferroelectric phase transforms to the 
ergodic relaxor one at the temperature TC which is very close to T0. In many relaxors 
the spontaneous (i.e. without the application of an electric field) phase transition from 
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the ergodic relaxor into a low-temperature ferroelectric phase still occurs at TC and 
thus the nonergodic relaxor state does not exist. 
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Fig. 1.3 Different possibilities for the temperature evolution of structure and dielectric 
properties in compositionally disordered perovskites: (a) canonical relaxor; (b) crystal 
with a diffuse  relaxor-to-ferroelectric transition at TC < Tm; (c) crystal with a sharp 
relaxor-to-ferroelectric transition at TC < Tm; (d) crystal with a sharp relaxor-to-
ferroelectric  transition at TC = Tm. The temperature dependences of the dielectric 
constant at different frequencies ν are schematically shown. 
 
Compositional disorder, i.e. the disorder in the arrangement of different ions 
on the crystallographically equivalent sites, is the common feature of relaxors. The 
relaxor behaviour was first observed in the perovskites with disorder of non-isovalent 
ions, including the stoichiometric complex perovskite compounds, e.g. 
Pb(Mg1/3Nb2/3)O3 (PMN) [17] or Pb(Sc1/2Ta1/2)O3 (PST) [18] (in which Mg2+, Sc3+, 
Ta5+  and Nb5+ ions are fully or partially disordered in the B-sublattice of the 
perovskite ABO3 structure) and nonstoichiometric solid solutions, e.g. Pb1-xLax(Zr1-
yTiy)1-x/4O3 (PLZT) [19, 20] where the substitution of La3+ for Pb2+ ions necessarily 
leads to vacancies on the A-sites. Recently an increasing amount of data reported has 
shown that many homovalent solid solutions, e. g. Ba(Ti1-xZrx)O3 (BTZ) [21, 22] and 
Ba(Ti1-xSnx)O3 [23] can also exhibit relaxor behaviour. Other examples of relaxor 
ferroelectrics are complex perovskites Pb(Zn1/3Nb2/3)O3 (PZN) Pb(Mg1/3Ta2/3)O3 
(PMT), Pb(Sc1/2Nb1/2)O3 (PSN), Pb(In1/2Nb1/2)O3 (PIN), Pb(Fe1/2Nb1/2)O3 (PFN), 
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Pb(Fe2/3W1/3)O3 (PFW) and the solid solutions: (1-x)Pb(Mg1/3Nb2/3)O3 – xPbTiO3 
(PMN-PT), (1-x)Pb(Zn1/3Nb2/3)O3 – xPbTiO3 (PZN-PT), PMN-PSN, PMN-PZN. 
Although relaxor ferroelectrics were first reported nearly half a century ago, 
this field of research has experienced a revival of interest in recent years.  
1.3.2. Compositional order-disorder phase transitions and quenched 
disorder in complex perovskites 
As mentioned above, the disordered distribution of different ions on the 
equivalent lattice sites (i.e. compositional disorder, also called chemical, ionic or 
substitutional disorder) is the essential structural characteristic of relaxors. The 
ground state of the complex perovskites should be compositionally ordered, e.g. in the 
A(B'1/2B"1/2)O3 compounds each type of the cations, B' or B", should be located in its 
own sublattice, creating a superstructure with complete translational symmetry. This 
is because the electrostatic and elastic energies of the structure are minimized in the 
ordered state due to the difference in both the charge and the size of B' and B" ions. 
The thermal motion is capable of destroying the order at a certain nonzero 
temperature (Tt). This occurs in the form of structural phase transition, the order 
parameter (compositional long-range order) of which can be measured by the X-ray or 
other diffraction methods. Such kind of phase transitions had been known long ago 
(e.g. in many metallic alloys) and was also discovered comparatively recently at Tt 
~1500 K in PST, PSN [24] and several other complex perovskites. Ordering implies 
the site exchange between B' and B" cations via diffusion. It is a relaxation process 
with a nearly infinite characteristic time at low temperatures, but at 1500 K it can be 
quite fast. As a result, in some perovskites (e.g. in PST, PSN, PIN), by annealing at 
temperatures around Tt and subsequent quenching, one can obtain the metastable 
states with different states at low temperatures. In some other materials (e.g. in PFN 
and PMN) the compositional disorder cannot be changed by any heat treatment 
because the relaxation time of ordering is too long. However in all known relaxors, at 
TB and below, the compositional order is frozen (quenched), i.e. cannot vary during 
practically reasonable time.  
 In the real complex perovskite crystals and ceramics the quenched 
compositional disorder is often inhomogeneous, e.g. small regions of the ordered state 
are embedded in a disordered matrix. These regions can be regarded as a result of 
incomplete compositional order-disorder phase transformation or as quenched phase 
fluctuations. In the prototypical relaxor PMN this kind of inhomogeneous structure 
always exists and cannot be changed by any heat treatment. 
 In Pb(B'1/2B"1/2)O3 perovskites the ordering of B-site ions converts the 
disordered PE mPm3  structure into the ordered mFm3  structure in which B' ions 
alternate with B" ions along the <100> directions (1:1 ordering). In the ordered phase 
of many non-ferroelectric A(B2+1/3B5+2/3)O3 perovskites, B2+ ions alternate with two 
B5+ ions along the <100> directions (1:2 ordering). The type of ordering in lead-
containing relaxor perovskites, Pb(B2+1/3B5+2/3)O3, has been the subject of debates. In 
the early works only inhomogeneous ordering (ordered regions within disordered 
surroundings) was found in the samples studied. High-resolution electron microscopy 
of PMN revealed nano-size (~ 2-5 nm) regions in which the ordering of 1:1 type 
( mFm3 ) was observed (see e.g. Refs.25, 26). These chemical nanoregions give rise 
to the week superlattice reflections (so-called F-spots). The results of anomalous X-
ray scattering measurements [27] showed that the chemical nanoregions in PMN 
exhibit an isotropic shape and a temperature-independent (as expected for the 
quenched order) size in the temperature interval of 15 - 800 K. Alternating Mg2+ and 
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Nb5+ ions, i.e the same type of ordering as in the ordered Pb(B'1/2B"1/2)O3 perovskites, 
were initially supposed to exist in these regions. This structural model was called 
“space charge model” because it implies the existence of the negatively charged 
compositionally ordered non-stoichiometric nanoregions, and the positively charged 
disordered non-stoichiometric matrix. Later, by means of appropriate high-
temperature treatments, Davies and Akbas [28] were able to increase the size of 
chemical nanoregions and obtained highly 1:1 ordered samples without the disordered 
matrix in the PMT and modified PMN ceramics. The existence of such ordering in 
overall stoichiometric samples is obviously inconsistent with the space charge model. 
The results of X-ray energy dispersive spectroscopy with a nanometer probing size 
revealed that the Mg/Nb ratio is the same in the chemical nanoregions as in the 
disordered regions of PMN [29], which also disagrees with the space charge model. A 
charge-balanced “random-site” model has been suggested in which one of the B-
sublattices is occupied exclusively by B5+ ions while the other one contains a random 
distribution of B2+ and B5+ ions in a 2:1 ratio so that the local stoichiometry is 
preserved [28]. 
The degree of compositional disorder can greatly influence the ferroelectric 
properties. For example, the disordered PIN crystals are relaxor ferroelectrics, but in 
the ordered state, they are antiferroelectrics with a sharp phase transition [30, 31], 
confirming the general rule that the relaxor behaviour can only be observed in 
disordered crystals. The possibility for real perovskite samples to have different states 
of compositional disorder, depending on crystal growth or ceramic sintering 
conditions, should be taken into account in research work.  
1.3.3. Relaxors in the ergodic state  
The paraelectric phase of all perovskite ferroelectrics has the cubic mm3  
average symmetry, but locally the ion configuration can be distorted, i.e. the ions are 
not located in the special crystallographic sites of the ideal perovskite structure. For 
example, in the classical ferroelectrics BaTiO3, the random displacements of Ti 
cations along the <111> directions caused by the multiple-well structure of potential 
surface were found [32, 33]. Such kind of displacements is due to the hybridization 
between electronic states of cations and the 2p states of oxygen (and should not exist 
in the case of purely ionic bonds). This effect is an important factor for the 
ferroelectric instability [34] and is also expected to occur in perovskite relaxors. 
Moreover, owing to the different sizes of the compositionally disordered cations and 
the random electric fields created because of the different charges of these cations in 
relaxors, all ions are expected to be displaced from special positions. These shifts 
should exist in the paraelectric phase and also at lower temperatures. 
 Permanent uncorrelated displacements of ions from the high-symmetry 
positions of the (fully or partially compositionally disordered) cubic perovskite-type 
structure were indeed found in relaxors at temperatures much higher, as well as lower, 
than TB. They are shown schematically in Fig. 1.4.  
The displacements of Pb2+ were detected in PMN [35, 36, 37], PZN, PSN, 
PST, PIN, PFN, PZN-PT and PMN-PT with small x by X-ray and neutron diffraction 
(see Refs.38, 39, 40 and references therein). To describe the Pb distribution, a 
spherical layer model has been proposed [37] according to which the shifts of ions are 
random both in length and direction so that they are distributed isotropically within 
the spherical layer centred on the special Pb site. The typical radius of the sphere is 
~0.3 
o
Α . It decreases slightly with increasing temperature. The off-symmetry 
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displacements of Pb ions in PMN were found to vanish at T > 925 K [37] (for other 
relaxors no data up to so high temperatures are available). The spherical layer model 
for Pb displacements in PMN was confirmed by the NMR investigations [41] and by 
the pulsed neutron atomic pair-distribution function (PDF) analysis [42]. Note that the 
significant random off-centring of Pb ions in perovskites is not the result of 
compositional disorder. It was also found in the paraelectric phase of the ordinary 
perovskite PbZrO3 [43]. On the other hand, in the PMN-PT solid solution with x=0.4 
which is still compositionally disordered, the Pb displacements from the special 
perovskite positions were not observed at T > TC [40].  
According to neutron diffraction data [36, 38, 44] the shifts of oxygen ions in 
the planes parallel to the corresponding faces of the perovskite cubic cell are isotropic 
(in PMN the shifts are close to 0.2 
o
Α ). The oxygen ions are also shifted (by about 
0.06 
o
Α  in PMN) in the perpendicular direction so that the distribution of shifts forms 
two rings parallel to the face of the cube. The displacements of B-site ions (Nb5+, 
Mg2+, Zn2+ etc.) from the ideal positions were not noticed in diffraction experiments 
[38, 44] (some authors found small seemingly isotropic displacements of about 0.1 
o
Α
 
in PMN [36]). Nevertheless the investigations of the extended X-ray absorption fine 
structure (EXAFS) and the pre-edge regions of absorption spectra revealed the off-
centre random displacements of Nb in the direction close to <110> in PMN, PZN, 
PSN and PIN [45]. These displacements are not sensitive to the change of temperature 
(in the range of 290-570 K), nor to the degree of compositional disorder (in PSN and 
PIN). The pulsed neutron PDF studies confirm [42] that the Nb displacements (in 
PMN at room temperature) are comparatively small (much smaller than in KNbO3). 
In the canonical relaxors such as PMN, the average crystal symmetry seems to remain 
cubic with decreasing temperature but the local structure changes. In addition to the 
uncorrelated local distortions described above, the clusters of ferroelectric order (i.e. 
polar nanoregions) appear at T < TB (TB ≈ 620 K in PMN). Due to their extremely 
small (nanometric) size, these polar nanoregions cannot be detected from the profiles 
of the X-ray and neutron diffraction Bragg peaks. Other experiments are needed to 
validate their existence.  
The first experimental (although indirect) evidence for the polar nanoregions 
came from the temperature dependences of the optic refraction index (n) which appear 
to be linear at T > TB , as shown in Fig. 1.5 [46]. At lower temperatures, a deviation 
from linearity was observed which was attributed to the variation of n induced (via 
quadratic electrooptic effect) by local spontaneous polarization inside the polar 
nanoregions. The existence of polar nanoregions was later confirmed by elastic 
diffuse neutron and X-ray scattering around the reciprocal lattice points [47, 48, 49, 
50]. In the PMN crystals, significant diffuse scattering appears at T < TB with the 
intensity increasing with decreasing temperature. This effect resembles the scattering 
caused by ferroelectric critical fluctuations, but an important difference (found in 
synchrotron X-ray experiments [50]) is that the shape of wavevector dependence of 
scattering intensity at large distances from the reciprocal lattice point deviates from 
the Lorentzian. 
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Fig. 1.4 Typical uncorrelated ion displacements (shown by arrows) in the unit cells of 
the lead-containing complex perovskite relaxor. Thick arrows show the direction of 
the local spontaneous polarisation P caused by the correlated displacements of ions 
inside polar nanoregions.  
 
This means [50] that the polar nanoregions are more compact than the usual 
ferroelectric critical fluctuations and have better defined borders. The correlation 
length (ξC) of the atomic displacements contributing to the diffuse scattering, which is 
a measure of the size of polar nanoregions, can be derived from the experiment: it is 
inversely proportional to the width of the diffuse (Lorentzian) peak. According to the 
recent high-resolution neutron elastic diffuse scattering study of PMN [51], the size of 
the emerging polar nanoregions is very small (ξC is around 1.5 nm) and practically 
temperature independent at high temperatures. The perovskite unit cell parameter 
being ~ 0.4 nm, each polar nanoregions is practically composed of only a few unit 
cells. Below about 300 K, ξC begins to grow on cooling, reaching ~ 7 nm at 10 K. The 
most significant growth is found around T0. Qualitatively the same behaviour was 
observed in the bulk of PZN crystals but the size of polar nanoregions is larger: they 
grow from ~7 nm at high temperatures to ~18 nm at 300 K [52, 53]. From the analysis 
of the relation between ξC and the integrated intensity of scattering, it was concluded 
[51] that the number of polar nanoregions also increases on cooling, but in contrast to 
the temperature evolution of ξC, the increase begins right from TB and at T ≈ T0 a 
sharp decrease of this number occurs (presumably due to the merging of smaller polar 
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nanoregions into larger ones). Below T0 the number of polar nanoregions remains 
practically the same at any temperature. 
 
 
 
Fig. 1.5 Typical temperature dependences of the refractive index, n, unit cell volume, 
V, reciprocal dielectric permittivity, 1/ε′ and birefringence, ∆n, in the canonical 
relaxor. 
 
Emergence of polar nanoregions below TB was also observed in the PMN 
crystal by means of transmission electron microscopy (TEM) [26], but their size was 
an order of magnitude larger than that determined from the neutron diffuse scattering, 
probably because of the influence of electron beam irradiation.  
 The directions of ionic displacements responsible for the spontaneous dipole 
moment of polar nanoregions were investigated in several works. By means of 
dynamic structural analysis of diffuse neutron scattering in PMN crystals it was found 
that the B-site cations (Nb and Mg) and the O anions are displaced with respect to the 
Pb cations in the opposite directions along the body diagonal (i.e. the [111] direction) 
of the perovskite unit cell, forming a rhombohedral polar structure [54]. The 
rhombohedral R3m symmetry was also derived from the analysis of ion-pair 
displacement correlations obtained by an X-ray diffuse scattering technique [55], but 
according to this study, O displacements deviate from the body diagonal and remain 
parallel to the <110> direction. The shape of polar nanoregions was found to be 
ellipsoidal [55]. The same shape was revealed by TEM [13].  
 Besides the structural features, many properties of relaxors can be adequately 
explained on the basis of the idea of polar nanoregions. For example, in contrast to 
ordinary ferroelectrics, where a sharp anomaly of specific heat is known to appear at a 
phase transition, in relaxors such anomaly is smeared over a wide temperature range 
and thus is hardly distinguishable from the background of the lattice contribution. The 
excess specific heat (total minus lattice contribution) has been determined in PMN 
and PMT crystals using precise adiabatic and thermal relaxation techniques [56]. It 
appears as a diffuse symmetric maximum located within the same temperature 
interval where polar nanoregions nucleate and grow (between 150 and 500 K in 
T0 
∆n 
1/ε′ 
n, V, 
1/ε′, ∆n 
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PMN). Therefore the anomaly is likely to be caused by the formation of polar 
nanoregions and/or by dipolar interactions among them.  
 Brillouin spectra of PMN-PT at T >> TC revealed significant relaxation mode 
(central peak), which was, attributed to the thermally activated fast (10 - 100 GHz) 
relaxation of polar nanoregions [57]. The intensity and the width of the peak increase 
with decreasing temperature indicating an increase of the number of polar 
nanoregions and a slowing-down of their dynamics, respectively. The hypersonic 
damping was also observed. It increases upon cooling, and is attributed to the 
scattering of acoustic mode by polar nanoregions [57]. Polar nanoregions can be 
thought as unusually large dipoles which direction and/or magnitude are dependent on 
an external electric field. Therefore the related properties are expected to be unusual. 
Indeed, at those temperatures where polar nanoregions exist, relaxors are 
characterized by giant electrostriction [58, 59, 60], remarkable electrooptic effect [59] 
and extremely large dielectric permittivity. 
 Even though no unambiguous structural confirmations for the phase transition 
at TB are known, the anomalies of properties at this temperature were reported. In the 
course of thermal cycling of PMN and PMN-PT crystals annealed after growth, a 
narrow maximum of the acoustic emission activity is observed (and decreases with 
the increase of number of cycles) in the vicinity of TB [61]. Not only the temperature 
dependence of the refraction index deviates from linearity at T < TB (as discussed 
above in this section), but the temperature dependences of the reciprocal dielectric 
permittivity, lattice parameter [60] (see Fig. 1.6) and (consequently) thermal strain 
[61] also do the same.  
  Little is known about the relation between the chemical nanoregions and the 
polar nanoregions in relaxors, although such relation can a priori be expected. Based 
on the TEM data, it was concluded that polar nanoregions in PMN may contain 
chemical nanoregions inside and in this case the regions in which polar nano regions 
and chemical nanoregions overlap remain non-polar [26]. In the framework of the 
theoretical models discussed further, the chemical nanoregions can be considered as 
one of the factors influencing the formation and behaviour of polar nanoregions, but 
not necessarily the determining factor. 
Although the very existence of polar nanoregions in relaxors seems to be 
doubtless, the cause and mechanisms of their formation are not conclusively 
understood. At temperatures higher than TB, the structure and properties of relaxors 
closely resemble those of normal displacive ferroelectrics. When a relaxor becomes 
compositionally ordered after the high-temperature annealing (without changing the 
chemical composition), a sharp ferro- or antiferroelectric phase transition is observed. 
These facts seemingly suggest that the relaxor crystal tends to be ferro- or 
antiferroelectric at low temperatures, but the quenched compositional disorder 
somehow prevents the normal transition into the phase with macroscopic ferroelectric 
or antiferroelectric order from happening. Instead, the polar nanoregions appear. 
There exist different approaches to explain the formation of polar nanoregions. All of 
them can be schematically subdivided into two categories. The models of the first 
category [62-65] consider the polar nanoregions as a result of local “phase transitions” 
or phase fluctuations so that the crystal consists of nanosize polar islands embedded 
into a cubic matrix in which the symmetry remains unchanged (as shown in Fig. 
1.6a). The models of the second category assume the transition to occur in all regions 
of the crystal and the crystal consists of low-symmetry nanodomains separated by the 
domain walls but not by the regions of cubic symmetry [66, 67] (the example is 
shown in Fig. 1.6b). Note that these two situations can hardly be distinguished 
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experimentally by structural examinations [68] because the local symmetry of cubic 
matrix is not expected to be cubic and the thickness of domain walls (i.e. the regions 
where polarization is not well-defined) is comparable with the size of nanodomains. 
The second category is represented by the random-field model proposed by 
Westphal, Kleemann and Glinchuk (WKG model) [66, 69], who applied the results of 
a theoretical work by Imry and Ma [70] to the relaxors. It was shown in Ref. 70 that in 
the systems with a continuous symmetry of order parameter, a second-order phase 
transition should be destroyed by quenched random local fields conjugate to the order 
parameter. Below the Curie temperature the system becomes broken into small-size 
domains (analogy of polar nanoregions) instead of forming a long-range ordered state. 
It should be emphasized that this model does not consider the trivial case of the local 
spontaneous polarization , which is, directed parallel to the quenched field when the 
field is strong enough. Instead the situation is determined by the interplay of the 
surface energy of domain walls and the bulk energy of domains in the presence of 
arbitrary weak random fields [70].  
For displacive transitions, continuous symmetry means that the spontaneous 
deformation is incommensurate with the paraelectric lattice. However, this is not the 
case for the perovskite ferroelectrics in which the spontaneous deformation and the 
polarization (order parameter) are aligned along definite crystallographic directions 
(e.g. the <111> directions for the rhombohedral phase). Nevertheless, when the 
number of allowed directions is large (e.g. eight for the rhombohedral phase), the 
symmetry of order parameter can be considered quasi-continuous and the approach 
appears to be applicable. The disordered distribution of the heterovalent ions inherent 
to compositionally disordered structure (e.g. Nb5+ and Mg2+ ions in PMN) provides 
the source for quenched random electric fields.  
 
- polar nanoregions
- regions of cubic symmetry 
(a) (b)
 
Fig. 1.6 Schematic representation of polar nanoregions in relaxors according 
to the different models. 
 
Ishchuk [67] analysed the thermodynamic potential in the framework of 
Landau phenomenological theory for the systems in which the energies of the 
ferroelectric and antiferroelectric phases are close to each other. It was shown that the 
state with coexisting ferroelectric and antiferroelectric domains might have lower 
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thermodynamic potential than the homogeneous (ferroelectric or antiferroelectric) 
state. This effect is due to the interactions (electrostatic and elastic) between the 
ferroelectric and antiferroelectric domains. It was suggested that relaxors are just the 
crystals in which this effect occurs. In other words, the nonpolar regions, coexisting 
with polar nanoregions (ferroelectric domains), are the domains of antiferroelectric 
structure. 
 The best-known model of the first category was developed in the early works 
by Isupov and Smolenskii [63, 71]. Due to the compositional disorder the 
concentrations of different ions (e.g. Mg2+ and Nb5+ in PMN) are subject to quenched 
spatial fluctuations. As the ferroelectric phase transition temperature (TC) depends on 
the concentration, spatial fluctuations of local TC are expected. It was suggested that 
upon cooling, local ferroelectric phase transitions occur first in those regions where 
TC is higher, whereas the other parts of the crystal remain in the paraelectric phase. 
Therefore, polar nanoregions are simply the regions with elevated Curie temperature.  
Several other models use the microscopic approach and consider the structural 
evolution and formation of polar nanoregions in terms of interatomic interactions. The 
ferroelectric lattice distortion in the ordinary perovskites is known to be determined 
by a delicate balance between the electrostatic (dipole-dipole) interactions and the 
short-range repulsions. Hybridization between the oxygen 2p states and electronic 
states of cations (covalent bonding) is able to change this balance, influencing thereby 
the phase transition temperature [34]. In the compositionally ordered (translationally 
symmetric) crystals, exactly the same forces affect all the atoms of a certain type 
because they have the same coordination neighbourhood. In the case of compositional 
disorder, the ions of different types may be found in the neighbouring unit cells on the 
same crystallographic positions (e.g. in the B-sublattice of PMN, both Mg and Nb 
ions are the nearest neighbours of Nb ions). The interatomic interactions which would 
cause ferro- or antiferroelectric order in the compositionally ordered state become 
random in this case, and as a result, the long-range polar order is disturbed. The 
models described below emphasize the importance of different interactions: the 
interactions under random local electric fields only (including dipole-dipole 
interactions) [62], the dipole-dipole interactions together with random short-range 
repulsions [72] or random covalent bonding [42].  
In the random field theory developed for relaxors by Glinchuk and Farhi (GF 
model) [62] the transition is regarded as an order-disorder one, i.e. at high temperature 
the crystal is represented by a system of reorientable dipoles (dipoles caused by the 
shifts of ferroactive ions from their ideal perovskite positions). These random-site 
dipoles are embedded in highly polarizable “host lattice” (the high polarizability is 
due to the transverse optic soft mode existing in relaxors). The dipole-dipole 
interactions are indirect (they occur via the host lattice) and random. Nevertheless, 
according to the theory, they should lead to uniformly directed local fields and thus to 
ferroelectric ordering at low temperature (in contrast to direct dipole-dipole 
interactions which can lead to a dipole glass state). Thus to explain the absence of 
macroscopic ferroelectric order in relaxors, additional sources of random local electric 
fields are considered. These additional fields can be static (coming from quenched 
compositional disorder, lattice vacancies, impurities and other imperfections) or 
dynamic (associated with shifts of non-ferroactive ions from the special positions). In 
contrast to the fields considered in the WKG model, these fields should be rather large 
(larger than critical value) to destroy the long-range ferroelectric order. The 
ferroelectric order parameter, phase transition temperature TC, linear and nonlinear 
dielectric susceptibilities are calculated within the framework of statistical theory 
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using the distribution function for local fields. It is found that depending on the model 
parameters (concentration of dipoles, other field sources and the host lattice 
correlation length), the low-temperature phase can be ferroelectric, dipole glass or 
mixed ferroglass. In the temperature interval between TC and TB, the short-range 
clusters may appear, in which the reorientable dipoles are ferroelectrically correlated 
(i.e. polar nanoregions). In the ferroglass state these clusters coexist with the 
macroscopic regions in which the dipoles are coherently ordered. 
The GF model for relaxors is the extension of the analogous theory for 
incipient ferroelectrics with off-centre impurities (e.g. KTaO3:Li, Nb, or Na). In the 
later case the off-centre impurities are the interacting dipoles. Due to their small 
concentration the crystal can be considered as the system of identical dipoles with the 
random long-range interactions. In the case of complex perovskite relaxors, the dipole 
concentration cannot be considered small. The random interactions of different (short-
range) nature are also involved and thus the dipoles are not identical. It was first 
recognized in the model [63, 72]. In this model, the polar nanoregions are the result of 
local condensation of the soft phonon mode. The consideration is based on the model 
of coupled anharmonic oscillators which is often applied to ordinary ferroelectrics. 
The effective Hamiltonian is given by the sum of Hamiltonians of the individual unit 
cells: 
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where Πl and ξl are the generalized momentum and coordinate of the soft mode 
displacements, Al and Bl are parameters of one-particle potential, which are 
determined by the interactions (mainly short-range repulsive) between ions of the l-th 
unit cell, and υll’ are parameters characterizing the interactions (long-range dipole-
dipole) between different cells. In the translationally invariant crystal, all the 
parameters, Al, Bl, and υll’, would be the same. In the case of compositional disorder 
they are different. The distribution function for these parameters is introduced in the 
model. This distribution gives rise to the spatial distribution of local “Curie 
temperature” TC. Polar nanoregions appear in the regions with enhanced local TC. The 
model parameters are linked to the parameters of real structure (in particular, the size 
of ions). Based on the crystal composition, this model is able to predict quantitatively 
the degree of “diffusion” of the transition, i.e. the extent of temperature interval in 
which the polar nanoregions develop before the crystal transform into the low-
temperature nonergodic phase. In particular, the degree of diffusion increases with 
increasing difference in the radii of ions in the ferroactive sublattice (A or B 
perovskite sublattice) or with increasing compositional disorder in this sublattice. On 
the other hand, the diffusion is much less sensitive to the disorder in the non-
ferroactive sublattice. The influence of the degree of compositional disorder on TC is 
also explained. Based on the arguments similar to those used in the original model 
[63] it was recently suggested [73] that, because of the randomness of microscopic 
forces responsible for the onset of spontaneous polarization, each polar nanoregion 
can consist of unit cells polarized in different directions. This model of “soft 
nanoregions” also implies that, due to thermally activated reorientations of some unit 
cells inside polar nanoregion, not only the direction (as believed before), but also the 
magnitude of the spontaneous dipole moment of individual polar nanoregion can 
strongly change with time (due to fluctuations or under the external field), while the 
size of polar nanoregion remains the same.  
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The Hamiltonian considered in the model by Egami [42] consists of two 
terms,  
H = H1 + H2                                                        (1.36) 
The first term is written in a standard form: 
∑ ⋅−=
ij
jiij SSJH
rr
1 ,                                                   (1.37) 
where iS
r
 is the local polarization caused by the displacement of i-th Pb ion from its 
special position c of many Pb-containing relaxor, Jij describes the random interaction 
between local polarizations mediated by oxygen and B-site ions. It is explained that in 
PMN the Pb ions cannot form the covalent bonds with those O ions which are bonded 
to Nb. On the other hand, Mg ions create purely ionic bonds and do not prevent the 
Pb-O bonding. Consequently the direction towards Mg is an “easy” direction for Pb 
displacement. This directional dependence of the energy of Pb displacements 
resembles the crystalline anisotropy in magnetic systems. It is random in 
compositionally disordered crystal and can be described by H2 model Hamiltonian. 
This model was established to account for the relaxor properties in ergodic relaxor as 
wall as in nonergodic relaxor phases, but the appearance of polar nanoregions was not 
derived.  
 Timonin [64] suggested that the ergodic phase in relaxors is an antilog of 
Griffiths phase theoretically predicted long ago (but not yet experimentally found) for 
dilute ferromagnetics. Ferroelectric clusters of various sizes (i.e. polar nanoregions) 
appear in this model at T < TC (where TC is the Curie temperature for non-dilute 
crystal) and specific non-exponential relaxation is predicted.  
 Specific temperature evolution of polar nanoregions can be explained in terms 
of the phenomenological kinetic theory of phase transitions in compositionally 
disordered crystals [65]. The emergence of polar nanoregions, i.e. the region of polar 
crystal symmetry within the cubic surrounding, should be accompanied by the 
creation of electric and elastic fields around polar nanoregions, which increase the 
total energy of the system. Due to the similar effects in the compositionally ordered 
crystals undergoing a first-order phase transition, the regions of the new phase 
(nuclei) are not stable. They tend to grow if their size is larger than the critical one or 
disappear otherwise. As follows from the theory [65], in disordered crystals the nuclei 
of the new phase can be stable and the equilibrium size of newly formed nuclei can be 
arbitrary small. The polar nanoregions in relaxors are really small (contain several 
unit cells) and stable can be regarded as such kind of nuclei. The theory predicts that 
polar nanoregions begin to appear in the paraelectric phase at TB as a result of local 
“phase transitions” (e.g. condensation of phonon soft mode). Upon cooling, the 
number of polar nanoregions increases but the equilibrium size of each polar 
nanoregions remains unchanged within a certain temperature interval just below the 
temperature at which it appears. Upon further cooling, the polar nanoregions grows 
slowly with decreasing temperature while remaining in a stable equilibrium, and 
finally at T = TC, becomes metastable so that the size of polar nanoregions increases 
steeply due to phase instability. In other words, the behaviour predicted by this model 
is the same as experimentally observed in PMN. But this theory is unable to describe 
quantitatively the real behaviour at T < TC, because it does not take into account the 
interactions between different polar nanoregions, which are obviously significant at 
low temperatures. It was further explained [63, 74] that depending on the model 
parameters (in particular, the mean TC and the width of the distribution of local 
transition temperatures), a sharp phase transition can occur, resulting in large 
ferroelectric domains at T < TC (in the case of a small width and a comparatively high 
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TC) or the transition is diffuse and the low-temperature polar regions are of nanometer 
size. The dipole-dipole interactions between them can lead to the formation of a glass-
type phase at a certain temperature T0 . The intermediate situations are also possible 
with moderately diffused transition and mesoscopic polar regions (domains).  
1.3.4. Glassy nonergodic relaxor phase  
Sharp peak of hypersonic dumping is observed at T0 [75]. However, no other 
evidence of the structural phase transition at T0 has been detected. The average cubic 
symmetry of PMN at low temperatures was confirmed in many structural studies by 
the absence of any splitting of X-ray and neutron Bragg reflections (which means that 
the shape of unit cell is cubic) as well as by the analysis of the intensities of the 
reflections (which are sensitive to the positions of atoms in the cell). For instance, in 
Refs. 37, 68, the unit cell was determined to be cubic by X-ray and neutron powder 
diffraction experiments performed down to 5 K, but due to the limited number of 
reflections analysed, the positions of atoms and the thermal parameters could not be 
refined simultaneously. In Refs. 76, 77 the analysis of a large number of reflections 
obtained from X-ray diffraction of PMN single crystals confirmed the mPm3  space 
group in the range of 100 − 300 K. The cubic structure is also confirmed by the 
absence of birefringence [78, 79]. 1 
Even though the structural phase transition in PMN is not definitely observed, 
some important structural changes not affecting the average symmetry are still found. 
With decreasing temperature, the average size of polar nanoregions increases 
significantly around T0. The synchrotron X-ray scattering revealed the emergence of 
very weak and wide ½(hk0) superlattice reflections (α spots) in the vicinity of T0 [80]. 
These reflections were attributed to the antiferroelectric nanoregions formed by the 
correlated anti-parallel (static or dynamic) displacements of Pb ions along the <110> 
directions with a magnitude of ~ 0.2 
o
Α . Significant enhancement of the intensity of α 
spots below T0 is believed to arise from an increase in the total number of the 
antiferroelectric nanoregions, whose average size of ~ 30 
o
Α  (determined from the 
width of reflections) remains constant down to the lowest measured temperature of 10 
K [80]. Antiferroelectric nanoregions appear to be different from polar nanoregions 
and chemical nanoregions, and unrelated to either of them [80]. 
Relaxors show nonergodic behaviour resembling the behaviour of spin (or 
dipole) glasses. In the high-temperature (ergodic) phase of glasses, the spins (or 
dipoles, which can be considered as pseudospins) are weakly correlated and free to 
rotate, so that after any excitation (e.g. after application and removal of an external 
field) the system quickly comes back to the state with the lowest free energy, i.e. the 
state with zero total magnetization. It is always the same state regardless of the initial 
conditions (i.e. the strength and direction of the field in our example). At lower 
temperatures, due to the correlations between spins, the free energy surface has very 
many minima of almost the same depth separated by energy barriers of different 
heights (each minimum corresponds to a specific configuration of spins). In the glass 
phase, some of these barriers are so high that the time needed to overcome them is 
larger than any practically reasonable observation time. Therefore, during this time 
the system cannot reach all the configuration states, and consequently, the usual 
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thermodynamic averaging and the time averaging give different results, i.e. the system 
is in a nonergodic state. On its way to a new state of minimum free energy required by 
the changed external conditions, the system should pass many barriers of different 
heights. This leads to a process with a wide distribution of relaxation times. The 
maximum relaxation time from this distribution may be so large (infinite for an 
infinite crystal) that the system cannot effectively reach the equilibrium. As a result, 
the state and the physical properties of the material depend on the history (i.e. the 
external field applied, the temperature variations, the observation time, etc.). In 
particular, substantial ageing effects should be observed, i.e. the change of properties 
with time spent by the sample at certain fixed external thermodynamic parameters 
(temperature, field, etc.).  
 All the main (mutually related) characteristics of nonergodic behaviour typical 
of spin glasses, i.e. anomalously wide relaxation spectrum, ageing, dependence of the 
thermodynamic state on the thermal and field history of a sample, are observed in 
relaxors at temperatures around and below T0. Slow relaxation manifests itself also in 
other properties related to the local and/or macroscopic polarization. In particular, the 
relaxation of optical linear birefringence induced in PMN by a weak (E < Ecr) 
external electric field was studied [78] (Ecr is the critical field needed to induce the 
transition to the ferroelectric phase). The results were successfully described in terms 
of Chamberlin’s approach to dynamic heterogeneity [81], implying a broad relaxation 
spectrum. Application of a strong (E > Ecr) d.c. field to the PMN crystal at T < T0  
results in a near logarithmic decay of dielectric permittivity [82] and a slow evolution 
of X-ray Bragg peaks reflecting the change of crystal symmetry [83]. The effects of 
ageing of susceptibility in the nonergodic relaxor phase of PMN and in the typical 
spin glass phase were found to be very similar (and much stronger than in typical 
dipole glasses) [84]. The other examples are the splitting in the temperature 
dependences of the field-cooled and zero-field-cooled quasistatic dielectric 
permittivity in PMN and PLZT [85, 86] and the P(E) hysteresis loops. 
 The ergodicity is clearly broken in relaxors at low temperatures, but this does 
not necessarily mean that relaxors are really dipole glass systems. Many other systems 
may also be nonergodic [87]. In particular, an ordinary ferroelectric phase is also 
nonergodic, but its potential landscape contains only a few minima (which are 
symmetric and correspond to the different directions of spontaneous polarization). As 
a result, the properties are easily distinguishable from those of nonergodic spin glass 
(or relaxor) phase. Wide relaxation spectrum and ageing phenomena are absent in the 
ideal ferroelectric crystal. But in the compositionally disordered perovskite crystal the 
situation is very different and different explanations for the nonergodic behaviour are 
possible. For instance, the above-mentioned results of investigations of birefringence 
[81] were explained by domain wall displacements, rather than by the reorientations 
of dipoles [78]. Furthermore, some peculiarities of the relaxor behaviour have never 
been observed in spin and dipole glasses. In particular, the Barkhausen jumps during 
poling process (detected optically in PMN) are not compatible with the glassy 
reorientation of dipoles, which takes place on a microscopic length scale and hence 
should be continuous and monotonic [66]. Field-induced ferroelectric phase and 
ferroelectric hysteresis loops have not been observed in typical dipole glasses. Thus, 
the nature of the nonergodic phase in relaxors remains the subject of intensive 
discussion. In particular, the WKG model suggests that the low-temperature phase of 
canonical relaxors is a ferroelectric state, but broken into nanodomains by quenched 
random fields. Note also that in terms of compositional disorder, relaxors are frozen 
in a metastable state. The degree of compositional disorder can depend on thermal 
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prehistory. This is also an effect of nonergodicity. However, at temperatures around 
TB and below, the compositional disorder remains unchanged on the experimental 
time scales (i.e. frozen), and at the same time, the motion of dipoles (at T > T0) is fast. 
Thus, when considering the subsystem of dipoles at T > T0, one can believe that the 
crystal reaches the equilibrium2and the phase is effectively ergodic. On the other 
hand, if the sample has been annealed during experiment at high temperatures (~700 
K or higher) the possible effects of nonergodicity related to the compositional 
disorder should be taken into account.  
The important feature of the nonergodic relaxor state is that it can be 
irreversibly transformed to the phase with the ferroelectric dipole order when poling 
by an electric field larger than the critical strength (Ecr increases with decreasing 
temperature and in PMN the minimal Ecr is about 1.7 kV/cm [79]). This feature points 
to the common nature of relaxor and normal ferroelectrics. The ferroelectric hysteresis 
loops, which are known to be the determinative characteristic of ferroelectric phase, 
are observed in relaxors with the values of remnant polarization and coercive field 
typical of normal ferroelectrics. Pyro- and piezoelectric effects are also observed after 
poling. X-ray diffraction [83, 88] and optical [79] investigations of poled PMN 
crystals showed that the field-induced phase has the rhombohedral 3m symmetry, i.e. 
the same symmetry as in several normal perovskite ferroelectrics. On the other hand, 
locally the structure is inhomogeneous, i.e. different from normal ferroelectric 
structure. The traces of cubic phase were observed at low temperature by X-ray 
diffraction experiments in poled PMN crystal [83]. The NMR investigations of PMN 
crystal poled by a field almost two times as large as Ecr, revealed that only about 50% 
of Pb ions are displaced parallel to the [81] poling direction in a ferroelectric manner, 
while the other 50 % exhibit spherical layer-type displacements characteristic of 
paraelectric phase [41]. The size and number of antiferroelectric nanoregions found in 
PMN in the unpoled state remain unchanged in the ferroelectric phase [78]. 
1.3.4. Theoretical description of nonergodic phase in relaxors 
Early works on relaxors (e.g. the composition fluctuations model by 
Smolenskii and Isupov [89, 90] and the superparaelectric model by Cross [91]) 
considered the polar nanoregions to be relatively independent noninteracting entities. 
It was later understood that the specific nonergodic behaviour of relaxors at low 
temperatures cannot be explained without taking into account the interactions among 
polar nanoregions and/or quenched random local fields existing in the 
compositionally disordered structure. The interactions among polar nanoregions may 
lead to anomalous slowing-down of their dynamics (nonergodicity effects) or, when 
becoming frustrated, even to the formation of the glass state in which the dipole 
moments of individual polar nanoregions are randomly fixed in different directions. 
Note that these interactions are of dipole-dipole nature and can be considered as 
dynamic local fields. Additionally polar nanoregions can be influenced (or probably 
even fixed) by quenched local random fields stemming from the compositional 
disorder or other types of lattice defects.  
Some of these theories can explain the transition from the ergodic to 
nonergodic relaxor state. In particular, in the GF model, the polar nanoregions 
naturally appear in the temperature interval between the paraelectric and the low-
temperature dipole glass or mixed ferroglass phase. In the WKG model, the formation 
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of polar nanoregions as well as the transition to the nonergodic relaxor state is 
described to the quenched random fields exclusively. 
However, the mechanisms leading to the formation of polar nanoregions at 
high temperatures are not necessarily responsible for their freezing and for the 
development of the low-temperature nonergodic state. The formation and freezing of 
polar nanoregions are possibly two distinct phenomena requiring different 
approaches. The “semi-microscopic” models [92-94] of glass state in relaxors 
describe only the latter phenomenon, while polar nanoregions are believed to be 
already-existing objects and the mechanisms of their formation are not examined.  
In the spherical random-bond-random-field (SRBRF) model proposed by Pirc 
and Blinc [93, 94], the Hamiltonian is formally written with Eqs. (1.36) and (1.37), 
but the meanings of the parameters are different from those discussed above. 
Pseudospins iS
r
 proportional to the dipole moments of polar nanoregions are 
introduced so that the relation  
∑ =
i
i NS 3)( 2
r
     (1.38) 
is satisfied (N is the number of pseudospins in the crystal). It is assumed that each 
component of iS
r
 can fluctuate continuously and take any value, i.e. 
     - ∞ < Siµ < +∞ .      
(1.39) 
 Jij [in Eq. (1.37)] are the random interactions (bonds) between polar nanoregions 
which  
 
 
 
Fig. 1.7 (a) Temperature dependence of the Edwards-Anderson glass order parameter 
qEA in PMN. The solid line is the fit to the “spherical random bond random field” 
(SRBRF) model. The inset shows the local polarization distribution function )( pW r  
along the px-axis according to the SRBRF model. (b) Examples of the W(p) functions 
for dipolar (kBT/ J =0.85, ∆f/(∆J)2=1) and quadrupolar (kBT/ J =0.5, ∆f/(∆J)2=0.1) 
glasses are shown for comparison. (after Blinc et al. [94]) 
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are assumed to be infinitely ranged. The second term in the Hamiltonian [in Eq. 
(1.36)] describes the interaction of pseudospins with quenched random electric fields 
if
r
 
∑ ⋅−=
i
ii SfH
rr
2 .                                            (1.40) 
Both random bonds Jij and random fields if
r
 obey the (uncorrelated) Gaussian 
probability distributions with a variance of ∆J and ∆f, respectively. The mean value of 
the distributions equals J  (for random bonds) and zero (for random fields). In the 
absence of random fields (∆f = 0), if J  > ∆J, the theory predicts the transition from 
the paraelectric phase (in the model this phase is equivalent to the ergodic relaxor 
phase) into an inhomogeneous ferroelectric phase with a nonzero spontaneous 
polarization; if J  < ∆J, the system transforms, at a well-defined temperature T = 
∆J/kB, from the paraelectric to a spherical glass phase without long range order, and 
the glass order parameter (which is equivalent in this model to the well-known 
Edwards-Anderson order parameter, qEA) decreases linearly from 1 at T = 0 to zero at 
T = ∆J/kB. The presence of random fields (∆f ≠ 0) destroys the phase transition so that 
qEA remains nonzero at T = ∆J/kB, and approaches zero when the temperature further 
increases. Figure 1.7 (a) shows the temperature dependence of qEA determined 
experimentally from the NMR data of PMN (qEA is shown to be proportional to the 
second moment, M2, of the frequency distribution corresponding to the narrow 93Nb 
NMR line) [94]. The solid line represents the fit with the parameters J /kB = 20 K and 
∆f/J2 = 0.002, confirming the applicability of the model.  
The local polarization distribution function )( pW r  (where >=< Sp
rr ) predicted 
by the model and determined experimentally from the NMR line shape also appears to 
be the same as shown in the inset of Fig. 1.7 (a) [94]. The )( pW r  shape observed in 
dipolar and quadrupolar glasses look very different, as shown in Fig. 1.7 (b). These 
results suggest that the nonergodic relaxor phase in PMN cannot be described as a 
dipolar or quadrupolar glass. It is a new type of glass which can be called “spherical 
cluster glass” [95]. The SRBRF model is also able to explain the dielectric non-
linearity in PMN. The dynamic version of SRBRF model describing the dispersion of 
liner and non-linear dielectric susceptibility has been developed [96]. In the coupled 
SRBRF-phonon model [97], the coupling of polar nanoregions with soft TO phonons 
leads to the modification of interactions among polar nanoregions. The effect of 
pressure on the relative stability of different phases in relaxors is explained.  
Vugmeister and Rabitz [92, 98] considered in their model the hopping of polar 
nanoregions in multi-well potentials. The polar nanoregions exist in a highly 
polarizable paraelectric phase host lattice with a displacive dielectric response. The 
theory takes into account the broad distribution of the potential barriers controlling 
polar nanoregions dynamics and the effect of interactions between polar nanoregions 
mediated by highly polarizable host. These two aspects are described in terms of the 
local field distribution function. In this model, the dipole glass freezing is believed to 
be accompanied by the critical ferroelectric slowing-down. It is shown that the true 
glass state in which all dipoles (polar nanoregions) are frozen is not achieved in 
relaxors: the degree of the local freezing is rather small even at low temperatures. The 
role of the critical slowing-down is shown to be significant in the dynamics of the 
system due to the closeness of ferroelectric instability. In other words, relaxors can be 
considered incipient ferroelectrics. This explains their very large dielectric 
permittivity. In the framework of this model, the shape of the frequency-dependent 
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permittivity as a function of temperature in typical relaxors is explained qualitatively. 
The glasslike freezing of the dynamics of polar nanoregions is characterized by the 
non-equilibrium spin-glass order parameter, the temperature behaviour of which is 
consistent with the NMR experiments (shown in Fig. 1.7). The kinetics of the electric 
field induced transition from the nonergodic relaxor to ferroelectric phase was also 
successfully reproduced [99] (while the glass models experience difficulties in 
explaining this transition). 
 As mentioned above, the models so far discussed here consider polar 
nanoregions (pseudospins) to be already-existing entities. In order to describe the 
process of their formation and development (which begins from TB >> T0), other 
models are needed. Recently, it has been proposed that quenched random fields give 
rise to the formation of polar nanoregions in the paraelectric phase, as prescribed by 
the WKG model, and then, upon further cooling, the crystal undergoes a transition 
into the spherical cluster glass state due to random interactions between polar 
nanoregions [94]. Alternatively, some other models can be used to describe the 
formation of SRBRF pseudospins, in particular, the soft nanoregions model [81] 
[which justifies the fulfilment of condition (24)] together with the kinetic model [67]. 
 Despite the remarkable progress achieved in the recent years, fundamental 
physics of the relaxors remains a fascinating puzzle. Some key questions, such as 
what the origin of relaxor behaviour is, still have no definite answers. Several 
theoretical models have been proposed; some of them contradict each other. Further 
experiments have to be performed in order to prove or reject these models, while new 
and more satisfactory theories are yet to be worked out. With their complex structures 
and intriguing properties, relaxors represent truly a frontier of research in 
ferroelectrics and related materials, offering great opportunities both for fundamental 
research and for technological applications. 
 
1.4. Dielectric dispersion in disordered materials 
 
As already was mentioned, in pure ferroelectrics the relaxation dielectric 
dispersion often is of Debye-like (1.17). However, in disordered solids, such as 
dipolar glasses, relaxors and more others, as rule dielectric dispersion is much broader 
than 1.14 decades as should be from the Debye formula [100]. The plausible 
assumption is that relaxation dielectric dispersion ε*(ω) = ε '- iε" in disordered 
materials can be represented as a superposition of the independent individual Debye-
like processes: 
∫
∞
∞−
∞ +
∆+= 2
'
)(1
lg)()(
ωτ
ττεενε df
r
,                                  (1.41) 
∫
∞
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ττωτενε df .                                           (1.42) 
These two expressions actually are the Fredholm integral equations of the first kind 
for the relaxation time distribution f(τ) definition. Such integral equations are known 
to be an ill-posed problem. Such normalization condition for f(τ) must fulfilled: 
1)lg()( =∫
∞
∞−
ττ df .                                              (1.43) 
From the distribution function the decay function Φ(t) can be calculated: 
 37 
∫
∞
∞−
−
=Φ )ln())(ln()( ττ τ deft
t
.                                          (1.44) 
1.4.1. Various predefined dielectric relaxation functions  
Simplistic solutions way of Eqs. (1.41) and (1.42) is the guess such the f(τ) 
function that integrals in formulas (1.41) and (1.42) can be integrated exactly. A most 
popular predefined distribution of relaxation times is the Cole-Cole distribution [101]: 
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= ,                 (1.45) 
there 0 ≤ αCC ≤ 1 are the parameters of width of Cole-Cole distributions functions, τCC 
is the mean and most probable Cole-Cole relaxation time. From Eqs. (1.41), (1.42) 
and (1.45) easily can be obtained:  
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This formula is used very often; extremely often for various preliminary (and 
therefore often narrowband) dielectric studies of new materials. However, for the 
prototypical relaxors PMN and SBN and for the prototypical dipolar glasses DRADP 
Cole-Cole it is not valid, here some authors use two or more Cole-Cole functions. 
Another example of an empirical symmetric function for ε"(ω) is the Fuoss-Kirkwood 
equation [102] which is generalized form of Debye response and formulated directly 
for imaginary part of ε*(ω): 
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where ε"p is the value of ε"(ω) at the peak frequency ωp. In this case, ε"p=m*∆ε/2 and 
ωp=1/τ. Equation implies (1.47) power laws with exponent –m at high frequencies and 
m at low frequencies. In this case, the distribution function is: 
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For dielectric dispersion in relaxors is enough popular so called (also symmetric) 
“box” or “step” distribution function [103]: 
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and                                                 f(τ)=0 for τ>τ1 or τ<τ2.                                    (1.49) 
The integrals in Eqs. (1.41) and (1.42) with a uniform distribution function can be 
transformed into the following expression: 
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This relationship predicate extremely fast (in comparison with otherwise predefined 
functions) alternation of ε" around the frequencies 1/τ1 and 1/τ2, however such a 
behaviour of imaginary part of dielectric permittivity until now is not observed in any 
materials, therefore discrepancy of fit around mentioned frequencies is significant and 
essential [103]. Consequently such uniform distribution function is extremely rough 
approach of natural distributions of relaxation times. When possible to use such rough 
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approach? In the range of frequencies that satisfy condition 
21
11
τ
ν
τ
<<<<  the exact 
solution of Eq. (1.50) gives very simple and easily applicable in practice predictions 
for both real and imaginary parts of the dielectric function: 
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These formulas are usable for various narrowband measurements [104] and for 
broadband measurements of anomalous broad dielectric dispersion [103, 105). In the 
first case, such analysis is clearly shoddy, in another case - speculative. Indeed 
parameters in formulas (1.51) ε∞r, τ2 can easily be obtained from enough high-
frequency data, however two parameters ∆ε and τ1 remain unknown. Authors of [105] 
were assumed that ∆ε alternate according to the Curi-Weiss law (1.7) and were 
obtained unusual big values of times τ1 ≈ 1064 s at low temperatures. Clearly to 
examine this fact total lifetime is too short. Another misapprehension is that Eq. 
(1.51) is useful around and below T0 [103]. It is clearly visible from Eq. (1.51) that at 
T0 ε"(ω) should be equal to zero, and consequently such analysis here become brute. 
The simplest case of the asymmetric distribution function is the Cole-
Davidson distribution function [106]:  
γ
ττ
τ
π
γπτ )()sin()(
−
=
CD
f  for τ<τCD,                                (1.52) 
and                                                  f(τ)=0 for τ>τCD, 
where τCD is the most probable relaxation time of the Cole-Davidson distribution 
function and 0 < γ ≤ 1 parameter of asymmetry of this functions. From Eqs. (1.41), 
(1.42) and (1.52) we have [106]:  
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This function describes well dielectric properties of polar liquids, for example, 
dielectric properties of water mixture of ethanol [107].  
More general descriptions of the broad and asymmetric dielectric dispersion is 
the combination of the Cole-Cole and the Cole-Davidson– Havriliak-Negami function 
[108]: 
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Havriliak and Negami [109] derived the distribution function f (τ) by means of 
complex analysis: 
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Considerably beyond the author of [110] it was establish that in Eq. (1.56) must an 
additional term of π append if argument of arctan functions is negative. The Havrilak-
Negami function describes enough correct dielectric response of widely class of 
disordered materials. S. Havriliak and S. J. Havriliak [111] have analyzed 
approximately 1000 sets of experimental data using unbiased statistical methods and 
the relaxation function commonly referred to as the Havriliak-Negami function. This 
function is widely used for investigations of dielectric response of relaxors [112] and 
dipolar glasses [113]. However, dielectric response of well-known dipolar glasses 
DRADP is not compatible with the Havriliak-Negami functions [114]. A very 
important problem is physical meaning of Havriliak-Negami functions and its 
parameters. The experimental data shows that αCC and γ are strictly dependent on 
temperature, structure, composition and other controlled physical parameters. 
However, in many works the obtained parameters αCC and γ commented very little 
(only how the form of dielectric dispersion is related with these parameters). When 
experimental data is of good quality (and only one relaxation process manifest) 
change of dielectric dispersion form is visual from dielectric spectra ε*(ω). Only 
several attempt have been made to understand the physical meaning of Havriliak-
Negami dielectric response functions [115-117]. 
In time-domain frequently used so-called “stretched exponential” or the 
Kolrausch-Williams-Watts (KWW) function [100]: 
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Dielectric function then is: 
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and distribution of relaxation times is: 
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Many physical models of KWW dielectric dispersions are proposed: localized state 
model, proton model, dipole interaction model and more others [118]. So that KWW 
function physical meaning is better understood than physical meaning of others 
predefined functions. Recently the empirical relationship between the KWW and 
Havriliak-Negami functions was discovered [119]: 
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So that physical meaning of the Havriliak-Negami distributions sometimes can be 
related with physical meaning of the KWW models. There are many other predefined 
functions of distribution of relaxation times such as: Joncher [120], Rajagopal [121], 
Dissado-Hill [122], Curie-von Schweindler [123] and others. 
We can conclude that various predefined dielectric functions dominate in 
dielectric spectroscopy, but physical meaning of these functions is not clear until now 
and discrepancy from fit often is significant and essential, so that such approach in 
many works is only blunt (and often bad) description of experimental data. Another 
calculating methods must be used in dielectric spectroscopy of disordered solids. 
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1.4.2. Distribution of relaxation times in disordered solids 
Solving of integral equations (1.41) and (1.42) without any a priori 
assumption about distribution form is most adequate broadband dielectric 
spectroscopy calculating technique. Several methods can be used here. One way is the 
use of the inverse Fourier transform of Eqs. (1.41) and (1.42) as suggested by 
Franklin and de Bruin [124] and later improved by Liedermann and Loidl [125]. This 
method has the usual problems of discrete Fourier transforms: truncation, aliasing and 
computing rounding error effects, noisy data, and the need of the data points to be 
available at frequencies located at equidistant short intervals on a logarithmic scale. 
Another method is such Eqs. (1.41) and (1.42) can be inverted by discretizing the 
distribution function into a sum of N contributions or bins, each characterized by a 
pair (τk ,fk). The dielectric loss can then be written as: 
∑
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Colonomos and Gordon [126] used this concept along with the Simplex method of 
optimization for analyzing experimental dielectric data from isoamyl bromide. 
Imanishi et al. [127] with the histogram method, found the distribution of relaxation 
times by discretizing it and using an iterative method in order to minimize the 
differences between the observed and calculated values of ε"(fi) where fi are the 
measurement frequencies and choosing the discrete relaxation times as τi =1/2πfi. 
However these methods are very sensitive to measurements accuracy. Global problem 
of these methods optimizations criterion i.e. minimization of such functional: 
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It is very well known that for ill-posed problems such functional diverge. In order to 
eliminate such negative effect Bello et al. [127] adapted to dielectric spectroscopy 
simulated annealing direct signal analysis (SADSA) method. This method is enough 
powerful, however containing several defects. A most general method to solving ill-
posed problems is Tichonov regularization [129]. Until present only several attempt 
have be made to apply this method to dielectric spectroscopy [130-132 and others]. 
Distribution function of relaxation time f (τ) and it temperature dependence 
provide very gripping information about collective phenomena in disordered 
dielectrics. When distribution function f (τ) is known and E (τ) is unambiguous 
continuous function, then distribution of random fields f (E) can be calculated 
according to well known mathematic relation [133]: 
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2. BROADBAND DIELECTRIC SPECTROSCOPY 
 
This chapter is devoted to the experimental and theoretical methods of broadband 
dielectric spectroscopy which have been applied by the author to collect original data 
personally. Dielectric spectroscopy is an old experimental tool which has 
dramatically developed in the last two decades. It covers nowadays the extraordinary 
spectral range from 10-6 to 1014 Hz. This enables researchers to make sound 
contributions to contemporary problems in modern physics. However some 
fundamental problems of dielectric spectroscopy until now are relevant. The results of 
this chapter are published in [1**]. 
 
2.1. Low frequency measurements 
 
In the low frequency (20 Hz – 1 MHz) range, capacitance Cc and tangent of 
losses tgδ = ε″/ε′ of the sample was measured with the LCR meter HP4284. For all 
measurements the silver past was used for contacts. Complex dielectric permittivity 
was calculated from the plane capacitor formulas [134]: 
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where C′css and tgδss are capacitance and tangent of losses of the systems with the 
sample, Cc0 and tgδ0 are capacitance and tangent of losses of the systems without the 
sample, d is height of the sample, Ss is the area of the sample, ε0 is the dielectric 
permittivity of vacuum. The area of the sample was much larger as quadrate of height 
d2 so that the fringing field effects were in all performed experiments insignificant. 
The temperature was measured with copper-constantan thermocouple, which one stub 
was at the sample and another put into ice and water mixture. Measurements were 
performed during continuous temperature variation with typical rate of 0.5 K/min for 
relaxors and dipolar glasses; for ferroelectrics typical rate was 0.05 K/min near a 
phase transition temperature and 0.5 K/min far from a phase transition temperature. 
All measurements were performed on cooling and heading but most of presented 
results are on cooling. For heading in all experiments was used home made furnace, 
for cooling in most experiments was used liquid nitrogen. 
 
2.2. High frequency measurements 
 
The coaxial technique is the most convenient for the dielectric spectroscopy of 
solids in the 1 MHz – 3 GHz frequency range. The specimen was placed at the end of 
the coaxial line between the inner conductor and the short piston and forms a 
capacitor. Such a configuration allows us to easily place the capacitor into 
temperature-control device. Coaxial lines are broadband lines. From the low-
frequency end they can use at any frequency. From the superhigh-frequency end the 
condition of propagation of the main TEM-wave limits application of the coaxial 
lines. This condition is given by [134]: 
)( 4300 rr +> πλ ,                                                (2.2) 
where r3 and r4 are the radii of the inner and outward conductors of the coaxial line, 
λ00 is the length of electromagnetic waves. 
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2.2.1. Experimental details 
Most of high frequency experiments were performed with a coaxial dielectric 
spectrometer [135]. The core of this coaxial spectrometer make complex reflection 
coefficient measurement unit Р4-11. This unit contain: microwave sweeps oscillator 
(600 MHz –1.25 GHz), frequency converter (to frequency range 1 MHz – 650 MHz), 
amplitude and phase detectors. The complex reflection coefficient R*(ν, T) is obtained 
by amplifying the incident and reflected signals by a frequency converter and detected 
by synchronous amplitude and phase detectors. Subsequently this core was improved: 
with a home made digital-analogical converter and frequency measurement unit Ч3-
66 computer control of the oscillator sweeping frequency was realized. More details 
about this spectrometer are in [134]. In this work, also several data are presented with 
were measured with the more modern devices namely with Agilient 8714 ET (300 
kHz – 3GHz) and Agilient 4291 B (1 MHz-1.8 GHz). 
Inhomogeneities of the line and distortion in a high-frequency part of the 
spectrometer (influence of which increases with the increase of frequency) can be 
taken into account using a computer and digital processing of information by an 
analysis of the six-port between the capacitor and the output planes of the directional 
couples. The linear eight-port can be described by a scattering matrix riU  of the 
complex coefficients Uri=br/ai, relating a reflected signal br from the input signal ai at 
input i. The indicator of the setup measures the reflection factor Rm (i. e., the ratio of 
outcoming signals from the measuring and referenced output Rm=b3/b4).  
For an ideal reflectometer setup (R2=R3=R4=0): 
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where the coefficient ok can be found by calibrating the spectrometer using a shot 
with R= -1. In general, one should solve the set of linear equations: 
 
 
 
(2.4) 
 
 
 
which respect to b1, b2, b3, and b4. Taking into account the fact that a1=R1b1, a3=R3b3 
and a4=R4b4, one find the relation between the measured reflection factor Rm and the 
reflection coefficient R: 
1*3
2
*
1*
+
+
=
Ro
oRo
R
k
kk
m .                                                       (2.5) 
The coefficients ok1, ok2 and ok3 are composed from products and sums of the 
elements of the scattering matrix Uri and the reflection factors from the mixers R3 and 
R4. At every frequency they are determined by measuring the reflection Rim from the 
tree calibration samples (from short and open-circuit lines, and from a sample of 
known permittivity and small loss (TiO2, CaTiO3). Using Equation (2.5) for every 
sample, one obtains a set of three complex linear equations, from which one finds the 
coefficients k1, k2 and k3. More details about calibration are presented in [7]. 
The dielectric spectra are obtained from the results of the measurements of the 
complex reflection coefficient R*(ν, T) of the TEM-wave in the coaxial line loaded 
with the sample in the measuring capacitor. From the complex reflection coefficient 
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R*(ν, T) the complex dielectric permittivity ε*(ν, T) was obtained according to the 
formulas presented in Subsection 2.2.2. 
2.2.2. Complex dielectric permittivity estimation 
Complex reflection coefficient R* is related with the impedance of measuring 
capacitor Z*ss and the systems impedance Z0: 
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For complex capacitance Cc* = Cc ′- iCc″ of the planar capacitor the relation (2.1a) can 
be generalized in such a form: 
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Between the complex impedance Zss and the complex capacitance Cc* is a well known 
relation: 
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From Eqs. (2.6), (2.7) and (2.8) we obtain the formulas for the real and imaginary 
parts of the complex dielectric permittivity ε*: 
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Afore-cited equations are for a quasistatic capacitor in which capacitance is 
independent of frequency and the electric field is homogeneous in the sample, just as 
it is when the dimensions of the capacitors are much smaller in comparison to a 
wavelength λ00 of the exciting electric field. However, with the increase of frequency 
the electric field in the sample become non-homogeneous and is given by: 
])(/2[ 2/100000 rJAE k εµελπ ′= ,                                    (2.10) 
where Ak is the constant, depending on the dimensions of the capacitor, r is the 
distance from the center of a capacitor along the radius, J0 is the Bessel function of the 
first kind of zero order, and µ0 is the vacuum magnetic permittivity. Finding the zeros 
of the Bessel function, the radii r1, r2, r3, …, where the field between electrodes of the 
capacitor is equal to zero, can be obtained. The radius r1 is given by: 
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Taking the radius of the sample r ≤ 0.1 r1, one finds the conditions of the quasi-
stationary electric field distribution in the capacitor: 
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In this case, a dynamic capacitor, which takes into account inhomogeneous 
distribution of the electric field in the sample, should be used. Consider now the 
propagation of electromagnetic waves in the capacitor, which is formed by the 
cylindrical sample, placed at the end of the coaxial line between the inner conductor 
and short piston. The harmonic field of frequency ω excites the line, and the main 
monochromatic TEM-wave propagates along the line without variation along the 
coordinates z and φ. The wave has only the components of the electromagnetic field 
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Ez and Hφ. In the cylindrical system of coordinates, with the center at the axis of the 
line, the components Ez and Hφ are given by [7]: 
])'(/2[)'()/2( 2/100002/100200 µελπµεµλπ rAJiE z −= ,                  (2.13) 
])'(/2[')/2( 2/100000200 µελπµελπϕ rJAH ′−= ,                         (2.14) 
where J′0 is the derivate of the Bessel function J0.  
The impedance of the capacitor under study is given by: 
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Thus be comparison Eqs. (2.8), (2.13), (2.14), (2.15) we obtained the capacitance of 
dynamic capacitor [7]: 
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When the quasi-stationary conditions (2.12) are fulfilled, the relationship (2.16) 
becomes equal to (2.1). 
 
2.3. Method of thin cylindrical rod in rectangular waveguide 
 
2.3.1. Microwave reflectivity and transmission measurements 
 For dielectric measurements in the centimetre and millimetre microwave 
ranges method of thin cylindrical rod in rectangular waveguide was used [7]. Moduli 
of microwave reflection and transmission coeficients were measured with automatic 
dielectric spectrometer (Fig. 2.1). Using generators (ГКЧ-61 for wave range 8 - 
12 GHz, Р2-65 for range 26 - 37 GHz and Р2-68 for range 37 - 53 GHz) as variable 
frequency sources, and changing only the waveguide terminanting with a matched 
load, method under study was applied to measurements of moduli of microwave 
reflection and transmission coeficients in the frequncy range from 8 GHz to 53 GHz. 
Bandwith of the range is dependent as microwave oscilator bandwith and waveguide 
wall width. Power meter Я2Р-70 is used for reflection, transmission and supporting 
power measurements. Coupling between computer and measurements equipment 
realize the interface BG-01 of prof. A. Brilingas. In the interface unit there are digital 
analogical converters, which used to alternate of generators sweeping frequency. 
Generators sweeping frequency dependence of digital analogical converters signal 
level ν = f(NDAC) was measured with frequency cell and described as a third order 
polynomial (apart ГКЧ-61, where this function is linear). Frequency measurements 
errors were less then 0,2% in the centre of range and 1% in the edges of range. 
 Frequency dependencies of reflection R and transmission Ttr moduli were 
measured in all bandwidth of selected range at several hundred points, additionally for 
each point values was measured on several scan and averaged. Next curves R=R(ν) 
and Ttr=Ttr(ν) has been sleek, for selected frequencies results was saved in computer. 
Such processing of results allows to reduce an influence of the random errors and to 
improve accuracy and plausibility of the method. 
 The sample of cylindrical shape was placed in centre of the wide waveguide 
wall parallel to the electrical field of the main TE10 modes. A special sample holder 
was used. In this sample holder a slot for pistons was made. In the piston for sample 
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was made notch, witch are used 
for contacts between sample and 
waveguide. Two others pistons 
were used for calibration of 
reflections and transmissions. 
This method allow to reject 
destruction of waveguide 
channel, and additionally, allow 
chance to verify a calibration 
during experiment. 
2.3.3. Calculation of 
complex dielectric 
permittivity  
Microwave reflection R* and transmission T*tr the complex coefficients are 
dependent from parameters of waveguide systems (width of the wall a), frequency of 
the microwave, complex dielectric permittivity ε* and the radius r of a sample. 
Complex dielectric permittivity ε*(ν) can be estimated from nonlinear equations 
ε* = f(R*) or ε* = f(R, Ttr). 
 Cylindrical form sample was placed in the centre of broader wall (or with 
distance l0) parallel to the electrical field of main mode TE10 (Fig. 2.2). When a 
sample is thin enough (α0 = 2πr/λ00 « 1), the complex reflection coefficient is [7]: 
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Fig. 2.1 Dielectric spectrometer setup for reflection and transmission measurements 
in the centimetre and milimetre ranges. 
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Fig. 2.2 Thin cilindrical road in rectangular 
waveguide. 
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where J0, J1 are the Bessel functions, H1, H0
2( )
 are the Hankel fuctions, β0 = k0(ε)’1/2r, 
a is the with of waveguide walls. 
 When a distance from the sample axis to centre of a waveguide wall is l0, then 
another expression for complex reflectivity is used [7]:  
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 For sample with enough big radius, when condition α0 « 1 is not fulfil, more 
complicated expression for complex reflectivity modulus is used [7]: 
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 Fig. 2.3 Microwave transmission and reflection 
coeficients moduli dependence from dielectric 
permittivity of sample, when ν = 10 GHz, radius 
of sample r = 100 µm. 
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Better abruptness of curves R = R(ε') and Ttr = Ttr(ε') is for coeficients values 
0.2 < R < 0.85 (Figs. 2.3 and 2.4). 
 
When dielectric permittivity is higher, this correction becomes considerable.  
 When losses in the sample is zero then the wave TE10 crystal full reflected 
(Fig. 2.3.), for frequency of microwave is: 
επ
ν
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there c is the light velocity in vacuum. When dielectric losses increase, the reflection 
and transmission coefficients dependence from a real part of dielectric permittivity 
becomes more shalower, together decrease the accuracy of the method, extremely at ν 
> ν0.  
For calculating the complex dielectric permittivity the Niuton method was used, 
which the allows alternating nonlinear equations system: 
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into linear. The complex dielectric permittivity ε* limits and their initial values were 
choosed aproximately by comparision of high-frequency and THz measurements 
results. Iteration calculation was stoped, when 
R - f1(ε′,ε′′) < δ ac   and    Ttr - f2(ε′,ε′′) < δαχ;  (2.22) 
there δαχ is the acuracy of calculations. Usualy δαχ is selected around 0,001, 
calculation with better acuracy is meaningless, because measurements accuracy is 
less. More information about this method is in [7]. 
2.2.3. Sample preparation 
 For thin cylindrical road in rectangular waveguide the method requeres the 
samples of cylindrical shape and of height equal to narrow waveguide wall. The 
samples were prepareted according to measurements methodology requirement, that 
values of microwave reflection and transmission moduli would be not less then 0.2 
and not higher then 0.85. As usual, the samples were cut from enough big piece and 
further manually polished until desirable dimension. Shape of the investigated 
specimens were nearly cilindrical and effective radius ref was calculated according to 
formula:  
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Fig. 2.4 Microwave transmission and reflection coefficients moduli dependence from 
dielectric permittivity and radius of a sample, when ν = 53 GHz, losses of sample 
ε″ = 400 . 
 
2.4. THz transmission spectroscopy 
 
2.4.1 Introduction 
The term “terahertz” (THz) denotes most commonly a range of frequencies 
from about 0.1 to 3 THz (wavelengths from 0.1 to 3 mm). The method of time-
domain terahertz-transmission spectroscopy (TDTTS) has been developed in recent 
ten years due to the appearance of self-modelocked lasers that generate light in form 
of extremely short femtosecond pulses. It gave possibility to emit sub-picosecond 
THz pulses [136-138] (i.e. ultra-broadband electromagnetic transients with a central 
frequency near 1 THz). Correspondingly, the detection techniques which allow 
measurements of the THz pulse time profile were also discovered [139-142]. The 
spectral range covered by TDTTS constitutes a bridge between the classical IR 
spectroscopy domain and the frequencies accessible by microwave techniques [143]. 
Moreover, as a phase-sensitive method, TDTTS provides a direct access to both real 
and imaginary part of the dielectric function of the studied material with no need to 
perform the Kramers-Kronig analysis and with no a priori fitting model. The TDTTS 
method was shown to be useful for the study of polar excitations in gases and liquids 
[144], well as in solids like semiconductors, superconductors, and dielectrics [143].  
r
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2.4.2 Experimental setup and principle of the method 
The experimental setup (Fig. 2.5) uses a Lexel 480 Ti:sapphire laser oscillator 
(80 fs, 800 nm) as the light source. Horizontally polarized THz pulses were generated 
in biased large-aperture antennas made of ZnTe. The electro-optic sampling technique 
[145] with a 1 mm thick high-resistivity <110> ZnTe sensor crystal was employed for 
the phase sensitive detection of the pulses. The dynamic range of the measurements 
was better than 103. The frequency resolution of the measurements is related to the 
length of the temporal scan Tts via the Nyquist criterion ∆ν = 1/Tts.  
 
 
 
Fig. 2.5 Scheme of TDTTS experiment. 
 
Typical spectral resolution of the system is 0.5 cm-1. The above described detection 
system allows to measure the time profile of the electric field of the THz pulses. The 
spectroscopic method consists in the measurement of a reference waveform Er(t) with 
an empty diaphragm and a signal waveform Es(t) with the sample attached to the 
diaphragm and filling the whole aperture. The Fourier components of the two signals 
are obtained through the fast Fourier transform and they define the complex 
transmission function of the sample: 
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In the case of a homogeneous sample the complex refraction index N = n + iκ is 
related to the complex transmission through: 
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where d is the sample thickness and m is the number of reflections in the sample. 
These reflections are experimentally resolved (at least for thick samples) and form 
separate pulses in the measured signal so that the value of the coefficient m can be 
easily determined. 
Equation (2.25) constitutes two real equations for two real parameters n and κ: 
e.g., for m = 0 the expressions for the modulus Ttr and the phase φ of the 
transmission function take the form: 
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The first right-hand side term of Equation (2.26) accounts for the decrease of the 
phase velocity during the propagation in the sample; the second one, which 
constitutes usually only a small correction, describes the phase change on the 
interfaces. The phase φ is defined by the Fourier transform of the experimental data 
and ranges from 0 to 2π; the term 2πl is added to obtain the right order of the phase 
displacement. The integer parameter l can be determined for the peak frequency of the 
transmitted spectrum from the measured time delay between the signal and the 
reference pulses ])1([
c
d
nTtr −= . The equations can then be solved numerically for n 
and κ. The same reflection is in principle valid for m ≠ 0: one obtains slightly more 
complicated expressions similar to Eqs. (2.26) and (2.27) which can be solved 
numerically. 
 
2.5. Far-infrared spectroscopy 
 
Fourier transform spectroscopy is well-recognized method for analytic 
spectroscopic measurement in ultraviolet, visible and infrared region. Fourier 
transform spectroscopy obtains spectral information in the entire frequency region by 
measuring the interferogram collected through the interference of two equally divided 
beams. The beam of light emitted from the source (so) is directed to the beam splitter 
(BS) which is designed to allow half of the beam pass through and reflect the other 
half. The reflected half travels to the fixed mirror (FM) and travels back to the beam 
splitter (BS) with total path length 2L, while the transmitted half travels to the 
movable mirror (MM) and travels back with total path length 2L+x. Thus when two 
beams are recombined within the beam splitter, the recombined beam exhibits an 
interference pattern depending on the path difference x. After the recombined beam is 
directed to the sample (Sa), the reflected or transmitted beam is calculated in the 
detector (De) as shown in Fig.2.6 [145]. 
Infrared reflectivity spectra were obtained using a Fourier transform 
spectrometer (Bruker IFS 113 v). The detailed experimental setup is as shown in 
schematic diagram (Fig.2.6). For the reflectivity measurement, a special kind of set up 
was made. A vacuum shroud is installed within the sample chamber of Bruker 
instrument in order to create the vacuum environment of 10-6 to 10-7 Torr. A helium 
flow refrigerator is inserted inside of vacuum shroud. A sample holder made with 02 
free copper is attached at the end of the refrigerator. The whole assembly is installed 
on an x - y – z stage. Six flat mirrors and two circular mirrors are arranged to achieve 
both focusing and near normal incidence of the impinging light .The angle of 
incidence was set at 80. In order to get an absolute value of reflectivity, the radiation 
reflected from the sample is compared to the radiation reflected from a standard 
(metal or optical) reference mirror. An Optistat CF cryostat with the mylar windows 
(with thicknesses of 25 and 50 µm for the inner and outer windows , respectively) was 
used for measurements down to 20 K. Room and higher temperature infared 
reflectivity spectra were obtained in the frequency range of 20 – 3300 cm-1 (0.6 –100 
THz). Low-temperature measurements down to 20 K were perfomed up to 650 cm-1 
only because the polyethylene windows used in the Optistat CF cryostat (Oxford Ins.) 
are opaque at higher frequencies. Pyroelectric deuterated triglicine sulfate detectors 
were used for the room and higher temperature measurements, while a highly 
sensitive, helium cooled (1.5 K) Si bolometer was used for low – temperature 
measurements. A disk-shaped sample with a diameter of 6 mm and thickness of 2 mm 
was investigated. 
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Fig. 2.6 Experimental setup of Far-infrared spectrometer. 
 
 
In Fourier transform spectroscopy, the detector measured an intensity I(x) 
which is called interferogram. This interferogram is related with spectral 
decomposition I(ω).  
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In Fourier transformation, by definition of negative frequencies I*(ω)=I (-ω), for the 
real spectrum now: 
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here the 4I(x)-2I(0) and I(ω) constitute the Fourier transform pair, the spectral 
information I( ω) becomes  
∫
∞
∞−
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2
1)( ω
π
ω .                              (2.30) 
The spectrum I (ω) is calculated from experimentally found I (x). 
 
2.6. Dielectric data analysis 
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2.6.1. Tichonov regularization method 
Treating integral Equations (1.41) and (1.42) numerically one has to perform 
the discretization which leads to the linear non homogeneous algebraic equation set. 
In the matrix notation it can be represented as: 
TXA
rr
= .                                                         (2.31) 
Here the components Tn (1 ≤ n ≤ N) of the vector T
r
 represent the dielectric spectrum 
{ε'i, ε"i} (1 ≤ i ≤ N/2) recorded at some frequencies ωi. We used equidistant frequency 
intervals in the logarithmic scale (∆lg τm = const). The vector X
v
 with components Xm 
(1 ≤ m ≤ M) stands for the relaxation time distribution f (τm) which we are looking for. 
We used equidistant time intervals in the logarithmic scale as well (∆lg τm = const). 
The symbol A stands for the kernel of the above matrix equation. It represents the 
matrix with elements obtained by the direct substitution of ωi and τm values into the 
kernels of integral equations (1.41) and (1.42). In order to increase the accuracy in the 
case of noisy data, usually the number of frequency point’s ωi exceeds the number of 
relaxation times τm at which the distribution is calculated. Thus, the number of 
equations in Eq. (2.31) exceeds the number of variables (the number of the vector Xr  
components). Due to that fact that Equation (2.31) cannot be solved directly, and it 
has to be replaced by the following minimization problem: 
min
2
0 =−=Φ XAT
rr
.                                          (2.32) 
Here and further we shall use the following vector norm notation VVV T
rrr
=  where 
the superscript T indicates the transposed vector or matrix. 
Due to the ill-posed nature of the integral Fredholm equations the above 
minimization problem is ill-posed as well, namely, its solution is a rather sensitive to 
small changes of the vector T
r
 components (the dielectric spectrum ε*(ω) which are 
the input of the considered problem. That is why the above minimization problem can 
not be treated without some additional means. Following the Tikhonov regularization 
procedure we replace the functional Φ0 by the following modified expression: 
XRXAT RR
rrr
2)( αα +−=Φ ,                                        (2.33) 
where the additional regularization term is added. The symbol R stands for the 
regularization matrix, and αR is the regularization parameter. It plays the same role as 
a filter bandwidth when smoothing noisy data. The less is the value of the 
regularization parameter in minimization problem (2.33) the more solutions satisfy 
this equation within the experimentally recorded dielectric spectrum errors, and the 
more the solution becomes unstable itself. While increasing this parameter we deviate 
from the actual relaxation time distribution which we are looking for. Thus, in order 
to get the satisfactory result we have to add as many additional conditions as possible. 
First, we know that all relaxation time distribution components have to be positive (Xn 
> 0). Next, sometimes it is possible to obtain the rather reliable static permittivity ε(0) 
or the limit high-frequency dielectric permittivity ε∞r. In this case it is worth to restrict 
the above minimization problem fixing some of these values or both. 
2.6.2. Debye program 
Usually the minimization problem (2.33) is solved numerically by means of 
the least squares problem technique [147]. Prof. A. Matulis developed the Debye 
program for the numerical solution of restricted minimization problem (2.33) and the 
calculation of the relaxation time distribution. In this subsection we give some details 
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of this numerical program. Actually the program implements the simplified version of 
Provencher algorithm [148] adapted to integral Equations (1.41) and (1.42) case. As it 
was already mentioned in Subsection 2.6.1., the equidistant discretization in the 
logarithmic scale with steps 
∆lg(ω/2π)=hν, ∆lgτ=hT                                           (2.34) 
was used. The kernel matrix components are: 
Anm=hT(1+(ωnτm)2)-1, n≤N/2 
Anm=ωnτmhT(1+(ωnτm)2)-1, n≥N/2.                                     (2.35) 
When the shift ε∞r is known and fixed, it is subtracted from data vector replacing ε'i → 
ε'I-ε∞r. In the opposite case, when the shift ε∞r is not fixed, it is added to the X
v
 vector 
as its first component. In this case, the additional first {1, ··, 1, 0,···, 0}T column is 
added to the kernel matrix. 
The regularization matrix 
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corresponding to the calculation of the second order derivative was used. The first and 
last components proportional to h2T were adjusted during the simulation. In the case 
with not fixed shift ε∞r value the above regularization matrix was replaced by 






=
0
2
0
0
R
h
R T .                                                 (2.37) 
When the static permittivity ε(0) is fixed there is the additional equality condition: 
ε∞r+∫f(τ)dlg(τ)=ε(0)                                            (2.38) 
which relaxation time distribution has to obey. The discrete version of this condition 
can be presented as eXE T =
v
 with 
e=ε(0)-ε∞r,   ET=hT{1/2, 1, …, 1, 1/2}                           (2.39) 
in the case with fixed ε∞r, and  
e=ε(0) ET=hT{1/h-1T, 1/2, …, 1, 1/2}                             (2.40) 
in the opposite case. 
Thus, we have to solve the minimization problem with linear equality and 
inequality constraints: 
XRXAT RR
rvv 2)( αα +−=Φ ,                                    (2.41a) 
eXE T =
rv
,                                                 (2.41b) 
Xn≥0.                                                     (2.41c) 
The standard way of treating such a problem is the exclusion of the equality 
constraint, and reduction of the remaining minimization problem with inequality 
constraints to the LDP (Least Distance Programming) problem [147]. The exclusion 
of the equality constraint is performed as follows. First, the scalar constraint (2.41b) is 
formally replaced by its matrix analog: 
eXT =Ξ
v
                                                    (2.42) 
with M×M matrix Ξ=( Er , 0) and M-component vector }0{ee T =r . Next, the RQ 
decomposition is performed: 
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Here symbol K1 stands for M-component vector, and K2 is the M×(M-1) matrix. Those 
two objects together from the unitary matrix: 
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Here II is the unitary matrix.  
Now inserting Eq. (2.43) into Eq. (2.42), and denoting: 
EE
E
E
XKXK
X
X
KKX 2211
2
1
21 ))((
rr
r
rr
+== ,                          (2.45) 
we obtain: 
eFX F
E 1
1
−= ,                                               (2.46) 
and reduce the initial minimization problem to the problem with inequality constraints 
only: 
min)()( 2221122211 =++−−=Φ −− EFREFR XRKeFRKXAKeFKAT
rrrr
αα
   (2.47a) 
eFKXK Fin
E 1
122 )()( −−≥
rr
                                  (2.47b) 
for shorter vector EX 2
r
 (with (M-1) components).  
The reduction of the above problem to LDP is based on the QR-
decomposition: 
AK2=Q0L,                                                           (2.48) 
followed by twofold singular value decompositions (SVD): 
TJRK ℑΨ=2 ,                                                     (2.49a) 
TQSWC =Ψℑ −1 .                                                 (2.49b) 
Here matrices Q0, J, ℑ , Q, W are orthogonal (QT0Q0=I, etc.), matrices Ψ and S are 
diagonal matrix elements Ψn, Sn, correspondingly, and the matrix C is upper 
triangular. 
The substitution: 
}{ 11112 eFKRJWX FTE −−− −Ψℑ=
rr
λ                                (2.50) 
changes minimization problem (2.33) into the following one: 
min)( 2 =+−=Φ λαλζα
rr
RR S ,                               (2.51a) 
dnn dD −≥)( λ
r
,                                               (2.51b) 
where  
WKD 12
−Ψℑ= ,                                               (2.52a) 
eKIJKd mTd
1
12 }{ −Ρ−Ψℑ=
r
,                                  (2.52b) 
})({ 11010 ePKAQJCTQQ mTTTT −− −Ψℑ+=
rv
ζ .                    (2.52c) 
The main advantage of the obtained minimization problem is that both functional 
parts are composed of the diagonal components only. Thus, it can be easily rewritten 
in the single diagonal form: 
min== ζ
v
Norm ,                                            (2.53a) 
nn SDdSD )
~~()~( 11 κr
r
−− +−≥ ,                                     (2.53b) 
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where the symbol S~  stands for diagonal matrix with the components 22~ Rnn SS α+= , 
κ~v  is the vector with components nnnn SS
~/~ κκ = , and  
)~(~~ 1 κζλ vvv += −S .                                                 (2.54) 
Final minimization problem (2.53) can be solved by LDP technique. When the vector 
ζ
v
 is found the vector X
v
 (actually the relaxation time distribution) is obtained by 
means of Eqs. (2.53), (2.49), (2.45), and (2.44). 
In the case when ε(0) is not fixed there is no Eq. (2.40b), and the algorithm is 
more simple. It can be easily obtained from the previous one formally assuming that 
01 =K
v
 and K2 = II.  
The Debye program is written in C++ as a SDT (Single Document Interface) 
program for the Windows environment. The LDP subroutine was rewritten from the 
Fortran version given in [147], the matrix decomposition subroutines were taken from 
[149]. Up to now we used to set the regularization parameter manually. 
2.6.3. Simulation results 
In order to illustrate the usefulness of proposed method we performed the 
following numerical experiment. We prepared some fixed distributions of the 
relaxation times, generated the corresponding dielectric spectra adding some noise to 
it, and then tried to reveal the relaxation time distribution using the Debye program 
with various regularization αR parameters chosen. For this purpose we used rather 
popular distributions given by the Cole-Cole (1.45) and (1.46) and Havriliak-Negami 
(1.54), (1.55), (1.56) formulas. The main advantage of these expressions is that the 
exact analytical expressions for the corresponding dielectric spectrum are known. 
Besides, we made the numerical experiments with simple distributions composed of 
single and multiple triangular and square shapes. The results are presented in Figs. 2.7 
and 2.8.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.7 Frequency dependence of real (a) and imaginary (b) parts of dielectric 
permittivity and the corresponding double-peaked Cole-Cole reference relaxation time 
distribution function (c, points), calculated distribution function with different αR 
without noise (c, different lines) and calculated distribution function from the 
dielectric spectra with different noise (d). 
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Inspecting Fig. 2.7 were the results obtained with the Cole-Cole distribution 
are presented one may to conclude that in the absence of noise the relaxation time 
distributions can be revealed quite successfully either in the case of a single or double 
peak, although the regularization parameter cannot be chosen rather small in order to 
avoid the appearance of the artificial peaks. The addition of some noise doesn’t 
change the situation drastically. The form of the distribution can be obtained 
successfully even with the noise levels up to 10%. It is also seen that the 
regularization parameter has to be increased in the case of the larger noise levels. The 
results of similar experiments with the Havriliak-Negami distribution are presented in 
Fig. 2.8. The main idea of the Havriliak-Negami distribution lays in the fact that it 
enables to model the non-symmetric relaxation time distributions. Comparison of 
these results with shown in Fig. 2.7 results indicates that distribution asymmetry does 
not affects its definition essentially. Also, same calculations have been made for the 
simulated dielectric spectra with triangle and rectangular shapes of distribution 
function. From these simulations (see for example Fig. 2.9) we can conclude, that it is 
not possible to obtain the exact shape of the distribution function, due to sharp edges, 
but general features of the spectra have been revealed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.8 Frequency dependence of real (a) and imaginary (b) parts of dielectric 
permittivity and the corresponding Havriliak-Negami reference relaxation time 
distribution function (c, points), calculated distribution function with different αR 
without noise (c, different lines) and calculated distribution function from the 
dielectric spectra with different noise (d). 
 
 
2.6.4. The reguliarization parameter 
The results presented in the previous section show that the regularization parameter 
αR is crucial for the shape of the distribution function of the relaxation times. Too 
small values for αR result in artificial physically meaningless structures in f (τ), while 
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too large αR tends to oversmoth the shape of f (τ) and suppress information. When 
applying the Tikhonov regularization technique the proper choice of the regularization 
parameter αR is the main problem. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.9 Frequency dependence of real (a) and imaginary (b) parts of dielectric 
permittivity and the corresponding triple-rectangular reference relaxation time 
distribution function (c, points), calculated distribution function with different αR 
without noise (c, different lines) and calculated distribution function from the 
dielectric spectra with different noise (d). 
 
To find out how to chose proper αR the following calculations have been 
performed. The following criteria for αR have been chosen: 
1. Deviation of the calculated spectra of dielectric permittivity from the given spectra 
of dielectric permittivity for the real and imaginary parts of permittivity; 
2. Deviation of the calculated distribution function of the relaxation times from the 
given distribution of the relaxation times; 
3. The NORM parameter. 
From the 1st deviation we can see which dielectric spectra fits experimental 
results in the best way and is easiest to calculate (for routine calculations during 
fitting procedure). 2nd shows how close we are to the given distribution, but this 
parameter is not suitable for the experimental investigations, when we do not know 
initially the shape of the distribution function. 3rd or NORM parameter also gives 
information how close we are from the given distribution of the relaxation times. Such 
calculations have been performed and results are presented in Fig. 2.10. 
We can see that all curves have clearly expressed minimum, and what is the 
most important – NORM minimum coincides with minimum in deviation of the 
relaxation times distribution function. The minimum of the deviation of the real and 
imaginary parts of dielectric permittivity is not so clearly expressed. Because usually 
from the experimental data we do not know the shape of distribution function, most 
important is the parameter NORM. Such calculations have been performed with a 
different noise level and different distribution functions. 
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Thus, from all presented curves we can see that the best choice for regularization 
parameter is before it begins to increase. This happens for all three criteria. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.10 The αR dependence of various deviation values for single Cole-Cole process 
with gaussian noise. 
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3. DYNAMICS OF PHASE TRANSITIONS OF BPXBPI1-X MIXED 
CRYSTALS 
 
In this chapter, the results of investigation of dielectric dispersion of BPxBPI1-x mixed 
crystals are presented. The dielectric dispersion is analysed in terms of distribution of 
relaxation times. Anomalous broad and asymmetric distribution of relaxation times of 
betaine phosphite crystals with small admixture of betaine phosphate below and 
around Tc clearly differs from usual observed in ferroelectrics. From the distribution 
of relaxation times the parameters of a double well potential of the hydrogen bonds, 
the local polarization distribution function and average (macroscopic) polarization 
has been extracted. Unusual behaviour of an average asymmetry constant has been 
observed in BPxBPI1-x with 0.15≤ x ≤ 0.5. The results of this chapter are published in 
[1* - 3*, 1+ - 10+, 1++-6++). 
 
3.1 Influence of small amount of betaine phosphate admixture to 
dielectric dispersion of betaine phosphite crystals 
 
3.1.1 Introduction 
Betaine phosphate (BP) (CH3)3NCH2COOH3PO4 and betaine phosphite (BPI) 
(CH3)3NCH2COOH3PO3 are molecular crystals consisting of the amino acid betaine 
as the organic, and phosphoric and phosphorous acids, respectively, as the inorganic 
component. The structure of both compounds is very similar [150-152] (Figs. 3.1, 
3.2). The inorganic components (PO4 or PO3 groups) are linked by hydrogen bonds to 
form quasi-one-dimensional chains along the monoclinic b-axis. The betaine 
molecules are arranged almost perpendicular to this chains along the a-direction and 
are linked by one (BPI) or two (BP) hydrogen bonds to the inorganic group. 
Both compounds, BPI and BP, undergo a phase transition from a paraelectric 
high-temperature phase with the space group P21/m to an antiferrodistortive phase 
with the space group P21/c at 355 K (BPI) and 365 K (BP), respectively. In the high-
temperature phase the PO4 or HPO3 groups and the betaine molecules are disordered. 
They both order in the antiferrodistortive phase, but the hydrogen atoms linking PO4 
or HPO3 groups remain disordered. Ordering of these hydrogen atoms induces the 
phase transition into the ferroelectric or antiferroelectric phase. BPI experiences a 
transition into a ferroelectric ordered low-temperature phase with space group P21 at 
220 K. BP shows two further structural transitions at 86 K into a ferroelectric 
intermediate phase of P21 symmetry [153] and at 81 K into an antiferroelectric low-
temperature phase with doubling of the unit cell along the crystallographic a-
direction. The temperature dependence of the dielectric permittivity of both 
compounds shows evidence for a quasi-one dimensional behaviour. The coupling 
between the electric dipolar units within the chains is much stronger than that one 
between dipolar units in neighboring chains [150, 153]. Antiferroelectric order is 
established in BP at TC = 81 K [154] in such a way that the O–H···O bonds order 
ferroelectrically within the one-dimensional chains whereas neighboring chains are 
linked antiferroelectrically [151]. In BPI, however, neighboring chains are linked 
ferroelectrically below TC = 216 K [155]. Deuteration of hydrogen-bonded 
ferroelectrics leads to significant changes of the dielectric properties and shifts the 
phase transition temperature to higher values [151]. This isotope effect has already 
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been studied in deuterated crystals of the betaine family, namely betaine phosphate 
(DBP) and betaine phosphite (DBPI) [154, 156]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The low-frequency dielectric measurements of DBPI showed [156] that the 
transition temperature is shifted up to 297 K. Deuterated BP (DBP) shows only two 
phase transitions at 365 and 119 K, respectively. This gives strong evidence that the 
hydrogen bonds play an important role in the ferroelectric and antiferroelectric 
transition. 
The results of broadband dielectric spectroscopy of BPI have been reported 
elsewhere [157]. The ferroelectric dispersion in the vicinity of TC has been observed 
in 100 MHz – 77 GHz frequency range. The characteristic minimum of ε' appears at 
9 GHz indicating a critical slowing-down in the microwave region. The ferroelectric 
dispersion has been described with the Debye formula. The obtained relaxation 
frequency νr = (2πτCC)-1 on approaching TC varies according to νr = 0.36 (T -               
-218) GHz in the paraelectric phase and decreases to 2.4 GHz at TC. It was found that 
there is an additional contribution to the static dielectric permittivity besides the 
contribution of the soft relaxational mode. Its origin is unknown so far [157]. The 
spontaneous polarization in the vicinity of TC of BPI has been investigated in the 
reference [158]. The spontaneous polarization saturates at 2.3 µC/cm2. 
The high-frequency dielectric properties of BP have been studied in a range 
between 10 MHz and 400 GHz [159]. The dielectric data obtained in this frequency 
range can be explained on the basis of a simple Debye - relaxation with a critical 
slowing down of the relaxation rate on approaching TC2. Similar results have been 
obtained for deuterated BP. 
The BPxBPI1-x system was extensively studied experimentally [160-162] and 
theoretically [163] it is established that the low-temperature part of the (T, x) phase 
diagram of the BPxBPI1-x system consist mainly of (i) the ferroelectric phase for 0 ≤ x 
Fig.3.1 Projection of the BP 
structure in the (ab) plane at 299 K 
(a). At the bottom - plot of the 
betaine phosphate molecule at 150 
K (b) [150]. 
 
 
 
Fig.3.2 Projection of the BPI 
structure in the (ab) plane at 295 
K (a). At the bottom - plot of 
the betaine phosphite molecule 
at 295 K (b) [151]. 
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≤ 0.1, (ii) antiferroelectric phase for 0.65 ≤ x ≤ 1, and (iii) so called glass phase for 0.1 
≤ x ≤ 0.65 (Fig. 3.3).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
electron shells of the neighboring PO4 groups [164]. 
3.1.2 Ferroelectric phase transition region 
The temperature dependence of dielectric permittivity of betaine phosphite 
with smal admixture of betaine phoshpate at low frequencies (indeed this dielectric 
permittivity is static) in ferroelectric phase transition region is presented in Fig. 3.4.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The main difference 
between the nondeuterated 
BPxBPI1-x and deuterated 
DBPxDBPI1-x systems phase 
diagrams is discrepancy in 
the absolute values of the 
phase transition temperature 
Tc, which is higher for 
deuterated crystals within 
the whole interval of x. Both 
compounds show an abrupt 
decrease in Tc at small x
with ferroelectricity 
completely destroyed at x > 
0.1. The considerable 
increase in Tc when 
hydrogen in hydrogen 
bonded ferroelectrics is 
replaced by deuterium was 
described within the 
framework of a model, 
which takes into account the 
bilinear coupling between 
the tunneling protons and 
displacements of the  
Fig. 3.3 (T, x) phase diagram of the 
solid solutions of BPxBPI1-x
represented by circles and 
DBPxDBPI1-x drawn by triangles. F, 
AF, G, and P denote the 
ferroelectric, antiferroelectric, spin-
glasses, and paraelectric phases, 
respectively. Inset shows the F-P 
part of the phase diagram plotted 
using normalized temperature from 
[163]. 
Fig. 3.4 Temperature dependence of dielectric permittivity of betaine phosphite 
with smal admixture of betaine phoshpate at low frequecies, DBPI data is from 
[165]. 
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On increasing of concentration of betaine phosphate a sharp peak of low frequencies 
dielectric permittivity changes to more flat. Temperature dependencies of the complex 
dielectric permittivity ε* = ε' - iε" of all investigated BPxBPI1-x crystals at several 
frequencies in the ferroelectric phase transition region are shown in Fig. 3.5. The 
characteristic minimum of ε' appears at 1 GHz only in DBP0.03DBPI0.97 crystals (Fig. 
3.5), this indicating a critical slowing down in DBP0.03DBPI0.97 as in other H-bonded 
ferroelectrics [7, 165]. There is a strong dielectric dispersion around and below 
ferroelectric phase transition temperature Tc in wide frequency range. At higher 
frequencies (above 1 MHz) temperature of dielectric permittivity maximum Tm 
strongly increase with increasing frequencies. 
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Fig. 3.5 Temperature dependence of complex dielectric permittivity ε* of mixed 
BPxBPI1-x crystals: a) BP0.03BPI0.97, b) BP0.06BPI0.94, c) DBP0.03DBPI0.97 d) 
DBP0.05DBPI0.95 at several frequencies in the region of the ferroelectric phase 
transition. 
 
Two regions of the dielectric dispersion of deuterated compounds were observed in 
the vicinity of the Curie temperature (Fig. 3.6c and 3.6d). In these compounds the 
ferroelectric dispersion regions is from about 1 MHz and up to millimeter waves. 
Simultaneously with the ferroelectric dispersion an additional dielectric relaxation 
phenomenon was observed at low frequencies below 1 MHz. The proximity of the 
H2O melting point to TC temperature allows linking this anomaly with the influence of 
humidity. But this effect is observed in two different compounds DBP0.03DBPI0.97 and 
DBP0.05DBPI0.95, also in the dielectric spectra of pure DBPI [165] with different TC. 
Therefore, the nature of this phenomenon must be admitted as unknown. 
At higher temperatures (T > TC) the ferroelectric dispersion is only in microwave 
region (Fig. 3.6). On cooling the broadening of dielectric dispersion has been observed. 
In the ferroelectric phase, at lower temperatures the ferroelectric dielectric dispersion of 
all presented crystals (Fig.3.6) is very broad (from about 1 MHz to 100 GHz). The Cole-
Cole diagrams of deuterated compounds are shown in Fig. 3.7. In this diagrams clearly 
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two dielectric dispersion can be separated. However, the Cole-Cole fit is not always 
adequate for both dielectric dispersions. 
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Fig. 3.6 Frequency dependence of complex dielectric permittivity ε* of mixed 
BPxBPI1-x crystals: a) BP0.03BPI0.97, b) BP0.06BPI0.94, c) DBP0.03DBPI0.97 d) 
DBP0.05DBPI0.95 at several temperatures in the region of the ferroelectric phase 
transition. The solid lines are the best fit according to Eqs. (1.41) and (1.42) (apart 
DBP0.03DBPI0.97 low frequency dielectric dispersion – according to Eq. (1.46)). 
 
 
 
Fig. 3.7 Cole–Cole diagrams of a) DBP0.03DBPI0.97 and b) DBP0.05DBPI0.95 crystals at 
the different temperatures. The lines are the best fit according to Eq. (1.46). 
 
The experimental data were described with the Cole-Cole formula (1.46). The Cole-
Cole parameters of ferroelectric dispersion are presented in Fig. 3.8. Only the 
parameter ε∞r does not vary with temperature. Dielectric dispersion looks like the 
Debye type dispersion only at higher temperatures (T >> TC). On cooling the 
parameter of distribution of relaxation times αCC of all investigated ferroelectrics 
increased. Extremely high value for ferroelectrics αCC reaches at T < Tc that display 
extremely broad distribution of relaxation times. This clearly differs from the 
monodispersive character, observed in BPI [157] (αCCmax=0.04), DBPI [165] 
(αCCmax=0.12) and DBP0.01DBPI0.99 (αCCmax= 0.2) [166], while αcc deviate from its zero 
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value only near TC. The temperature dependence of the relaxation frequency 
νr=1/(2πτCC) shows a minimum, this indicating the critical slowing down in the 
presented crystal. Such non-typical (for ferroelectrics) and not so easily understood 
behaviour of distributions width αCC show that the Cole-Cole formula is not suitable 
for dielectric dispersion below Tc in presented crystals (for enough high αCC and usual 
mean τCC the shortest relaxation times of Cole-Cole distribution of relaxation times 
loss it physical meaning). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.8 Temperature dependencies of the ferroelectric relaxation fit parameters αCC 
(a), νr=(2πτCC)-1 (b) and ∆ε (c). The solid line is the best fit of quasi-one-dimensional 
Ising model. DBP0.01DBPI0.99 crystals data is from [166]. 
 
The quasi-one-dimensional Ising model was used to fit the relaxator strength of 
ferroelectric dispersion [159]: 
1
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where J|| and J⊥ are the nearest neighbor intrachain and the effective mean field 
interchain coupling constants. From the best fit (the solid line in Fig. 3.8 c) obtained 
parameters are presented in Table 3.1. 
The temperature dependence of the relaxation frequency shows a curvature in 
the high temperature phase (Fig. 3.8 b). The temperature dependence of the relaxation 
frequency according to the quasi one-dimensional Ising model [159] is given by: 
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where ∆U is the activation energy for the reorientation of the dipole, and ν∞ is the 
attempt frequency. Using the parameters J|| and J⊥ obtained by means of Eq. (3.1), the 
best fit according to Eq. (3.2) results to the values presented in Table 3.1. 
Also the low frequency dielectric relaxation of deuterated compounds was 
successfully described using the Cole–Cole formula (solid lines in Figs. 3.7a and 
3.7b). The fit parameters τCCLF and ∆εLF are presented in Fig. 3.9. The contribution of 
all higher frequency modes and electronic polarization for this relaxation was 
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described as ε∞rLF = ∆ε + ε∞r. The distribution parameter αccLF does not show distinct 
temperature dependence and fluctuates around 0.41 mean values for DBP0.03DBPI0.97 
[167] crystals and around 0.6 for DBP0.05DBPI0.95 crystals. The mean relaxation time 
rises intensively approaching TC, indicating the slowing down phenomenon. The 
relaxation frequency reaches the minimum value 53 kHz at 273 K in the case of 
DBP0.03DBPI0.97 and 66 kHz at 255 K in the case of DBP0.05DBPI0.95. 
 
Table 3.1 Parameters of quasi-one-dimensional Ising models of BPxBPI1-x mixed 
crystals. 
 
 
ν∞, 
THz 
∆U/kB, 
K 
J׀׀/kB
, K 
J⊥/kB
, K J׀׀/J⊥ C, K 
P0, 
µC/cm2 
TCIsing, 
K 
BPI from [158] - - 270 21 12.8 5946 2.53 226.7 
BP0.03BPI0.97 10.3 757 170 19.9 8.54 15060 1.89 161.93 
BP0.06BPI0.94 0.65 481 86 15 5.73 28296 - 94 
BP from [159] 0.82 30 84 -7.5 -11.2 12500 - - 
DBPI from [165] - - 187 80 2.33 - - 290 
DBP0.01DBPI0.99 
from [166] 3.89 1093 230 61 3.77 9692 2.6 293 
DBP0.03DBPI0.97 0.77 630 234 46.4 5.05 13570 0.32 267.4 
DBP0.05DBPI0.95 8.58 1378 193 30 6.45 13520 - 202 
DBP from 
[159] 1.2 210 196 -9.1 21.5 - - - 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.9 Temperature dependence of the additional relaxation fit parameters ∆εLF a) 
and τCCLF b). 
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The distribution of relaxation times has been calculated directly from dielectric 
spectra according to the formulas (1.41) and (1.42) and method described in Section 
2.6. Various values of the Tikhonov regularization parameters were found as optimal 
for various chemical concentrations, however the differences were not big and mean 
optimal value was obtained as 4. The distributions of relaxation times of investigated 
ferroelectrics are presented in Fig. 3.10. In the ferroelectric phase the non-symmetric 
distribution of relaxation times has been obtained. Anomalous (for ferroelectric) 
asymmetric distribution of relaxation times has been obtained for DBP0.05DBPI0.95 
crystals. Until presented such asymmetric distributions has been observed only in 
highly disordered dielectrics, for example in dipolar glasses [160]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.10 Distribution of relaxation times of mixed ferroelectric BPxBPI1-x crystals: 
a) BP0.03BPI0.97, b) BP0.06BPI0.94, c) DBP0.03DBPI0.97 d) DBP0.05DBPI0.95 obtained 
from dielectric spectra (points). The solid lines are best fits according to Eq. (3.7). 
 
We consider proton moving in asymmetric double-well potential. The movement 
consists of fast oscillations in one of the minima with occasional thermally activated 
jumps between the minima. Here we neglect quantum tunneling, which is significant 
for protons at low temperatures. The jump probability is governed by the Boltzmann 
probability of overcoming the potential barrier between the minima. It was shown that 
the relaxation time of an individual hydrogen bond dipole in such [168] a system is 
given by: 
)2/cosh(2
)](/exp[ 0
0 TkA
TTkE
B
Bb −= ττ .                                          (3.3) 
This equation is similar to the Vogel-Fulcher one, except the dominator, which 
accounts for the asymmetry A of the local potential produced by the mean field 
influence of all the other dipoles. Thus, the local polarization p (time-averaged dipole 
moment) of an individual O-H…O bond is given by the asymmetry parameter A 
[168]: 
p=tanh(A/2kBT).                                                (3.4) 
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We further consider that the asymmetry A and the potential barrier Eb of the local 
potential of the O-H...O bonds both are randomly distributed around their mean 
values A0 and Eb0 according to the Gaussian law resulting in the distribution functions: 
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where σEb and σA are the standard deviations of Eb and A, respectively, from their mean 
values.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.11 Temperature dependence of the mean values Eb0, A0 and standard 
deviations σEb, σA of mixed BPxBPI1-x crystals. 
 
The distribution function of relaxation times is then given by: 
∫
∞
∞− ∂
∂
= dAEAEwAwf bb )(ln)],([)()(ln τττ ,                                   (3.7) 
where Eb(A, τ) is the dependence of Eb on A for a given τ, derived from Eq. (5). 
Fits with the experimentally obtained relaxation-time distributions were 
performed simultaneously for seven different temperatures using the same parameter 
set: τ0=5*10-12 s for BP0.03BPI0.97, 4.32*10-12 s for BP0.06BPI0.94, 1*10-12 s for 
DBP0.03DBPI0.97 and DBP0.05DBPI0.95 crystals; and T01 = 0 K (as it should be for the 
ferroelectric phase transition). The results are presented in Fig. 3.10 as solid lines. The 
average local potential asymmetry A0, average potential barrier Eb0 and the standard 
deviations σA and σEb are temperature dependent as demonstrated in Fig. 3.11. At T > 
TC A0=0 for all temperatures and standard deviation of asymmetry is very small (σA/kB 
≈ 0.9 K). Only in the case of BP0.06BPI0.94 crystals average asymmetry is non-zero at 
T > TC. In the ferroelectric phase on cooling average asymmetry A0 and standard 
deviation σA strongly increased. At the same temperature the ratio A0 and σA strongly 
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decreased with increasing of betaine phosphate concentration. However in all 
presented ferroelectrics the average asymmetry A0 is strongly higher as standard 
deviation σA. In the paraelectric phase on cooling average potential barrier Eb0 and the 
standard deviation σEb increase, this strongly correlated with curvature of temperature 
dependence of the mean Cole-Cole relaxation time and adequate use of quasi-one-
dimensional Ising models.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.12 Temperature dependence of spontaneous polarization P of mixed BPxBPI1-
x crystals a) protonated and b) deuterated crystals. Experimental data of DBPI are 
from [165], DBP0.01DBPI0.99 from [169], BP0.03BPI0.97 and BP0.06BPI0.94 (line plus 
points) from [162]. Solid lines are the best fit according to formulas (3.12), (3.15), 
dotted according to (3.9) formula. 
 
In all (except DBP0.05DBPI0.95) compounds the temperature dependence of average 
potential barrier Eb0 have maximum at TC, this strongly correlated with slow down of 
phase transitions dynamics. 
The spontaneous polarization of BPxBPI1-x mixed crystals was measured by the 
pyroelectric method. A pyroelectric current was also observed above the phase transition 
temperature. It indicates the existence of some space charge in the crystal. The 
spontaneous polarization was calculated by integration of the pyroelectric coefficient 
below the temperature, corresponding to the peak of pyroelectric current. In Fig. 3.12 the 
spontaneous polarization temperature dependence is presented. We compare obtained 
spontaneous polarization values with presented early [162] (in Fig. 3.12 presented as line 
with triangles). A small amount of BP reduces the ferroelectric phase transition 
temperature significantly. The maximum value of the spontaneous polarization is very 
similar (1.8 µC/cm2) to presented in [162] for BP0.03BPI0.97 – 1.8 µC/cm2 and to 
BPI (1.6 µC/cm2) in [158]. The influence of the BP amount to spontaneous polarization 
in non-deuterated mixed BP1-xBPIx crystals is more inconsiderable than in deuterated 
samples DBPxDBPI1-x, for which a significant decrease of (P)max was observed already 
for x > 0.03 [167]. Different approaches, as in [158], were used to describe the 
temperature behaviour of the spontaneous polarization in betaine phosphite with small 
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admixture of betaine phosphate. In the first approach we started from the classical state 
equation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.13 A log-log plot of P= P(TC-T). Experimental data of BPI are from [158], 
DBPI from [165], DBP0.01DBPI0.99 from [169], BP0.06BPI0.94 from [162]. 
 
In this case, the temperature dependence of P should fulfill the formula [158]: 
T = TC - βclP2 - γclP4.                                                 (3.8) 
The best fit of BPxBPI1-x crystals data was obtained for parameters presented in Table 
3.2. According to the quasi-one-dimensional Ising model the spontaneous polarization 
can be expressed as follows [158]:  
P = nnµd<σsp> = P0<σsp>,                                           (3.9) 
where µd is the effective dipole moment of the deuterated bond, nn is the number of 
dipoles per unit volume, P0 is the maximum value of spontaneous polarization 
 
Table 3.2 Parameters of various models of spontaneous polarization temperature 
behaviour of BPxBPI1-x mixed crystals. 
 
Classical state equation 
Critical 
exponent 
equation 
 
TC, K βcl, Km4/C2 γcl, Km8/C4 βC 
BPI from [158] 226.9 5.05×104 4.33×107 0.47 
BP0.03BPI0.97 183.6 6.75×104 1.13×108 0.502 
DBPI from [165] 303.58 5.73×104 -3.7×107 0.53 
DBP0.01DBPI0.99 from 
[169] 
299 6.61×104 2.24×107 0.52 
DBP0.03DBPI0.97 282.53 4.68×106 3.02×1012 0.50 
DBP0.05DBPI0.95 258.41 1.19×106 4.34×1012 0.49 
 
while all dipoles are oriented in the same direction, <σsp> is the average spin variable 
given by the self-consisting condition: 
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For the analysis of the temperature dependence of the spontaneous polarization in the 
frame of this model, we solved Eq. (3.11) for different temperatures and then 
corresponding amplitudes (Table 3.1) was found. Fig. 3.12 shows also results of these 
calculations. The small value of P0 signifies that the density of dipoles, which participate 
in ferroelectrical ordering processes, is sensitive to BP amount (P0 = 2.53 µC/cm2 for 
BPI [158]). According to the quasi-one-dimensional Ising model the transition 
temperature TC Ising is determined by the condition: 
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exp .                                 (3.11) 
Obtained corresponding temperatures TC Ising are presented in Table 3.1 with the 
parameters obtained from the best fits. The ratio J||/J⊥ in protonated mixed crystals 
strongly increase with increasing the betaine phosphate concentration, in deuterated 
crystals this dependence is less expressed. However, in both cases the quasi-one-
dimensional Ising model on increasing the betaine phosphate concentration becomes 
invalid. The mismatch with the real phase transition temperature TC - TC Ising is small 
only at BP concentration ≤ 0.03 and shows that the phase transition under 
investigation is not purely a second order phase transition. At higher betaine 
phosphate concentration (0.05 and more) we can not describe with the Ising model 
formulas together all dependencies: P(T), ∆ε(T) and ν (T), because mismatch between 
TC - TC Ising become significant. This becomes understandable from the later presented 
experimental results that the spontaneous polarization shows a remarkable distribution 
for concentration of betaine phosphite at ≥ 0.03. The quasi-one-dimensional Ising model 
presupposes homogeneity and cannot describe non-homogeneous ferroelectrics. 
However in nature crystals (including ferroelectrics and the same “pure” betaine 
phosphite) without impurities not exist. A fundamental query is what must be 
concentration of impurities that discrepancy from the quasi-one-dimensional Ising 
behaviour becomes significant and essential. In the case of betaine phosphate the answer 
is 5 %. 
Fig. 3.13 presents the temperature dependence of the spontaneous polarization as 
a log-log plot. The various values of critical exponent was obtained (Table 3.2), this 
parameter of deuterated compounds strongly decreases with increasing of betaine 
phosphate concentration. 
From the distribution function w(A) of the local potential asymmetry the 
distribution function w(p) of the local polarization of the hydrogen bonds can be 
deduced: 
])2/(2
)]tanh()tanh([
exp[)1(2
2)( 22 02 Tk
papa
p
Tkpw
BAA
B
σσπ
−
−
−
= ,               (3.12) 
which transforms in the form known for the RBRF (see Subsection 1.2.3) [168] model 
when substituting: 
fqJ EAA ∆+= 2σ ,                                                (3.13) 
and 
pJA ∆= 20 .                                                     (3.14) 
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Fig. 3.14 Distribution of local polarizations w(p) of mixed BPxBPI1-x crystals: a) 
BP0.03BPI0.97, b) BP0.06BPI0.94, c) DBP0.03DBPI0.97 d) DBP0.05DBPI0.95 at several 
temperatures. Points are guide for eye. 
 
Here p  is the average polarization. The calculated distribution functions w (p) of the 
local polarization are presented in Fig. 3.14. As we can see, they behave exactly as 
expected for an inhomogeneous ferroelectric [170]. 
Knowing the distribution function w(p), both the average (macroscopic) 
polarization 
∫
−
=
1
1
)( dpppwp ,                                                 (3.15) 
and the Edwards-Anderson glass order parameter  
∫
−
=
1
1
2 )( dppwpqEA                                                (3.16) 
can be calculated. The calculated average polarization values are presented in Fig. 
3.12. At is possible to see the calculated average polarization is the best fit for 
experimental results. We can conclude, that the extraction of continuous relaxation 
times distribution of the Debye fundamental processes directly from the broadband 
dielectric spectra allows better understanding dynamic phenomena in betaine 
phosphite crystals with a small admixture of the betaine phosphate. 
3.1.3 Coexistence of ferroelectric order and dipolar glass disorder 
 At temperatures much lower than TC, the dielectric dispersion effects can be 
observed in the low-frequency dielectric response of the betaine phosphite with a 
small admixture of betaine phosphate (Fig. 3.15). The same effect has been observed 
in pure BPI [171] and DBPI [165]. The main difference with the pure BPI is a local 
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Fig. 3.15 Temperature dependences of complex dielectric permittivity ε* of mixed 
BPxBPI1-x crystals: a) BP0.03BPI0.97, b) BP0.06BPI0.94, c) DBP0.03DBPI0.97 d) 
DBP0.05DBPI0.95 at the different frequencies in the low temperature region. 
 
maximum of ε" in the ferroelectric phase. 
 This local maximum value of ε" decreases with increasing frequency. This 
behaviour have been described by the Vogel-Fulcher relationship [172]: 
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0
0 tmB
t
TTk
E
e
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−
=νν ,                                                 (3.17) 
where Tm is the temperature at which the measured imaginary part of dielectric 
permittivity ε" passes through a maximum, ν0 is the frequency approached with Tm → 
∞; Et is the activation energy, T0t is the freezing temperature. 
 The best fit of ν with the Vogel-Fulcher equation is shown as a solid line in Fig. 
3.16. Obtained parameters are presented in Table 3.3. 
The frequency dependence of ε' and ε" in several temperatures provide clear 
evidence that the ε" frequency dependence is much broader than 1.14 decades as it  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.16 The measured frequencies ν versus Tm. 
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should be for the Debye-type dispersion (Fig. 3.17). 
 
Table 3.3 Parameters of Vogel-Fulcher law (3.17) of BPxBPI1-x ferroelectrics. 
 
 ν0, GHz Et/kB, K (eV) T0t, K 
BP0.03BPI0.97 7.33 558 (0.048) 30 
BP0.06BPI0.94 2.12 293 (0.025) 5 
DBP0.03DBPI0.97 0.004 118 (0.01) 130 
DBP0.05DBPI0.95 0.59 537 (0.046) 25 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.17 Frequency dependence of complex dielectric permittivity ε* of mixed 
DBPxDBPI1-x crystals: a) DBP0.03DBPI0.97 and b) DBP0.05DBPI0.95 at several 
temperatures in the region of the dipolar glass phase transition. 
 
This indicates a very wide distribution of the relaxation times. The freezing 
phenomena in betaine phosphite with a small admixture betaine phosphate reveal the 
characteristics of a transition into a dipolar glass state: the slowing down of the 
dipolar degrees of freedom exhibits a broad distribution of the relaxation rates, with 
the width of the distribution exceeding by orders of magnitude the width of a 
monodispersive Debye process.  
The experimental data of deuterated compounds were fitted with the same 
Cole–Cole function (solid lines in Fig. 3.17). Because the dielectric dispersion of 
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protonated compounds is extremely broad, calculating of any parameters cannot be 
fulfilled. The temperature dependence of the fit parameters αcc, ∆ε, τcc and ε∞r (only in 
the case of DBP0.05DBPI0.95 crystals the value ε∞r=4.38 is not vary with temperatures) 
are shown in Fig. 3.18. The relaxation time distribution parameter αCC increases 
intensively with decreasing temperature in the region 210 to 180 K, and fluctuates 
around a mean value of 0.75 for DBP0.03DBPI0.97 crystals and 0.85 for 
DBP0.05DBPI0.95 crystals below 170 K. This means an extremely broad distribution of 
relaxation times (the corresponded dielectric dispersion is much broader as our 
measurement frequency range). Two maxima in the temperature dependence of 
relaxator strength of DBP0.03DBPI0.97 crystals (at 170 and 150 K) indicate the 
complicated dynamics of the deuteron subsystem in these crystals. The mean 
relaxation time diverge according to the Vogel-Fulcher law [173]: 
)(
0
0TTk
E
B
f
e
−= ττ ,                                              (3.18) 
and obtained parameters are presented in Table 3.4. 
 
Table 3.4 Parameters of the Vogel-Fulcher law (3.18) of DBPxDBPI1-x ferroelectrics. 
 
 τ0, s Ef, K (eV) T0, K 
DBP0.03DBPI0.97 3.43×10-12 1297 (0.112) 73 
DBP0.05DBPI0.95 1.87×10-12 1015 (0.088) 25 
 
In the case of DBP0.05DBPI0.95 crystals both freezing temperatures T0 and T0t are the 
same, however in the case of DBP0.05DBPI0.95 crystals T0t > T0, this is caused by 
calculating errors and in fact these both freezing temperatures can be not the same if 
the freezing dynamics is complicated enough. To extract the freezing temperature is 
another way [174]. Further we will briefly describe this method of Z. Kutnjak and 
write several critical remarks about it. In first step, a reduced dielectric permittivity is 
defined as  
∞
∞
−
−
=
r
r
T
T
εε
ενε
δ δ ),0('
),('
.                                             (3.19) 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.18 Temperature dependences of the low-temperature relaxation fit parameters 
αcc a), ∆ ε (b) and τcc (c). 
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Again, an assumption is made that the distribution of the relaxation times f (τ) is 
limited between lower and upper cutoffs τ1 and τ2. For each fixed value of δδ must be 
obtained a characteristic temperature-frequency profile in the (T, ν) plane. In the 
second step, the dependence ν (T) must be analyzed by Eq. (3.17). Obtained 
parameter T0K is the temperature, as the static (non-dependent from frequency) 
dielectric permittivity is observed only at ν = 0. This parameter is the same freezing 
temperature T0. However, no information about distribution function f (τ) and it 
temperature dependence this method provide, except freezing temperature. Therefore, 
such analysis, as in [175] gives not much information about the freezing dynamics. 
 We can conclude that, similarly to DRADA [176] crystals, also BPxBPI1-x and 
DBPxDBPI1-xcrystals exhibit a phase with coexisting ferroelectric and dipolar glass 
order at lower temperatures, where part of protons (or deuterons) is frozen–in along 
the one–dimensional chains. 
 
3.2 BP1-xBPIx – an unusual dipolar glass 
 
 3.2.1 Introduction  
The middle part of the phase diagram of BP1-xBPIx [160, 162, 177-179] (0.9 > 
x > 0.3) which was known until now is characterized by a glassy behaviour at low 
temperatures. Dielectric measurements [160,177-180] revealed proton glass behaviour 
for x = 0.85, 0.80, 0.60, 0.50, and 0.40. Very recently, a systematic study of the 
dielectric properties of compounds of the series (BP)1-x(BPI)x was presented [179] in 
the paraelectric phase, and compared with the predictions of three microscopic 
models: the quasi-one-dimensional Ising model without disorder [181-183], the 
Sherrington-Kirkpatrick model [14] and the quasi-one-dimensional random-bond 
random-field Ising model [15]. From the analysis of the static permittivity, parameters 
were determined characterizing the dipolar interactions and the random electric fields 
in these systems. Only in one of the compounds with the lowest admixture of the 
betaine phosphite x = 0.15 a behaviour consistent with a quasi one-dimensional glass 
phase was found. There was no evidence of the quasi-one-dimensional behaviour for 
compounds with a higher concentration of BPI except for nearly pure ferroelectric 
BPI. In fact, the other compounds with a glass phase were rather well fitted by the 
three-dimensional RBRF Ising model with the inclusion of random fields. In these 
compounds, the random fields are of greater importance than the random bonds. It 
was suspected that substitutional disorder leads to a more isotropic dielectric 
behaviour where interchain and intrachain couplings are similar in magnitude. The 
Almeida-Thouless temperatures were estimated for all the compounds with a glass 
phase and found to be close to the temperature where the real part of the low-
frequency dielectric permittivity has its maximum. 
Magnetic resonance proved to be one of the most appropriate techniques for 
the study of local proton or deuteron order and dynamics [184-187]. Deuteron glasses 
were carefully analyzed by deuteron NMR (nuclear magnetic resonance) where the 
local deuteron order is monitored by the nuclear quadrupole coupling. However, there 
is no direct study of the proton order in a proton glass by H1 NMR up to now because 
it is difficult to resolve local proton order from the chemical shift data. 
Recently authors of references [184-187] reported on direct studies of the local 
proton order by means of high-resolution ESR (electron spin resonance) 
measurements as CW and pulsed ENDOR (electron nuclear double resonance), ESE 
(electron spin echo) and ESEEM (electron spin echo envelope modulation) on the 
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PO32- paramagnetic probe in the γ-irradiated proton glasses BP0.15 BPI0.85 and BP0.40 
BPI0.60. Hydrogen bonds link the phosphite and phosphate groups to the quasi one-
dimensional chains along the crystallographic b-direction. The authors of references 
[186] showed that the protons in these bonds order glasslike. The ENDOR line shape 
of these protons is a direct mirror of the local polarization distribution w (p). This 
allows a very detailed comparison with the theoretical models such as the one- and 
three-dimensional random-bond random-field Ising glass model because for one given 
temperature one has not only one single measuring point as for the static permittivity 
but an entire order parameter distribution curve. The experimental Edwards-Anderson 
glass order parameter obtained as the second moment of w (p) showed a temperature 
dependence that is characteristic for a proton glass with the strong random fields. The 
random bond parameters =∆ BkJ / 30 K and 25 K, respectively, for x = 0.85 and x = 
0.60 were taken in accordance to glass temperatures TG indicated by dielectric results. 
The unusual strong random fields represented by =∆ Bkf / 79 K and 103 K, 
respectively, reflect the relatively strong distortions of the proton double well 
potentials in the hydrogen bonds adjacent to substituted phosphate sites.  
Also the stable inorganic PO32- radical, studied in the several solid solutions of 
BP1-xBPIx with ESR techniques, is created only at the HPO3 but not at the PO4 
fragments. Consequently, the ESR experiment in the mixed crystals can be performed 
only at the HPO3 sites. On the other hand, beyond all doubt, the authors of reference 
[185] may presuppose from experiences in pure betaine phosphite that measurements 
of the PO32- probe give really representative evidence of the proton configuration at 
HPO3 sites without noticeable distortions due to the radical formation. Therefore, in 
the phosphite-rich compositions of BP1-xBPIx, where the phosphate units may be 
understood as substitutional defects, the measured proton configurations at the PO32- 
probe are more or less representative for the general proton behaviour. In the 
phosphate-rich BP1-xBPIx compositions, however, the statistically incorporated HPO3 
fragments have to be considered as substitutional defects, which create internal 
stochastic electric fields. From ENDOR studies of the PO32- paramagnetic probe on 
the phosphate-rich side of the BP1-xBPIx solid solution we got experimental evidence 
that the protons in the hydrogen bonds of a PO4 - HPO3 - PO4 segment see an 
asymmetric double well potential which is a demonstration of the polar defect 
character of this segment. The polarity of the defect segment along the b-direction 
depends on which left or right side of the zigzag chain the HPO3 defect is 
incorporated. It is of importance that the polarity can change under the influence of an 
ordering field. The same conclusion may be drawn for a PO4 – defect in a HPO3 
chain. 
The correspondence of the experimental order parameter distribution function 
with the simulations could considerably be improved if a non-zero mean 
KkJ B 160/ =  and 212 K of the random bond interaction and a tunneling 
energy Bk/Ω  =250 K, respectively, were considered in the three-dimensional RBRF 
Ising model. Additionally, in order to obtain a better agreement with the experimental 
W (p) behaviour the variance of the random fields had to be reduced from 
=∆ Bkf / 79 K and 103 K at temperatures above BkJ /  to values Bkf /∆ =60 K and 
61 K below BkJ / . This reduction of the random field magnitude is caused by the 
reorientation of the polar defect units under the influence of an ordering field as 
mentioned above.  
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At T0 =144 K and 160 K, far above the glass transition temperature, the results 
indicate a smeared transition into a phase with a mean long-range order in the proton 
chains but with strong fluctuations of the local order parameters. This additional 
phase transition is also reflected in a temperature anomaly of the electron spin-lattice 
relaxation indicating a singular anomaly in the phonon system [188-190]. It was 
shown that the infrared active optical mode at 560 cm-1  experiences a critical 
damping by interacting with a critical soft mode related to the mentioned transition. 
This ENDOR and electron spin-lattice relaxation results were recently confirmed by 
infrared measurements [190]. Both the measurements show that the transition is not of 
local but of collective nature. Consequently, one comes to the conclusion that for the 
solid solutions BP1-xBPIx with compositions x = 0.05, 0.15, 0.30, 0.60, 0.85, 0.94 an 
intermediate phase exists between the antiferrodistortive paraelectric phase and the 
orientational glass phase. This new phase shows a regular proton order within the 
phosphate-phosphite chains and is supposed to be of quasiferroic or cluster like 
nature. Though there are indications to a proton glass behaviour, the local 
measurements showed that the system is more complex. It experiences transitions 
from a high-temperature non-polar, non-ferroelastic phase to a paraelectric 
antiferrodistortive phase, followed by an intermediate phase with a long-range proton 
order before the system becomes glasslike with respect to the proton order.  
Very recently the dielectric permittivity measurements of BP0.15BPI0.85 in a 
wide frequency spectrum were published and presented a new type of data analysis 
[132]. Solving the integral equation for the permittivity with the Tikhonov 
regularization technique, this method allows extracting the distribution of the 
relaxation times and resolves multiple dynamical processes. The dielectric relaxation 
spectrum is described in terms of an ensemble of the Debye processes with a 
continuous relaxation time distribution f (τ). Having obtained f (τ) one can then seek a 
physical interpretation in the τ domain rather than in the frequency domain. The 
dipole-freezing phenomena result in a broad asymmetrical distribution of the 
relaxation times. The authors of [132] demonstrated that the parameters of the double-
well potentials of the hydrogen bonds, the local polarization distribution function and 
the glass order parameter can be extracted from the dielectric measurements.  
It will be demonstrated that besides magnetic resonance techniques the 
dielectric spectroscopy coupled with the data analysis presented above is another 
appropriate tool to determine microscopic glass parameters. Because there do not 
exist peculiarities as such with the magnetic resonance line shape for short relaxation 
times, the dielectric spectroscopy gives interesting results for low temperatures, 
especially. The measurements give further indications for a special kind of an 
intermediate phase between the paraelectric and glassy state for a wider range of 
compositions as already concluded from ENDOR and electron spin-lattice time 
measurements [184-190]. Dielectric spectroscopy gives the new interesting result that 
the non-zero mean value of the random bond interaction BkJ /  vanishes for very low 
temperatures. One can suspect that it is related with the real glass transition into the 
low-temperature non-ergodic glassy phase. 
3.2.2. Comparison of the results with the dipolar glass model 
For all mixed crystals under study no anomaly in ε′ indicating a polar phase 
transition can be detected down to the lowest temperatures (Fig. 3.19). In the 
temperature region below 100 K the dispersion effects dominate the dielectric 
response in the frequency range under study. The temperature behaviour of ε′ and ε″ 
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seems to be typical for glasses: with decreasing measurement frequency the maximum 
of ε′ shifts to lower temperatures followed by the maximum of ε″. At fixed 
temperatures the frequency dependence of ε′ and ε″ provides clear evidence that the 
frequency dependence of ε″ is much broader than for the Debye dispersion (Fig.3.20). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.19 Temperature dependence of complex dielectric permittivity of BP0.3BPI0.7 
crystals. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.20 Frequency dependence of complex dielectric permittivity of DBP0.3DBPI 0.7 
crystals. 
 
As it is possible to see from experiments, of the relaxation times distribution is over 
three decades, especially at low temperatures. Each one of the traditional models is 
strictly fixed with respect to the shape of the relaxation-time distribution function. 
The Cole-Cole formula assumes symmetrically shaped distribution of the relaxation 
times, but the real distribution function can be different from this. In order to get 
information that is more precise about the real relaxation-time distribution function, a 
special approach has been developed. The distribution of relaxation times of BP\BPI 
dipolar glass has been calculated from dielectric spectra according to formulas (1.41) 
and (1.42) and method described in Section 2.6. We considered the value of αR = 4 as 
the best one for our experiment. The relaxation time distributions of the mixed 
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crystals under study calculated from the experimental dielectric spectra at different 
temperatures are presented in Fig. 3.21 as points. The relaxation-time distribution 
significantly broadens at low temperatures, as it is typical for dipolar glasses. On 
cooling the distribution of relaxation times become more asymmetric. 
For dipolar glasses, it is usually assumed that the proton motion in the double 
well O-H···O potentials is randomly frozen-out at low temperatures, implying a static 
quenched disorder [174]. But due to the ‘‘built-in’’ disorder, always present in the 
off-stoichiometric solid solutions, there are a variety of environments for the O-H···O 
bonds. This leads to a distribution of the microscopic parameters of the bonds and, 
consequently, a distribution of dynamic properties such as the dipolar relaxation times 
when quenching takes place. 
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Fig. 3.21 Distribution of relaxation times of betaine phosphate betaine phosphite 
dipolar glasses: a) BP0.15BP0.85 b) BP0.3BPI0.7, c) BP0.4BPI0.6, d) BP0.5BPI0.5, e) 
DBP0.15DBP0.85, f) DBP0.25DBPI0.75, g) DBP0.3DBPI0.7, h) DBP0.4DBP0.6, i) 
DBP0.5DBPI0.5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.22 Temperature dependencies of the average local potential asymmetry A0 and 
the standard deviation σA of protonated crystals. 
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Fits with the experimentally obtained relaxation-time distributions shown in Fig. 3. 21 
were performed simultaneously for all the considered temperatures. For one given 
crystal, only one parameter set τ0, T0, Eb0/kB, and σE/kB shown in Tables 3.5 and 3.6 
was used for all the temperatures, whereas A0 and σA appeared to be temperature 
dependent. The fit results are presented in Fig. 3.21 as solid lines. The temperature 
dependencies of the average local potential asymmetry A0 and the standard deviation 
σA are shown in Figs. 3.22 and 3.23. 
The temperature dependence of the widths σA of the random asymmetry 
distribution of the local potentials is rather weak in the temperature range under study. 
However, in contradiction to usual proton glasses the average asymmetry A0 of the 
local potentials of the hydrogen bonds is nonzero and remarkably temperature 
dependent. At the upper end of the studied temperature region, the average asymmetry 
A0 is clearly larger than the widths σA of the random asymmetry distribution. At lower 
temperatures, A0 becomes smaller than σA, but A0 does disappear only for very low 
temperatures. This behaviour is quite surprising and has not yet been observed for 
other dipolar glasses. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.23 Temperature dependencies of the average local potential asymmetry A0 and 
the standard deviation σA of deuterated crystals. 
 
Table 3.5 Parameters τ0, T0, Eb, σEb for different protonated BPxBPI1-x crystals. 
 
x τ0, s T0, K Eb0/kB, K σEb/kB, K 
0.15 5.5*10-12 5 490.9 32.5 
0.3 3.1*10-10 3.8 205.3 28.9 
0.4 1.7*10-10 2.6 187.5 26.5 
0.5 1.3*10-11 1.7 228.2 31.5 
 
With former electron-nuclear double resonance (ENDOR) measurements of the 
protonated samples BP0.15BPI0.85 [184-185] and BP0.40BPI0.60 [186], the RBRF glass 
parameters have been determined to be ∆J/kB = 30 K, KkJ B 160/ = , 4/ =∆ Bkf  
and ∆J/kB = 25 K, KkJ B 200/ = , 6/ =∆ Bkf , respectively, for temperatures above 
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90 K. Using Eqs. (3.13) and (3.14) with p = 1 and qEA = 1, these parameter sets lead 
to σA/kB = 134 K and 132 K, and A0/kB= 320 K and 400 K, respectively. 
 
Table 3.6 Parameters τ0, T0, Eb0, σEb for different deuterated DBPxDBPI1-x crystals. 
 
x τ0, s T0, K Eb0/kB, K σEb/kB 
0.15 1*10-9 20.5 390.4 55.4 
0.25 9.6*10-11 8.1 425.2 72.6 
0.3 2.9*10-11 9.6 568 57 
0.4 5.1*10-11 9.8 459 49.6 
0.5 2.3*10-10 12.2 360.1 84.3 
 
If we take into consideration that the dielectric data were measured at 
temperatures far below 90 K, then these values are in a reasonable agreement to that 
one fitting the dielectric relaxation-time distribution. 
3.3.3. Discussion 
Considering the dielectric studies of protonated and deuterated BP1-xBPIx 
mixed crystals published until now in literature, at first glace these solid solutions 
seem to be typical representatives of the family of proton and deuteron glasses. In the 
middle region of composition, 0.9 > x >0.3, no anomaly in ε′ indicating a polar phase 
transition can be detected down to lowest temperatures. The freezing phenomena 
reveal the characteristics of a transition into a dipolar glass state. In the temperature 
region below 100 K, dispersion effects dominate the dielectric response in the 
frequency range below 1 MHz. The temperature behaviour is typical for glasses. With 
decreasing measurement frequency, the maximum of ε′ shifts to lower temperatures 
followed by the maximum of ε″. At fixed temperatures, the frequency dependence of 
ε′ and ε″ provides clear evidence that the frequency dependence of ε″ is much broader 
then for the Debye dispersion where the broadening increases considerably towards 
lower temperatures. The most probable dielectric relaxation time τ follows a Vogel-
Fulcher law with the Vogel-Fulcher temperatures that are considerably higher for the 
deuterated crystals in comparison to that one of the protonated crystals. 
But looking a bit more in detail, striking differences to the other proton 
glasses, e.g. of the KDP family, become apparent. The authors of reference [179] tried 
to interpret the temperature dependence of the static dielectric permittivity within the 
framework of the RBRF Ising model. They found that rather large random fields play 
an important role. But even more unusual, for reasonable fits they had to consider a 
rather large long-range order contribution J  that is comparable to ∆J. On the other 
hand, there are no characteristic differences of the quality of fits with the three- and 
one-dimensional RBRF models. On the other hand, not only for the ferroelectric and 
antiferroelectric compositions but also for the compositions that are known to behave 
glass-like, they got reasonable fits of the static permittivity using the quasi-one-
dimensional Ising model of the one-dimensional dipole chains with intra-chain 
ferroelectric couplings stronger than inter-chain ones. The authors did not consider 
this interpretation any further because predictions resulted for antiferroelectric 
transitions at temperatures above 106 K did met show any sign of a transition is in ε΄ 
experiments. 
Our results show that the situation in the BP1-xBPIx mixed crystals is even 
more peculiar. For all compositions under study, the fits deliver an average 
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asymmetry A0 of the local potentials that is almost linearly temperature dependent 
with about the same slope. Extrapolating the A0 behaviour of the protonated crystals 
to higher temperatures, the average interaction J  given by Eq. (3.14) meets values 
BkJ / = 160 K and 212 K determined for BP0.15BPI0.85 and BP0.40BPI0.60, respectively, 
within the framework of the RBRF Ising model from ENDOR measurements. 
Obviously, these numbers are close to the intra-chain coupling parameter J║ in BP and 
BPI. At the same time, the random bond interactions =∆ BkJ / 30 K and 25 K of both 
the crystals are much smaller then the random fields represented by =∆ Bkf / 79 K 
and 103 K, respectively, and both considerably smaller than the average ordering 
interaction BkJ /∆ . Consequently, BP0.15BPI0.85 and BP0.40BPI0.60 do not behave like a 
true proton glass but undergo a transition into a phase with coexisting long-range and 
glassy order. However, there is no anomaly of the dielectric permittivity detectable at 
the corresponding transition temperatures. 
For the other mixed crystals under study, the situation is similar. Above about 
20 K and 60 K for the protonated and deuterated mixtures, respectively, the ordering 
average interaction BkJ /  is larger then the disorder term fqJ EAA ∆+∆= 2σ , i.e. 
the long-ranged order and glassy order do coexist below the temperature TC’ that is 
close to BkJ / . For the protonated crystals, the transition temperatures from the 
paraelectric phase into the phase with coexisting long-range and glassy order were 
measured by ENDOR and spin-lattice relaxation measurements [188]. They range 
from 160 K for BP0.15BPI0.85 to 110 K for BP0.70BPI0.30. 
Above the transition temperature TC’, the long-range order disappears but the 
glassy order is retained. However, if one remembers the quasi-one-dimensional 
behaviour of the temperature dependence of the permittivity in ferroelectric betaine 
phosphite and antiferroelectric betaine phosphate characterized by a strong 
ferroelectric intra-chain coupling J║ but weak ferroelectric and antiferroelectric 
couplings J
_|_≈ ± J║/10 between chains, the above explanation seems to be to simple. 
As the estimated random bond interaction J is of the same order of magnitude as the 
inter-chain coupling J
_|_, one must suspect a more annoyed order between chains. 
Unfortunately, local information like the asymmetry of the local potential concluded 
from the relaxation time distribution or the local polarization obtained by magnetic 
resonance experiments does allow any conclusion to the relative polarization 
directions of the chains. Therefore, parallel and antiparallel arrangements of chains 
are undistinguishable with these investigations. Consequently, the experimental 
results presented above allow only the conclusion about a certain ferroelectric order of 
the hydrogen bonds within the chains but nothing about the order between the chains, 
i.e. a ferroelectric chain arrangement cannot be distinguished from an antiferroelectric 
or commensurately modulated one.  
On the other hand, even if we ignore the coupling between the chains and is 
consider them to be independent, at low temperatures some kind of order within the 
chains is expected in the form of rather large domains. Within the framework of the 
one-dimensional RFIM [191, 192], the system is disordered at T = 0 K but contains 
domains with typical size given by the Imry-Ma length 
 
LIM ≈ 4 2J  /∆f.                                               (3.19) 
 
With BkJ / ≈ 220 K and ∆f ≈ 3600 K
2
 the domain length within the chain results then 
to LIM ≈ 50 spin distances.  
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With a local measurement one sees ordered spins when the domain lifetime is 
longer than the time window of the measurement. The time window is with about 10-7 
s for ENDOR and 10-2 s to 10-7 s for the dielectric spectroscopy such that this 
condition is fulfilled. As these domains are stabilized by the random fields caused by 
substituted phosphite groups in phosphate chains or vice versa, one may suspect that 
due to that appropriate couplings between neighboring chains become also stabilized 
leading to three-dimensional domains already at finite temperature.  
As mentioned above, the transition from the paraelectric phase into this phase 
with coexisting long-range and glassy order is related to an anomaly of the phonon 
system [188-190], which gives strong evidence for a cooperative transition. At the 
same time, the temperature dependence of the static permittivity announces a kind of 
antiferroelectric transition at these temperatures. These together with all the other 
facts discussed above lead to the conclusion that for the whole composition range of 
BP1–xBPIx a long-range ordered phase with a considerable degree of disorder does 
exist in the temperature range shown in Figs. 3.21 and 3.22. This phase is 
characterized by a ferroelectric order of the bridging protons or deuterons within the 
phosphate/phosphite chains but with a non-ferroelectric arrangement of neighboring 
chains. 
The behaviour towards very low temperatures gives a novel surprise. As Figs. 
3.22 and 3.23 show, the average asymmetry A0 and herewith the ferroelectric 
interaction J  within the chains decreases to lower temperatures. At 17 K and 40 K, 
for all the compositions of protonated and deuterated BP1–xBPIx, respectively, A0 did 
cross σA, and became even smaller to lower temperatures. That means, the crystals are 
now in a phase with dominating glassy order. For certain compositions, A0 goes to 
zero in the temperature range under study.  
For the sake of clarity one must finally note, that the “local” measurements 
performed in the present work and in the former ENDOR papers do not give 
information about the entire order parameter but only about the sublattice order 
parameter within the chains. Consequently, the analysis of the sublattice order 
parameter behaviour within the framework of the three-dimensional RBRF Ising 
model is a contradiction in terms. The resulting model parameters ∆J, J , and ∆f have 
to be considered as very questionable, or at the utmost, as a projection of the entire 
order parameter behaviour on the chain sublattice order behaviour. Keeping this in 
mind, the diminishing ferroelectric sublattice interaction J  can be interpreted in the 
following manner. A finite sublattice polarization of the chains is only possible for a 
three-dimensional system. At temperatures only slightly lower than BkJ / the inter-
chain couplings are strong enough to enforce a three-dimensional order behaviour. 
With lower temperatures the disordering forces between chains become more and 
more important, leading to a reduced ferroelectric chain sublattice polarization. 
Finally, the three-dimensional long-range order breaks down with the result that no 
chain sublattice polarization can exist anymore at finite temperatures. One can suspect 
that the disappearance of chain sublattice polarization marks the transition into the 
non-ergodic glassy state.  
There is another possible explanation of the diminishing asymmetry parameter 
A0. The methods used in this work to determine the effective distribution parameters 
of the H-bonds are based on the measurements of the dynamic response of the protons 
or deuterons in the distorted double well potential. While at the intermediate 
temperature it is quite likely that the large mean asymmetry A0 in the distribution of 
the random fields is due to the fact that the dielectric spectroscopy cannot distinguish 
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between the opposite polarizations of the domains, i.e. the actual distribution of the 
random fields has two maxima for opposite directions of the field rather than the 
simple Gaussian as it was assumed initially. Due to intra-chain ordering the majority 
of H-bonds are highly asymmetric and give the main contribution to the proton 
dynamics at intermediate temperatures. However at the lowest temperatures the 
protons or deuterons tend to freeze in the deep lower-energy minima of the 
asymmetric H-bonds, thus being effectively excluded from the dynamics. However, 
we know from the ENDOR results that the long-range order parameter has already the 
value p  = 0.7 at 90 K such that it can hardly show a remarkable increase between 30 
K and 15 K where A0, determined with the dielectric spectroscopy, decreases 
drastically. Furthermore, the dielectric spectroscopy gives a value A0/kB = 350 K for 
BP0.15BPI0.85 at 40 K which is considerably larger than A0/kB = p ×2 BkJ /  = 0.7×400 
K = 280 K determined with ENDOR spectroscopy at 90 K. The corresponding long-
range order parameter value is p  = 350/400 = 0.88 at 40 K. Thus, we can ascertain 
that the dielectric spectroscopy gives correct parameters A0 at low temperatures. 
Similar experimental results of another group of an at least partial erosion of the 
antiferroelectric order and a transition into a glassy state in a related mixed crystal 
(betaine arsenate)0.73(betaine phosphate)0.27 at low temperatures can be considered as 
further confirmation of our observation [193]. 
The present theoretical models are not able to give a satisfactory description of 
these phenomena in our proton and deuteron glasses. However, one can hazard a 
guess that the observed transition from an inhomogeneous long-range ordered ferroic 
state to a glassy state at very low temperatures bears a certain resemblance to the 
long-puzzeling question of the self-generated disorder and glassines in structural 
glasses [194–197]. 
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4. DIELECTRIC SPECTROSCOPY OF CuInP2(SXSe1-X)6 MIXED 
CRYSTALS 
 
In this chapter, the broadband (20 Hz – 1.2 GHz) dielectric spectroscopy results of 
mixed CuInP2(SxSe1-x)6 crystals are presented. In these crystals two contributions in 
dielectric spectra was successfully separated – at higher temperatures and low 
frequencies high copper ions conductivity and at higher frequencies and low 
temperatures order-disorder effects in copper and indium sub lattices. Critical 
increasing of the conductivity activation energy EA and conductivity σ0 was observed 
in intermediate concentration of sulphur and selenium. A new dipolar glasses were 
discovered - CuInP2(SxSe1-x)6 with x=0.4-0.8. Influence of small amount of selenium 
to dielectric dispersion of CuInP2S6 is more significant than corresponding amount of 
sulphur to dielectric dispersion of CuInP2Se6. Coexistence of ferroelectric order and 
dipolar glass disorder observed at low temperatures in CuInP2S6 with small 
admixture of selenium (2 %). Phase diagram boundary between dipolar glass 
disorder and ferroelectric order was examined and relaxor-like behaviour was 
discovered for CuInP2(S0.25Se0.75)6. The results of this chapter are published in [4*, 5*, 
11+ - 24+, 7++ - 9++]. 
 
4.1. Dielectric investigation of phase transitions in pure CuInP2S6 and 
CuInP2Se6 crystals 
 
4.1.1. Phase transitions in CuInP2S6 and CuInP2Se6 crystals 
CuInP2S6 crystals studied in the present work represent an unusual example of 
a collinear two-sublattice ferrielectric system [198-200]. This crystal illustrates the 
general features of cooperative dipole effects within a lamellar chalcogenophosphate. 
Here a first-order phase transition of the “order–disorder” type from the paraelectric 
to the ferrielectric phase is realized (Tc = 315 K), accompanied by anomalous 
behaviour of its physical properties. The symmetry reduction at the phase transition 
(C2/c → Cc) occurs due to ordering in the copper sublattice and displacement of 
cations from the centrosymmetric positions in the indium sublattice. This conclusion 
also was supported by the Raman investigation of CuInP2S6 [201]. The spontaneous 
polarization arising at the phase transition to the ferrielectric phase is perpendicular to 
the layer planes.
 
These thiophosphates consist of lamellae defined by a sulphur 
framework in which the metal cations and P - P pairs fill the octahedral voids; within 
a layer, the Cu, In, and P-P form triangular patterns [202] (Fig.4.1). The cation off-
centering, 1.6 Å for CuI and 0.2 Å for InIII, may be attributed to a second-order Jahn-
Teller instability associated with the d10 electronic configuration. The lamellar matrix 
absorbs the structural deformations via the flexible P2S6 groups while restricting the 
cations to antiparallel displacements that minimize the energy costs of dipole 
ordering. Each Cu ion can occupy two different positions. The Cu, In or Cr and P - P 
form triangular patterns within the layer. Relaxational rather than resonant behaviour 
is indicated by the temperature dependence of the spectral characteristics, in 
agreement with X-ray investigations. It was suggested that a coupling between P2S6 
deformation modes and CuI vibrations enables the copper ion hopping motions that 
lead to the loss of polarity and the onset of ionic conductivity in this material at higher 
temperatures [201]. The ionic conductivity of CuInP2S6 has been already preliminary 
investigated [203] in the frequency range from 1 Hz to 1 MHz. Only few frequencies 
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have been measured. It was found that σDC follows the Arrhenius law with the 
activation energy EA = 0.73 eV.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
the attenuation peaks in the phase transition region. The nonlinear elastic parameter 
substantially increases at the phase transition temperature. Results of the Raman 
investigations under pressure [206] indicate the phase transition at about 4 GPa, 
which is inferred to be of the first-order (from a monoclinic to trigonal structural). 
The selenium analogue CuInP2Se6 is a relatively new addition to this class of 
chalcogenophosphate materials. Calorimetric evidence for the occurrence of a broad 
phase transition between 220 and 240 K in this compound was given in paper [207]. 
A single-crystal X-ray diffraction study showed that the high- and low-temperature 
structures of CuInP2Se6 (trigonal space group P-31c and P31c, respectively) are very 
similar to those of CuInP2S6 in the paraelectric and ferrielectric phases, with the CuI 
Fig. 4.1 Top left: Projection onto the a-b 
plane of the CuInP2S6 structure showing the 
triangular sublattices formed by the copper 
and indium cations and the P-P pairs. Top 
right: A sulfur octahedral cage showing the 
various types of copper sites: the off-center 
Cu1, the almost central Cu2, and Cu3 in the 
interlayer space. At T>315, a twofold axis 
through the center doubles the number of 
sites per CuS6; two off-center sites become 
inequivalent when unequally occupied at 
T<315 K. Bottom: Two layers of CuInP2S6 
shown in the ferroelectric phase (T<315 K). 
The up (down) shifted CuI (InIII) ions are 
represented by the larger black (white) 
circles in the octahedra; the smaller white 
circles are the P. The monoclinic lattice 
parameters at room temperature are 
a=56.0956(4) Å, b=510.5645 Å, 
c=513.6230(9) Å, and β=5107.101(3)° from 
[201]. 
Other dielectric and
Raman 
measurements [201] 
confirmed the first order, 
order-disorder phase 
transition nature in 
CuInP2S6, and showed a 
huge influence of the 
conductivity at higher 
temperatures on 
low-frequency dielectric 
properties. Also two 
different mechanisms of 
polarization have been 
found at low frequencies. 
Preliminary ultrasonic and 
piezoelectric studies were 
carried out in small, 
prepared by solid-state 
reactions, CuInP2S6
crystals [204]. New 
investigations concerning 
ultrasonic velocity, 
attenuation and second 
harmonic generation in 
large CuInP2S6 crystals 
grown by Bridgman 
method are presented in 
[205]. It was shown, that 
the extremely large value 
of nonlinear elastic 
coefficient exists for 
longitudinal waves 
propagating across the 
layers. In the presented 
crystals the ultrasonic 
velocity exhibits a critical 
slowing down which gives 
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off-centering shift being smaller in the former than in the latter [207-208]. There the 
thermal evolution of the cell parameters of CuInP2Se6 was obtained by full profile fits 
to the X-ray diffractograms. Both cell parameters a and c slightly increase on cooling, 
only at T=226 K a parameters show a local minimum. This behaviour is quite 
different from the anomalous increases found in the cell parameters of CuInP2S6 when 
heating through the transition [199, 209]. The important feature of selenides is the 
higher covalence degree of their bonds. Evidently, for this reason the copper ion sites 
in the low-temperature phase of CuInP2Se6 are displaced only by 1.17 Å from the 
middle of the structure layers in comparison with the corresponding displacement 
1.58 Å for CuInP2S6 [198, 199, 202]. These facts enable to assume the potential relief 
for copper ions in CuInP2Se6 to be shallower than for its sulphide analog. Presumably, 
for this reason the structural phase transition in the selenide compound is observed at 
lower temperature than for the sulphide compound. Neutron powder power 
simulations show that neutron reflections are stronger in a CuInP2Se6 structure with 
Cu atoms in off-center rather than on-center sites. Whether or not these dipoles adopt 
a polar arrangement as in CuInP2S6 until now is not yet clear. However these neutron 
investigations are rough, because performed with samples contained substantial 
impurities of CuInSe2 and Cu3PSe4.  
The phase transitions in considered compounds are triggered by the 
cooperative freezing of intersite copper motions. This cooperative dipolar behaviour 
is supposed [210] to arise from the presence of an off-centring displacement caused 
by an electronic instability in the form of a second order Jahn–Teller (SOJT) effect 
related to the d10 electronic configuration of the cations Cu+. A SOJT coupling, 
involving the localized d10 states forming the top of the valence band and the s–p 
states of the bottom of the conduction band, is predicted to yield such an instability. 
Through photo-electron spectroscopy measurements was given evidence for a strong 
redistribution of the density of states at the top of the valence band [210]. By 
combining these data with band-structure calculations were shown [210] that these 
changes are mainly ascribable in the redistribution of the Cu partial density of 
electron states, related to the off-centred position of the d10 cations in the ferrielectric 
phase. 
 In addition to earlier mentioned role of Cu+ ions, for the M2P2S6 layered 
compounds the highest valence bands are known [211] also to be formed by the (P–P) 
p-bonding states and S 3p nonbonding levels, while the lowest conduction bands are 
constituted mostly by the (P–P) p-antibonding and the S p-bonding and antibonding 
states. Therefore, the optical absorption edge in CuInP2S6 crystals also can be formed 
by the electronic transitions between the (P–P) p-bonding and antibonding states. The 
redistribution of copper atoms over different positions in a multiwell potential results 
in the essential nonequivalence of P2S6 structural groups, enabling the S–P and P–P 
bond lengths, as well as S–P–S and S–P–P angles to be varied within a certain 
interval. This is confirmed by a substantial increase of damping of (P2S6)4− anion 
internal stretching and valence vibrations lines in Raman spectra with temperature 
increase above the phase transition to the paraelectric phase [201, 212]. Also, the 
copper cation hopping motion results in the variation of the S–P and P–P bond 
characteristics, leading to the optical absorption edge smearing, and, thus, to the 
deviation from the spectral dependence, typical for the direct transitions, in the 
ferrielectric phase and the appearance of exponential absorption tails in the 
paraelectric phase of CuInP2S6 [213]. Similar rise of the Urbach optical absorption 
edge width at transition into paraelectric phase was observed for the CuInP2Se6 
compound [214]. 
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The temperature dependence of the Urbach absorption edge energy width w 
reflects the step of a disordering in the paraelectric phase. The smearing of the 
absorption edge is caused by intense temperature-dependent hopping of copper ions 
between potential wells as well as due to their penetrating into the interlayer van der 
Waals space at high temperatures, which promotes the ionic conductivity. The 
relaxational dynamics of Cu+ cations determines the essential anharmonicity of 
internal vibrations of (P2S6)4− anions, which by means of electron-phonon interaction 
modifies the (P–P) p-bonding and antibonding states, participating in the formation of 
the valence band top and the conduction band bottom. High values of the exponential 
absorption edge energy width w (above 100 meV) are typical for glassy 
semiconductors [213, 214]. Perhaps at T > Tc certain “glassy behaviour” occurs 
resulting in the sharp absorption edge broadening due to strong electron-phonon 
interaction and the smeared tails of the density of electronic states in the gap. 
4.1.2. Dielectric studies of CuInP2S6 and CuInP2Se6 crystals 
Dielectric properties of CuInP2Se6 crystals were investigated in [215, 216]. In 
[216] temperature dependence of the dielectric permittivity was investigated at 10 
kHz frequencies. At these frequencies for all temperatures tgδ > 1 i. e. the main 
contribution in the dielectric permittivity is caused the conductivity and contacts. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.2 Temperature dependence of complex dielectric permittivity of: a) CuInP2S6 
and b) CuInP2Se6 crystals measured at low frequencies. 
 
From those very questionable data authors discover two phase transitions: a second-
order one at Ti = 248 K and a first-order transition at Tc = 236 K in CuInP2Se6 
crystals. Extremely questionable from this results is the first-order transition, because 
the real part of dielectric permittivity ε′ changes only 14%. There no static dielectric 
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permittivity was obtained, therefore no adequate temperature of phase transitions they 
can estimate. In [215] the dielectric permittivity was investigated in wide frequencies 
range 20 Hz – 600 MHz, however, the authors at higher frequencies performed 
experiment too fast so that only several experimental points are obtained around the 
phase transition temperature. At low frequencies, they did not separate contributions 
of contact effects and of bulk conductivity; therefore no any conductivity parameters 
are obtained there. Authors of [215] observed only second phase transition at 
Tc = 234 K. However this results is very questionable because measurements were 
performed clearly very fast and the phase transition dynamics was strongly affected 
by the transport phenomena via strong temperature gradient. Until present no data 
about the conductivity distinguished from the contact effects and no static dielectric 
permittivity were obtained for both CuInP2S6 and CuInP2Se6. The phase transition 
dynamics of this crystal until presented is also not known.  
Our results of low-frequency dielectric measurement of CuInP2S6 and 
CuInP2Se6 are presented in Fig. 4.2. At low frequencies the dielectric losses increase 
with increasing temperature and cause increase of the real part of the dielectric 
permittivity. Such an effect is mainly caused by the high ionic conductivity as it was 
already shown previously [203]. From the Fig. 4.2 it is possible to see that the real 
part of the dielectric permittivity already corresponds to the static one caused by the 
soft mode at 1 MHz because at that frequency ε" is already much smaller then ε'. In 
contrast to [216] tgδ < 1 for CuInP2Se6 at all frequencies around the phase transition 
temperature Tc. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.3 Temperature dependence of complex dielectric permittivity of: a) CuInP2S6 
and b) CuInP2Se6 crystals measured at higher frequencies. 
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Temperature dependence of the dielectric permittivity of CuInP2S6 and CuInP2Se6 
crystals at several higher frequencies are shown in Fig. 4.3. The ferroelectric 
dispersion in the vicinity of Tc begins at about 1 MHz and ranges up to the GHz 
region. The characteristic minimum of ε' of CuInP2S6 crystals appears at 111 MHz 
indicating a critical slowing down typical for the order-disorder phase transitions, for 
example H - bonded ferroelectrics [7]. The ferroelectric dispersion of CuInP2S6 
crystals nearly vanishes at 1 GHz. The value of a residual dielectric permittivity of 
CuInP2S6 crystals of ε' = 14 shows that high-frequency modes makes a noticeable 
contribution to the dielectric permittivity. 
In CuInP2Se6 crystals even at higher measured frequency (1.2 GHz) the 
temperature dependence of dielectric permittivity is significant so that the relaxation 
dielectric dispersion must by appear at higher frequencies. Therefore, the dielectric 
dispersion is much broader in CuInP2Se6 than in it sulphur analogue CuInP2S6 around 
the phase transition temperature. The dielectric dispersion not vanishes in CuInP2Se6 
crystals even substantially below transitions temperature Tc = 225 K. A characteristic 
additional peak around T = 210 K obviously is caused of domain wall motion 
contributions. However no any anomaly is really observed above the phase transition 
temperature Tc = 225 K (Figs.4.2b and 4.3b). 
The frequency dependence of the real and imaginary parts of dielectric 
permittivity of both crystals (Fig. 4.4) under study shows that the dielectric dispersion 
can be described by the Cole-Cole formula (1.46). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.4 Frequency dependence of complex dielectric permittivity of: a) CuInP2S6 and 
b) CuInP2Se6 crystals measured at different temperatures. 
 
The soft mode parameters τCC, ∆ε and αCC have been calculated according to the 
Cole-Cole formula (1.46) from the experimental results. As can be seen from Fig. 4.4, 
the dielectric dispersion of CuInP2S6 crystals shows the Debye type nature, and only 
close to Tc parameter αCC increases up to 0.2. The Cole-Cole parameter relaxation 
times distribution αCC of CuInP2Se6 crystals show huge temperature dependence – on 
cooling it strongly increase and arise enough big (for ferroelectrics) value 0.4.  
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Much more interesting temperature behaviour has been observed for ∆ε and 
ε∞r of CuInP2S6 crystals. The value of ε∞r slightly increases on approach of Tc from 8 
to 7.5. As can be seen from Fig. 4.5, the reciprocal ∆ε temperature dependence looks 
like obeys the Curie-Weiss law in the paraelectric phase. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.5 Temperature dependence of the Cole-Cole 
parameters: αCC and 1/∆ε of CuInP2S6 and CuInP2Se6  
crystals. The lines are the best fit according  
to Ciuri-Weiss law. 
 
Such a temperature behaviour is predicted for the one dimensional Ising model with 
the phase transition temperature Tс1 = 0 K. So the results above give us a strong hint 
that the temperature behaviour of the soft mode is strongly one dimensional. Due to 
the structure of the crystal it seems that Cu atoms are placed in one-dimensional 
chains, and the motion of Cu atoms in the double minima potential gives the main 
contribution to the dielectric permittivity.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.6 Temperature dependence of the 
Cole-Cole parameters: νr and ∆ε of CuInP2S6  
and CuInP2Se6 crystals. The lines are the best fit 
according to (3.1) and (3.2) in CuInP2S6 case  
and according to (4.1) in CuInP2Se6 case.  
 
Also the same should be 
valid for the relaxation 
time temperature 
dependence - or the soft 
mode νr = 1/2πτCC. 
Usually for the 
order-disorder phase 
transitions νr shows 
linear dependence an 
temperature: 
νr=Br(T-TC).  (4.1)
But in the case of 
CuInP2S6 crystals the 
square root of the mode 
frequency is linear 
temperature-dependent.  
 
In such case to describe the 
dynamic and static dielectric 
properties is possible with the 
modified one-dimensional Ising 
model. In this model, the 
interaction between 
neighbouring dipoles in 
one-dimensional chains is 
treated exactly whereas all 
additional (weak) interactions 
are taken into account by a 
mean field approximation. The 
treatment of this system yields 
for the static dielectric 
permittivity in the disordered 
phase Eq. (3.1) and for the 
behaviour of the soft mode 
above Tс Eq. (3.2). The best fits 
according to these equations are 
presented in Fig. 4.6.  
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The obtained values of CuInP2S6 crystals are: J⊥ /kB = 86.9 K, JII /kB = 172.3 K, 
C = 1131.2 K, ν∞ = 6.8 × 1011 Hz, ∆U/kB = 1459.4 K. According to the 
quasi-one-dimensional Ising model it is possible to calculate the phase transition 
temperature from these values Eq. (3.11). The obtained value of the phase transition 
temperature 163 K shows that the observed phase transition in CuInP2S6 is the first 
order one. The frequency of the soft relaxational mode of CuInP2Se6 crystals in the 
paraelectric phase follows the classical law Eq. (4.1) with the parameters Tc=225 K 
and Br=0.265 GHz/K. The temperature dependence of the parameter ε∞r of CuInP2Se6 
show a pronounced minimum in the vicinity of the phase transition temperature. 
Thus, the dielectric spectra of CuInP2S6 and CuInP2Se6 can be divided into two 
parts: the low-frequency part, which is determined by the conductivity effects and 
high-frequency part, where the dielectric dispersion caused by the relaxational soft 
mode appears. The temperature behaviour of the soft mode of CuInP2S6 clearly shows 
a quasi-one-dimensional character. The Ising model describes the temperature 
behaviour of the soft mode in CuInP2S6 crystals very well. We can strictly predicate 
that in CuInP2Se6 crystals only one phase transition – ferroelectric at Tc=225 K is 
observed. Recently this predication is confirmed by very accurate calorimetric studies 
[217]. The ordering of Cu ions in the double minima potential is the reason of the 
phase transition in both CuInP2S6 and CuInP2Se6 crystals. More about the phase 
transition dynamics in CuInP2Se6 crystals we will discuss in Section 4.3. 
 
4.2. Investigation of ionic conductivity in mixed CuInP2(SxSe1-x)6 crystals 
 
4.2.1. Introduction 
In spite of many research efforts, the mechanism of fast ionic conduction in 
solids is not understood completely yet because of the difficulty in separating the 
contribution of the ion concentration and mobility from the measured conductivity. 
Many factors affect ionic conductivity, i. e. defect concentrations [218], unit cell free 
volume [219], the size and charge of the dopant and mobile ions [220], their mobility, 
association and ordering of points defects [218], grain boundary diffusion and 
segregation of secondary phase [221]. Many studies of ionic conductivity have been 
reported for oxides, but less for non-oxide materials. Recently studies of conductivity 
of the mixed crystals CuCr1-xVxSe2 show an important role of unit cell size in 
determining Cu+-cationic conductivity compared with a chemical bond character 
[222]. The structure of both crystals families CuCr1-xVxSe2 and CuInP2(SxSe1-x)6 is 
very similar: they are layered crystals with strong ionic-covalent bonds between metal 
and chalcogenide ions and enough weak Van-der-Waals forces between triple layers. 
Recent X-ray studies of CuInP2(SxSe1-x)6 mixed crystals show [223] a minimum of 
unit cell volume at around x=0.5. X-ray studies of CuCr1-xVxSe2 crystals show one 
minimum of unit cell volume at x=0.25 [222]. Because an ionic conductivity of both 
CuInP2S6 and CuInP2Se6 crystals is high enough, we can expect also the high ionic 
conductivity in the mixed crystals CuInP2(SxSe1-x)6. Further we will describe the 
conductivity properties of CuInP2(SxSe1-x)6 crystals. 
4.2.2. Ionic conductivity of mixed CuInP2(SxSe1-x)6 crystals  
The results as usual were analyzed within standard formalisms referred to as 
complex impedance Z*, complex admittance Y*, complex permittivity ε* and complex 
modulus M*. The measured values Z* and Y* depend on geometry of the sample 
(sample area and thickness for a parallel plate cell) so it is necessary to express the 
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electrical properties of the material in terms of intensive quantities, which are 
dielectric permittivity, electrical modulus, and electrical conductivity. We will start 
from dielectric permittivity. The temperature dependence of complex dielectric 
permittivity ε* of mixed CuInP2(S0.02Se0.98)6 crystals at low frequencies are presented 
in Fig. 4.7. For this crystal and for pure crystals CuInP2S6 and CuInP2Se6 (Figs.4.2) 
(and for other 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.7 Temperature dependence of  
complex dielectric permittivity  
of CuInP2(Se0.98S0.02)6  
crystals measured at low frequencies. 
 
insights into the phenomena of ion dynamics [225]. In this work we compare both 
formalism. Undeniable fact is that M″(ω) is actually advantageous because it displays 
differences that are essentially invisible in σ’(ω). The complex electric modulus 
spectra represent a measure of distribution of ion energies or configurations in the 
disordered structure and also describe the electrical relaxation of ionic solids as a 
microscopic property of these materials. Recently authors of [224] from a stochastic 
transport theory obtained ratio of the electrical modulus relaxation time and 
microscopic relaxation time, this ratio is dependent from high-frequency dielectric 
permittivity and temperature. 
At low frequencies, the conductivity phenomena dominate in the dielectric 
spectra. With such a high value of conductivity, the blocking contact effect can play 
an important role. To distinguish the volume conductivity from contact effect we 
calculated a specific resistance: 
ρ
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mixed crystal under study) at 
higher temperatures the real and 
imaginary parts are strongly 
increasing on heating, this effect 
was already observed in pure 
CuInP2S6 and CuCrP2S6 [202] 
crystals, and was explained by 
high ionic conductivity. 
At lower temperatures, the 
maximum of both ε' and ε"
temperatures dependencies is 
observed. This maximum is 
caused by a phase transition, 
which we will discuss in the next 
paragraph. Two formalisms such 
as electric conductivity and 
electric modulus [224] have been 
employed to study the ion 
dynamics in solids under ac 
electric field. However, there is a 
debate on which of these 
formalisms provides better  
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The half circle at higher frequencies and lower values of ρ* are caused by the bulk 
conductivity of crystal, and the bigger values ρ* are already influenced by contacts 
(Fig. 4.8) [226]. The contact influence is playing an important role at higher 
temperatures and lower frequencies.  
So, it is extremely important to extract bulk conductivity from the 
experimental data. The electric conductivity σ has been calculated according to 
equation: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.8 The Cole-Cole diagram of ρ*=ρ′-iρ″ 
for CuInP2S6 crystals at different temperature. 
Lines are guide for eyes. 
 
The additional low-frequency dispersion region due to the electrode effects 
characterizes the high-temperature conductivity spectra of the Cu ion conducting 
materials. However this effect, as already has been described, is important only at 
higher temperatures and low frequencies (Fig.4.8). 
The frequency behaviour of σ has been analyzed using Almond-West type 
power law with single exponent [227]:  
σ = σDC + Dωg,                                                 (4.5) 
where σDC is the DC conductivity and Dωg is the σAC conductivity. Such fit describe 
good dynamic properties of conductivity of all presented mixed crystals. Obtained 
dependencies ln(σDC(1/T)) are presented in Fig.4.10. 
Dc conductivity is closely related with ions hopping frequency ωp [227]: 
σDC=Dωg p.                                                    (4.6) 
Hopping frequency ωp is such temperature function: 
ωp= ωeexp(-∆Ej/kBT),                                             (4.7) 
there ∆Ej is the ions hopping activation energy, ωe is the effective ions hopping 
frequency. From Eqs. (4.5), (4.7) and (4.8) we can easily obtain the relationship 
between ions hopping activation energy ∆Ej and ions conductivity energy EA – g* 
∆Ej=EA. Because in the crystals under study g < 1, both mobility of ions and it density 
is temperature and sulphur concentration function. 
 
 
 
 
 
 
 
σ = ωε0ε".        (4.4)
The obtained results are 
presented in Fig. 4.9. At low 
frequencies, random 
distribution of the ionic 
charge carriers via activated 
hopping gives rise to a 
frequency independent 
conductivity (dc 
conductivity). At higher 
frequencies, conductivity 
exhibits dispersion, increasing 
roughly in a power law 
fashion and eventually 
becoming almost linear at 
even higher frequencies.  
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Fig. 4.9 Frequency dependence of σ for CuInP2(SxSe1-x)6 mixed crystals at different x: 
1 a), 0 b), 0.98 c), 0.8 d), 0.7 e), 0.6 f), 0.5 g), 0.4 h), 0.1 i) 0.02 j).  
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Fig. 4.10 1/T dependence of σDC for CuInP2 (SxSe1-x)6 crystals. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.11 Activation energy EA and σ0 dependence of sulphur concentration x. 
 
From obtained values of σDC at different temperatures (Fig. 4.10) it was possible to 
calculate the activation energy EA and σ0 of the conductivity according to the 
Arrhenius law: 
 σ = σ0exp(-EA/kBT).                                              (4.8) 
Calculated parameters of mixed crystals are presented in Fig. 4.11. The obtained 
values for CuInP2S6 crystals (EA/kB = 7357.4 K (EA = 0.635 eV), σ0 = 5.9 × 104 S/m) 
are similar as in [203]. For CuInP2Se6 crystals the obtained activation energy is much 
smaller EA/kB = 4507.1 K (0.389 eV) and σ0 = 1.75 S/m. This confirms that the 
potential relief for copper ions in CuInP2Se6 is shallower than for its sulfide analog. 
Such values of activation energy clearly differ from larger gap semiconductive 
CuInP2S6 (2.8 eV) and CuInP2Se6 (1.8 eV) crystals. As it was already explained in the 
case of CuInP2S6 crystals, such high values of conductivity are caused by Cu ions, 
which can move in the crystal lattice [201, 203]. Activation energy EA and σ0 
dependence on sulphur concentration have pronounced minimum at x = 0.5. In the 
mixed crystals, the copper cation hopping motion occurs in local potential, 
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determined by different combinations of nearest chalcogen atoms. Here also strong 
delay of electron density of states into the gap appears - even small replacing atoms 
S↔Se, as on CuInP2S6, so at CuInP2Se6 side, induces strong compositional 
disordering of the crystal lattice and smearing of the optical absorption edge. In the 
paraelectric phase, the exponential absorption edge energy width w has maximum 
value at the middle of concentration interval, i. e. at 325 K w increases from about 
105 meV at x = 0 till about 150 meV at x = 0.5, and after w decreases to about 130 
meV at x = 1 [213, 214]. By this obviously could be explained the minimum value of 
the activation energy for the conductivity aE  in the middle of concentration interval 
for CuInP2(SeхS1-х)6 the solid solutions. The minimum of conductivity σ0 is strongly 
correlated with the unit cell volume minimum observed in [223] and can be explained 
by extending of the channels for Cu cations movement when sulphur is replaced by 
selenium. 
σ0 correlates with activation energy Ea as σ0=σ00exp(EA/kBTMN) [228], where 
σ00 is often called as Meyer-Neldel pre exponential factor and TMN  Meyer-Neldel 
temperature (Fig. 4.12). Obtained parameters for CuInP2(SxSe1-x)6 crystals are 
σ00=6.37*10-5 S/m, TMN=290.6 K. Conductivity σ generally can be described so: 
Tk
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e
−
= 0σσ .                                            (4.9) 
One sees immediately that for a Meyer-Neldel temperature TMN, the conductivity 
becomes independent of the activation energy. Therefore, in presented crystals family 
conductivity near room temperature vary only slightly in comparison with drastic 
variation of σ0. 
The conductivity of mobile ions can be related to the electrical modulus, 
M*(ω), which a defined as reciprocal of the complex permittivity: 
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ε
εε
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ω ,                       (4.10) 
in analogy with the mechanical shear and tensile modulus being the complex 
reciprocals of the shear and tensile compliances. Frequency dependence of complex 
electrical modulus can be described by the integral equation: 
∫
∞
−
∞ −−=
0
* )(1( dt
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d
eMM ti ϕω .                                  (4.11) 
The function φ(t) gives the time evolution of the electric field within the material. 
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Fig. 4.12 σ0 dependence of activation energy EA 
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If φ(t) is a single exponential decay e-t/τ, that Eq. (4.10) become the Debye like 
formula. The authors [225] found that a good description of the electrical relaxation 
behaviour of ionic solids and liquids was obtained using Eq. (4.10) together with 
KWW function Eq. (1.57) for φ(t). The Cole-Cole function Eq. (1.45) is substantiality 
unsuitable for description frequency dependence of the complex electrical modulus 
M*(ω), because both high-frequency and low-frequency limits of the Cole-Cole 
approach diverge [225]. 
The isothermal frequency spectra of M' and M" of CuInP2S6, CuInP2Se6 and 
mixed crystals CuInP2(S1-xSex)6 are presented in Fig. 4.13. The low-frequency value 
of M' is almost zero and represents a lack of the restoring force for the electric field 
induced by mobile copper ions. As frequency increases, each ion moves a shorter and 
shorter distance until finally the electric field changes so rapidly that the ions only 
oscillate within the confinements of their potential energy wells. As a result, M' 
increases to a maximum asymptotic value M(∞) = 1/ε(∞). 
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Fig. 4.13 Plots of the isothermal frequency spectra of M' and M" of CuInP2 (SxSe1-x)6 
mixed crystals at different x: 1 a), 0 b), 0.98 c), 0.8 d), 0.7 e), 0.6 f), 0.5 g), 0.4 h), 0.1 
i) 0.02 j). The solid lines are best fit according to (4.11), with φ (t) single exponential 
decay function. 
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The spectra of M" show a slightly asymmetric peak centered in the dispersion region 
of M’. For frequencies to the left of the M" peak (ωτσ < 1) most ions are mobile over 
long distances and are able to decay the applied electric field. For frequencies to the 
right of the M" peak (ωτσ > 1), most ions are spatially confined in their potential wells 
and are unable to decay the applied electric field. The region where the peak occurs 
(ωτσ = 1) is indicative of the transition from long-range to short-range ion mobility 
and the peak frequency corresponds to the average electric field (or conductivity) 
relaxation time, 1/τσ. The broadening in the modulus spectra indicates a cooperative 
motion of mobile ions, especially in the higher frequency range. 
 
4.3. Dynamics of phase transitions in mixed CuInP2(SxSe1-x)6 
crystals 
 
4.3.1. Influence of small amount of sulphur to dielectric dispersion in 
CuInP2Se6 crystals 
As already have been mentioned, a small admixture of impurities can changes 
properties of ferroelectrics. Here we will present dielectric properties of ferrielectric 
CuInP2Se6 crystals with a small admixture of sulphur (2-10 %). The temperature 
dependence of dielectric permittivity ε* of CuInP2(S0.02Se0.98)6, CuInP2(S0.05Se0.95)6 
and CuInP2(S0.1Se0.9)6 crystals at several frequencies are presented in Fig 4.14. A 
small amount of sulphur (2%) changes the temperature of the maximum of dielectric 
permittivity significantly (from about 225 K to 216 K). For further increasing of 
sulphur admixture the temperature of the maximum of dielectric permittivity strongly 
decrease. Such a behaviour already observed in [229], however at only one frequency 
10 kHz. The temperature of dielectric permittivity peak Tm of all crystals under study 
show pronounced frequency dependence in frequency range 10 MHz –1.2 GHz. At 
low frequencies an additional break in temperature dependence of losses ε″ appears at 
T=203 K in CuInP2(S0.05Se0.95)6 crystals (Fig. 4.14b). This additional anomaly is 
strongly correlated with a weak breaking of dielectric permittivity ε' at the same 
temperature and also was already observed in [229]. There a hypothesis was put that 
this breaking is caused by a jump from intermediate to ferrielectric phase. However, 
the low-frequency dielectric dispersion is broad enough both above and below 203 K, 
therefore such effect is rather dynamic than static and probably is caused by the 
ferroelectric domain dynamics. 
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Fig. 4.14 Temperature dependence of complex dielectric permittivity of 
CuInP2(SxSe1-x)6 ferrielectrics with different x: a) 0.02; b) (at lower frequencies) and 
c) at (higher frequencies) 0.05; d) 0.1. 
 
The temperature behaviour of the dielectric dispersion of CuInP2Se6 crystals with a 
small admixture of sulphur (Fig. 4.15) is very similar to the dielectric dispersion of 
pure CuInP2Se6 crystals. At higher temperatures (T >> Tc) the dielectric dispersion 
reveals in 108 - 1010 Hz frequency range. With decreasing temperature the dielectric 
dispersion become broader and appears at lower frequencies. At lower temperatures  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 107 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.15 Frequency dependence of complex dielectric permittivity of CuInP2(SxSe1-
x)6 ferrielectrics with different x: a) 0.02; b) 0.05; c) 0.1. 
 
(T << Tc) the dielectric dispersion remains in wide frequency range and only its 
strength decreases on cooling. More information about the phase transition dynamics 
can be obtained by analysis the dielectric dispersion with the Cole-Cole formula 
(1.46). Obtained parameters are presented in Fig. 4.16. The Cole-Cole parameters of 
all presented compounds show the similar behaviour: the Cole-Cole distribution 
parameter αCC strongly increases on cooling, reciprocal dielectric strength 1/∆ε show a 
minimum at ferroelectric phase transition temperature, the soft mode frequency 
νr=1/(2πτCC) slows down on cooling in the paraelectric phase. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.16 Temperature dependence of the Cole-Cole parameters a) αcc; b) 1/∆ε; c) νr 
for CuInP2(SxSe1-x)6 ferrielectrics with x is 0.02-0.1. 
 
Temperature dependence of the dielectric strength ∆ε and the soft mode frequency 
were fitted with Eqs. (1.5) and (4.1), respectively. Obtained parameters are presented 
in Table 3.1. For all the compounds the Cp/CF ratio is about 1.5, for the second order 
phase transitions this ratio must be 2, for the first order one higher than 2. It is 
possible that in these crystals between paraelectric and ferroelectric phase an 
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additional incommensurate phase exist. However, in all presented crystals no any 
anomalies above the main (ferroelectric) anomalies were observed (Fig. 4.14). 
 
Table 3.1 Parameters of phase transition dynamic of CuInP2Se6 crystals with small 
admixture of sulphur. 
 
 Cp, K CF, K Cp/CF B, MHz/K Tc, K 
CuInP2Se6 591.7 444.4 1.33 271.9 225 
CuInP2 (Se0.98S0.02)6 309.6 215.9 1.43 193.4 215.7 
CuInP2 (Se0.95S0.05)6 980.3 591.7 1.66 79.3 208.2 
CuInP2 (Se0.9S0.1)6 2380.9 1562.5 1.52 44.4 185 
 
Below the main anomalies in CuInP2Se6 (Fig. 4.3b) and CuInP2(Se0.95S0.05)6 (Fig. 
4.15b) crystals the additional dielectric anomalies really were observed, however they 
are caused by ferroelectric domain dynamics. Therefore, probably the contribution of 
ferroelectric domain dynamics effectively raises the dielectric strength ∆ε in the 
ferroelectric phase and together CF.  
4.3.2. Crossover between ferroelectric order and dipolar glass disorder  
In recent years, the search for relaxor ferroelectrics or relaxor 
antiferroelectrics in Pb-excluded substances has been a popular subject because they 
are widely applicable. A probable way to discover new relaxors is inspection of both 
antiferroelectric-glass and ferroelectric-glass phase boundaries of very known mixed 
crystals families. Recently the relaxor-like behaviour as an embryo of the glass is 
proposed in the antiferroelectric-glass phase boundary region of DRADP crystals 
family where the growth of glass ordering is shown in quite a different pattern from 
that of the ferroelectric-glass phase boundary region [230]. The temperature 
dependences of the complex dielectric permittivity ε* at various frequencies of 
CuInP2(Se0.75S0.25)6 crystals show typical relaxor behaviour (Fig. 4.17). There is a 
broad peak in the real part of dielectric permittivity as a function of temperature. With 
increasing frequency in the wide frequency range from 20 Hz to 1.25 GHz, Tm 
increases, while the magnitude of the peak decreases.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.17 Temperature dependence of complex dielectric permittivity of 
CuInP2(S0.25Se0.75)6 relaxors. 
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There is a strong dielectric dispersion in a radio frequency region around and below 
Tm at 1 kHz. This dielectric dispersion does not obey the Debye theory [105]. At 
temperatures around and above its peak temperature (T′m) of the dielectric absorption, 
the dielectric losses exhibit a strong frequency dependence. The value of T′m is much 
lower than that of Tm at the same frequency. The position of the maximum of 
dielectric permittivity is strongly frequency-dependent; no certain static dielectric 
permittivity can be obtained below and around dielectric permittivity maximum 
temperature Tm at 1 kHz.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.18 The measured frequencies ν versus Tm. 
 
and more asymmetric, strongly asymmetric and very broad dielectric dispersion is 
observed below and around dielectric permittivity maximum temperature Tm at 1kHz. 
The Cole-Cole formula (1.46) can describe such dielectric dispersion only at higher 
temperatures, because it predefined symmetric shape of the dielectric dispersion. This 
is clearly visible in Fig. 4.19, where the Cole-Cole fit represents as dot line. Obtained 
Cole-Cole parameters of presented crystals are showed in Fig. 4.20.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.19 Frequency dependence of complex dielectric permittivity of 
CuInP2(S0.25Se0.75)6 relaxors. 
 
 
 
This behaviour has been 
described by the Vogel-
Fulcher relationship (3.17) 
(Fig. 4.18). Obtained 
parameters are ν0=38.34 GHz, 
Ef /kB=370 K, T0t=96.8 K.  
The dielectric dispersion of 
CuInP2(S0.25Se0.75)6 crystals 
show strong temperature 
dependence (Fig. 4.19): at 
higher temperatures the 
dielectric dispersion is only in 
107 – 1010 Hz region, on 
cooling the dielectric 
dispersion becomes broader 
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On cooling distribution of Cole-Cole parameter of relaxation times αCC and mean 
relaxation time τcc strongly increase. The dielectric strength ∆ε has maximum near 
111 K, however this maximum is not caused by some phase transition, because Cole-
Cole formula becomes at low temperatures no adequate. For extracting distributions 
of relaxation times, the method described in Section 2.6 has been used.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.20 Temperature dependence of the Cole-Cole parameters a) αcc; b) ∆ε; c) τCC of 
CuInP2(S0.25Se0.75)6 relaxors. 
 
The calculated distribution of relaxation times of CuInP2(S0.25Se0.75)6 crystals are 
presented in Fig. 4.21. The symmetric and narrow dielectric dispersion observed only 
at higher temperature T >> Tm (at 1 kHz), on cooling the distributions becomes 
broader and more asymmetric so that below Tm (at 1 kHz) second maximum appears. 
Such behaviour of distributions already was observed in prototypical relaxors PMN 
[231] (see also Chapter 5). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.21 Distributions of relaxation 
times of CuInP2(S0.25Se0.75)6 relaxors. 
Fig. 4.22 Temperature dependence 
of characteristic times of 
CuInP2(S0.25Se0.75)6 relaxors. 
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From calculated distributions of relaxation times the most probable relaxation 
time τmp, longest relaxation time τmax and τmin shortest relaxation times (level 0.1 was 
chosen as sufficient accurate) has been obtained (Fig. 4.22). The shortest relaxation 
time τmin is about 0.1 ns and it increases slowly with the increasing of temperature. 
The longest relaxation time τmax diverges according to the Vogel-Fulcher law (3.18). 
The obtained parameters are τ0 = 2.52*10-8 s, Ef/kB = 60.5 K (0.0052 eV), T0 = 118.9 
K, however the most probable relaxation time diverges with good accuracy according 
to the Arrhenius law: 
]exp[0max Tk
E
B
a−= ττ ,                                        (4.11) 
with the parameters τ0 = 4.6*10-16 s and Ea/kB = 2365.3 K (0.203 eV). 
At this sulphur concentration (25%) the authors of [229] suggested 
morphotropic phase boundary between the paraelectric phases C2/c (characteristic for 
CuInP2S6) and P-31c (characteristic for CuInP2Se6) or accordingly ferrielectric phases 
Cc and P31c. Nevertheless, CuInP2(S0.25Se0.75)6 crystals must contain much defects, 
they are origin of the relaxor nature of the investigated crystals. To confirm the 
relaxor nature of CuInP2(S0.25Se0.75)6 crystals some additional experiments must be 
performed, for example dielectric hysteresis loops measurements. 
4.3.3 Dipolar glass disorder in mixed CuInP2(SxSe1-x)6 crystals with 
x=0.4-0.8 
Real and imaginary parts of the complex dielectric permittivity of 
CuInP2(SxSe1-x)6 crystals with x=0.4-0.8 are shown in Fig. 4.23 as a function of 
temperature for several frequencies. It’s easy to see a wide dispersion of the complex 
dielectric permittivity extending from 260 K to the lowest temperatures.  
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Fig. 4.23 Temperature dependence of complex dielectric permittivity of 
CuInP2(SxSe1-x)6 dipolar glasses with different x: a) 0.4; b) 0.7; c) 0.8. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.24 Frequency dependence of complex dielectric permittivity of CuInP2(Se1-
xSx)6 dipolar glasses with different x: a) 0.4; b) 0.7; c) 0.8. 
 
On cooling in the static dielectric permittivity of CuInP2(S0.4Se0.6)6 crystals is 
observed so called cusp, which is characteristic for spin glasses (see Section 1.2). In 
other compounds this cusp is completely destroyed by the strong random fields. The 
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maximum of the real part of dielectric permittivity shifts to higher temperatures with 
increase of the frequency together with the maximum of the imaginary part and 
manifest the behaviour typical for the dipolar glasses. The dielectric dispersion is 
symmetric of all crystals under study so that it can easily be described by the Cole-
Cole formula (1.45) (Fig. 4.24).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.25 Temperature dependence of the Cole-Cole parameters: a) αCC ,b) ∆ε, c) τCC 
for CuInP2(Se1-xSx)6 dipolar glasses. The solid lines are the best fit according to Eq. 
(3.18). 
 
Obtained Cole-Cole parameters are presented in Fig. 4.25. On cooling, the parameter 
αCC strongly increases and reaches extremely high value about 0.7 at T < 100 K for all 
investigated compounds. The mean relaxation time τCC on cooling strongly increases 
according to the Vogel-Fulcher (3.18) law. The parameters of this law are presented 
in Table 3.2. 
 
Table 3.2 Parameters of Vogel-Fulcher law of CuInP2(SxSe1-x) dipolar glasses. 
 
 τ0, s Ef/kB, K T0, K 
CuInP2(S0.4Se0.6)6 2.29e-12 433.9 50 
CuInP2(S0.7Se0.3)6 1.07e-12 1089.8 21.9 
CuInP2(S0.8Se0.2)6 1.27e-12 1228.9 24.9 
 
We can conclude that CuInP2(SxSe1-x)6 crystals with x=0.4-0.8 are dipolar glasses. 
4.3.4. Influence of small amount of selenium to dielectric dispersion in 
CuInP2S6 crystals 
Temperature dependence of the dielectric permittivity of CuInP2S6 crystals 
with a small amount of selenium (2%) is presented in Fig. 4.26. A small amount of 
selenium changes dielectric properties of CuInP2S6 crystals significantly: the 
temperature of the main dielectric anomaly shift from about 315 to 289 K, the 
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maximum value of the dielectric permittivity ε′ significantly decreases from about 180 
to 40 (at 1 MHz), at higher frequencies (from about 10 MHz) the peak of dielectric 
permittivity becomes frequency- dependent in CuInP2(S0.98Se0.02)6 crystals and a 
critical slowing down disappears. An additional dielectric dispersion appears at low 
frequencies and at low temperatures.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.26 Temperature dependence of complex dielectric permittivity of 
CuInP2(S0.98Se0.02)6 inhomogeneous ferroelectrics: a) high temperature anomaly b) 
low temperature anomaly. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.27 Frequency dependence of 
complex dielectric permittivity of 
CuInP2(S0.98Se0.02)6 inhomogeneous 
ferroelectrics: 
Such a behaviour is very 
similar to already displayed 
in Chapter 3 behaviour of 
betaine phosphite with a 
small amount of betaine 
phosphate and in RADA 
[177] crystals, where a 
proposition that at low 
temperatures a coexistence 
of the ferroelectric order and 
dipolar glass disorder 
appears was proposed. 
Therefore we can conclude 
that CuInP2(S0.98Se0.02)6
crystals also exhibit at low 
temperatures a coexistence 
of ferroelectric and dipolar 
glass disorder. Dielectric 
dispersion ε*(ν) of 
CuInP2(S0.98Se0.02)6 crystals 
at several frequencies is 
presented in Fig. 4.26). 
Dielectric dispersion at 
higher temperatures (until 
about 180 K) 
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reveals from 10 MHz. At low temperatures, the maximum of frequency dependences 
of losses moves to lower frequencies (T = 120 K). The dielectric dispersion looks as 
symmetric so that it can be correctly described by the Cole-Cole formula (1.46). The 
Cole-Cole parameters are shown in Fig. 4.26. The parameters of the Cole-Cole 
distribution of relaxation αCC strongly increase on cooling and reach 0.43 at T = 100 K 
(Fig. 4.26 a). In the temperature region 250 K – 170 K an undesirable plateau appears 
in dependence under study. The cause of this plateau is so that the Cole-Cole fit is not 
suitable in this temperature region, this can easily be seen from frequency-dependent 
losses ε″ (Fig. 4.26) at T = 180 K. In this temperature region, two contributions in 
dielectric spectra dominate. The temperature dependence of fit parameters ∆ε and 
frequency νr=1/2πτCC is presented in Fig. 4.26b and 4.26c. These dependences of both 
CuInP2S6 and CuInP2(S0.98Se0.02)6 crystals in the paraelectric phase show a similar 
curvature, the phase transition dynamics in pure CuInP2S6 was successfully described 
by the quasi-one-dimensional Ising model, therefore this model can be fit in the case 
of CuInP2(S0.98Se0.02)6. The obtained parameters for this crystal are: J⊥ /kB = 70 K, 
JII /kB = 143.6 K, C = 1370.6 K, ν∞ = 2 × 1013 Hz, ∆U/kB = 2647.7 K. The ratio of JII 
and J⊥ of both crystals is very similar, but the difference TC-TCising decreases in 
CuInP2(S0.98Se0.02)6 crystals (become 55 K). Consequently, in the paraelectric phase 
the phase transition dynamics of both crystals under study is similar. Differences 
become notable below the Tc. The frequency νr below the Tc increases only in a 
narrow temperature region, further on cooling a significant decreasing of frequencies 
νr is observed. This decreasing can be easily explained by the Fogel-Vulcher law 
(3.18). The obtained parameters are τ0 = 3.77*10-11 s, Ef/kB = 1077.5 K (0.093 eV), T0 
= 28 K. Consequently at low temperatures coexistence of the ferroelectric order and 
dipolar glass disorder is observed in CuInP2(S0.98Se0.02)6 crystal. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.28 Temperature dependence of the Cole-Cole parameters a) αcc; b) ∆ε; c) νr for 
CuInP2(S0.98Se0.02)6 inhomogeneous ferroelectric. The solid lines are the best fit 
according to Eqs. (3.1), (3.2) (at higher temperatures) and (3.18) (at lower 
temperatures). 
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5. BROADBAND DIELECTRIC SPECTROSCOPY OF PMN-PSN-
PZN RELAXORS 
 
In this chapter, results of the broadband dielectric spectroscopy of five various solid 
solutions of PbMg1/3Nb2/3O3-PbSc1/2Nb1/2O3-PbZn1/3Nb2/3O3 (PMN-PSN-PZN) are 
presented. Dielectric spectra of these solutions were investigated in a broad 
frequency range from 20 Hz to 100 THz by a combination of dielectric spectroscopy 
(20Hz-53 GHz), time-domain THz spectroscopy (0.1-0.9 THz) and infrared reflectivity 
(20–3000 cm-1). Very strong and broad dielectric relaxation observed below phonon 
frequencies was analyzed in terms of distribution of relaxations times, using Tichonov 
regularization method. It revealed slowing down of the longest relaxation and the 
mean relaxation times in the agreement with the Vogel-Fulcher law and the Arrhenius 
law, respectively. Creation of polar nanoregions below the Burns temperature is 
manifested by appearance of the dielectric relaxation in the THz range, by 
temperature dependence of the A1 component of the ferroelectric soft mode and by 
splitting of all polar modes in the infrared spectra. The A1 component of the soft mode 
exhibits a minimal frequency near 400 K and we suggest that this temperature 
corresponds to the temperature, where the polar nanoregions percolate. The results 
of this chapter are published in [6*-9*, 2**, 25+-40+, 10++-13++]. 
 
5.1. Dielectric spectroscopy of PMN-PSN-PZN ceramics 
 
5.1.1. Introduction 
Relaxor ferroelectrics have attracted considerable attention in recent years due 
to their unusual physical behaviour and excellent dielectric and electromechanical 
properties. Dielectric measurements of relaxors are very important for both 
fundamental investigations and applications. However most of such investigations are 
performed only in narrow frequency range [232-237, 105]. Often only increasing 
temperature of the dielectric permittivity maximum with increasing frequency is 
analyzed according to Eq. (3.17). As a rule, such investigations are based on various 
predefined formulas of distribution of relaxation times. Most popular predefined 
distribution of relaxation times is the Cole-Cole function (1.45) [238-241], however 
this model is good enough only for narrowband dielectric data of relaxors. On the 
other hand, two or more Cole-Cole functions describe better dielectric dispersion in 
relaxors, however a further drawback of such an approach is the inherent difficulty of 
separating processes with comparable relaxation times. Other predefined distribution 
functions: Davidson-Cole [242], Havriliak-Negami [112], Joncher, Kolraush-
Wiliams-Watts and Curie-von Schweidler [243] also frequently are used for analysis 
of dielectric data of relaxors, however such analysis can not explain dynamics of polar 
nanoregions. 
Broadband dielectric spectroscopy from Hz to THz region is needed for 
investigation of very wide dielectric relaxations in relaxors and because the 
broadband and THz technique is rather rare, only few relaxor ferroelectric systems 
PMN [244, 245], PST [246-248] and PLZT [249, 250] were investigated in 
microwave and THz range simultaneously. However, most of such investigations in 
frequency range between several GHz and several hundred GHz are performed with 
thin films at or below room temperature. We can predicate that dielectric dispersion of 
bulk relaxors at higher temperatures (near and below TB) is rather unknown, because 
the dielectric dispersion at higher temperatures is reveals mainly in microwave and 
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THz region. On the other hand, in literature there are many speculations about relaxor 
dynamics based on hypothesis about the dielectric dispersion between several GHz 
and several hundred GHz. The authors of [251] discovered two dielectric dispersions 
in relaxors, one from low frequencies to 1.8 GHz and another between 1.8 GHz and 
several hundred GHz, however no any data they have between 1.8 GHz and 100 GHz.  
Dielectric and piezoelectric studies of solid solutions of relaxor ferroelectrics 
like PMN and PSN with normal ferroelectric PbTiO3 revealed giant piezoelectricity 
(one order of magnitude larger than in the best classical ferroelectrics like PbZr1-
xTixO3) for compositions near morphotropic phase boundary [252]. The paper of Park 
and Shrout [252] turned the attention of many physicists to the study of solid solutions 
of relaxor ferroelectrics with ferroelectrics. Monoclinic phase was observed on the 
morphotrophic phase boundary between the tetragonal and rhombohedral phases 
[253] and it was proposed that the easy rotation of polarization in the monoclinic 
phase is responsible for the giant piezoelectric coefficient in these systems [254]. 
Solid solutions of two relaxor ferroelectrics were investigated, although it was 
intuitively expected that such solid solutions will exhibit again a relaxor behaviour. 
The best-investigated system is PMN - PSN solid solution [255-259]. The relaxor 
behaviour was observed in both ordered and disordered forms of (1-x)PMN-(x)PSN 
for x ≤ 0.64 [254, 255]. At higher levels of substitution, the dielectric response was 
dependent on the degree of order: disordered samples were relaxors and ordered 
samples exhibited normal ferroelectric behaviour. Such behaviour was explained 
within a Bragg-Wiliams approach by employing the random layer model. NMR study 
of PMN-PSN revealed that the spherical model of Pb displacements is unable to yield 
the observed distribution of the shortest Pb-O bond length [260]. 
Ternary solid solutions of PSN-PZN-PMN relaxor ferroelectrics have been 
first synthesized and investigated by Dambekalne et al. [261]. The system was very 
well soluble and the dielectric data showed high values of permittivity (7000-30000). 
Investigated in this work ternary PSN-PZN-PMN solid solution was synthesized by 
solid state reactions from high grade oxides PbO3, Nb2O5, MgO, ZnO, Sc2O3. The 
primary ingredients were homogenized and milled in agate ball mill for 8 hours in 
ethanol and dried at 250º C for 24 hours. The dried mixture was fired in platinum 
crucibles. To obtain sufficient homogeneous mixture of perovskite structure the 
synthesis was repeated three times: at first at 800º C, the second at 900º C, the third at 
1000º C, 2 hours each. After each synthesis the mixture was milled in agate ball mill 
in ethanol, dried at 250º C for 24 hours, and the phase composition was analysed by 
X-ray diffraction. Detailed processing and sintering conditions are given in [261]. 
5.1.2. Broadband dielectric studies of PMN-PSN-PZN ceramics 
The temperature dependence of complex dielectric permittivity ε* of all five 
investigated ceramics measured at 1 kHz is shown in Fig. 5.1. Each composition 
shows just one maximum in ε′ (T) and ε″ (T) in the range of 280 and 330 K. The 
temperature dependences of complex dielectric permittivity ε* at various frequencies 
show typical relaxor behaviour in all investigated ceramics (Fig. 5.2). There is a broad 
peak in the real part of dielectric permittivity as a function of temperature. With 
increasing frequency in the wide frequency range from 20 Hz to 512 GHz, Tm 
increases, while the magnitude of the peak decreases. Static permittivity of this 
ceramics is very high; the peak value of 0.4PZN-0.3PMN-0.3PSN ceramics is about 
15,000 at frequencies lower than 0.1 kHz. 
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Fig. 5.1 Temperature dependence of 
complex dielectric permittivity of various 
PZN-PMN-PSN ceramics measured at 1 kHz. 
 
increases till about 1 GHz and then decrease. At frequencies below 1 GHz, with 
decreasing temperature, the dielectric absorption increases rapidly in the temperature 
region around Tm. At higher (above 1 GHz) frequencies the absorption temperature 
dependence is almost symmetric. The dielectric absorption is nearly independent of 
the frequency (in fact, the dielectric absorption shows a very diffuse dependence on 
the frequency) at a temperature much lower than T′m. Permittivity remains of the order 
of 1,000 even in microwave range (4,500 for 0.2PSN-0.4PMN-0.4PZN ceramics at 11 
GHz) and losses are also very high (tan δ ≈ 1) at microwaves. It indicates that the 
main dielectric dispersion occurs in the microwave range.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 There is a strong dielectric 
dispersion in the radio 
frequency region around and 
below Tm at 1 kHz. This 
dielectric dispersion does not 
obey the Debye theory [105]. At 
temperatures around and above 
its peak temperature (T′m) of the 
dielectric absorption, the 
dielectric losses exhibit strong 
frequency dependence. The 
value of T′m is much lower than 
that of Tm at the same 
frequency, the difference 
between Tm and T′m increase on 
increasing frequency, that this 
difference is about 10 K at 129 
Hz and about 250 K at 512 
GHz. With increasing 
frequency, T′m shifts to higher 
temperature and the magnitude 
of the dielectric absorption peak 
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Fig. 5.2 Temperature dependence of complex dielectric permittivity of various PZN-
PMN-PSN ceramics (a) 0.4PZN-0.3PMN-0.3PSN, b) 0.4PSN-0.3PMN-0.3PZN, c) 
0.2PSN-0.4PMN-0.4PZN, d) 0.4PMN-0.3PSN-0.3PZN, e) 0.2PMN-0.4PSN-0.4PZN) 
measured at different frequencies. 
 
The Vogel-Fulcher behaviour for the temperatures of the permittivity peaks, which is 
known to be one of the typical peculiarities of relaxors [233] Eq. (3.17), is also 
observed in our samples. From the Vogel-Fulcher analysis Eq. (3.17) follows that ε 
(0) have maximum nearly at room temperature, however such analysis is not 
absolutely correct for relaxors as it is described below. On the other hand, the 
maximum of ε (0) indicates some phase transition, which is really not observed in 
prototypical relaxors PMN. More appropriate assumption is that ε (0) does not 
decrease on cooling. For understanding the dielectric relaxation, it is more convenient 
to use frequency plot of the complex permittivity at various representative 
temperatures (see Fig. 5.3). One can see a huge change of dielectric dispersion with 
temperature in all investigated ceramics. At higher temperatures (T ≥ 400 K), the 
dielectric loss dispersion it is clearly symmetric and is observed only at higher 
frequencies (more than 1 GHz). On cooling, the relaxation slows down and broadens. 
At temperatures around 300 K the relaxation becomes strongly asymmetric and very 
broad. On further cooling, the dielectric dispersion becomes so broad that we can see 
only part of this dispersion in our frequency range. 
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Fig. 5.3 Frequency dependence of complex dielectric permittivity of various PZN-
PMN-PSN ceramics (a) 0.4PZN-0.3PMN-0.3PSN, b) 0.4PSN-0.3PMN-0.3PZN, c) 
0.2PSN-0.4PMN-0.4PZN, d) 0.4PMN-0.3PSN-0.3PZN, e) 0.2PMN-0.4PSN-0.4PZN) 
measured at different temperatures. The solid lines are the best fit according to Eqs. 
(1.41) and (1.42). 
 
The symmetric dielectric dispersion at high temperatures can be easily described by 
the Cole-Cole formula (1.46). Temperature dependences of the Cole-Cole parameters 
obtained from the fit of all five investigated ceramics are presented in Fig. 5.4. One 
can see qualitatively the same behaviour in all ceramics. The parameter αCC is small 
(<0.2, however no Debye like dispersion really is observed in presented relaxors) 
only at higher temperatures. On cooling, this parameter increases (i.e. distribution of 
relaxation times broadens). The mean Cole-Cole relaxation time on cooling diverges 
according to the Vogel-Fulcher law (3.18). The obtained parameters are summarized 
in Table 5.1. The maximum of temperature dependences of ∆ε correspond to 
maximum of dielectric permittivity at lower frequencies, but real temperature 
dependences of static dielectric permittivity of relaxors cannot be obtained below Tm, 
because the dielectric dispersion is too broad and part of it appears below our 
experimental frequency limit. At lower temperatures, the Cole-Cole fit is no more 
appropriate, because the absorption peak is not symmetric, and even close to the 
freezing temperature the absorption ε″ (ν) does not exhibit any clear maximum, so 
that the determination of the mean relaxation time τCC is not unambiguous (Fig. 5.3, 
T ≤ 300 K). 
 
TABLE 5.1: Parameters of the Vogel-Fulcher fit of mean relaxation time τCC of 
PMN-PSN-PZN ceramics. 
 
ceramics τ0, s T0, K Ef/kB, K 
0.4PZN-0.3PMN-0.3PSN 10-14 200 1297.4 
0.4PSN-0.3PMN-0.3PZN 10-14 231.5 1077 
0.2PSN-0.4PMN-0.4PZN 10-14 250 829 
0.4PMN-0.3PSN-0.3PZN 1.5*10-14 210 1150 
0.2PMN-0.4PSN-0.4PZN 6.27*10-14 241 892 
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More general approach has to be used for determination of the real and continuous 
distribution function of relaxation times f (τ) by solving Fredholm integral equations 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.4 Temperature dependence of Cole-Cole parameters a) αCC, b) ∆ε, c) τCC of the 
various PZN-PMN-PSN ceramics. 
 
(see Section 2.6). The regularization parameter 8 was found as optimal for all our 
investigated ceramics. Calculated distribution of the relaxation times f (τ) in PMN-
PSN-PZN ceramics is presented in Fig. 5.5. The temperature behaviour of f (τ) is 
qualitatively the same in all investigated ceramics. Symmetric and narrow distribution 
of relaxation times is observed at higher temperatures. On cooling the f (τ) function 
becomes asymmetrically shaped and a second maximum appears. The shortest and 
longest limits of the f (τ) function were calculated (level 0.1 of the maximum f (τ) was 
chosen for definition of the limits) at various temperatures (Fig. 5.6). The longest 
relaxation time τmax diverges according to the Vogel-Fulcher law (Fig. 5.6) and the 
obtained parameters are presented in Table 5.2. All the shortest relaxation times have 
the same values 10-12 –10-13 s and are practically temperature independent within the 
accuracy of our analysis. 
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Fig. 5.5 Distribution of relaxation times f (τ) of various PZN-PMN-PSN ceramics (a) 
0.4PZN-0.3PMN-0.3PSN, b) 0.4PSN-0.3PMN-0.3PZN, c) 0.2PSN-0.4PMN-0.4PZN, 
d) 0.4PMN-0.3PSN-0.3PZN, e) 0.2PMN-0.4PSN-0.4PZN) calculated at different 
temperatures. 
 
Both temperature dependences of τmax and τmin correspond very well to the 
results obtained in relaxor PLZT ceramics [250]. Distribution function f (τ) was 
determined only at rather high temperatures, when the relaxation time lies within our 
experimental frequency range.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.6 Temperature dependences of the longest τmax and shortest τmin relaxation times 
in PZN-PMN-PSN ceramics. 
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Fig. 5.7 Temperature dependence of the most probable relaxation times τmp in PZN-
PMN-PSN ceramics. 
 
When the τmax appears much below our frequency limit, we could not 
determine the static permittivity and therefore also τmax unambiguously. It is also the 
reason, why the parameters of the Vogel-Fulcher fits in Tables 5.1 and 5.2 do not 
correspond to each other very well. τmax values are determined less accurately and in a 
narrower temperature range than τCC.Therefore the parameters in Table 5.1 are more 
accurate. Nevertheless, one can expect that τmax does not really diverge below T0, 
because some dispersion remains also below the freezing temperature. τmax has 
probably very large but finite values below T0 and follows most probably the 
Arrhenius law. Origin of the dielectric dispersion below the freezing temperature T0 is 
rather non-trivial and will be discussed below together with explanation of THz 
dielectric relaxation above Tm. Nevertheless, we see qualitatively similar behaviour in 
all investigated samples: f (τ) has one maximum at high temperatures and it splits 
always near Tm into two parts. First one follows the Vogel-Fulcher law, while the 
second one is only slightly temperature dependent and remains in the range of 10-8 – 
10-11 s. It is in contrast to dipolar glass systems, where only one f(τ ) maximum was 
observed (see Section 3.2). Non-physical small value of τ0 of 0.4PZN-0.3PMN-
0.3PSN ceramics correspond to abnormal high value of activation energy Ea and they 
both are caused by the measurements errors (this ceramics was measured in frequency 
range 1 MHz – 1.8 GHz by slightly another technique). On the other hand, the 
Arrhenius fit describes good enough the temperature dependence of most probable 
relaxation time in a temperature range where distributions were calculated. At the 
same time, the Arrhenius law validity at higher temperatures is unlikely because most 
probable relaxation time become smaller as 10-13 s, more appropriate assumption is 
that most probable relaxation time alternates only slightly above 400 K. The most 
probable relaxation time τmp obtained from the peak of distributions follows the 
Arrhenius law (4.11) (Fig. 5.7). 
 
TABLE 5.2: Parameters of Vogel-Fulcher fit of longest relaxation time τCC of PMN-
PSN-PZN ceramics. 
 
ceramics τ0, s T0, K Ef/kB, K 
0.4PZN-0.3PMN-0.3PSN 1.87*10-12 272.6 518 
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0.4PSN-0.3PMN-0.3PZN 2.96*10-12 303.3 425.2 
0.2PSN-0.4PMN-0.4PZN 1.92*10-12 311.1 384.6 
0.4PMN-0.3PSN-0.3PZN 5.1*10-12 297 333.5 
0.2PMN-0.4PSN-0.4PZN 10-12 280.2 668.9 
 
TABLE 5.3 Parameters of Arrhenius fit of most probable relaxation times τmp. 
 
ceramics τ0, s Ea/k, K 
0.4PZN-0.3PMN-0.3PSN 2.79*10-26 12087.7 
0.4PSN-0.3PMN-0.3PZN 2.98*10-14 2942.4 
0.2PSN-0.4PMN-0.4PZN 1.06*10-15 3825.7 
0.4PMN-0.3PSN-0.3PZN 1.35*10-17 5365.8 
0.2PMN-0.4PSN-0.4PZN 3.4*10-16 4313.2 
 
5.1.3. THz dielectric spectra of PMN-PZN-PSN ceramics 
The broad-band dielectric spectra were obtained only up to 400 K, therefore 
Fig. 5.5 shows f (τ) also only below this temperature. The answer to the question, how 
does the relaxation behave at higher temperatures, can be given by the THz dielectric 
spectroscopy, because the relaxation hardens into microwave and THz spectral range 
at high temperatures. Fig. 5.8 shows the results of the time-domain THz transmission 
experiment obtained for 0.4PZN-0.3PSN-0.3PMN, 0.4PMN-0.3PSN-0.3PZN, 
0.2PSN-0.4PZN-0.4PMN ceramics. The spectra of these PMN-PSN-PZN solid 
solutions exhibit qualitatively similar results. One can see that the relaxation 
practically does not contribute into THz spectra below 40 K (permittivity is 
frequency-independent), dispersion is determined only by phonon contributions. 
Above 80 K, the low-frequency THz permittivity ε′ and losses ε″ rise bringing 
evidence about the dielectric relaxation contribution into the spectra. ε′ and ε″ 
continuously increase on heating to 523 K. Simultaneously, the spectral range, where 
the sample is transparent, becomes narrower. Therefore, the spectrum at 523 K can be 
determined only up to 0.5 THz while the spectrum taken at 20 K ends at 0.9 THz. 
Above 573 K, ε′ and ε″ decreases on heating and finally no contribution of dielectric 
relaxation into complex permittivity is seen at 823 K. 
The relaxation stems from dynamics of polar nanoregions and it is well known that 
the polar nanoregions start to appear below the Burns temperature TB [1]. This 
temperature is not known in our solid solution system, but we assume that it has 
similar value as in pure PMN, i.e. near 600 K [1]. Note that ε′ (below 200 GHz) and 
ε" values are the highest at 523 K. This temperature is close to the Burns temperature 
in pure PMN. Nevertheless, one can see that the weak relaxation (decrease of ε′ (ω) 
with frequency ω) is present in the spectra at least up to 773 K. The relaxation is the 
strongest at 523 K, because the relaxation has the highest relaxation frequency at this 
temperature. At lower temperatures the influence of relaxation into THz spectra 
weakens due to slowing down and broadening of dielectric relaxation. Nevertheless, 
its contribution is seen in THz spectra at least down to 80 K, giving evidence that τmin 
remains in the range 10-13 s down to this temperature. Nevertheless, one can see that 
the relaxation contribution gradually decreases on heating to 773 K, and finally no 
dielectric relaxation being seen at 823 K (Fig. 5.8). Dielectric strengths of the 
relaxation decrease on heating above 523 K as a consequence of decrease in polar 
cluster concentration. It would mean that some polar clusters persist at least up to 773 
K, i.e. the Burns temperature lies higher than in pure PMN. Note that similar 
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behaviour, i.e. the unusual decrease in dielectric losses on heating above TB was also 
observed in the PMN thin film ≈ 670 K [245]. This phenomenon was also explained 
by disappearance of the relaxation (central mode) and soft mode hardening above TB 
[245] (see the discussion below). 
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Fig. 5.8 Complex THz dielectric spectra of various PZN-PMN-PSN ceramics: a) 
0.2PSN-0.4PZN-0.4PMN, b) 0.4PZN-0.3PMN-0.3PSN, c) 0.4PMN-0.3PSN-0.3PZN. 
 
Let us discuss the origin and temperature dependence of the distribution 
function f (τ) (Fig. 5.5) together with the THz spectra. One symmetric and relatively 
narrow maximum is seen above 320 K in the THz and microwave range. The 
dielectric relaxation is caused predominantly by flipping, but also partially by 
breathing (i.e. fluctuations of the nanoregions volume) of polar nanoregions at high 
temperatures. At lower temperatures, the f (τ) function broadens and splits into two 
parts. The part at lower τ (probably mainly due to nanoregions flipping) anomalously 
slows down according to the Vogel-Fulcher law (see Fig. 5.6) and disappears below 
freezing temperature T0. The higher frequency part describes probably mainly 
breathing of the polar nanoregions. The breathing is temperature activated process, 
therefore it slows down on cooling according to the Arrhenius law. Large chemical 
disorder at the B perovskite sites causes random fields on disordered Pb atoms, which 
are most likely responsible for the anomalous broadening of f (τ) on cooling. Finally, f 
(τ) becomes almost flat between τmin and τmax. Below T0, the τmax shifts many orders of 
magnitude below our frequency range, therefore it was not evaluated from our 
spectra. Nevertheless, due to the expected increase of τmax on cooling and due to the 
normalization condition (Eqs. (1.40) and (1.41)), one can expect decrease of both ε′ 
and ε″ at low temperatures. The THz dielectric spectra show influence of the 
dielectric relaxation down to at least 40 K. It means that τmin remains almost constant 
in THz region down to very low temperatures. In other words, it means that there is a 
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continuous distribution of activation energies for anharmonic hopping of Pb atoms 
from some maximum energy Emax essentially to 0. The energy Emax could be in 
principle obtained from the Arrhenius fit of τmax(T) below T0 , however such fit was 
not possible due to the lack of very low-frequency dielectric data. From the same 
reason f (τ) in Fig. 5.5 was determined only above T0. 
The nature of the polar nanoregions and two-component dielectric relaxation 
is still under debate. Very recently Blinc et al. [262] suggested that 207Pb NMR 
spectra give evidence for the two-component nature of relaxors - glassy matrix 
(corresponding to spherical displacements of Pb ions) and frozen polar nanoregions 
(due to the Pb displacements in the [111] directions). These two components could be 
responsible also for the two-component dielectric relaxation [262]. Xu et al. [263] 
published recently some evidence that the polar nanoregions have polarizations along 
[110] directions, and that these clusters persist even in poled ferroelectric PZN with 
polarization along the [111] directions. Our opinion is that the two dielectric 
relaxation regions have origin in the flipping and breathing of the polar clusters, but 
the subject needs still further investigations. 
5.1.4. Influence of AC electric field to dielectric dispersion of PMN-PSN-
PZN ceramics 
The results of the dielectric experiments on the most studied relaxor system 
lead magnesium niobate PMN show that no long-range ferroelectric order is 
established in zero dc bias field. However, by cooling the PMN monocrystal in an 
electric field, higher than the critical field EC ≈1.7 kV/cm [264] or the PMN ceramics 
in a field higher than EC≈4 kV/cm [265], a long-range ferroelectric phase is formed. 
Evidence that a dc electric field can induce such a transition came from an X-ray 
study [266]. Later, the electric-field–temperature (E-T) phase diagram of the PMN 
relaxor was proposed [84, 265, 267] based on the linear and nonlinear dielectric 
studies. 
The sample was measured without a bias field in heating cycle and the results 
have been compared with the sample measured in different way: the sample was 
heated up, then poling field of 2 kV/cm was switched on and the sample was cooled 
down. After that, the bias field was switched off, and measurement was performed on 
heating. In other words two different measurements are compared: zero field heated 
(ZFH) measurement, field cooled and measured in ZFH. After each measurement a 
sample was heated to prevent history effects. Because no significant difference 
between zero field heated and zero field cooled data were observed [268], in this work 
we compare dielectric data on heading after poling with dielectric data on cooling 
without AC field (Fig.5.2a). Obtained results of poled sample are presented in Figs. 
5.9. Influence of external AC electric field to dielectric properties of investigated 
ceramics is significant. The real part of complex dielectric permittivity ε′ decreases on 
temperature more than 10%. Very clearly, the field E = 2 kV/cm, induces net, albeit 
broadened, peaks in temperature dependence of both real part ε′ and imaginary part ε″ 
of complex dielectric permittivity at T ≈ 244 K. Clearly they are superimposed on the 
usual broad background. Very similar anomaly observed in PMN in field headed 
[269] and in KTaO3:Li crystals with xLi=0.063 [270] on heading without field and 
after field cooled. This anomaly is strongly related with relaxor-ferroelectric transition 
[271]. Such phenomenon can be explained according Andelman and Joanny’s idea 
[272] that the external field helps privileged domains to grow up to macroscopic size. 
Interesting phenomenon observed by comparison frequency dependence after poling 
and without poling (Fig.5.10). 
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Fig. 5.9 Temperature dependence of the real ε′ and the imaginary part ε″ of the 
dielectric permittivity of 0.4PZN-0.3PSN-0.3PZN ceramics at different frequencies, 
measured in ZFH, after 2kV/cm poling field cooled (on the right – enlarged scale 
around relaxor-ferroelectric transition temperature T=244 K). 
 
Inspection shows that the zero field frequency dependence of imaginary part ε″ of 
complex dielectric permittivity in frequency range 129 Hz – 1 MHz is almost linear 
function on a log-log scale, however the same dependence after poling is different: at 
lower frequencies value of losses is much smaller, clearly minimum at several kHz is 
expressed, and at higher frequencies difference between poled and unpoled sample 
losses become smaller.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5.10 Frequency dependence of ε′ and ε″ of poled and unpoled 0.4PZN-0.3PSN-
0.3PMN ceramics. 
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At this temperature (300 K) two maxima are clearly expressed in the distribution of 
relaxation times (Fig. 5.5a) of unpoled sample. The long relaxation times maximum 
occurs mainly in the range of 10-5-10-2 s. We can predicate that this part of 
distributions is mainly caused by dielectric dispersion in the frequency range 102-106 
Hz. Therefore, an influence of external electric field to distribution of relaxation times 
must by very significant [273]. The long-time maximum of distribution really not 
disappears after poling (as in [273]) because frequency dependence of losses show 
pronounced curvature (Fig.5.10), however significant decrease of probability of 
relaxation time around 10-3 s must be observed so that pronounced minimum between 
two maxima in distributions must appear. Of course such consideration is speculative 
enough, because no measurements after poling at higher (above 1 MHz) frequencies 
were performed and therefore no real distributions of poled crystals can be calculated.  
 
5.2. Far-infrared spectroscopy of PMN-PSN-PZN ceramics 
 
5.2.1. Infrared reflectivity of PMN-PSN-PZN ceramics 
The data presented below were measured in the reflection mode using normal 
specular reflectance from the flat planar surface of a thick (i.e. opaque) sample, i.e. 
measuring the normal reflectivity R(ω). It is related to the isotropic relative complex 
permittivity ε*(ω) by: 
1)(
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ωε
ωε
ωR .                                             (5.1) 
In all cases, when Eq. (5.1) holds, the complex permittivity ε*(ω) can be in principle 
obtained in a standard way by the Kramers–Kronig analysis (by Eqs. (1.12) and (1.13) 
of broad-enough frequency range of reflectivity data, calculating the phase of 
complex reflectivity. In practice, a more accurate and convenient method is nowadays 
to use simple physically acceptable models for the dielectric function ε*(ω) and fit 
them directly to the reflectivity spectrum. The dielectric function ε*(ω) of a dielectric 
material usually contains contributions from the high-frequency electronic 
polarisation ε∞, the polar phonons εph and possibly of some dielectric relaxations εdr, 
which are particularly important in ferroelectrics, relaxors and all kinds of 
inhomogeneous materials (ceramics, composites) at lower frequencies. Frequency 
dependence in the IR polar-phonon region can be usually modeled as a sum of simple 
damped harmonic oscillator contributions 
∑ +−+=+= ∞∞ m TOmTom
m
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εεεωε 22
* )( ,                       (5.2) 
where ωTOm, γTOm and Sm denote the transverse optical (TO) m-th polar phonon mode 
frequency (it corresponds generally to the modulus of the m-th complex pole of the 
dielectric function), m-th TO-mode damping and (reduced) oscillator strength, 
respectively. For crystals with strong and overlapping polar modes (i.e. with 
substantial values of Sm), it is often necessary to replace the simple independent 
damped harmonic oscillator model by Eq. (5.2) by a more general factorised form of 
the dielectric function, using so-called generalized 4-parameter oscillator model 
[274], which, in addition to TO-mode parameters, allows independent and explicit 
adjustment of both the frequency ωLOm and damping γLOm parameters of the m-th 
longitudinal optic (LO) mode: 
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The oscillator strength of the m-th mode, defined through ωLOm and ωTOm frequencies 
as: 
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is identical to that in equation (5.2) in cases when the Eqs. (5.2) and (5.3) are 
equivalent. In both cases, the static permittivity written as a sum of separate dielectric 
strengths ∆εm of all polar modes, can be further expressed through the oscillator 
strengths as: 
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The oscillator strength Sm is directly proportional to the squared effective charge 
associated with the corresponding mode eigenvector and it is thus characteristic of a 
given vibration type, irrespectively of its frequency. On the other hand, decrease 
(‘softening’) of ωTOm to zero would lead to the divergence of the corresponding 
dielectric strength ∆εm, and if, for example, the frequency of one (soft) mode follows 
the Cochran law (1.10) then equation (5.5) yields the Curie-Weiss-type (1.5) dielectric 
anomaly. For this reason, in the field of ferroelectricity it is usual to tabulate the 
dielectric strength of the m-th polar phonon ∆εm=Sm/ω2TOm instead of the oscillator 
strength Sm. 
In the literature another quantity is largely discussed about, so called mode-
plasma frequency [275, 276] Ωm, related to the oscillator strength Sm via: 
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The relation between Ωm and the mode eigenvector is known to be given by a set of 
Born effective charges tensors for all in-equivalent ions in the unit cell. For example, 
the mode-plasma frequency associated with the mode strength in the εii(ω) diagonal 
component of permittivity tensor is given by essentially linear relation 
kjmk
kj
ijkiim xmZV
)()(1)( 2/1*
00
−∑=Ω
ε
,                               (5.7) 
where i and j are Cartesian components, V0 is the unit-cell volume, Z*k is the Born 
effective charges tensor of the ion k, mk is its mass, and xm is dimensionless 
eigenvector of the mass-reduced dynamical matrix associated with the m-th phonon 
mode normalized according to 
∑ =
kj
kjmx 1)( 2                                                        (5.8) 
with k going through all ions in the unit cell. The mode-plasma frequencies can be 
also expressed through the components of the mode-effective-charge vectors Z***m as 
defined by Gonze and Lee [277] 
∑ −=Ω
kj
kjmkijkiim xmZV
)()(1)( 2/1*
00ε
,                                    (5.9) 
where (Z**m)i=M1/2mΣkj(Z*k)ijmk-1/2(xm)kj, M-1m=Σkjm-1k(xm)2kj, or compared with the 
mode-effective-charge vectors Z***m introduced by Zhong et al. [278] 
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For particular simple structures, the phonon eigenvectors may be determined by 
symmetry so that all the three types of effective charges can be explicitly expressed 
through the mode-plasma frequencies. In general, however, none of them can be 
calculated from the mode-plasma frequencies alone without the a priori knowledge of 
the phonon eigenvectors. Among the various quantities that can be directly evaluated 
from the IR spectra, the mode-plasma frequencies Ωm are in the closest relation to the 
phonon eigenvectors and are therefore convenient for phonon assignment and 
comparison with predictions from microscopic models. Isothermal IR and THz 
reflectivity spectra of all investigated PMN-PSN-PZN ceramics are shown in 
Fig.5.11. 
THz reflectivity was calculated from THz transmission spectra. The spectral 
range above 800 cm-1 is not shown because the reflectivity is flat at higher frequencies 
approaching the value given by the high-frequency permittivity ε∞. IR and THz 
reflectivity spectra were fitted simultaneously using a generalized-oscillator model of 
the factorized form of the complex permittivity Eq. (5.3). The high-frequency 
permittivity ε∞ resulting from electronic absorption processes was obtained from the 
frequency-independent room temperature reflectivity above the phonon frequencies. 
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Fig. 5.11 IR and THz reflectivity spectra of various PZN-PMN-PSN ceramics (a) 
0.4PZN-0.3PMN-0.3PSN, b) 0.4PSN-0.3PMN-0.3PZN, c) 0.2PSN-0.4PMN-0.4PZN, 
d) 0.4PMN-0.3PSN-0.3PZN, e) 0.2PMN-0.4PSN-0.4PZN) at various temperatures. 
Solid lines are results of the fits. 
 
Obtained values of ε∞ are from 5.87 to 5.04 dependent from chemical composition 
and are comparable with the values of pure PMN – 5.87 [279] and PST – 5.67 [280]. 
The temperature dependence of ε∞ is usually very small and was neglected in our fits. 
Eight polar phonons were resolved below 150 K, and seven modes at higher 
temperatures. This is inconsistent with factor-group analysis for cubic and 
rhombohedral symmetry, where only 3 and 16 IR active modes are allowed in the IR 
spectra. 
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Fig. 5.12 Complex dielectric permittivity obtained from the fit of IR and THz spectra 
of various PZN-PMN-PSN ceramics (a) 0.4PZN-0.3PMN-0.3PSN, b) 0.4PSN-
0.3PMN-0.3PZN, c) 0.2PSN-0.4PMN-0.4PZN, d) 0.4PMN-0.3PSN-0.3PZN, e) 
0.2PMN-0.4PSN-0.4PZN). Points are guide for eye. 
 
If we assume that the ceramics have macroscopically cubic symmetry with the 
polar nanoregions of rhombohedral symmetry, the IR probe is enough sensitive to see 
the local polar distortion, i.e. the polar modes from rhombohedral structure could be 
allowed in the spectra. Nevertheless, we do not see all the modes allowed in the 
rhombohedral phase because some of them could be weak and/or overlapped with 
others due to their finite widths. 
Real and imaginary parts of ε*(ω) obtained from the fits of IR reflectivity and 
THz dielectric spectra are shown in Fig. 5.12. The low-frequency part of the IR and 
THz spectrum was fitted with an overdamped oscillator. Of course, this model cannot 
completely fit the microwave relaxation (see Section 5.1.2.), but it can roughly 
describe the high-frequency wing of microwave relaxation seen in THz spectra. 
Dielectric contribution of the overdamped oscillator increases with temperature, 
because the relaxation frequency of the microwave relaxation hardens and comes into 
THz range. 
5.2.2 Phonon modes of PMN-PSN-PZN ceramics 
Interesting phonon anomalies were observed in all investigated ceramics. Most 
of phonon frequencies exhibit softening on heating, the most remarkable softening is 
seen by the lowest frequency TO1 phonon. Similar soft TO1 modes were observed in 
PMN and PST. This mode was explained as a ferroelectric soft mode in polar 
nanoregions [243, 244], which softens close to the Burns temperature. The soft mode 
frequency follows the Cochran law (1.10). Obtained parameters of the fits according 
to Eq. 1.10 are presented in Tables 5.4 and 5.5. The Tcr1 of TO1 mode fluctuates 
between 600 and 860 K, but it is really difficult to speculate that these temperatures 
correspond to the Burns temperature, because the experimental TO1 frequencies start 
to increase already above 400 K. 
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Fig. 5.13 Cochran fit to a) TO1 and b) TO2 modes in various PZN-PMN-PSN 
ceramics. 
 
Nevertheless, it is worth to note, that in 0.4PZN-0.3PMN-0.3PSN, 0.2PSN-0.4PMN-
0.4PSN and 0.4PMN-0.3PZN-0.3PSN ceramics the dielectric relaxation (in other 
words, the polar clusters) disappears above 773 K which corresponds more less to Tcr 
of first two ceramics from the Cochran law for TO1 mode and is significantly different 
from Tcr of 0.4PMN-0.3PZN-0.3PSN ceramics.  
 
TABLE 5.4 Parameters of the Cochran's fit of TO1 modes in PZN-PMN-PSN 
ceramics. 
 
compounds A, cm2/K Tcr1, K 
0.4PZN-0.3PMN-0.3PSN 11.12 747 
0.4PSN-0.3PMN-0.3PZN 12.66 599 
0.2PSN-0.4PMN-0.4PZN 11.1 820 
0.4PMN-0.3PSN-0.3PZN 13.22 636 
0.2PMN-0.4PSN-0.4PZN 10.05 859 
 
Non-complete softening of TO1 mode was observed in all previously studied 
perovskite relaxors [281]. For example, in pure PMN [245] the soft mode followed 
the Cochran law up to 450K and it leveled off at higher temperatures. 
Recently, Toulouse et al. [282] investigated PZN relaxor by means of Raman 
scattering and reported about a new critical temperature near 470 K, which he called 
"temperature of local phase transition" or temperature of creation of polar 
nanoregions. According to Toulouse at al. the Burns temperature is just temperature, 
below which the anharmonic vibration of Pb atoms becomes slower than the 
frequency of F1u soft mode. Dkhil et al. [283] reported also about a new critical 
temperature Tl located between the Burns TB and the freezing T0 temperature. They 
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observed rise of diffuse scattering in PMN below Tl ≈ 400 K as well as plateau in 
temperature dependent lattice constant between Tl and T0. Unfortunately, we did not 
study IR reflectivity spectra above 500 K due to limit of our furnace. For the 
investigation of TO1(T) above TB is more suitable and more accurate far IR 
transmission spectroscopy of relaxor thin films deposited on transparent substrate like 
sapphire or MgO [244]. We speculate that the Tl temperature corresponds to 
temperature, below which the polar clusters percolate. The effective soft mode cannot 
completely soften in the system of non-percolated clusters [284] due to rise of 
effective soft phonon frequency in the composite of polar clusters with non-polar 
matrix. Therefore, the leveling off (or even increase) of soft mode frequency is seen 
above Tl ≈ 400 K. 
Surprisingly, the TO2 mode frequency also softens on heating and follows the 
Cochran law (Fig. 5.13b). This mode is so called Slater mode describing 
predominantly vibration of B atoms against oxygen octahedral [285]. The B sites 
exhibit large chemical disorder (4 various atoms of different valency!) and Tcr2 
temperature can correspond to temperature, where the B site atoms can theoretically 
migrate, because Tcr2 is close to the temperature of compositional order-disorder 
phase transitions (see Subsection 1.3.2.). The list of polar mode parameters in 
investigated PMN-PSN-PZN ceramics is summarized in Tables 5.6 (at 300 K) and 5.7 
(at 20 K). 
 
TABLE 5.5 Parameters of Cochran's fit of TO2 modes in PZN-PMN-PSN ceramics. 
 
compounds A, cm2/K Tcr1, K 
0.4PZN-0.3PMN-0.3PSN 40.15 1641 
0.4PSN-0.3PMN-0.3PZN 26.15 1975 
0.2PSN-0.4PMN-0.4PZN 45.97 1231 
0.4PMN-0.3PSN-0.3PZN 37.57 1901 
0.2PMN-0.4PSN-0.4PZN 37.76 1922 
 
The parameters of investigated ceramics are very similar and comparison with pure 
PMN [279, 281] as well as with PST [286] or with PMN-PT [281, 287] shows that the 
spectra of all perovskite relaxors have the same features: original three F1u cubic 
perovskite modes are split due to lower symmetry in polar nanoregions. The most 
remarkable splitting is seen in the soft mode at 20 K. Its A1 component has frequency 
near 90 cm-1, while the E component is heavily damped and has frequency near 20 
cm–1. Detail assignment of polar modes in perovskite relaxors was recently 
thoroughly discussed [281]: the modes below 100 cm-1 are so called Last modes [288] 
expressing predominantly the vibration of rigid BO6 octahedra against Pb atoms. 
 
TABLE 5.6 Polar modes parameters of PMN-PSN-PZN ceramics at 300 K. 
 
ceramics ωTO, cm-1 γTO, cm-1 ωLO, cm-1 γLO, cm-1 ∆ε 
70.2 57.1 118.2 39.4 59.2 
228.4 168.3 410.5 22.5 17.5 
296.2 317.3 291.2 479.6 0.8 
431.2 44.3 444.7 33.8 0.1 
548.3 101 711.8 56.7 1.6 
0.4PZN-0.3PMN-0.3PSN 
623.1 78 615.8 92.3 0.1 
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58.8 23.6 124.9 36.8 132.3 
207.4 90.7 408.4 30.4 19 
296.2 258.9 291.2 426.9 0.5 
443.6 82.6 450.3 44.1 0.1 
527.9 89.1 701.7 46.9 1.7 
0.4PSN-0.3PMN-0.3PZN 
627.9 101.1 625.8 154.9 0.02 
68.8 54.9 118.6 32.7 63.94 
219.2 200.7 407.2 23.2 17.54 
282.2 277 277.9 438.5 0.8 
425.5 43.6 440.6 35.3 0.1 
544.5 110.8 709.9 65.2 1.4 
0.2PSN-0.4PMN-0.4PZN 
629.1 80.7 621.2 114.7 0.08 
68.6 33 110.7 31 49.5 
234.8 119.9 404.5 21.6 17.3 
292 307.2 289.3 418 0.5 
434.1 56.5 445.1 39 0.1 
547.3 87.6 703.8 60.3 1.6 
0.4PMN-0.3PSN-0.3PZN 
620.1 72.4 610.2 101.4 0.1 
73.6 37.8 108.2 27.8 31 
244.7 90.2 402.8 22.5 14.9 
299.6 492.5 296.1 514.6 0.5 
429.4 47.4  442.2 38.3 0.1 
541.7 89.7 697.3 55.2 1.5 
0.2PMN-0.4PSN-0.4PZN 
628.5 95.8 616.4 150.1 0.1 
 
Two modes between 200 and 300 cm-1 are A1 and E components of so called Slater 
modes [285] (vibration of B atoms against O6 octahedra) and the modes above 500 
cm-1 are Axe modes [289] (bending of the O6 octahedra). 
 
TABLE 5.7 Polar modes parameters of PMN-PSN-PZN ceramics at 20 K. 
 
ceramics ωTO, 
cm-1 
γTO, 
cm-1 
ωLO, 
cm-1 
γLO, 
cm-1 
assignment 
17.5 17.5 23.2 56.9 E component of TO1 
91.7 29.5 119.1 27.4 A1 component of TO1 
266.6 170.4 404.7 19.2 E component of TO2 
296.2 340.6 294.2 441.9 A1 component of TO2 
358.3 112.8 352 88.1 From Brillouin zone 
boundary 
405.7 62.1 447.9 37.9 Resonance between E 
LO2 and A1 LO2 - see 
Ref. 290 
533.2 105.5 735.4 41.9 E component of TO4 
0.4PZN-0.3PMN-0.3PSN 
623.9 100.6 615.7 137 A1 component of TO4 
25.4 18.4 35.7 49.3 E component of TO1 
86.5 9.9 125.4 35.1 A1 component of TO1 
225.3 94.1 405.2 20.5 E component of TO2 
0.4PSN-0.3PMN-0.3PZN 
296.2 161.8 291.2 423.6 A1 component of TO2 
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368.2 96.9 348.3 87.1 From Brillouin zone 
boundary 
443.6 82.5 450.3 27.6 Resonance between E 
LO2 and A1 LO2 - see 
Ref. 290 
527.9 102.1 701.7 2.9 E component of TO4 
 
627.9 60.5 625.8 71.3 A1 component of TO4 
17.4 16.3 32.1 55.3 E component of TO1 
95.1 20.4 114.2 21.7 A1 component of TO1 
236.1 240.9 395.2 18.2 E component of TO2 
282.5 79.1 277.9 280.2 A1 component of TO2 
381.1 31.4 362.3 238.5 From Brillouin zone 
boundary 
408.3 303.8 443.5 60.4 Resonance between E 
LO2 and A1 LO2 - see 
Ref. 290 
551.3 31.6 709.9 231.3 E component of TO4 
0.2PSN-0.4PMN-0.4PZN 
628.1 63.5 621.2 147.5 A1 component of TO4 
29.4 21.2 39.5 59.5 E component of TO1 
88.2 19.2 118.7 32.4 A1 component of TO1 
241.4 157.2 406.8 14.7 E component of TO2 
292 111.4 289.3 440.1 A1 component of TO2 
379.4 80.1 354.1 84.5 From Brillouin zone 
boundary 
434.3 55.7 444.4 18.4 Resonance between E 
LO2 and A1 LO2 - see 
Ref. 290 
568.2 89.2 703.8 60.3 E component of TO4 
0.4PMN-0.3PSN-0.3PZN 
626.4 66.7 610.2 107.4 A1 component of TO4 
17.5 17.5 23.2 50.3 E component of TO1 
88.3 26.1 121.1 25.8 A1 component of TO1 
263.7 68.5 404.2 17.8 E component of TO2 
296.2 411.7 294.2 442.7 A1 component of TO2 
365.1 95.7 351.3 85.8 From Brillouin zone 
boundary 
405.7 65.5 447.9 50.1 Resonance between E 
LO2 and A1 LO2 - see 
Ref. 290 
552.1 80 733.1 164.4 E component of TO4 
0.2PMN-0.4PSN-0.4PZN 
623.9 62.5 615.7 108.6 A1 component of TO4 
 
The mode near 350 cm-1 is activated in the spectra only due to local order in the B 
sites and express the mutual B atoms vibrations. Hlinka et al. [290] recently used the 
effective medium approximation for the evaluation of room temperature IR 
reflectivity spectra of PMN and showed that this approach can be used for 
determination of anisotropic dielectric functions (i.e. also of parameters of modes of 
different symmetries) in polar nanoregions. It follows from this analysis that the mode 
near 430 cm-1 (seen also in our spectra), is not real polar phonon but just apparent 
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mode which appears in the IR spectra as consequence of resonances between two 
longitudinal mode frequencies [281]. 
Fig. 5.12 shows the broad maximum of ε"(ω) near 30 cm-1 which is the E 
component of the soft mode. This mode softens to about 20 cm-1 at 200 K, however at 
higher temperatures is this mode overlapped by the dielectric relaxation which 
approaches this frequency range and which is seen as a peak near 7 cm-1. The E mode 
probably disappears from the spectra above the Burns temperature, where only triple 
degenerate F1u mode is allowed. 
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CONCLUSIONS 
 
 
 
(i) Mixed betaine phosphite betaine phosphate crystals 
a) A small amount of antiferroelectric betaine phosphite changes dielectric 
dispersion of betaine phosphite substantially. Broad and asymmetric distribution of 
relaxation times of these crystals around the ferroelectric phase transition temperature 
Tc clearly differs from usually observed in ferroelectrics. Local polarization of these 
ferroelectric shows pronounced distribution even at low temperatures. At very low 
temperatures (T << Tc) the coexistence of ferroelectric order and dipolar glass disorder 
in these ferroelectrics is observed. 
b) The non-zero mean value J /kB of the random bond interaction of mixed BP1-xBPIx 
crystals with x=0.15-0.5 vanishes for very low temperatures. It is related with the 
transition into the low-temperature non-ergodic glassy phase. 
(ii) Mixed CuInP2(SxSe1-x)6 crystals 
a) The temperature behaviour of the soft mode of CuInP2S6 shows 
quasi-one-dimensional character. 
b) One ferroelectric phase transition is observed in CuInP2Se6 crystals at Tc = 225 K.  
c) Critical decreasing of conductivity activation energy EA and conductivity σ0 in 
intermediate concentration of sulphur and selenium is caused by strong random fields, 
which appear in the mixed CuInP2(SxSe1-x)6 crystals. The minimum of conductivity σ0 at 
x = 0.5 is strongly correlated with a unit cell volume minimum and can be explained by 
extending the channels for Cu cations movement, when sulphur replaced by selenium. 
σ0 correlates with activation energy Ea very well according to Meyer-Neldel law. The 
Meyer-Neldel temperature for CuInP2(SxSe1-x)6 mixed crystals is 290.6 K. 
d) A small admixture of sulphur (x ≤ 0.02) reduces ferroelectric phase transition 
temperature significantly but not changes character of the phase transition. 
e) In intermediate concentration of selenium and sulphur (x = 0.4-0.8) the temperature 
behaviour of dielectric dispersion shows evidence of dipolar glass behaviour.  
f) In boundary region between the dipolar glass disorder and ferroelectric order the 
relaxor-like behaviour is observed for CuInP2(S0.25Se0.75)6 crystals. Critical slowing 
down of the longest relaxation times according to the Vogel-Fulcher law and slowing 
down of the most probable relaxation time according to the Arrhenius law manifest this 
behaviour. 
g) A small admixture of selenium (x ≥ 0.98) change phase transition dynamics of 
CuInP2S6 so that at low temperatures the coexistence of ferroelectric order and dipolar 
glass disorder is observed in these crystals. 
(iii) PMN-PSN-PZN relaxors 
a) Creation of polar nanoregions below the Burns temperature in PMN-PSN-PZN 
ceramics manifests by appearance of the dielectric relaxation in THz range, by 
temperature dependence of the A1 component of the ferroelectric soft mode and by 
splitting of all polar modes in the infrared spectra. The Burns temperature of PMN-
PSN-PZN ceramics is about 700-800 K. It is higher than previously declared for PMN 
crystals. 
b) Two dielectric relaxation regions of ferroelectric relaxors PMN-PSN-PZN 
were successfully separated. The short relaxation times region appears at the Burns 
temperature in THz spectra and on cooling it heavily slows down according to the 
Arrhenius law. Breathing of the polar nanoregions causes this region. The long 
relaxation times region appears close to room temperature and, on cooling it slows 
 144 
down according to the Vogel-Fulcher law and disappears below freezing temperature. 
Flipping of the polar nanoregions causes this relaxation. 
c) The long relaxation times region is strongly affected by strong external 
electrical DC field. Such electrical field induces relaxor-ferroelectric transition in 
0.4PZN-0.3PMN-0.3PSN ceramics at T = 244 K.  
d) The Last mode in PMN-PSN-PZN ceramics, expressing the vibration of rigid 
BO6 octahedra against Pb atoms, is the ferroelectric soft mode inside the polar 
nanoregions. It critical temperature corresponds to the Burns temperature. Softening of 
A1 component of the Last mode vanishes above 400 K, below this temperature the polar 
nanoregions percolate. 
e) Frequency of the Slater mode, describing vibration of B atoms against the 
oxygen octahedral, also softens on heating and follows the Cochran law. Critical 
temperature of the Slater mode is of 1200-1900 K order and it is the temperature of 
compositional order-disorder phase transitions. 
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