Introduction

Motivation
Given an invertible linear map on a finite dimensional C-vector space (which we will view in this article as a square matrix A), then it is possible to define "A z " for each z ∈ C in a "good way". Let us define what we mean: Definition 1.1. Given an invertible map f : C n −→ C n , we say that the map ϕ : C×C n −→ C n is a C-flow (sometimes "exponent map") of f if it satisfies (1) ϕ(z, −)ϕ(w, −) = ϕ(z + w, −) for all z, w ∈ C, (2) ϕ(1, −) = f , (3) ϕ(0, −) = I.
So, A
z is defined in a good way if it is C-flow of A. This is easily done if A is on Jordan-normal form (or on upper triangular form), and then by conjugation one can do it for any invertible matrix.
In this article we will describe how to find a C-flow of A, given a relation A p = c p−1 A p−1 + . . . + c 1 A + c 0 I where the c i ∈ C. We do this by giving a construction of analytic functions c i (z) that only depend on the c i , such that A z can be defined as c p−1 (z)A p−1 + . . . + c 1 (z)A + c 0 (z)I. This may be more efficient in the case the matrix A is of significantly larger size than p; then it is cheap to compute the functions c i (z) and A i where 0 ≤ i ≤ p − 1, and expensive to compute a formula A z by a direct method.
Next to this purely linear algebra motivation, there is another one that originates in a problem not concerning linear maps, which we will only quote as a motivation. It concerns the more general polynomial maps F : C n −→ C n that satisfy relations F n = c n−1 F n−1 + . . . c 1 F + c 0 I where c i ∈ C. It was conjectured in [1] (or see [2] paragraph 4.3)that such maps are an exponent of a so-called locally finite derivation. Equivalently, it was enough to show that for such a polynomial map there exists an exponent map, i.e. a set of polynomial maps {F t | t ∈ C} such that F 0 = I, F 1 = F, and F t F u = F t+u . The author found a surprising formula that gave this exponent map in all concrete cases:
However, the author was not able to prove that this formula al-ways worked in general. But, the fact that this formula works for linear maps is exactly this article. We will formulate our main results in section 2. In order to prove our results, it is necessary to recall and notice some basic linear algebra facts, which we do in section 3. In the same section we will discuss basic facts on constructing the map z −→ A z in a well-defined way. In section 4 we will briefly discuss the set V A := ⊕ i∈N CA i . This will be used in section 5 to prove the main result. In section 6 we will discuss how one could compute the analytic functions in practice.
Notations
Mat n (C) will denote the set of n × n matrices, where GL n (C) will denote the subset of Mat n (C) of invertible matrices. I n will denote the identity map in GL n (C). N n will denote the map in Mat n (C) which is zero everywhere except at the n − 1 positions directly above the diagonal, where it is 1. If n is known, it may be omitted, writing I and N.
We will say that two matrices A, B ∈ Mat n (C) are conjugate, if there exists T ∈ GL n (C) such that A = T −1 BT . In particular, a matrix is always conjugate to one of its Jordan normal forms.
If
, then we define the companion matrix (though usually defined slightly different) of Q as
If A ∈ Mat n (C), and Q(T ) is the characteristic polynomial of A, then we define the companion matrix of A as C A := C Q .
Main results
We pull the main results from this article to the front, and leave the proofs for later. In the below result, we assume that we have
The proof of this theorem is in section 5. Below we give a method to compute the functions c i (z) in a more direct way. This does not need a given C-flow C z Q . The following is a concise summary of the results of section 6.
Suppose a matrix A satisfies a relation
Then one can define a formula for A z in the following way:
• Compute the zeroes of
and count their multiplicity. Name the zeroes λ 1 , . . . , λ m with multiplicities n 1 , . . . , n m .
• Choose for each 1 ≤ i ≤ m a function λ z i (which should be an exponent map, i.e. C-flow).
• Define for each 1
• Compute the inverse of (f i (−j)) ij where i, j run from 1 to p, and name the inverse e ij .
• Now
Preliminaries
Jordan normal form and minimum polynomial
The remarks 3.1 and 3.2 are standard, and do not have difficult proofs, which are omitted.
Remark 3.1. We have equivalence between (i). A ∈ GL n (C) has minimum polynomial of degree n;
(ii). The m blocks of the Jordan-normal-form of A ∈ GL n (C) have eigenvalues λ 1 , . . . , λ m which all differ;
1. J is a Jordan normal form of A, andJ is a Jordan normal form of C m , 2.J is the upper left p × p minor of J, consisting of a subset of the blocks appearing in J, 3. per eigenvalue λ occurring in A (or C m ), there is only one block having this eigenvalue inJ , and it has the maximum of the size of all the blocks having eigenvalue λ in A.
C-flows of linear maps
It is well-known how to make well-defined
This section provides some of these details, and points out a pitfall which one should keep in mind: the freedom in choosing which C-flow.
Note that a C-flow endorses the notation f z := ϕ(z, −), as this coincides with the normal notation f n = f • f • · · · • f when z = n ∈ N, and ϕ(−1, −) indeed is the same map as f −1 since it is the inverse of ϕ(1, −) = f . To take a trivial example, let f = I, and take f z = I. To take a little less trivial example for the same f , take f z := e Im(z) I (and ϕ(z, x) = f z (x) = e Im(z) x). This shows one of the problems in finding C-flows: they are not unique. For some specific functions, like the map x −→ ex, a standard choice has been made by literature (ϕ(z, x) −→ e z x). But if one wants to define an exponent of the map x −→ λx where λ ∈ C * , then one has to fix a value log(λ) such that e log(λ) = λ, and then define ϕ(z, x) := e z log(λ) x. In fact, in this article, we assume that we have fixed for every λ ∈ C one such value log(λ) and a corresponding map z −→ λ z . Let us elaborate shortly on how this lets us fix maps z −→ A z for each A ∈ GL n (C), even though this is mainly standard technique, as we will need some of the details later.
, which in turn is equal to "The coefficient of
z+w , which is obviously equal to zero. Thus, P k (z, w) = 0 for all z, w ∈ N, but for a polynomial this is only possible if the polynomial is zero. Thus P k (z, w) = 0 for all z, w ∈ C, and therefore
therefore only left to prove is: ϕ(z, −)ϕ(w, −) = ϕ(z + w, −). Let us do some computation:
Remark 3.5. The notation B z is now justified. Note that one may see B z as an element in GL n (H(z)) where H(z) is the set of holomorphic functions on C. The only nonzero coefficients appearing in B z are the functions g i (z)λ z−i for i = 0, . . . , n − 1. Now, let J ∈ GL n (C) be in Jordan normal form, having blocks B 1 , . . . , B k , where each B i = λ i I n i + N n i for some n i ∈ N (and m i=1 n i = n). Now one can easily define J z by exponentiating each component B i .
Definition 3.6. Let A ∈ GL n (C), and J a Jordan normal form of A (i.e. M −1 AM = J for some M ∈ GL n (C)). Then define
The definition is well-defined as the choice of Jordan-normal form is irrelevant (it will have the same blocks, only permuted). 4 The ring V A Definition 4.1. If A ∈ GL n (C), then define V A as the linear subspace of Mat n (C) generated by {A i | i ∈ Z}. Written differently: 
A(
thus the matrix of A : V A −→ V A w.r.t. the basis A −1 , . . . , A −p is the matrix belonging to the map λ −→ C m λ.
Expressing
In this section, we assume all maps z −→ λ z to be fixed, and all C-flows A z to be fixed by fixing the C-flow of one of its Jordan normal forms (doesn't matter which one of course). We will keep on using the notations λ := (λ 1 , . . . , λ q ) t and A := (A −1 , . . . , A −q ).
Proof. (i) First, let B = I + λN ∈ Mat n (C) for some λ ∈ C. Let W := CI + CN + . . . + CN n−1 . Then it is not difficult to see that 
Proof. Lemma 4.3 states that
Write (I0) := (I n , 0 (p×n) ) as the matrix of size (n + p) × n which has an identity matrix in the first n colums and zero entries anywhere else. Use M t to denote the transpose of a matrix M. Proof. (of theorem 2.1:) Suppose the minimum polynomial of A has degree q ≤ p. By lemma 5.6 we can find a matrixÃ ∈ Mat n+p−q (C) such that it (1) has minimum polynomial Q(X), (2) the upper left n × n part ofÃ z is equal to A z for every i ∈ Z. By proposition 5.4 we haveÃ z = p i=1 µ i (z)Ã −i . Now restricting to the upper left n × n coefficients we have the equality
6 Practical computation of the analytic functions In case (f i (−j)) ij is an invertible matrix, then the e ij are unique and thus must be the solution that exists according to theorem 2.1. Such a matrix (f i (−j)) ij is called a generlized Vandermonde matrix and it is proven in [3] theorem 1 that these matrices have a determinant which is nonzero. Thus , f j (−i) (rows i, colums j) is the inverse of e ij (rows j, colums i), which gives the result.
