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Abstract
We present a step by step mathematical derivation of the Kalman
filter using two different approaches. First, we consider the orthogonal
projection method by means of vector-space optimization. Second, we
derive the Kalman filter using Bayesian optimal filtering. We provide
detailed proofs for both methods and each equation is expanded in
detail.
1 Introduction
The Kalman filter, named after Rudolf E. Kalman, is still a highly useful
algorithm today despite having been introduced more than 50 years ago.
Its success can be attributed to it being an optimal estimator and its rela-
tively straightforward and easy to implement recursive algorithm with small
computational cost [3].
The Kalman filter has been used in various applications such as smoothing
noisy data and providing estimates of parameters of interest, phase-locked
loops in radio equipment, smoothing the output from laptop track pads,
global positioning system receivers, and many others [10].
The Kalman filter [5], also known as the Kalman-Bucy filter [6], can
be summarized as an iterative prediction-correction process. It can also be
seen as a time variant Wiener filter [3] and was originally derived using the
orthogonal projection method. The innovations approach [2] was developed
in the late 1960s using martingales theory [9], [4].
In the first part of this article the orthogonal projection method is used
to derive the Kalman filter as a minimum mean squared estimator. The
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derivation is an expansion of the analysis presented in [1], such that each
step of the proof is clearly derived and presented with complete details.
The Kalman filter has a Bayesian interpretation as well [7], [8] and can be
derived within a Bayesian framework as a MAP estimator. The second part
of this article uses Bayesian optimal filtering to derive the same equations.
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2 Model of a Random Process
Consider that we have a target state vector xk ∈ Rn, where k is the time
index. The target space evolves according to the discrete time stochastic
model:
xk = φk−1(xk−1, uk−1)
φk−1 is a known , possibly nonlinear function of state xk−1 and uk−1 is the
noise which counts e.g. for mis-modeling or disturbances in target motion.
Also consider that the measurements of the process (picked up by the
sensor for example) are zk ∈ Rm. the measurements and states are related
by
zk = hk(xk, wk)
where hk is a known, possibly nonlinear function and wk is the measurement
noise.
wk and uk−1 are assumed to be white with known probability distribution
functions and independent of each other.
Filtering is an operation that involves extraction of information about a
quantity of interest xk at (discrete) time k by using data measured up to
and including time k. Therefore, the objective of filtering is to recursively
estimate xk (target state) from the measurements zk.
For the special case where φk and hk are linear functions and the distri-
bution of noise and initial states are Gaussian, the n-dimensional dynamic
model of a random process reduces to the following linear/Gaussian model
and consists of the following three parts:
1. A vector with difference equation
xk+1 = Φkxk + uk k = 0, 1, 2, . . .
which defines how the random vector xk changes with time.
• Here xk is an n-dimensional state vector where each component is
a random variable.
• Φk is a known n× n matrix.
• uk is an n-dim random vector of input with zero mean and there
is zero correlation between present noise at the time k and past
noise at time l, i.e:
E[uku
′
l] = Qkδkl =
{
Qk k = l
0 k 6= l
where Qk > 0 is a positive definite matrix.
4
2. An initial random vector x0 and initial random estimate xˆ0 with initial
error covariance E[(x0 − xˆ0)(x0 − xˆ0)′] = P0
3. Measurements of the process is of the form
zk = Hkxk + wk k = 0, 1, 2, . . .
which defines how the measurements zk of the process xk are measured
over time.
• Here Hk is a known m× n matrix
• wk is an n-dimensional random measurement error with zero mean
and
E[wkw
′
l] = Rkδkl =
{
Rk k = l
0 k 6= l
where Rk > 0 is a positive definite matrix.
It is assumed that x0,uj,wk are all uncorrelated for j ≥ 0, k ≥ 0.
Part I
Derivation Using Vector Space
Methods
3 Hilbert Space of Random Vectors
3.1 A Review of Probability
For a real valued random variable x, we define the probability distribution
P of x by
P (ζ) = Prob(x ≤ ζ).
In other words, P (ζ) is the probability that the random variable x assumes
a value less than or equal to the number ζ. For a finite collection of real
random variables {x1, x2, ..., xn},their joint probability distribution P shows
their inter-dependencies and is defined as
P (ζ1, ζ2, . . . , ζn) = Prob(x1 ≤ ζ1, x2 ≤ ζ2, . . . , xn ≤ ζn).
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It is often useful to characterize a random variable by its mean and vari-
ance. Therefore the following quantities are of primary interest.
E[x] is the expected value of x.
E[x2] is the average power of x.
E[(x− E(x))2] is the variance of x.
Note that the mathematical expectation operator E[x] is a linear operator.
If g(.) is a single valued function then g(x) is also a random variable and
its expected value is defined as
E[g(x)] =
∫ ∞
−∞
g(ζ)dP (ζ),
which may in general not be finite. Also, the expected value of any function
g(.) over a collection of random variables {x1, x2, ..., xn} is defined as
E[g(x1, x2, . . . , xn)] =
∫ ∞
−∞
· · ·
∫ ∞
−∞
g(ζ1, ζ2, . . . , ζn)dP (ζ1, ζ2, . . . , ζn).
The second-order statistical averages of these variables can be described
in terms of expected values. Specifically, for the n × n covariance matrix
cov(x1, x2, . . . , xn), its ij-th element is defined as
E[(xi − E(xi))(xj − E(xj))] = E(xixj)− E(xi)E(xj),
which in case of zero means reduces to E(xixj).
Finally, if E(xixj) = E(xi)E(xj) then E[(xi − E(xi))(xj − E(xj))] = 0
and we say that xi and xj are uncorrelated.
3.2 Random vectors
The idea of random variables can be generalized to random vectors. An n-
dimensional random vector x is an ordered set of n random values xi and is
defined as
x =

x1
x2
...
xn

Let {y1, y2, . . . , ym} be n-dimensional random vectors of the above form
then a Hilbert space H can be defined such that H consists of all vectors
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whose components are linear combination of the yi’s.
If x and y are elements of H, we define their inner product as
(x|y) = E(xTy) = E(
n∑
i=1
xiyi).
The induced norm of a vector x in this space can be written as
‖x‖ =
√
E(xTx) =
√
E(x21 + x
2
2 + . . .+ x
2
n) (1)
=
√
E(x21) + E(x
2
2) + . . .+ E(x
2
n) (2)
= {Trace(E(xxT ))} 12 , (3)
since the expected value of the random matrix xxT is
E(xxT ) =

E(x1x1) E(x1x2) · · · E(x1xn)
E(x2x1) E(x2x2) · · · E(x1xn)
...
...
. . .
...
E(xnx1) E(xnx2) · · · E(xnxn)
 .
Similarly the inner product can also be written as
(x|y) = Trace(E(xyT )).
Two vectors are said to be orthogonal if (x|y) = 0 and this can be written
as x ⊥ y. If x and y are uncorrelated and E(x) = E(y) = 0 then x and y are
orthogonal to each other since
(x|y) = E(xTy) = E(x)E(y) = 0⇒ x ⊥ y.
Finally, the covariance matrix for a random vector is defined as
cov(x) = E[(x− E(x))(x− E(x))T ].
If E(x) = 0 then the covariance matrix can be written as
E(xxT ).
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4 Minimum Variance Unbiased (Gauss-Markov)
Estimate
4.1 Problem Setup
Assume that we have observations of a variable y =

y1
y2
...
ym
 and that y is a
linear estimation of other variables Wm×n plus an error term to account for
measurement errors such that
yi = β1wi1 + β2wi2 + . . .+ βnwin + εi.
We can therefore write
y = Wβ + ε,
where y is the known outcome of m inexact measurements, W is a known
matrix, β is an unknown vector of parameters and  is a random vector such
that
E(εi) = 0,
E(εε′) = Q > 0,
where Q is a positive definite matrix. Assuming W and y are known we want
to estimate the unknown β. We seek a linear estimate βˆ = Ky, where Km×n
is an unknown constant.
Since ε is a random vector, y = Wβ + ε is a random vector and since
βˆ = Ky, βˆ is also a random vector. As a result the estimation error defined
by error = βˆ − β is a random vector as well.
We consider the optimality criterion of minimizing the norm of the error
in order to find βˆ. Since error is a random vector, the norm is defined as
‖error‖2 =E[(βˆ − β)T (βˆ − β)] = E[(Ky − β)T (Ky − β)]
=E[(K(Wβ + ε)− β)T (K(Wβ + ε)− β)]
=E[(KWβ +Kε− β)T (KWβ +Kε− β)]
=E[((KWβ)T + (Kε)T − βT )(KWβ +Kε− β)]
after multiplying out
= E[(KWβ)T (KWβ) + (KWβ)T (Kε)− (KWβ)Tβ
+(Kε)T (KWβ) + (Kε)T (Kε)− (Kε)Tβ
−βT (KWβ)− βT (Kε) + βTβ]
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separating the underlined terms
= E[(KWβ)T (KWβ) + βTβ − (KWβ)Tβ − βT (KWβ)]
+E[βTW TKTKε+ εTKTKWβ + (Kε)T (Kε)− εTKTβ − βTKε]
and moving constant terms out of the expectation
=(KWβ)T (KWβ) + βTβ − (KWβ)Tβ − βT (KWβ)
+βTW TKTKE[ε] + E[εT ]KTKWβ + E[(Kε)T (Kε)]− E[εT ]KTβ − βTKE[ε].
Since the expected value of ε is zero then E[ε] = E[εT ] = 0 and
‖error‖2 =‖KWβ − β‖2 + E[(Kε)T (Kε)]
=‖KWβ − β‖2 + Trace(E[Kε(Kε)T ])
=‖KWβ − β‖2 + Trace(E[KεεTKT ])
=‖KWβ − β‖2 + Trace(KE[εεT ]KT )
=‖KWβ − β‖2 + Trace(KQKT ).
Note that we are trying to find the unknown K such that it minimizes
the error. Yet, the error, in the expression above, is also a function of the
unknown β. If KW = I then the error expression is independent of β since
‖KWβ − β‖ = ‖Iβ − β‖ = 0.
The problem can now be written as
arg minβˆ ‖βˆ − β‖2 = arg minK Trace(KQK ′)
s.t. KW = I s.t. KW = I
which is independent of β.
4.2 What does imposing KW = I mean?
We define the estimate βˆ of an operator β to be unbiased if E[βˆ] = β. If we
impose KW = I then we can write
E[βˆ] = e[Ky] = E[KWβ +Kε] = E[KWβ] + E[Kε] = KW︸︷︷︸
I
β = β.
Therefore imposing KW = I is equivalent to requiring that βˆ be an unbiased
estimate of β. In summary, we are trying to find the unbiased linear estimate
of β that minimizes ‖βˆ − β‖2.
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4.3 Solution to the problem
The minimization problem above can be written in terms of the elements of
βˆ as
arg minβˆ
∑n
i=1E[(βˆi − βi)2]
s.t. E[βˆi] = βi , i = 1, 2, . . . , n
βˆi = k
′
iy , i = 1, 2, . . . , n
Where k′i is the ith row of the matrix K.
Since E[(βˆi−βi)2] > 0, every term in the above summation is nonnegative,
therefore the sum
∑n
i=1E[(βˆi−βi)2] is minimum when each term ,E[(βˆi−βi)2],
is minimized. So we can solve n separate problems, one for each βi as
arg minβˆi E[(βˆi − βi)2]
s.t. E[βˆi] = βi , i = 1, 2, . . . , n
βˆi = k
T
i y , i = 1, 2, . . . , n
We can also write the problem as finding the optimal matrix K
arg minK Trace(KQK
T )
s.t. KW = I
This can be thought of as a minimum weighted norm problem in the space of
matrices, or it can also be decomposed into n separate problems where the
ith problem is
arg minki k
T
i Qki
s.t. kTi wj = δij , i, j = 1, 2, . . . , n
where wj is the jth column of W , ki is the ith row of K and δij is the
Kronecker delta function defined as
δij =
{
0 i 6= j
1 i = j
Defining the weighted inner product as (x|y)Q = xTQy and noting that
(ki|Q−1wj)Q = kTi QQ−1wj = kTi wj the above problem can be written as
arg minki (ki|ki)Q
s.t. (ki|Q−1wj)Q = δij
This is in the form of the standard minimum norm problem and can be
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rewritten as
arg minki ‖ki‖2Q ≡ arg minki ‖ki‖2Q
s.t.
kTi w1 = 0
...
kTi wi = 1
...
kTi wn = 0
s.t.

–w1–
...
–wi–
...
–wn–

 |ki
|
 =

0
...
1
...
0
 = ei
The above problem can be summarized as
arg minki ‖ki‖2Q
s.t. W Tki = ei
Assuming that W is full column rank then W T is full row rank and the least
squares solution is
ki = Q
−1W (W TQ−1W )−1ei.
We can now find KT by combining all the ki’s as
KT = Q−1W (W TQ−1W )−1
and write the final solution βˆ as
βˆ = Ky = (W TQ−1W )−1W TQ−1y.
Here, we also compute the error covariance matrix as
E[(βˆ − β)(βˆ − β)T ] =E[(Ky − β)(Ky − β)T ] = E[(Ky − β)(yTKT − βT )]
=E[(KWβ +Kε− β)(βTW TKT + εTKT − βT )
=E[KWββTW TKT +KWβεTKT −KWββT +KεβTW TKT
+KεεTKT −KεβT − ββTW TKT − βεTKT + ββT ]
E[ε]=0
= E[(KWβ − β)(KWβ − β)T ] +K E[εεT ]︸ ︷︷ ︸
Q
KT
inserting K = (W TQ−1W )−1W TQ−1
E[(βˆ − β)(βˆ − β)T ] =
= E[((W TQ−1W )−1︸ ︷︷ ︸
A−1
W TQ−1W︸ ︷︷ ︸
A
β − β)((W TQ−1W )−1︸ ︷︷ ︸
A−1
W TQ−1W︸ ︷︷ ︸
A
β − β)T ] +KQKT
= E[(β − β)(β − β)T ]︸ ︷︷ ︸
0
+(W TQ−1W )−1W TQ−1QQ−1︸ ︷︷ ︸
I
W
︸ ︷︷ ︸
A
(W TQ−1W )−1︸ ︷︷ ︸
A−1
= (W TQ−1W )−1
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5 Minimum Variance Estimate
In the previous discussion β was assumed to be unknown and could take any
value from −∞ to +∞. We had no prior knowledge about its values. If we
have prior knowledge, such as β’s mean or covariance, then this prior info
can be used to produce an estimate with lower error variance compared to
the minimum variance unbiased estimate.
So, we assume that y = Wβ+ε but in this case both ε and β are random
vectors. We again want to find βˆ such that we minimize the norm of the
error.
5.1 Minimum Variance Estimate Theorem
Theorem 5.1. Let y and β be random vectors. Assume that [E[yyT ]]−1
exists. The linear estimate βˆ of β based on y that minimizes ‖βˆ − β‖2 is
βˆ = E[βyT ][E[yyT ]]−1y,
with corresponding error covariance matrix
E[(βˆ − β)(βˆ − β)T ] = E[ββT ]−E[βˆβˆT ] = E[ββT ]−E[βyT ][E[yyT ]]−1E[yβˆ].
Proof. Similar to the previous problem, this problem decomposes into a sep-
arate problem for each βi. There are no constraints so we find the best
approximation of βi within the subspace generated by the yis.
Writing the optimal estimate as βˆ = Ky where Km×n, then the ith sub-
problem is equivalent to the problem of selecting the ith row of K, which in
turn gives the optimal linear combination of yis that make βis. So each row
of K should satisfy the normal equations corresponding to projecting βi onto
the yi. Specifically,
Ky =

–kT1 –
...
–kTi –
...
–kTn –


y1
...
yi
...
yn
 =

β1
...
βi
...
βn
 = β
and errori = βi−βˆi = βi−kTi y should be orthogonal to each yj (orthogonality
principle), consequently
(βi − kTi y|yj) = 0⇒ (βi|yj)− (kTi y|yj) = 0⇒ (kTi y|yj) = (βi|yj)
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⇒
(kTi y|y1) = (βi|y1)
(kTi y|y2) = (βi|y2)
...
(kTi y|yn) = (βi|yn)
⇒

(ki1y1 + ki2y2 + . . .+ kinyn|y1) = (βi|y1)
(ki1y2 + ki2y2 + . . .+ kinyn|y2) = (βi|y2)
...
(ki1y1 + ki2y2 + . . .+ kinyn|yn) = (βi|yn)
⇒

ki1(y1|y1) + ki2(y2|y1) + . . .+ kin(yn|y1) = (βi|y1)
ki1(y1|y2) + ki2(y2|y2) + . . .+ kin(yn|y2) = (βi|y2)
...
ki1(y1|yn) + ki2(y2|yn) + . . .+ kin(yn|yn) = (βi|yn)
⇒

ki1E[y1y1] + ki2E[y2y1] + . . .+ kinE[yny1] = E[βi|y1]
ki1E[y1y2] + ki2E[y2y2] + . . .+ kinE[yny2] = E[βi|y2]
...
ki1E[y1yn] + ki2E[y2yn] + . . .+ kinE[ynyn] = E[βi|yn]
⇒

E[y1y1] E[y2y1] . . . E[yny1]
E[y1y2] E[y2y2] . . . E[yny2]
...
. . .
...
E[y1yn] E[y2yn] . . . E[ynyn]

︸ ︷︷ ︸
symmetric
 ki1...
kin
 =
 E[βiy1]...
E[βiyn]

⇒

E[y1y1] . . . E[y1yn]
E[y2y1] . . . E[yny2]
...
. . .
...
E[yny1] . . . E[ynyn]

︸ ︷︷ ︸
E[yyT ]
 ki1...
kin

︸ ︷︷ ︸
kTi
=
 E[βiy1]...
E[βiyn]

we have these matrix equations for every i, which can all be combined and
written as
E[yyT ]KT = E[yβT ]⇒ KT = [E[yyT ]]−1E[yβT ]
K = E[βyT ][E[yyT ]]−1.
The error covariance matrix can now be written as
E[(βˆ − β)(βˆ − β)T ] =E[(Ky − β)(Ky − β)T ] = E[(Ky − β)(yTKT − βT )]
=E[KyyTKT −KyβT − βyTKT + ββT ]
=KE[yyT ]KT −KE[yβT ]− E[βyT ]KT + E[ββT ].
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Noting that
K = E[βyT ][E[yyT ]]−1
KT = [E[yyT ]]−1E[yβT ]
and substituting for K and KT we find
E[(βˆ − β)(βˆ − β)T ] =E[βyT ][E[yyT ]]−1E[yyT ][E[yyT ]]−1︸ ︷︷ ︸
I
E[yβT ]
−E[βyT ][E[yyT ]]−1E[yβT ]− E[βyT ][E[yyT ]]−1E[yβT ] + E[ββT ]
=E[ββT ]− E[βyT ][E[yyT ]]−1E[yβT ]
If β and y have zero mean then
E[y] = 0 = E[Wβ + ε] = WE[β] + E[ε]
E[β]=0
== E[ε] = 0
and we can write
E[βˆ] = E[Ky] = E[KWβ +Kε] = KWE[β] +KE[ε] = 0 = E[β].
Therefore, βˆ is an unbiased estimate of β.
Also, note that ‖βˆ − β‖2 can be written as
‖βˆ − β‖2 = E[(βˆ − β)T (βˆ − β)] = E[‖(βˆ − β)‖22]
where ‖.‖2 is the standard two-norm and we denote E[‖(βˆ − β)‖22] as the
error variance.
Corollary 5.1. Suppose that y = Wβ+ε, where y is a known m-dimensional
vector, β is an n-dimensional unknown random vector, ε is an unknown m-
dimensional random vector and Wm×n is a known constant matrix and
E[εεT ] = Q ≥ 0 (noise covariance)
E[ββT ] = R ≥ 0 (input covariance for β)
E[εβT ] = 0 (no correlation between input and noise)
we also assume that WRW T +Q is invertible.
Then the linear estimate βˆ of β that minimizes the error variance E[‖βˆ − β‖22]
is
βˆ = RW T (WRW T +Q)−1y (4)
with error covariance
E[(β − βˆ)(β − βˆ)T ] = R−RW T (WRW T +Q)−1WR
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Proof.
E[yyT ] = E[(Wβ + ε)(Wβ + ε)T ]
= E[WββTW T +WβεT + εβTW T + εεT ]
= W E[ββT ]︸ ︷︷ ︸
R
W T +W E[βεT ]︸ ︷︷ ︸
0
+E[εβT ]︸ ︷︷ ︸
0
W T + E[εεT ]︸ ︷︷ ︸
Q
= WRW T +Q
and
E[βyT ] = E[β(Wβ + ε)T ] = E[β(βTW T + εT )]
= E[ββTW T + βεT ] = E[ββT ]︸ ︷︷ ︸
R
W T + E[βεT ] = RW T ,
therefore
βˆ = E[βyT ][E[yyT ]]−1 = RW T (WRW T +Q)−1y
and
E[(β − βˆ)(β − βˆ)] = E[ββT ]− E[βyT ][E[yyT ]]−1E[yβT ]
= R−RW T (WRW T +Q)−1WRT
= R−RW T (WRW T +Q)−1WR,
since E[yβT ] = WRT = WR.
Corollary 5.2. The estimate given by corollary 5.1 can be expressed in the
alternative form
βˆ = (W TQ−1W +R−1)−1W TQ−1y (5)
with corresponding error covariance
E[(βˆ − β)(βˆ − β)T ] = (W TQ−1W +R−1)−1.
Proof. We need to show thatRW T (WRW T+Q)−1 = (W TQ−1W+R−1)−1W TQ−1.
We prove this by pre-multiplying both sides by (WRW T + Q) and post-
multiplying both sides by (W TQ−1W +R−1).
(W TQ−1W +R−1)
[
RW T (WRW T +Q)−1
]
(WRW T +Q) =
(W TQ−1W +R−1)
[
(W TQ−1W +R−1)−1W TQ−1
]
(WRW T +Q)
⇔(W TQ−1W +R−1)RW T = W TQ−1(WRW T +Q)
⇔W TQ−1WRW T +R−1R︸ ︷︷ ︸W TI = W TQ−1WRW T +W T Q−1Q︸ ︷︷ ︸
I
⇔W TQ−1WRW +W T = W TQ−1WRW T +W T X
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Substituting in corollary 5.1 we have
E[(βˆ − β)(βˆ − β)T ] = R−RW T (WRW T +Q)−1WR
= R− (W TQ−1W +R−1)−1W TQ−1WR
= (W TQ−1W +R−1)−1(W TQ−1W +R−1)R
− (W TQ−1W +R−1)−1W TQ−1WR
= (W TQ−1W +R−1)−1
[
(W TQ−1W +R−1)R−W TQ−1WR]
= (W TQ−1W +R−1)−1
[
W TQ−1WR +R−1R−W TQ−1WR]
= (W TQ−1W +R−1)−1X
If we compare equation 5 of corollary 5.1 to the Gauss-Markov estimate
we see that if R−1 = 0, corresponding to infinite variance of prior on β, then
the minimum-variance estimate is equal to the Gauss-Markov estimate. In
other words, the Gauss-Markov estimate is a special case of the minimum-
variance estimate, when we have no prior information on β.
5.2 Preliminary Theorems
Theorem 5.2. The minimum variance linear estimate of a linear function
of β is equal to the linear function of the minimum variance estimate of β.
In other words given a matrix T (the linear function), the minimum variance
estimate of Tβ is T βˆ = TE[βyT ]
[
E[yyT ]
]−1
y.
Proof. Using the proof of the minimum variance theorem and by replacing
β with Tβ we write
E[yyT ]KT = E[y(Tβ)T ] = E[yβTT T ] = E[yβT ]T T
⇒ KT = (E[yyT ])−1E[yβT ]T T
⇒ K = T E[βyT ](E[yyT ])−1︸ ︷︷ ︸
βˆ
= T βˆ
Theorem 5.3. If βˆ = Ky is the minimum variance estimate of β, then βˆ is
also the linear estimate that minimizes E[(β− βˆ)TP (β− βˆ)] for any positive
semi-definite Pn×n .
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Proof. Let P
1
2 be positive square root of P . According to theorem 5.2, P
1
2 βˆ
is the minimum variance estimate of P
1
2β, which means that P
1
2 βˆ minimizes
E[‖P 12 βˆ − P 12β‖22] = E[(P
1
2 βˆ − P 12β)T (P 12 βˆ − P 12β)]
= E[(βˆTP
1
2
T − βTP 12 T )(P 12 βˆ − P 12β)].
Since P
1
2 ≥ 0 then P 12 T = P 12 and the proof follows by noting that
E[‖P 12 βˆ − P 12β‖22] = E[(βˆTP
1
2 − βTP 12 )(P 12 βˆ − P 12β)]
= E[βˆTPβˆ − βˆTPβ − βTPβˆ + βTPβ] = ∗
E[(β − βˆ)TP (β − βˆ)] = E[(βT − βˆT )P (β − βˆ)] = E[(βTP − βˆTP )(β − βˆ)]
= E[βˆTPβˆ − βˆTPβ − βTPβˆ + βTPβ] = ∗
5.3 Updating the Estimate
We consider the problem of updating the estimate of β if additional data
becomes available.
First we define the sum of two vector subspaces Y1 + Y2 of a Hilbert
space H as consisting of all vectors in the form of y1 + y2 where y1 ∈ Y1 and
y2 ∈ Y2. We also define the vector space Y as the direct sum of two vector
subspaces Y = Y1 ⊕ Y2 if every vector y ∈ Y has a unique representation in
the form of y = y1 + y2 where y1 ∈ Y1 and y2 ∈ Y2.
We know that if Y1 and Y2 are two subspaces of a Hilbert space H, then
Y1 + Y2 is also a subspace of the space. We also know that if the subspace
Y˜2 is chosen such that Y˜2 ⊥ Y1 and Y˜2 ⊕Y1 = Y1 +Y21, then the projection
of a vector β ∈ H onto Y1 + Y2 is equal to the projection of β onto Y1 plus
the projection of β onto Y˜2. This is visualized in Figure 1.
Theorem 5.4. Let βi be a random variable and βˆi1 be the minimum vari-
ance estimate of βi, given the random vector y1. Just like the proof of the
minimum variance estimator theorem, the elements of y1 span a subspace
Y1 , all linear combinations of the elements of y1.
Let y2 be a random vector and the elements of y2 span a subspace Y2. Let
yˆ2 be the minimum variance estimate of y2 in Y1. By the minimum vari-
ance estimate theorem, this is equivalent to saying that yˆ2 is the orthogonal
projection of the elements of y2 onto Y1.
1meaning that Y˜2 ⊕ Y1 produces a subspace that is equal to the subspace of Y1 + Y2
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Figure 1: A visualization of the vector β being projected onto different sub-
spaces.
Let y˜2 = y2− yˆ2, then the minimum variance estimate of βi, given y1 and
y2, is denoted by βˆi2 and can be found as
βˆi2 = βˆi1 + E[βiy˜
T
2 ]
[
E[y˜2y˜
T
2 ]
]−1
y˜2.
This is equal to saying that the orthogonal projection of βi onto Y1 + Y2 is
denoted by βˆi2. In other words βˆi2 is βˆi1 plus the minimum variance estimate
of βi given the random vector y˜2. This is similar to finding the orthogonal
projection of βˆi onto Y˜2 which is generated by y˜2.
Proof. The orthogonal projection of βi onto Y1 + Y2 is the same as the or-
thogonal projection of βi onto Y˜2⊕Y1 since Y1 +Y2 = Y˜2⊕Y1, as visualized
in Figure 1.
Also, since Y˜2 ⊥ Y1, this orthogonal projection of βi onto Y˜2⊕Y1 (which
we denote as βˆi2) is equal to the sum of individual projections onto Y1 (which
is βˆi1) and onto Y˜2 (which is E[βiy˜T2 ]
[
E[y˜2y˜
T
2 ]
]−1
y˜2). Therefore
βˆi2 = βˆi1 + E[βiy˜
T
2 ]
[
E[y˜2y˜
T
2 ]
]−1
y˜2.
Intuition: Given new data, the updating is based on the part of the new
data that is orthogonal to the old data. This means that the updating is
based on Y˜2 which is orthogonal to the old data Y1.
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5.3.1 Example on Updating the Estimate
Suppose that an optimal estimate βˆ of a random vector β has been formed
on the basis of past measurements and that
E[(β − βˆ)(β − βˆ)T ] = R.
Given additional measurements of the form y = Wβ + ε, where ε is a ran-
dom vector of zero mean which is uncorrelated to both β and the past mea-
surements, we seek to find the updated optimal estimate
ˆˆ
β and the error
covariance E[(β − ˆˆβ)(β − ˆˆβ)T ].
Using the previous theorem we know that
ˆˆ
β = βˆ + E[βy˜T ]
[
E[y˜y˜T ]
]−1
y˜,
where y˜ = y− yˆ and yˆ is the minimum variance estimate of y given previous
measurements. But, the minimum variance estimate of y is equal to the
minimum variance estimate of Wβ (since y = Wβ), which by Theorem 5.2
is equal to Wβˆ. Hence, we have y˜ = y −Wβˆ.
Note that y = Wβ + ε and not y = Wβ but since ε is zero mean and
uncorrelated to β and the past measurements, the proofs of Theorems 5.1,5.2
and Corollary 5.1 makes it clear that the minimum variance estimate of
y = Wβ + ε is Wβˆ since E[εβT ] = 0.
In order to compute
ˆˆ
β we need to compute E[βy˜T ] and E[y˜y˜T ]. To do
this we must consider a few things regarding y˜ = y −Wβˆ.
• y= the new measurement =Wβ + ε.
• Wβˆ= the best estimate of the new measurement y based on the past
measurement yp.
• yp= the past measurement from which the estimate βˆ was made. (yp
was used to find βˆ.)
• yp was also found from the Wβ + ε process so yp = Wβ + ε.
We have previously proven that
E[(β − βˆ)(β − βˆ)T ] = R−RW T (WRW T +Q)−1WR , R
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where
Q = E[εεT ]
R = E[ββT ]
E[ypβ
T ] = WR
E[βyTp ] = RW
T
βˆ = RW T (WRW T +Q)−1yp
yˆ = Wβˆ = WRW T (WRW T +Q)−1yp.
Using these previous results on the past measurement yp and by multi-
plying both sides of the above by W T from the right and W from the left we
have
WRW T = WRW T −WRW T (WRW T +Q)−1WRW T .
We can now use the previous formulas to find E[βy˜T ] and E[y˜y˜T ] as
E[βy˜T ] = E[β(y −Wβˆ)T ] = E[β(yT − βˆTW T )]
= E[βyT ]− E[ββˆTW T ] = E[βyT ]− E[ββˆT ]W T
= E[β(Wβ + ε)T ] − E[βyTp (WRW T +Q)−1WR]W T
= E[β(βTW T + εT )] − E[βyTp ](WRW T +Q)−1WRW T
= E[ββT ]W T + E[βεT ] − E[βyTp ](WRW T +Q)−1WRW T
= RW T + 0 −RW T (WRW T +Q)−1WRW T
= RW T
and
E[y˜y˜T ] = E[(y −Wβˆ)(y −Wβˆ)T ] = E[(y −Wβˆ)(yT − βˆTW T )]
= E[yyT − yβˆTW T −Wβˆy +WβˆβˆTW T ]
= E[yyT ]− E[yβˆT ]W T −WE[βˆyT ] +WE[βˆβˆT ]W T
= E[(Wβ + ε)(Wβ + ε)T ]− E[(Wβ + ε)(yTp (WRW T +Q)−1WR)]W T
−WE[(RW T (WRW T +Q)−1yp)(Wβ + ε)T ]
+WE[(RW T (WRW T +Q)−1yp)(yTp (WRW
T +Q)−1WR)]W T
= WRW T +Q− E[(Wβ + ε)yTp ](WRW T +Q)−1WRW T
−WRW T (WRW T +Q)−1E[yp(Wβ + ε)T ]
+WRW T (WRW T +Q)−1E[ypyTp ](WRW
T +Q)−1WRW T
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= WRW T +Q
− E[WβyTp + εyTp ](WRW T +Q)−1WRW T
−WRW T (WRW T +Q)−1E[ypβTW T + ypεT ]
+WRW T (WRW T +Q)−1(WRW T +Q)(WRW T +Q)−1WRW T
= WRW T +Q
− (E[WβyTp ] + E[εyTp ])(WRW T +Q)−1WRW T
−WRW T (WRW T +Q)−1(E[ypβTW T ] + E[ypεT ])
+WRW T (WRW T +Q)−1WRW T
= WRW T +Q
−WE[βyTp ](WRW T +Q)−1WRW T
−WRW T (WRW T +Q)−1E[ypβT ]W T
+WRW T (WRW T +Q)−1WRW T
+WRW T (WRW T +Q)−1WRW T
= WRW T +Q
−WRW T (WRW T +Q)−1WRW T
−WRW T (WRW T +Q)−1WRW T
+WRW T (WRW T +Q)−1WRW T
= WRW T −WRW T (WRW T +Q)−1WRW T +Q
= WRW T +Q.
Finally, noting that RT = R, the error covariance is found as
E[(β − ˆˆβ)(β − ˆˆβ)T ]
= E[(β − βˆ −RW T (WRW T +Q)−1(y −Wβˆ))(β − βˆ −RW T (WRW T +Q)−1(y −Wβˆ))T ]
= E[(β − βˆ −RW T (WRW T +Q)−1(y −Wβˆ))((β − βˆ)T − (y −Wβˆ)T (WRW T +Q)−1)WR]
= E[(β − βˆ)(β − βˆ)T − (β − βˆ)(y −Wβˆ)T (WRW T +Q)−1WR
−RW T (WRW T +Q)−1(y −Wβˆ)(β − βˆ)T
+RW T (WRW T +Q)−1(y −Wβˆ)(y −Wβˆ)T (WRW T +Q)−1WR].
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Noting that E[(β − βˆ)(β − βˆ)T ] = R, the error covariance is
= R− E[(β − βˆ)(y −Wβˆ)T ](WRW T +Q)−1WR
−RW T (WRW T +Q)−1E[(y −Wβˆ)(β − βˆ)T ]
+RW T (WRW T +Q)−1E[(y −Wβˆ)(y −Wβˆ)T ](WRW T +Q)−1WR.
Since E[(y −Wβˆ)(y −Wβˆ)T ] = WRW T +Q, the error covariance is
= R− E[β(y −Wβˆ)T − βˆ(y −Wβˆ)T ](WRW T +Q)−1WR
−RW T (WRW T +Q)−1E[(y −Wβˆ)βT − (y −Wβˆ)βˆT ]
+RW T (WRW T +Q)−1(WRW T +Q)(WRW T +Q)−1WR.
Setting E[β(y − Wβˆ)T ] = RW T and E[(y − Wβˆ)βT ] = WR, the error
covariance is
= R−RW T (WRW T +Q)−1WR+ E[βˆ(y −Wβˆ)T ](WRW T +Q)−1WR
−RW T (WRW T +Q)−1WR+RW T (WRW T +Q)−1E[(y −Wβˆ)βˆT ]
+RW T (WRW T +Q)−1WR.
Finally, if E[βˆ(y −Wβˆ)T ] = 0 then the error covariance is
E[(β − ˆˆβ)(β − ˆˆβ)T ] = R−RW T (WRW T +Q)−1WR.
To show that E[βˆ(y −Wβˆ)T ] = 0 we write
E[βˆ(y −Wβˆ)T ] = E[βˆyT − βˆβˆTW T ] = E[βˆyT ]− E[βˆβˆTW T ]
= E[βˆ(Wβ + ε)T ]− E[βˆβˆT ]W T
= E[βˆβT ]W T + E[βˆεT ]− E[βˆβˆT ]W T
= E[Kypβ
T ]W T + E[Kypε
T ]− E[KypyTpKT ]W T
= KE[ypβ
T ]W T +KE[ypε
T ]−KE[ypyTp ]KTW T .
Setting E[ypε
T ] = 0 and K = E[βyTp ][E[ypy
T
p ]]
−1, the above equation is
= E[βyTp ][E[ypy
T
p ]]
−1E[ypβT ]W T − E[βyTp ][E[ypyTp ]]−1E[ypyTp ][E[ypyTp ]]−1E[ypβT ]W T
= E[βyTp ][E[ypy
T
p ]]
−1E[ypβT ]W T − E[βyTp ][E[ypyTp ]]−1E[ypβT ]W T = 0
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6 Kalman Filtering
6.1 Dynamic Model of a Random Process
An n-dimensional dynamic random process can be modeled as follows.
1. A vector difference equation
xk+1 = Φkxk + uk, k = 0, 1, 2, . . .
which defines how the random vector xk changes.
• Here xk is an n-dimensional state vector where each component is
a random variable.
• Φk is a known n× n matrix.
• uk is an n-dimensional input random vector with zero mean such
that there is zero correlation between present input at k and past
input at l, i.e:
E[uku
T
l ] = Qkδkl =
{
Qk k = l
0 k 6= l
where Qk > 0 is a positive definite matrix.
2. An initial random vector x0 and initial random estimate xˆ0 with initial
error covariance E[(x0 − xˆ0)(x0 − xˆ0)T ] = P0.
3. Measurements of the process in the form of
zk = Hkxk + wk, k = 0, 1, 2, . . .
which defines how the measurements zk of the process xk are recorded.
• Here Hk is a known m× n matrix.
• wk is an n-dimensional random measurement error with zero mean
and
E[wkw
T
l ] = Rkδkl =
{
Rk k = l
0 k 6= l
where Rk > 0 is a positive definite matrix.
It is assumed that x0,uj,wk are all uncorrelated for j ≥ 0, k ≥ 0.
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6.2 The Estimation Problem
The estimation problem is defined as finding the minimum-variance estimate
of x from measurements z. We say that xˆk|j is the optimal estimate of xk given
j measurements (or observations) of z. In other words, xˆk|j is the projection
of xk onto the space Zj generated by the random vectors z0, z1, z2, . . . , zj.
We consider the case of k ≥ j of either predicting future or present values
given past measurements. Estimating past values is called the smoothing
problem, which is substantially the same but with messier equations.
6.3 Kalman Filter Theorem
Theorem 6.1. The optimal estimate xˆk+1|k of a random state vector can be
generated recursively as
xˆk+1|k = Φkxˆk|k−1 + ΦkPkHTk [HkPkH
T
k +Rk]
−1(zk −Hkxˆk|k−1) (6)
where Pk is the n × n error covariance of xˆk|k−1 which is itself generated
recursively as:
Pk+1 = ΦkPk{I −HTk [HkPkHTk +Rk]−1HkPk}ΦTk +Qk (7)
The required initial conditions are the initial estimates of xˆ0 = xˆ0|−1 and
its error covariance P0.
Proof. Suppose that z0, z1, . . . , zk−1 have been measured and that the esti-
mate xˆk|k−1 and error covariance Pk = E[(xˆk|k−1−xk)(xˆk|k−1−xk)T ] have been
computed. In other words, we have the projection of xk onto the subspace
Zk−1.
At k, we obtain a new measurement
zk = Hkxk + wk
which gives us additional information about xk. This is exactly the situation
encountered in the aforementioned example of Section 5.3.1. Specifically, by
substituting
ˆˆ
β = xˆk|k, βˆ = xˆk|k−1, R = Pk, W = Hk, Q = Rk, y = zk in the
previous example, the updated estimate of xk is
xˆk|k = xˆk|k−1 + PkHTk [HkPkH
T
k +Rk]
−1(zk −Hkxˆk|k−1)
with associated error covariance
Pk|k = Pk − PkHTk [HkPkHTk +Rk]−1HkPk
= Pk{I −HTk [HkPkHTk +Rk]−1HkPk, }
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where R = Pk and R−RW T (WRW T +Q)−1WR = Pk|k.
Based on this optimal estimate of xk, we can compute the optimal esti-
mate xˆk+1|k of xk+1 = Φkxˆk + uk. We can do this using Theorem 5.2,which
says that the optimal estimate of Φkxk is Φkxˆk|k, and since uk is uncorrelated
with zk and xk, the optimal estimate of xk+1 is
xˆk+1|k = Φkxˆk|k = Φkxˆk|k−1 + ΦkPkHTk [HkPkH
T
k +Rk]
−1(zk −Hkxˆk|k−1).
This proves equation 6.
To prove the error covariance update equation 7, we first note that from
Theorem 5.2 we have
E[(T βˆ − Tβ)(T βˆ − Tβ)T ] = E[T (βˆ − β)(T (βˆ − β))T ]
= E[T (βˆ − β)(βˆ − β)TT T ] = TE[(βˆ − β)(βˆ − β)T ]T T .
The error covariance update Pk+1 is now
Pk+1 =
= E[(xˆk+1|k − xk+1)(xˆk+1|k − xk+1)T ]
= E[(Φkxˆk|k − (Φkxk + uk))(Φkxˆk|k − (Φkxk + uk))T ]
= E[(Φkxˆk|k − Φkxk)(Φkxˆk|k − Φkxk)T ]
− E[(Φkxˆk|k − Φkxk)uTk ]− E[uk(Φkxˆk|k − Φkxk)T ]
+ E[uku
T
k ].
Since the error uk is uncorrelated with previous estimates
E[(Φkxˆk|k − Φkxk)uTk ] = E[uk(Φkxˆk|k − Φkxk)T ] = 0.
Also, we know that E[uku
T
k ] = Qk, therefore
Pk+1 = ΦkE[(xˆk|k − xk)(xˆk|k − xk)T ]ΦTk +Qk
= ΦkPk|kΦTk +Qk
= ΦkPk{I −HTk [HkPkHTk +Rk]−1HkPk}ΦTk +Qk.
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Part II
Bayesian Optimal Filtering
7 General Case
From a Bayesian perspective, filtering means to quantify a degree of belief
in the state xk at time k, given all the data up to time k (Zk) in a recursive
(sequential) manner. i.e. to construct the posterior P (xk|Zk). We do this in
2 steps:
1. Prediction: uses the state model to predict the belief of state at time
k, using Zk−1.
2. Update: At time k when measurement zk becomes available, we will
update the prediction.
In the step of prediction we have a previous belief P (xk−1|Zk−1) and we want
to know what can be predicted about xk i.e. we want to find P (xk|Zk−1).
We use the Chapman-Kolmograov equation:
P (xk|Zk−1) = P (xk, Zk−1)
P (Zk−1)
=
∫
p(xk, xk−1, Zk−1)dxk−1
P (Zk−1)
=
∫
p(xk|xk−1, Zk−1)p(xk−1|Zk−1)P (Zk−1)dxk−1
P (Zk−1)
=
∫
p(xk|xk−1, Zk−1)p(xk−1|Zk−1)dxk−1
=
∫
p(xk|xk−1)p(xk−1|Zk−1)dxk−1
Assuming the state at time k is only dependent on the state at time k − 1
and is independent of the observation history Zk−1 when xk−1 is given. In
the above equation p(xk|xk−1) is derived from the state equation.
The step of update uses new measurement zk to construct the posterior
P (xk|Zk). The update or corrector is carried out via the Bayes rule.
P (xk|Zk) = P (xk|zk, Zk−1) = P (xk, zk|Zk−1)
P (zk|Zk−1) =
=
P (zk|xk, Zk−1)P (xk|Zk−1)
P (zk|Zk−1)
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Assuming that new measurement zk is independent of the previous measure-
ments Zk−1 we may find the update or corrector:
P (xk|Zk) = P (zk|xk)P (xk|Zk−1)
P (zk|Zk−1)
P (zk|Zk−1) can be calculated as follows:
P (zk|Zk−1) =
∫
p(zk, xk|Zk−1dxk) =
∫
p(zk|xk, Zk−1)p(xk|Zk−1)dxk
=
∫
p(zk|xk)p(xk|Zk−1)dxk.
In the above equation p(zk|xk) is the likelihood function (likelihood of data
zk given the state xk) which can be found from the measurement equation.
Once the posterior is found, the estimate of the state can be found using
the mean or mode of the posterior.
For MMSE this estimate is defined by:
xˆk|k = E[xk|Zk] =
∫
xkp(xk|Zk)dxk (MMSE)
For MAP the estimate is given by:
xˆk|k = argmax p(xk|Zk) (MAP)
xk
8 Kalman Filtering
The predictor and corrector steps can not be performed analytically for every
arbitrary functions φk−1, hk. However it has a close-form solution for the
most simple form of linear/Gaussian (Kalman filter) model.
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Sequential Bayesian equations are obtained from the previous discussion
P (xk|Zk−1) =
∫
p(xk|xk−1)p(xk−1|Zk−1)dxk−1 prediction
P (xk|Zk) = P (zk|xk)P (xk|Zk−1)∫
p(zk|xk)p(xk|Zk−1)dxk update/correction
Prediction
In the above equations p(xk−1|Zk−1) corresponds to the state xk−1 up to
time k − 1, under the Kalman filter settings, this density turns out to be
Gaussian
xk−1|Zk−1 ∼ G(xk−1, xˆk−1|k−1, Pk−1|k−1)
where xˆk−1|k−1,Pk−1|k−1 can be found from previous steps and going back to
x0.
p(xk|xk−1) can be found from the state equation
p(xk|xk−1) = G(xk,Φk−1xk−1, Qk−1) or xk|xk−1 ∼ G(xk,Φk−1xk−1, Qk−1)
Now we can put the above equations into the prediction equation
P (xk|Zk−1) =
∫
G(xk,Φk−1xk−1, Qk−1)G(xk−1, xˆk−1|k−1, Pk−1|k−1)dxk−1
= G(xk,Φk−1xˆk−1, Pk|k−1) = G(xk, xˆk|k−1, Pk|k−1)
Since the integrand is the multiply of 2 Gaussian PDFs, the result of the
integral can be computed in form of a Gaussian PDF with{
xˆk|k−1 = Φk−1xˆk|k−1 mean
Pk|k−1 = Φk−1Pk−1|k−1ΦTk−1 +Qk−1 covariance
Note that without new measurements to do the update(correction) step
the covariance grows with time.
Correction
In order to find P (xk|Zk), we need to compute P (zk|xk) and P (xk|Zk−1).
P (zk|xk) can be found from the measurement equation zk = Hkxk + wk
and P (xk|Zk−1) is found in the previous step. We have assumed that wk ∼
G(wk, 0, Rk) therefore
p(zk|xk) = G(zk, Hkxk, Rk)
P (xk|Zk−1) = G(xk, xˆk|k−1, Pk|k−1)
Putting the above PDFs in the corrector we obtain:
P (xk|Zk) = P (zk|xk)P (xk|Zk−1)∫
p(zk|xk)p(xk|Zk−1)dxk
P (xk|Zk) = G(zk, Hkxk, Rk)G(xk, xˆk|k−1, Pk|k−1)∫ G(zk, Hkxk, Rk)G(xk, xˆk|k−1, Pk|k−1)dxk
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In order to find the result of the above relation, first we calculate the
nominator. It can be shown that (See appendix D of [12]).
det(Rk).det(Pk|k−1) = det(Rk +HkPk|k−1Hk)
and
(zk −Hkxk)TR−1k (zk −Hkxk) + (xk − xˆk|k−1)TP−1k|k−1(xk − xˆk|k−1) =
(zk −Hkxˆk|k−1)T (Rk +HkPk|k−1Hk)−1(zk −Hkxˆk|k−1)+
(xk − xˆk|k)T (Pk|k−1 +HTk R−1k Hk)(xk − xˆk|k)
Then we write
G(zk, Hkxk, Rk)G(xk, xˆk|k−1, Pk|k−1) =
1√
det(2piRk)
e−
1
2
(zk−Hkxk)TR−1k (zk−Hkxk) 1√
det(2piPk|k−1)
e−
1
2
(xk−xˆk|k−1)TP−1k|k−1(xk−xˆk|k−1) =
1
2pi
√
det(Rk).det(Pk|k−1)
e
− 1
2
[
(zk−Hkxk)TR−1k (zk−Hkxk)+(xk−xˆk|k−1)TP−1k|k−1(xk−xˆk|k−1)
]
=
1√
det(2pi(Rk +HkPk|k−1Hk))
e−
1
2
(zk−Hkxˆk|k−1)T (Rk+HkPk|k−1Hk)−1(zk−Hkxˆk|k−1)
× 1√
det(2pi(Pk|k−1 +HTk R
−1
k Hk)
−1)
e−
1
2
(xk−xˆk|k)T (Pk|k−1+HTk R−1k Hk)(xk−xˆk|k)
Thus the nominator is
G(zk, Hkxk, Rk)G(xk, xˆk|k−1, Pk|k−1) =
G(zk, Hkxˆk|k−1, Rk +HkPk|k−1HTk )G(xk, xˆk|k−1, (Pk|k−1 +HTk R−1k Hk)−1)
Secondly integrating the above relationship over xk gives the denominator∫
G(zk, Hkxk, Rk)G(xk, xˆk|k−1, Pk|k−1)dxk =
G(zk, Hkxˆk|k−1, Rk +HkPk|k−1HTk )
∫
G(xk, xˆk|k−1, (Pk|k−1 +HTk R−1k Hk)−1)dxk︸ ︷︷ ︸
1
=
G(zk, Hkxˆk|k−1, Rk +HkPk|k−1HTk )
substituting in the main formula gives the updated PDF. Here the covariance
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of the updated PDF is defined as P−1k|k , P−1k|k−1 +HTk R−1k Hk
P (xk|Zk) = G(zk, Hkxˆk|k−1, Rk +HkPk|k−1H
T
k )G(xk, xˆk|k, Pk|k)
G(zk, Hkxˆk|k−1, Rk +HkPk|k−1HTk )
∫
G(xk, xˆk|k−1, (Pk|k−1 +HTk R−1k Hk)−1)dxk︸ ︷︷ ︸
1
P (xk|Zk) = G(xk, xˆk|k, Pk|k)
Finally we must find xˆk|k which is the updated estimate. By definition we
have
P−1k|k xˆk|k = P
−1
k|k−1xˆk|k−1 +H
T
k R
−1
k zk
To obtain xˆk|k we find Pk|k using the matrix inversion lemma2
Pk|k =
[
P−1k|k
]−1
= (P−1k|k−1 +H
T
k R
−1
k Hk)
−1
= Pk|k−1 − Pk|k−1HTk (Rk +HkPk|k−1HTk )−1HkPk|k−1
=
(
I − Pk|k−1HTk (Rk +HkPk|k−1HTk )−1Hk
)
Pk|k−1
= (I −KkHk)Pk|k−1, Kk , Pk|k−1HTk (Rk +HkPk|k−1HTk )−1
Then by multiplying Pk|k and P−1k|k xˆk|k we get
Pk|kP−1k|k xˆk|k = (I −KkHk)Pk|k−1
(
(P−1k|k−1xˆk|k−1 +H
T
k R
−1
k zk)
)
xˆk|k = (I −KkHk)xˆk|k−1 + (I −KkHk)Pk|k−1HTk R−1k zk
= xˆk|k−1 −KkHkxˆk|k−1 + Pk|k−1HTk R−1k zk −KkHkPk|k−1HTk R−1k zk
= xˆk|k−1 + (Pk|k−1HTk (Rk +HkPk|k−1H
T
k )
−1(Rk +HkPk|k−1HTk )R
−1
k
−KkHkPk|k−1HTk R−1k )zk −KkHkxˆk|k−1
= xˆk|k−1 + (Kk(I +HkPk|k−1HTk R
−1
k )−KkHkPk|k−1HTk R−1k )zk −KkHkxˆk|k−1
= xˆk|k−1 + (Kk +KkHkPk|k−1HTk R
−1
k −KkHkPk|k−1HTk R−1k )zk −KkHkxˆk|k−1
= xˆk|k−1 +Kk(zk −Hkxˆk|k−1)
Summary
In summery the predictor equations are:{
xˆk|k−1 = Φk−1xˆk|k−1 mean
Pk|k−1 = Φk−1Pk−1|k−1ΦTk−1 +Qk−1 covariance
2(A+ UCV )−1 = A−1 −A−1U(C−1 + V A−1U)−1V A−1
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And the update equations
xˆk|k = xˆk|k−1 +Kk(zk −Hkxˆk|k−1)
Pk|k = (I −KkHk)Pk|k−1
Kk = Pk|k−1HTk (Rk +HkPk|k−1H
T
k )
−1 Kalman gain
In order to obtain the results of section 6.3 we put the update equations
in the predictor to find the prediction of the next state3{
xˆk+1|k = Φkxˆk|k−1 + ΦkPk|k−1Hk[HkPk|k−1H ′k +Rk]
−1(zk −Hkxˆk|k−1)
Pk+1|k = ΦkPk{I −H ′k[HkPk|k−1H ′k +Rk]−1HkPk|k−1}Φ′k +Qk
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