Abstract. Sets of appropriately normalized eta quotients, that we call level n Weber functions, are defined, and certain identities generalizing Weber function identities are proved for these functions. Schläfli type modular equations are explicitly obtained for Generalized Weber Functions associated with a Fricke group Γ 0 (n) + , for n = 2, 3, 5, 7, 11, 13 and 17.
Introduction
The main purpose of this paper is to describe the explicit construction of modular equations for the functions (1) m n,0 (τ ) = η(τ /n) η(τ ) , for various n ∈ N, where η(τ ) is the well known Dedekind eta function. These functions m n,0 (τ ) have been called Generalized Weber Functions and have been investigated in various contexts before (see for example [11] or even [17] ).
We are not the first to consider Schläfli type equations since Weber. Modular equations of this type have also been found by Watson [16] . Modular equations also remain a topic of active interest; see for example the work of Chan and Liaw [5] , [6] . For more information on the literature associated with modular equations and class invariants, the reader can very profitably consult Berndt's book [2] .
In some ways our treatment of this topic will resemble that of Weber [17] who obtained Schläfli type modular equations for his Weber functions, of which
is our function m n,0 (τ ) for n = 2.
Despite some similarity however, there will be a number of interesting differences in both the results and the methods employed. For instance, we will obtain modular equations of both prime and composite degree 1 for generalized Weber functions, with only the restriction that the degree m be coprime to n.
Also, Weber's approach to modular equations is via the theory of theta functions, which is still of some interest, however we will make use of the theory of modular functions, in particular functions for the congruence subgroups Γ 0 (n).
Of course various other arithmetic oddities which do not appear in the case dealt with by Weber (n = 2) introduce additional interesting twists along the way. For example, in most cases Schläfli type modular equations are equivalent to the minimal, irreducible polynomial relationship P (u, v) = 0 between u (our function m n,0
1 A modular equation is generally a polynomial relationship, P (u, v) = 0, between two functions u(τ ) and v = u(mτ ), for some degree m ∈ N, not to be confused with the degree of the polynomial P (u, v) itself.
defined above) and v = u(mτ ). However in some exceptional cases such minimal modular equations are not Schläfli. This reflects in the theory at precisely the points where additional "tricks" have to be employed to obtain a Schläfli modular equation.
Our generalization of Weber's work will not however be quite all encompassing. Apart from the condition already mentioned that (m, n) = 1, we will not deal with the cases where the level n is composite, since in those cases Γ 0 (n) has more than two inequivalent cusps, thereby multiplying the effort required in rigorously establishing modular equations. In fact in many cases the method oulined in this paper yields modular equations for composite level anyway, and one can then check the extra cusps by hand. But for reasons of time and space we make the restriction that n will be prime.
Before coming to the details of the main method employed in this paper, we give the following explicit definition of Schläfli modular equations. Fix a level n, and denote our basic function (1) , for now, by u(τ ). For a chosen degree m ∈ N we define functions P (τ ) = (u(τ )u(mτ )) k and Q(τ ) = u(τ ) u(mτ ) l for a certain pair of natural numbers k and l, dependent on the degree m.
A Schläfli modular equation in this context is then a polynomial relation between two functions of the form
A = P + c/P and B = Q ± 1/Q, for some c ∈ R and where the sign in B also depends on the degree m.
As mentioned, in this paper we obtain explicit Schläfli modular equations for various prime levels n and for many degrees m, both prime and composite.
The method of obtaining such modular equations is essentially by constructing modular functions for the Fricke group Γ 0 (n) + . This is defined to be the subgroup of SL 2 (R) generated by the congruence subgroup Γ 0 (n) = α β γ δ ∈ SL 2 (Z) : β ≡ 0 (mod n) , along with the Fricke involution 1 √ n 0 −n 1 0 added in. Note that the complex upper half plane modulo the action of the Fricke group can be compactified and made into a Riemann surface and the index of the group Γ 0 (n) in the Fricke group Γ 0 (n) + is two.
Modular functions for such Γ 0 (n) + can then be thought of as meromorphic functions on this associated Riemann surface.
To create a modular equation for m n,0 of degree m we construct a family of related functions F c which satisfy the conditions below. We list this set of conditions firstly for the case where the degree m is prime and follow this by describing appropriate modifications for the composite case. Recall that the level n will be taken to be prime when constructing modular equations. The recipe for creating modular equations under such hyotheses is:
(i) The F c are modular functions (it is not necessary to specify a level at this point);
(ii) They are permuted by Γ 0 (n) (thus symmetric combinations of them have level n); (iii) They have no poles in the complex upper half plane; (iv) They are permuted at least up to sign by the Fricke involution, which takes the cusp τ = 0 to the 'other' (inequivalent) cusp of Γ 0 (n) for n > 1, τ = i∞;
(v) The q-series of one of the functions, F ∞ , vanishes up to and including the constant term; (vi) The vanishing of the q-series of one of the F c , as per (v), implies the vanishing of the q-series of the other F c , so that the product G = c F c has its q-series vanish up to and including the constant term; and (vii) The functions F c (including F ∞ ) are related, by certain transformations of the complex upper half plane, in such a way that the vanishing of one identically (as a function of τ ), implies the vanishing of all the others identically. Note that (i) and (ii) imply that G = c F c is a modular function for Γ 0 (n). Then (iv), (v) and (vi) together imply that G 2 , and therefore also G, has a zero at τ = 0 and τ = i∞. Combining these facts with (iii) and Liouville's Theorem we see that G is a constant, which in this case is clearly zero. Thus one of the factors of G is zero. This, with (vii), implies that all the F c are identically zero. We will achieve all of the above in practice by specifying sets of functions A c and B c which are permuted in the same way by Γ 0 (n) and up to sign by the Fricke involution. We will then define F c = F (A c , B c ) for some carefully chosen polynomial
In fact A ∞ and B ∞ will be the functions A and B mentioned earlier involving only m n,0 (τ ) and m n,0 (mτ ). As we just showed, (i) to (vii) then guarantee that F ∞ is identically zero. But this provides us with a Schläfli modular equation, for F ∞ = 0 induces (from the definition of A and B) a polynomial relationship between A ∞ and B ∞ . For the case where the degree m is composite, this recipe breaks down. In fact we find that there are additional functions F c that appear in the theory, associated to each of the non-trivial factors of m. It turns out that these new functions F c are not related to the original functions F c , which were associated to the trivial factors of m. This in turn makes it impossible to guarantee the condition (vi) above. This problem is rectified by computing the leading powers of the q-series of the additional functions F c and determining a bound on their combined contribution to the q-series of G = c F c . One then arranges for the q-series of G to vanish as before, by increasing the strength of condition (v) above. One requires that the q-series of F ∞ vanishes sufficiently far to ensure that the contribution of all the additional F c has been compensated for. This is sufficient to guarantee a modular equation F ∞ = 0 as before, provided that none of the new functions F c vanish identically. This is easy to check in practice by computing q-series or by substituting a random value of τ and seeing that the new F c don't vanish. Because of relationships amongst the new F c , implicit in the sequel, it is only necessary to test a very small number of them in this way, therefore nothing more will be said about this in what follows. The author's interest in these modular equations arose from a study of the use of modular equations in evaluating singular values of quotients of the Dedekind eta function. These turn out to provide explicit generators for ring class fields of certain imaginary quadratic number fields (see [12] ). The final section of this paper details a simple evaluation along these lines by making use of the modular equations derived earlier. Further details and more interesting examples of this technique can be found in the author's thesis [13] and in [9] .
Generalized Weber Functions
We begin by demonstrating that the functions (1) really have the right to be called Generalized Weber functions. We do this by not just exhibiting a single function for each level n as we have above but by defining a whole set of functions for each level, which we will call the 'level n Weber functions'. Then we show that each such set of functions has properties very similar to the set of classical Weber functions (which can be thought of as level two Weber functions).
For simplicity we will restrict to the cases where the level n is prime.
It is well known that for a prime n the set of functions
is merely permuted by any transformation of the full modular group. Thus this collection of functions is 'complete' in the sense that no transform of such a function by a modular transformation is new.
However our context is that of modular equations, and ∆-quotients are too 'large' for our purposes, yielding cumbersome coefficients. The Dedekind eta function η(τ ) is a 24-th root of the ∆-function and so it makes sense to consider 24-th roots of the functions above. But then we have a choice of normalization by 24-th roots of unity.
We take the following normalization
where ζ n = exp(2πi/n). We will refer to these as the level n Weber functions or occasionally as the level n functions. As we shall see later, this is a slight abuse of language since it is actually certain powers of these functions which are modular functions of level n.
Firstly we will derive the modular transformation laws and various other identities for (3) . Before doing this in general however we give the reader a chance to become more acquainted with the various sets of functions we have defined, and to avoid a plethora of subscripts, by explicitly setting out the definition of the level 3 functions and their various identities, and similarly for the level 5 functions. Note that the proofs of the actual identities for these cases will not be given immediately but will be deferred until the situation for a general prime level n is investigated.
1.1. Level Three Functions. Here we take the 'level' n to be 3 in (3). We denote the functions m 3,i by g i . Definition 1.1.1. The four level 3 functions are defined to be
.
We should note immediately that various functions of this type already appear in the literature (see for example [12] or even [17] §72), however they have different normalizations to ours (or none at all).
Essentially one can choose either to normalize so that analogues of various ordinary Weber function identities are as 'elegant' as possible, or so that the modular transformation laws are as simple as possible, but not both. Here we have chosen to exhibit the latter, for comparison with what appears already in the literature.
The modular transformation laws can be written as follows.
where T stands for the transformation τ → τ + 1 and S for τ → −1/τ .
Note: It will also be convenient to let T and S denote matrices associated to these fractional linear transformations. To this end all matrices and congruence subgroups in this paper will be thought of as belonging to the inhomogeneous modular group Γ = SL 2 (Z)/{±I} where I is the 2 × 2 identity matrix. (For more details on this see [15] I §2.)
We also have the following identities Theorem 1.1.3. The product of the four functions g i is a constant on the complex upper half plane:
Here we take n = 5 in (3). 
For these functions we have the following.
Note that here and in Theorem 1.1.2 only two roots of unity appear in each case amongst the modular transformation rules. This is a feature of our normalization for all of the levels n = 2, 3, 5, 7 and 13, i.e. those prime level n cases where Γ 0 (n) is genus zero.
As for level 3 there are some additional identities: Theorem 1.2.3. The product of the six functions h i is a constant on the complex upper half plane:
Note that this identity differs from the corresponding one for level 3, in that the constant is not zero. We discuss this feature below when we come to prove these identities.
1.3. Prime Level Weber Functions in General. We now consider the functions (3) for a general prime level n. In fact we will also let n be odd, since the identities for the level 2 Weber functions can easily be derived from those for the ordinary Weber functions.
The theorem which follows can be proved easily from the first of the transformation laws of the Dedekind eta function, both of which we state here for convenience.
where the square root is always taken to have argument between −π/2 and π/2.
Note that if we define (5) s(n) = 24 gcd(24, n − 1)
, then the roots of unity which appear in this theorem are s(n)-th roots of unity.
Since n is an odd prime, s(n) | 12.
The following theorem also follows trivially from the other of the transformation laws of the eta function. We leave the routine verification of this and the previous theorem to the reader.
It now remains to investigate the action of the transformation S : τ → −1/τ on the remaining functions m n,c where c = 0, ∞.
It is valid to ask the question: for which natural numbers n (not necessarily prime) does the transformation S introduce no root of unity factors in the transformation laws of the functions m n,c ; c = ∞ with gcd(n, c) = 1, given that we extend our definition for these functions to the case of composite n in the obvious way. A computer search reveals that the sequence of such n begins 2 − 7, 9, 10, 13 and then probably just all squares of odd primes from there on.
In fact this can be proved by making use of an identity (8) which we are about to prove, if we extend it by allowing composite and even n and demanding c be coprime with n. But it would be a diversion to attempt to prove the full result here.
However for odd primes n, we are left with only n = 3, 5, 7 and 13 from this list. We will verify that the result holds for these values.
The main tool which we make use of is a transformation formula of Weber for a general linear transformation of the eta function. In §38 of [17] Weber gives the following formula for such a transformation with associated matrix
involving Jacobi symbols.
Now consider the effect of applying the transformation S : τ → −1/τ to m n,c for c = 0, ∞. The most difficult part is the action of S on η τ +c n . This we can determine by expressing the new argument of the eta function, which results when S is applied to τ , as the composition of a linear transformation and an argument of the form τ +k n for some 1 ≤ k ≤ n − 1. This is equivalent to solving the following matrix equation. (6) 1 c 0 n
for a linear transformation A as above.
We obtain five equations to solve simultaneously:
It is easy to see that a solution to these is given by
Since we require a transformation in SL 2 (Z) we must have that
and since n is a prime and n c, this can be written
We will of course always pick k to be in the range 1 ≤ k ≤ n − 1 so that it can be the subscript of one of our functions m n,k . Now we note that γ = n is odd and positive and so Weber's formula can be used to determine the action of the linear transformation A on the eta function. The value is
where the last equality holds for n > 3 an odd prime, since 24|n 2 −1 for such primes (it is an easy matter to deal with n = 3 separately, since one only needs to look at c = 1, k = 2). Now it is an easy matter to verify by hand that for n = 3, 5, 7 and 13, we have
Using this information we have Theorem 1.3.4. For n = 3, 5, 7 and 13
Proof: For these four primes, (9) in combination with (6) yields . Thus if we let s(n) be as in (5), which for the given values of n becomes (10) s(n) = 24/(n − 1), we see that, for a fixed n, an arbitrary modular transformation simply permutes the functions m s(n) n,c . In fact we can generalize this result for all odd primes values n, using of course the value of s(n) given originally in (5). This we can do by making use of our original expression for E(A; τ ) in (7) above. Using the same argument as for the proof of Theorem 1.3.4 we now find that for a general odd prime n,
where
Now in combination with Theorem 1.3.1 (which applied for a general odd prime n) we have immediately the following:
n,c , for an odd prime n, are permuted up to sign by general modular transformations, where s(n) is as defined in (5).
In fact it is easy to see that the only time that a minus sign appears is when n ≡ 1 (mod 8) and k is not a square modulo n.
We can now prove n,0 , then for n = 3, 5, 7 and 13, h n is a Hauptmodul for Γ 0 (n). Similarly for odd primes n ≡ 1 (mod 8) the functions m n,c = m
are modular of level n.
Proof: From the previous theorem, it is easy to see that the action on the functions m n,c is the same as for a quotient of the ∆ function, which is known to be invariant under Γ 0 (n).
Since Γ 0 (n) is a congruence subgroup of level n it is clear that h n is a modular function of level n.
For an odd prime n, the number of cosets of Γ 0 (n) in the full modular group is n + 1. As there are precisely n + 1 functions in the orbit of h n under the action of the modular group, the precise invariance group of h n must be Γ 0 (n).
Since Γ 0 (n) is a genus zero group for n = 3, 5, 7 and 13, it has a Hauptmodul. If, as is customary, we demand the Hauptmodul be chosen so that it has a pole only at τ = i∞, then given that it will certainly be invariant under the transformation τ → τ + n, its q-series must begin with some power of q −1/n . However for the primes listed, the function h n has q-series starting with q −1/n and thus it must be expressible as a polynomial of degree one in the Hauptmodul. In other words, h n is itself a Hauptmodul.
Finally since each of the other functions m n,c , for a fixed n, is a transform of h n , they belong precisely to conjugates of the group Γ 0 (n) in the modular group. E.g.
for odd primes n not congruent to 1 modulo 8, m
n,∞ is a function for Γ 0 (n). Also, each of these conjugate groups is a level n congruence subgroup, hence our result. Now we wish to prove the identities contained in Theorems 1.1.3, 1.2.3 and 1.2.4. We will also prove generalisations of the first two of these theorems and of the identity of Theorem 1.1.4.
The proof of the three identities is similar in each case. We note that by Theorem 1.4.1 and the comments which follow, the expression on the left hand side in Theorem 1.2.4 is a modular function for the full modular group. The same applies in Theorems 1.1.3 and 1.2.3, except that we first must raise to an appropriate power. Since the left hand sides are then all functions for the full modular group, they lie in C(j).
Our aim will be to show that in fact the left hand sides in each case are in fact all constants. In the case of Theorems 1.1.3 and 1.2.3, where we have raised to a power, this will be sufficient to show that the products themselves are constants.
But in the products (raised to an appropriate power) we note that since the eta function has no zeroes or poles in the complex upper half plane, then these expressions have none either. Thus the expressions are indeed constants.
By examining the q-series of the actual products themselves one finds that the constants are the ones given in the respective identities. In fact we have the following more general theorem. 
24
√ n.
Proof: By the above we merely need to compute the q-series of the product. The leading term of m n,c for 1
24 . The product is as given in the theorem.
For the sum of powers of our functions in Theorem 1.2.4 we note that, since the eta function has no zeroes or poles in the complex upper half plane, the expression in question has no poles in this region. Thus from what we already showed above, it is a modular function lying in C[j].
In the following theorem, we will give a proof, which also holds for the current situation, that this expression is actually a constant. Taking this to be so for now, we simply look at the q-series of this expression and find that the constant is the one given.
The generalisation of Theorem 1.1.4 that we wish to prove is as follows. Theorem 1.4.4. For n a prime congruent to 3 modulo 4 the following identity holds.
Proof: Firstly we will show that the square of the expression in question (the left hand side of the identity in the theorem, which we will denote M for convenience) is a modular function for the full modular group and thus in C(j). Note that from Theorem 1.4.1, the s(n)/2-th powers of our functions are only permuted up to sign. Thus the precise signs of terms in M become relevant.
Firstly it is easy to see from Theorem 1.3.1 that M changes sign under the transformation τ → τ + 1. Thus M 2 remains unchanged under this transformation.
From Theorem 1.3.2 the first two terms of the expression M are swapped by the transformation τ → −1/τ except for a change of sign.
Now we must see what happens to the remaining terms of M , which are contained in the sum. It is immediate from (11) that
Thus the remaining terms of M are also permuted by τ → −1/τ , except for a change of sign throughout, and so indeed, M 2 is invariant under this transformation.
Since the function M 2 is invariant under the transformation τ → τ + 1, the q-series of M 2 must have integer exponents. A simple examination of the leading term of M 2 shows therefore that it's leading term must be the constant term. But then M 2 , and hence M , is constant. Thus if the constant term of the q-series of M is 0 then the result is proved.
Firstly we note that the constant term of the q-series of the first term of M is zero, since it only has positive powers of q in its q-expansion. We will now show that the constant term of the q-series of each of the other terms in M is the same, and zero.
Firstly we note that
However, this last expression can be obtained from −[η(τ /n)/η(τ )] s(n)/2 by applying the transformation τ → τ + k to it. However such a transformation does not change the constant term of the q-series and so the problem is reduced to finding the constant term of this last expression.
If we apply the transformation τ → nτ , again the constant term will not change, and it is now sufficient to show that the constant term of the q-series of W = [η(τ )/η(nτ )] s(n)/2 is zero, to complete the proof.
But this q-series is given by
However it is clear that the large right hand factor is a q-series in integral powers of q, whilst the power of q on the left is a half integral power, when n ≡ 3 (mod 4). This shows that the q-series of the whole expression has zero constant term, completing the proof of the result stated.
We have no generalisation of Theorem 1.2.4 at this stage, since, for n ≡ 1 (mod 4) such a generalisation would have to deal with a variety of different rational integer constants which must appear on the right hand sides of the identities. We have computed a large number of these constants and have been unable to determine all their properties.
General Construction of Schläfli Modular Equations
From the introduction, the first step in constructing Schläfli modular equations for level n functions is to construct a set of functions whose product is invariant under Γ 0 (n). We will construct such a function from various transforms of the basic function
For a fixed n we will denote this basic function by u(τ ). If we wish to emphasize the level n we will write u n (τ ).
Linear Transformations of the Function u.
Firstly it is convenient to have a linear transformation rule for u(τ ) as for the eta function. This is derived from the latter which was codified already in Theorem 1.3.3. We have
and if δ is even, then
Proof: Note that
Now suppose that δ is odd and positive. Since n|β, then from the second of the expressions for 
If δ is negative, we can multiply α, β, γ, δ by -1. Then A represents the same fractional linear transformation, but δ is now positive. This observation leads to the stated result. Now suppose that δ is even. The problem here is that the transformation formula for the eta function, which we quoted, does not allow for δ to be even. Note that this case only occurs if n is odd, for if n is even, then since n | β and αδ − βγ = 1 we have that δ is always odd in this case.
The way we deal with δ being even, is to decompose the transformation A into two other transformations with odd lower right entries:
We multiplying the entries of the first matrix on the right by -1 if necessary, so that δ − γn is positive. Then we apply the first part of the theorem, which we have already proved, twice, and
It is clear we only need to consider the exponent of ζ 24 modulo 24.
Firstly we look at the exponent modulo 3. There are three cases. If n ≡ 0 (mod 3) then we write 1 − αδ as −βγ and note that 3 | n | β.
If n ≡ 1 (mod 3) then we observe that the exponent has a factor of (n − 1).
If n ≡ 2 (mod 3) then again writing 1 − αδ as −βγ we find that there is a factor of γ(1 − γ 2 ) in the exponent, which is always divisible by 3.
Thus in all cases the exponent is divisible by 3.
Now we work modulo 8. Since (n − 1) is even, we need only look at the rest of the exponent modulo 4. Given that δ is even, n and γ are odd and 8 | (n − 1)(n + 1), the congruence is easy to evaluate, and we find that the remainder of the exponent is 2 − n modulo 4. Now considering the entire exponent modulo 8 and recalling that n is odd, we obtain the result stated.
Note that ν n is a root of unity, and in fact it is, at worst, an s(n)-th root of unity with s(n) defined as above, (5) .
In this paper, we will find explict modular equations for the following levels:
(17) n = 2, 3, 5, 7, 11, 13, 17.
We make this restriction only for reasons of time. The method continues to work for other prime values of n.
For the values of n that we are interested in, (17), u s(n) n is invariant under Γ 0 (n), except when n = 17, where we require u 2s(n) n .
Proof: Firstly it is easy to see that there exists a set of generators for Γ 0 (n) with the lower right entry δ always odd. For, if n is odd, take an arbitrary set of generators including T n , then any generator which has lower right entry even, can be composed with T n to give one which has odd lower right entry. If n is even, it is trivially the case that δ is always odd.
For even n, s(n) is always even and so Jacobi symbols don't affect matters. Now for odd n we are almost there except for the Jacobi symbol which appears in (13). Clearly when s(n) is divisible by 2, the Jacobi symbols are irrelevant. But this is the case except when n ≡ 1 (mod 8). But the only such values n in our list are either squares, or the exceptional case n = 17. For the squares, the Jacobi symbols are trivial.
Functions Permuted by Γ
0 (n). We wish to describe a set of functions permuted by Γ 0 (n) as prescribed by the method outlined in the introduction. The basic building blocks in this process will be the following functions. Definition 2.2.1. For a fixed n we define the following set of functions in terms of the function u n , described at the start of this section,
and b traversing a complete set of residues modulo d (which we fix in the sequel).
In looking for functions which are permuted under the action of Γ 0 (n) we will consider as candidates, quotients of functions of the form v a,b,d by an appropriate power of the function u, depending only on m and n. To do this, we need to see how the v a,b,d transform in comparison to various powers of u.
Let us consider the simplest situation, namely where (m, s(n)) = 1. The results in this case are given in the following theorem. Modulo n · s(n), the first and last matrices in the matrix equation are diagonal, and it is easy to see that certainly
Thus by making use of the transformation laws given by Theorem 2.1.1 we can now determine the roots of unity which result from the linear transformation A .
Firstly the n − 1 in the exponent of ν(α , β , γ , δ ) ensures we only have to look at the remainder of the exponent modulo s(n).
We make use of the following fact. Since s(n) is a factor of 24, then for any integer q with (q, s(n)) = 1 we have q 2 ≡ 1 (mod s(n)), i.e. q ≡ 1/q (mod s(n)).
In particular, since ad = a d = m and (m, s(n)) = 1, the congruences we derived above enable us to establish the following equality from the definition of ν:
where m ≡ m (mod s(n)).
Now it may be that δ is not odd. However we claim this can only happen if n ≡ 1 (mod 8), in which case the factor i
, which would be required in Theorem 2.1.1, would be trivial. For, in all other cases s(n) is even and since (m, s(n)) = 1 we must have m odd. But then d and d are odd, and since 2 | s(n) |b then the relation
from the matrix equation above, reveals that δ is odd, as δ is.
Now we must look at the Jacobi symbols which can occur in Theorem 2.1.1.
Firstly note that from (19), d δ ≡ dδ (mod n).
We'll start with the case where δ is odd. If n is odd then since d |δ | is also odd and since it is clear that the two values are coprime, then we have by the reciprocity law for Jacobi symbols, and the congruence just stated
The sign before the final Jacobi symbol is always +1, for, since 8 | (n − 1) · s(n) and s(n) | b we have from (19) that
For n even, a relationship similar to (20) still holds, for we can first derive a similar expression involving n the largest odd factor of n and note that 8 | s(n) so that the sign before the Jacobi symbol on the right hand side again is always 1. Finally we note that
This analysis is sufficient to complete the proof in the case where δ is odd. Now we turn to the case where δ is even, and hence n ≡ 1 (mod 8) as shown above. When n is a square, the Jacobi symbols involved are all trivial and the result follows immediately.
For the remainder we find that for the Jacobi symbol appearing in the relevant transformation law,
if we allow that the final symbol is actually a Kronecker symbol. This follows since n ≡ 1 (mod 8), making the relevant reciprocity law and the symbol n 2 , trivial.
It is also easy to see that n d |δ | = n d|δ| for similar reasons. Again this equality leads to the result as stated in the theorem. Now we come to the more complex case where (m, s(n)) = 1. We can no longer work modulo n · s(n) as we did to obtain (18). Of course we still have (n, m) = 1, but we can no longer demand that b and b be divisible by s(n), since d and d are not necessarily coprime to s(n).
The basic method for dealing with this problem is to raise our functions w a,b,d to some carefully chosen power. This has the effect of raising the roots of unity we are dealing with to the same power, thereby making the congruences we have to deal with much simpler. For example if s(n) is divisible by 3 then raising our functions w a,b,d to the third power means that we only have to deal with congruences modulo n · s(n)/3. Let ord 2 s(n) be the highest power of 2 which divides s(n), etc. It is almost sufficient to raise our functions to the power ρ defined as follows:
Note that these are the only cases, since s(n) | 24 in all cases.
Raising to this power ρ effectively ends the dependence of our congruences on factors which s(n) and m have in common and in most cases we will raise to this power. However there is an exception to this rule. This occurs in the case where 2 is a common factor of s(n) and m.
This exceptional cases corresponds to the first case of the following theorem, where we suggest raising to the power ρ/2. This of course only ensures that our functions w a,b,d are permuted up to sign. However later we will deal with this problem by introducing some additional functions to our collection, which each turn out to be -1 times one of the original functions w a,b,d . (ii) Suppose (m, n) = 1 and (m, s(n)) = 3. Now ρ = 3, and so letting m be the smallest positive residue of m modulo s(n)/3 (except for n = 17 where we take the smallest such value m which is odd) we have that the functions
are permuted by the action of all elements of Γ 0 (n) with odd lower right entries.
Proof: The proof uses essentially the same argument as that of the last theorem except that we work modulo n · s(n)/ρ and compensate by raising to the power ρ for full permutation and to the power ρ/2 for permutation up to sign.
However we need to take any Jacobi symbols and factors of i
that occur in the transformation laws into account. The breakdown is as follows.
We start with the case where n is odd. In the case where we raise to the power ρ/2 we are only interested in permutation up to sign, and so Jacobi symbols are not relevant here.
In the remaining cases, (m, s(n)) = 3, and we are simply raising to a power ρ = 3. This means that it is still the case that 8 | (n − 1) · s(n)/ρ | b . Thus the argument from the previous theorem for n odd, still holds, so long as d is odd.
However it may now be the case that 2 | m in which case this last condition no longer holds. However this complication can only occur if 2 s(n). But then n ≡ 1 (mod 8) and the symbols in (20) are all trivial anyway (if we think of them as Kronecker symbols) and so the result is the same.
For the case where n is even, (m, 2) = 1, and so the argument of the previous theorem, appropriately modified, is also sufficient. Now we deal with any factors of = i
that may arise when δ is even. However the argument of the previous theorem breaks down for this situation only if m and s(n) are allowed to share a factor of 2. However if this is the case then we are at least raising our functions to a power of 2 (making = ±1, which is harmless considering we are only interested in permutation up to sign) unless 2 | s(n) but 4 s(n). However this can only be the case if n ≡ 5 (mod 8). But then = ±1 again. Thus in all cases the factors are irrelevant. Now we must show how to deal with our functions w a,b,d if they are only permuted up to sign by transformations in Γ 0 (n).
In these cases, 2 | (m, s(n)). Since n must be odd in this case, s(n) can be divisible by 2 precisely once or twice. Letting ρ be the power of 2 appearing in ρ, these two cases correspond respectively to ρ = 2 and ρ = 4.
To begin with, it is easy to see that n · s(n) is the period of the function u(τ ). Thus, when 2 | d, letting b = nd · s(n)/2 in the first of the two cases just mentioned and b = nd · s(n)/4 in the second of these two cases, we have that 
involving all the v a,b,d , will actually be fully permuted by the action of Γ 0 (n).
Note that we could try to replicate this whole argument in the case where 3 (or even 4) is a common factor of m and s(n). Though there is no hinderance to it here, it turns out to be ultimately pointless, since when we try to relate the q-series of the collections of functions A a,b,d and B a,b,d , that we will end up defining, we will find that we cannot do so. Therefore this argument for reducing the size of modular equations only works in the case where 2 is a factor of m and s(n). 
The Functions
for k, l ∈ N, which are permuted in precisely the same way by elements of Γ 0 (n) (or up to sign where applicable, though it must be the same sign in both cases).
We will construct such functions by multiplying or dividing the functions w a,b,d by some power, u j , of the fundamental function which is invariant under the action of Γ 0 (n), as per Theorem 2.1.2. Or, if we require only permutation up to sign, we will multiply by some power of u j/2 where u j is the invariant function of Theorem 2.1.2.
Theorem 2.3.1. The following sets of functions are permuted (or permuted up to sign, as the case may be) by Γ 0 (n) (with the same signs in both cases for any given transformation in Γ 0 (n)):
(or, for the first part of Theorem 2.2.3, with j replaced by j/2, in these functions), as follows:
Under the conditions of Theorem 2.2.2
For both parts (i) and (ii) of Theorem 2.2.3 we take
. We note that these equations are soluble for t 1 and t 2 if we set the values k and l as per the first part of the theorem.
We move on to the Theorem 2.2.3, part (i). Here we only require permutation up to sign, and therefore if u j is the invariant power of the fundamental function, we are able to make use of u j/2 which is invariant up to sign (note j is always divisible by 2 here).
In this case we will require
leading to k and l as defined, so long as jt 1 /2 and jt 2 /2 have the same parity.
This extra parity condition is so that P a,b,d and Q a,b,d continue to permute in exactly the same way with the same signs. However, if j/2 is even it is clear that the parity is the same in both cases. If j/2 is odd, then 2 divides j precisely once and hence also ρ precisely once. But then if we use the k and l as suggested by the theorem, k and l are then odd and we have that the parities of t 1 and t 2 depend only on the respective parities of m + 1 and m − 1, which are the same. This means that the condition for the parity to be the same always holds if we use k and l as given. This leads to the stated result.
For part (ii) of Theorem 2.2.3, we again require full permutation and we therefore make use of u j as the invariant power of the fundamental function. The equations we obtain are
with the same result as in the previous case with ρ = 3.
2.4. The Fricke Involution. We not only want functions which have the properties just mentioned but which are also invariant at least up to sign under a Fricke involution, τ → −n/τ . To this end we prove Proof: From the definition,
Sending τ → −1/τ and applying the transformation formula of the Dedekind eta function to the right hand side, we obtain the required result.
We now know what the Fricke involution does to u = u n (τ ) and we are in a position to see what it does to the w a,b,d . We must deal with each of the cases of the Theorems 2. 
(ii) For part (i) of Theorem 2.2.3 we find,
(iii) For part (ii) of that theorem we have,
Proof: In all cases we work with the following matrix equation which allows us to determine the action of the Fricke involution τ → −n/τ on a function v a,b,d . We then adjust our results by raising to the appropriate powers and take into account Jacobi symbols etc., in order to determine the action on the w a,b,d .
where the first matrix on the right is in Γ 0 (n).
We start by noting that in all cases this matrix equation requires
Firstly under the hypothesis of Theorem 2.2.2, we have n · s(n) | b, b and given that (m, s(n)) = 1, it is easy to derive the following congruences:
It is easy to see from these congruences that that the value of ν(α, β, γ, δ) is always 1.
If n is even, then β is even and so δ is odd. If n is odd, then unless n ≡ 1 (mod 8), s(n) is even and so m is odd. Thus the third equation above shows that δ is odd.
In the case where n ≡ 1 (mod 8) any transformation factor i
is trivial. If δ is even, then the Jacobi symbol associated with the transformation is n |δ−γn| . By an argument as per (21) we see that this Jacobi symbol is the same as Thus in all cases we find (by reference to the previous lemma) the result as given by the first part of the theorem.
For the case (i) of Theorem 2.2.3 we will not care which sign the Fricke involution induces, so again we do not analyse Jacobi symbols. As usual with this case, the only obstacle to the prior argument going through is that 2 or 3 may be a common factor of m and s(n). However, if 3 is such a common factor, then ρ/2 is divisible by 3 and raising to this power in the definition of w a,b,d makes the evaluation of the exponent of ν(α, β, γ, δ), modulo 3, irrelevant. If 2 is such a common factor we end up raising our functions to precisely the right power to give us a factor of ±1 when we evaluate ν(α, β, γ, δ). Since we are only interested in the action of the Fricke involution up to sign we have the result stated.
The situation of case (ii) of Theorem 2.2.3 causes no new difficulties and we find precisely the result as stated.
2.5.
The Functions A a,b,d and B a,b,d . As can be seen from the results of the previous subsection, in some cases the sign the Fricke involution induces is irrelevant, and in all other cases it is given by n m . It seems logical to define functions in the latter cases as follows:
With this definition, the sets of functions are permuted by the Fricke involution and by elements of Γ 0 (n). However unfortunately there are some problems with this simplistic definition. These manifest themselves in cases (i) and (iii) of the above theorem when n m = −1 and k is odd. To understand the problem in this situation, we turn to the requirements (vi) and (vii) of the introduction. We begin by supposing that a polynomial with rational integer coefficients F (X, Y ) has been found such that the q-series of F (A ∞ , B ∞ ) = F (A m,0,1 , B m,0,1 ) vanishes at least up to and including the constant term (and when m is composite, up to an even higher power of q as required). Obviously this whole argument follows even more easily for case (ii) of the above theorem since the sign change issues are not relevant here, since we can just add in the extra functions w a,b,d as outlined previously for this case.
It now remains only to use the method we have developed to construct explicitly some modular equations. We recall that the aim is to make sure the q-series of However when m is not prime, this is no longer the case. We must individually calculate the leading q-terms of the other functions F a,b,d (which don't vanish identically), where a = m = d, and determine up to which point the q-series of F m,0,1 must vanish in order to cancel out the contribution from these spurious ones. Coefficients of the q-series are not important here, only a lower bound on the leading q-power in each case.
We start by noting that the function u n (τ ) begins q In the sequel we will compute examples for composite m only for the cases m = 4, 6, 8, 9, 10, 15. In all these cases it is easy to see that the total contribution to the q-series of G from the spurious F a,b,d does not come close to exceeding the worst power of q which appears amongst the monomials of F m,0,1 . Thus it is clear that if we wish to compensate for the effect of the spurious F a,b,d we simply need to make the q-series of F m,0,1 disappear up to a positive power of q equal in magnitude to the worst negative power of q coming from its worst monomial.
We picked this condition to work with since it is easy to verify in practise. One always at some point computes the q-series of the worst monomial appearing in F m,0,1 and one can then set the overall q-series precision accordingly. In practise we worked with much higher precision in the q-series than was necessary.
Curiously, once we had found an F m,0,1 whose q-series vanished even one place beyond the constant term, we invariably had it vanish identically. This clearly implies that the bound we give here is not in any sense tight. However we see no easy way of lowering it at this stage.
In the general case, where m is not one of the values listed above, it is easy to see how to compute the necessary q-series precision. Since in general the sum of divisors of m is not large compared with m, the bound we have given is also always quite practical and is easy to compute.
New Modular Equations for the Weber Functions
The first non-trivial case we can consider is n = 2. This corresponds to Schläfli modular equations for the ordinary Weber function f 1 (τ ).
Since Weber has obtained such modular equations for small prime values of m we will restrict our computations to composite values, which Weber is silent on. However, since we must have (m, n) = 1, this suggests we should look at the values m = 9 and 15 as examples of our method.
We have that s(n) as given by (5) is 24 and thus in both of the cases we are interested in, (m, s(n)) = 3. We are thus in the situation of the second case of We compute the q-series of the functions A m,0,1 and B m,0,1 (which we denote A and B for simplicity) and we look for a polynomial F (X, Y ) ∈ Z[X, Y ], such that the q-series of F (A, B) vanishes sufficiently far. This can be done easily with a computer algebra package, such as [14] .
To avoid fractional exponents, it is convenient to expand A and B in the nome q 2 , which does not impact the resulting modular equation. As the q-series are somewhat unenlightening, we supress them here. Examples can be found in the author's thesis [13] .
To find a suitable polynomial F (A, B) we start with two monomials in A and B whose leading q-terms are the same, and subtract them. We continue to add monomials to this expression which cancel further powers of q from the q-expansion of our cumulative polynomial, until we cannot progress further (sometimes there is no monomial in A and B, which can be subtracted, to get rid of the leading power of q in the q-series).
If this is not already the polynomial we are looking for, then we start again with a different pair of monomials both having the same leading q-term. Applying the same procedure, we obtain another polynomial whose q-series vanishes up to some point. But this polynomial in A and B will be formally linearly independent of the first.
We keep creating such linearly independent polynomials until we have sufficiently many of them that some linear combination of them will make the powers of q vanish to the required point.
This algorithm results in the modular equations given in the following In the following table we list the degrees d min of the minimal polynomials relating u and v (the degree in u is always the same as that in v) and the degrees d sch of the polynomials induced by the Schläfli modular equations which we have found, for the various levels and degrees investigated.
In describing the degrees, we will make use of the function
where the product is over all primes p dividing n. 
Level Degree

Evaluation of an Eta Quotient Using Modular Equations
In this final section we give a very simple example of an application of the modular equations we have developed. We explicitly evaluate a specific quotient of the Dedekind eta function. Evaluation of such quantities is important in obtaining explicit generators of ring class fields in explicit class field theory (see [12] for further details). Our example will come from level three functions. In particular we will make use of the modular equation of degree five for this level.
We will specialise this modular equation by making the specific assignment τ 
