It is well known that integro-differential Hermitian forms are closely related to the generalized setting of mixed boundary value problems for strongly elliptic equations and systems, as well as the existence and uniqueness theorems for such problems (see, for example, [1] [2] [3] [4] [5] [6] , and other). We prove embedding theorems into the scale of Sobolev-Slobodetskii spaces for functional spaces associated with one class of Hermitian forms. More precisely, we consider the Hermitian forms constructed with the use of the first order matrix differential operators with the injective principal symbol. The results are valid for both coercive and non-coercive forms.
Function spaces
Let D be a bounded domain with Lipschitz boundary in Euclidean space R n , n 2, with coordinates x = (x 1 , . . . , x n ). For some multi-index α = (α 1 , . . . , α n ) we will write ∂ α for the 
is finite, that is defining the norm in this space. Similarly, we define the function space H s (∂D), 0 < s < 1, on the space of functions defined on ∂D.
For non-integer s > 
Therefore, B n is a Hilbert space, if B is the one.
The embedding theorems for coercive forms
Let A(x, ∂) be a homogeneous differential the first order matrix operator with injective symbol in a domain X ⊂ R n , i.e.
Moreover, we require that the following Uniqueness Property in the small on X holds:
Let D X. We consider the following Hermitian form on the space
where a 0 (x) is a Hermitian non-negative (k × k)-matrix with entries a
k with respect to the norm ∥ · ∥ + , which is induced by the inner product (·, ·) + (in those cases where such a form is defined).
Let A * j (x) be the adjoint matrix for the matrix A j (x) and
be the formal adjoint for A. Then the second order differential operator
is strongly elliptic in X, i.e. for all
Then the form (·, ·) + is related to a mixed problem for the operator A * A. 
moreover, in this case the elements of
Proof. To prove that it is a scalar product, we only need to check that (u, u) 
It follows from the Uniqueness Theorem for the Cauchy problem for systems with an injective symbol, that u ≡ 0 in D (see, for instance, [8, Proposition 4.3.3] 
where the positive constant c is independent of u. On the other hand, since the components of matrices a 0 and
where the positive constants c 0 , c i,j are independent of u. That is, the space [
Since the principal symbol of the operator A is injective then the solutions Au = 0 are infinitely differentiable functions in D. In addition, due to the Uniqueness property (1) the operator A is injective on
k . Then the Gårding inequality for the strongly elliptic operator A * A yields
with positive constant c does not depend of u. We take an domain G ⊂ D, such that G ⊂ D ∪ S and we fix a function ϕ ∈ C 1 (D) is vanishes outside the compact set G and also such that
k and, according to (3), we have: ∥u∥ (2) is fulfilled, we obtain that
This proves the statement b).
As we have seen in the proof of Lemma 2.
). Therefore, we are primarily interested in the case S ̸ = ∂D. Everywhere below we assume that 
Let ι be the natural (continuous) embedding:
Also, we will need Sobolev spaces with negative smoothness. More precisely, we denote by
As is known, (see, for example, [10, Lemma 2.3]) the space H − (D) can be identified with the space dual to H + (D) with respect to pairing (7) . By the construction, the following embedding is continuous:
For the coercive case the following two statements on the embedding are, probably, wellknown (cf. [5] , [6] ).
Lemma 2.2. We assume that following estimate
, wherec is positive constant independent on (x, w) and ζ. Then the embeddings
continuous, if one of the following conditions is fulfilled: 1) there is a positive constant c > 0 such that inequality (2) is true; 2) the set ∂D \ S has at least one interior point in the relative topology ∂D and
∥b 0 u∥ [L 2 (∂D\S)] k c 1 ∥u∥ [L 2 (∂D\S)] k for all u ∈ H 1 (∂D, S);(9)
3) the set S contains a not empty, open (in the relative topology of ∂D) subset.
Proof. Suppose, that condition 1) is fulfilled. Then
here positive constants c,c are independent of u. But this means that for all
so, the statement of theorem is true, if condition 1). Let the 2) be fulfilled. We suggest, that for any natural number m there is a such
is true. Consider the bounded sequence
We can extract a weakly convergent subse- 
Since the weak and strong limits are coincided (when both exist), then Av 0 = 0 in D and v 0 = 0 on S. More other the condition of uniqueness in the small implies that v 0 ≡ 0. So it means, that
For conditions 3) the proof is similar.
In particular, under the hypothesis of Lemma 2.2 the Hermitian form (·, ·) + is coercive, and the embedding (6) is compact.
Lemma 2.3. Under the assumption S = ∂D, the following embeddings are continuous:
In particular, the Hermitian form (·, ·) + is coercive and the embedding (6) is compact.
Proof. The statement is well known (see, for example, [4] ).
The embedding theorem for non-coercive forms
Now we obtain an embedding theorem for the space H + (D) under weaker assumptions than in the Lemmata 2.2, 2.3. 
with a constant m > 0 is independent of the function u.
Proof. The statement 1) follows immediately from the definition of the norm ∥ · ∥ + . Let ∂X ∈ C ∞ . This assumption does not bear loss of generality, although for most of the set goals it will be enough to ∂X was a Lipschitz surface. Since the operator A * A is strongly elliptic, then the classical Gårding inequality and the condition of uniqueness in the small mean, that there exists the Green function G of Dirichlet Problem (see, for example, [2, 11] 
In particular, form (12) induces a generalized setting of the Dirichlet Problem for the operator A * A в X. Thus, there is a bounded linear operator 
k for all 0 s < 1/2 (see, for example, [6, § 12] ). In particular, if ∂X is C 2 -smooth, then the mappings
are also continuous. Let ν A be so-called a co-normal derivative to ∂X with respect to the operator A:
here ν(x) = (ν 1 (x), . . . , ν n (x)) is unit outward normal to ∂X at the point x ∈ ∂X. If X is a domain with Lipschitz boundary, then the normal ν(x) exists almost everywhere on ∂X.
Lemma 3.1. Let X be a domain with Lipschitz boundary. If
Proof. The proof of this statement is similar to the proof of the corresponding statement for weighted Sobolev spaces in [10, Lemma 7.7] .
We continue the proof of the theorem. Let e + will be an operator of extension by zero of the domain D on X and by r + we denote an operator of restriction from the set X to domain D.
If (11) is not valid, then according to the condition of the theorem, it follows, that a 0 c 1 I in D with some constant c 1 > 0, and hence
Since the coefficients of the matrix A i (x) are continuous up to the boundary of the domain D, from Green's formula the next follows
Green's operator of the Dirichlet Problem for the operator A * A in D. Properties of the operator G D are similar to the properties of the operator G discussed above for the domain X. In a similar way we introduce the operator Poisson P D .
Combining the formulas (13), (15) we get the following
On the other hand, it follows from the Gårding inequality that for all
Using (13), (16) and (17) 
where the sequence
here P D u is the integral of Poisson of the trace of the function
. Hence this theorem depends of the behavior of the element u P = P D u.
Since the coefficients of A i are smooth in a neighborhood of D, we can assume without loss of generality that X is a region with smooth boundary. In this way, if A * Au ∈ [L 2 (X)] k and u = 0 on ∂X, then the element u belongs to the [H 2 (X)] k . Therefore, from a priori estimates, it follows that G generates a bounded operator
where operators r + and e + are defined above.
Since the element U vanishes in X \ D, it is natural to denote it by e + u. On this way we define a linear operator e
The support of the distribution e + u belongs to the D. Therefore, using the continuity of pseudo-differential operators on the compact closed manifolds, we conclude that r + Ge + extends to a linear bounded operator
Hence the operators
are also bounded by the Trace Theorem for Sobolev spaces in Lipschitz domains. Note that when ϵ = 0 the statement becomes invalid, as the elements of space
From (15) and the continuity property (20) it follows that
k . Now we claim that the norm ∥·∥ p is not weaker, than the norm 
k , where the last inequality follows from (20). Here c denotes a constant, which independents of u and v.
It follows from the generalized Cauchy inequality that
for all z, ζ ∈ C n . The application (24) leads us to the following:
with a constant c independent on u and v.
Using (22), (23) and (25) we conclude that there are positive constants c and C such that For the case where the operator A * A is scalar, this theorem is similar to [10, Theorem 7.4 ]. In the work [14] a special case corresponding to the factorization A * A for Lamé system of linear elasticity theory was considered. Actually the present proof follows the same general scheme, taking into the account the matrix nature of A * A. 
]).
The operator ν A for this case is responsible not for the stress/viscosity on the boundary but for a more large class of interactions with ∂D. Interpreting the Lamé system as a linearization of the stationary version of the Navier-Stokes' type equations for compressible fluids, we see that the operator (ν A + b 0 ) reflects rather the vorticity and the source density on conormal directions to ∂D \ S. This means that the operator ν A is more fit to study problems related to models with the turbulent flows than some others operators (see [14, Example 4.5] ). This is useful when we consider the boundary value problems for the Lamé operator with boundary-type operator (ν A + b 0 ). Then it is natural that the class of the possible solutions to these problem extends to H + (D) due to the loss of the regularity of solutions near ∂D \ S (for more details see [14] ). 
The formal adjoint∂ * of∂ is the (2 × 2)-matrix is conjugated to (26) 
We will show that the series u ε converges in the space H + (D) and will find its norm. To the end, we recall that 
