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1 Introdution
This paper deals with modern likelihood theory in order to better distinguish between
healthy and diseased populations.
Reeiver operating harateristi (ROC) urves are one of the main tools for
medial deision-making [1℄ and they are mostly used to assess the eetiveness of
ontinuous diagnosti markers in distinguishing between diseased and non-diseased
individuals. A ROC urve an be obtained from the response values of a diagnosti
test based on a ontinuous diagnosti marker, and thus it provides a global measure
of the auray of the test [2℄.
A diagnosti test based on a ontinuous diagnosti marker provides usually a
response about the linial status of subjets, identifying them as diseased (test
positive) or non-diseased (test negative) patients. In order to provide suh a positive
or negative answer, the diagnosti test requires that a ertain ut-o point is hosen.
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The sensitivity and speiity assoiated with a given ut-o are dened as the
probabilities of the test of orretly lassifying subjets as diseased and non-diseased,
respetively. Sensitivity and speiity vary when dierent hoies of ut-o points
are made over the ontinuous sale of the diagnosti harateristi. The ROC urve
is obtained by plotting sensitivity versus 1-speiity for all possible values of the
ut-o point.
ROC urves an be obtained under the assumption that the measurements of
the diagnosti marker on the diseased and non-diseased subjets are distributed
as two random variables X1 and X2, respetively. The area under the ROC urve
(AUC) is the most popular summary measure of diagnosti auray of a ontinuous-
sale test, or equivalently, of the diagnosti eetiveness of a ontinuous diagnosti
marker. Its advantage onsists of providing a single index that summarizes the overall
performane of a diagnosti test or ontinuous marker, other than an entire urve.
Values of the AUC lose to 1 indiate very high diagnosti auray, while very low
auray orresponds to values lose to 0.5. Bamber [3℄ showed that the AUC is
equal to
A = P (X1 < X2) , (1)
whih an be interpreted as the probability that, in a randomly seleted pair of
diseased and non-diseased subjets, the diagnosti test value is higher for the diseased
patient. In more general ontexts, the AUC is also used as a measure of dierene
between distributions [4℄.
Quantity A appears in many statistial problems regardless the onnetion to
diagnosti tests and markers. The area A was initially studied for eletroni signal
detetion [5℄, and later on it has been used in a broad range of applied ontexts suh
as radiology, reliability and inspetion systems, earthquake resistane. In reliability,
1 is alled the stress-strength model and measures the reliability of a omponent in
an engineering system, that is the probability that the strength (X2) of a omponent
exeeds a ertain applied stress (X1), and thus the omponent is working without
a failure. In mediine, a further example of appliation of A is given by treatment
omparisons, where (1) measures the treatment eetiveness by dening X1 and X2
as the responses for a ontrol group and a treatment group, respetively.
ROC urves and the AUC have been studied under both parametri and non-
parametri assumptions. There is a substantial literature on statistial inferene for
A under various parametri assumptions for X1 and X2; see [6℄ and [7℄ for a om-
prehensive treatment of stress-strength models and ROC approahes. Parametri
inferene has been broadly handled by likelihood based proedures [8, 9℄, theory of
unbiased estimation or under a Bayesian perspetive [6℄. Furthermore, some on-
tributions addressing inferene about A have been also provided in semiparametri
settings [10℄. In the nonparametri setting, the literature ranges from the pioneering
works of Mann and Whitney [11℄ to more reent papers suh as Qin and Zhou [12℄.
Reently, a speial attention has been devoted to interval estimation of A [13℄ and
the papers by Qin and Hotilova [14℄ and by Obuhowski and Lieber [15℄ provide
an exhaustive omparison of nonparametri intervals for the AUC. Regardless of
the parametri and nonparametri assumptions, ondene interval estimation for
the AUC is usually based on the normal approximation to the distribution of the
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estimators. Nevertheless, the existing asymptoti methods for the AUC do not have
good overage auray in all situations, e.g. for all values of the AUC and for
both small and large sample sizes. In the nonparametri ontext, the reent work
by Newombe [16℄ developed asymptoti methods that have a good performane
irrespetive of sample size and the order of magnitude of the AUC, and Zhou [17℄
proposed asymptoti expansions in order to improve the estimation auray and
have good nite-sample overage.
The urrent paper deals with a similar problem in the parametri ontext and
it addresses the problem of inaurate parametri inferene in ase of small sample
size. Classial likelihood based proedures for inferene on A are available, but it is
well-known that they an be inaurate when the sample size is small, in partiular in
presene of many unknown parameters [?℄. To overome this drawbak, in this paper
we disuss and apply higher-order likelihood based proedures (see, e.g., [18℄ and [19℄,
and referenes therein) to obtain aurate point estimators and ondene intervals
for A. In partiular, we fous on the modied direted likelihood, also alled modied
signed log-likelihood ratio, whih is a higher-order pivotal quantity that an be easily
omputed in pratie when the parameter of interest is A. The auray of the
proposed methodology is illustrated by numerial studies. Two appliations to real-
life data with small sample sizes, about abdominal aorta Aneurysm measurements
and ALCL lymphoma, are illustrated in order to desribe the pratial use of the
proposed methods.
The paper is organized as follows. Setion 2 gives a short review on interval and
point estimation based on rst-order likelihood proedures, in partiular the Wald
and signed log-likelihood ratio statistis. The higher-order tehnique used to obtain
aurate ondene intervals and point estimators in the ontext of the AUC model
is disussed in Setion 3. In Setion 4 the proposed method is presented for two
examples (exponential and normal models) and simulations studies that ompare
lassial and higher-order likelihood-based proedures are illustrated. Setion 5 dis-
usses two appliations to real-life data. Finally, some nal remarks are pointed out
in Setion 6.
2 First-order likelihood inferene
It is well-known that the likelihood funtion plays a entral role in both statistial
theory and pratie. In this setion, we provide a brief overview of some basi well-
known approximations for likelihood inferene, alled rstorder asymptotis, with
appliation to the AUC given in (1), whih represents the parameter of interest.
Let us onsider a random sample y = (y1, . . . , yn) of size n drawn from a ran-
dom variable Y whose probability density funtion p(y; θ) depends on an unknown
parameter θ ∈ Θ ⊆ IRd, d > 1. Let ℓ(θ) = ℓ(θ; y) = ∑ni=1 log p(yi; θ) denote
the log-likelihood funtion for θ, θˆ the maximum likelihood estimator (MLE), and
j(θ) = −ℓθθ(θ) = −∂2ℓ(θ)/(∂θ∂θT ) the observed information. Under broad on-
ditions, θˆ may be found by solving the sore equation ℓθ(θˆ) = 0 and its asymp-
toti variane is approximated using the inverse of the observed information matrix
j(θ). When we distinguish between quantities of primary interest and others not
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of diret onern, the d-dimensional parameter θ an be expressed as θ = (ψ, λ),
where ψ = ψ(θ) is the salar parameter of interest and λ a (d − 1)-dimensional
nuisane parameter. This partitioning entails orresponding splits of the sore ve-
tor ℓθ(ψ, λ) into ℓψ(ψ, λ) and ℓλ(ψ, λ), and of the observed information j(ψ, λ) into
the sub-matries jψψ(ψ, λ), jψλ(ψ, λ), jλψ(ψ, λ) and jλλ(ψ, λ). In this setting, it is
well-known that, by the invariane property, the MLE of ψ is ψˆ = ψ(θˆ).
General likelihood inferene for ψ is typially based on prole proedures, whih
require to eliminate the nuisane parameter λ by replaing it by the onstrained MLE
λˆψ obtained by maximizing ℓ(ψ, λ) with respet to λ for xed ψ. Then inferene
about ψ may be performed using the prole log-likelihood ℓp(ψ) = ℓ(ψ, λˆψ). The
orresponding observed information, jp(ψ) = −∂2ℓp(ψ)/∂ψ2, an be expressed in
terms of the full observed information through the identity
jp(ψ) = jψψ(θˆψ)− jψλ(θˆψ) j−1λλ (θˆψ) jλψ(θˆψ) , (2)
where θˆψ = (ψ, λˆψ).
To a rst order of approximation, inferene on the salar parameter of interest ψ
may be based on the Wald statisti
wp = wp(ψ) = jp(ψˆ)
1/2(ψˆ − ψ) , (3)
or on the signed log-likelihood ratio statisti (or direted likelihood)
rp = rp(ψ) = sign(ψˆ − ψ)
(
2(ℓp(ψˆ)− ℓp(ψ))
)1/2
, (4)
whih have standard normal distributions up to the order O(n−1/2). Hene, a 100(1−
α)% approximate ondene interval for ψ based on the Wald statisti is in pratie
omputed as
(ψˆ − z1−α/2 jp(ψˆ)−1/2, ψˆ + z1−α/2 jp(ψˆ)−1/2) ,
where zα is the α−quantile of the standard normal distribution. Alternatively, a
100(1 − α)% ondene interval for ψ based on rp is {ψ : |rp(ψ)| ≤ z1−α/2}, and
typially a numerial solution is required. In pratie, the Wald statisti based
interval is often preferred beause of the simpliity in alulations. However, it
is well-known that in general Wald proedures have poor behaviour even for large
samples and are less aurate than those based on the direted likelihood [18℄.
All the former results about standard likelihood proedures an be easily applied
when the fous of sienti inquiry ψ is the parameter A of the area under the ROC
urve. Let X1 and X2 be independent random variables with umulative distribution
funtions FX1(x; θ1) and FX2(x; θ2), respetively, with θ1 ∈ Θ1 ⊆ IRd1 and θ2 ∈ Θ2 ⊆
IRd2 , d = d1 + d2. The equality A = P (X1 < X2) relates the AUC to the probability
that the marker measurement X2 on a diseased subjet is stohastially larger than
the marker measurement X1 on a non-diseased subjet. Therefore, the area A an
be evaluated as a funtion of the entire parameter θ = (θ1, θ2), through the relation
A = A(θ) =
∫
FX1(t; θ1) dFX2(t; θ2) . (5)
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Theoretial expressions for A are available under several distributional assumptions
both for X1 and X2 [6℄. For parametri inferene about A based on the ran-
dom sample x1 = (x11, . . . , x1n1) of size n1 from X1 and on the random sample
x2 = (x21, . . . , x2n2) of size n2 from X2, the most popular inferential proedures are
those based on the prole likelihood funtion, due to their exibility and general-
ity. In partiular, if θˆ = (θˆ1, θˆ2) is the MLE of θ = (θ1, θ2), then the MLE of A is
given by Aˆ = A(θˆ) due to the invariane property. Thus, if the statistial model
is reparameterized so that ψ = A(θ) = A(θ1, θ2) is the salar parameter of interest
and λ = λ(θ) = λ(θ1, θ2) the (d − 1)-dimensional nuisane parameter, rstorder
ondene intervals for A may be based on (3) or (4). We refer the reader to Kotz
et al. [6℄ for several examples on rstorder inferene on A studied under dierent
assumptions on the distributions of X1 and X2.
When the sample size is relatively small, the rstorder approximations are often
inaurate and an give poor results, espeially if the dimension of the nuisane
parameter λ is high with respet to n or, for the ROC model, when A is lose to
one, that is A is nearly on the boundary of the parameter spae ([20℄). In these
situations, it may be useful to resort to modern likelihood theory.
3 Higher-order likelihood asymptotis
The theory of higherorder asymptoti analysis provides more preise inferenes than
the standard theory (see, e.g., [21℄, [22℄, [18℄ and [19℄). There are two aspets of the
improvement on lassial likelihood-based inferene about the salar parameter of
interest ψ based on the direted likelihood rp. A rst adjustment redues the eets
due to the estimation of nuisane parameters, and a seond adjustment improves
approximations when the sample size is small. In this setion, we disuss a modied
version of the direted likelihood (4) whih is more aurate in ases of small sample
size, having standard normal distribution up to O(n−3/2), ompared with O(n−1/2)
for standard asymptotis. One intriguing feature of the higher-order methods dis-
ussed here is that relatively simple and simple likelihood quantities play a entral
role.
Assume that a is an anillary statisti, either exatly or at least to an approximate
order of approximation, suh that ℓ(θ) = ℓ(θ; y) = ℓ(θ; θˆ, a). The modied direted
likelihood for ψ (see, e.g.,[18℄, Chap. 7) is given by
r∗p = r
∗
p(ψ) = rp +
1
rp
log
q
rp
, (6)
where
q = q(ψ) =
∣∣∣ℓ;ψˆ(θˆ)− ℓ;ψˆ(θˆψ)− ℓλ;ψˆ(θˆψ)ℓλ;λˆ(θˆψ)−1 (ℓ;λˆ(θˆ)− ℓ;λˆ(θˆψ))
∣∣∣ |ℓλ;λˆ(θˆψ)|
(|j(θˆ)||jλλ(θˆψ)|)1/2
.
In the denition of q, the quantities appearing in the numerator are omputed using
the sample derivatives ℓ;ψˆ = ∂ℓ(θ)/∂ψˆ, ℓ;λˆ = ∂ℓ(θ)/∂λˆ, ℓλ;ψˆ = ∂
2ℓ(θ)/(∂λ∂ψˆ) and
ℓλ;λˆ = ∂
2ℓ(θ)/(∂λ∂λˆT ). The modied direted likelihood r∗p is a higher-order pivotal
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quantity with null standard normal distribution to order O(n−3/2), onditionally
on an appropriate anillary a and hene also unonditionally at the same order.
Moreover, it satises the requirement of parameterisation equivariane.
A ondene interval for ψ with approximate level (1 − α) based on r∗p is given
by (ψ∗1 , ψ
∗
2), with ψ
∗
1 and ψ
∗
2 solutions in ψ of the equations r
∗
p(ψ) = z1−α/2 and
r∗p(ψ) = zα/2, respetively. Hene, a 100(1− α)% ondene interval for ψ based on
r∗p is
{
ψ : |r∗p(ψ)| ≤ z1−α/2
}
.
The modied direted likelihood r∗p an also be used to derive a point estimator
for ψ that improves the small sample properties of ψˆ, respeting the requirement
of parameterisation equivariane. As the MLE ψˆ an be seen as the solution of an
estimating equation based on rp, also the modied direted likelihood r
∗
p an be used
to dene an estimating equation, following Pae and Salvan [23℄ and Giummolé and
Ventura [24℄. More preisely, the modied direted likelihood (6) gives rise to a
simple estimating equation of the form
r∗p(ψ) = 0 . (7)
A numerial proedure is usually required in order to solve (7). The existene and
uniqueness of the solution, denoted by ψˆ∗, is asymptotially guaranteed, at least in
a neighborhood of ψˆ. The estimator ψˆ∗ is a renement of ψˆ, with the estimating
equation (7) giving impliitly a higher-order orretion to the MLE. In view of the
properties of r∗p, the estimating equation (7) is mean unbiased as well as median
unbiased at the third-order of auray. The median unbiasedness property also holds
for the orresponding estimator ψˆ∗, under the ondition that the estimating equation
is a monotone funtion of the parameter of interest. Moreover, sine r∗p is invariant
under interest respeting reparameterisations, ψˆ∗ is an equivariant estimator of ψ.
Several numerial investigations [23, 24℄ show that the estimators based on r∗p improve
on the MLE.
The proposed higherorder proedures for inferene about the AUC parameter
A an be summarized into the following steps:
1. alulation of the AUC A = A(θ) as a funtion of θ, with θ = (θ1, θ2);
2. alulation of the likelihood ℓ(ψ, λ) with ψ = A and λ nuisane parameter;
3. omputation of r∗p(ψ) for a range of values around the MLE;
4. interpolation of the points r∗p(ψ) by a smoothing method;
5. invert the interpolating funtion and nd the orresponding values in z1−α/2
and zα/2 to obtain a 100(1 − α)% ondene interval (ψ∗1 , ψ∗2) as solution to
the equations r∗p(ψ) = z1−α/2 and r
∗
p(ψ) = zα/2, respetively, or
6. invert the interpolating funtion and nd the orresponding values in 0 to
obtain a point estimate ψˆ∗ as solution to r∗p(ψ) = 0.
It is important to note that the proposed proedures an be easily implemented
in pratie for many ommonly used statistial models using modern statistial en-
vironments, suh as R (http://www.r-projet.org/). An illustration of how steps
46 an be implemented with R is given in Appendix B.
Setion 4 Examples and simulation studies 7
4 Examples and simulation studies
In this setion the onstrution of ondene intervals and point estimators for A
based on the modied direted likelihood r∗p is illustrated for two examples. The rst
example is about the simple situation where both the measurements of the marker
on non-diseased and diseased patients, X1 and X2, are exponentially distributed,
whereas in the seond example they are supposed to be independent gaussian vari-
ables. Both these statistial models are members of the exponential family and in
this ase the r∗p statisti is simple to ompute sine ℓ(θ;x1, x2) = ℓ(θ; θˆ). This means
that the MLE θˆ is the suient statisti based on the sample and the likelihood an
be written as a funtion of θˆ only.
For both the examples numerial studies are onsidered to investigate the per-
formane of r∗p for the onstrution of both ondene intervals and point estimators
for A.
The urrent setion is supplemented by Appendix A, where the main formulas are
reported, and Appendix B, where a pakage of funtions written with the R software
is illustrated. The R pakage is available online at the webpage http://homes.stat.
unipd.it/gortese and an be used for the analyses of the AUC and ROC urves
under a parametri setting. Continuous diagnosti markers an be assumed to be
exponentially or normally distributed with either equal or dierent varianes. Note
that in the following, for the sake of simpliity, the seond example onerns the ase
where Gaussian models have equal varianes. Analyses of more general examples
with unequal varianes an also be performed by using the R funtions given in
Appendix B.
4.1 Exponential distribution
Assume that X1 and X2 are independent and distributed as exponential random
variables with parameters α and β, respetively, i.e. X1 ∼ Exp(α) and X2 ∼
Exp(β). Let x1 = (x11, . . . , x1n1) be a random sample of size n1 from X1 and
x2 = (x21, . . . , x2n2) a random sample of size n2 from X2. Moreover, it is assumed
that the ratio of the sample sizes n1/n2 onverges to some nite positive onstant
as n1 and n2 diverge. Under these assumptions, the probability A representing the
AUC an be written as
A = A(θ) =
E(X1)
E(X1) + E(X2)
=
α
α+ β
, (8)
with θ = (α, β).
For rstorder and higherorder likelihood inferene on A, it is onvenient to
reparameterize the loglikelihood funtion ℓ(θ) so that θ = (ψ, λ), where ψ = α/(α+
β) = A is the salar parameter of interest and λ = α + β is the salar nuisane
parameter. In this situation, standard likelihood based inferene proedures for the
parameter A are easy to perform [6℄. For example, for the invariane property, the
MLEs for ψ and λ are ψˆ = αˆ/(βˆ + αˆ) and λˆ = αˆ + βˆ, respetively, with the MLEs
of α and β given by αˆ = n1/
∑
x1i and βˆ = n2/
∑
x2i, respetively.
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Firstorder inferene about the parameter of interest ψ may be based on the
Wald statisti
wp = (ψˆ − ψ)
√
n1n2/
(
nψˆ2(1− ψˆ)2
)
,
or on the direted likelihood rp given in (4) with
ℓp(ψ) = n log λˆψ + n1 logψ + n2 log(1− ψ) , (9)
where n = n1 + n2 and λˆψ = nλˆ/
(
n1ψ
ψˆ
+ n2(1−ψ)
(1−ψˆ)
)
.
For higherorder inferene, the modied direted likelihood r∗p an be omputed.
Under the exponential model, omputation of r∗p an follow the formula given in (6)
whih requires omputation of the adjustment term q. Straightforward alulations
lead to
q =
(
n1(1− ψˆ)− n2ψˆ + nn2ψˆ
2(1− ψ)− n1ψ(1 − ψˆ)2
n1ψ(1− ψˆ) + n2ψˆ(1− ψ)
)√
n
n1n2
. (10)
The statistial auray of the modied direted likelihood r∗p under the expo-
nential model is illustrated through a simulation study, based on 5000 Monte Carlo
trials. The performane of r∗p is ompared with the lassial proedures, i.e. the di-
reted likelihood rp and the Wald statisti wp. The numerial study was arried out
by xing the parameter α and determining β so that A = ψ = α/(α + β) = 0.5, for
dierent ombinations of sample sizes (n1, n2). The simulation study was repeated
for ψ = 0.8 and ψ = 0.95. Table 1 reports empirial overages for the equitailed
ondene intervals for A with nominal levels 90% and 95%. These intervals were
obtained, for wp and rp, on the basis of the normal approximation to their distribu-
tion as mentioned in Setion 2, and for r∗p, by using the step proedure desribed in
Setion 3.
For the example of independently exponentially distributed X1 and X2, results
in Table 1 show that ondene intervals based on r∗p and rp have a onsiderable
improvement in the two-sided overage auray as ompared to ondene intervals
based on the Wald statisti wp. Moreover, in all ases there is evidene of a strong
asymmetry in the ondene intervals for ψ based on the Wald statisti, due to
dierent non-overage probabilities for the left and right tails, in ontrast to the
equitailed results based on r∗p. Furthermore, the results in Table 1 tell that, in this
example, ondene intervals derived from rp and r
∗
p have mean overage very lose
to the nominal value, but r∗p is more aurate than rp in partiular when the sample
sizes n1 and n2 are small and in the overage probabilities for the left and right tails.
4.2 Gaussian distribution
Let us assume that X1 and X2 are independent Gaussian random variables, with
equal varianes, that is X1 ∼ N(µ1, σ2) and X2 ∼ N(µ2, σ2). This is a typial
setting ommonly used in the literature on ROC urves, two samples omparisons
and stress-strength models.
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ψ = 0.5 ψ = 0.8 ψ = 0.95
(α = β = 1) (α = 1, β = 0.25) (α = 1, β = 0.05)
(n1, n2) statisti 90% 95% 90% 95% 90% 95%
(3,3) wp 0.792 0.842 0.807 0.857 0.839 0.865
(0.099,0.109) (0.077,0.081) (0.150,0.043) (0.116,0.026) (0.156,0.005) (0.133,0.003)
rp 0.885 0.937 0.886 0.936 0.881 0.939
(0.063,0.053) (0.031,0.032) (0.056,0.057) (0.031,0.033) (0.056,0.062) (0.030,0.031)
r∗
p
0.901 0.951 0.901 0.947 0.897 0.949
(0.054,0.045) (0.022,0.027) (0.050,0.049) (0.025,0.028) (0.049,0.054) (0.025,0.026)
(5,5) wp 0.829 0.874 0.848 0.893 0.864 0.896
(0.082,0.089) (0.064,0.062) (0.116,0.035) (0.089,0.018) (0.132,0.003) (0.104,0.001)
rp 0.890 0.937 0.890 0.945 0.890 0.942
(0.056,0.054) (0.031,0.032) (0.058,0.052) (0.030,0.025) (0.056,0.053) (0.030,0.028)
r∗
p
0.898 0.944 0.899 0.952 0.900 0.948
(0.052,0.050) (0.027,0.029) (0.054,0.047) (0.027,0.021) (0.051,0.049) (0.026,0.025)
(10,10) wp 0.864 0.917 0.863 0.916 0.879 0.919
(0.064,0.071) (0.042,0.040) (0.105,0.031) (0.070,0.013) (0.113,0.008) (0.081,0.001)
rp 0.894 0.946 0.893 0.945 0.893 0.947
(0.056,0.050) (0.026,0.027) (0.053,0.054) (0.026,0.029) (0.052,0.054) (0.026,0.027)
r∗ 0.899 0.950 0.898 0.949 0.901 0.951
(0.053,0.048) (0.025,0.025) (0.051,0.051) (0.024,0.027) (0.050,0.049) (0.024,0.025)
(30,30) wp 0.882 0.933 0.893 0.935 0.898 0.938
(0.059,0.059) (0.033,0.034) (0.068,0.039) (0.049,0.016) (0.083,0.020) (0.056,0.006)
rp 0.891 0.947 0.892 0.946 0.896 0.948
(0.054,0.055) (0.026,0.027) (0.063,0.045) (0.029,0.024) (0.051,0.052) (0.028,0.024)
r∗
p
0.892 0.949 0.894 0.949 0.898 0.950
(0.053,0.055) (0.025,0.027) (0.062,0.044) (0.029,0.023) (0.050,0.051) (0.027,0.024)
Table 1: Two-sided empirial overage of equitailed ondene intervals with 90%
and 95% nominal levels for A, under the exponential assumption. The values in
brakets are the non-overage probabilities on the left and right tail, expressing the
lower and upper errors, respetively.
In this situation, the entire parameter θ is given by θ = (µ1, µ2, σ
2) and the AUC
an be written as [6℄
A = A(θ) = Φ
(
µ2 − µ1√
2σ2
)
, (11)
where Φ(·) is the standard normal umulative distribution funtion. Let x1 =
(x11, . . . , x1n1) be a random sample of size n1 from X1 and x2 = (x21, . . . , x2n2)
a random sample of size n2 from X2. By the invariane property, the MLE of A is
Aˆ = A(θˆ) = Φ
(
µˆ2 − µˆ1√
2σˆ2
)
, (12)
where µˆ1 =
∑
x1i/n1, µˆ2 =
∑
x2i/n2 and σˆ
2 = (1/n)(
∑
(x1i− µˆ1)2 +
∑
(x2i− µˆ2)2)
are the MLEs of µ1, µ2 and σ
2
, respetively.
Standard rstorder inferene on A an be based on the standard normal approx-
imation to wp and rp, with loglikelihood funtion ℓ(θ) reparametrized to θ = (ψ, λ).
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The parameter of interest is ψ = A given in (11) and the nuisane parameter is set
to be λ = (λ1, λ2) = (µ1/
√
2σ2,
√
2σ2). Note that other hoies for λ are possible
and they would lead to the same results. Computation of the Wald statisti in (3)
requires that the prole observed information is obtained from the identity in (2)
(an expliit expression is given in Appendix A). The direted likelihood rp is given
by (4) with
ℓp(ψ) = −n
(
log λ˜2 +
λˆ22
2λ˜22
)
− 1
λ˜22
[
n2
(
D(θˆψ)−D(θˆ)
)2
+ n1
(
λ˜1λ˜2 − λˆ1λˆ2
)2]
,(13)
where D(θ) = (Φ−1(ψ)λ2 + λ1λ2) and λˆψ = (λ˜1, λ˜2) is obtained by numerial proe-
dures.
For higherorder inferene, omputation of the modied direted likelihood r∗p
is straightforward, although more laborious expressions are obtained for omputing
the orretion term q (see Appendix A). For this reason, in order to help the reader
in applying the r∗p for the AUC, diret implementation of the formulas by using the
R software is provided in Appendix B.
As in the previous example (see Subsetion 4.1), the auray of r∗p is illustrated
through a simulation study, based on 5000 Monte Carlo trials. Table 2 reports empir-
ial overages for the equitailed ondene intervals for A for dierent ombinations
of sample sizes (n1, n2) and dierent values of ψ. Results in Table 2 show that r
∗
p
is more aurate than rp when the sample sizes n1 and n2 are small, in terms of
both entral overage probability and the symmetry of error rates. It is also to note
that ondene intervals based on r∗p and rp have a onsiderable improvement in the
two-sided overage auray as ompared to ondene intervals based on the Wald
statisti wp.
We used also simulation studies to evaluate the properties of the r∗p-based esti-
mator of A, ψˆ∗, in omparison with the MLE ψˆ. The two estimators are ompared
in terms of median bias and results are shown in Table 3. Estimated standard errors
of median bias are given in parentheses. It an be noted that the estimator ψˆ∗ is
preferable to the MLE in terms of the onsidered riteria, sine it is less median-
biased than the MLE, in partiular for high values of ψ and small sample sizes. In
partiular, from the table we observe that the estimator ψˆ∗ performs better for values
of ψ equal to or higher than 0.8, espeially when the sample sizes are lower or equal
to 20. The hoie of the median-bias as a omparison riteria is due to the fat that
the median unbiasedness property holds for the r∗p-based estimator, whih is more
robust under model misspeiations. For the previous example about exponential
model assumptions, simulation studies for point estimates were not reported in the
paper, sine onlusions were very similar to those given for the Gaussian model,
and ψˆ∗ and ψˆ dier only slightly in the median biases.
5 Data examples
Two real-life data examples are illustrated in the following. Both the datasets onsist
of samples with small sizes. For the rst example an exponential model is assumed,
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ψ = 0.5 ψ = 0.8 ψ = 0.95
(µ1 = µ2 = 5, σ = 1) (µ1 = 5, µ2 = 6.55, σ = 1.3) (µ1 = 5, µ2 = 8.5, σ = 1.5)
(n1, n2) statisti 90% 95% 90% 95% 90% 95%
(5,5) wp 0.781 0.833 0.735 0.790 0.663 0.685
(0.101,0.118) (0.082,0.085) (0.030,0.235) (0.016,0.194) (0.003,0.334) (0.001,0.314)
rp 0.843 0.911 0.841 0.911 0.835 0.899
(0.071,0.085) (0.045,0.044) (0.041,0.118) (0.025,0.064) (0.031,0.134) (0.018,0.083)
r∗
p
0.898 0.945 0.898 0.950 0.897 0.950
(0.047,0.056) (0.028,0.027) (0.043,0.059) (0.024,0.027) (0.050,0.053) (0.025,0.026)
(10,10) wp 0.845 0.895 0.819 0.862 0.764 0.802
(0.076,0.079) (0.056,0.049) (0.026,0.155) (0.013,0.125) (0.004,0.232) (0.001,0.197)
rp 0.877 0.933 0.880 0.930 0.870 0.932
(0.061,0.061) (0.035,0.032) (0.043,0.076) (0.024,0.047) (0.040,0.090) (0.015,0.053)
r∗
p
0.900 0.951 0.900 0.944 0.888 0.951
(0.051,0.048) (0.027,0.023) (0.053,0.047) (0.027,0.029) (0.062,0.050) (0.024,0.026)
(20,20) wp 0.863 0.922 0.859 0.909 0.812 0.922
(0.065,0.071) (0.040,0.038) (0.028,0.113) (0.011,0.080) (0.009,0.180) (0.040,0.038)
rp 0.882 0.940 0.890 0.945 0.886 0.940
(0.056,0.062) (0.030,0.030) (0.042,0.068) (0.020,0.035) (0.034,0.080) (0.030,0.030)
r∗
p
0.895 0.950 0.903 0.951 0.901 0.948
(0.050,0.056) (0.027,0.025) (0.048,0.048) (0.024,0.025) (0.049,0.050) (0.027,0.025)
(30,30) wp 0.886 0.930 0.867 0.926 0.844 0.892
(0.063,0.051) (0.035,0.035) (0.025,0.108) (0.013,0.061) (0.011,0.145) (0.003,0.105)
rp 0.893 0.941 0.892 0.944 0.886 0.945
(0.059,0.047) (0.029,0.030) (0.038,0.070) (0.022,0.034) (0.042,0.071) (0.020,0.034)
r∗
p
0.900 0.947 0.899 0.951 0.89 0.950
(0.055,0.044) (0.025,0.027) (0.044,0.057) (0.024,0.024) (0.055,0.055) (0.025,0.026)
Table 2: Two-sided empirial overage of equitailed ondene intervals with 90%
and 95% nominal levels for A, under the normal assumption. The values in brakets
are the non-overage probabilities on the left and right tail, expressing the lower and
upper errors, respetively.
(n1, n2) estimator ψ = 0.5 ψ = 0.8 ψ = 0.95
BI BI BI
(5,5) ψˆ 0.0003 (0.194) 0.035 (0.138) 0.022 (0.042)
ψˆ∗ -0.0003 (0.186) 0.003 (0.134) 0.001 (0.046)
(10,10) ψˆ -0.005 (0.134) 0.015 (0.100) 0.012 (0.042)
ψˆ∗ -0.005 (0.131) -0.001 (0.098) 0.002 (0.046)
(20,20) ψˆ 0.007 (0.096) 0.013 (0.066) 0.005 (0.029)
ψˆ∗ 0.006 (0.094) 0.005 (0.065) 0.0001 (0.031)
(30,30) ψˆ 0.005 (0.072) 0.006 (0.055) 0.003 (0.024)
ψˆ∗ 0.005 (0.071) 0.001 (0.055) 0.0001 (0.025)
Table 3: Empirial median biases (BI) and estimated standard errors (in parentheses)
of the r∗p-based estimator, ψˆ
∗
, and the MLE ψˆ for the AUC parameter A, under the
Gaussian model.
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while the seond example is studied under the assumption of normally distributed
variables.
5.1 ALCL lymphoma
The dataset about ALCL lymphoma is part of a retrospetive study on the anaplasti
large ell lymphoma arried out by the Clini of Pediatri Hematology Onology,
University of Padova, Italy. The anaplasti large ell lymphoma is a rare aner
disease whih aets both hildren and adults. The aim of the study was to assess the
role of the Hsp70 protein in assoiation with the ALCL lymphoma. Diseased patients
seem to have higher Hsp70 levels than healthy subjets. It is known that Hsp70 an
indue the development of pathologial states suh as onogenesis ([25℄). Moreover,
exessive Hsp70 protein levels in diseased patients seem to limit the eay of the
hemotherapy treatment. Thus, Hsp70 protein levels an be studied as a biomarker
for deteting early ALCL lymphoma and therefore, its eetiveness in diagnosing
the disease was evaluated by the AUC approah. The interest was also to interpret
the AUC as the probability that the Hsp70 protein level is higher in ALCL aner
patients than in healthy individuals.
The data onsist of a small sample: 10 patients with ALCL lymphoma in the
group of 'ases' and 4 healthy subjets in the group of 'ontrols'. Hsp70 protein level
was reorded on a ontinuous sale for eah individual. Two independent exponential
random variables, X1 ∼ exp(α) and X2 ∼ exp(α), were assumed for the protein
level in aner patients and in non-diseased subjets, respetively. Results from
a Kolmogorov-Smirnov nonparametri test supported the hoie of an exponential
model assumption for these data (p = 0.865 and p = 0.846), although this onlusion
may be instable due to the onsidered small sample sizes.
The two protein level samples result to have both dierent means (equal to 0.23
and 1.44 in the ontrols and ases, respetively) and varianes, as observed in Figure
1 (a). Therefore, under the exponential model, the MLE for the exponential parame-
ters, αˆ = 4.25 and βˆ = 0.70, are substantially dierent in the two samples, suggesting
thus a high value of the AUC. Condene intervals (CI) for the AUC based on the
Wald, rp and r
∗
p statistis are reported in Table 4 together with the MLE and the r
∗
p-
based point estimate for the AUC. These values have been obtained by applying the
theory desribed in Subsetion 4.1, and thus by inverting the interpolating funtions
rp and r
∗
p shown in Figure 1 (b). Horizontal and vertial lines in the plot identify
the interpolation points on the urves and the orresponding ψ values for the CIs
and point estimates, as explained in the step proedure in Setion 3. Table 4 reports
that the estimated probability that a aner patient has higher Hsp70 protein level
than a healthy patient is about 0.85. This value may also suggest a suiently high
eetiveness of the protein level in early deteting ALCL patients. Results about
CIs in Table 4 do not dier substantially, as point estimates neither. Nevertheless,
it is possible to note that the upper bound of the Wald CI (0.89) is lower than the
rp- and r
∗
p-based CIs (0.95). Moreover r
∗
p-based CI seems to be more protetive in
estimating the auray of the protein level biomarker, sine its lower bound (0.60)
is further below the lower bound of the rp-based CI (0.62) (see Table 4).
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Figure 1: Panel (a): Boxplot of Hsp70 protein levels in ases and ontrols subjets.
Panel (b): Plot of rp (thik solid line) and r
∗
p (thik dashed line) statistis for a
range of values of the parameter ψ. The upper and lower horizontal lines are drawn
to show the dierene in ondene intervals based on the two statistis, while the
entral horizontal line identies point estimates of the AUC.
ALCL lymphoma Abdominal aorti aneurysm
Condene intervals
Wald (0.719, 0.999) (0.897, 0.994)
rp (0.626, 0.948) (0.794, 0.992)
r∗
p
(0.605, 0.947) (0.764, 0.989)
Point estimates
MLE 0.859 0.950
r∗
p
0.853 0.933
Table 4: Point estimates and 95% ondene intervals for the AUC in the real data
examples on ALCL lymphoma and abdominal aorti aneurysm.
5.2 Abdominal aorti aneurysm
The abdominal aorti aneurysm is a loalized blood-lled dilation of the abdominal
aorta. Aurate measurements of the diameter of the aneurysm are essential for
sreening and in assessing the seriousness of the disease. Surgial intervention is
planned when the aneurysm diameter exeeds a ertain threshold, often xed at 5
m, sine it is known that the risk of aneurysm rupture inreases as the size beomes
larger, ausing death. For deision making about interventions, it is thus important
that the available measurements instruments are very aurate and provide the atual
diameter values.
14 Giuliana Cortese, Laura Ventura
The aneurysm study onsidered two groups of patients who have been lassied
with low (L) and high (H) rupture risk, that is with small and large aneurysm di-
ameter, by using a gold standard measurement instrument (omputed tomography).
The dataset onsists of measurements of the diameter aneurysm on the two groups
of patients obtained by a newer instrument based on ultrasounds (US). The aim
of the study was to evaluate the diagnosti auray of this latter instrument in
disriminating between patients with low and high rupture risk.
Two samples of US measurements with small sizes n1 = n2 = 10 were obtained
from the L and H groups. It was assumed that US measurements were distributed in
the two groups as normal variables with dierent means and equal varianes. This
last hypothesis was supported by the boxplots in Figure 2 (a) showing a similar
variability for the two samples, and veried by the F-test (p = 0.641).
In this example, ondene intervals (CI) and point estimates for the AUC based
on the Wald, rp and r
∗
p statistis were found by applying the theory in Subsetion
4.2, and omputed from the step proedure desribed in Setion 3. Estimates are
represented graphially in Figure 2 (b), where the interpolating funtions rp and r
∗
p
are inverted analogously to the previous example about ALCL data.
The MLEs of the parameters of the Gaussian distributions were µˆ1 = 4, µˆ2 = 6
and σˆ2 = 0.78. The MLE of A (ψˆ = 0.95) was higher than the r∗p-based estimate
(ψˆ∗ = 0.93). The Wald CI was also found to dier from the rp- and r
∗
p-based CIs
substantially, espeially in the lower bounds. The rp- and r
∗
p-based CIs were found
to be similar, although the r∗p-based CI is slightly shifted to the left. In summary, in
this example the use of the r∗p statisti seems to yield more protetive results about
the auray of US measurements with respets to the other lassial proedures.
L group H group
4
5
6
7
8
9
(a)
ψ
r p
(ψ
)   
a
n
d 
 
 
r p
*
(ψ
)
−
1.
96
0.
00
1.
00
1.
96
0.70 0.80 0.90 1.00
(b)
Figure 2: Panel (a): Boxplot of the sample distributions of L and H groups. Panel
(b): Plot of rp (thik solid line) and r
∗
p (thik dashed line) for a range of values of the
parameter ψ. Horizontal lines are drawn to identify ondene intervals and point
estimates of the AUC based on the two statistis.
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Figure 3: Area under the estimated ROC urves orresponding to the MLEs (solid
line) and to the r∗p-based estimates (dashed line).
Given the MLEs for the parameters of the two Gaussian distribution of X1 and
X2, it is possible to draw the orresponding estimated ROC urve. This is possible
sine speiity and sensitivity are evaluated as P (X1 < t) and P (X2 > t), respe-
tively, and thus they an be estimated as FX1(t; µˆ1, σˆ
2) and (1 − FX2(t; µˆ2, σˆ2)),
respetively, for eah ut-o point t. The resulting urve, represented in Figure 3
with a solid line, suggests values of sensitivity nearly equal to 1 in orrespondene
of desired high values of speiity, although presene of high variability is to be a-
ounted. In our example, this fat means that the US instrument is highly aurate
and has very low error rates.
The ROC urve an also be estimated by means of the r∗p statisti. Estimates
of the original parameters (µ1, µ2, σ
2) were obtained from the onstrained estimate
λˆψˆ∗ , given in (13), omputed for ψ = ψˆ
∗
. The resulting estimates θˆ∗ = (µˆ∗1, µˆ
∗
2, (σˆ
2)∗)
were then used to evaluate sensitivity and speiity via the umulative distribution
funtions as done before with the MLEs. The resulting ROC urve is shown in Figure
3 with a dashed line. By omparing the r∗p-based ROC urve with the ROC urve
estimated from the MLEs, a non-negligible disrepany is noted. From the upper
urve based on MLEs a slight overestimation of sensitivity values is observed for
xed speiities, when ompared with the more aurate ROC estimate based on
r∗p.
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6 Disussion
The proposal disussed in this paper is entered on general distributional assumptions
on both X1 and X2. Two examples have been presented in the ontext of exponential
and gaussian model assumptions, and we pointed out, in ase of small sample sizes,
the improved auray of ondene intervals for the AUC when they are based on
the modied direted likelihood r∗p. The simple statisti rp, as ompared with the
lassial Wald statisti, yields also to more aurate inferential results both for small
and large sample sizes. Our onlusions are in agreement with the simulation results
given by Jiang and Wong [26℄.
The method we propose in this paper an be extended to more omplex models.
In partiular, expression (6) requires determination of the sample spae derivatives
ℓ;θˆ, whih may be diult sine it is neessary to write expliitly the anillary statisti
a of the model. [GIVE SOME EXAMPLES℄. In ases where a is not expliitly
available (see examples disussed in [24℄), there exist alternative versions of the
modied direted likelihood whih to some extent share several properties of (6). In
partiular, an approximation to r∗p may be derived by replaing the various sample
spae derivatives with suitable approximations based on ovarianes of the sore
funtion and the loglikelihood and by their derivatives [27, 18℄.
The problem presented in the urrent paper might be extended to inlude linear
regression models by assuming that the mean of X1 and X2 depend on some ovari-
ates [28, 29℄. When the interest is only on the AUC, this situation would lead to
aounting for more nuisane parameters, and appliation of higher-order likelihood
proedures, whih adjust for that, might signiantly improve inferene in terms of
preision.
Higherorder proedures have been presented for omplete data. However, it
would be of interest to extend our proposal to trunated or ensored data, in order
to investigate the gain given by these inferential proedures in presene of suh
inomplete information.
A nal point may onern the extension of the problem to the partial area under
the ROC urve, when only a restrited range of speiity values are of relevant
interest.
Appendix A
In the example about the Gaussian distribution desribed in Subsetion 4.2, in or-
der to ompute the Wald and the r∗p statistis, the prole observed information is
obtained from (2). Its expression is
jp(ψˆ) =
Aˆ
(n λˆ2)2 + n1 n2 (λˆ1λˆ2 − D(θˆ))2
, (14)
where Aˆ = 2nn1n2λˆ
2
2dˆ
2
, with dˆ = ∂Φ−1(ψˆ)/∂ψˆ = 1/φ(Φ−1(ψˆ)) and φ(·) standard
normal probability density funtion.
In the same example, for omputing the adjustment term q of the r∗p statisti,
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given in (6), we have
|ℓλ;λˆ(θˆψ)|
(|j(θˆ)||jλλ(θˆψ)|)1/2
=
2λˆ22
(
2n1n2Bˆ
2 + (nλˆ2)
2 + n1n2Bˆ(λ˜1λ˜2 −D(θˆψ))
)
λ˜22
(
Aˆ (12n1n2Bˆ2 + 8Cˆ2 − 2n2(λ˜22 − 3λˆ22)− 8nCˆ)
)1/2 ,
with Bˆ = λˆ1λˆ2−D(θˆ), Cˆ = n1λˆ1λˆ2+n2D(θˆ) and Fˆ = n1λ˜1λ˜2λˆ1λˆ2+n2D(θˆ)D(θˆψ).
The remaining terms in q are diretly omputed in the R software, as shown in
Appendix B.
Appendix B
We present the R ode for the AUC and ROC urves analyses under a parametri
setting. Continuous markers an be assumed as exponential variables or Gausssian
variables with either equal or dierent varianes. The R pakage AROC an be down-
loaded at http://homes.stat.unipd.it/gortese.
The two data sets from the healthy and diseased populations, respetively, are
alled xdata and ydata. MLEs for φ and λ, the nuisane parameter, an be obtained
from the following ode
MLEs(xdata,ydata,distr),
where distr an be set equal to either "exp", "norm_EV" or "norm_DV", aording
as the distributions assumed for the ontinuous markers are exponential or Gaussian
with equal or unequal varianes, respetively. The loglikelihood an be omputed for
a given set of values of ψ and λ by means of the funtion
loglik(xdata,ydata,lambda,psi,distr),
where lambda and psi are, respetively, the nuisane parameter λ and the param-
eter of interest ψ meaning the area under the ROC urve. For the ase of Gaussian
distributions with dierent varianes the following simpler reparameterisation has
been used:
ψ = A(θ)) = Φ
(
µ2 − µ1√
σ21 + σ
2
2
)
, λ = (λ1, λ2, λ3) = (µ1, σ
2
1 , σ
2
2) ,
with σ21, σ
2
2 varianes of the Gaussian variables X1 and X2, respetively.
Point estimates and ondene intervals for the AUC are obtained by using the
R funtion aro as follows:
aro(xdata,ydata,distr,method,level),
where the argument method, set to be equal to either "Wald", "RP" or "RPstar",
allows to hoose ondene intervals based on the Wald, rp or r
∗
p statisti, respetively
(eq. (3) and (4) and Setion 3). When the methods "Wald" or "RP" are seleted,
point estimate for ψ orresponds to the MLE, while the method "RPstar" yields the
r∗p-based point estimate for ψ as presented in Setion 3. The ondene level (1−α)
an be deided by setting level = α.
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The Wald, rp and r
∗
p statistis an also be omputed for a given value of ψ by
applying, respetively, the R funtions
w=wald(xdat,ydat,psi,distr),
r=rp(xdat,ydat,psi,distr),
r_star=rpstar(xdat,ydat,psi,distr).
The steps 46, given at the end of Setion 3, for appliation of the higher-order
proedures based on the signed log-likelihood ratio statisti r∗p, an be implemented
by means of the following R ommands:
smoother = smooth.spline(V.r_star,r_star.range)
psi1 = predit(smoother,z1)$y
psi2 = predit(smoother,z2)$y
hatpsi = predit(smoother,0)$y
where V.r_star is the vetor of values of r∗p alulated by applying the R funtion
rpstar ripetutivaly on an appropriate range r_star.range of values of ψ, psi1
and psi2 are the limits ψ∗1 and ψ
∗
2 of the ondene interval orresponding to the
perentiles z1= z1−α/2 and z2= zα/2, and hatpsi is the point estimate ψˆ
∗
.
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