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Abstract 
The quality of ranking determines the success or failure of information retrieval and the goal of ranking is to learn a 
real-valued ranking function that induces a ranking or ordering over an instance space. We focus on stability and 
generalization ability of ranking SVM for replacement case. The query-level stability of ranking SVM for 
replacement case and the generalization bounds for such ranking algorithm via query-level stability by changing one 
element in sample set are given. 
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1. Introduction
The problem of ranking is formulated by learning a scoring function with small ranking error generated
from the given labeled samples. There are some famous ranking algorithms such as rank boost (see [1]), 
gradient descent ranking (see [2]), margin-based ranking  (see [3]), P-Norm Push ranking (see [4]), ranking 
SVMs (see [5]), MfoM (see [6]), Magnitude-Preserving ranking (see [7]) and so on. Some theory analysis 
can be found in [8-12]. 
Stability analysis is important issue in learning theory. In particular, it is known that stability of the 
ERM is sufficient for learnability. In [13], it is argued that stability is also a necessary for learnability. 
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That is to say, when uniform convergence is equivalent to learnability, stability is necessary for any 
learning algorithm. 
[14] learn the generalization bounds for the extension of this ranking algorithm via uniform leave-one-
query-out associate-level loss stability. Our paper as the continue work of [14], consider stability for 
extension ranking algorithm raised by [14] and the generalization bounds for such ranking algorithms in 
the replacement case. The organization of this paper is as follows: we describe the setting of ranking 
problem in next section. Using these notions, we derive stability and generalization bound for stable 
ranking algorithms in the replacement case.  
2. Settings  
Assume Q is query space and query q ∈Q is a random sample according to a probability distribution 
PQ. For query q, an associate 
( )qω  and its ground truth g( ( )qω ) are sampled from space Ω G
according to a joint probability distribution Dq, where G is the space of ground truth and  is the space of 
associates. Here the associate 
×
Ω
( )qω  can be a pair of documents, a single document, or a set of documents, 
and correspondingly ground truth g( ( )qω ) can be a relevance score. Let l(f; ( )qω , g( ( )qω )) denote a loss 
(referred to as associate-level loss) defined on ( ( )qω , g( ( )qω )) and a ranking function f is score function. 
Expected query-level loss is defined as: 
L(f;q)= .( ) ( ) ( ) ( )( ; , ( )) ( , ( ))q q q qqG l f g D d dgω ω ω ωΩ×∫
L(f;q) measure the quality of f. However, L(f;q) cannot be computer directly since probability distribution 
is unknown.  We always compute Empirical query-level loss instead , which defined as: 
ˆ( ; )L f q = ( ) ( )
1
1 ( ; , ( ))
qn
q q
j j
jq
l f g
n
ω ω
=
∑ ,
where ,  j =1 , …, nq show nq associates of q, which are sampled i.i.d. according to Dq.
The empirical query-level loss can be an estimate of the expected query-level loss, and the estimation is 
consistent.  The goal of learning to rank is to learn the best ranking function f which can minimize the 
expected query-level risk defined as: 
( ) ( )( , ( )q qj jgω ω )
( )lR f = ( ; )QE L f q =                                             (1) ( ; ) ( )QQ L f q P dq∫
Again, PQ is unknown. We choose the training samples (q1, S1), …, (qr, Sr), where Si ={( ( )1 iω ,
g( ( )1
iω )),…, ( ( )
i
i
nω , g( ( )iinω ))}, i=1, …, r, and ni is the number of associates for query qi. Here q1, …, qr can
be viewed as data sampled i.i.d. according to PQ, and (
( )i
jω , g( ( )ijω )) as data sampled i.i.d. according to 
, j = 1, …, ni, i = 1, …, r.
iq
D
The empirical query-level risk now associated training sample is defined as: 
ˆ ( )lR f =
1
1 ˆ( ; )
r
i
i
L f q
r =
∑                                                              (2) 
2147Yun Gao et al. / Procedia Engineering 15 (2011) 2145 – 2149Author name / Procedia Engineering 00 (2011) 000–000 3
The empirical query-level risk is an estimate of the expected query-level risk and the estimation is 
consistent. This probabilistic formulation can cover most of existing learning for ranking algorithms. 
Therefore, we expected that ( )lR f and ˆ ( )lR f are as close as possible. 
Ranking SVM is widely used in ranking for IR, which views document pair as associate of the query 
and minimizes: 
                                                       
2
1
1min ( ; , )
n
h i i Kf F i
l f z y f
n
λ
∈ =
+∑                                       (3) 
Where  is the hinge loss, and K is a kernel function in the Reproducing Kernel Hilbert 
Space(RKHS).
( ; , )h il f z yi
3. Stability of uniform associate-level loss stability for replacement case 
Y. Lan (see [14]) defined uniform leave-one-query-out associate-level loss stability. To use notions 
defined above, we use uniform associate-level loss stability for change one element in training sample as 
defined in [15], called Uniform associate-level loss stability for replacement case. It is also good 
measures to show how robust a ranking algorithm is.  
      Using the conventional stability theory in [16], we can get the following result which shows the 
query-level stability of Ranking SVM in replacement case. 
Theorem 1. If x∈X, K(x,x)≤ < , then Ranking SVM has quary-level stability with coefficient ∀ 2κ ∞
2
,i in S
1
8( )
1
i
r
i
nr
r
r
κτ λ
=
= ×max∀
in∑
.
     As discuss in [14], suppose the mean and variance of the distribution of nq are μ  and 2σ  respectively. 
When r tends to infinity, Then ∀ 0<δ <1, ∀ ε >0, ∃R(ε ), if r> R(ε ), with probability at least 1-δ ,
by the Law of Large Numbers and Chebyshev’s inequality, we have 
                                                  ,
1
1
max
1 1
i i
i
n S r
i
i
n r
n
r
σ
δμ
ε
μ
∀
=
+
≤
−∑
.
So, 
2
1
8( )
1
rr
r
σ
δμκτ ελ
μ
+
≤
−
. That is to say, when r goes to infinity, ( )rτ  will tend to zero with a 
convergence rate of 
1( )O
r
.
For the practice case, r is finite, then no reasonable statistical estimation of the term 
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,
1
max
1i i
i
n S r
i
i
n
n
r
∀
=
∑
. As a result, it only get a loose bound for ( )rτ  as 
28
r
κ
λ . That is, when r increases 
but is still finite, ( )rτ  does not necessarily decrease. 
4. Generalization bound 
Based on the McDiarmid inequality and Theorem 1, we can further derive the generalization bound of 
Ranking SVM. In particular, as the function
1{( , )}
r
i i iq S
f
=
 is learned from the training samples (q1, S1),… , (qr,
Sr), there is a constant C satisfy that, for ∀ (q1, S1),… , (qr, Sr), we have 
1{( , )}
r
i i iq S K
f C
=
≤ . Then for 
(q1, S1),… , (qr, Sr), z∀ ∈Z, y∈Y,
1, )}
( ;r
i i iq S
z y
{(
, ) 1 2hl f Cκ= ≤ + . We obtain the following theorems. 
Theorem 2. If x∀ ∈X, K(x,x)≤ 2κ < , then for Ranking SVM, ∞ ∀ δ ∈  (0, 1), 0ε∀ > , R(∃ ε ),
if r> R( ε ), with probability at least 1-2 δ  over the samples of 1}ri{( ,i iq S ) = in the product space 
1
)r
i
Q X{ ( }X Y ∞= × ×∏ × , we have 
1{( , )}
( )r
i i i
l q S
R f
=
≤
1{( , )}
ˆ ( )r
i i i
l q S
R f
=
+
2
1
16
1
r
r
σ
δμκ
ελ
μ
+
−
+
2
1
8 (1 2 )
11 ln
2
r C
r
r
κ
σ
δμκ λελ
μ δ
λ
+
+ +
−
.
Theorem 3. If ∀ x∈X, K(x,x)≤ 2κ <  and we have no constraint on r, then for Ranking SVM, ∞
∀ δ ∈  (0, 1), with probability at least 1- δ  over the samples of 1{( , )}ri i iq S = in the product space 
1
r
i
{ ( )Q X }X Y ∞= × × ×∏ , we have 
1{( , )}
( )r
i i i
l q S
R f
=
≤
1{( , )}
ˆ ( r
i i i
l q S
R f
=
) +
216κ
λ +
2
1ln8 (1 2 )
2
r C
r
κκ λ δ
λ
+ +
.
Theorem 2 used in the case when the number of training queries tends to be infinity, such that with 
high probability the empirical query-level risk of Ranking SVM will converge to its expected query-level 
risk. However, in the practice case, the number of training queries is finite, the expected query-level risk 
and empirical query-level risk are not necessarily close to each other, and the bound in Theorem 3 
quantifies the difference, which is an increasing function of the number of training queries. 
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6. 
5. Conclusion 
In this paper, we focus on stability and generalization ability of ranking SVM for replacement case. 
The query-level stability of ranking SVM for replacement case and the generalization bounds for such 
ranking algorithm via query-level stability by changing one element in sample set are given.  
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