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Abstract
The study of continuous wavelet transform (CWT) of signals through the behavior of its local maxima is a well-
developed field that has already led to useful applications in signal and image analysis. Meanwhile, the study of
level upcrossings of random field is based on expected values of random quantities related to local maxima of the
field. Generalizing the notion of level upcrossings from one dimension to higher-dimensional spaces leads to the
problem of evaluating the expected value of the Euler characteristic of excursion sets on those fields. This has been
done by Adler [The Geometry of Random Fields, Wiley, New York, 1981] and further extended by Siegmund and
Worsley “Testing for a signal with unknown location and scale in a stationary Gaussian random field” [Ann. Stat.
23 (2) (1995) 608–639], who proposed an extension of the method to test for signals not only of unknown location
but of unknown scale as well, using an approach quite similar to the CWT. Even for an “irregular” field which does
not respect Adler’s condition, a proper use of the CWT leads to a representation where the field becomes regular.
We first show that this allows us to apply Adler’s method to a more general family of irregular random fields as,
for instance, a fractional Brownian motion. Then, we introduce a fast implementation based on the discrete dyadic
wavelet decomposition that allows us to perform the analysis with fewer operations than the method originally
proposed by Siegmund and Worlsey. Finally, we apply this method in order to detect a sharp but continuous signal
in a background noise.
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The study of the behaviour of the extremas of the wavelet representation of signals or functions is at
the cross-road of most of the theoretical and practical issues of the wavelet applications. At the origin,
we have the important result due to Jaffard [4] that relates the pointwise Lipschitz regularity of func-
tions with the decay of the high amplitude of the wavelet coefficients in the cone of influence of each
singularity. Simultaneously, Mallat and Zhong [5] obtained an algorithm that iteratively approximates a
two-dimensional signal only from the wavelet modulus maxima throughout scales. To some extent, this
encapsulation of the signal through wavelet extremas is the basic of the “zero-tree coding” algorithm
advocated by Shapiro [8] for compression. The notion of persistency of wavelet maxima across scale
is also at the origin of the thermodynamical description of fractals [2] and motivated the more recent
hierarchical Markovian modelisation of images [3]. Finally, the thresholding and shrinkage techniques
used in the wavelet domain for estimating deterministic signal corrupted with noise also rely on the large
amplitude coefficients [13].
The present work exposes another point of view borrowed from the study of the topological properties
associated with random fields in high-dimensional space. More precisely, the field under consideration is
related to a wavelet representation of some signal f in the time-scale space (t, s)
Wψ [f ](t, s)= e−s/2
∫
ψ
(
t ′ − t
es
)
f (t ′)dt ′ (1)
while the value of interest is the topological characterization (i.e., the Euler index) of excursion sets
defined by the position of the wavelets modulus larger than some variable threshold. Indeed, it can be
shown that the study of level upcrossings of random field, i.e., random wavelet coefficients, is based
on expected values of random quantities that are related to local maxima of the field. The ultimate
motivation of this analysis is the detection of unknown signals in a homogeneous Gaussian random field.
For instance, Figs. 1a and 1b both show the same realization of a fractional Brownian motion (fBm),
although some deterministic signal was added in the latter; in this case the goal is to obtain a test for the
presence of signals in such background noise.
In the first part of this article, we present some general results on exceedence statistics for multi-
dimensional fields that were obtained mostly by Adler [1]. A more complete and more specific presen-
tation is found in Worsley [10,11], Section 2.1 being essentially an overview of what is found in this
later article. Siegmund and Worsley [9] investigated the detection of a signal in a smooth zero-mean
Gaussian field by choosing an appropriate scale dependent smoothing kernel. This can be interpreted as
a wavelet-type projection of an irregular one-dimensional field (the white noise process) to a space of
higher dimension where the new representation is smooth. We will explain in more details the possible
advantages of this interpretation. First, we extend the previous results of Siegmund and Worsley [9], and
we propose a method to compute the Euler characteristic for homogeneous Gaussian fields with arbitrary
spatial correlation function. An example for a long memory process is given by applying this method to
fractional Brownian motion. Since the representation of an irregular random field can only be complete if
the scale parameter goes down to 0, the Euler characteristic for that representation will generally diverge.
However, one can still learn about the field by studying the behavior of the Euler characteristic as the
scale tends toward 0.
P. St-Jean et al. / Appl. Comput. Harmon. Anal. 15 (2003) 1–17 3(a)
(b)
Fig. 1. Realizations of a fBm noise (a) for H = 0.3 and (b) for H = 0.3 with a signal of the form xe−x2 added at x = 320.
In Section 3, we consider the numerical implementation of the methods. It is shown that dyadic wavelet
representation of the signal is sufficient for computing the Euler characteristics: the topological index can
be well estimated on a lattice rather than on the full time-scale plane.
Finally, Section 4 is concerned with the detection of signal in a background of noise with known
spatial correlations.
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2.1. Smooth homogeneous fields
Let us state the following problem for a random field in one dimension, which is trivially resolved.
Let X(t), 0 t  T , be a one-dimensional, homogeneous, almost surely continuous Gaussian field: How
many times, on average, will this field exceed a given threshold b?
This problem can also be stated as: What is the mean number of distinct intervals over which the field
value is superior to b? It appears that this number can be written as the expected value of the number of
points for which the field takes the value X(t)= b while the first derivative with respect to t is positive.
Any of these points effectively accounts for one interval. It is also possible that the field exceeds b at
t = 0, adding an extra interval, and this should be counted in as well. Hence in this simple case, the
distribution of the bivariate field (X,dX/dt) is sufficient to obtain the desired expected value.
This idea can be generalized to multi-dimensional fields, although some difficulties will appear. Let
us illustrate with an example in two dimensions. The field X(t) is now defined on a region C ∈ R2.
A realization of the field can now be seen as a set of smooth mountains, valleys and lakes on the region C
(this new field is also a.s. continuous). For a given large value of b, this realization of the field X might
exceed b only on a small closed region of C, the summit of the highest mountain, so to say. In this
case, we certainly hope that the generalization would lead to consider this peak as one bi-dimensional
“interval.” The same thing should happen for smaller values of b, when other peaks will count in as well.
Yet what should be done when b is small enough that a “lake” comes in, i.e., when the field exceeds b
over an annular subset of C? In order to answer that question, we first list appropriate properties for the
quantity we are trying to define.
As in the one-dimensional case, we would like to be able to express this quantity in terms of the
joint distribution of the field and its derivatives, and hopefully to reduce it to a count of single points
(a “ponctual” representation) with specific qualities (as X = b, dX/dt > 0 for the one-dimensional case).
Also, it is readily seen that the number of intervals exceeding b (in one dimensional) is invariant under
any smooth transformation of the domain [0, T ], and we would like to bring this feature to the general
case too, including rotations. We shall now present some definitions that we will need to introduce the
quantity we are looking for.
Let X(t), t = (t1, . . . , tN) ∈RN be a stationary random field and C a compact subset of RN . We define
the excursion set Ab of X(t) as the set of points of C where X(t) exceeds the threshold b, i.e.,
Ab =
{
t ∈ C; X(t) b}, (2)
where Ab is of course a subset of RN .
Let B be a compact subset of RN such that its intersection with any hyperplane of dimension k,
k = 1, . . . ,N , is connected. We will call B a basic. The union of a finite number of basics is called a
basic complex (provided that all of their intersections are also basics, cf. [1]).
Under certain regularity conditions that can be found in [1, Chapter 3] (essentially, we ask for X
to be homogeneous, a.s. continuous and twice differentiable), the excursion set Ab, will a.s. be a basic
complex.
Finally, we define a quantity χ(A) which we will refer to as the Hadwiger characteristic of any
basic complex A, and which corresponds precisely to the multidimensional generalization of the number
of excedence intervals that we are looking for. χ(A) is simply the number of disjoint intervals of A
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recursively defined as
χ(A)=
∑
u
[
χ(A∩ Eu)− χ(A∩ E−u )
]
, (3)
where Eu = {t ∈ C; tN = u} and
χ(A∩ E−u )= lim
v↑u χ(A∩ Ev). (4)
Our goal was to obtain a characteristic that was both invariant under smooth transformations of
coordinates (which is the case for this topological Hadwiger characteristic) and that could be obtained
by counting individual points (a “ponctual” representation). Looking into definition (3), one realizes that
χ(A) is obtained from a sum of characteristics of lower dimension objects, since A ∩ Eu which is the
intersection of A with a lower-dimensional object (Eu is an hyperplan of dimension N − 1) is also of
lower dimension (N − 1). Where do the terms in (3) come from, i.e., how can χ(A ∩ Eu)− χ(A ∩ E−u )
be nonzero? If A is two-dimensional, then A ∩ Eu is one-dimensional, i.e., it is a set of intervals (and
individual points). Now in order for A ∩ Eu to contain fewer or more intervals than A ∩ E−u , there has
to be a fronteer of A tangent to the hyperplane Eu (in this case a line), so that a part of A that did not
intersect with E−u does with Eu. It is worth noting that the Hadwiger characteristic is equal to the Euler
characteristic for any basic complexes, and in this regard we will refer to the later in the rest of this paper.
Back to the random field X and its excursion set Ab, we are looking for points where the fronteer of
Ab , is tangent to a hyperplane Eu. This will happen at a point where
X= b, (5)
dX/dti = 0, i = 1, . . . ,N − 1, (6)
dX/dtN > 0. (7)
The X = b condition is obvious, since we want the point to be on the fronteer of Ab. For i = 1, . . . ,N−1,
the dX/dti = 0 condition simply expresses the fact that Ab, is tangent to Eu. Finally, dX/dtN must be
greater than zero because we took the limit from below in (4). Note that the characteristic will (a.s.)
change by no more than ±1, the sign of the change being controled by the parity of the number of
negative eigenvalues of the second derivative matrix of X. Note that this parity corresponds to the sign of
the local curvature of X, a quantity that one expects to see in the evaluation of a topological characteristic.
Hence we have the ponctual representation we are looking for, which now depends not only on the joint
distribution of (X,dX/dt), but on the larger (X,dX/dt,d2X/dt2). It is also possible that points found
on the fronteer of the domain C contribute to the characteristic, similarly to the point t = 0 in the one-
dimensional case.
Expressions for the expected value of the Euler characteristic in the general case of N -dimensional
random fields can be found in [12]. In the following, we have decided to focus on the special case of one-
dimensional homogeneous fields with arbitrary spatial correlation, as the extension to higher dimension
can be achieved following the procedure presented in [12].
We end this section with a comment on the homogeneity condition on X. This condition can be
weakened to homogeneity in N − 1 dimensions for fixed value of the last coordinate [12]. This subtelty
may seem futile, but it will become very important as we will introduce a continuous wavelet transform
random field in the next section, which often respects homogeneity in its first N − 1 spatial dimension
for fixed value of the extra scale dimension.
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In Siegmund and Worsley [9], the problem of detecting a signal in a smooth zero-mean Gaussian
field is studied. The multiresolution field is generated through the convolution of a white-noise process
with a variable width smoothing kernel (a Gaussian-shaped kernel, for instance). Results from Adler and
Worsley are both based on the assumption that the random field is somehow “smooth” [1]. However,
even though the white noise field is far from being smooth, a proper choice of the smoothing kernel can
assure that the CWT field will. This can be interpreted as a projection of an irregular one-dimensional
field (the white noise process) to a space of higher dimension where the new representation is smooth.
In 1+ 1 dimensions, let us consider the following random field:
X(t, s)= C(s)
∫
ψ
[
es(h− t)]dZ(h) (8)
= C(s) · e−s/2 ·Wψ [Z′](−s, t), (9)
where Z is a Gaussian white noise process; s represents the log of the usual scale dimension (i.e.,
s = − loga); and C(s) is a normalization factor (that depends only on scale) which will be defined
later. Obviously, one falls back onto the usual CWT definition by imposing that C(s)= es/2. ψ(t) is our
smoothing kernel; at this point, we do not impose vanishing moments for ψ(t), but we demand that it is
symmetric (or anti-symmetric).
The new field X(t, s) is no longer homogeneous, although it is with respect to t for fixed value of s,
and that is all what we need here. Z(t) is our one-dimensional underlying process, with the properties
E
∣∣Z(t1)−Z(t2)∣∣2 = ρ(t1, t2) and E[Z(t)]= 0 (10)
and we assume that ρ is a symmetrical function of  t = |t1 − t2| only. Actually, it can take the more
general form of a sum of functions of either  t or only one of the two variables at a time, since the later
will disappear using symmetry arguments. The main condition for the integral in (8) to converge is that
ρ should be finite.
Let us start with the simple case of a one-dimensional white noise that is projected to the two-
dimensional scale-space through a CWT in the following manner:
X(t, s)=Wψ [Z′](−s, t), (11)
where we have imposed C(s)= es/2 in (9). In this special case, we have ρ( h)= δ( h) where δ is the
Dirac measure.
We shall bear in mind that the goal is to find an expression for the expected value of the Euler
characteristic χ(Ab(X)) of the excursion set Ab(X) of the field X(t, s) (above the threshold b), since
we chose this quantity to represent the generalization of the exceedence statistics for random fields of
dimension greater than 1. We write Xs , Xt , and Xtt for the partial derivatives of the field with respect to
the scale and the spatial dimensions. Consider φ1(xt , x) as the joint pdf of (Xt,X), and φ(x) as the pdf of
X (with #(x) the cumulative distribution). Assume that T is the (finite) length of the interval over which
the field is defined, and [s1, s2] is the range of interest in the scale dimension. Siegmund and Worsley [9]
showed that the expected value of the Euler characteristic is given by the sum of the following terms:
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[
χV(Ab)
]=−T
s2∫
s1
E
(
X+s Xtt |Xt = 0, X = b
)
φ1(0, b)ds, (12)
E
[
χE(Ab)
]=
s2∫
s1
E
(
X+s |X = b
)
φ(b)ds, (13)
E
[
χB(Ab)
]= T E[X+t ]φ(b)+ [1 −#(b)], (14)
where the V, E, and B subscripts stand for volumetric, edge, and base contributions to the characteris-
tic [9]. The sum of those 3 terms can be explicitely computed and written as
E
[
χ(Ab)
]= T · (es1 − es2)(λκ)1/2bφ(b)/2π
+ (T /2) · (es1 + es2)(λ)1/2φ(b)/(2π)1/2
+ (s2 − s1)κ1/2φ(b)/(2π)1/2 +
[
1 −#(b)], (15)
where the λ and κ parameters are defined as the following covariances:
λ= e2sE[X,Xtt] = −e2sE[Xt,Xt ], (16)
κ =E[X,Xs]. (17)
Hence the variance matrix of the joint distribution of (X,Xs,Xt,Xtt) is a critical object in this context.
We now come back to our task of generalizing this method to irregular one-dimensional fields. For
instance, this idea can be exploited to apply the method to nonsmooth Gaussian fields with arbitrary
spatial correlation function. Remember that the continuous wavelet transform is a complete (redundant)
representation of a field in the limit of infinitely small scales. In this limit, however, there is no reason
why the Euler characteristic should be finite. Still, the generalization gives the exact expected value of
the characteristic for any scale interval that does not contain a = 0 (or s =− loga =∞), as well as the
behavior of the characteristic as the scale a tends toward 0.
Let us first compute the scale-spatial covariance of X(t1, s1) and X(t2, s2), which will be useful later
on; we have
Cov
[
X(t1, s1),X(t2, s2)
]= C(s1)C(s2)∫ ψ[es1(h1 − t1)]ψ[es2(h2 − t2)]
× dh1,h2 Cov
[
W(h1),W(h2)
]
. (18)
This can be rewritten as (ψh1 means derivative with respect to h1)
C(s1)C(s2)
∫ ∫
ρ
(|h1 − h2|)ψh1[es1(h1 − t1)]ψh2[es2(h2 − t2)]dh1 dh2
=C(s1)C(s2)
∫ ∫
ρ
(∣∣h1 − (h2 − t)∣∣)ψh1[es1h1]ψh2[es2h2]dh1 dh2
=C(s1)C(s2)F−1
[
ρˆ(ω) · (−iωψ̂(e−s1ω)) · iωψ̂(e−s2ω)]( t) (19)
with
F−1[fˆ ](t)= 1
∫
fˆ (ω) · eiωt dω. (20)2π
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following joint distribution of X and some of its derivatives: Var(X,Xs,Xt,Xtt). This can be done by
taking derivatives of the scale-spatial covariance that we have just computed, and then evaluating it at
 t = 0 and s1 = s2 = s. For example, the Cov(X,Xt) term of the variance matrix is given by
Cov[X,Xt ] =
{
∂
∂t1
Cov
[
X(t1, s1),X(t2, s2)
]}
 t=0, s1=s2
. (21)
Expressed in the Fourier domain, this is written as the zero-frequency integral, i.e.,
Cov[X,Xt ] = C2(s)
∫
−(iω)3ρˆ(ω)∣∣ψ̂(e−sω)∣∣2 dω. (22)
Since ρ is a real symmetrical function of its argument, as well as our filter ψ , the previous integral is
null. Similar symmetry arguments imply that Cov[Xt,Xs] and Cov[Xt,Xtt ] terms of the variance matrix
are also null.
Therefore, the most general form of the matrix is the following:
Var


X
Xs
Xt
Xtt

=


α ζ 0 e2sλ1
ζ κ 0 e2sλ2
0 0 −e2sλ1 0
e2sλ1 e
2sλ2 0 e4sε

 . (23)
This matrix is quite similar to the one obtained by Siegmund and Worlsey in the special case of W(t)
being a white noise, although there is now an extra ζ term representing the local covariance of the scale-
space field X with its scale derivative. This is inconvenient since the derivation of the final expression
for the Euler characteristic contains an intermediate step (12) where the following expected value must
be obtained: E[X+s Xtt | X = b]. Evaluation of this last term necessitates an inversion of the covariance
matrix of (X,Xs,Xtt), and the extra ζ , term leads to an akward form of the final characteristic formula.
We will now show that by imposing α = Var[X] = 1 through a proper choice of the normalization
factor C(s), we automatically get ζ = Cov[X,Xs] = 0, hence falling back on a manageable expression
for the Euler characteristic. Under this condition, the derivation of other parameters of the matrix
(κ, λ1, λ2) will also be easily obtained. An explicit expression for the a = Var[X] term is given by
Var[X] = {Cov[X(t1, s1),X(t2, s2)]} t=0, s1=s2 = C2(s)
∫
ω2ρˆ(ω)ψ̂2
(
e−sω
)
dω. (24)
Defining C(s) as
C(s)=
(∫
ω2ρˆ(ω)
∣∣ψ̂(e−sω)∣∣2 dω)−1/2, (25)
we get α = 1. We are now ready to state the following result:
Proposition 1. For X(t, s) a scale-space random field defined as in (8), the covariance of X(t, s) and
Xs(t, s)= ∂X/∂s is null everywhere if and only if
C(s)=K
(∫
ω2ρˆ(ω)
∣∣ψ̂(e−sω)∣∣2 dω)−1/2, (26)
where K is some constant.
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Cov[X,Xs] =
{
∂
∂s1
Cov
[
X(t1, s1),X(t2, s2)
]}
 t=0, s1=s2
. (27)
The r.h.s. of this last equation is simply half the derivative along s of the variance of X(t, s), since
∂
∂s1
{
Cov
[
X(t1, s1),X(t2, s2)
]}
 t=0, s1=s2 =
∂
∂s2
{
Cov
[
X(t1, s1),X(t2, s2)
]}
 t=0, s1=s2 (28)
(from symmetry over s1 and s2) and
d
ds
Cov
[
X(t, s),X(t, s)
]= ∂
∂s1
{
Cov
[
X(t1, s1),X(t2, s2)
]}
 t=0, s1=s2=s
+ ∂
∂s2
{
Cov
[
X(t1, s1),X(t2, s2)
]}
 t=0, s1=s2=s; (29)
hence Cov[X,Xs] = 0 if and only if the variance of X(t, s) does not depend on s, which is ensured
by (26).
This completes the proof. Therefore, one can say that the normalization of the variance of the random
scale-spatial field decorrelates the field from its scale derivative. ✷
Let us now compute the κ term, which represents the variance of the Xs field. We define the following
quantity:
q(s1, s2)=
∫
ω2ρˆ(ω)̂ψ(e−s1ω)ψ̂(e−s2ω)dω. (30)
So that we have C(s)= (q(s, s))−1/2. Then
κ =Var[Xs] =
{
∂2
∂s1∂s2
Cov
[
X(t1, s1),X(t2, s2)
]}
 t=0, s1=s2
=
{
∂
∂s2
[
C(s2) ·
(
dC(s1)
ds1
q(s1, s2)+C(s1)∂q(s1, s2)
∂s1
)]}
s1=s2
=
(dC(s)
ds
)2
· q(s, s)+ 2dC(s)
ds
·C(s) · q1(s, s)+C2(s) · q11(s, s), (31)
where q1 and q11 are defined as
q1(s, s)=
{
∂
∂s
q(s, s′)
}
s=s ′
, q11(s, s)=
{
∂2
∂s∂s′
q(s, s′)
}
s=s ′
. (32)
But from (13), the expression for κ simplifies to
κ =
(−q1(s, s)
q3/2(s, s)
)2
· q(s, s)+ 2
(−q1(s, s)
q3/2(s, s)
)
· q(s, s)
(q(s, s))1/2
+ q11(s, s)
q(s, s)
= q
2
1
2 − 2
q21
2 +
q11 = q11 − q
2
1
2 . (33)q q q q q
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λ1 = q1
q
, λ2 = q11
q
− q
2
1
q2
. (34)
This result extends Siegmund and Worsley’s result [9] for a white noise process, with the same
adequate choice of normalization factor. Coming back to Eq. (12), the only difference between the
general case and the white noise process is the possibly nontrivial dependence of the covariances upon the
scale variable s, obtained from the derivation above. In any event, the integrals can always be computed
numerically.
Furthermore, the variance matrix of (X,Xt,Xs,Xtt ) is all that we need to extend this method to other
fields such as χ2, for which the expected value of the Euler characteristic has already been obtained [12].
We will now turn to an example that illustrates our method.
2.3. Fractional Brownian motion
We are now looking at the following field:
X(t, s)= C(s)
∫
ψ
[
es(h− t)]dBH(h). (35)
The correlation function for fractional Brownian motion is given by
E
[
BH(t1)BH(t2)
]= 1
2
(|t1|2H + |t2|2H − |t1 − t2|2H ), (36)
where H lies between 0 and 1. One might object that this process is not stationary, which is true. However,
the two extra terms which depend solely on t1 and t2 disappear in all the covariances by symmetry
arguments. Typical realizations of fBm for different values of the parameter H are shown on Fig. 2. Note
the increasing regularity of the signal with H ; for H < 1/2, increments are anti-correlated, while they
are positively correlated for H > 1/2. Assuming a Gaussian kernel for ψ , one gets that the variance of
X is equal to
Var
[
X(t, s)
]= C2(s) · e−2sHH22H/(H + 1/2), (37)
so that C(s) is set to
C(s)= e
sH√
H22H/(H + 1/2) . (38)
Finally, the matrix elements are computed:
K(H)= 1−H, λ1(H)= λ2(H)= 1−H,
ε(H)= (H − 2)(H − 1). (39)
Some precaution must be taken regarding the regularity conditions on X(t, s). For a Gaussian field,
the finiteness of all third derivatives of X is a sufficient condition to ensure that realizations of X have
almost surely continuous derivatives up to second order [9], which is required for the previous results
to be valid. In the white noise case studied by Siegmund and Worlsey [9], this condition is equivalent
to demand that the integral of the product of any pair of third derivatives of ψ(h) times h6 is finite. For
instance, this is verified when ψ(h) is a Gaussian kernel.
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In our case, the regularity condition is slightly different: The double integral of any pair of fourth
derivative of ψ(h1) and ψ(h2) times h31 ·h32 · |h1 −h2|2H must be finite. Again, this is verified when ψ(h)
is a Gaussian kernel, and 0 <H < 1.
It must be noted that for the case H = 1/2, we fall back on Siegmund and Worsley’s [9] result for a
white noise process. This is easily explained by the fact that our field X(t, s) is defined as a translated
integral of a smoothing kernel over a stochastic measure, which is the same as convolving the “derivative”
of the initial random field with a smoothing kernel. In the case of a classical Brownian motion (H = 1/2),
this generalized derivative is simply the white noise process itself. This results from the fact that taking
twice the derivative of ρ in this case yields a delta function. Furthermore, the duality of the convolution
process also allows to see this calculation as the convolution of the derivative of the kernel with the
random field itself. We have already used this fact in the derivation of the general method in the previous
section. The case for which we do not have H = 1/2 is of more interest, since in this case the increments
of the process are not independent (or the derivative is not a white noise). We produced numerical
simulations of fBm for some values of H , computed their Euler characteristic for each realization and
average them together (Fig. 3). They completely agree with the theoretical result that we derived above.
Our result also holds for fBm with H > 1 (i.e., processes that a.s. possess derivatives) although in
this case it is necessary for the kernel to possess sufficient null moments, hence to be a wavelet. If this
condition is not respected, the q-integrals in the derivation of the formula might diverge.
3. Dyadic wavelet representation
We now turn to some numerical aspects that we have to consider in the implementation of the method
we introduced in the previous section. It is known that the continuous wavelet transform is a dramatically
redundant representation of a field, and that there exists a minimal representation in the same scale-space
12 P. St-Jean et al. / Appl. Comput. Harmon. Anal. 15 (2003) 1–17Fig. 3. Euler characteristic of a fBm with h= 0.7. The solid curve was computed from Eq. (12), while the circle points were
obtained from an average of 50 fBm continuous wavelet transform simulations (with scale-normalized variance) from which
the Euler characteristic was estimated. The cross have been computed on the discrete lattice described in Section 3.2. The
simulations are in very good agreement with the theoretical expected value. For large values of b, the characteristic goes down
towards zero as expected, since no regions of X(t, s) for which the field should take very high values. Similarly, for large
negative values of b, the whole field should be above that value over all its domain, which has an Euler characteristic of one.
field that contains all the information, i.e., a set of points from which it is possible to reconstruct the
whole scale-space field through a reproducing kernel. In the context of evaluating the Euler characteristic
of such a field, one might wonder if it is possible to exploit this minimal representation in order to reduce
computational work. The answer to that question is yes, and we will show how this can be done in this
section.
3.1. Numerical evaluation of the Euler characteristic for a field defined on a lattice
For a one-dimensional signal, the extra scale dimension yields a two-dimensional scale-space field on
which we would like to evaluate the Euler characteristic of excursion set above a threshold. Adler [1]
gives an approximation to the characteristic when the field is “sampled,” i.e., when it is defined on a
lattice. Even in the case of a so-called continuous wavelet transform, the numerical implementation can
only result in a finite resolution representation of the field. Adler’s approximation consists essentially in
counting the number of points, lines, and faces of the lattice whose values are above the given threshold.
A line is considered “above” when both of its extremities are, and a face when the four points (in the case
of a rectangular lattice) satisfie the condition. The number of points and faces are added together, and the
number of lines is substracted from the sum. In higher-dimensional spaces the generalization is similar,
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approximate characteristic tends toward the exact one.
Of course, the implementation is not done by testing on all points, lines and faces at every threshold.
As we scan threshold values, an element (point, line or face) will contribute to a change in the Euler
characteristic only when the threshold hits the element value. It is easy to see that there are twice as many
lines as there are points or faces, if we neglect for now the edges of the field. A “site” will be defined
as an ensemble of one point, two lines and a face, which can be chosen for instance as the left superior
corner for the point, and the left and superior edges for the lines. Now for each site, the contribution of
the site to the characteristic will be zero for all threshold values below the minimum value of all elements
in the site (which is always the face, since it depends on the three others). Hence one can start at the face
value, and then test for the two lines and the corner until the maximum of these three elements is reached,
above which the contribution falls back to zero. In doing so, the right and inferior edges of the field are
not taken into account, so that two additional loops are needed to include the contribution of the points
and lines that form these edges.
3.2. What does the scale-space field look like?
It is obvious that the scale-space field has different regularity properties along the spatial dimensions
depending on the scale at which one is looking. Assuming that the wavelet used is C∞, one might find
(on average, at a given scale) twice as many level crossings as are expected on a scale twice larger, for
an irregular one-dimensional spatial field. This means that the probability of a strong nonlinear behavior
between two points in the lattice is always smaller for points representing larger scales in the scale-space
field, as the resolution of the lattice tends to infinity (spacing between the sites tends toward zero). This
suggests that the resolution of the lattice could be adapted so that it would be looser for large scales than
for small ones. This corresponds precisely to one aspect of the minimal representation theorem of dyadic
wavelets, i.e., that the number of coefficients necessary to describe a spatial field as a scale-space field at
Fig. 4. Scale-adapted tiling with examples of individual sites representing one point, two lines and a face.
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of wavelets.
Therefore we propose to replace the canonical rectangular grid by the scale-adapted grid shown on
Fig. 4. For a one-dimensional signal sampled over N points (we assume that N is a power of 2 for sim-
plicity), the scale space field sampled on a rectangular grid at every power of two along the scale dimen-
sion and for N points along the spatial one (at each scale) yields a total number of N(log2(N)+1) points
over which wavelet coefficients must be calculated, and N(log2(N)) sites over which the Euler character-
istic is evaluated. Obtaining the Euler characteristic on a dyadic grid constructed with only 2N sites will
be shorter by a factor of (log2(N))/2. In D dimensions, this factor becomes ((2D − 1)/2D)(log2(N)).
Yet in practice it is preferable to impose some slight spatial-wise oversampling of the dyadic tiling,
say by a factor of four (along the dimension t here), or else to oversample “voices” between “octaves” in
the scale dimension (in practice by a factor of five to ten) in order to assure that no maxima of the field
X(t, s) would be completely missed. This still results in a good gain in speed for signals of reasonable
length.
4. Results
The following question naturally arises at this point: Is it possible to test for the presence of a signal
in a background of Gaussian noise with spatial correlation function ρ. We show some examples in the
particular case of a fBm noise.
Our null hypothesis is that no signal is present; we can then determine to which value of b corresponds
a given level of confidence for the expected value of χ(Ab), say {b|χ(Ab) = 0.05}. If the maximum
value of the CWT of a signal exceeds that value, then we can conclude that a signal is present (with 95%
confidence). Hence the power of such a test is simply given by
P {Xmax > b}, (40)
where we have
X(t, s)= C(s)
∫
ψ
[
es(h− t)]dZ(h) (41)
and
dZ(t)= C(s0)ξf
[
es0(t − t0)
]
dt + dBH(t). (42)
Hence our signal is of the form f (t), centered at t = t0, and contracted by a factor es0 . The extra
parameter ξ controls the amplitude of the signal. In the special case of f (t) = ψ(t) (i.e., when the
wavelet matches the form of the signal to be detected), Siegmund and Worsley [9] showed that the power
of the test can be approximated by
P {Xmax > b}  1−#(b− ξ)+ φ(b− ξ)/ξ. (43)
We decided to choose ξ such that the power of the test would be P {Xmax > b} = 0.5. This means
that for signals of that strength, the test will identify the presence of the signal one time out of two on
average. Figures 1a, 1b, and 5 show a typical example for which the test is successful in detecting such
signal. Even though the signal is strong enough to significantly alter the value of the noise (compare
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with the 95% confidence threshold at 2.74, i.e., χ(2.74)= 0.05. The noise + signal support goes beyond that value so that the
signal is detected by the algorithm.
Figs. 1a and 1b around x = 320), it is not straightforward to declare the presence of the signal by a
simple inspection of Fig. 1b.
We can also test the validity of the proposed dyadic tiling approximation by investigating the
global maximum statistics of the scale-space field. For 500 realizations of a classical Brownian motion
(h = 1/2) with 256 points, the average underestimating error of evaluating the global maxima from a
scale-adapted tiling (instead of a regular tiling) was of the order of 3.52 × 10−3, whereas the average
global maxima for these realizations was 2.51. Bearing in mind that the scale-adapted tiling is 2.25 times
faster in this case, the underestimation is a little price to pay. In Fig. 3, the average Euler characteristic
has been computed with both regular and dyadic tiling of the CWT space; difference between the two
methods is almost undetectable. The 2.25 factor may seem like not such a great gain, but this factor grows
like log2(N) as the length of the sample does.
5. Discussion
We come back to the simulation shown on Figs. 1a and 1b; these two represent the same realization
of an fBm, except for a small signal added by hand on the second (around x = 320). The result of the
procedure is shown on Fig. 5. It is to be noted that this algorithm not only detects the presence of a signal,
but also gives a good approximation of its position in scale-space. This means that both spatial and scale
information is obtained about the signal, since it is the global maximum of a given realization of the field
X(t, s) which will get the Euler characteristic to exceed its 95% confidence threshold. Hence by keeping
track of the global maximum of the field we now have a true detection algorithm for signals in any noisy
(stationary) Gaussian background.
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is of interest. From Fig. 3, one can appreciate the fact that for a relatively small number of realizations
of a given Gaussian process the expected value of the Euler characteristic for all values of b can help
determine wether the model is adequate or not.
Indeed, the method we proposed strongly depends on a priori knowledge of the spatial correlation
function ρ. Yet the method may seem trivial if one considers the following argument: if the spatial
correlation function ρ is known a priori, why not simply whiten the noise in the first place and then apply
Siegmund and Worsley’s result?
As a matter of fact, the whitening process can be seen as a modification of a simple wavelet (for
which the white-noise calculation is easy to carry out, e.g., Gaussian) obtained by dividing its Fourier
transform by
√
ρˆ. However, there is no guarantee that this new wavelet will be stable, since
√
ρˆ may be
close or equal to zero at some point in the Fourier domain. Even if the wavelet is well defined, its form
will probably not match the one of the signal that is to be detected; we know from the Matched Filter
Theorem [7] that this leads to nonoptimal signal detection.
It is worth noting that our method can also be applied to some nonstationary fields, provided that their
CWT is. This is the case for fractional Brownian motion, and for all types of noise which have stationary
increments.
6. Conclusion
We have proposed a geometrical approach to study exceedence statistics of irregular random fields
based on the one developed by Adler and Worsley for smooth fields. We have shown that by projecting
such a field to a higher-dimensional space given by the CWT, it is possible to obtain a smooth
representation for which Adler’s method can be applied. We have also introduced the implementation
of a fast algorithm to perform that analysis.
The obvious next step is to generalize the method to N -dimensional irregular Gaussian fields, but this
task is quite straightforward since all the work of Adler and Worsley upon which this method is based
was developed for any number of dimensions.
Up to this point we have also limited our work to homogeneous (or stationary) Gaussian random fields
only. For this particular family of random fields, we know that the spatial correlation function ρ( x)
(the so-called correlogram) fully parametrizes the field, assuming that the mean is null at any point x
(E[f (x)] = 0, ∀x). This is obviously not the case for arbitrary random fields.
Our goal was to generalize Adler’s method to irregular random fields, using a smooth representation
(CWT in our case) to do so. Moving further, one can ask whether it is possible to work with fields
which are well defined in this smooth representation although hard to track when projected back to the
standard space. Also, one can look into other smooth representations (similar to the CWT) of irregular
fields. In particular, some random models in the wavelet domain (such as cascades model introduced
in the study of fully-developed turbulence) with non-Gaussian statistics leads to so-called multi-fractal
signals [6]. These are good examples of signals for which the function ρ( x) is unsufficient for a
complete description of the field. Multi-fractals are partially characterized by a singularity spectrum,
an object that shares many similarities with the Euler characteristic. The exact relationship between these
two objects as well as a possible test for exceedence statistics of multi-fractals is the subject of ongoing
work.
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