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ABSTRACT 
,, 
Reject allowances are added to production orders as insurance 
~gainst the possibility that losses during processing will result in 
an .. insufficient number of good uni ts being produced. An important 
( 
·consideration in the determinatiQn of an optimal reject allowance is 
the distribution of the rejects. 
The predictive utility of a new learning frequency function for 
-the distribution of rejects is subjected to empirical evaluation. 
.. ~ .. 
Actual data from a large metal-working job shop ar-e use~ as a basis 
for comparing a mode~ based on the_new frequency function ~gainst 
• 'I 
·;., 
a model based on the convention~! binomial distribution of rejects . 
. 
Both models are then compared ag~inst the method used in the shop 
for setting reject allowances .. The shop's method is based on the 
intuition, experie~ce, an~ mature judgement of a dispatcher. 
The results of the tests indicated that both the actual shop 
method and the I.earning m<:>del are superior to the binomial model .. 
The shop method gave lower reject allowance costs than the learning 
model but the difference was not significant. 
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, Reject allowances are added to production orders as insurance 
agai~st the possibility that losses during manufacturing will result ·1 
in an insufficient number of good units. The costs of both producing 
fewer or more good uni ts than the nominal requirement must be con-
-~: sidered in determining this allowance. An optimal allowance is one 
for which the expected combined costs- of the shortages and surpluses 
-•·.;'. f 
.. , 
are minimized. 
.As usually considered, the order,comes from an outside customer. 
However, a job lot order may also arise to· meet a need within a firm; 
e.g., when p~oducing to meet assembly department requirements. In 
this later situation the reject allowance problem still exists and' 
may be considered as a special ·:._case· of the problem of producing a 
customer's order. 
The reject· allowance problem does not exist when one or more of· · 
the following conditions prevail (6): 
1. 
2. 
There are virtually no rejects or shrinkage. 
The number of rejects for a particular job can be predicted . 
precisely. 
3. It does not matter whether or not the exact specified order· · 
quantity is finished. 
4. The production process is such.that raw material can be con-
tinuously fed intq it until the required number of good 
units is produced. 
Seldom will these above conditions be ·met when manu~acturi.ng to order. 
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ConsiQer a job shop required to supply exact-ly_N units of a pro-
duct that a customer has ordered. ln such a shop a. major concern is 
the determination of the number of units that need to be processed 
- -to produce the order, say N. Th.e quantity N-N, say n, is always 
a positive integer or zero and is known as the reject or shrinkage 
allowance. If th~ reject allowance proves to be insufficient, an 
, 
extra setup will be- required since an additional production run 
needs to be made to complete the order. On the other hand, whenever 
the reject allowance proves to be too large, all units in excess of 
the order ~ize will be surplus. 
The cost of a unit .of surplus depends primarily on the prospects 
for future use of the surplus. If these prospects are very good, 
this cost may be taken to be the expected cost of carrying the unit 
in inventory. However, if there is to be inventory, the_shop can 
- manufacture to stock and is no longer a pure job shop. When pros-
pects for future use of the surplus units are practically nil, the 
cost might be taken to be the marginal cost to manufacture the unit. 
This marginal cost is the incremental cost of increasing the output 
of product by one unit. 
The estimation of the cost incurred when the number of rejects· 
exceeds the allowance is difficult since ·this cost includes not only 
the set-up cost to back-order the additional good uni ts required to 
fill the order but also the cost of disrupted schedules and lest 
good will. 
If the number of rejects were known in advance one could simply 
set the allowance·equal to this number. This allowance would be 
.; 
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, optimal since ~e~ther· a shortage nor surplus could reault. However, 
. 
the number of rejec·ts cannot be known in advance; at best it is 
possible to hypothes·ize a probability distribution of rejects. When 
a probability distribution can be hypothesized,the reject allowance 
problem falls in the category of a decision u11:der risk. Assuming 
that reject occurence is the only random element in ·the proble•, a 
probability statement can be made to predict the production cost,. in ~ 
_ terms of the expected cost. The optimal solution is that 'rej.ect. 
allowance which minimizes this expected cost. 
The Law of Large Numbers guarantees that, in spite of its random 
outcomes in individual production runs, a minimum expected cost 
analysis will yield the minimum total costs in the long run. The 
" " term long run does not mean that an item must necessarily be run 
in large quanti~ty for a long period of time, but may be interpreted 
to mean that simil·ar decisions based on the expected cost analysis 
may be repeated many times. A model which would d·eteriline this mini-
mum expected cost allowance will be useful to a job shop. 
The literature contains two general approaches t.o the problem 
of determining the optimal reject allowance. The first approach 
involves making a number of simplifications in the problem in order 
to obtain an approximate solution with a reasonably small amount of 
effort. Examples of this approach are ( 1), (2), ( 13), ( 15) and to 
some extent (5) and (12). The common feature of their models is 
that all shortage costs, including the direct costs-of producing the 
units in the rerun and the average cost of possible au,sequent reruns, 
except the cost associated with one ertra setup, _are not considered. 
·~ 
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· ·A ·secon'd approach involves using a_ comprehensive· cost ·model in· 
order to obtain a reasonably exact solution. Examples of this· 
second approach are (6) , (8) , and (18) . 
!, The above referenced solutio·ns of the reject allowance problem 
" " are based on the standpoint of the- shop; that is, the frequency· 
function of rejects is usually assumed for the entire shop. It may 
be argued that since a job lot item is seldom a standard prgduction 
item, the mix of· operators and machines will vary from job to job. 
. " " 1 In this case the shop is hardy relevant in the,determination of 
reject probabilities. Unlike in the expected cost analysis, the 
Law of Large Numbers can not be invoked here s~nce the problem is 
one of inhomogeneous distributions rather than random deviations. 
In addition, it will be difficult to determine reject frequency 
data on the basis of the product since the product is highly vari-
able •. 
Most of the existing solutions require that the process fr·ac-
t ion defective be constant; that is, that the reject probabilities 
follow the binomial distribution. There is evidence that in some 
job shops virtually all of the defective units are made during 
setup, and that once a proper setup has been·achieved, production 
proceeds without interruption. If this is the case, the reject 
;, --
probabilities ~ill not be binomially distributed. 
The objectives of this thesis are: 
1. To develop a solution to the reject allowance problem 
·,S: 
based on: (a) a reject probability function which reflects 
I 
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· the operator's s'kill and his rat·e of learning, and (b) 
·; 'consideration of the mix of operators/machines required 
for a particular job~-
2. To make an empirical evaluation of the predictive utility 
of this model, This· evaluation will consist of comparison 
of the cost.associated with the solution of the proposed· 
model against the cost associated with the actual reject 
allowance used by the shop under investigation._ This· 
actual allowance w·as based on intuition and mature judgment. 
In addition, comparisons will be made with the cost that would have 
I ,. b·een incurred if a comparable model to the one proposed were used · 
but under the assumption of binomial distribution of rejects. 
Finally, appropriate statistical tests will be made to determine 
whether real differen·ces- exist between the mean costs of the three 
,0 
methods • 
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I , lI THE DISTRIBUTION OF REJECTS .r 
A frequently used meth.od of treating the distribution of rejects L.,, 
is employed in ~eferences (3), (6)i (8), (13), (18), and to some 
extent in (2), ( 5), ( 10.), and ( 12) . In this· method the process 
fraction defective; i.e., the proportion of defective units produced 
in a-process, is assumed to be constant and the binomial probability 
I. • distribution is used. References .(1), (2), and (15) presuppose the 
availability of historical data from which an empirical reject pro-
bability distribution may be determined . 
. , When it is known either through experience· or py us~ of statis-
tical control charts that the process fractio~ defective can be con-
sidered to be cons.tant, it can be assumed that the reject occurence 
follows a pattern of Bern:_oulli trials. Under this assumption,. the 
·reject probability may be. approximated by the binomial pro}?_,.bility 
, .. 
. 
.• 
:distribution with parameters ij+n and p, where N+n is the starting 
quantity in the production run·and pis the process fraction defective. 
In this case the probability f(y) of obtain_ing exactly y rejects is 
.~- .. 
f(y) - (N+n)! Py ( )N+n-y 1-p 
.... ., 
:f<>:t7 :Y =. 0-,_ 1, ••• ,N+n. 
y'! (N+n-y) ! 
Use of this well k.nown formula for f (y) implies a disregard for the 
possible effect of learning on the distribution of rejects. This 
neglect of learnirig ~ffects is not an intuitively appealing concept. 
.. Indeed, there·are indications that in some job shops virtually all of r:Y:-
the defective units·are made during the set-up stage; once a proper 
setup bas been a~hieved, production.procee~s without interruption . 
,,. . • • • •• ,. ··- - • ,,.-•,kC, .- ., • ..., --·· ··- .~,-~ ~ ., ... ---, • 
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'One theoretical frequency· function which does reflect the 
operator's ski'll and his rate of learning is given in (7). It is 
based on the assumption that all rejects occur during-the-set-up 
stage and that the attainment of a proper setup is influenced by 
the operator's dexterity, skill, and learning rate. The ideas . .i. 
·underlying this frequency function paralle~ some of the work of Estes 
'·' 
'I ' and Burke in the field of mathematical psychology (4). In reference 
(7), "learning" act_ually means operator learning as contrasted to 
induced learning. · Operator. learning is the· improvement which results 
from the activities of ~he employee directly related to the operations 
he ·perfonns. In (7) it is hypothesized that the probability of the 
operator achieving a proper setup at once; that is, t·he probability 
that no defectiv~s-are produced, is a ·function of his s~ill. Having 
once made a defective unit, the probability that the operator will 
make another defective is considered to be a function of his lear-ning 
rate. 
Accordi~g to one researcher (17), learning processes.fol.low the 
following pattern: (The parenthetical remarks have been added to -
put the pattern in the context of a machine operator in a manufactur-
ing process.) 
Step 1. J\.wareness of a need for greater organization. (Awareness 
~· that an order exists for a given number of particular 
items).· 
Step 2. Search of the phenomenal field for some means of achieving 
.. 
organization. This is differentiated in some degree as :'<: 
, • ~~=·',. 
. ·;~< ,\ 
Goal l· (The goal might be to make a proper setup and 
, .. ,., , .. -.. ,-··· 
r_; ', . 
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then produce the items·.) 
,:t.:{,'<~., 
'1: . . " 
Step a.· Simultaneous ·search of field for means of reaching or 
achieving the. goal. The tentative path is 'differentiated 
into sub-paths. Perception of Problem1 . (Here the 
operator decides how he should make the setup.) 
-Step .4·. Act1 begins, appropriate. to this perception·. (The operator 
makes the setup which he decided on in Step 3.) 
Step 5. Perception of Results1 . If the act or series of acts 
• 
- achieves the goal, no significant reorganization or change 
of field is necessary and, as a consequence, nothing is 
learned. (If the initial setup is satisfactory; i.e., a 
good unit is produced, the operator owes nothing to 
learning.- it was his skill which enabled him to succeed .. ) 
Step 6. If, however, ·the· results are not as expected or hoped, the 
s·ituation is reexamined. This· results in Perception of 
Problem2. (A ·def~ctive was produced; obviously the setup 
was improper. The quest ion is: how should the setup be 
changed?) 
Step 7. The new and more highly differentiated perception of the 
situation results in new Act2. (Another setup is attempted~) 
Step 8. Perception of Results2. If the new results are those 
sought, the search-act-evaluation process in the problem 
area is terminated and the individual shifts his attention 
to prob,lems elsewhere. 
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Step 9. _ If the desi~ed result has not be~n att~ined, the search-
( 
'• ~, 
' ' 
act-evaluation process goes on·until a new perception of 
J ··; 
tbe problem makes possible the attainment of the goal or-
until the learner differentiates another goal as a more 
practical way of satisfying his need. The new perception 
of the problem is what has been learned. 
Transfer of learning from one situation to another occurs when 
1. The learner perceives the two situations as similar. 
2. When he perceives a solution to one problem.as applicable 
to part of another problem. 
· 3. When he acquires new perceptions of himself or of the world 
at large which are applicable to both or all situations. 
In other words, the attainment of a proper setup can be considered 
to be a course of learning consisting of a sequence of trials. A 
single trial consists of the act of making a machine setup and pro-
cessing and then inspecting a unit of product. The outcome of a 
trial is a success if the unit sati.sfies. the operator. Otherwise 
the trial is judged a failure. No other outcomes are possible. Then 
it is possible to formulate the following probability density fync-
tion p(k) which represents the probability of spoiling exactly k 
units: 
p(k) = 
... 
p(O) 
(1-a) [1-p(O)]ak-l 
[1-p(O~ak-l 
0 
k=O 
k=l, 2, ... ,N+n-1 
k=N+n 
elsewhere 
where O<a<l and O< p(O) <.l. 
( ... 
• . 
.. -.•..•••. , .... ,_ ~ -~, ........ , •• , ... ,,..l' .. , : ... , ... ;·.,; 
. ' .. , '.: ·. ;;_ '" -;, : . ',· ... ; ·,_: ~ .. -·.: , .- ,· . '"·,,·,-'.· ... ,.'":,.i. r •,--. ' 
Eq. 1 
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. To demonstrate that Eq. 1 is a probatility density function it· 
I•· 
· n~eds to be shown that 
By Eq. 1, · 
m L p(k) 
k=O 
p(k) = 1. 
N+n-1 
= p(O) + (1-a) [ 1-p(O)] L 
- k=l 
. 
a k-1 + [l-p(O)]aN+n-1 
p(O) + (1-p(O)] (1- aN+n-l) + [1-p(O)] aN+n-l 
= p(O) + [1-p(O)] = 1. 
Several important assumptions underlie the fonnulation of p(k): 
1. The production process consists of a seeup stage followed 
by a production stage. 
2. The learning process takes place in the first stage, and 
terminates once a proper setup has been obtained. 
,•, 
'·3. All units processed in the second stage are of acceptable 
quality. 
4. The performance of the operator during the set-up stage is 
largely determined by his skill and his rate of learning. 
The latter is assumed not to vary from trial to trial. 
That is, a and p(O) are constants. 
5. There are only two possible learning outcomes at the com-
pletion of a trial; either the operator has, or has not, 
learned how to make a proper setup. 
- 6. The rate of learning is proportional to (1-a). 
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Consider the even·t of· producing a lot without any shrinkage 
whatsoever. This event will occur if and only if the operator 
achieves a proper setup at once. The probability of this event is 
of course the probability of producing no defectiv.e units whatso-
ever, p(O). The event of producing only one defective unit implies 
that the set-up stage was made of one trial· only. ~at is, a proper 
setup whose probability is (1-a) was achieved in the second trial. 
Then p(l) - (1~a) [1-p(O)] since the two outcomes are independent. 
Following similar analysis it can be shown that p(2) = (1-a)[l-p(O)]a, 
and (by mathematical induction) p{k) = (1-a:)[ 1-p(O)]~k-l for 
k = 1, 2, •.• , N+n-1. Finally, the event of spoiling all N+n units 
can only occur if a proper setup is never accomplished. . It is ea·s_t·1y: 
seen that p(N+n) =_[1-p(O)]aN+n-l. 
Then 
Let P(n) be the probability that n or fewer rejects occU-J!. 
P(n) 
n n 
-E p(k) = p(oj 
k=O 
+ tl-a)(l-p(O)] ~ 
=- 1 - [1-p(O)] n a 
k=l 
k-1 a. 
Eq. 2 
for O<a,-p(O)< 1 and n = O, 1, ••• , N+n-1. Of cour~e P(N+n) = 1 
since it is clearly impossible to spoil more units than are avail-
able. 
As shown in Figure 1, Eq. 2 defines a family of learning curves, 
one fo( each twoplet a· and p(O). Tnese are strictly monotonically 
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·, 
iQc.~easing, negat·ively accelerated curves with p(O) being .~he initial 
value. 
'---The probability that there will be more than n rejects-- is :of 
course 
~ -~___.! 
N+n L p(k) - 1-P(n) = (1-p(O)] er n, 
k=n+l 
The principal assumption underiyit~.g the skill and learning dis-
tribution is that all units processed in the production stage (that 
is, after one good unit has been made) are of acceptable quality. · 
Since it is unlikely that this assumption strictly describes the 
real world, ·the question how useful is this frequency function arises. 
The. answer to this question would depend on how well Eq.· 1 may fit 
. 
the. actual perfotmance of a shop. Discussions between this writer 
' 
and experienced shop personnel strongly support the contention that 
in many job shops the number of defectives made during setup is 
much greater than the number occurring after a proper setup has been 
achieved. This may be due in large measure to the rather small 
order sizes usually produced by such a shop. When the lot size is 
small," tge so called "long-term" capability of the process may never 
be realized. This "long-tenn" capability of a process includes the 
nonnal effect· of to.olwear, minor variations from batch to batch of 
material, and similar small and expected variations (16). The 
11 long-tern1'' _c~pability of a process is reflected in the pr9cess 
fraction µefective which is the probability of a defective in a 
single Bernoulli trial. Clearly, if the size of the order is smal~, 
·,, 
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the effects of ·toolwear, etc.,.· will be· re·latively minor and the 
('' 
rat:lo of rejects during set-up to those resulting from Bernoulli 
·· · trials ,will. tend to be relatively large. However, whenever the . . 
binomial reject occurrence is significant, it may be possible to 
add the effect of the operator's· skill and learning rate to the 
effect of the Bernoulli trials. 
let x be a random variable whose distribution is given by Eq. l 
-and let y be a binomial random variable. Let the Bernoulli trials 
st·art :once a proper setup has been achieved; that is, let all re-
" 
jects be due either to the outcome of a Bernoulli trial or to .the 
effect of the operator's skill and learning·rate on the attainment 
of a proper setup. 
The variable y will clearly be dependent on x since the :restri.c:-· 
tion x + y~ N + n must hold. Let p(x) be the frequency function 
of x. Then 
p(x) -
p(O) 
x-1 [ 1--p ( 0)] ( 1-a) a 
[1-p(O)] aN+n-1 
X=O 
x= 1 , 2, .•• , N+n-1 . 
x=N+n 
Say that f(ylx) is the conditional distribution of y given x. Th~ti. 
f (y Ix) 
N+n-x 
y y '(l )N+n-x-y p -p . 
fo_r ·y = 0, . ·, .•• ,N+n-x. Thus the joint distribution of x and y, 
-H (_, 
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sat ·f(x,y), is given ~y-f(x,y) ~ p(x)•f(y1x); i.e~~ 
p(O) (N;n)PY(l_p)N+n-y 
· f(x,y) = [1-p(O)] (l-a)ax-1 (N+;-x)Py (1-p~N-n-x-y 
[1-p(O)] aN+n-1 
• 
Eq. 3. 
x=O; y=O, 1, •••. , 
N+n 
x=l, 2, ••• , 
N+n-1 · ,
y=O, 1, •.• , 
N+n-x 
x-N+n;y=O 
To demonstrate that Eq. 3 is a: p·ro:b_a:b:iI;ft:Y.· .density function 
it needs to be shown that 
. L B<x,y) =· i. 
X y 
....... 
By Eq. 3, 
N+n 
=L p(O) (N;n)pY(l-p)N+n-y 
- ' 
f (x, y) 
y=O 
N+n-1 N+n-x ( · ) 
+ L L [1-p(O)] (l-a)ax-1 N+;-x Py (1-p)N+n-x-y 
x=l y=O 
+ [1-p(O)] aN+n-1 • 
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N+n 
p(O) L y:::O 
'"' 
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c'an be shown to be 
(N;n)py(l-p~N+n-y 
+ [1-p(O)] (1-a) 
N+n-1 
+ [~-p(O)] a 
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··~· 
equal to: 
·"· 
t, 
N+n-1 
Lax-1 
X=l 
N+n-x(N+n-x) . -
y pY(l-p)N+n-x-y 
N+n-1 
= p(O) + (1-p(O)] (1-a) L ax-l + [1-p(O)] aN+n;-l 
XF=l 
= p(O) + [1-'.p.(O)] (1-cl+n-l) + [1-p(O)]aN+n-1 
- p(O) + [1-p(O)] = 1. 
Let x +-y = z, then the frequency function of z,_ say h(z), is given 
by 
h(z) 
~ 
z 
_ Lf(i,z-i) 
i=O 
where f(i,z-i) is given by Eq. 3. 
The parameters .p(O), a , and p must be kno.wn. in order to com-
pute h(z). Unless the data can be sorted into two groups, one for 
rejects due to bi~omial causes and one for rejects due to effects 
of the operator's ski.11 and rate of learning, no reasonable estimates 
of these parameters can be found. 
The data used for this study were not obtained in such a way 
as to make it possible to estimate the parameters·' of h(z). It was 
therefore concluded that either p(x) or f(y) would be used to ap-
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proximate· h(z). · It· .is· hypoth~sized that in those 'job shops -where 
the lot sizes are small and the required degree of operator skill 
is appreciable., p(x) will give a satisfactory fit to Nature's dis-
tribution. 
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· III Mpdel Formulation 
A. A Single-Station Model 
,. . . 
A single-station cost model and minimum expected cost solution 
is presented in (7). This model and solution are based on the as-
sumption that Eq. 1 describes the distribution of rejects. The 
cost model is of the approximate type in that a number of simpli-
fications have been made in the problem in order to obtain a solu-
tion with a reasonably small amount of effort. 
t 
What is sought is the total cost, at a single station, associ-
ated with a policy of producing n units above the required lot size, 
N. It is assumed that at most one additional run will be required 
whenever excessive spoilage occurs during the first run. It is 
also assumed that. ,the costs associated with a second run are pre-
dominately set-up costs. 
,, 
Let Cu be the unit .cost of the manufactured, item and C8 be the 
set-up cost. The.following cost components will depend on n: 
(1) There will be some units spoiled dur-ing setup. In particular, 
,. 
there is a probability p(k) of spoiling k units. The expected 
cost of spollage is: 
C 
u 
N+n 
I: 
k=O 
kp(k) 
., 
where N+n is the size of the lot to be produced. 
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(2) The policy of producing n additional units will result in -a 
(3) 
~·· . 
scrapping cost whenever .. n exceeds k, the number spoiled. 
Salvage value is taken to be negligible. This expected cost 
is: 
Cu t (n-k)p(k). 
k=O 
.,. 
This component is neve·r negativ,e .since k n·ever exceed·s n·. 
In the event that more than n units are spoiled there 
arises the cost of an additional setup to meet the require-
ments. The setup cost C, mulyiplied by the probability of s 
~-
,., 
having to make that setup, yie'lds· the expected value of this 
cost component which is 
C 
s 
N+n 
L 
k=n+l 
p(k). 
The expect·ed variable cost of the policy of producing a shrinkage 
allowance of Wli ts • given n 1S 
i:~·:_·!· 
1.e·., 
.,, 
~·· 
kp(k) + 
for. n ~= . O , 1 , ••• 
by the sum of 
(n-k)p(k) + C 
s 
these cost components ; 
,'"· 
N+n "I· . 
~. p(k) Eq. 4 
k=n+l 
Note that the fixed cost of producing the required lot of N 
units, C N + C , is independent of the policy of producing n units,, u. s . 
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• 
above the required lot s·1z·e. Since the· intent is to minimize .. the 
,; 
.. 
expected allowance cost, the fixed cost in the total expected cost 
•. 
equation will not affect the result. 
If it is assumed that p(k) is defined by Eq. 1 then Eq. 4 
can be rewritten as follows: 
n 
kp(k) + cu L 
k=O 
N+n 
n 
(n-k)p(k) + cs· [1-p(O)] a 
-::;. C: :n + cu 
·u L (k-n)p(k) + C5 [1-p(O)] an. 
However 
N+n 
L 
k=n+l 
k=n+l 
(k-n)p(k) 
N 
1-a 
1-a . . 
To show that the above equation· • true, proceed as follows: 1S 
N+n 
L 
·k=n+l 
let . 
"·· 
J • 
(k-n)p(k) - [l~p(O)] 
~ [1-p(O)] 
N-1 
,, 
N+n-1 
(1-a) L 
k=n+l 
n 
a (1-a) 
N 
s - L k a-a -- a - • 1-a 
k=l ··rt 
0 
k-1 N+n-1 (k-n)a 
• .. 
+Na 
.. N-1 
+Na 
• 
• 
.r.,. 
r 
I : 
! 
! 
I 
l 
I ) 
I 
i 
I 
l 
I 
', 
l 
. •.• 1, 
/,, :, 
'·:.-,},,'·." 
.. • ,: 
Then 
dS 
--da -
Thus 
N+n 
L 
k=n+l 
',j 
•.. 
N-1 " N 
L d k-1 a-a ka --da 1-a 
k=l 
(k-n)p (k) 
-
-
'· 
.. ·'.' 
1-Ncl-l a-cl 
+ (1-a) 2 1- a • 
N-1 
(l-a) 1-Na 
1- a 
a-cl' 
+----(1-a) :& 
( 1-cl') = (1- p(O)] an 1-a . 
Therefore., the variable cost equation becomes 
';( 
[1-p(O)] an ( l-a?i)+ Cs [ 1-p(O)] 
1-a 
-
. 
As shown in Figure 2, Eq. 5 defines a unimodal cost curve. 
Let 
Then, 
C /C = ~ u s 
B = [ 1-p(O)] 
A= B (1-~) 
1- a · 
• 
N-1 
+ a 
Eq. 5 
...... -~ 
The value of n which minimizes Cn/Cs will also. minimize en•' By 
• 1·. 
dividing by Cs it is seen that only the ·ratio~= Cu/C5 is 
A 
,. 
important and that the absolute values of C and Cs are not required.· u ' 
The value of n which minimizes Cn/C8 is that for which 
4Cn-1/C8 < 0 < ~Cn/Cs. Solution of this difference equation yie,l~s: 
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.. ln { (1-a)'YC..,A+B) } 
lna 
_i,,: ... 
·"'· 
: .. , 
where n* is the opt.imal single-station shrinkage allowance and [] 
indicates the largest integer contained in the brackets. If n* is 
negative the allowance is taken to be zero. 
B. A Multiple-Station Model 
The multistation cost equation will be dependent upon the 
operating procedures followed by the job shop. It will be assumed 
that the following procedure is in use: 
(a) One reject allowance is detennined for the entire job and 
is added to the order size to fonn the input to the first 
station. 
(b) No decision as to pos~ible surplus or deficient units is 
made until the entire process has been completed. 
(c) Defectives are remov~d ·from the output of each station 
prior to continuation of the work flow to the subsequent 
stations. 
These procedures are. certainly not optim~l. However, they are the 
procedures followed by the shop that is the source of the data to 
be used in this study. 
What is sought is the total expected cost of the policy of 
starting n units more than the required lot size, N. It is assumed 
that at most one additional run will be required whenever excessive 
;spoilage, occurs during the first run. It is also assumed· that the 
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·• 
·· costs associated with a se~ond run are predominantly set-up costs. 
. _let Cu(i) be the value added to the manufactured ite~ at 
stations 1 through i and Cs(i) be the set-up cost of stations 1 
through i. There will be a probability f 1(k) of spoiling k units 
at station i. Then, P.(k), the probability of spoiling k units 1 
,, 
during setup of the first i stations is:. 
k 
Epi-1 (k-j)fi (j) i=2, 3, .•• ; k~0.:.,.1, ••. ,N+n-1 
j=O 
1 - p. (j) 
1 
i.=2,3, ... ; k=N+n 
"/'~,: :,·1 
,cf 
i ~1 ; '.k=O , 1 , . . . , N +n 
'The following cost components will depend on n: ::"·· ., . 
1. There will be some units spoiled during setup of station 
i. The expected cost of this spoilage is: 
• 
.. 
. , 
The swn of the expected spoilage costs at each of the i 
stat.ions is the expected spoiicage cost for the entire t-
station process. This sum is: 
: :, 
' 
• 
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2. The policy of startirg n addit~onal units as a reject al-
lowance will result in a scrapping cost whenever n exceeds 
k, the number of units spoiled in the t-station process. 
, 
This expected cost is: 
I 
3. In the event that more than n units are spoiled in the t-
station process an additional setup will be required at 
each station in order to meet the requirements. The sum 
of the set-up costs at each station multiplied by the 
probability of having to make those setups _yields the· total 
expected resetup cost which is: 
n 
1 - ~Pt(k~ • 
k=O .. 
Cn, the expected variable cost of the policy of producing a reject 
allowance of n units, is g~ven by the sum of the above cost com-. 
ponents: 
C 
n 
+ C 
. s(t) • 
n 
+ cu(t) L (n-k)Pt(k) 
- k=O 
Eq. 6 
1. 
'• What ls now, sought is the· value··of n which minimj.zes · Cn. This opt·i-~ 
'.~,. 
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: ... ·. 
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mal value of n is that for which ~ cn-1 < 0 < ~en, provided that the 
minimum found_rfy this procedure is an absolute minimum. A sufficient. 
) 
(but not- necessary) condition for this minimum to be absolute is 
that 
2 
ac > o 
. n - for all n. .:;: 
It can be shown that 
2 
4Cn = (Cs(t) + cu(t))Pt(ri+i) - cs(t)Pt(n+2). 
Thus if 
· for all n 
then en· has only one minimum. The· ·above condition is always satis-
fied for a single station when f(k) is defined by the skill and. 
learning frequency function since f(n+l) > f(n+2). However, the 
multiple station cost function will not necessarily be unimoda~ .. 
Far this reason, ijn IBM 360 computer program was written to compute . 
. ' . 
en for n = o, 1, . . . ' 50. The program then determines which of 
these values of n minimizes Co· That value of n is then taken to 
be n*, the optimal reject.allowance. The upper limit on n; i.e., 
50, was carefully chosen so that there was little or no likelihood 
that the absolute minimum of·c;,_ would occur at a value of n outside 
of this range. 
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IV Analysis of Shop Data 
,. ._7. 
A. Maximum Likelihoo~ Estimators 
In order to apply the proposed model it is required to detennine 
the values of a and p (0) in Eq. 1. 
The detennination of p(O) can readily be made by computing the· 
percentage of lots which have been processed without defectives. 
It will be shown that this percentage is the maximum likelihood 
estimate of p(O). 
The parameter a is the probability that learning does not occur 
when a learning outcome is possible. The percentage of learning 
outcomes which were unsuccessful is then an estimate of a. The 
total nwnber of trials where learning is possible for a particular 
job is equal to the number of units spoiled during that job minus 
the number of times ·all the units are spoiled. This fact may not 
be readily apparent but should become clear when one refle~ts on 
the assumptions underlying Eq. 1: 
Learning can only occur when a defective unit has alread~ 
.. ,J:,. 
been produced and an unproces:sed unit. remains. If no defec-
tives were produced, the operator's perfonnance could be 
attributed entirely to his skill. Once a defective unit has 
been made the operator has a chance to inspect that defective 
and to learn from hls mistake. If after pro'ducing this de-
fective unit, the operator produce·s another defective, he has 
failed to learn. Note that no more defectives can be made 
once the operato~ ha'S spoiled the last uriit. 
.. l 
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The ratio of these learning failures to learning opportunities will 
be shown to be the maximum likelihood estimate of a . 
' ·----
The .parameter p of the binomial distribution will be calcu-
lated in the usual manner. As used here, pis the probability of 
failure, that is, of producing a reject, in a ·single trial. Thus 
~' the percentage of defectives produced, is the maximum likelihood 
estimator for p. 
I. 
The maximum likelihood method will be used to obtain point 
estimates of the values of p(O) and a from the observed values of 
the random variable x. The likelihood function is given by 
n 
L(x: p(O),a) n f(x.: p(O) ,a) 1 
i=l 
where f(x:p(O), a) is given by Eq. 1. 
Let·k be the number of observations of:·x - O; X1', ~', ••• ,Xm' be 
them observ~tions of X ' " " " - 1, 2, ... , N + n - 1 and x1 , ~ , ... , Xi 
be the h observations of X = N + n. That is, 
. . . ' X ' = 1 
-j 
X ' X' X ' - 2 
' 
. 2' ... , j+l J+. p 
• ••• r ·;J .. 
_; .. · 
. X ' = N+n-1 
• • • ' Ill 
X " X " 
1 ' 2 ' . . . ' ~" ·= N+n 
The likelihood function·is then: 
. .. ' 
for the j observations of 
X=l 
for the p-j observations of 
X=2 
• • • • 
for the m-q observations of 
X-N+n-l 
for the h observations of 
X=N+n. 
1-•· -- . ! ~- -
'· 
"-•-··-~~---··••'""''-"••-•,,.h,c.,~,,._.,._,~,,.,.••••-·-•-·"''"~-- ••• ,• ••' ""'"•·•'-•,<••• .... ,,. •. ,,., .. ,_,,• 0••,f-' •••' ••,••••'•"•• ••h,•--·~·•• •• 
' . 
.· .. 
~ 
. ~ 
·' 
" 
:,, 
\ 
l 
,, 
l· 
i :, 
i' 
r 
I 
i' 
i 
., 
', 
.... 
'°· • '~ I 
:, 
~. 
\ 
' ... · 
:. ~. 
.,. 
• 1., 
...... 
·.:: ' 
.. 30· 
• ,. 
... 
m 
L(x:p(O) ,a) ..: p(O)k nf(xi I :p(O) ,c:r) 
h n f(x/:p(O) ,a) 
i=l j=l 
m h 
- p(O)k (1-p(O)] (m+h) (1-a)m a ~ (x/-1) + L ex. "-1> J 
-~ .. 
1=1 j=l 
If L(x:p(O) ,a) -is maximized this will maximize the probability that 
f(x) is the frequ~ncy function of the population from which the 
observations came. ~is~ can be. accomplished by, maximizing 
ln L(x:p(O) ,a) by the usual method_: 
ln L(x:p(O) ,a) = k ln p(O) + (m+h) ln [ 1-p(O)] + m 1n (1-a) 
m 
+ ~(x1 '-1) 
i=l 
·' 
h 
+~ 
j=l 
(x. "-1) 
J lna. 
A. 
,_. ~· . 
• 
The maximum likelihood estimator for ptO), say p(O), can be found by 
taking the partial derivative of 1n L(x:p(O),a) with respect to 
p(O) and equating this derivative to zero. That is: 
.01n L(x :p (0) , a) k m+h 
-
-
--- • dp(O) p(O) 1-p(O) 
~. 
.. 
Thus 
k M-k ,-
-..... 
p(O) 1-p(O) 
since (m+h) = (M-k), where Mis the number of lots processed and 
observed, finally, 
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A k·( · 
p(O) = -, 
.M 
the percentage of lots with no defectives. 
;. 
~· 
A Similarly, the maximum likelihood estimate for a, say a, can be: 
found: 
.. 
oln L(x:p(O),a) 
oa 
m 
E 
i=l 
- --------------
h 
(x. '-1) + (x . "-1) 
1 ...... J 
-
m 
·a 1-a 
Thus 
m h 
E (x. ' -1) + E (x."-1) 1 J 
" 
i=l j=l a 
-
m h • • 
m + E (x. '-1) + E (x " -1.) 1 j 
i=l j=l 
.Now 
m h 
• 
m + Ecxi ·-1) + 
i=l E j=l (x. fl-1) = f f I ff ff X + X +. + + + J 1 2 ••• "in . Xl X2 + .•• 
- h 
· which is the number·of occasions where learning could have occurred. 
(The number of. defecti~ unJts. produced minus the number of occasions 
when all units were. spoiled; as explained on page 28.) Similarly, 
i=l 
h 
+ E<x/·-1~ = 
. j=l 
'· 
IJ,. " u 
X ' · + X ' 
'1 '. . 2 +. • .+ X ' m 
+ X 
1
' - (m+ h) • 
. ·. h 
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,{ 
This is the number of' unsuccessful trials. That is·;· the total num-
ber of defective units· produced minus the number of occasions when 
one or more units were spoiled. Note that at least one defective 
must occur before a learning outcome is possible. Therefore, ~ is 
just the percentage of unsuccessful learning trials. 
A /\. 
It now remains to show that p(O) and a are not only maximum 
likelihood estimators but also unbiased estimators·: a statistic 
.. t = t(x1 , x 2 , ••• , Xn) is said to be an unbiased estimator of the 
parameter (J if E [ t] = (J (9). First it will be shown that 
E[~] =a: 
. 
E[Fl h ] X. I + E X ." - E [m+h] ·1 . 1 J E[~] J= -
- • 
E [EX. I h ]- E[h] + L " X 
. 1 1 j 1= j=l 
~ 
Now E [ Lxi' +Lxj "] _is. the expected value of the total spoilage, 
.. 
which equals the expected number of rejects per lot, say µ. ., multi-
plied by the nmnber of lots. The statistic µ. can be found as 
follows: 
N+n N+n-1 
L 
x=O 
[ 1-p(O)] l: 
x=l 
x-1 · ~+n-1 
xa + (N+n)(l-p(O!, µ. = E[x] = xf(x) = (1-a) 
a N+n N+n-1 
· . N+n-1 [1-p(O~] -a (N+n)a "' - 1 - (N+n)a + + 1-a 
• 
[1-p(o>] (1-~+n) ,;, 
-
- • 
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·! I 
Let M be the number of lots processed.. Then E [ m+h], the expected 
number of lots which had some rejects, equals· [1-p(O~·M. E[h], 
the expected nwnb~r of lots which were totally spoiled, equals 
p (N+n) · M. (N+n is the lot size.) 
Thus 
or 
·since 
Thus 
. E[~] 
= M(µ- [1-p (O)] ) . 
M(µ~p(~+n)) 
- [1-p(O)] 
'• 
[ ;'I N+n-ll 1-p(O)Ja { 
p(N+n) = [1-p(O)] N+n-1 a • 
-
-
Cl-a) · · = a . 
(l-a)aN+n-1 
Since E[~] A·. = a, a is an unbiased estimator of a. Similarly, it 
A 
can be shown that p(O) is an unb.iased estimator of p(O) 1 
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but E [k] = M · p(O) and, since M is a constant, E [M] = M. 
Thus 
M · p(O) 
M 
- p(O) .. 
B. Description of the Data Available 
:9 
The data used in this thesis was obtained from a large metal 
working job shop. This shop consists of nine primary groups of 
equipment (drill presses, lathes, milling mac·hines, etc.). There 
• were approximately 112 machine tools in the shop. Items made in the' 
,; 
shop can generally be classified as gears, shafts, or casting, for 
u.se in military electro-mechanical systems. The shop manufactures 
. ~ 
· items upon receipt of a _customer order. There is essentially no 
~anufacturing to stock since very few items have a predictable future 
demand. 
A customer -order is received in the shop in the form of a shop 
folder which consists of drawings, an engineering route sheet, and 
other pertinent data concerning the manufacture of th~ part. The 
-
route sheet contains information on the operations required to manu-
. 1:J 
,. r 
.. , 
facture the item. The machine co~e to be used, the set-uptime al-~ 
~ 
,. 
; 
A, 
·-· 
lowed, and the make time per hundred units are specified for each 
... 
. operation. Also included is a description of t·he operation and the 
· name of the machine code. 
• 
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There is a computerized production control system installed 
. 
in this 'job shop. . ;·~> An output of this system is a historical file.of 
• 
orders processed in the shop. This file contains essentially the 
same information as the engineering route sheet. In addition, t~e 
file contains the completion date and quantity completed for each 
operation. This file is maintained on magnetic tape. 
An IBM 360 program was written to analyze the historical file 
for the year 1964 to detennine estimates for the parameters of, both · 
the skill and learning frequency function and the binomial frequency 
·i;I' function. There were over 4,000 jobs processed that year and almost 
.70% of the lots were for 50 units or less. Figure 3 shows the distri-
bution of lot sizes. The program eliminated all operations that 
contained incomplete information; i.e., operations that had either 
the completion date or the quantity completed missing. Also elimin-
·ated were operations where a quantity increase occurred. A quantity 
increase can occur primarily through human error in either counting 
the parts or in transmitting the quantity information via the data 
., collection deyices (IBM-357M units). 
The shop data was classified by machine group rather than by 
machine. It was felt that dividing the shop into 112 different 
machines would be too large an undertaking and would also require 
much more data than were available. In addition, the machine groups 
are fairly homogenous both to the actual type of machine and to the 
per~nnel who are the operators • 
. ' ' 
' 
.. ' 
Only· tho$e jobs completed in the first half of 1964 were used. 
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for est-iniating the parameters.. The jobs during the last half of 
1964 will serve as test data for ev~luating the predictive utility 
of the models. Only t·hose lots where the order size was 50 units 
I,.. ! 
or less were considered. It was arbitrarily decided that lots in 
. n : ,, 
this size range were ,>small order lots and therefore typic~l o-f ·a 
job ShQp. 
C. rests for ·Statistical Control 
Say that a series of point estimates of p(O)(or a, or p) are 
A A A - -A 
available. These could be p(0) 1 , p(0) 2 , ... ,p(O)m where the p(O)i 
are maximum l~kelihood point estimates for p(O). It will be useful 
to find values p(O) and b such that the probability is, say .90 that 
the random interval p(O) ± b .will contain p(O) in its interior. 
Before attempting to make any probability statements based on 
A 
these p(O). it will be necessary to verify that p(O) is under sta-
1. 
~ 
. ,· 
tistical cont,rol. A simple graphical method, called a quality-· 
- I 
control p-chart, has been found highly useful in the solution.of 
A 
this problem. Each of the m p(O). 's will be based on a sample of 
l. 
ni lots where each ni may be different. Therefore, the technique 
of stair-step control limits must be used. Industrial experience has 
shown that the number of points on the chart should be twenty or 
more but not less than ten (16). In view of this requirement, a 
serie~ of _point estimates of p(O), a, and p were computed for each 
of the nine machine groups. For a given machine group, estimates 
were computed for each parameter for each month of 1964, giving a 
total of 12 point estimates per parameter. A grand mean, say p(O), 
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was then computed for each machin·e group. This grand mean was then· 
used as a point estimate of p(O) to establish the minimum number of 
. ~ .. ' 
· lots, say n' , which could be considered a proper sample size. Ex-
' perience indicates that the binomial distribution·of p(O) can be 
fairly well approximated by the nonnal distribution when -n1 [1-:p(0)]>5 
and p(O) > 1/2. If p(O) < 1/2 then ni can be considered to be suffi-
ciently large if n1 p(O) > 5. (9) It was found that the sample 
sizes for estimating p(O) and a were adequate except for 1Ju1~hine 
groups 1 and 8. The sample sizes were rather small for several 
months for these machine groups. The estimates for these months 
·, 
were nevertheless not eliminated from the control charts since 
twelve points is nearly the minimum number required in order to 
show a pattern. The sample sizes for estimating p were found to be 
too small for several months of data for machine groups 6, 7, and 
8. Again, it was decided to plot these points· anyway. 
A.fter obtaining the grand mean and the series of point esti"-
mates, the stair-step control limits were found: 
upper control limit= p(O) + 3 p(O) [1-p(O)] .. 
.ni 
.lowe·:r·control limit-- p(O) - 3 p(O), [1-p(O)] 
ni • 
Iii 
A These limits, p(O), and each p~O)i were then plotted. As an exam-
_ple, .the p-charts ·for p(O), a, and p for machine group 3 are shown 
in Figur.e 4. It was concluded that p(O) and a could be considered 
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. to ·be. under statistical C01ntro·1 'if 1he points 'for :March and April i 
\· 
were disregarded. The point corresponding to either one or both 
of these months was apparently out of control on the p-charts for 
·; a and p for every machine group. It was therefore decided that the 
data .for March and April would be disregarded since it is obvious 
that outside disturbances were present. Even with the elimination of 
these unnatural data, there is strong evidence that-pis not in 
statistical control. This may be due to an inability of the binomial 
distribution to adequately describe the events occurring in this 
shop. However, for the purpose of comparison, p as ·well as p (0) and 
·:· 
a will be considered to be under statistical control. 
D. Point and Interval Estimates of the Parameters 
Now that p(O), a, and p have been assumed to be under statis-
tical control, appropriate confidence intervals can be found for 
these parameters. The distribution of the series of .(four) points 
A 
estimates; e.g., p(0) 1 , 
A 
normal since each p(O). 
l. 
A A A p(O) 2 , p(0) 3 , p(O) 4 , will be assume·d to be 
is an ayerage or mean value. By -the Central 
Limit Theorem the distribution of these mean values is approximately 
normal with mean p(O) and variances. Student's t distribution is 
appropriate for finding the desired confidence interval ~or-._a .. sample 
h 
-
of only four values of p(O) .. A 90% confidence interval for p(O) l. 
can be found as follows: the probability is O. 90 that the random . \\.· 
.,, interval p(O) ::l- b will contain p(O) in its interior when 
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The value·of p(O), a, and p, along with the respective upper and 
' ., 
lower 90% confidence limits for each machine group are shown in 
Figure 5. These estimates are based on the data for the months of 
January, February, May,· and Jtme of 1964. These are the parameter 
•' -1-
estimates that will be used when testing the predictiye utility of 
the learning frequency function and the binomial frequency function 
against ~ practice. 
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Description Point Estimates 90% Confidence Intervals 
of Group a p(O) p a p(O) 
Saws .ijl8 .955 .014 .158-1.000 .900-1.000 
Drill Presses .544 .896 . 020 • 42·8-- .659 .880-.913 
Boring Machines .544 .775 .038. .425- .663 .685-.864 
Lathes .. 6'50 .830 .032 .481- .8'19 .805-.854 
C 
Milling Machines. .. 5l~_8 .892 .019 .358- .777 .865-.919 
Generators .570 .441 .087 .452- .688 .240-.643 
,, Grinders .695 .792 .045 .317-1.000 .738-.847 
Special Purpose . 520 .940 .018 .000-1.000 .879-1.000 
Bencl1 & Misc. .659 . 938 .016 .580- .739 • 923~ •• :954 
. . 
. .. 
:fJgure: -~· Description of the· Machine Groups and 
Estimates of the Parameters of Each Group. 
p 
.000-.035 
.015-.025 
.025-.050 
.027-.037 
. 017..:.. 021 
. 065-. 108 
.005-.085 
.000-.038 
. 013-. 0.18 , 
., 
.. 
, 
... __ 
~ .. ,. 
·-
.~ .. 
~--
~ ... 
.-
- ~ 
-· 
. , 
-· i . 
'·· 
. ':: 
.... .. 
,, l'i• 
t 
., 
·, 
43 
.. 
V Model Testing 
For the cost comparison phase of this study a random sample 
of actual completed jobs was chosen from the shop's history file 
for the second ·half of 1964. The standard set-up time allowed was 
taken as the value of C and the standard· make time as Cu· Both 
, s 
Cs and Cu are in terms of ho~rs instead of dollars. Appropriate 
transformations from hours to doilars can be made by multiplying 
each time by its respective standard rate. For each job selected 
the cost ~ssociated with the actual reject allowance was computed. 
Th:is. act1~al allowance was based on intui~ion and mature judgement 
of the shop operating personnel rather than on any mathematical 
model. Next, that cost was.computed which woulq have been incurred 
had the skill and learning frequency function been used with the 
multi-station model. Finally, the cost was computed which would 
have been incurred had the binomial frequen~y function been used. 
Appropriate statistic~! tests were then made to determine, 
whether real differences existed between the mean costs of the 
three methods for-finding the reject allowance. 
The following values were computed for each of ·the one hundred 
randomly chosen jobs : 
(a) The difference between that cost which would have been incurred 
had the multiple-station model been used in conjunction with 
the skill and learning distribution of rejects and the actual 
reject allowance cost. 
·(b) The difference between that cost·which would have.resulted if 
,1, 
/ 
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the multiple-station model had been us'ed with·-the binomial 
distribution and the actual cost.· 
(c) The difference between the cost which would have been incurred 
if the multiple-station model had been used with the binomial 
distribution and that cost which would have been incurred if 
the skill and learning.dist~ibution had been used. 
Figures 6, 7, and 8 show the distributions of these cost differences. 
What is sought -is an appropriate statistical test to determine 
whether real differences exist between the costs of the three 
' methods. From a practical point of view, the Central Limit.Theorem 
permits the use of normal curve methods on problems of this type. 
- One way of treating this problem is to test whether the mean cost 
' differences are zero or not. Since each of the models resulted in 
a higher total cost than the actual shop practice and use of the 
binomiai mo~el resulted in a higher total cost than use of the skill 
and learning model, the alternative hypotheses will be that the mean 
differences are greater than zero. That i's, the problem can be 
stated as testing .the hypothesis 
Ho • µ = 0 • 
against the alternative 
Hl • µ>0 • 
for each for· the three d-iff erences . 
If x1 , x2 , ... , xm are m values of the mean difference in cost, 
where each Xi is based on n samples, then by the Central Limit 
Theorem, the variable x has a distribution that approaches a normal 
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\, 
distribution as n becomes -fnfinite~- Sampling experiments have 
shown that for n = 10, samples from the rectangular distribution fit 
. 
. a normal curve quite well .. (9) · Of course, the more the sampled dis-
, trtbution differs from normality, th·e larger n must become to 
guarantee approximate normality for the distribution of x. It is 
apparent from the histograms shown in Figures 6, 7, and 8 that these 
distributions are considerably ft ,, more normal th-an the rectangular 
distribution. Consequently it was decided that a value of 10 for 
n would be sufficient to ensure normality. That is, ten sample 
means, each the average of ten values of the cost difference in 
question, wer.e obtained fr.om the one hundred randomly selected jobs 
completed during the last half of 1964. 
The Normal curve method of solving the problem of determining 
whether real differences exist between the costs of the three 
methods is subject to one serious objection. For a sample of 
only ten means, the sample standard deviation will-not be an 
accurate estimate of the population standard deviation; consequently 
a serious error may be introduced by replacing the population 
standard deviation by its sample estimate as is required by the 
, 
normal curve method for testing the difference of means. The 
Student's t distribution may be used to eli~inate this error when 
testing the difference of two nieans .. In addition, even though 
the Student's t distribution and corresponding tabulated critical 
values are based on the assumption that_ the sampled population 
(here the population of mean differences) possesses a normal pro-
bability distribut·ion, it can be shown that the distribution of t 
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is relatively stable for populations which are non-normal but pos-
sess a "mound-s~aped" probability distribution~ (14) 
For each of the three differences; i.e. , learning minus actual, 
binomial minus actual, and binomial minus learning, the grand mean 
-(the mean of the ·means), x, was positive. These positive values 
of x suggest that the actual shop method was most economical, the 
skill and learning model was less economical, and that the blnomial 
model was the least economical of the three methods. In order to 
decide how much confidence could be placed in these apparent differ-
en,ces, tests of_ significance were made. The appropriate test is 
the Student's t test, which involves a comparison of the mean 
,,,.. ' ,.~,... -
difference with its standard error. Let x, the difference of the 
means, be normally distributed with meanµ and variance a 2 . Let 
a random sample of size n be taken from th_is population. Denote 
- . 2 ,-
the sample mean and variance by x ands, respectively. 
Then 
t = x$/s 
will have Student's t distribution with n-1 degrees of freedom. 
Then to test the hypothesis that µ. = O against the alternative 
that µ > O, it is merely required to calculate the value of t and 
use standard tables to see whether the sample value oft numerically 
exceeds the critical value for a "one tailed" t test. 
It was found that: 
(a) For learning minus actual: 
' . 
Grand mean x = 0.231 
··~ ' 
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·Estimated standard deviation of the means 
. " 
- 1.166 
t = i.ra1s = 0.627 with 9 degrees of freedom. 
According to the tabulated values of the t statistic in reference 
(9), the probability that this apparent difference in cost was 
due to change causes is approximately 0.300. It was therefore con-
cluded that no significant difference existed between the costs of 
these two methods. The observed total reject allowance costs were 
365. 60 hours for the learning model and 342. 46 hours for tl.te actual 
shop method. 
' 
(b) For binomial minus actual: 
Grand mean x = 0.782 
Estimated standard deviatforf ·of t·he -means 
s - - o. 968 
./\ 
·t ~ ;,mis = 2.555 with 9 degrees of freedom. 
Thus the probability thElt this observed difference was due to 
chance causes is only about 0.025. It was therefore concluded 
that use of the binomial model was significantly more expensive than 
use of the actual shop method for determining the reject allowance. 
~ 
The observed total reject allowance cost of the binomial method 
~ 
was 420.76 hours. 
(c) For binomial minus learning: 
Grand mean x·= 0.551 
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Estimated standard deviation of the mean·s .. 
s = ~ { (x-X) 2 /(n-1)} = 0.626 
t = x $ Is = 2. 784 with 9 degrees of freedom, 
Again, it was found that the probability that this apparent dif-
ference in cost was due to chance alone is about 0.025. Thus it 
was concluded that the.binomial model was significantly more costly 
. 
than the skill and learning method. 
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•: · VI · Conclusions 
The majo_r objectives of this paper a~e to present a multiple-·:· 
station model for reject allowance costs and to test this model 
against actual shop practice. The model requires a knowledge of 
the probability distribution of rejects. In this study t-wo prob-
ability distributions were investigated; the binomial distribution 
.. 
and a distribution based on the effects of the operator's skill and 
his rate of learning. 
,A se.ries· of tests were made in"' wnic.h randomly sele·cted jobs 
f·rom a large job shop provided the input data. These tests were 
designed to evaluate the three methods as predictors of optimal 
reject allowance. The tests were performed on one hundred random-
ly chosen jobs which were completed by the shop during the last 
1\-, 
",;I •.. 
half of 1964. Data from the first half of 1964 were u~ed to obtain , . 
. 
the maximum likelihood estimates of the parameters of the two prob-
ability distributions . 
The following concluston·s -~pp_l.y :fo.r· the particular: .s:b.op: ancl-. 
period investi~ated: 
(1) The method that the shop used for detennining the optimal 
> 
reject al}owance; i.e., the experience and mature judgment of 
a dispatcher was more economica·1 than use of the multiple-sta.;, 
tion mathematical model in. conjW1ction with the binomial prob-
ability distribution. 
(2) The multiple-station model based on the skill and learning 
probability distribution developed in· reference (7) was more 
• 
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economical than.the same model using the 'binomial,distribution. 
\ 
(3) There may not h~ve be~n any di~f~rence between the cost of the 
act~al shop method and the cost incurred when the multiple-
station model was used with the new probability distribution 
presented in reference .(7). There is some indication that 
the actual shop method; i.e., the dispatcher, is superior, but 
this difference is not statistically significant. 
Areas for Future Study 
Several models for determining an optimal reject allowance are 
available in the literature. In the author's opinion what is needed 
now is more study of the distribution of. rejects since all of these 
models require some knowledge of this probability distribution. 
Some of the specific areas which require further study are: 
(1) Investigate the possibility that the probability dis-
.. 
tribution of rejects is actually a combination of two 
r, 
or more distributions (e.g·., binomial and learning) • 
. z.-
(2) Make empirical studies of data from other job shops in 
order to detennine whether there is any gene.rality in 
the conclusions of this thesis. 
(3) Conduct a psychological study of ·the dispatcper's 
decision process in order to learn how he does so we1·1. 
These are but a few of the areas in which further study is.,. 
~ 
needed and the reader will most probably see many more. 
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