For a two-sided hypothesis testing, it is known that there does not exist UMP tests. Uniformly most powerful unbiased (UMPU) tests and likelihood ratio test are the common approaches to two-sided testing. The p-values of these tests are usually used as evidence against null hypothesis. However, there are criticisms of p-values as a measure of evidence against null hypothesis for the two-sided testing problem in literature. Thus, in this paper, evidence measures derived from Bayesian approach are proposed to be the replacements of p-values and are investigated from both decision and testing perspectives. From decision theoretic framework, the proposed evidence measures can be demonstrated as admissible estimators, however, p-value of UMPU test are not admissible estimators; from testing aspect, the tests derived from p-values and the proposed evidence measures are shown to be UMPU tests. The Bayes estimator is better than p-value from theoretical aspect and it has the same merit as the p-value in testing point of view. Therefore, evidence measures derived from Bayesian approach are recommended in this paper.
Introduction
Let X be a normal random variable with distribution N(θ, σ 2 ), where θ is unknown and σ 2 is known. Let Θ 0 be a subset of parameter space, which is an interval [θ 0 , θ 1 ] or contains only one point θ 0 . Consider the two sided hypothesis testing
It is well known that there does not exist UMP tests for two-sided hypotheses testing. In this case, it is impossible to find a good one among all tests, then we focus on the class of unbiased tests instead of all tests. A test with power function β(θ) is unbiased if β(θ ) ≥ β(θ ) for every θ ∈ Θ c 0 and θ ∈ Θ 0 . An uniformly most powerful test (UMPU) is a UMP test within the class of unibased test. It is shown in (Lehmann (1997) ) that UMPU test does exist for two-sided testing in exponential families. For Θ 0 = [θ 0 , θ 1 ], a level α UMPU test of (1) where the c's are determined by
When Θ 0 contains only one point θ 0 , a level α UMPU test of (1) 
The set {x : φ(x) = 1} is the rejection region of the test. If the observations belong to the rejection region, the null hypothesis is rejected. In this approach, the significance level α should be specified first. Another way of reporting the results of a test is to report the p-value. The p-value for a sample point x is the smallest value of α for which the sample point will lead to rejection of H 0 .
Although the p-value is defined in terms of α levels, it is not a significance level.
We usually use the p-values as a measure of data-based evidence against H 0 .
However, using only p-value as evidence against null hypothesis might lead to a wrong decision (see Berger and Wolpert (1988) 
to evaluate p-value, where
0 otherwise and r(x) is an estimator of I (θ ∈ Θ 0 ). In a testing problem, we have to decide to reject or accept the null hypothesis. Actually, this problem can be interpreted as the problem of estimating I (θ ∈ Θ 0 ). Hence a squared error risk of the form (4) is a sensible criterion to evaluate evidence measures against null hypothesis.
Under the criterion (4), Hwang et al (1992) show that for one-sided testing 
where k is a positive constant between 0 and 1 such that max 
where (f ) is called the discriminant of f (x).
Lemma 2. Let
Proof. For any x, the only two solutions of ω such that
Note that η(x) and η(ω) can be rewritten as
2 dt and
If w is replaced with −x+θ 0 +θ 1 in (7), then by the fact that e −t 2 /2 is symmetric to zero, we have η(ω) = η(x). Thus, ω can be chosen as −x + θ 0 + θ 1 .
Lemma 3. Let
Proof. The first and second derivates of d(x) with respect to x are
and
If x is replaced with (θ 0 + θ 1 )/2 in (10), then (10) is equal to
Since (θ 0 + θ 1 )/2 is a root of Proof. Combining Lemma 1-4, we have the main result in Theorem 1.
where σ 2 is known. In hypotheses testing (1) , consider the test
where η(x) is a Bayes estimator of I(θ ∈ H 0 ) with respect to uniform prior
Proof. Without loss of generality, we assume that σ 2 = 1. The rejection region of null hypothesis is x :
which is equal to {x :
Let m = θ 1 − θ 0 and y = e m(x−θ 0 ) . Then, (9) can be rewritten as
By Lemma 1, (f (y)) = e 3m 2 e 4m 2 − 8ke
Note that k is greater than zero, thus, (15) is greater than zero if e m 2 > 3k.
Then we will proceed to the proof by consider two cases : 
When x goes to infinity and minus infinity, (16) goes to zero. Thus, combining the above arguments, d(x) has one local maximum and two local minimum. Note that (θ 0 + θ 1 )/2 is one root of (9). By Lemma 3, d(x) has a local By Figure 3 , it leads to that the region {x : is equivalent to
Note that k is chosen to be satisfied E θ 0 φ(X) = α. Hence by the form of the rejection region (18) which is the same as the form of UMPU test and The value of ν in Theorem 1 is defined in Lemma 4 and Table 1 is the value of ν corresponding to k ≥ 1/3 by numerical calculation. 
is a level α UMPU test, which is also a likelihood ratio test, where
η 1 (x) = me − n Σ i=1 (x i −θ 0 ) 2 /2 / e − n Σ i=1 (x i −t 1 ) 2 /2 + me − n Σ i=1 (x i −θ 0 ) 2 /2 + e − n Σ i=1 (x i −t 2 ) 2 /2 , t 1 < θ 0 < t 2 , θ 0 − t 1 = r, t 2 − t 1 = 2r, k = me cnr+nr 2 /2 / 1 + e 2cnr + me
Proof. The rejection region of φ(x) is equivalent to
By dividing e
in both side of (19) and let y = e n(x−θ 0 )r , (19) is equivalent to
where 
which leads to h(y 0 ) < 0. Therefore, the figure of h(y) to y is Figure 4 .
Figure 4: Plot of h(y)
The two roots of h(y) = 0 are N(0, 1) .
which is also a likelihood ratio test, where
η 2 (x) = me −(x−θ 0 ) 2 /2 / 4 Σ j=1 e −(x−t j ) 2 /2 + me −(x−θ 0 ) 2 /2 , t 1 < t 2 < θ 0 < t 3 < t 4 , t 2 − t 1 = θ 0 − t 2 = t 3 − θ 0 = t 4 − t 3 = r, k = e 2nr(
Proof. The rejection region of φ(X) is
which is equivalent to
in both side, (21) is equal to
Let y = e n(x−θ 0 )r . By the fact that and r 3 × r 4 is also positive, thus, r 2 is negative and r 3 is positive. Combining the above arguments, the figure of h(y) with respect to y is figure 5. By (23), the rejection region is {y : 0 < y < r 3 or y > r 4 }, which is corresponding to and I (θ=t 1 ,t 2 ,t 3 ,t 4 ) respectively, where Herstein (1975) ). But, although it is impossible to establish general results for g ≥ 5, we will investigate it from numerical study.
Proposition 1. If η 1 (x) in Theorem 2 is replaced with me
, where g is an even positive integer,
Then the rejection region {x : 
Simulation results
In this section, the mean squared error of the proposed Bayes estimators and p-value are compared for the case of Θ 0 = θ 0 . The mean squared error of an estimator r(X) of I (θ ∈ Θ 0 ) is E (r(X) − I (θ ∈ Θ 0 )) 2 . Let MSE 1, MSE 2 and MSE 3 denote the mean squared errors of η 1 (x), η 2 (x) and p-value respectively. Table 2: The table is 
