A tensor is said to be isotropic relative to a group of transformations if its components are invariant under the associated group of coordinate transformations. In this paper we review the classification of tensors which are isotropic under the general linear group, the special linear (unimodular) group and the rotational group. These correspond respectively to isotropic absolute tensors [4, 8] , isotropic relative tensors [4] and isotropic Cartesian tensors [3] . New proofs are given for the representation of isotropic tensors in terms of Kronecker deltas and alternating tensors. And, for isotropic Cartesian tensors, we provide a complete classification, clarifying results described in [3] .
Introduction and notation.
Let X be a vector space of finite dimension N s= 2 and let X* be its dual. A tensor T of contravariant order U and covariant order V is an element of the vector space Since the components of aT relative to the transformed basis {e,} and its dual {e'}, defined by e ; = ae ; = ^y , e' = e'b = b'fif, are the same as the components of T relative to the basis {e,}, the components of T are invariant under the basis transformation e, >-> ae, for all ae'S. First we note that any non-trivial general isotropic tensor must have equal contravariant and covariant orders [8, 4] . If T is a tensor of type (U, V) (that is, of contravariant order U and covariant order V) then by setting a = Al, where A e U -{0} and 1 denotes the identity transformation, we obtain from (1. We now use (2.4) to obtain explicit forms for general isotropic tensors.
General isotropic tensors. Tensors isotropic under the general linear group GL(N)
(i) For the case U = 1 each of (2.2) and (2.4) reduces tô
Setting i=p = 1 and relabelling the indices, we obtain the well-known result It is worth noting that it follows from (2.10) that for the components of any tensor T of type (r, r). The set of tensors T that are isotropic with respect to SL(N) therefore characterizes the set of relative tensors^ that are isotropic with respect to GL(N) + . We shall say that a tensor of type (U, V) that is isotropic with respect to SL(N) has weight W, given by (3.4) .
It was shown in [4] that for a relative tensor to be isotropic (with respect to GL(N) + ) W must be an integer. We now provide a different proof of this result which yields some additional information. The case N = 3 has been discussed in [5] .
Let a'j = Xjd'j (no summation), where 0 < A, <°° for each i e {1, 2, . . ., N}. Equation (3.5) then reduces to fThe terminology density tensor is also used. See, for example, [2] and [7] . A relative tensor of weight W with components T'^"W with respect to the basis {e,} has components with respect to { §,} given by the right-hand side of (3.5). We shall say that such a relative tensor is of type (U, V, W).
In considering isotropy under the unimodular group we may suppose, without loss of generality, that X is an oriented vector space, the orientation being characterized by a particular TV-covector (or volume element) e e f\ N X* (the space of N-covectors on X). This structure determines (see, for example, [1] ) a special class of bases with respect to each of which the components of e are given by f +1 if i 1 i 2 .
• . J/v is an even permutation of (1, 2, . . . , N) e, 1 , 2 ..., JV =-s -1 if/i/ 2 • • • ijv is an odd permutation of (1,2,. . . ,N) (3.7) 1^0 otherwise.
The dual of e is an iV-vector e* e A^^ w i t n components, denoted by e' 1 '
2 '"'", having the same numerical values as e,,, 2 , N .
Since, for each a e GL(N), ae = (deta)-1 e, ae* = (deta)e*, l " ' it follows that e and e* are isotropic tensors of order N with respect to SL(N), of weights -1 and +1 respectively. From (3.3) or (3.5) we deduce that the tensor product of two tensors that are isotropic with respect to SL(N) and of weights W and W is isotropic of weight W + W, and any contraction of a pair of co-and contravariant indices of an isotropic tensor yields an isotropic tensor of the same weight.
We now prove the following:
THEOREM (cf. Knebelman [4] ). Any tensor T that is isotropic with respect to SL(N) can be represented as the product of \W\ of the tensors e (or e*) and the general isotropic tensor with components given by (2.8).
(i) If U > V, and hence W > 0, the tensor W times is isotropic of weight zero and type (U, U), and can therefore be represented in the form (2.8). On use of the result which follows from the definition (3.7), we conclude that
. . e , jj.y; aeSu a factor (N\)~w having been absorbed by A CT .
(ii) If U < V similar arguments to those used in (i) lead to Since . .
we may put £/ = N, V = 0 in (3.9) to recover the well established result that the most general contravariant tensor isotropic of weight +1 under SL(N) is given by which will be used later, may also be deduced from the above theorem, using (3.9) and (2.9). Finally in this section we note that equation ( .2) is
Isotropic Cartesian tensors. When considering isotropy with respect to the group O(N)
+ of proper orthogonal transformations (or rotations) we may suppose, without loss of generality, that A" is a Euclidean vector space, that is X has a positive definite scalar product. In this case we may identify X canonically with its dual space X*, and no distinction need be made between covariant and contravariant tensors. A tensor of order U is simply an element of the vector space U times Provided we restrict attention to orthonormal basis vectors it is also unnecessary to distinguish between covariant and contravariant components. With this restriction a tensor T e <8> u X is commonly referred to as a Cartesian tensor of order U. The (Cartesian) components of T are denoted by T hJu .
The invariance requirement (1.2) for an isotropic Cartesian tensor of order U can be written [3] TV where £,-,.../" are the Cartesian components of the volume element e given by (3.7). Examples of isotropic Cartesian tensors are the metric (or unit) tensor 1, with Cartesian components <5, y, and the tensor e itself. We write 'U'i'2 2 -iuiu We now provide a new derivation of the form of the components T ilh _ /(/ of an isotropic Cartesian tensor, considering separately the cases of even and odd U.
(a) U is even. Because of the constraints on the components a tj we cannot differentiate (4.1) as it stands along the lines used in Section 2 to obtain (2.4). We first need to incorporate the constraints in a suitable way with Lagrange multipliers.
From (4.2) 
. U).
If U < N then we may set /" = m a = ar(l « a =£ U). The only non-vanishing contribution to the first sum in (4.7) therefore arises when r a -a{\ =s a =£ U), and (4.7) then simplifies to ' n 1 n 2 ..n u~ Zj "CT^a(n,n2...ny)-
This result also holds when U > N, as can be shown by applying a similar argument to that used in the case of tensors of type (U, U) in Section 2.
(ii) N is even. If U < N the most general form of isotropic Cartesian tensor again has components given by (4.8).
If U = N the representation (4. 
i.e. T is necessarily the zero tensor.
(ii) N is odd. We form the product
to yield the components of an isotropic Cartesian tensor of even order U + N. By (a)(i) these components can be written in terms of products of \(U + N) Kronecker deltas. If U<N then U + 2^N and so, in /?,y 2 ...,-u ,y 2 ...y w , at least one pair of j\,j 2 , • • • ,j N must occur on the same Kronecker delta in each set of products. Hence T must be the zero tensor, as in (b)(i).
If U = N then the only non-zero terms in (4.12) occur when each Kronecker delta has the form <5,,. Hence^
where A is an absolute scalar, thus specializing the corresponding result given in Section 3.
If U> N then (4.12) yields In conclusion we see that the most general form for the components of an isotropic Cartesian tensor is given by (4.10) with some or all of the coefficients being zero depending on whether U and N are even or odd.
For another proof see [3] and the references given therein. It is not clear from [3] that all the separate cases discussed here have been covered previously.
It is interesting to compare the results for Cartesian tensors with those for general tensors given in Section 2. In particular, for (7 = 4 and N odd we have, from (4.8),
The 24 permutations of i, j , k, I yield three independent products of two Kronecker deltas, and we rewrite this equation as 
a m a p T : M -^® v T M w h i c h a s s i g n s t o e a c h p o i n t p e M a t e n s o r T ( p ) e P
Let us suppose that T is a general isotropic tensor field in the sense that, at each point p eM, T(p) is an isotropic tensor under GL(N). It follows immediately from Section 2 that U = V. Further, since the set of general isotropic tensors of type (U, U) forms an invariant vector space over M generated by the invariant isotropic tensors with components A}| ;;;}{{, we can regard T as a vector-valued function over M. Hence the components of T can be written in the form (2.8) with the A o now being scalar fields over M.
We define the derivative of the isotropic tensor field T of type (U, U) to be the tensor field on M of type (U, U + 1), denoted by DT and having components! relative to any local coordinate system (*'). By contrast, for any affine connection F on M, the covariant derivative D r T of T has a . .
components given by where rj;;;;J£|« denotes the expression on the left-hand side of (3.12) for W = 0 and V = U. Since T is isotropic the latter term on the right-hand side of (5.2) vanishes, and we obtain D r T = DT. (5.3) From (5.3) we deduce that homogeneity of general isotropic tensor fields is independent of any affine structure on M.
Next we show that if v is any differentiate tangent vector field on M then the Lie derivative of T with respect to v can be written where, without the need for a connection, div e v is defined by L v e = (div e v)e. 
