Abstract. It was recently proved that the dualization in lattices given by implicational bases is impossible in output-polynomial time unless P=NP. In this paper, we show that this result holds even when the premises in the implicational base are of size at most two. In the case of premises of size one-when the lattice is distributive-we show that the dualization is possible in output quasi-polynomial time whenever the graph of implications is of bounded maximum induced matching. Lattices that share this property include distributive lattices coded by the ideals of an interval order.
Introduction
The dualization of a monotone Boolean function is ubiquitous in many areas including database theory, logic, artificial intelligence and pattern mining [8, 9, 11, 17, 20] . When defined on Boolean lattices, the problem is equivalent to the enumeration of the minimal transversals of a hypergraph, arguably one of the most studied open problems in algorithmic enumeration by now [10] . In this case, the best known algorithm is due to Fredman and Khachiyan and runs in output quasi-polynomial time [14] . An enumeration algorithm is said to be running in output-polynomial time if its running time is bounded by a polynomial in the sizes of both the input and the output [6, 18] . When generalized to any lattice, it was recently proved by Babin and Kuznetsov in [1, 2] that the dualization is impossible in output-polynomial time unless P=NP. This result holds under two different settings, when the lattice is given by an implicational base, or by the ordered set of its irreducible elements (by its context in FCA terminology). In the first case, the proof is based on a result of Kavvadias et al. on the intractability of enumerating the maximal models of a Horn expression [19] . The constructed implicational base, however, has an implication with a premise of unbounded size, and the tractability status of the dualization remained open in the case of implications with premises of bounded size. In this paper, we address this problem with the following result.
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Theorem 1. The dualization in lattices given by implicational bases is impossible in output-polynomial time unless P=NP, even when the premises in the implicational base are of size at most two.
In the case of premises of size one, the problem is still open. The best known algorithm is due to Babin and Kuznetsov and runs in output sub-exponential time [2] . We show that it can be solved in output quasi-polynomial time whenever the graph of implications is of bounded maximum induced matching; see Theorem 4. Our approach is similar to the one of [21] as we show that the problem can be reduced to the dualization in Boolean lattices, which allows us to use the algorithm of Fredman and Khachiyan for the dualization of monotone Boolean functions. Lattices that share this property include distributive lattices coded by the ideals of an interval order.
The rest of the paper is organized as follows. In Section 2 we introduce necessary concepts and definitions. Theorems 1 and 4 are respectively proved in Sections 3 and 4. We conclude with future research directions in Section 5.
Preliminaries
A partial order on a set X (or poset) is a binary relation ≤ on X which is reflexive, anti-symmetric and transitive, denoted by P = (X, ≤). Two elements x and y of P are said to be comparable if x ≤ y or y ≤ x, otherwise they are said to be incomparable. The comparability graph of a poset P = (X, ≤) is the graph G(P ) defined on vertex set X and where two vertices x and y are adjacent if they are comparable. We note x < y if x ≤ y and x = y. If an element u of P is such that both x ≤ u and y ≤ u then u is called upper bound of x and y; it is called least upper bound of x and y if moreover u ≤ v for every upper bound v of x and y. Note that two elements of a poset may or may not have a least upper bound. The least upper bound (also known as supremum or join) of x and y, if it exists, is denoted by x ∨ y. Dually, an element u that is such that both u ≤ x and u ≤ y is called lower bound of x and y; it is called greatest lower bound of x and y if moreover v ≤ u for every lower bound v of x and y. The greatest lower bound (also known as infimum or meet) of x and y, if it exists, is denoted by x ∧ y. A subset of a poset in which every two elements are comparable is called a chain. A subset of a poset in which no two distinct elements are comparable is called an antichain. A poset is an interval order if it corresponds to an ordered collection of intervals on the real line such that [x 1 , x 2 ] < [x 3 , x 4 ] if and only if x 2 < x 3 . The 2+2 poset is the union of two disjoint 2-elements chains. It is well known that interval orders are 2+2-free, that is, they do not induce the 2+2 poset as a suborder [5, 13] . A set I ⊆ X is called ideal of P if x ∈ I and y ≤ x imply y ∈ I. If x ∈ I and x ≤ y imply y ∈ I, then I is called filter of P . Note that the complementary of an ideal is a filter, and vice versa. For every x ∈ P we associate the principal ideal of x (or simply ideal of x), denoted by ↓ x, and defined by ↓ x = {y ∈ X | y ≤ x}. The principal filter of x ∈ X is the dual ↑ x = {y ∈ X | x ≤ y}. The set of all subsets of X is denoted by 2 X . The set of all ideals of P is denoted by I(P ). Clearly I(P ) ⊆ 2 X . If S is a subset of X, we respectively denote by ↓ S and ↑ S the sets defined by ↓ S = x∈S ↓ x and ↑ S = x∈S ↑ x, and denote by Min(S) and Max(S) the sets of minimal and maximal elements of S with respect to ≤ in P . The following notion is central in this paper. Definition 1. Let P = (X, ≤) be a poset and B + , B − be two antichains of P . We say that B + and B − are dual in
Note that the problem of deciding whether two antichains B + and B − of a poset P are dual can be solved in polynomial time in the size of P : first compute the ideal of B + , remove it from P , and then compute the minimal elements among the remaining ones to check whether you obtain B − . Clearly, each of these three steps require to iterate only once through the comparabilities of P . The task becomes difficult when the poset is not fully given, but only an implicit coding-of possibly logarithmic size in the size of P -is given: this is usually the case when considering dualization problems in lattices. A lattice is a poset in which every two elements have an infimum and a supremum; see [4, 7, 16] . It is called distributive if for any three elements x, y, z of the lattice,
An implicational base Σ on ground set X, denoted by X, Σ , is a set of implications of the form A → B where A ⊆ X and B ⊆ X; see [22] . In this paper we only consider Σ in its equivalent form where |B| = 1 for every implication, and denote by A → b such implications. Then we call premise of A → b the set A, and conclusion of A → b the element b. The graph of implications of Σ is the graph G(Σ) defined on vertex set X and where two vertices x and y are adjacent if there exists A → b ∈ Σ such that x ∈ A and y = b. A set S is closed in Σ if for every implication A → b of Σ, either b ∈ S or A ⊆ S. To Σ we associate the closure operator φ which maps every subset S of X to the smallest closed set of Σ containing S, and that we denote by φ(S). Then, we note Σ φ the set of all closed sets of Σ. It is well known that every lattice can be represented as the set of all closed sets of an implicational base, ordered by inclusion. To Σ we associate L(Σ) = (Σ φ , ⊆) such a lattice. An example of a lattice of closed sets of an implicational base is given in Figure 1 . If Σ is empty, then L(Σ) = (2 X , ⊆) and the lattice is Boolean. If Σ only has premises of size one, then the lattice is distributive [7, 16] and it is in fact a characterization [3] . Note that in general L(Σ) may be of exponential size in the size of Σ: it is in particular the case when the implicational base is empty.
In this paper, we are concerned with the following decision problem and its generation versions.
Dualization in Lattices Given by Implicational Bases (Dual)
Input:
An implicational base X, Σ and two antichains
A positive instance of Dual is given in Figure 1 . In its generation version, this problem calls for enumerating every inclusion-wise minimal closed set of Σ that is not a subset of any B in B + , or the other way around (that is, every maximal closed set of Σ that is not a superset of any B in B − ). In the following, we denote by Dualization the generation problem in its first version, that is, the problem of enumerating the dual antichain B − of B + in L(Σ), given X, Σ and B + as input. Recently in [2] , it was shown that Dual is coNP-complete, hence that Dualization cannot be solved in output-polynomial time unless P=NP. When the implicational base is empty-when the lattice is Booleanthe problem admits an output quasi-polynomial time algorithm running in time N o(log N ) where N = |B + | + |B − |, and the existence of an output-polynomial time algorithm solving the problem is now open for more than 35 years [8, 10, 14] . In the case of premises of size one-when the lattice is distributivethe best known algorithm runs in output sub-exponential time 2
where N = |B + | + |B − | and where n is the size of the ground set on which Σ is defined [2] . Output quasi-polynomial time algorithms are known for subclasses of distributive lattices, including products of chains [11, 12] . For general distributive lattices, the existence of an output quasi-polynomial time algorithm is open.
In the following, we focus on the case where the premises in the implicational base are of size at most two.
Dualization in Lattices given by Implicational Bases
We show that it is coNP-complete to decide whether two antichains of a lattice given by an implicational base are dual, even when the premises in the implicational base are of size at most two. The reduction is based on the one of Kavvadias et al. in [19] , except that we manage to hide the implication of unbounded size in one of the two antichains.
Theorem 2. The problem Dual is coNP-complete for implicational bases with premises of size at most two.
Proof. Membership in coNP follows from the fact that checking whether ↓ B + ∩ ↑ B − = ∅, or whether there exists some set F ⊆ X that is closed in Σ, and that is such that both F ∈↓ B + and F ∈↑ B − , can be done in polynomial time in the sizes of X, Σ , B + and B − . We show completeness by reducing One-in-Three 3Sat, restricted to positive literals, to the complement of Dual. This restricted case of One-in-Three 3Sat remains NP-complete [15, 19] . Consider a n-variables, m-clauses instance of One-in-Three 3Sat
where x 1 , . . . , x n and C 1 , . . . , C m are respectively the variables and the clauses of φ, and where every variable appears in at least one clause (c j,i denotes the variable that appears in clause j at position i). We construct an instance of Dual as follows. Let X = {x 1 , . . . , x n , y 1 , . . . , y m , z} be the ground set made of one element x per variable of φ, one element y per clause of φ, and an additional special element z. Let Σ be the implicational base defined by
and let
Clearly, Σ, B + and B − are constructed in polynomial time in the size of φ. Moreover, every B j ∈ B + is closed in Σ (observe that no literal in {c 1,j , c 2,j , c 3,j } is the conclusion of an implication of Σ, and that y j cannot be implied without any literal of {c 1,j , c 2,j , c 3,j }). As B j is the only set of B + containing y j for every j ∈ [m], no two sets in B + are inclusion-wise comparable. Hence B + is an antichain of L(Σ). Also, B
− is an antichain of L(Σ) as it is a singleton and its element F is closed in Σ. Are B + and B − dual in L(Σ)? We show that the answer is no if and only if there is a one-in-three truth assignment of φ.
We prove the first implication. Let us suppose that B + and B − are not dual in L(Σ). Since ↓ B + ∩ ↑ B − = ∅, there must be some closed set F ⊆ X such that both F ∈↓ B + and F ∈↑ B − . In the following, we consider an inclusion-wise minimal such set F . Since F \{z} is not closed in Σ, and F \{y j } ⊆ B j for every j ∈ [m], we deduce that F ⊆ F . Then F ∩ {x 1 , . . . , x n } = ∅. We show that z ∈ F . Let x ∈ F ∩ {x 1 , . . . , x n } and suppose that z ∈ F . Then by implications (4) to (6), y j ∈ F for all j ∈ [m] such that x ∈ C j . Hence for every clause C j containing x, we have |F ∩ {y j , c j,1 , c j,2 , c j,3 }| ≥ 2. Thus F \ {x} ⊆ B j for any j ∈ [m]. Since F \ {x} is closed, this contradicts the fact that F is minimal such that F ∈↓ B + . So F does not contain z. Clearly F ∩ {y 1 , . . . , y m } = ∅, or otherwise by implication (7), F would contain z. Also |F ∩ C j | = 1 for every j ∈ [m], or otherwise by implications (1) to (3), F would contain z. Hence F is a one-in-three truth assignment of φ.
We prove the other implication. Let T be a one-in-three truth assignment of φ. As T ⊆ {x 1 , . . . , x n } and |T ∩ C j | = 1 for all j ∈ [m], T is closed in Σ. Furthermore T ⊆ B j for any B j ∈ B
+ . Since at last T ⊇ F , we obtain that both T ∈↓ B + and T ∈↑ B − , and conclude that B + and B − are not dual in L(Σ).
As a consequence, there is no algorithm solving Dualization in outputpolynomial time unless P=NP, even when the premises in the implicational base are of size at most two. This proves Theorem 1.
Distributive Lattices and Graphs of Implications of Bounded Maximum Induced Matching
In this section, we restrict ourselves to the case where the implicational base only has premises of size one, which characterizes distributive lattices [3, 7] . It is well known that in that case, Σ can be considered acyclic and defines a poset P on the same ground set, where x ≤ y if and only if y → x. Then G(P ) = G(Σ), φ =↓, and L(Σ) = L(P ) = (I(P ), ⊆), where ↓ denotes the ideal in P . In the following, we find it more convenient to place ourselves in this context where Σ is given as a poset, as in [2] . We show that if G(P ) is of bounded maximum induced matching, then the dualization can be solved in output quasi-polynomial time using the algorithm of Fredman and Khachiyan [14] for the dualization of monotone Boolean functions. An induced matching in a graph G is a set of edges M such that no two edges in M share a vertex, or are joined by an edge in G. Comparability graphs of antichains, chains, and of the union of k incomparable chains respectively have a maximum induced matching of size zero, one, and k. Posets with a comparability graph of bounded maximum induced matching include interval orders as they are 2+2-free; see Section 2 and [5, 13] .
In what follows, let (P = (X, ≤), B + ) be an instance of Dualization where the implicational base coding the lattice is given as a poset. Observe that B + is given as antichain of L(P ), and not of P , which is a crucial point. In fact, B + and its dual antichain B − are families of ideals of P . In the following, when using the notations ≤, Max(·) and ↓ we will refer to P and not to the lattice. We denote by H the complementary hypergraph of B + defined by H = {X \ B | B ∈ B + }, and by E x the set of incident edges of some element x ∈ X, defined by E x = {E ∈ H | x ∈ E}. We call vertex an element of X, and hyperedge (or
Fig . 2 . A copy of n incomparable two-elements chains, the 2+2+. . . +2 poset. By taking
. . , un}} and T r(H) = {{z1, . . . , zn} | (z1, . . . , zn) ∈ {u1, v1} × · · · × {un, vn}}. edge) a set of H. A transversal of H is a set of vertices T ⊆ X that intersects every edge E ∈ H. It is called minimal if it does not contain any transversal as a proper subset. The set of minimal transversals of H is denoted by T r(H). Lemma 1. Every edge of H is a filter of P .
Proof. As B + ⊆ I(P ), every B ∈ B + is an ideal of P , and X \ B a filter of P .
Lemma 2. If T is a transversal of H then Max(T )
is. Hence, every minimal transversal of H is an antichain of P .
Proof. Let T be a transversal of H and x, y be two elements of T such that x ≤ y. By Lemma 1, every edge of H is a filter of P . Hence E x ⊆ E y and T \ {x} is still a transversal of H. We deduce that Max(T ) is a transversal of H, hence that every minimal transversal of H is an antichain of P .
Lemma 3. For every I ∈ B − there exists some T ∈ T r(H) such that I =↓ T and T = Max(I).
Proof. Let I ∈ B
− . Since I ⊆ B for any B ∈ B + , I is a transversal of H. By Lemma 2, T = Max(I) is a transversal of H. Since I is a minimal ideal such that I ⊆ B for any B ∈ B + , I \ {x} is not a transversal of H for any x ∈ Max(I). Hence T is minimal, and I =↓ T and T = Max(I).
As a consequence, one can enumerate B − from T r(H) by checking for every T ∈ T r(H) whether its ideal belongs to B − , and discarding the solution if not. Clearly, testing such a condition can be done in polynomial time in the sizes of P and B + by checking whether I \{x} ⊆ B for any two x ∈ Max(I) and B ∈ B + . Hence, enumerating B − can be done in total time
where N = |H| + |T r(H)|, by constructing H in time poly(|P | + |B + |), using the algorithm of [14] for the enumeration of T r(H) in time N o(log N ) , and discarding at most |T r(H)| solutions with a cost of poly(|P | + |B + |) per solution. In the following, we refer to this algorithm as Algorithm A. The limitations of this procedure is that the size of T r(H) may be exponential in the size of B − , and that the described algorithm may run in a time which is exponential in the sizes of P , B + and B − . An example of one such instance is given in Figure 2 . However, we will show that this is not the case whenever the comparability graph of P is of bounded maximum induced matching.
Lemma 4. Let T 1 , T 2 ∈ T r(H) such that T 1 ↓ T 2 . Then for all y ∈ T 2 there exists some x ∈ T 1 such that x ≤ y and such that x ≤ z for any z ∈ T 2 \ {y}.
Proof. First recall that by Lemma 2, T 1 and T 2 are antichains of P . They may intersect. Let y ∈ T 2 . By minimality of T 2 , T 2 \ {y} is not a transversal. By Lemmas 1 and 2, neither is ↓ (T 2 \ {y}) or else Max(↓ (T 2 \ {y})) = T 2 \ {y} is a transversal, which is absurd. Hence, T 1 ⊆↓ (T 2 \ {y}). Let x ∈ T 1 \ ↓ (T 2 \ {y}). Either x = y, and the lemma holds (as T 1 and T 2 are antichains), or x = y and we conclude that x ≤ y and that x ≤ z for any z ∈ T 2 \ {y}. This situation is depicted in Figure 3 . Theorem 3. The size of T r(H) is bounded by n k · |B − | where n is the number of elements of P , and k is the size of a maximum induced matching of G(P ).
Proof. Let k be the size of a maximum induced matching of G(P ), and let I ∈ B − . By Lemma 3, T 0 = Max(I) belongs to T r(H). Let T 1 , . . . , T p ∈ T r(H) be the p sets such that
− as its corresponding ideal contains T 0 as a subset. Let us consider T = T i for one such i, and the two sets A = T \ T 0 and B = T 0 \ T . By Lemma 4, for all y ∈ A there exists x ∈ B such that x ≤ y and x ≤ z for any z ∈ A \ {y}. As a consequence, A is of size at most k or else we get k + 1 incomparable 2-elements chains induced by every such x and y, hence an induced matching of size k + 1 in G(P ). Since every such T is uniquely characterized by its intersection with A (as from A there is a unique way of covering T 0 by selecting elements of T 0 \ ↓ A), we conclude that
where n is the number of elements in P .
As a consequence, the sizes of H and T r(H) are bounded by a polynomial in |P |+|B + |+|B − | whenever the comparability graph of P is of bounded maximum induced matching. This shows that, under such a condition, it is still reasonable to test each of the minimal transversals generated by Algorithm A even though some might not lead to a solution of B − . We conclude with the next theorem.
Theorem 4.
There is an algorithm that, for every k ∈ N, given a poset P such that G(P ) has no induced matching of size k, and an antichain B + of the lattice L(P ) = (I(P ), ⊆), enumerates the dual antichain
Proof. Let k ∈ N and P be a poset such that G(P ) has no induced matching of size k. where N = |P | + |B + | + |B − |.
Conclusion
We proved that the dualization in lattices given by implicational bases is impossible in output-polynomial time unless P=NP, even when the premises in the implicational base are of size at most two. In the case of premises of size one-when the lattice is distributive-we showed that the problem admits an output quasi-polynomial time algorithm whenever the graph of implications is of bounded maximum induced matching, using the algorithm of Fredman and Khachiyan for the dualization of monotone Boolean functions. Lattices that share this property include distributive lattices coded by the ideals of an interval order. We leave open the question whether the dualization in distributive lattices can be solved in output quasi-polynomial time in general. Subclasses of interest include distributive lattices coded by the ideals of a poset of bounded dimension. Superclasses of interest include lattices coded by acyclic 1 implicational bases, a subclass of convex geometries: it is easily observed that the constructed implicational base of Theorem 1 is not acyclic, hence that the theorem does not hold for such a class.
For future research, we would be interested in knowing whether the notions of Section 4 can be generalized to implicational bases with premises of arbitrary or constant size.
