This paper discusses implementation of a sequential procedure to estimate the steady-state density of a stochastic process. The procedure computes sample densities at certain points and uses Lagrange interpolation to estimate the density f (x). Even though the proposed sequential procedure is a heuristic, it does have strong basis. Our empirical results show that the procedure gives density estimates that satisfy a pre-specified precision requirement. An experimental performance evaluation demonstrates the validity of using the procedure to estimate densities.
INTRODUCTION
Simulation studies have been used to investigate the characteristics of the system under study, for example the mean and the variance of certain system performance. The probability density function f gives a natural description of the distribution of the output random variable X produced by a simulation. The density function associated with X satisfies P(a < X < b) = b a f (x)dx for all a < b.
We investigate the performance of using the technique of Chen and Kelton (2006) to estimate the density of a simulation output random variable.
Density estimation is the construction of an estimate of the density function from observed data. Silverman (1986, p. 5) points out that "density estimates are ideal for presentation of data to provide explanation and illustration of conclusions, since they are fairly easily comprehensible to non-mathematicians." One approach to density estimation is parametric, assuming that the data are drawn from a known parametric family of distributions. Another approach is nonparametric, where less rigid assumptions are made about the distribution of the observed data. We consider the nonparameteric approach. Furthermore, the procedure is a data-based algorithm, i.e., the procedure can be embodied in a software package whose input is the data (X 1 , . . . , X n ) and whose output is the density estimate. Several different approaches have received extensive treatment; see Scott and Factor (1981) and the references in the paper.
The most widely used density estimator is the histogram, a graphical estimate of the underlying probability density function and reveals all the essential distributional features of an output random variable analyzed by simulation, such as skewness and multimodality. Hence, a histogram is often used in the informal investigation of the properties of a given set of data. Given an origin g 0 and a bin width w, the bins of the histogram are the intervals [g 0 + mw, g 0 + (m + 1)w] for positive and negative integers m. Suppose that we have any division of the real line into bins; then the histogram density estimator iŝ f h (x) = 1 n × (no. of X i in same bin as x) (width of bin containing x) .
Hence, to construct the histogram, we need to choose both an origin and a bin width. It is the bin width that, primarily, controls the amount of smoothing inherent in the procedure. Scott and Factor (1981) investigate the optimal bin width given a sample size. They point out that the optimal smoothing parameter can be computed if the true underlying sampling density f is known. A histogram can be constructed with a properly selected set of quantiles. It is known that for both independent and identically distributed (i.i.d.) and φ -mixing sequences sample quantiles will be asymptotically unbiased if certain conditions are satisfied; see Sen (1972) . Intuitively, a stochastic process is φ -mixing if its distant future is essentially independent of its present and past (Billingsley 1999) .
In Section 2 we discuss some theoretical bases of density estimation in the context of simulation output analysis. In Section 3 we present our methodologies and the proposed procedure for density estimation. In Section 4 we show our empirical-experimental results of density estimation. In Section 5 we give concluding remarks.
THEORETICAL BASIS
From the definition of a probability density, if the random variable X has density f , then
The Histogram Density Estimator
A natural estimator by histogramf h of the density is given by choosing a small number h (h = w/2) and settinĝ
Let p = P(|x − X| < h) and
The estimatorf h (x) is based on a transformation of the output sequence {X i } to the sequence {I i }, i = 1, 2, . . . , n:
For data that are i.i.d., the following properties of I i are well known (Hogg and Craig 1995, pp. 116-117) : E(I i ) = p and Var(I i ) = p(1 − p). Chen (2001) has developed a procedure to estimate proportion of simulation output sequences based on these properties. Sincef h (x) is based on the mean of the random variable I i , we can use any method developed for estimating the variance of the mean to estimate Var(f h (x)). Let I(·) denote the indicator function for the interval (x − h, x + h). It can be shown that
and Var(f h (x)) = p(1 − p)/(4nh 2 ). Note thatf h (x) has a binomial distribution. It follows from the definition thatf h is not a continuous function, but has jumps at the points X i ± h and has zero derivative everywhere else. This gives the estimate a somewhat ragged character.
The Kernel Density Estimator
To overcome the difficulties of ragged character, one can use a kernel function K, which satisfies the condition
For simplicity, the kernel K usually is a symmetric function satisfying K(x)dx = 1, xK(x)dx = 0, and x 2 K(x)dx = k 2 = 0; an example is the normal density. The kernel estimator with kernel K is defined bŷ Silverman (1986, pp. 15-17) points out that "f k will inherit all the continuity and differentiability properties of the kernel K, so that if K is the normal density function, thenf k will be a smooth curve having derivatives of all orders." However, the kernel method often underestimates the density at the boundary when the domain of the density being estimated is not the whole real line but an interval bounded on one or both sides; see Silverman (1986, p. 29) . It can be shown that
and
See Silverman (1986, pp. 37-40) for details. The approximation of bias and variance indicates one of the fundamental difficulties of density estimation. To eliminate the bias, a small value of h should be used, but then the variance will become large. On the other hand, a large value of h will reduce the variance, but will increase the bias. Nevertheless, the ideal window width h should satisfy:
That is, h should converge to zero as the sample size increases but at a slower rate than n. Furthermore, smaller values of h will be appropriate for more rapidly fluctuating densities. Let J n = |f n − f |, wheref n (x) = f n (x; X 1 , . . . , X n ) is a real-valued Borel measurable function of its arguments. Conditions (2) imply that there exists r ∈ R such that P(J n ≥ ε) ≤ e
−rnε
2 for all ε ∈ (0, 1) and all n ≥ n f , where n f depends upon f and ε; see Devroye and Györfi (1985) . Since the shape of the true density is of most interest, a relevant criterion is the integrated mean squared error (IMSE) (Rosenblatt 1971 ) defined as
There exists extensive research on the selection of an optimal kernel function to minimize the IMSE. Scott and Factor (1981) point out that many symmetric uni-modal kernel functions are nearly optimal. We use the Gaussian kernel in this paper. Moreover, it can be shown that the asymptotically optimal smoothing parameter is
With this choice, the IMSE decreases in proportion to n −4/5 ; see Scott and Factor (1981) .
METHODOLOGIES
This section presents the methodologies we will use for our density estimation. A flow chart of the procedure is depicted in Figure 1 . An imbedded pilot run is executed to set up the grid points. On each iteration, the algorithm operates as follows. The simulation outputs are funnelled into grids. The number of observations in each grid is updated as the observation is processed. The systematic samples are obtained through lag-l observations and are stored in a buffer. The initial value of l is 1. If lag-l systematic samples appear to be dependent, then the lag l is doubled every other iteration and the process is repeated until the lag-l systematic samples appear to be independent. The initial value of l is 0 and will be updated each iteration by the following rule: "if l < 3, then l = l + 1; else l = 2."
Determine the Window Width
Scott and Factor (1981) point out that "the great potential of nonparametric density estimators in data analysis is not being fully realized, primarily because of the practical difficulty associated with choosing the smoothing parameter given only data X 1 , X 2 , . . . , X n ." Silverman (1986, p. 47) suggests that the window width of the kernel estimator be
where A = min(standard deviation, interquartile range/1.34).
For many purposes this will be an adequate choice of window width in terms of minimizing the IMSE. For others, it will be a good starting point for subsequent fine tuning. Let x p be the p sample quantile. In our procedure, we set
, respectively, denote the minimum and maximum of the initial n 0 , 2n 0 , or 3n 0 observations, depending on the correlation of the output sequences. If
, then h will be halved. This adjustment is needed for distributions that have relatively large variance with a small range of the initial observations, so too large a window width. For example, if the estimated number of bins is 10, the procedure increases the number of bins to 20 and reduces the window width by half. We use the following strategy to determine the grid points. The are two categories of grids: main grids and auxiliary grids. Main grids are constructed based on the initial observations that "anchor" the grid of the simulationgenerated histogram, while auxiliary grids are extensions of main grids to ensure that the grids cover future observations. The number of main grid points is
, and the number of auxiliary grid points is G a = 2 δ G m , where 0 < δ < 1. The total number of grid points is thus G = G m + G a + 1. Let the beginning indices of the main grid point (i.e., the origin) be
It is straightforward to compute the histogram density estimator. The array n i , i = 2, 3, . . . , G stores the number of observations between grid points g i−1 and g i , so the density of x i = (g i−1 + g i )/2 can be estimated byf (x i ) = n i /(n(g i − g i−1 )), where n = G i=2 n i is the total number of observations. To obtain the kernel estimator, the procedure needs to read through the output sequence again.
In some sense, a simulation is just a function, which may be vector-valued or stochastic. The explicit form of this function is unknown. These plots (histograms) numerically characterize the distribution of the output sequence, even though we do not have an algebraic formula with which to characterize it. The procedure then computes the point density estimator via the histogram by (four-point) Lagrange interpolation (Knuth 1998) . That is, for some k such that x k−1 < x ≤ x k , the x density point estimator can be computed as follows. Let
w jf (x k+ j−3 ).
In two extreme cases, x 1 < x ≤ x 2 or x G−1 < x ≤ x G , linear interpolation will be used. Since the procedure uses interpolation to obtain point estimates, it eliminates the ragged character of the histogram. Hence, the density estimates for different points within the same bin can have different values.
Determine the Sample Size
The asymptotic validity of the density estimate is reached as the sample size or simulation run length gets large. However, in practical situations simulation experiments are restricted in time and it is not known in advance what is the required simulation run length for the estimator to become unbiased. Moreover, estimating the variance of the density estimator is needed to evaluate its precision. Therefore, a workable finite sample size must be determined dynamically for the precision required.
We use an initial sample size of n 0 = 600, which is somewhat arbitrary. If the underlying sequence is only slightly correlated and high precision is desired, a larger initial sample size should be used. For correlated sequences, the sample size n will be replaced with N = nl. Here l will be chosen sufficiently large so that systematic samples that are lag-l observations apart are statistically independent; see Chen and Kelton (2003) . This is possible because we assume the underlying process satisfies the property that the autocorrelation approaches zero as the lag approaches infinity. Consequently, the final sample size N increases as the auto-correlation increases. In this procedure, we use the von Neumann (1941) test of independence instead of the runs test. We can apply the von Neumann test of independence with a smaller sample size, but it has less power. Nevertheless, it serves the purpose well.
Since we need to process the sequence again to obtain the kernel estimator, we re-compute the window width h with the final sample size N and the number of grid points with the new sample range. We only need to allocate main grids because the minimum and maximum are known. Furthermore, the sample error and the quantiles x 0.25 and x 0.75 will be estimated through the histogram constructed while calculating the natural estimator. That is, the variance is conservatively estimated by
To estimate the error, the IMSE is approximated by
where Γ is the number of density estimates. The density of g 1 and g G is not included in the calculation because they could be −∞ and ∞, respectively. Furthermore, if the true minimum (ω) or the true maximum (Ω) are known, the values g i < ω or Ω < g i will not be included in the calculation.
Density Confidence Interval
An approximate pointwise confidence interval (c.i.) for the density f (x) can be obtained using the binomial distribution from the histogram density estimate. The usual unbiased estimator of the variance off
. This would then lead to the 100(1 − α)% c.i., for f (x),f
where z 1−α/2 is the 1−α/2 quantile for the standard normal distribution. On the other hand, the distribution off k (x) is unknown, hence, a c.i. cannot be constructed through one replication off k (x).
Letf r (x) denote the (histogram or kernel) estimator of f (x) in the r th replication. We usē
as a point estimator of f (x). Assumingf (x) has a limiting normal distribution, by the central limit theorem a c.i. for f (x) using the i.i.d.f r (x)'s can be approximated using standard statistical procedures. That is, the ratio
would have an approximate t distribution with R − 1 d.f. (degrees of freedom), where
is the usual unbiased estimator of the variance of f (x). This would then lead to the 100(1 − α)% c.i., for f (x),
where t R−1,1−α/2 is the 1−α/2 quantile for the t distribution with R − 1 d.f. (R ≥ 2). Let the half-width H be t R−1,1−α/2 S/ √ R. The final step in the procedure is to determine whether the c.i. meets the user's half-width requirement, a maximum absolute halfwidth ε or a maximum relative fraction γ of the magnitude of the final point density estimatorf (x). If the relevant requirement H ≤ ε or H ≤ γ|f (x)| for the precision of the confidence interval is satisfied, then the procedure terminates, returns the point density estimatorf (x), and the c.i. with half-width H. If the precision requirement is not satisfied with R replications, then the procedure will increase the number of replications by one. This iterates until the pre-specified half-width is achieved.
EMPIRICAL EXPERIMENTS
We tested the proposed procedure with several i.i.d. and correlated sequences. In these experiments, we used R = 3 independent replications to construct c.i.'s. We constructed density c.i.'s at four points for each distribution. The confidence level 1 − α of the density c.i.-i.e., (3)-is set to 0.90. Moreover, the confidence level of the von Neumann test of independence is set to 0.90 as well.
We tested the following independent sequences: Tables 1 and 2 list the experimental results using the tri-modal and exponential distributions, respectively. Each design point was based on 1000 replications. The avg N row lists the average of the sample size of each independent run. The stdev N row lists the standard deviation of the sample size. The x row lists the point where we want to estimate density. The f (x) row lists the true density. The values after each the estimate method are the IMSE and the standard error of integrated squared error. Thef (x) row lists the grand mean of all density estimator from these 1000 replications. The coverage row lists the percentage of the c.i.'s that cover the true f (x). The avg γ row lists the average of the relative precision of the density estimators. Here, the relative precision is defined as
The stdev γ row lists the standard deviation of the relative precision of the density estimators. The avg hw row lists the average of the c.i. half-width. The stdev hw row lists the standard deviation of the c.i. half-width.
As expected, the IMSE from the kernel estimator is better than from the histogram estimator. However, the kernel estimator requires more computation. In these experiments, no relative or absolute precisions were specified, so the half-width of the c.i. is the result of the default precision. In general, the histogram estimator has larger variance, so better c.i. coverage. However, the histogram estimators are biased high around the tail area. This is because the histogram estimators often result in a bounded distribution, i.e., the tail of the distribution is truncated. With α = 0.10, the independent sequences will fail the test of independence 10% of the times. The average sample sizes, 666 and 667, are close to the theoretical value, i.e., ∞ i=0 n 0 α i , where n 0 = 600. Figures 2 and 3 , respectively, show the empirical and true densities of the tri-modal and exponential distributions, generated from the first run of our experiments. The exponential distribution has a steep slope, so has a smaller window width h and has a more ragged empirical distribution curve.
We tested the following correlated sequences:
• Observations are from the AR1 (first-order autoregressive) process:
where 
The ε i 's are commonly called error terms.
• Observations are from the M/M/1 queueing model. The AR1 process shares many characteristics observed in simulation output processes, including asymptotic firstand second-order stationarity, and autocorrelations that decline exponentially with increasing lag. If we make the additional assumption that the ε i 's are normally distributed, since we have already assumed that they are uncorrelated, 2 ) denotes a normal distribution with mean µ and variance σ 2 . It can be shown that X has asymptotically a N (0, 1 1−ϕ 2 ) distribution, and the steadystate variance constant of the AR(1) process is 1/(1 − ϕ) 2 . We set ϕ to 0.90 and set µ to zero for this experiment. In order to eliminate the initial bias, X 0 is set to a random variate drawn from the steady-state distribution. Table 3 lists the experimental results of the AR1 process. The c.i. coverage of these four design points are around the specified 90% confidence level for both estimators. The simulation run length generally increases as the correlation coefficient ϕ of the AR(1) process increases. The run length of the AR1 process with ϕ = 0.9 is much larger than independent sequences and consequently much smaller IMSE.
The waiting-time density of the stationary M/M/1 delay in queue is f (x) = (ν − λ ) λ ν e −(ν−λ )x for x ≥ 0 and is discontinuous at x = 0, where λ is the arrival rate and ν is the service rate. Summary of our experimental results of the M/M/1 delay-in-queue process is in Table 4 . Except for the kernel density estimate of x = 0.5, the c.i. coverages are above or close to the specified 90%. The kernel method encounters difficulty when estimating f (0.5) for the M/M/1 queueing process, because the value 0.5 is close to the discontinuity point 0. To deal with this difficulty, various adaptive methods have been proposed; see Silverman (1986, pp. 19-29) .
Figures 4 and 5, respectively, show the empirical distributions of the AR1 process with φ = 0.9 and the M/M/1 delay-in-queue process with ρ = 0.90, generated from the first run of our experiments. The theoretical steady-state distribution of this AR1 process and this M/M/1 queueing process are, respectively, N(0, 1/0.18) and 1 − 0.9e −0.1x , where x ≥ 0. Again, our experimental results show that these density estimates provide an excellent approximation of the underlying steady-state distributions. However, the kernel estimator over-smoothes the density around the discontinuity point.
CONCLUSIONS
We have presented two algorithms for estimating the density f (x) of a stationary process. Since, to obtain the kernel estimator, the procedure needs to compute the histogram estimator, a prudent course is to choose any reasonable estimate based on these two estimates that are consistent with prior belief about the true sampling density. However, the histogram procedure is more suitable as a generic densityestimation procedure since it requires less computation, delivers a valid c.i., and has no difficulty estimating the density around a bounded tail or discontinuity point, though the IMSE is generally larger.
Some density estimates require more observations than others before the asymptotics necessary for density estimates become valid. Our algorithm works well in determining the required simulation run length for the asymptotic approximation to become valid. The results from our empirical experiments show that the procedure is excellent in achieving the pre-specified accuracy. Our proposed histogramapproximation algorithm computes quantiles only at grid points and uses Lagrange interpolation to estimate the density at certain points. The algorithm also generates an empirical distribution (histogram) of the output sequence, which can provide insights into the underlying stochastic process.
Our approach has the desirable properties that it is a sequential procedure and it does not require users to have a priori knowledge of values that the data might assume. This allows the user to apply this method without having to execute a separate pilot run to determine the range of values to be expected, or guess and risk having to re-run the simulation. The main advantage of our approach is that by using a straightforward test of independence to determine the simulation run length and obtain quantiles at grid points, we can apply classical statistical techniques directly and do not require more advanced statistical theory, thus making it easy to understand, and simple to implement. 
