Abstract-We consider the compute-and-forward protocol design problem with the objective being maximizing the computation rate at a single relay, and propose an efficient method that finds the optimal solution based on sphere decoding. The problem can be transformed into a shortest vector problem (SVP), which can be solved in two steps. First, by fully exploiting the specific structure of the associated Gram matrix using the hyperbolic transformation, the Cholesky factor can be computed with only n 2 /2 + O(n) flops. Then, taking into account of some useful properties of the optimal solution, we modify the SchnorrEuchner search algorithm to solve the SVP. Numerical results show that our proposed branch-and-bound method is much more efficient than the existing one that gives the optimal solution. Besides, compared with the suboptimal methods, our method offers the best performance at a cost lower than that of the LLL based method and similar to that of the quadratic programming relaxation method.
I. INTRODUCTION
In wireless relay networks, relays hear and process signals from the sources, and then forward them to the destination via certain relaying strategies. Compared with other relaying strategies (e.g., amplify-and-forward, decode-andforward), compute-and-forward in [1] can achieve higher rates, especially at the moderate SNR regime. The key of computeand-forward is that it adopts the idea of physical layer network coding, where the relays aim at decoding linear combinations of the transmitted codewords, rather than the original ones. Briefly speaking, in compute-and-forward, the same linear code is applied at the sources; the channel vector from the sources to a relay is multiplied by an appropriate amplifying factor such that it becomes "close" to an integer-valued coefficient vector; the amplified received signals at relays can then be viewed as linear combinations of the codewords (with noise) and are possible to be decoded as valid codewords; with enough linear combinations of codewords and corresponding coefficient vectors forwarded to the destination, the original codewords can be recovered under some conditions. This work was partially supported by a grant from University Grants Committee of the Hong Kong Special Administrative Region, China (Project No. AoE/E-02/08), and by NSERC of Canada Grant 217191-07.
The computation rate serves as an important metric to measure the system performance. The design of compute-andforward lies on finding the optimal amplifying factor and the coefficient vector that maximize the transmission rate at the sources. It is already known that the optimal amplifying factor for a pair of given channel vector and coefficient vector is the MMSE (minimum mean square error) coefficient. The difficult part is to determine the optimal coefficient vector for a given channel vector (under specific SNR). If global channel state information (CSI) is known at each relay, then the coefficient vectors at the relays should be designed jointly so that the performance of the whole network is optimized. However, the global optimization could be extremely complicated. In this paper, we consider a simpler case that is of more practical use, where only local CSI is available at each relay and local optimization is sufficient. For local optimization at a relay, the objective becomes maximizing the computation rate [1] of the relay, which turns out to be a shortest vector problem (SVP).
Several methods have been established to solve or approximately solve the aforementioned SVP to find the coefficient vector. The Fincke-Pohst method [2] was modified in [3] to solve a different but related problem, leading to the optimal coefficient vector and some other suboptimal vectors. A branch-and-bound algorithm, which uses part of the properties of the optimal vector, was used in [4] . But it appears that this algorithm is not efficient in this application. There are methods that give suboptimal solutions. Three methods were proposed in [5] : the one based on the complex LLL [6] , the simple quantized search method and the iterative MMSE-based quantization method. Although the average complexity of the LLL algorithm [7] is polynomial if the entries of the basis vectors independently follow the normal distribution N (0, 1) (see, e.g., [8] , [9] ), the cost of the first method maybe too high since it was proved in [8] that in the MIMO context, the worstcase complexity of the LLL algorithm is not even finite. The last two methods are of low complexity, but they may not offer the desirable performance-complexity tradeoff especially when the dimension is large. Besides these, the quadratic programming relaxation method in [10] is of relatively low complexity. Although its performance in terms of the computation rate is better than that of the last two methods proposed in [5] , the differences between its performance and that of the optimal methods is still large when the dimension is large and the SNR is high.
In this paper, we propose a new efficient algorithm that provides the optimal coefficient vector, which maximizes the computation rate at a single relay, based on improved sphere decoding. We first transform the problem to a shortest vector problem (SVP) by using the Cholesky factorization, which is derived by the hyperbolic transformations instead of the regular Cholesky factorization algorithm. Then, we modify the Schnorr-Euchner search algorithm to take advantage of some useful properties of the optimal coefficient vector to find it.
The remaining of the paper is organized as follows. In Section II, we begin with introducing the compute-and-forward protocol design problem. Then in Section III, we present the details of our new method. Numerical results are given in Section IV. Finally, we conclude our work in Section V.
Notation. Let R n and Z n be the spaces of the n−dimensional column real vectors and integer vectors, respectively. Let R m×n and Z m×n be the spaces of the m × n real matrices and integer matrices, respectively. Boldface lowercase letters denote column vectors and boldface uppercase letters denote matrices. e.g., t ∈ R n and A ∈ R m×n . For a vector t, t 2 denotes the ℓ 2 -norm of t and t T denotes the transpose of t. For t ∈ R n , we use ⌊t⌉ to denote its nearest integer vector, i.e., each entry of t is rounded to its nearest integer (if there is a tie, the one with smaller magnitude is chosen). Let t i be the element with index i and t i:j be the vector composed of elements with indices from i to j. For a matrix A, let a ij be the element at row i and column j, A i:j,k:ℓ be the submatrix containing elements with row indices from i to j and column indices from k to ℓ, and A i:j,k be the vector containing elements with row indices from i to j and column index k. Let 0 n and 0 m×n respectively denote the n−dimensional zero column vector and m × n zero matrix (sometimes the superscripts are omitted if the dimensions are obvious).
II. PROBLEM STATEMENT
We start with introducing the compute-and-forward protocol design problem. In an additive white Gaussian noise (AWGN) network, the sources, relays, and destinations are linked with linear channels with AWGN. To simplify the discussion, we focus on the real-valued channel model defined as follows. 
where x j ∈ R N with the power constraint
is the transmitted codeword from source j (j = 1, 2, . . . , n), h i ∈ R n is the channel vector to relay i (here h i (j) denotes the j−th entry of h i ), z i ∈ R N is the noise vector with entries being i.i.d. Gaussian, i.e., z i ∼ N (0, I), and y i is the signal received at relay i.
Let a i be the chosen coefficient vector for relay i with the channel vector h i , then the computation rate is calculated according to the following theorem [1] .
Theorem 1. The computation rate at relay i is uniquely maximized by choosing the amplifying factor as the MMSE coefficient, which results in a computation rate
where the log function is with base 2, and log + (x) max (log(x), 0). Now we introduce the definition of the optimal coefficient vector for a relay.
Definition 2. (The Optimal Coefficient Vector)
The optimal coefficient vector a ⋆ i for a channel vector h i is the one that maximizes the computation rate,
The optimization problem (2) can be further formulated as the following problem [3] :
Hereafter, we will ignore the subscript "i", e.g., h i will be directly written as h.
III. PROPOSED METHOD
In this section, we first use the modified hyperbolic transformation algorithm to transfer (3) to a SVP with only n 2 /2 + O(n) flops. Then, we propose a modified SchnorrEuchner search algorithm to solve the SVP by fully using the properties of the optimal coefficient vector.
A. Preliminaries
Define the scaled channel vector t as
then, (3) is equivalent to the following problem:
Obviously, t < 1 and G is symmetric positive definite. Throughout this paper, we assume h = 0, otherwise, it is trivial. Our proposed method for solving (5) is based on the following two steps:
• First, take advantage of the special structure of the Gram matrix G in (5b) to find the Cholesky factor R. Then (5) can be transformed to the shortest vector problem (SVP):
Ra .
• Second, investigate the properties of a a * and take them into account to modify the Schnorr-Euchner search strategy [11] to find it. Obviously, if a ⋆ is a solution of (6), then −a ⋆ is also a solution. To reduce redundancy, we apply the following restriction.
Restriction 1. Throughout this paper, we restrict the solution
Before introducing the first step, we introduce the following lemma [4] .
Lemma 1. If
then we can find a solution a ⋆ to (6) which satisfies:
For any given t, it is easy to find a signed permutation matrix Z ∈ Z n×n such thatt = Zt satisfying:
This transformation is a sorting process and the cost is O(n log(n)), see [10] for more details. Note that ZZ T = I. Then, withā = Za, the optimization problem (5) can be transformed toā
Obviously a ⋆ = Z Tā⋆ . Therefore, for the sake of convenience, in our later analysis, we assume t satisfies (7).
B. Modified Hyperbolic Transformations
In the subsection, we will obtain the closed-form expression of the Cholesky factor R of G in (5b) by modifying the hyperbolic transformations (see, e.g., [12, [611] [612] [613] ) to transform (3) to (6) .
Note that G in (5b) can be expressed as
If there exists a H ∈ R (n+1)×(n+1) such that
and
where R is upper triangular with positive diagonal elements, then G = R T R. We first have a brief review over the hyperbolic transfor-
T in (10) becomes to 0 and (9) holds at the same time. As a result, we have the following theorem. For convenience, we define
n) be an identity matrix except that
then c 
Theorem 3 can be proved easily by induction. Due to space limitation, details of the proof are omitted here.
From Theorem 2, we immediately have the following theorem which gives the closed-form expression of the Cholesky factor R.
Theorem 3. Let
1:n,1:n , then H satisfies both (9) and (10) , and G = R T R. Moreover, for
Algorithm 1 is implemented to obtain R. To reduce complexity, we introduce two temporary vectors d, f ∈ R n with
Algorithm 1 Cholesky factorization of G in (5b) Given t ∈ R n with t < 1, this algorithm finds R with
end for 6: set r 11 = f 1 , R 1,2:n = (−t 1 /f 1 )t 2:n ; 7: for i = 2 : n − 1 do 8: set r ii = f i /f i−1 ; 9: set R i,i+1:n = (−t i /(f i f i−1 ))t i+1:n ; 10: end for 11: set r nn = f n /f n−1 .
The complexity of Algorithm 1 is n 2 /2 + O(n) flops, which is an order lower than the regular Cholesky factorization algorithm, and is also lower than the method proposed in [13] with a complexity of 2n 2 + O(n) flops.
C. Modified Schnorr-Euchner Search
In this section, we present the second step of our method. But we first introduce the Schnorr-Euchner search algorithm, for more details, see, [11] , [14] , [15] , to solve (6) .
Let the optimal solution be within the following hyperellipsoid:
where β is a constant. Define
r kj a j , k = n − 1, . . . , 1. (17) Then (16) can be written as:
which is equivalent to
for k = n, n − 1, . . . , 1, where k is called the level index and n j=n+1 · = 0. Based on (18), the Schnorr-Euchner search algorithm can be described as follows. First, we set the initial β = ∞, and for k = n, n − 1, . . . , 1, we compute d k by (17) and set a k = ⌊d k ⌉, leading to a k = 0, for which (18) holds. So we obtain an integer vector a = 0. Since the optimal solution a ⋆ is a nonzero vector, we need to update a. Specifically, we set a 1 as the next closest integer to d 1 . Note that (18) with k = 1 holds for the updated a. Then, we store this updated a and set β = Ra 2 . After this, we try to find an integer vector within the new ellipsoid by updating the latest found a. Obviously, we cannot update only its first entry a 1 , since we cannot find any new integer a 1 that satisfies (18) with k = 1, which is now an equality for the current a. Thus we move up to level 2 to try to update a 2 by choosing it being the next nearest integer to d 2 . If it satisfies (18) with k = 2, we move down to level 1 to update a 1 by computing d 1 ( (17)) and setting a 1 = ⌊d 1 ⌉ and then checking if (18) with k = 1 holds and so on; otherwise we move up to level 3 to try to update a 3 , and so on. Finally, when we fail to find a new value for a n to satisfy (18) with k = n, the search process stops and the latest found integer vector is the optimal solution a ⋆ we seek. This is a depth-first tree search. For more details, see, e.g., [14] and [16] .
To improve computational efficiency, we introduce a temporary matrix T ∈ R n×n with
as in [16] . Besides, we define sgn(x) = 1 if x > 0, and sgn(x) = −1 otherwise. Now we modify the Schnorr-Euchner search algorithm as follows to accelerate the search process.
• Since reduce the initial radius can usually decrease the cost of search, we set the initial radius as:
• Modify the Schnorr-Euchner search algorithm so that the property of a ⋆ described in (8) is always guaranteed. Using (8) can definitely accelerate the search since the number of nodes of the search tree is reduced. Note that although it has been proved in [17] that LLL reduction can decrease the complexity of solving (6), we cannot apply it to reduce (6) since its complexity is too high, for more details, see the simulation results. The pseudo code of the modified Schnorr-Euchner search algorithm is shown in Algorithm 2.
IV. NUMERICAL RESULTS
In this section, we present the numerical results to demonstrate the efficiency of our new method. We consider the common scenario where the channel vector h ∼ N (0, I). The dimension of h, i.e., n, ranges from 2 to 16. For a given n, we randomly generate 10000 realizations of h at each SNR, and apply the following methods to find the coefficient vectors.
• Our method based on improved sphere decoding (ISD).
• The branch-and-bound (BnB) algorithm [4] .
• The method based on LLL lattice reduction algorithm [5] , where δ is set as 0.75 since further increasing δ achieves little gain in rate but will greatly increase the running time.
• The quadratic programming relaxation (QPR) approach [10] . The number of real-valued approximations K in the QPR method is set according to the criterion in [10] . Exact values of K are listed in Table I .
Algorithm 2 Modified Schnorr-Euchner search
Given R which is the Cholesky factor of G in (5b), where t in (5b) satisfies t < 1 and (7), this algorithm finds a solution a ⋆ to (6).
1: determine β by (20);
3: d = 0 n ; // computing d by (17) 4: a = 0 n ; // intermediate solution
if newdist < β 2 then 10: if k = 1 then 11:
dist(k) = newdist;
14: (17), (19) 15:
16:
while a k < a k+1 do 18:
19:
end while 21: 
while a k < 0 do 29:
30:
end while 32: 
40:
while a k < 0 do 42:
43:
end while 45: [5] . The QS method implemented here consists of two phases: 1) selecting an amplification factor α = α 0 ∈ {1, 2, . . . , P 1/2 }; 2) refining α by searching in [α 0 − 1, α 0 + 1] with a step size 0.1. 4 5 5 5 6 6 6 7 7 7 6 7 6 We first compare the average computation rates. Figures  1(a) and 1(b) show the average computation rates with the dimension n being 4 and 16, respectively. Numerical results show that the ISD method and the BnB method always give the same solution and provide the highest computation rate, which is consistent with the fact that they are both optimal methods. As expected, the corresponding curves of these two methods in Figures 1(a) and 1(b) exactly overlap with each other. Although the QS method is of low complexity, its computation rates is low, especially when the dimension becomes large as shown in Figure 1(b) . The QPR method and the LLL based method provides close-to-optimal rates. However, it can be observed from Figures 1(a) and 1(b) that as the dimension grows, the performance of the QPR method degrades. Now we compare the running time. We consider: ISD, BnB, the LLL based method and QPR. Figures 2(a) and 2(b) show the running time of simulating 10000 samples with P being 10dB and 20dB, respectively. Apparently, our new ISD method is much more efficient than the BnB method. It can also be observed that the ISD method is consistently faster than the LLL based method. At 10dB, the ISD method is more efficient than the QPR method; at 20dB, they have similar running time.
V. CONCLUSIONS AND FUTURE WORK
In this work, we have proposed a new efficient algorithm that finds the optimal coefficient vector for a single relay in the compute-and-forward protocol design based on improved sphere decoding. We first transformed the original optimization problem into a shortest vector problem using the hyperbolic transformation, which generates a closed-form expression of the Cholesky factor with lower complexity than the existing methods. Then, we modified the Schnorr-Euchner search algorithm to take advantage of the properties of the optimal coefficient vector to accelerate the search process. Simulation results indicate that our new algorithm provides the optimal solution with much lower complexity than the existing optimal mathod. Besides, compared with the suboptimal methods, our method offers the best performance at a complexity lower than that of the LLL based method and similar to that of the QPR method. In the future, we will further accelerate the new method and investigate its complexity. 
