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ON CHAINS IN MV-ALGEBRAS 
JÁN JAKUBÍK 
(Communicated by Anatolij Dvurečenskij ) 
ABSTRACT. Let A be an MV-algebra. Further, let L = i(A) be the lattice 
corresponding to A. In the present paper we deal with maximal convex chains 
in L containing the zero element of L. Next, we investigate maximal chains in 
intervals of the lattice L. 
Introduction 
The motivation for introducing the notion of MV-algebra was to construct 
an algebraic basis for the Lukasziewicz theory of multivalued logics; cf. [1], [2], 
[4]. MV-algebras are called also Wajsberg algebras (cf. [5], [15]). 
For MV-algebras we use the notation as in [5] and [10]. Thus an MV-algebra 
is a system A = (A; 0 , *, ->, 0,1), where A is a nonempty set, 0 , * are binary 
operations, -« is a unary operation and 0, 1 are nulary operations on A such 
that the identities ( m 1 ) - ( m 9 ) from [5] are satisfied. 
If no misunderstanding can occur, then we write often A instead of A. Direct 
product decompositions of MT7-algebras have been investigated in [3], [10], [11], 
[12]. By means of the basic operations mentioned above, there were defined 
binary operations V and A on A under which A turns out to be a distributive 
lattice with the least element 0 and with the greatest element 1; we denote this 
lattice by £(A). 
Let C be the system of all convex chains X in A such that 0 G X and 
cardX > 1. The system C is partially ordered by inclusion. Next let Cm be the 
system of all maximal elements of C. 
In Section 2 of the present paper we deal with the relations between elements 
of Cm and direct product decompositions of A. 
2000 M a t h e m a t i c s Sub j ec t C l a s s i f i c a t i o n : Primary 06F35. 
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Analogous questions for lattice ordered groups have been investigated in [9]. 
The generalized Jordan-Dedekind condition (briefly: condition (JD)) for a 
lattice L requires that whenever u7v G _ , u < v and Cx, C2 are maximal 
chains in the interval [u>v] of L, then Cx and C2 have the same cardinality. 
This condition has been investigated by S z as z [14] and the author [7], [7a], [8]. 
In Section 3 we generalize some results of [14] and [6] concerning maximal 
chains in a distributive lattice L. These results can be applied to the case when 
L = £(A). If A is a finite MV-algebra, then the lattice £(A) satisfies condition 
(JD). We show that there exist infinite MV-algebras for which this condition is 
rather strongly violated. One of the results of Section 3 is as follows: 
(A) For each cardinal a > N0 there exists an Ml^-algebra Aa having ele-
ments u, v with u < v such that 
(i) for each cardinal /? with N0 ^ /? ^ a there exists a maximal chain 
Cp in [u,v] whose cardinality is /?; 
(ii) the lattice £(A) is completely distributive; 
(iii) no element x G A with x ^ 0 is boolean. 
1, Preliminaries 
Let A be an MV-algebra. For each x,y G A we put (see [1]) 
x V y = (x * -»y) © y, x A y = -(-># V -»y). 
Then £(A) = (A; V, A) is a lattice with the least element 0 and the greatest 
element 1. (Cf. [1].) Further, the lattice £(A) is distributive (see [6]). We consider 
the partial order _ on A which is defined in [1] by means of operations V and 
A on i . 
For a, b G A with a ^ b let [a, 6] be the interval in A with the endpoints a 
and b. A subset S of A is called convex if, whenever a,b G S and a ^ 6, then 
[a,b] C 5 . In what follows, C and Cm are as above. We suppose that A ^ {0}. 
The notion of direct product of MV-algebras is defined in the usual way. 
For the definition of internal direct product decomposition of A and internal 
direct factor of A cf. [10]. To each direct product decomposition of A there 
corresponds in a natural way an internal direct product decomposition of A. In 
the present paper we consider only internal direct product decompositions and 
internal direct factors of A, therefore the word "internal" will be omitted. 
Each M V-algebra A can be represented by means of an appropriate abelian 
lattice ordered group G with a strong unit u (cf. [13], or [10; 1.3, 1.4]); in this 
connection we shall use the notation from [10]; a different notation has been 
used in [4]. 
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An element x £ A is called boolean if the interval [0, x] of t(A) is a Boolean 
algebra. 
2. Direct product decompositions 
Let A be an MV-algebra and let G be as in Section 1 (i.e., A = A0(G,u)). 
2.0. LEMMA. ([9; Lemma 8]) Let R be a maximal convex chain in a lattice 
ordered group H, 0 £ H. Then R is a subgroup of the group H. 
2.1. PROPOSITION. Let Y eCm. Then Y is closed with respect to the oper-
ation ©. 
P r o o f . Since A is a convex subset of G we infer that Y is a convex chain 
in G. From Axiom of Choice we obtain that there exists a maximal convex chain 
Z in G such that Y C Z. According to 2.0, Z is closed with respect to the 
group operation + of G. Let ylyy2 £ Y, yx + y2 = z. Thus z _ 0. Since Z 
is convex and 0 £ Z, we get z Au £ Z. Moreover, z A u £ A, and clearly 
Z n A = F , whence z A w £ Y. We have yx®y2 = (yx + y2) Au, therefore 
y 1 0 2 / 2 £ F . • 
2.2. LEMMA. Let Y £ Cm and suppose that Y has a greatest element. Let Z 
be as in the proof of 2.1. Then Z is not bounded in G. 
P r o o f . Let y° be the greatest element of Y. Then 0 < y° and hence 
2y° > y°. Put z = 2y°. Since Z is an ^-subgroup of G, we have z £ Z. By way 
of contradiction, suppose that Z is bounded in G. Hence there exists a positive 
integer n such that zx _ nu for each zx £ Z. Put z2 = nz; then zxeZ. From 
nz _ nu we obtain 0 _ n(u — z), whence 0 ^ w — z. This yields that z £ A, 
whence z £ F , which is a contradiction. • 
2.3. LEMMA. Let Y and Z be as in 2.2. Then Z is a direct factor of G. 
P r o o f . This is a consequence of 2.2 and [9; Theorem 1]. • 
Under the assumptions as in 2.2, let us denote by Z' the convex ^-subgroup 
of Z generated by the greatest element y° of Y. Hence y° is a strong unit 
of Z' . Thus we can construct the MF-algebra .40(Z',y
0); the underlying set of 
this MF-algebra is Y. 
2.4. THEOREM. Let Y £ Cm. Then the following conditions are equivalent: 
(i) Y is a direct factor of A. 
(ii) Y has a greatest element. 
153 
JAN JAKUBIK 
P r o o f . 
a) Let (i) be valid. Since A has a greatest element, the same is valid for Y. 
b) Let (ii) hold and let Z be as in 2.3. According to 2.3, there is a direct 
product decomposition 
G = ZxGx. (1) 
Thus in view of [10; Lemma 3.2], we have a direct product decomposition 
A = (ZnA)x(GxnA). (V) 
Since Z n A = F , we obtain that Y is a direct factor of A. D 
Let us remark that if Y is as in 2.2, moreover, we have, in fact, the oper-
ation 0 in Y which is inherited from A (cf. 2.1), and moreover, we have the 
corresponding operation (let us denote it by ©-_), which is due to the fact that 
Y = A,(Z',y«). 
2.5. PROPOSITION. Let Y be as in 2.2. Then the operations 0 and 0X on 
Y coincide. 
P r o o f . Consider the direct product decomposition (1'). For each a G A 
let ax and a2 be the component of a in Y and in Gx n A, respectively. Then 
ax or a2 is, at the same time, the component of a in Z or in Gx, respectively 
(with regard to (1)). Since the operations V and A are expressed by the basic 
operation of the AIV-algebra A, the relation (1') can be taken also with respect 
to £(A). Let u be as above (i.e., u is the strong unit of G, and hence it is the 
greatest element of ^(.4)). Hence ux must be equal to y° and u2 is the greatest 
element of Gx n A] moreover, y° A u2 = 0. If y G Y, then yx = y and y2 = 0. 
Thus for y and y' in Y we have 
y 0 y' = (y + y') A u = (y + y') A (y° + u2) = (y + y') A (y° V u2) 
= {(v + y) A y0) v ((t/ + y') A U2) = (y + 7/) Ay0 = y ex y . 
D 
For the definition of the archimedean property in AiV-algebras, see [12]. 
2.6. THEOREM. If A is archimedean, then each element of Cm is a direct 
factor of A. 
P r o o f . Suppose that A is archimedean and let Y G Cm. Let Z be as 
above. According to [12], the lattice ordered group G is archimedean as well. 
Hence, in view of [9; Theorem 1'], Z is a direct factor of G. Now, by applying 
the same method as in the proof of 2.4 we obtain that Y is a direct factor of A. 
D 
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2.7. LEMMA. Let Y and Y' be distinct elements of Cm. Then Y nY' = {0}. 
P r o o f . Let Z be as above and let Z1 be defined analogously as Z (with 
y replaced by Y'). In view of [5; Lemma 6] wre have Z fl Z' = {0}. Therefore 
y n r = {0}. D 
Let T C .A, £ > 0 for each t £ T. The set T will be called disjoint if 
^i A t2 = 0 whenever ^ and t2 are distinct elements of T . 
2.8. THEOREM. Le£ Cm = { y j ; G / . Fften the following conditions are equiva-
lent: 
(i) A is a direct product of linearly ordered MV-algebras. 
(ii) A is a direct product Yl Y{. 
(ІІІ) 
iei 
a) Each Y{ has a greatest element; 
b) */ {yl}iei Q -4 with y
l G Yi for each i e i , then V y
l does exist 
in A; i e I 
c) if, moreover, 0 < y1 for each i G / , then {y'}ieI is a maximal 
disjoint set in A. 
P r o o f . 
a x ) Suppose that (i) holds. Hence there exists a system 5 = {Tj}jeJ of 
linearly ordered MV-algebras T. such that A is a direct product of linearly 
ordered MV-algebras T- (j G J). Without loss of generality we can suppose 
that T- ^ {0} for each j G J. It is obvious that each T. belongs to C m . Thus 
£ C Cm. We want to verify that Cm C S. By way of contradiction, suppose that 
there exists Y G Cm such that Y ^ T. for each j G J. There exists ^ 7 with 
y > 0. For each j G J let y^ be the component of y in T,. Hence there exists 
j G J such that y. > 0. We have ŷ . G T- and, moreover, y- G [0,y] whence 
ŷ . G y . In view of 2.7 we arrived at a contradiction. Hence (ii) holds. 
a2) Let (ii) be valid. Since A has a greatest element, each Y{ must have a 
greatest element. For each i G I let yl G Y{. By way of contradiction, suppose 
that {yl}ieI fails to be a maximal disjoint subset of A. Thus there exists a £ A 
with a > 0 such that a A i/i = 0 for each i G J. There exists z G J such that 
a{ > 0, where â  is the component of a in Y .̂ Then, since Yi is linearly ordered, 
we have aiAyi>0, which is a contradiction. Next, from (ii) we infer that there 
exists y G A such that for each i G / , yl is the component of y in 1^. Hence 
we obtain y = \f yl. 
iei 
a3) Let (iii) hold. If i G / , then according to 2.4, Yi is a direct factor of A. 
For a G A we denote by â  the component of a in Yi. Consider the mapping 
yp\ A —> n Y{ such that <p(a) = ( a - ) i e / for each a G A. If i ( l ) G 7 and y
l G Ŷ  
Ї Є I 
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for each i G J , yl = 0 whenever i ^ z(l) , then (yl)ieI will be identified with 
Hl(1). The mapping <p is a homomorphism of .4 into fj Y^. Let (y1)ieI G f l 1^ . 
iei iei 
In view of the assumption, there exists y = V y* in .A. It is easy to verify that 
iei 
y{ — y
l for each i G J , hence (/?(r/) = (yl)iel. Therefore <p is a surjection. 
It remains to verify that </? is a monomorphism. By way of contradiction, 
suppose that there are distinct elements a and a' in A such that (p(a) = tp(a'). 
Put a A a' = u 0 , aVa ' = ?;. Hence u0 < v and ^ ( ^ Q ) = <p(v). There exists £ G A 
such that tt0 0 t — v. Thus £ > 0. Choose, for each i G J , a strictly positive 
element y* in 1^. Then {y*}iej is a maximal disjoint subset of A. Hence there 
exists i(l) G J such that tAyi{1) > 0. We have ti{1) = tAy
i{l\ whence ti{1) > 0. 
On the other hand, the relation (p(u0) = ip(v) yields that ip(t) = 0 and so we 
arrived at a contradiction. • 
3. Maximal chains 
In this section we deal with maximal chains in an interval [u,v] of a dis-
tributive lattice L with applications to the case when L = £(A), where A is an 
MF-algebra; we also obtain some results of [14] and [6] as corollaries. 
For a lattice L wre denote by C°(L) the system of all chains in L; this system 
is partially ordered by the set-theoretical inclusion. Let C®n(L) be the set of all 
maximal elements of C°(L). The elements of C®n(L) are called maximal chains 
in L. 
A linearly ordered set A" is called dense if for each xx,x2 G A" with xx < x2 
there exists x3 G X such that xx < x3 < x2. 
A sublattice Lx of a lattice L is said to be strongly dense in L if, whenever 
a,b G L and a < b, then either both a and b belong to Lx or there exists 
x G l j with a < x < b. 
Let condition (JD) be as above. It is well known that each finite modular 
lattice satisfies condition (JD). If A is an A/V-algebra, then the lattice 1(A) is 
distributive. Hence, if A is finite, then the lattice C(A) satisfies condition (JD) . 
Let tp be a mapping of a linearly ordered set Lx into a linearly ordered set 
L2 such that for each x,y G Lx the relation 
x^y <=> <p(x) = (p(y) 
is valid. Then we say that ip is an isomorphism of Lx into L2. 
3 .1 . LEMMA. Let L be a distributive lattice and let a, b be elements of L 
which are incomparable, a Ab = u, a Vb — v. Suppose that 
(i) c^ci{[u,a\), c2^ciX{uM); 
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(ii) the chain Cx is dense; 
(iii) there exists an isomorphism ip of Cx into C2 such that ip(Cx) is a 
strongly dense sublattice of C2 and u,b G ^p(Cx). 
Then the set {x V (p(x) : x eCx} is an element of C^([w, v]). 
P r o o f . Denote 
R = {x V <p(x) : x G C j . 
It is obvious that R is a chain in the lattice [u,v]. By way of contradiction, 
assume that R fails to be an element of C^Qiz, v]). Hence there exists z e [u, v] 
such that z is comparable with each element of R and z fi R. 
We put 
Rx = {r eR\ r <z], R2 = {r e R : r > z] . 
We have u,v e R, whence R1 ^ 0 ^ R2. 
Let x e Cx. Then a A (p(x) = u, thus 
a A (x V (p(x)) = (a A x) V (a A </>(x)) = a Ax = x . (1) 
From (1) we conclude that if x V (p(x) e Rx, then x = a A z. Analogously, if 
x V (p(x) e R2, then a A z _ x. Hence a A z is comparable with all elements 
of Cx. Therefore a A z belongs to Cx. We denote xx = a A z. 
a) We have either 
xx V ip(xx) < z, (ax) 
or 
x1V(p(xl)> z. (a2) 
First assume that (ax) holds. Let x2 e Cx, x2 V </?(x2) G i? a . Thus 
x2 = a A (x2 V </>(x2)) ^ a A z = xx , 
whence (f(x2) _ ^(a^) and then x2 V(/?(x2) _ xx V</?(x1). Therefore Xj V</?(x1) 
is the greatest element of RY. 
Analogously we verify: the relation (a2) implies that xx V ip(xx) is the least 
element of R2. 
b) Assume that there exists x2 G Cx such that b A z = <p(x2). 
The case x2 = xx is impossible, since then we would have 
z = (a A z) V (b A z) = xx V (p(xx) G R. 
Suppose that x2 < x2. In view of (ii) there exists x3 G Cx with xx < x3 < x 2 . 
Then ^(xj) < <p(x3) < ip(x2) and x3 V </?(x3) G i t . A simple calculation (using 
the distributivity of L) shows that the elements 
x3 V ( P ( z 3 ) ,




are incomparable, which is a contradiction. 
Similarly, the assumption x2 < xx leads to a contradiction. 
c) In view of b) we conclude that the element zAb does not belong to <p(Cx). 
Suppose that z A b is an element of C 2 . 
If (a2) is valid, then in view of (iii) there exists x2 G Cx such that (p(xx) < 
tp(x2) < z A b. Then xx < x2 and 
x1 V (p(xx) < x2 V ip(x2) ^ z, 
which contradicts a). Similarly we verify that from (a2) we obtain a contradic-
tion. Hence the element z A b does not belong to C 2 . 
d) We have zAbe [u,v], thus according to c), there exists y G C2 such that 
the elements y and z Ab are incomparable. 
Assume that (a2) is valid. Then 
ip(xx) < z Ab. 
Since <p(xx) 6 C 2 , the elements (p(xx) and y are comparable. If y ^ ip(xx), then 
?/ < z A b, which is impossible. Hence ^(a^) < y. The element 21 cannot belong 
to ^ ( C T ) , since each element of ip(Cx) is comparable with z Ab. Therefore in 
view of (iii), there exists x3 G Cx such that 
tp(xx) <<p(x3) <y. 
Then we have xx < x3 and xx V (p(xx) < x3 V </?(x3). According to a) we 
conclude that x3 V (p(x3) > 2;, whence (/?(x3) ^ z Ab and thus ?/ > z A 6, which 
is a contradiction. 
Similarly we can verify that by using (a2) we arrive at a contradiction. Thus 
the element z must belong to R. D 
3.2. PROPOSITION. Let the assumptions of 3.1 be satisfied. Suppose that 
cardCj ^ c a rdC 2 . Then L does not satisfy condition (JD). 
P r o o f . In view of the isomorphism (p we conclude that 
card Cx < card C2 . 
Let i? be as in 3.1. Then card i t = cardC x . Denote 
C3 = {aVy: yeC2}, R
, = C1UC3. 
From the fact that L is distributive we infer that C3 G C^([a,t>]) and that 
R' G C^([w, v]). Condition (ii) of 3.1 yields that Cx is infinite, whence cardi? ' = 
cardC 3 > ca rd i i . Therefore condition (JD) fails to be valid for the lattice L. 
D 
Let L be a lattice, u G L. A nonempty subset {a{}ie] of L is called 
u-orthogonal if a{ ^ u for each i G i and a{^ A a^2v = n whenever i ( l ) 
and i(2) are distinct elements of i . 
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3.3. LEMMA. Let L be an infinitely distributive lattice. Let u G L and let 
iai}iei ^e an u-°rthogonal subset of L such that u < a{ for each i G / , and 
V a{ — v. Suppose that card I > 1 and 
iei 
(i) whenever {xi}ieI C L such that for each i G / the relation u _ x{ ^ a{ 
is valid, then \J x^ exists in L; 
iei 
(ii) for each i G / , Ci G C^([u ,aJ) and the chain C{ is dense; 
(iii) there exists z(0) G / such that for each i G / \ {^(0)} there exists an 
isomorphism Lp{ of C i ( 0 ) into Ct such that <£i(Ci(o)) ^
s a stron9fy dense 
sublattice of C{ and u,a{ G (^(C i ( 0 ) ) . 
Then the set 
R=txV V <PiW'. x e C m \ 
1 iG1\{i(0)} J 
is an element of C^([u, v]). 
P r o o f . First we verify that if x G C^0x, then the element 
V ¥>.(*) 
<e/\{t(o)} 
УІ = 1 
exists in L. For each i G I we put 
(£.(x) if i ^ i (0) , 
if i = i (0) . 
According to (i), V y{ exists in L. Since ^ _ ^ for each i G J, we have 
V 2/i = V 2/i = V <Pi{x) • 
iG1 i e / \ { t ( 0 ) } *€/ \{t (0)} 
It is clear that R is a chain in [u,v]. Let z be an element of [u,v] such 
that z is comparable with each element of R. We have to show that z belongs 
to R. If I is a one-element set, then the assertion holds trivially. Suppose that 
card I > 1. 
Let i be a fixed element of 7, i ^ z(0). Put v{ = a ^ V a^, 
^ = {xV(p. (x) : i G C i ( 0 ) } . 
In view of 3.1 we have 
ffeC(K»|. (*) 
Further, analogously as in the proof of 3.1 we verify that z A v{ is comparable 
with each element of Rl. Hence according to (*), z A v{ must belong to R
1. 
Thus there exists xx G C?(0) such that 
z A ^ = x1V<pi{x1). 
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Moreover, we have 
xx = (zA v{) A ai{0) = z A ai(0), 
and similarly 
(pi(x1) = zAai. 
The infinite distributivity of L yields 
z = z Av = zA (ai(0) V V aA 
V t61 \ { io} 7 
= (^Aa i ( 0 ))V V (zAa i) = x1V \J ^(xj. 
t € / \ { t 0 } -e / \ {»o} 
Therefore z G i?. D 
3.4. LEMMA. Le£ the assumptions of 3.3 be satisfied. Let R and i(0) be as 
in 3.3. Then cardIZ = c a r d C ^ . 
P r o o f . For each x G C^0) we put 
tp(x) = xV \J$i(x). 
iei\{i(o)} 
Let xx,x2 G C /̂QV, xx < x2 . Then clearly VK î) =
 xl)(x2). It suffices to show 
that ^ ( ^ I ) < f[l)(x2)' By way of contradiction, assume that il)(xY) — ^(
x
2)> Then 
in view of infinite distributivity we have 
x2 = x2 A ip(x2) = x2 A VK î) = (x2 A xx) V V (x2 A ^ ( ^ i ) ) = x2 A xx = xx , 
iei\{i(o)} 
since x2Acpi(xl) = u for each i G I\ {^(0)} . Thus we arrived at a contradiction. 
D 
3.5. PROPOSITION. Let the assumptions of 3.3 be valid and let i G I. There 
exists TM e CQm([u,v\) such that cardTM = cardC-. 
P r o o f . 
a) Let i = i(0). Then it suffices to put TM = R and to apply Lemma 3.4. 
b) Let i / i(0). Put J{ = {ix el: ixj^ i}. Similarly as in the proof of 3.3 
(i.e., by using condition (i) from 3.3) we verify that the element 
exists in L. Denote 
je Ji 
lW = {x\/ V ¥>,-(*): x€Cm\ 
K j£J(i) '> 
Q[i] = {víi]vyi: y i € C . } , 
T w = / # U Q[ i ]. 
160 
ON CHAINS IN MV-ALGEBRAS 
We have 
card_R[?1 = cardC i ( 0 ) = cardC, = cardQ
[ l ] ; 
since C l ( 0 ) is infinite, we conclude that cardT^- = cardCj . D 
3.6. LEMMA. Let the assumptions of 3.3 be valid. Put c a r d / = a and suppose 
that cardC t ^ a for each i £ I. Then there exists T £ C^([u,i?]) such that 
card T = a. 
P r o o f . We apply the Axiom of Choice; then we can assume that the set J 
is well-ordered and that I has a greatest element. 
Since I is well-ordered, it has the least element which will be denoted by ix. 
We put bt = a{ and C'{ = C{ . Suppose that i £ / , i> ix and that we have 
defined b- and C'. for each j £ I with j < i. We put 
bi= w 
j€l>j<i 
For proving the existence of this element in the lattice L we use an analogous 
method as in the proof of 3.3. Namely, for each j £ J we denote 
y. = \ a i 'lij<i' 
i \ u otherwise. 
In view of condition (i) from 3.3, V y- exists in L. We have y- ^ u for each 
j £ J , thus 
- hO 
Now we set 
Further, let us denote 
yy = y yj = 6» 
jei jeij<t 
б ^ f t î V a , , 
O;={б«Vx: X Є O J 
t 6 I 
Then I? is a chain in [u, v]. Since I has a least element and a greatest element 
we conclude that u,v £ R. Next, because cardC^ = cardC2 ^ a for each i £ I, 
we get cardR = a. 
Let z £ [it, v] and assume that z is comparable with each element of R. Put 
Rl = {reR:r^z}, R2 = {r £ R : r > z) . 
We have to prove that z belongs to R. If R2 = 0, then z = v £ R. Consider 
the case when R2 ^ 0. 
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We distinguish two cases. 
a) Assume that there exists i G I and x,y e C[ such that x = z = y. The 
definition of C[ yields that C[ is a maximal chain in the interval [b^&J of L. 
Since C[ C R and z G [6?, 6J we conclude that z G C[ and thus z £ R. 
b) Suppose that the assumption from a) is not satisfied. Let us denote by 
Ij the set of all i e I such that there exists x G C[ with x ^ z. Further, put 
I2 = I\I1. Similarly as we did for b? we can prove that the element 
ieh 
exists in L. 
If I2 = 0, then we would have z = v, which is a contradiction. Thus I2 ^ 0. 
Hence I2 has a least element which will be denoted by i2. Then b°t > z. 
From the definition of b® we get 
b%= w 
ie1i 
For i G i\ we have 
thus 6̂  _ z, which is a contradiction. Hence z is an element of R. Therefore 
Rec£([u,v)). u 
3.7. PROPOSITION. Let the assumptions of 3.6 be valid. Then for each car-
dinal 0 such that 0 = a and 0 ^ cardC^ for each i G / there exists Q G 
C^([-u,t>]) such that cardQ = 0 • 
P r o o f . Assume that 0 is a cardinal with the mentioned properties. If 
0 = a, then the assertion concerning 0 is a consequence of 3.6. 
Let 0 < a. Similarly as in the proof of 3.6 we suppose that I is a well-
ordered set. Without loss of generality we can also suppose that i(0) is the 
greatest element of I. There exists ix in I such that ix is the first element 
of I with respect to the property that the set Ix = {i G / : i < ix} has the 
cardinality 0. Put I2=I\I1. Then I2 ^ 0. Denote 
vi = V a>i, v2 = V «i • 
iGIi i€1 2 
The existence of these elements in the lattice L can be proved by a method 
analogous to that used in the proof of 3.6. We have vx A v2 = u and vx V v2 = v. 
We construct a chain R in [u, vr] in the same way as in 3.6 with the distinc-
tion that instead of v we now have the element vx. Then cardi? =- 0. 
Next, we construct a chain Q in [u, v2] in an analogous manner as we con-
structed R in 3.3 with the distinction that we have v2 instead of v. According 
to 3.4 we have cardQ = cardC^Q) = 0. 
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Put 
Q' = {vlVq: qeQ}, T = QUR. 
Similarly as in the proof of 3.2 we can verify that T is an element of C^n ([u, v]). 
We obviously have card T = (3. • 
In view of 3.7 we introduce the following definition. 
Let al, a2 be cardinals with al < a2 and let L be a lattice. We say that L 
satisfies condition c(al,a2) if there are elements u,v G L, u < v such that for 
each cardinal (3 with ax ^ /? ^ a2 there exists a chain Cp G C^([w, v]) whose 
cardinality is /?. 
Let L0 be a lattice. Let L be a set of indices and for each i € I let Li = L0. 
Then the direct product 
n-. 
i<E1 
will be called a direct power of the lattice L0 and it will be denoted by L0 , 
where a = c a r d / . An analogous notation will be applied for MF-algebras. 
Suppose that ^ 0 , i ; 0 G L0, u0 < v0. We define u, v and a{ (i G L) in L0 as 
follows: 
u(i) = u0 , v(i) = v0 for each i G / ; 
I ^0 
if j ф i , 
if j = i, 
where j runs over the set L. 
3.8. LEMMA. Suppose that there exists C0 G ^ ( [ ^ o ' ^ o D
 suc^ that the chain 
C0 is dense. Further, suppose that the lattice L0 is infinitely distributive. Then 
the lattice L0 is infinitely distributive and (under the notation as above) the 
assumptions of 3.6 are satisfied. 
P r o o f . The assertion is an immediate consequence of the definition of the 
elements u,v and a- (i G L). • 
From 3.7 and 3.8 we obtain the following proposition: 
3.9. PROPOSITION. Let L0 be an infinitely distributive lattice. Further, sup­
pose that there are uQ,v0 G L0 with u0 < v0 and C0 G C^([^o'
? ;o]) suc^ ^at 
C0 is dense and card C0 = ax. Let a2 be a cardinal with ax < a2. Then the 
lattice L0
2 satisfies condition c(ax,a2). 
[14; Theorem 3] is a corollary of 3.9. Further, let L0 be the interval [0,1] of 
reals. Then L0 is complete and completely distributive. Hence for each cardinal 
a , L0 is complete and completely distributive. This yields that the following 
result is also a corollary of 3.9. 
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3.9.1. COROLLARY. ([7]) Let a be a cardinal, a = c. There exists a com-
plete and completely distributive lattice with the last element f0 and the greatest 
element fx which has the following property: for any cardinal number (3 with 
c = (3 = a there exists in Sa a maximal chain Rp the length of which is f3. 
If A is an MF-algebra, then the lattice i(A) is infinitely distributive. Thus 
we have: 
3.10. COROLLARY. Let A be an MV-algebra. Suppose that there are u0,v0 G 
A with u0 < v0 and C0 G C^([w0,i;0])
 such that C0 is dense and cardC 0 = ax. 
Let a2 be a cardinal with a1 < a 2 . Then the lattice (i(A))
 2 satisfies condition 
c ( a 1 , a 2 ) . 
Now let (A) be as in Introduction. 
P r o o f of (A) . 
It is well known that there exists an Afl/-algebra A such that i(A) is the 
set of all rational numbers x with 0 — x = 1 (under the natural linear order). 
Put ax = N0 and let a2 be a cardinal with a2> a1. In view of 3.10, the lattice 
i(Aa2) satisfies condition c(a1,a2). Further, i(A
a2) is completely distributive. 
Let 0 < y G Aa2. Then there exist zx,z2 G A
a2 such that 0 < z1 < z2 and 
the interval [0, z2] of A
a2 is linearly ordered. Hence zx has no complement in 
[0, z2]. Thus the element y fails to be boolean in A
a2. • 
Similarly, there exists an MF-algebra A2 such that the lattice i(A2) is the 
interval [0,1] of reals. By using A2 we can obtain an analogous result to (A) 
with the distinction that: 
(i) instead of N0 we have the power of the continuum; 
(ii) the lattice i(A2
 2) turns out to be complete. 
In view of condition (iii) from (A) let us conclude this section by some remarks 
concerning the question what is the situation in the case when there exists a 
boolean element in A. 
It is well known that for each Boolean algebra B there exists an A/V-algebra 
A such that i(A) = B\ then each element of A is boolean. 
3.11. PROPOSITION. ([7a]) Let S be an infinite Boolean algebra which is 
complete and completely distributive. Then S does not satisfy condition (JD). 
Further, there exist infinite Boolean algebras B having no atom; if B has 
this property and u = 0, v e B, v > 0 and if C G C ^ Q M , * ; ] ) , then C must 
be dense. If a2 is a cardinal with a2> ax, then according to 3.10 we get that 
Aa2 is an MF-algebra such that i(Aa2) satisfies condition c(ax,OL2) and each 
element of Aa2 is boolean. 
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4. Examples 
The examples given in this section concern the investigation performed in 
Section 2. 
4 .1 . Let G be the lattice ordered group of all bounded continuous real func-
tions defined on the set of all reals (the group operation is the addition, lattice 
operations are defined component-wise). Let u G G such that u is identically 
equal to 1. If A = A0{G\ u), then C = Cm = %. 
The following examples 4.2, 4.3 and 4.4 show that conditions a), b) and c) 
from 2.8 (iii) are independent. 
4 .2 . Let Z be the additive group of all integers with the natural linear order. 
Put G = Zo{ZxZ), where o denotes the operation of lexicographic product and 
x is the symbol of the operation of the direct product. Put u = (1,0,0) and let 
A = A0(G;u), Yx = {(0,z,0)}z€Z, Y2 = {(0,0,z)}^z. Then Cm = {YVY2}. 
Neither Yx nor Y2 has a greatest element. Conditions b) and c) from 2.8 (iii) are 
satisfied. 
4 .3 . Let G and u be as in 2.1. Put G' = G x Z x Z , u' = ( w , l , l ) , A! = 
A0{G',u'). Denote Yx = { ( 0 , M ) h e { 0 | 1 } , Y2 = {(0,0, * ) } ^ { 0 > 1 } . Then Cm = 
C = {Y1,Y2}. Conditions a) and b) from 2.8(iii) are satisfied, but condition c) 
fails to hold. 
4.4. Let I = Z and for each i G J let Gt = Z , G = JJG-.Let H be the 
iei 
subgroup of G consisting of all g G G which satisfy the following condition: 
there exists a finite subset I{g) of I such that, whenever i{l) and i{2) belong 
to I\I{g), then g{i{l)) = g(^(2)). Then H is an ^-subgroup of G. Let w G G , 
u{i) = 1 for each i £ I. We have u G H\ moreover, u is a strong unit of H. 
Denote A = A0{H,u). For each i ( l ) G / let g
i{1) G G such that gi{l) {%{!)) = 1 
and gi{1){i) = 0 if i ^ i ( l ) ; next, let Yi{1) = {0, g
i{1)}. Then C = Cm = 
{^i(i)}ui)Gi' Conditions a) and c) from 2.8(iii) are satisfied. Let 7(1) be an 
infinite subset of I such that J \ 7(1) is infinite as well. Put yl{1) = gl{1) if 
i{l) G 7(1) and yl{1) = 0 otherwise. The element V yl{1) does not exist in A, 
hence condition b) is not satisfied. *(-)€-' 
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