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Abstract
We present a series of new and more favorable margin-based learning guarantees that depend on
the empirical margin loss of a predictor. We give two types of learning bounds, both data-dependent
ones and bounds valid for general families, in terms of the Rademacher complexity or the empirical
`∞ covering number of the hypothesis set used. We also briefly highlight several applications of
these bounds and discuss their connection with existing results.
1. Introduction
Margin-based learning bounds provide a fundamental tool for the analysis of generalization in
classification (Vapnik, 1998, 2006; Schapire et al., 1997; Koltchinskii and Panchenko, 2002; Taskar
et al., 2003; Bartlett and Shawe-Taylor, 1998). These are guarantees that hold for real-valued
functions based on the notion of confidence margin. Unlike worst-case bounds based on standard
complexity measures such as the VC-dimension, margin bounds provide optimistic guarantees: a
strong guarantee holds for predictors that achieve a relatively small empirical margin loss, for a
relatively large value of the confidence margin. More generally, guarantees similar to margin bounds
can be derived based on notion of a luckiness (Shawe-Taylor et al., 1998; Koltchinskii and Panchenko,
2002).
Notably, margin bounds do not have an explicit dependency on the dimension of the feature space
for linear or kernel-based hypotheses. They provide strong guarantees for large-margin maximization
algorithms such as Support Vector Machines (SVM) (Cortes and Vapnik, 1995), including when used
for positive definite kernels such as Gaussian kernels, for which the dimension of the feature space
is infinite. Similarly, margin-based learning bounds have helped derive significant guarantees for
AdaBoost (Freund and Schapire, 1997; Schapire et al., 1997). More recently, margin-based learning
bounds have been derived for neural networks (NNs) (Neyshabur et al., 2015; Bartlett et al., 2017)
and convolutional neural networks (CNNs) (Long and Sedghi, 2020).
An alternative family of tighter learning guarantees is that of relative deviation bounds (Vapnik,
1998, 2006; Anthony and Shawe-Taylor, 1993; Cortes et al., 2019). These are bounds on the difference
of the generalization and empirical error scaled by the square-root of the generalization error or
empirical error, or some other power of the error. The scaling is similar to dividing by the standard
deviation since, for smaller values of the error, the variance of the error of a predictor roughly
coincides with its error. These guarantees translate into very useful bounds on the difference of
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the generalization error and empirical error whose complexity terms admit the empirical error as a
factor.
This paper presents general relative deviation margin bounds. These bounds combine the benefit
of standard margin bounds and that of standard relative deviation bounds, thereby resulting in
tighter margin bounds (Section 5). As an example, our learning bounds provide tighter guarantees
for margin-based algorithms such as SVM and boosting than existing ones. We give two families
of relative deviation bounds, both bounds valid for general families and data-dependent ones.
Additionally, both families of guarantees hold for an arbitrary α-moment, with α ∈ (1,2]. In
Section 5, we also briefly highlight several applications of our bounds and discuss their connection
with existing results.
Our first family of margin bounds are expressed in terms of the empirical `∞-covering number
of the hypothesis set (Section 3). We show how these empirical covering numbers can be upper
bounded to derive empirical fat-shattering guarantees. One benefit of these resulting guarantees is
that there are known upper bounds for various standard hypothesis sets, which can be leveraged to
derive explicit bounds (see Section 5).
Our second family of margin bounds are expressed in terms of the Rademacher complexity of
the hypothesis set used (Section 4). Here, our learning bounds are first expressed in terms of a
peeling-based Rademacher complexity term we introduce. Next, we give a series of upper bounds
on this complexity measure, first simpler ones in terms of Rademacher complexity, next in terms of
empirical `2 covering numbers, and finally in terms of the so-called maximum Rademacher complexity.
In particular, we show that a simplified version of our bounds yields a guarantee similar to the
maximum Rademacher margin bound of Srebro et al. (2010), but with more favorable constants
and for a general α-moment.
Novelty and proof techniques. A version of our main result for empirical `∞-covering
number bounds for the special case α=2 was postulated by Bartlett (1998) without a proof. The
author suggested that the proof could be given by combining various techniques with the results of
Anthony and Shawe-Taylor (1993) and Vapnik (1998, 2006). However, as pointed out by Cortes
et al. (2019), the proofs given by Anthony and Shawe-Taylor (1993) and Vapnik (1998, 2006) are
incomplete and rely on a key lemma that is not proven. Our proof and presentation follow (Cortes
et al., 2019) but also partly benefit from the analysis of Bartlett (1998), in particular the bound
on the covering number (Corollary 7). To the best of our knowledge, our Rademacher complexity
learning bounds of Section 4 are new. The proof consists of using a peeling technique combined
with an application of a bounded difference inequality finer than McDiarmid’s inequality. For both
families of bounds, the proof relies on a margin-based symmetrization result (Lemma 2) proven in
the next section.
2. Symmetrization
In this section, we prove two key symmetrization-type lemmas for a relative deviation between the
expected binary loss and empirical margin loss.
We consider an input space X and a binary output space Y = −,+ and a hypothesis set H of
functions mapping from X to R. We denote by D a distribution over Z = X × Y and denote by R(h)
the generalization error and by R̂S(h) the empirical error of a hypothesis h ∈H:
R(h) = E
z=(x,y)∼D[1yh(x)≤0], R̂S(h) = Ez=(x,y)∼S[1yh(x)≤0], (1)
2
Figure 1: Illustration of different choices of function φ for ρ = 0.25.
where we write z ∼ S to indicate that z is randomly drawn from the empirical distribution defined
by S. Given ρ ≥ 0, we similarly defined the ρ-margin loss and empirical ρ-margin loss of h ∈H:
Rρ(h) = E
z=(x,y)∼D[1yh(x)<ρ], R̂ρS(h) = Ez=(x,y)∼S[1yh(x)<ρ]. (2)
We will sometimes use the shorthand xm1 to denote a sample of m points (x1, . . . , xm) ∈ Xm.
The following is our first symmetrization lemma in terms of empirical margin loss.
Lemma 1 Fix ρ ≥ 0 and 1 < α ≤ 2 and assume that m αα−1 > 1. Then, for any any , τ > 0, the
following inequality holds:
P
S∼Dm
⎡⎢⎢⎢⎣suph∈H R(h) − R̂
ρ
S(h)
α
√
R(h) + τ > ⎤⎥⎥⎥⎦ ≤ 4 PS,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ .
The proof is presented in Appendix A. It consists of extending the proof technique of Cortes et al.
(2019) for standard empirical error to the empirical margin case and of using the binomial inequality
(Greenberg and Mohri, 2013, Lemma 18). The lemma helps us bound the relative deviation in terms
of the empirical margin loss on a sample S and the empirical error on an independent sample S′,
both of size m.
We now introduce some notation needed for the presentation and discussion of our relative
deviation margin bound. Let φ∶R→ R+ be a function such that the following inequality holds for
all x ∈ R:
1x<0 ≤ φ(x) ≤ 1x<ρ.
As an example, we can choose φ(x) = 1x<ρ/2 as in the previous sections. For a sample z = (x, y), let
g(z) = φ(yh(x)). Then,
1yh(x)<0 ≤ g(z) ≤ 1yh(x)<ρ. (3)
Let the family G be defined as follows: G = {z = (x, y)↦ φ(yh(x))∶h ∈H} and let R(g) = Ez∼D[g(z)]
denote the expectation of g and R̂S(g) = Ez∼S[g(z)] its empirical expectation for a sample S. There
are several choices for function φ, as illustrated by Figure 1. For example, φ(x) can be chosen to be
1x<ρ or 1x<ρ/2 (Bartlett, 1998). φ can also be chosen to be the so-called ramp loss:
φ(x) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 if x < 0
1 − xρ if x ∈ [0, ρ]
0 if x > ρ,
3
or the smoothed margin loss chosen by (Srebro et al., 2010):
φ(x) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if x < 0
1+cos(pix/ρ)
2 if x ∈ [0, ρ]
0 if x > ρ.
Fix ρ > 0. Define the ρ-truncation function βρ∶R→ [−ρ,+ρ] by βρ(u) = max ,−ρ1u≤0 +min ,+ρ1u≥0,
for all u ∈ R. For any h ∈ H, we denote by hρ the ρ-truncation of h, hρ = βρ(h), and define
Hρ = ρ∶ ∈H.
For any family of functions F, we also denote by N∞(F, , xm1 ) the empirical covering number of
F over the sample (x1, . . . , xm) and by C(F, , xm1 ) a minimum empirical cover. Then, the following
symmetrization lemma holds.
Lemma 2 Fix ρ ≥ 0 and 1 < α ≤ 2. Then, the following inequality holds:
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ ≤ PS,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣supg∈G
R̂S′(g) − R̂S(g)
α
√
1
2[R̂S′(g) + R̂S(g) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ .
Further for g(z) = 1yh(x)<ρ/2, using the shorthand K = C(Hρ, ρ2 , S ∪ S′), the following holds:
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ ≤ PS,S′∼Dm
⎡⎢⎢⎢⎢⎢⎢⎣suph∈K
R̂
ρ
2
S′(h) − R̂ ρ2S (h)
α
√
1
2[R̂ ρ2S′(h) + R̂ ρ2S (h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎥⎦ .
The proof consists of using inequality 3, it is given in Appendix A. The first result of the lemma
gives an upper bound for a general choice of functions g, that is for an arbitrary choices of the Φ
loss function. This inequality will be used in Section 4 to derive our Rademacher complexity bounds.
The second inequality is for the specific choice of Φ that corresponds to ρ/2-step function. We will
use this inequality in the next section to derive `∞ covering number bounds.
3. Relative deviation margin bounds – Covering numbers
In this section, we present a general relative deviation margin-based learning bound, expressed
in terms of the expected empirical covering number of Hρ. The learning guarantee is thus data-
dependent. It is also very general since it is given for any 1 <α ≤ 2 and an arbitrary hypothesis
set.
Theorem 3 (General relative deviation margin bound) Fix ρ ≥ 0 and 1 < α ≤ 2. Then, for
any hypothesis set H of functions mapping from X to R and any τ > 0, the following inequality holds:
P
S∼Dm
⎡⎢⎢⎢⎣suph∈H R(h) − R̂
ρ
S(h)
α
√
R(h) + τ > ⎤⎥⎥⎥⎦ ≤ 4 Ex2m1 ∼D2m[N∞(Hρ, ρ2 , x2m1 )] exp
⎡⎢⎢⎢⎢⎣−m
2(α−1)
α 2
2
α+2
α
⎤⎥⎥⎥⎥⎦ .
The proof is given in Appendix B. As mentioned earlier, a version of this result for α = 2 was
postulated by Bartlett (1998). The result can be alternatively expressed as follows, taking the limit
τ → 0.
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Corollary 4 Fix ρ ≥ 0 and 1 < α ≤ 2. Then, for any hypothesis set H of functions mapping from
X to R, with probability at least 1 − δ, the following inequality holds for all h ∈H:
R(h) ≤ R̂ρS(h) + 2α+22α α√R(h)
¿ÁÁÀ logE[N∞(Hρ, ρ2 , x2m1 )] + log 1δ
m
2(α−1)
α
.
Note that a smaller value of α (α closer to 1) might be advantageous for some values of R(h), at
the price of a worse complexity in terms of the sample size. For α = 2, the result can be rewritten as
follows.
Corollary 5 Fix ρ ≥ 0. Then, for any hypothesis set H of functions mapping from X to R, with
probability at least 1 − δ, the following inequality holds for all h ∈H:
R(h) ≤ R̂ρS(h) + 2
¿ÁÁÀ
R̂ρS(h) logE[N∞(Hρ, ρ2 , x2m1 )] + log 1δm + 4logE[N∞(Hρ, ρ2 , x2m1 )] + log 1δm .
Proof Let a = R(h), b = R̂ρS(h), and c = logE[N∞(Hρ, ρ2 ,x2m1 )), ρ2 )]+log 1δm . Then, for α = 2, the inequality
of Corollary 4 can be rewritten as
a ≤ b + 2√ca.
This implies that (√a−√c)2 ≤ b+ c and hence √a ≤ √b + c+√c. Therefore, a ≤ b+2c+2√(b + c)c ≤
b + 4c + 2√cb. Substituting the values of a, b, and c yields the bound.
The guarantee just presented provides a tighter margin-based learning bound than standard margin
bounds since the dominating term admits the empirical margin loss as a factor. Standard margin
bounds are subject to a trade-off: a large value of ρ reduces the complexity term while leading to a
larger empirical margin loss term. Here, the presence of the empirical loss factor favors this trade-off
by allowing a smaller choice of ρ. The bound is data-dependent since it is expressed in terms of the
expected covering number and it holds for an arbitrary hypothesis set H.
The learning bounds just presented hold for a fixed value of ρ. They can be extended to hold
uniformly for all values of ρ ∈ [0,1], at the price of an additional log log-term. We illustrate that
extension for Corollary 4.
Corollary 6 Fix 1 < α ≤ 2. Then, for any hypothesis set H of functions mapping from X to R and
any ρ ∈ (0, r], with probability ≥ 1 − δ, the following inequality holds for all h ∈H:
R(h) ≤ R̂ρS(h) + 2α+22α α√R(h)
¿ÁÁÁÀ logE[N∞(Hρ, ρ4 , x2m1 )] + log 1δ + log log2 2rρ
m
2(α−1)
α
.
Proof For k ≥ 1, let ρk = r/2k and δk = δ/k2. For all such ρk, by Corollary 4 and the union bound,
R(h) ≤ R̂ρkS (h) + 2α+22α α√R(h)
¿ÁÁÀ logE[N∞(Hρ, ρk2 , x2m1 )] + log 1δ + 2 log k
m
2(α−1)
α
.
By the union bound, the error probability is most ∑k δk = δ∑k(1/k2) ≤ δ. For any ρ ∈ (0, r],
there exists a k such that ρ ∈ (ρk, ρk−1]. For this k, ρ ≤ ρk−1 = r/2k−1. Hence, k ≤ log2(2r/ρ).
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By the definition of margin, for all h ∈ H, R̂ρkS (h) ≤ R̂ρS(h). Furthermore, as ρk = ρk−1/2 ≥ ρ/2,N∞(Hρ, ρk2 , x2m1 ) ≤ N∞(Hρ, ρ4 , x2m1 ). Hence, for all ρ ∈ (0, r],
R(h) ≤ R̂ρS(h) + 2α+22α α√R(h)
¿ÁÁÁÀ logE[N∞(Hρ, ρ4 , x2m1 )] + log 1δ + log log2 2rρ
m
2(α−1)
α
.
Our previous bounds can be expressed in terms of the fat-shattering dimension, as illustrated
below. Recall that, given γ > 0, a set of points U = , . . . , is said to be γ-shattered by a family of
real-valued functions H if there exist real numbers (r1, . . . , rm) (witnesses) such that for all binary
vectors (b1, . . . , bm) ∈ ,m, there exists h ∈H such that:
h(x)⎧⎪⎪⎨⎪⎪⎩≥ ri + γ if bi = 1;≤ ri − γ otherwise.
The fat-shattering dimension fatγ(H) of the family H is the cardinality of the largest set γ-shattered
set by H (Anthony and Bartlett, 1999).
Corollary 7 Fix ρ ≥ 0. Then, for any hypothesis set H of functions mapping from X to R with
d = fat ρ
16
(H), with probability at least 1 − δ, the following holds for all h ∈H:
R(h) ≤ R̂ρS(h) + 2
¿ÁÁÀ
R̂ρS(h)1 + d log2(2c2m) log2 2cemd + log 1δm + 1 + d log2(2c2m) log2 2cemd + log 1δm ,
where c = 17.
Proof By (Bartlett, 1998, Proof of theorem 2), we have
log max
x2m1
[N∞(Hρ, ρ2 , x2m1 ) ≤ 1 + d′ log2(2c2m) log2 2cemd′ ,
where d′ = fat ρ
16
(Hρ) ≤ fat ρ
16
(H) = d. Upper bounding the expectation by the maximum completes
the proof.
We will use this bound in Section 5 to derive explicit guarantees for several standard hypothesis
sets.
4. Relative deviation margin bounds – Rademacher complexity
In this section, we present relative deviation margin bounds expressed in terms of the Rademacher
complexity of the hypothesis sets. As with the previous section, these bounds are general: they
hold for any 1 < α ≤ 2 and arbitrary hypothesis sets.
As in the previous section, we will define the family G by G = φ(())∶ ∈H, where φ is a function
such that
1x<0 ≤ φ(x) ≤ 1x<ρ.
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4.1. Rademacher complexity-based margin bounds
We first relate the symmetric relative deviation bound to a quantity similar to the Rademacher
average, modulo a rescaling.
Lemma 8 Fix 1 < α ≤ 2. Then, the following inequality holds:
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣supg∈G
R̂S′(g) − R̂S(g)
α
√
1
2[R̂S′(g) + R̂S(g) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ ≤ 2 Pzm1 ∼Dm,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] >

2
√
2
⎤⎥⎥⎥⎥⎥⎦ .
The proof is given in Appendix C. It consists of introducing Rademacher variables and deriving an
upper bound in terms of the first m points only.
Now, to bound the right-hand side of the Lemma 8, we use a peeling argument, that is we
partition G into subsets Gk, give a learning bound for each Gk, and then take a weighted union bound.
For any non-negative integer k with 0 ≤ k ≤ log2m, let Gk(zm1 ) denote the family of hypotheses
defined by
Gk(zm1 ) = []g ∈ G∶2k ≤ ( m∑
i=1 g(zi)) + 1 < 2k+1.
Using the above inequality and a peeling argument, we show the following upper bound expressed
in terms of Rademacher complexities.
Lemma 9 Fix 1 < α ≤ 2 and zm1 ∈ Zm. Then, the following inequality holds:
P
σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] > 
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎥⎦ ≤ 2
⌊log2m⌋∑
k=0 exp
⎛⎝m2R̂2m(Gk(zm1 ))2k+5 − 2642k(1−2/α)
m2−2/α
⎞⎠1≤2( 2km )1−1/α .
The proof is given in Appendix C. Instead of applying Hoeffding’s bound to each term of the
left-hand side for a fixed g and then using covering and the union bound to bound the supremum,
here, we seek to bound the supremum over G directly. To do so, we use a bounded difference
inequality that leads to a finer result than McDiarmid’s inequality.
Let rm(G) be defined as the following peeling-based Rademacher complexity of G:
rm(G) = sup
0≤k≤log2(m) log [ Ezm1 ∼Dm [exp(m
2R̂2m(Gk(zm1 ))
2k+5 )]] .
Then, the following is a margin-based relative deviation bound expressed in terms of rm(G), that is
in terms of Rademacher complexities.
Theorem 10 Fix 1 < α ≤ 2. Then, with probability at least 1 − δ, for all hypothesis h ∈ H, the
following inequality holds:
R(h) − R̂ρS(h) ≤ 16√2 α√R(h)(rm(G) + log logm + log 16δm )
1−1/α
.
Combining the above lemma with Theorem 10 yields the following.
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Corollary 11 Fix 1 < α ≤ 2 and let G be defined as above. Then, with probability at least 1 − δ, for
all hypothesis h ∈H,
R(h)− R̂ρS(h) ≤ 32 α√R̂ρS(h)(rm(G) + log logm + log 16δm )
1− 1
α+ 2(32) αα−1 (rm(G) + log logm + log 16δ
m
) .
The above result can be extended to hold for all α simultaneously.
Corollary 12 Let G be defined as above. Then, with probability at least 1 − δ, for all hypothesis
h ∈H and α ∈ (0,1],
R(h) − R̂ρS(h) ≤ 32√2 α√R(h)(rm(G) + log logm + log 16δm )
1−1/α
.
4.2. Upper bounds on peeling-based Rademacher complexity
We now present several upper bounds on rm(G). We provide proofs for all the results in Appendix D.
For any hypothesis set G, we denote by SG(xm1 ) the number of distinct dichotomies generated by G
over that sample:
SG(zm1 ) = Card ([](g(z1), . . . , g(zm))∶ g ∈ G) .
We note that we do not make any assumptions over range of G.
Lemma 13 If the range of g is in {0, 1}, then the following upper bounds hold on the peeling-based
Rademacher complexity of G:
rm(G) ≤ 1
8
log E
zm1
[SG(zm1 )].
Combining the above result with Corollary 11, improves the relative deviation bounds of (Cortes
et al., 2019, Corollary 2) for α < 2. In particular, we improve the √Ezm1 [SG(zm1 )] term in their
bounds to (Ezm1 [SG(zm1 )])1−1/α, which is an improvement for α < 2.
We next upper bound the peeling based Rademacher complexity in terms of the covering number.
Lemma 14 For a set of hypotheses G,
rm(G) ≤ sup
0≤k≤log2(m) log
⎡⎢⎢⎢⎢⎣ Ezm1 ∼Dm
⎡⎢⎢⎢⎢⎣exp
⎧⎪⎪⎨⎪⎪⎩ 116 ⎛⎝1 + ∫
1
1√
m
logN2 (Gk(zm1 ),√2km , zm1 ) d⎞⎠
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎦ .
One can further simplify the above bound using the smoothed margin loss from Srebro et al. (2010).
Let the worst case Rademacher complexity be defined as follows.
R̂maxm (H) = sup
zm1
R̂m(H)
8
Lemma 15 Let g be the smoothed margin loss from (Srebro et al., 2010, Section 5.1), with its
second moment bounded by pi2/4ρ2. Then, the following holds:
rm(G) ≤ 16pi2m
ρ2
(R̂maxm )2(H)(2 log3/2 m
R̂maxm (H) − log3/2 2pimρR̂maxm (H))
2
.
Combining Lemma 15 with Corollary 11 yields the following bound, which is a generalization of
(Srebro et al., 2010, Theorem 5) holding for all α ∈ (1,2]. Furthermore, our constants are more
favorable.
Corollary 16 For any δ > 0, with probability at least 1 − δ, the following inequality holds for all
α ∈ (0,1] and all h ∈H:
R(h) − R̂ρS(h) ≤ 32√2 α√R̂ρS(h)β1− 1αm + 2(32) αα−1βm,
where
βm = 16pi2
ρ2
(R̂maxm )2(H) [2 log3/2 m
R̂maxm (H) − log3/2 2pimρR̂maxm (H)]
2 + log logm + log 16δ
m
.
5. Applications
In this section, we briefly highlight some applications of our learning bounds: both our covering
number and Rademacher complexity margin bounds can be used to derive finer margin-based
guarantees for several commonly used hypothesis sets. Below we briefly illustrate these applications.
Linear hypothesis sets: let H be the family of liner hypotheses defined by
H = x↦w ⋅ x∶ ∥w∥ ≤ ,x ∈ R, ∥x∥ ≤R.
Then, the following upper bound holds for the fat-shattering dimension of H (Bartlett and Shawe-
Taylor, 1998): fatρ(H) ≤ (R/ρ)2. Plugging in this upper bound in the bound of Corollary 7 yields
the following:
R(h) ≤ R̂ρS(h) + 2√R̂ρS(h)βm + βm, (4)
with βm = Õ ( (R/ρ)2m ). In comparison, the best existing margin bound for SVM by (Bartlett and
Shawe-Taylor, 1998, Theorem 1.7) is
R(h) ≤ R̂ρS(h) + c′√β′m, (5)
where c′ is some universal constant and where β′m = Õ ( (R/ρ)2m ). The margin bound (4) is thus more
favorable than (5).
Ensembles of predictors in base hypothesis set H: let d be the VC-dimension of H and
consider the family of ensembles F = ↦ ∑= ()∶ ∈H, ≥ ,∑= = . Then, the following upper bound on
the fat-shattering dimension holds (Bartlett and Shawe-Taylor, 1998): fatρ(F) ≤ c(d/ρ)2 log(1/ρ),
for some universal constant c. Plugging in this upper bound in the bound of Corollary 7 yields the
following:
R(h) ≤ R̂ρS(h) + 2√R̂ρS(h)βm + βm, (6)
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with βm = Õ ( (d/ρ)2m ). In comparison, the best existing margin bound for ensembles such as AdaBoost
in terms of the VC-dimension of the base hypothesis given by Schapire et al. (1997) is:
R(h) ≤ R̂ρS(h) + c′√β′m, (7)
where c′ is some universal constant and where β′m = Õ ( (d/ρ)2m ). The margin bound in (6) is thus
more favorable than (7).
Feed-forward neural networks of depth d: let H0 = x↦ x∶ ∈ {, , . . .},x ∈ [−, ] ∪ , and
Hi = σ (∑∈∪<Hw ⋅ ) ∶ ∥w∥ ≤R for i ∈ [d], where σ is a µ-Lipschitz activation function. Then, the
following upper bound holds for the fat-shattering dimension of H (Bartlett and Shawe-Taylor,
1998): fatρ(Hd) ≤ cd2(Rµ)d(d+1)ρ2d logn. Plugging in this upper bound in the bound of Corollary 7 gives
the following:
R(h) ≤ R̂ρS(h) + 2√R̂ρS(h)βm + βm, (8)
with βm = Õ ( cd2(Rµ)d(d+1)/ρ2dm ). In comparison, the best existing margin bound for neural networks
by (Bartlett and Shawe-Taylor, 1998, Theorem 1.5 , Theorem 1.11) is
R(h) ≤ R̂ρS(h) + c′√β′m, (9)
where c′ is some universal constant and where β′m = Õ ( cd2(Rµ)d(d+1)/ρ2dm ). The margin bound in (8)
is thus more favorable than (9). The Rademacher complexity bounds of Corollary 16 can also be
used to provide generalization bounds for neural networks. For a matrix W, let ∥W∥p,q denote
the matrix p, q norm and ∥W∥2 denote the spectral norm. Let H0 = {x ∶ ∥x∥2 ≤ 1,x ∈ Rn} and
Hi = {σ(W ⋅ h) ∶ h ∈Hi−1, ∥W∥2 ≤ R, ∥WT ∥2,1 ≤ R2,1∥W∥2)}. Then, by (Bartlett et al., 2017), the
following upper bound holds:
R̂maxm (H) ≤ Õ (d3/2RR2,1ρd√m ⋅ (RL)d) .
Plugging in this upper bound in the bound of Corollary 16 leads to the following:
R(h) ≤ R̂ρS(h) + 2√R̂ρS(h)βm + βm, (10)
where βm = Õ (d3R2R22,1ρ2dm ⋅ (RL)2d). In comparison, the best existing neural network bounds by
Bartlett et al. (2017, Theorem 1.1) is
R(h) ≤ R̂ρS(h) + c′√β′m, (11)
where c′ is a universal constant and β′m is the empirical Rademacher complexity. The margin bound
(10) has the benefit of a more favorable dependency on the empirical margin loss than (11), which
can be significant when that empirical term is small. On other hand, the empirical Rademacher
complexity of (11) is more favorable than its counterpart in (10).
In Appendix E, we further discuss other potential applications of our learning guarantees.
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6. Conclusion
We presented a series of general relative deviation margin bounds. These are tighter margin bounds
that can serve as useful tools to derive guarantees for a variety of hypothesis sets and in a variety of
applications. In particular, these bounds could help derive better margin-based learning bounds for
different families of neural networks, which has been the topic of several recent research publications.
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Appendix A. Symmetrization
We use the following lemmas from Cortes et al. (2019) in our proofs.
Lemma 17 (Cortes et al. (2019)) Fix η > 0 and α with 1 < α ≤ 2. Let f ∶ (0,+∞)×(0,+∞)→ R
be the function defined by f ∶ (x, y)↦ x−yα√x+y+η . Then, f is a strictly increasing function of x and a
strictly decreasing function of y.
Lemma 18 (Greenberg and Mohri (2013)) Let X be a random variable distributed according
to the binomial distribution B(m,p) with m a positive integer (the number of trials) and p > 1m (the
probability of success of each trial). Then, the following inequality holds:
P [X ≥ E[X]] > 1
4
, (12)
and, if instead of requiring p > 1m we require p < 1 − 1m , then
P [X ≤ E[X]] > 1
4
, (13)
where in both cases E[X] =mp.
The following symmetrization lemma in terms of empirical margin loss is proven using the
previous lemmas.
Lemma 1 Fix ρ ≥ 0 and 1 < α ≤ 2 and assume that m αα−1 > 1. Then, for any any , τ > 0, the
following inequality holds:
P
S∼Dm
⎡⎢⎢⎢⎣suph∈H R(h) − R̂
ρ
S(h)
α
√
R(h) + τ > ⎤⎥⎥⎥⎦ ≤ 4 PS,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ .
Proof We will use the function F defined over (0,+∞) × (0,+∞) by F ∶ (x, y)↦ x−y
α
√
1
2
[x+y+ 1
m
] .
Fix S,S′ ∈ Zm. We first show that the following implication holds for any h ∈H:
⎛⎝R(h) − R̂ρS(h)α√R(h) + τ > ⎞⎠ ∧ (R̂S′(h) > R(h))⇒ F (R̂S′(h), R̂ρS(h)) > . (14)
The first condition can be equivalently rewritten as R̂ρS(h) < R(h) −  α√(R(h) + τ), which implies
R̂ρS(h) < R(h) −  α√R(h) ∧  αα−1 < R(h), (15)
13
since R̂ρS(h) ≥ 0. Assume that the antecedent of the implication (14) holds for h ∈H. Then, in view
of the monotonicity properties of function F (Lemma 17), we can write:
F (R̂S′(h), R̂ρS(h)) ≥ F (R(h),R(h) −  α√R(h)) (R̂S′(h) > R(h) and 1st ineq. of (15))
= R(h) − (R(h) − R(h) 1α
α
√
1
2[2R(h) − R(h) 1α + 1m]
≥ R(h) 1α√
1
2[2R(h) −  αα−1 + 1m] (second ineq. of (15))
> R(h) 1α
α
√
1
2[2R(h)] = , (m
α
α−1 > 1)
which proves (14).
Now, by definition of the supremum, for any η > 0, there exists hS ∈H such that
sup
h∈H
R(h) − R̂ρS(h)
α
√
R(h) + τ − R(hS) − R̂
ρ
S(hS)
α
√
R(hS) + τ ≤ η. (16)
Using the definition of hS and the implication (14), we can write
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂ρS(h) + R̂S′(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦
≥ P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣
R̂S′(hS) − R̂ρS(hS)
α
√
1
2[R̂ρS(hS) + R̂S′(hS) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ (def. of sup)
≥ P
S,S′∼Dm
⎡⎢⎢⎢⎢⎣
⎛⎝R(hS) − R̂ρS(hS)α√R(hS) + τ > ⎞⎠ ∧ (R̂S′(hS) > R(hS))
⎤⎥⎥⎥⎥⎦ (implication (14))
= E
S,S′∼Dm
⎡⎢⎢⎢⎢⎣1R(hS)−R̂ρS(hS)α√R(hS)+τ >1R̂S′(hS)>R(hS)
⎤⎥⎥⎥⎥⎦ (def. of expectation)
= E
S∼Dm
⎡⎢⎢⎢⎢⎣1R(hS)−R̂ρS(hS)α√R(hS)+τ > PS′∼Dm [R̂S′(hS) > R(hS)]
⎤⎥⎥⎥⎥⎦ . (linearity of expectation)
Now, observe that, if R(hS) ≤  αα−1 , then the following inequalities hold:
R(hS) − R̂ρS(hS)
α
√
R(hS) + τ ≤ R(hS)α√R(hS) = R(hS)α−1α ≤ . (17)
14
In light of that, we can write
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂ρS(h) + R̂S′(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦
≥ E
S∼Dm
⎡⎢⎢⎢⎢⎣1R(hS)−R̂ρS(hS)α√R(hS)+τ >1R(hS)> αα−1 PS′∼Dm [R̂S′(hS) > R(hS)]
⎤⎥⎥⎥⎥⎦
≥ 1
4
E
S∼Dm
⎡⎢⎢⎢⎢⎣1R(hS)−R̂ρS(hS)α√R(hS)+τ >
⎤⎥⎥⎥⎥⎦ (
α
α−1 > 1m and Lemma 18)
≥ 1
4
E
S∼Dm
⎡⎢⎢⎢⎢⎣1suph∈H R(h)−R̂ρS(h)α√R(h)+τ >+η
⎤⎥⎥⎥⎥⎦ (def. of hS)
= 1
4
P
S∼Dm
⎡⎢⎢⎢⎣suph∈H R(h) − R̂
ρ
S(h)
α
√
R(h) + τ >  + η⎤⎥⎥⎥⎦ . (def. of expectation)
Now, since this inequality holds for all η > 0, we can take the limit η → 0 and use the right-continuity
of the cumulative distribution to obtain
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂ρS(h) + R̂S′(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ ≥
1
4
P
S∼Dm
⎡⎢⎢⎢⎣suph∈H R(h) − R̂
ρ
S(h)
α
√
R(h) + τ > ⎤⎥⎥⎥⎦ ,
which completes the proof.
Lemma 2 Fix ρ ≥ 0 and 1 < α ≤ 2. Then, the following inequality holds:
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ ≤ PS,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣supg∈G
R̂S′(g) − R̂S(g)
α
√
1
2[R̂S′(g) + R̂S(g) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ .
Further when g(z) = 1yh(x)<ρ/2, then
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ ≤ PS,S′∼Dm
⎡⎢⎢⎢⎢⎢⎢⎣ suph∈C(Hρ, ρ2 ,S∪S′)
R̂
ρ
2
S′(h) − R̂ ρ2S (h)
α
√
1
2[R̂ ρ2S′(h) + R̂ ρ2S (h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎥⎦ .
Proof For the first part of the lemma, note that for any given h and the corresponding g, and
sample z ∈ S ∪ S′, using inequalities
1yh(x)<0 ≤ g(z) ≤ 1yh(x)<ρ.
and taking expectations yields for any sample S:
R̂S(h) ≤ RS(g) ≤ R̂ρS(h).
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The result then follows by Lemma 17.
For the second part of the lemma, observe that restricting the output of h ∈H to be in [−ρ, ρ]
does not change its binary or margin-loss: 1yh(x)<ρ = 1yhρ(x)<ρ and 1yh(x)≤0 = 1yhρ(x)≤0. Thus, we
can write
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣suph∈H
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ = PS,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣ suph∈Hρ
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ .
Now, by definition of C(Hρ, ρ2 , S ∪ S′), for any h ∈Hρ there exists g ∈ C(Hρ, ρ2 , S ∪ S′) such that for
any x ∈ S ∪ S′, ∣g(x) − h(x)∣ ≤ ρ
2
.
Thus, for any y ∈ −,+ and x ∈ S ∪ S′, we have ∣yg(x) − yh(x)∣ ≤ ρ2 , which implies:
1yh(x)≤0 ≤ 1yg(x)≤ ρ
2
≤ 1yh(x)≤ρ.
Hence, we have R̂S′(h) ≤ R̂ ρ2S′(g) and R̂ρS(h) ≥ R̂ ρ2S (g) and, by the monotonicity properties of
Lemma 17:
R̂S′(h) − R̂ρS(h)
α
√
1
2[R̂S′(h) + R̂ρS(h) + 1m] ≤
R̂
ρ
2
S′(g) − R̂ ρ2S (g)
α
√
1
2[R̂ ρ2S′(g) + R̂ ρ2S (g) + 1m] .
Taking the supremum over both sides yields the result.
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Appendix B. Relative deviation margin bounds – Covering numbers
Theorem 3 Fix ρ ≥ 0 and 1 < α ≤ 2. Then, for any hypothesis set H of functions mapping from X
to R and any τ > 0, the following inequality holds:
P
S∼Dm
⎡⎢⎢⎢⎣suph∈H R(h) − R̂
ρ
S(h)
α
√
R(h) + τ > ⎤⎥⎥⎥⎦ ≤ 4 Ex2m1 ∼D2m[N∞(Hρ, ρ2 , x2m1 )] exp
⎡⎢⎢⎢⎢⎣−m
2(α−1)
α 2
2
α+2
α
⎤⎥⎥⎥⎥⎦ .
Proof Consider first the case where m
α
α−1 ≤ 1. The bound then holds trivially since we have:
4 exp
⎛⎝−m
2(α−1)
α 2
2
α+2
α
⎞⎠ ≥ 4 exp( −12α+2α ) > 1.
On the other hand, when m
α
α−1 > 1, by Lemmas 1 and 2 we can write:
P
S∼Dm
⎡⎢⎢⎢⎣suph∈H R(h) − R̂
ρ
S(h)
α
√
R(h) + τ > ⎤⎥⎥⎥⎦ ≤ 4 PS,S′∼Dm
⎡⎢⎢⎢⎢⎢⎢⎣ suph∈C(Hρ, ρ2 ,S∪S′)
R̂
ρ
2
S′(h) − R̂ ρ2S (h)
α
√
1
2[R̂ ρ2S′(h) + R̂ ρ2S (h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎥⎦ .
To upper bound the probability that the symmetrized expression is larger than , we begin by
introducing a vector of Rademacher random variables σ = (σ1, σ2, . . . , σm), where σis are independent
identically distributed random variables each equally likely to take the value +1 or −1. Let
x1, x2, . . . xm be samples in S and xm+1, xm+2, . . . x2m be samples in S′. Using the shorthands
z = (x, y), g(z) = 1yh(x)≤ ρ
2
, and G(x2m1 ) = C(Hρ, ρ2 , S ∪ S′), we can then write the above quantity as
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎢⎣ suph∈C(Hρ, ρ2 ,S∪S′)
R̂
ρ
2
S′(h) − R̂ ρ2S (h)
α
√
1
2[R̂ ρ2S′(h) + R̂ ρ2S (h) + 1m] > 
⎤⎥⎥⎥⎥⎥⎥⎦
= P
z2m1 ∼D2m
⎡⎢⎢⎢⎢⎢⎣ supg∈G(x2m)
1
m ∑mi=1(g(zm+i) − g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] > 
⎤⎥⎥⎥⎥⎥⎦
= P
z2m1 ∼D2m,σ
⎡⎢⎢⎢⎢⎢⎣ supg∈G(x2m)
1
m ∑mi=1 σi(g(zm+i) − g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] > 
⎤⎥⎥⎥⎥⎥⎦
= E
z2m1 ∼D2m
⎡⎢⎢⎢⎢⎢⎣Pσ
⎡⎢⎢⎢⎢⎢⎣ supg∈G(x2m)
1
m ∑mi=1 σi(g(zm+i) − g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] >  ∣ z2m1
⎤⎥⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎦ .
Now, for a fixed z2m1 , we have Eσ [ 1m ∑mi=1 σi(g(zm+i)−g(zi))α√ 1
2m
[∑mi=1(g(zm+i)+g(zi))+1]] = 0, thus, by Hoeffding’s inequality,
we can write
P
σ
⎡⎢⎢⎢⎢⎢⎣
1
m ∑mi=1 σi(g(zm+i) − g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] >  ∣ z2m1
⎤⎥⎥⎥⎥⎥⎦ ≤ exp
⎛⎝−[∑mi=1(g(zm+i) + g(zi)) + 1]
2
αm
2(α−1)
α 2
2
α+2
α ∑mi=1(g(zm+i) − g(zi))2 ⎞⎠
≤ exp⎛⎝−[∑mi=1(g(zm+i) + g(zi))]
2
αm
2(α−1)
α 2
2
α+2
α ∑mi=1(g(zm+i) − g(zi))2 ⎞⎠ .
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Since the variables g(zi), i ∈ [1,2m], take values in , , we can write
m∑
i=1(g(zm+i) − g(zi))2 =
m∑
i=1 g(zm+i) + g(zi) − 2g(zm+i)g(zi)≤ m∑
i=1 g(zm+i) + g(zi)≤ m∑
i=1 [g(zm+i) + g(zi)] 2α ,
where the last inequality holds since α ≤ 2 and since the sum is either zero or greater than or equal
to one. In view of this identity, we can write
P
σ
⎡⎢⎢⎢⎢⎢⎣
1
m ∑mi=1 σi(g(zm+i) − g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi))] >  ∣ z2m1
⎤⎥⎥⎥⎥⎥⎦ ≤ exp
⎛⎝−m
2(α−1)
α 2
2
α+2
α
⎞⎠ .
The number of such hypotheses is N∞(Hρ, ρ2 , x2m1 ), thus, by the union bound, the following holds:
P
σ
⎡⎢⎢⎢⎢⎢⎣ supg∈G(x2m)
∑mi=1 σi(g(zm+i) − g(zi))
α
√
1
2[∑mi=1(g(zm+i) + g(zi))] >  ∣ z2m1
⎤⎥⎥⎥⎥⎥⎦ ≤ N∞(Hρ,
ρ
2 , x
2m
1 ) exp⎛⎝−m
2(α−1)
α 2
2
α+2
α
⎞⎠ .
The result follows by taking expectations with respect to z2m1 and applying the previous lemmas.
18
Appendix C. Relative deviation margin bounds – Rademacher complexity
The following lemma relates the symmetrized expression of Lemma 2 to a Rademacher average
quantity.
Lemma 8 Fix 1 < α ≤ 2. Then, the following inequality holds:
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣supg∈G
R̂S′(g) − R̂S(g)
α
√
1
2[R̂S′(g) + R̂S(g) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦ ≤ 2 Pzm1 ∼Dm,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] >

2
√
2
⎤⎥⎥⎥⎥⎥⎦ .
Proof To upper bound the probability that the symmetrized expression is larger than , we
begin by introducing a vector of Rademacher random variables σ = (σ1, σ2, . . . , σm), where σis are
independent identically distributed random variables each equally likely to take the value +1 or −1.
Let z1, z2, . . . zm be samples in S and zm+1, zm+2, . . . z2m be samples in S′. We can then write the
above quantity as
P
S,S′∼Dm
⎡⎢⎢⎢⎢⎢⎣supg∈G
R̂S′(g) − R̂S(g)
α
√
1
2[R̂S′(g) + R̂S(g) + 1m] > 
⎤⎥⎥⎥⎥⎥⎦
= P
z2m1 ∼D2m
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1(g(zm+i) − g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] > 
⎤⎥⎥⎥⎥⎥⎦
= P
z2m1 ∼D2m,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σi(g(zm+i) − g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] > 
⎤⎥⎥⎥⎥⎥⎦ .
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If a + b ≥ , then either a ≥ /2 or b ≥ /2, hence
P
z2m1 ∼D2m,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σi(g(zm+i) − g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] > 
⎤⎥⎥⎥⎥⎥⎦
≤ P
z2m1 ∼D2m,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σi(g(zm+i))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] >

2
⎤⎥⎥⎥⎥⎥⎦
+ P
z2m1 ∼D2m,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σi(−g(zi))
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] >

2
⎤⎥⎥⎥⎥⎥⎦
= 2 P
z2m1 ∼D2m,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
2m[∑mi=1(g(zm+i) + g(zi)) + 1] >

2
⎤⎥⎥⎥⎥⎥⎦
≤ 2 P
z2m1 ∼D2m,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
2m[∑mi=1(g(zi)) + 1] >

2
⎤⎥⎥⎥⎥⎥⎦
≤ 2 P
z2m1 ∼D2m,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] >

2
√
2
⎤⎥⎥⎥⎥⎥⎦
= 2 P
zm1 ∼Dm,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] >

2
√
2
⎤⎥⎥⎥⎥⎥⎦ ,
where the penultimate inequality follow by observing that if a/c ≥ , then a/c′ ≥ , for all c′ ≤ c and
the last inequality follows by observing α ≥ 1.
We will use the following bounded difference inequality (van Handel, 2016, Theorem 3.18), which
provide us with a finer tool that McDiarmid’s inequality.
Lemma 19 ((van Handel, 2016)) Let f(x1, x2, . . . , xn) be a function of n independent samples
x1, x2, . . . xn. Let
ci = max
x′i f(x1, x2, . . . , xn) − f(x1, x2, . . . , xi−1, x′i, xi+1, . . . , xn).
Then,
P (f(x1, x2, . . . , xn) ≥ E[f(x1, x2, . . . , xn)] + ) ≤ exp(− 2
4∑i c2i ) .
Using the above inequality and a peeling argument, we show the following upper bound expressed
in terms of Rademacher complexities.
Lemma 9 Fix 1 < α ≤ 2 and zm1 ∈ Zm. Then, the following inequality holds:
P
σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] >  ∣ zm
⎤⎥⎥⎥⎥⎥⎦ ≤ 2
⌊log2m⌋∑
k=0 exp
⎛⎝m2R̂2m(Gk(zm1 ))2k+5 − 2642k(1−2/α)
m2−2/α
⎞⎠1≤2( 2km )1−1/α .
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Proof By definition of Gk, the following inequality holds:
sup
g∈Gk(zm1 )
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] ≤
2k+1
m
α
√
1
m[∑mi=1(g(zi)) + 1] ≤
2k+1
m(2km )1/α .
Thus, for  > 2 (2km )1−1/α, the left-hand side probability is zero. This leads to the indicator function
factor in the right-hand side of the expression. We now prove the non-indicator part.
By the union bound,
P
σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] > 
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎥⎦ = Pσ
⎡⎢⎢⎢⎢⎢⎣supk supg∈Gk(zm1 )
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] > 
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎥⎦
≤∑
k
P
σ
⎡⎢⎢⎢⎢⎢⎣ supg∈Gk(zm1 )
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] > 
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎥⎦
≤∑
k
P
σ
⎡⎢⎢⎢⎢⎢⎣ supg∈Gk(zm1 )
1
m ∣∑mi=1 σig(zi)∣
α
√
1
m[∑mi=1(g(zi)) + 1] > 
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎥⎦(a)≤ ∑
k
P
σ
⎡⎢⎢⎢⎢⎣ supg∈Gk(zm1 ) 1m ∣
m∑
i=1σig(zi)∣ >  α
√
2k
m
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎦(b)≤ ∑
k
2P
σ
⎡⎢⎢⎢⎢⎣ supg∈Gk(zm1 ) 1m
m∑
i=1σig(zi) >  α
√
2k
m
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎦ ,
where the (a) follows by observing that for all g ∈ Gk, [∑mi=1(g(zi)) + 1] ≥ 2k/m and (b) follows by
observing that for a particular σ, 1m ∑mi=1 σig(zi) <  α√2km , then for σ′ = −σ, the value would be
1
m ∑mi=1 σ′ig(zi) >  α√2km . Hence it suffices to bound
P
σ
⎡⎢⎢⎢⎢⎣ supg∈Gk(zm1 ) 1m
m∑
i=1σig(zi) >  α
√
2k
m
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎦ ,
for a given k. We will apply the bounded difference inequality ((van Handel, 2016, Theorem 3.18)),
which is a finer concentration bound than McDiarmid’s inequality in this context, to the random
variable supg∈Gk(zm1 ) 1m ∑mi=1 σig(zi). For any σ, let gσ denote the function in Gk(zm1 ) that achieves
the supremum. For simplicity, we assume that the supremum can be achieved. The proof can be
extended to the case when its not achieved. Then, for any two vectors of Rademacher variables σ
and σ′ that differ only in the jth coordinate, the difference of suprema can be bounded as follows:
1
m
m∑
i=1σigσ(zi) − 1m
m∑
i=1σ′igσ′(zi) ≤ 1m
m∑
i=1σigσ(zi) − 1m
m∑
i=1σ′igσ(zi)= 1
m
(σj − σ′j)gσ(zj)
≤ 2gσ(zj)
m
.
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The sum of the squares of the changes is therefore bounded by
4
m2
m∑
i=1 g2σ(zi) ≤ 4m2 supg∈Gk(zm1 )
m∑
i=1 g2(zi) ≤ 4m2 supg∈Gk(zm1 )
m∑
i=1 g(zi) ≤ 4m2m2k+1 = 2
k+3
m
.
Since Eσ [supg∈Gk(zm1 ) 1m ∑mi=1 σig(zi)] = R̂zm1 (Gk(zm1 )), by the Lemma 19, for  ≥ R̂zm1 (Gk(zm1 ))α√2k/m , the
following holds:
P
σ
⎡⎢⎢⎢⎢⎣ supg∈Gk(zm1 ) 1m
m∑
i=1σig(zi) >  α
√
2k
m
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎦
= P
σ
⎡⎢⎢⎢⎢⎣ supg∈Gk(zm1 ) 1m
m∑
i=1σig(zi) − R̂m(Gk(zm1 )) >  α
√
2k
m
− R̂m(Gk(zm1 )) RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎦
≤ exp⎛⎜⎜⎜⎝−
m [ α√2km − R̂zm1 (Gk(zm1 ))]2
2k+5
⎞⎟⎟⎟⎠ = exp
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−
⎛⎜⎝ − R̂zm1 (Gk(z
m
1 ))
α
√
2k
m
⎞⎟⎠
2
322
k(1−2/α)
m2−2/α
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Since, −( − a)2 ≤ a2 − 2/2, for  ≥ R̂m(Gk(zm1 ))α√2k/m , we can write:
P
σ
⎡⎢⎢⎢⎢⎣ supg∈Gk(zm1 ) 1m
m∑
i=1σig(zi) >  α
√
2k
m
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎦ ≤ exp
⎛⎜⎜⎜⎝
( R̂m(Gk(zm1 ))α√2k/m )2
322
k(1−2/α)
m2−2/α
⎞⎟⎟⎟⎠ ⋅ exp
⎛⎝− 2642k(1−2/α)
m2−2/α
⎞⎠
= exp(m2R̂2m(Gk(zm1 ))
2k+5 ) ⋅ exp⎛⎝− 2642k(1−2/α)
m2−2/α
⎞⎠ .
For  < R̂m(Gk(zm1 ))α√2k/m , the bound holds trivially since the right-hand side is at most one.
The following is a margin-based relative deviation bound expressed in terms of Rademacher
complexities.
Theorem 10 Fix 1 < α ≤ 2. Then, with probability at least 1 − δ, for all hypothesis h ∈ H, the
following inequality holds:
R(h) − R̂ρS(h) ≤ 16√2 α√R(h)(rm(G) + log logm + log 16δm )
1−1/α
.
Proof Let rkm(G) be the k-peeling-based Rademacher complexity of G defined as follows:
rkm(G) = log E
zm1
[exp(m2R̂2m(Gk(zm1 ))
2k+5 )] .
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Combining Lemmas 1, 2, 8, and 9 yields:
P
S∼Dm
⎡⎢⎢⎢⎣suph∈H R(h) − R̂
ρ
S(h)
α
√
R(h) + τ > ⎤⎥⎥⎥⎦
≤ 8 P
zm1 ∼Dm,σ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] >

2
√
2
⎤⎥⎥⎥⎥⎥⎦
= 8 E
zm∼Dm
⎡⎢⎢⎢⎢⎢⎣Pσ
⎡⎢⎢⎢⎢⎢⎣supg∈G
1
m ∑mi=1 σig(zi)
α
√
1
m[∑mi=1(g(zi)) + 1] >

2
√
2
RRRRRRRRRRR zm
⎤⎥⎥⎥⎥⎥⎦
⎤⎥⎥⎥⎥⎥⎦
≤ 16 E
zm∼Dm
⎡⎢⎢⎢⎢⎣∑k exp(m
2R̂2m(Gk(zm1 ))
2k+5 ) ⋅ exp⎛⎝− 25122k(1−2/α)
m2−2/α
⎞⎠1≤4√2( 2km )1−1/α
⎤⎥⎥⎥⎥⎦
= 16∑
k
E
zm∼Dm [exp(m2R̂2m(Gk(zm1 ))2k+5 )] ⋅ exp⎛⎝− 25122k(1−2/α)
m2−2/α
⎞⎠1≤4√2( 2km )1−1/α
≤ 16(log2m) E
zm∼Dm [exp(m2R̂2m(Gk(zm1 ))2k+5 )] ⋅ exp⎛⎝− 25122k(1−2/α)
m2−2/α
⎞⎠1≤4√2( 2km )1−1/α
≤ 16(log2m) sup
k
er
k
m(G) ⋅ exp⎛⎝− 25122k(1−2/α)
m2−2/α
⎞⎠1≤4√2( 2km )1−1/α
Hence, with probability at least 1 − δ,
sup
h∈H
R(h) − R̂ρS(h)
α
√
R(h) + τ ≤ supk min⎛⎝16√22k(1/2−1/α)m1−1/α
√
rkm(G) + log logm + log 16δ ,4√2(2km)1−1/α⎞⎠ .
For α ≤ 2, the first term in the minimum decreases with k and the second term increases with k.
Let k0 be such that
2k0 = 16(sup
k
rkm(G) + log logm + log 16δ ) = 16(rm(G) + log logm + log 16δ ) .
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Then for any k,
sup
k
min
⎛⎝16√22k(1/2−1/α)m1−1/α
√
rkm(G) + log logm + log 16δ ,4√2(2km)1−1/α⎞⎠
≤ sup
k
max
⎛⎝16√22k0(1/2−1/α)m1−1/α
√
rkm(G) + log logm + log 16δ ,4√2(2k0m )1−1/α⎞⎠
≤ max⎛⎝16√22k0(1/2−1/α)m1−1/α
√
rm(G) + log logm + log 16
δ
,4
√
2(2k0
m
)1−1/α⎞⎠
≤ 4√2(2k0
m
)1−1/α
≤ 16√2(rm(G) + log logm + log 16δ
m
)1−1/α .
Rearranging and taking the limit as τ → 0 yields the result.
Lemma 20 For any x, y, z ≥ 0, if (x − y α√x ≤ z), then the following inequality holds:
x ≤ z + 2y α√z + (2y) αα−1 .
Proof In view of the assumption, we can write:
x ≤ z + y α√x ≤ 2 max(z, y α√x),
If z ≥ y α√x, then x ≤ 2z. if z ≤ y α√x, then x ≤ (2y)α/(α−1). This shows that we have x ≤
2 max(z, (2y)1−1/α). Plugging in the right-hand side in the previous inequality and using the
sub-additivity of x↦ α√x gives:
x ≤ z + y α√x ≤ z + y α√2 max(z, (2y)α/(α−1)) ≤ z + y α√2z + y αα−1 2 1α+ 1α−1 .
The lemma follows by observing that 2
1
α ≤ 2 for α ≥ 1.
Corollary 12 Let G be defined as above. Then, with probability at least 1 − δ, for all hypothesis
h ∈H and α ∈ (0,1],
R(h) − R̂ρS(h) ≤ 32√2 α√R(h)(rm(G) + log logm + log 16δm )
1−1/α
.
Proof By Theorem 10,
R(h) − R̂ρS(h) ≤ 16 α√R(h)(rm(G) + log logm + log 16δm )
1−1/α
.
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Let B = rm(G) + log logm + log 16δ . Let αk = 1 + e−k. Let δk = δ/k2. Then, by the union bound, for
all αk, with probability at least 1 − δ,
R(h) − R̂ρS(h) ≤ 16√2 αk√R(h) (B + 2 log km )1−1/αk .
Let αk ≥ α ≥ αk+1. Then (k + 1) ≤ 1 log 1α−1 . Then,
α
√
R(h)(B + log 1α−1
m
)1−1/α
α
√
R(h)(B + 2 log(k + 1)
m
)1−1/α
≥ min⎛⎝ αk√R(h)(B + 2 log(k + 1)m )1−1/αk , αk+1√R(h)(B + 2 log(k + 1)m )1−1/αk+1⎞⎠ .
Hence, with probability at least 1 − δ, for all α ∈ (1,2],
R(h) − R̂ρS(h) ≤ 16√2 α√R(h)(B + 2 log 1α−1m )
1−1/α
.
The lemma follows by observing that
(B + 2 log 1α−1
m
)1−1/α ≤ (B
m
)1−1/α + (2log 1α−1
m
)1−1/α ≤ (B
m
)1−1/α + ( 1
m
)1−1/α ≤ 2(B
m
)1−1/α .
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Appendix D. Upper bounds on peeling-based Rademacher complexity
Lemma 13 For any class G,
rm(G) ≤ 1
8
log E
zm1
[SG(zm1 ].
Proof By definition,
rm(G) = sup
k
log E
zm1
[exp(m2R̂2m(Gk(zm1 ))
2k+5 )] .
For any g ∈ Gk(zm1 ), since g takes values in [0,1], we have:
m∑
i=1 g2(zi) ≤
m∑
i=1 g(zi) ≤ 2
k+1
m
.
Thus, by Massart’s lemma and Jensen’s inequality, the following inequality holds:
R̂m(Gk(zm1 )) ≤ √2 log E
zm1
[∣Gk(zm1 )∣]√2k+1m ≤ √2 log Ezm1 [SG(zm1 )]
√
2k+1
m2
.
Hence,
rm(G) ≤ sup
k
1
23
log E
zm1
[SG(zm1 ] = 18 log Ezm1 [SG(zm1 ].
Lemma 14 For a set of hypotheses G,
rm(G) ≤ sup
0≤k≤log2(m) log [ Ezm1 ∼Dm [exp( 116 (1 + ∫ 1=1/√m logN2(Gk(zm1 ), 
√
2k/m)d))] ] .
Proof By Dudley’s integral,
R̂m(Gk(zm1 )) = minτ τ + ∫ 2k/m=τ
√
logN2(Gk(zm1 ), )
m
d.
Choosing τ = 2k/2m and changing variables from  to 2k/2√m yields,
R̂m(Gk(zm1 )) = 2k/2m + 2k/2m ∫ 1=1/√m√logN2(Gk(zm1 ), √2k/m)d.
Using (a + b)2 ≤ 2a2 + 2b2 and the Cauchy-Schwarz inequality yields,
m2R̂2m(Gk(zm1 ))
2k+5 ≤ 116 (1 + (∫ 1=1/√m√logN2(Gk(zm1 ), √2k/m)d)2)
≤ 1
16
(1 + ∫ 1
=1/√m logN2(Gk(zm1 ), √2k/m)d) .
Recall that the worst case Rademacher complexity is defined as follows.
R̂maxm (H) = sup
zm1
R̂m(H)
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Lemma 15 Let g be the smoothed margin loss from (Srebro et al., 2010, Section 5.1), with its
second moment is bounded by pi2/4ρ2. then
rm(G) ≤ 16pi2m
ρ2
(R̂maxm (H))2 (2 log3/2 m
R̂maxm (H) − log3/2 2pimρR̂maxm (H))
2
.
Proof Recall that the smoothed margin loss of Srebro et al. (2010) is given by
g(yh(x)) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if yh(x) < 0
1+cos(piyh(x)/ρ)
2 if yh(x) ∈ [0, ρ]
0 if yh(x) > ρ. (18)
Upper bounding the expectation by the maximum gives:
rm(G) ≤ sup
k
log sup
zm1
[exp(m2R̂2m(Gk(zm1 ))
2k+5 )] ≤ supk supzm1 m
2R̂2m(Gk(zm1 ))
2k+5 .
Let G′k(zm1 ) = []g ∈ G∶∑mi=1 g(zi) + 1 ≤ 2k+1. Since Gk(zm1 ) ⊆ G′k(zm),
rm(G) ≤ sup
k
sup
zm1
m2R̂2m(G′k(zm))
2k+5 .
Now, R̂m(G′k(zm)) coincides with the local Rademacher complexity term defined in (Srebro et al.,
2010, Section 2). Thus, by (Srebro et al., 2010, Lemma 2.2),
R̂m(G′k(zm)) ≤ 16piρ R̂maxm (H)
√
2k+1
m
(2 log3/2 m
R̂maxm (H) − log3/2 2pimρR̂maxm (H)) .
27
Appendix E. Applications
E.1. Algorithms
As discussed in Section 5, our results can help derive tighter guarantees for margin-based algorithms
such as Support Vector Machines (SVM) (Cortes and Vapnik, 1995) and other algorithms such
as those based on neural networks that can be analyzed in terms of their margin. But, another
potential application of our learning bounds is to design new algorithms, either by seeking to directly
minimize the resulting upper bound, or by using the bound as an inspiration for devising a new
algorithm.
In this sub-section, we briefly initiate this study in the case of linear hypotheses. We describe
an algorithm seeking to minimize the upper bound of Corollary 7 (or Corollary 16) in the case of
linear hypotheses. Let R be the radius of the sphere containing the data. Then, the bound of the
corollary holds with high probability for any function h∶x ↦ w ⋅ x with w ∈ Rd, ∥w∥2 ≤ 1, and for
any ρ > 0 for d = (R/ρ)2. Ignoring lower order terms and logarithmic factors, the guarantee suggests
seeking to choose w with ∥w∥ ≤ 1 and ρ > 0 to minimize the following:
R̂ρS(w) + λρ√R̂ρS(w),
where we denote by R̂ρS(w) the empirical margin loss of h∶x↦w ⋅x. Thus, using the so-called ramp
loss Φρ∶u↦min(1,max(0, 1 − uρ )), this suggests choosing w with ∥w∥ ≤ 1 and ρ > 0 to minimize the
following:
1
m
m∑
i=1Φρ(yiw ⋅ xi) + λρ
¿ÁÁÀ 1
m
m∑
i=1Φρ(yiw ⋅ xi).
This optimization problem is closely related to that of SVM but it is distinct. The problem is
non-convex, even if Φρ is upper bounded by the hinge loss. The solution may also not coincide
with that of SVM in general. As an example, when the training sample is linearly separable, any
pair (w∗, ρ∗) with a weight vector w∗ defining a separating hyperplane and ρ∗ sufficiently large is
solution, since we have ∑mi=1 Φρ∗(yiw∗ ⋅ xi) = 0. In contrast, for (non-separable) SVM, in general the
solution may not be a hyperplane with zero error on the training sample, even when the training
sample is linearly separable. Furthermore, the SVM solution is unique (Cortes and Vapnik, 1995).
E.2. Active learning
Here, we briefly highlight the relevance of our learning bounds to the design and analysis of active
learning algorithms. One of the key learning guarantees used in active learning is a standard
relative deviation bound. This is because scaled multiplicative bounds can help achieve a better
label complexity.
Many active learning algorithms such as DHM (Dasgupta et al., 2008) rely on these bounds.
However, as pointed out by the authors, the empirical error minimization required at each step
of the algorithm is NP-hard for many classes, for example linear hypothesis sets. To be precise,
the algorithm requires a hypothesis consistent with sample A, with minimum error on sample B.
That requires hard constraints corresponding to every sample in A. An open question raised by
the authors is whether a margin-maximization algorithm such as SVM can be used instead, while
preserving generalization and label complexity guarantees ((Dasgupta et al., 2008, section 3.1, p. 5)).
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To do so, the key lemma used by the authors for much of their proofs needs to be extended
to the empirical margin loss case (Dasgupta et al., 2008, Lemma 1). That lemma is precisely the
relative deviation bounds for the zero-one loss case (Vapnik, 1998, 2006; Anthony and Shawe-Taylor,
1993; Cortes et al., 2019). Using a notation similar to the one adopted by Dasgupta et al. (2008),
the extension to the empirical margin loss case of that lemma would have the following form:
R(h) − R̂ρS(h) ≤ min{αm√R̂ρS(h) + α2m, αm√R(h)} .
This is precisely the results shown in Theorem 3 and Corollary 5, which hold with probability at
least 1 − δ for all h ∈ H, for αm = 2√ logE[N∞(Hρ, ρ2 ,x2m1 )]+log 1δm . Similar results can also be shown
using our Rademacher complexity bounds of Section 4.
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