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Abstract
In this thesis we study the notion of Granger-causality, a statistical concept originally
developed to estimate causal effects in econometrics. First, we suggest a more general
notion of Granger-causality in which to frame the proceeding practical developments.
And second, we derive a proximal optimization algorithm to fit large and sparse
vector autoregressive models, a task closely connected to the estimation Granger-
causality amongst jointly wide sense stationary process. Experimental results from
our so called “Depth Wise Grouped LASSO” convex program are obtained for both
simulated data, as well as Canadian meteorology data. We conclude by discussing
some applications and by suggesting future research questions.
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1.1 The Philosophy of Causality
The philosophical study of causality dates back at least 2400 years to the time of
Plato who stated “everything that becomes or changes must do so owing to some
cause; for nothing can come to be without a cause” [1]. Humanity’s understanding
of causality has changed dramatically since the time of the ancient Greeks, and while
this thesis is in no way a philosophical work, we take some time in this introductory
chapter to cover the basic conceptions of causation in order to make more clear
the nature of our work. Our main source is the short text by Mumford [2] (and
some references therein) which lays out a brief and accessible introduction to the
philosophy of causality.
Early Beginnings According to Mumford, it was shortly after Plato’s statement
that Aristotle developed his well known theory of “The Four Causes” [3]. Aristotle’s
notion of “causality” was a metaphysical theory focused on the determination of
what it is that brings anything into “being”, and as such touches on much more
than what we today understand as causality. In particular, The Four Causes dealt
first with the “material cause”, which is that which brings something into being,
second with the nature of the object’s creator, called the “efficient cause”, thirdly
with the purpose of an object, or it’s “final cause”, and finally with the “formal
cause”, which is simply the object’s distinguishing feature. Aristotle’s efficient cause
is the only one having some resemblance to our modern notion.
Following the early beginnings of the ancient Greeks, the modern philosophy of
causality began it’s development around the time of the age of enlightenment and
the scientific revolution with Hume, Spinoza, Locke, and others. And, while a great
number of philosophical schools have dealt with causality, particularly the stoics,
these thinkers have had a profound influence on the modern (western) understanding
of causation.
The principle aims of philosophical theories of causality are to answer questions
about what causation is and whether or not such a thing even exists. Although it
is naturally clear in the minds of most men what they mean by “cause”, whether
or not one has a consistent theory of causality which can be formulated in one of
the world’s natural languages is another question entirely. Indeed, Bertrand Russel
even claimed that there was no such thing as cause, stating: “The law of causality,
I believe, like much of a bygone age, surviving, like the monarchy, only because it is
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erroneously supposed to do no harm” [4].
Consistent Regularity Revolutionary at the time, David Hume’s theory of cau-
sation asserted simply that causation was consistent regularity [2]. For example, if
it is always the case that a certain sound proceeds the collision of two billiard balls,
then it must be that this collision is what causes the sound. This at first seems
to be perfectly acceptable reasoning. But, if this really is what defines causality,
then our modern conception is in trouble. For example, there is scientific consensus
that smoking causes lung cancer, but there are many people who have been regular
smokers that never developed cancer. Since there is no consistent regularity here,
does it mean that science misuses the notion of cause? Quite the contrary, the ev-
idence showing that smoking causes lung cancer seems to be well in tune with our
intuition, so from this perspective, it seems clear that causality should be something
more than merely consistent regularity.
Physicalist Causation Another view of causation, which seems particularly ap-
pealing to engineers and others with a technical background, is one inspired by
physics. It has been suggested that what we observe as causation is fundamentally
a result of the laws of mechanics acting at the atomic level. This theory is reason-
able to follow if we consider again the example of billiard balls, and furthermore
the same idea can be used via a reductionist approach to speak of much more com-
plex situations, our previous example of smoking being a cause of lung cancer for
instance.
Mumford points out however that the physicalist view of causation starts to run
into some difficulties if we were to talk about the cause of the Russian revolution, or
the beginning of World War I. Indeed, it is argued that the assassination of Franz
Ferdinand caused the outbreak of World War I, and while this may be disputed,
no one could seriously argue that it was really caused by the complex mechanistic
evolution of particles. This simply does not jive with our common notion of causality.
Not only that, it would require one to seriously call into question our own free will.
Finally, the modern understanding of quantum mechanics seems to put a nail in the
coffin of this physicalist theory of causality.
Counterfactual Dependence Consider the question of necessity. For an event
to occur, is it’s cause sufficient? Is the cause necessary? Or can there be uncaused
events? Can a cause sometimes fail to produce it’s effect? These questions may lead
into the idea that causation is defined by counterfactual dependence: if B cannot
occur unless A has first occurred, then A must cause B. This notion is close to how
causality is determined in the sciences (section 1.2), but may still not hold water
in philosophy. Indeed, everything you have ever done is counterfactually dependent
upon your birth, but to seriously contest that it is your birth which caused all of
these things seems to be rather far fetched.
Furthermore, similarly to the physicalist theory, some answers to the questions
above may again bring our free will into question. Even if the apparent randomness
of quantum mechanics provides the world with uncaused events, does that make
us a slave to chance? These are important philosophical questions connected with
causality, but certainly will not be of great importance throughout the following
chapters of this thesis.
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Pluralism To round out our brief philosophical discussion we take note of the
view of pluralism. As we have seen, there are a variety of sensible theories which
attempt to define causality, but none of them seem to fit our intuition in every case.
Perhaps our intuitive notion of cause is not actually a single thing and our language
has only misled us to believe that it is. Perhaps the physical theory of causality is
well applicable to situations involving mechanics, as in the sun causing the orbit of
the planets, and another theory of causality is applicable when we consider what
caused the Russian revolution, and yet another when we say that smoking causes
lung cancer. Unfortunately, pluralism seems a somewhat intellectually lazy way of
escaping the problem of determining what causality really is, and hence the debate
continues.
1.2 Causality in Science
Sufficient Reason If we return to our opening quote from Plato in section 1.1, is
it indeed the case that nothing can come about without a cause? Closely connected
to this idea is the principle of sufficient reason, originating with Leibniz or perhaps
Spinoza [5]. This is vaguely a restatement of Plato’s belief that everything must
have a cause. More precisely, if something is, occurs, or is true then the principle
asserts that there is a sufficient explanation as to why. A belief in this principle has
been critical for the sciences, and it’s importance is often cited for example in the
early 20th century writings of the great French mathematician Henri Poincaré [6].
If there were no causal connections between events or processes, science could
make no progress. We would not even be able to form collections of facts, as in
“mercury is liquid above 234K (at 1 atm)”, let alone more general laws of nature
regarding for example why, how, or under what circumstances matter transforms
from solid to liquid. Fortunately, science has enjoyed a great deal of success dis-
pensing with much of the philosophical issues of causality, taking as it’s starting
point the supposition that there are indeed laws of nature, and furthermore that
these laws are unchanging through time. While it seems a daunting task to attempt
to prove that this is the case, the myriad of results suggests we can safely proceed.
Similarly to why one should not refuse to breathe before they prove it’s importance
for a continued existence, we should not shun practical notions of causality before
coming to agreement on the concept’s deep philosophical meaning.
Causation in Physics One of Bertrand Russell’s reasons for denying the exis-
tence of causation is that the mathematical laws of physics are entirely symmetric.
Taking the most common example (e.g. see [7]) of Newton’s law F = ma, it is
common to say that a force causes an acceleration. But, we can just as easily write
a = F
m
, yet no one would suggest that an acceleration causes the mass. Science
follows to some extent the intuitions of the scientist, and it’s success is judged by
it’s capacity for making predictions; “a force causes an acceleration” produces intu-
itively pleasing and accurate models of the world, so there is little reason to dispense
with the notion of cause. However, it is indeed true that physical laws exhibit sym-
metry, and physicists do take great care to avoid making causal claims in writing.
Yet at the same time, almost every physicist surely makes use of the language of
causality in their ordinary discourse.
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Proving Causation In contrast to physics, there are many scientists in the fields
of biology, medicine, and statistics that do attempt to make serious causal claims in
their professional writing. We have seen one already: “smoking causes lung cancer”,
and at this point, the causal link between smoking and cancer is universally accepted
1.
How do these scientists come to agreement about causation? That is, how do they
prove that something causes something else? It is well understood that correlation
does not suffice to prove causation, for example, the level of mercury in a tube
clearly does not cause a particular ambient pressure level. In order to make claims
of causation acceptable to scientists we perform controlled trials. For example, in
order to determine the efficacy of a drug in treating a disease, we provide a drug
to one group of people having the disease, and a placebo to another, medically
similar group of individuals who also have the disease. We compare the outcomes
of these two treatments and the second group provides us a means of answering the
counter-factual question: “had the first group not been given the drug, what would
have been the outcome?”. It is in this way that we can conclude that, if the group
receiving the drug had a higher recovery rate, that the drug must have been the
cause of their recovery.
This brings us back to the philosophical discussion of causality. Scientists use
counter-factual dependence to test for causal links, but we ask again, is counter-
factual dependence the essence of cause? Philosophically, the answer seems to be in
the negative. Everything you have done since birth is counter-factually dependent on
your birth, on your parents having met, on your parent’s births, etc... But it makes
no sense to suggest that your birth was the cause of your actions. Science sidesteps
the philosophy and relies to some extent on human intuition. We deem it acceptable
in many cases to use counter-factual dependence as a proof of causation because it
fits our intuition, and because it has produced reliable and testable results.
1.2.1 The Causal Calculus of Judea Pearl
The work of Judea Pearl [8] has attempted to give the science of causality a concrete
calculus. Pearl has argued that the correct way for the sciences to reason rigorously
about causation is through a formalism of “Structural Causal Models” (SCMs). An
SCM is a triple (X, V, F ) where X is a set of “exogenous” variables, determined
by nature or factors otherwise outside the model, V is a set of endogenous vari-
ables determined by variables in X or V , and F is a set of functions in which fi
assigns a deterministic value to Vi given the values of a subset of X ∪ V called the
“parents” of Vi. Probabilities are naturally incorporated into this model by assign-
ing a probability measure over the exogenous variables X. Through the formalism
of SCMs, scientists can reason about interdependence, confounding, intervention,
counterfactuals, etc...
One of the main distinctions between this type of causal modeling and the mod-
ern and widely applied methods of statistical learning is that the former seeks not
only to make predictions about new data points given a training set (the primary
domain of statistical learning), but also to predict what would happen given some
intervention (e.g. when we control the value of a particular variable in an exper-




iment) and to answer counter-factual questions (e.g. had we not given treatment,
would the patient have died?). It is argued by Pearl that traditional probabilis-
tic models are sufficient for prediction, but not for reasoning about intervention or
counter-factuals.
The key point about Pearl’s work is that it seeks to provide a rigorous calculus
for causal reasoning on a model of the world. The construction of the model is left
to the domain expert.
1.3 Granger Causality
Pearl’s conception of causality, based on functional models, competes with the school
of thought that argues causation belongs in a probabilistic framework. One partic-
ularly well known contributor to this school of thought is Clive Granger [9]. The
main idea of Granger’s concept of causality is that if from one event, A, we gain
knowledge of another, B, where this information is not available from anywhere else,
then the former event A must have some causal impact on the latter B.
While we will see that Granger’s and Pearl’s concept of causality bear little
in common, the two have been in agreement that the statistical literature lacks a
concrete calculus for causation. Granger in 1980 states “[The statistical] textbooks,
having given a cautionary warning about causality, virtually never go on with a
positive statement of the form ’the procedure to test for causality is...”’ [9].
One of the advantages of Granger’s work on causality is that it directly incorpo-
rates time, a feature of causation critical to much of our intuition about cause and
effect, while Pearl’s causality does not. Furthermore, it isn’t immediately clear how
to bring time directly into the picture of Pearl’s causal calculus.
1.3.1 Granger’s Axioms
Granger presents three axioms of causality, which we will present with mathematical
notation, but in an informal manner. A more careful treatment of the definitions is
given in chapter 2.
Consider two processes X(t) and Y (t) (these may simply be i.i.d. samples from
an experiment), and then with a slight abuse of notation on the time variable t let
FXt and FYt denote all of the information provided to us by X and respectively Y
up to time t. Then denote Ft as all of the information available anywhere (including
from X(t) and Y (t)) up to time t. We state Granger’s three axioms:
1. The past and the present may cause the future, but the future may not cause
the past.
2. Ft contains no redundant information. That is, if X(t) is related in a deter-
ministic and invertible way to Y (t) then only the information produced by one
of these processes needs be present in Ft.
3. All causal relations remain constant in direction throughout time.
The first of these axioms is widely accepted, although the reliance on it is criti-
cized by Pearl who suggests that it “excludes a priori the analysis of cases in which
5
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the temporal order is not well-defined” ([8] pg. 250). To this we would simply re-
spond the opposite: Pearl’s models of causality do not naturally take into account
temporal order, a critical part of much of our causal intuition.
The second axiom is essentially technical in nature, and ensures that removing
FYt from Ft removes all of the information provided by Y .
The third axiom is certainly necessary if we are to make any meaningful conclu-
sions. If we were to allow the possibility that causal laws changed according to the
caprice of God, there would again be no science. Without it, all we could say is that
“at the particular time of our experiment, A had a causal impact on B”.
1.3.2 Defining Causality
Granger’s ideas about causality can be written a little bit more mathematically,
although still informally; our goal is to convey intuition. We will write Ft \ FXt
(analagously for Y ) to be the information available from anywhere, except what
is available from the process Y (recall the second axiom). We note further that
it is possible to characterize everything about the processes X(t) and Y (t) with
statements of the form P{X(t) ∈ A}, for sets A. Granger’s definition of Causality
is that Y (t) causes X(t+ 1) if
∃E s.t. P{X(t+ 1) ∈ E|Ft} 6= P{X(t+ 1) ∈ E|Ft \ FYt }. (1.1)
This says that knowledge of Y (t), Y (t−1), . . . provides us with knowledge about
X(t+ 1) that is not available anywhere else.
We modify Granger’s definition slightly in order to talk about Y causing X,
rather than Y (t) causing X(t+ 1). The modification is of little consequence in the
end since we will later generally suppose that processes are stationary (see remark
5, and the following). We will say that Y Granger-Causes X if
∃t, ∃E s.t. P{X(t+ 1) ∈ E|Ft} 6= P{X(t+ 1) ∈ E|Ft \ FYt }. (1.2)
The notion of 1.2 differs only slightly from that of 1.1, the intuition is the same
but we are enabled to speak of the process Y causing the process X, rather than
the process Y causing particular samples of X.
Probability and Causality It is widely (not universally, although most excep-
tions belong to the realm of philosophy and not to that of science) accepted that
notions of causality must be connected with probability. The fact is that smoking
increasing the probability of developing lung cancer, and this is enough for us to
say that there is a causal link. Again, perhaps this does not reach the essence of
causation, but the idea of using probability to describe causation is well established
amongst scientists. There are other probabilistic definitions of causation aside from
Granger’s, but discussing them here begins to take us too far afield.
Pearl asserts that definitions of causality must rely on an extension of classical
probability theory via his structural causal models in order to incorporate inter-
vention and counterfactuals. We are in agreement that Granger’s definition is not
enough to get at the true idea of causation but this is not our goal, Granger’s notion
still enjoys significant applicability.
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1.3.3 Prima Facie Causation
The easiest way to criticize a definition of causality based on 1.2 is that it provides
no room for scientific application as we do not have access to F . In order to move
closer to an applicable definition, Granger proceeds by attempting to operationalize
1.2. Suppose we observe the process x(t) = [x1(t) x2(t) . . . xn(t)]
T. We denote all
the information we obtain from observing x up to time t as Fxt then Granger says
xj is a prima facie cause of xi with respect to x if
∃t, ∃E s.t. P{xi(t+ 1) ∈ E|Fxt } 6= P{xi(t+ 1) ∈ E|Fxt \ F
xj
t }. (1.3)
That is, xj provides information about xi which is not available elsewhere in our
data set. This definition is similar to 1.2, but it is weaker. Consider a situation in
which X fully determines Y which in turn has a causal effect on Z. Then, Y causes
Z with respect to (Y, Z), but not with respect to (X, Y, Z), since knowing X tells
us everything we need.
Pearl has pointed out that as a definition of causality, 1.3 is circular. How do
we decide which processes to observe? We would do so based on which processes
we believe will be causally connected. But how do we decide which processes are
causally connected? By application of 1.3. By using the phrase prima facie, it is
admitted that we have strayed from attempting to formulate a true definition of
causality and towards something that is operationally useful. Clearly, 1.3 cannot
discern true causality, but it is enough for plausible causal discovery. That is, it
provides us with a useful tool for investigating causal questions. Processes which
exhibit prima facie causation according to equation (1.3) are reasonable candidates
for closer consideration.
1.3.4 Granger Causality
The notion most generally referred to as “Granger Causality”, and originally alluded
to by Wiener, follows. We let ξ2[xi(t + 1)|Fxt ] denote the variance of the linear
minimum mean square error estimator of xi(t+1) given the history of x, and ξ
2[xi(t+
1)|Fxt \ Fxj ] the same quantity without the inclusion of xj in the inforation set.
The last assumptions necessary to provide a truly operational notion is wide sense
stationarity and ergodicity (see section 2.1.3), because in order to estimate the
aforementioned variances in practice, we need a sufficient number of samples from a
statistically consistent process. These assumptions consequently set aside the “∃t”
portion of the definition, as the variance is unchanged across t. Finally, we say xj
Granger-Causes xi if
ξ2[xi(t+ 1)|Fxt ] < ξ2[xi(t+ 1)|Fxt \ F
xj
t ]. (1.4)
This follows the same intuition as the previous notions, except now the definition
is operational - the tools for estimating these quantities in practice are well under-
stood. The classical formulation of Granger Causality was cemented by Geweke [10]
[11] and are elaborated in chapter 3.
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1.4 Plausible Causal Discovery and Thesis Out-
line
In stating equation (1.4) it is clear that we have strayed rather far from what could
be considered the essence of causality, or even a method for testing true causation.
Indeed, Granger Causality is a merely statistical notion. However, the fact that it
is computable given only observational data and requires no experimental design,
intervention, or control confers some utility, particularly in the age of “big data”.
Deficiencies We must take care to note some of the immediately obvious deficien-
cies. The first issue is that we can’t reasonably apply Granger-Causality to datasets
that cannot be modeled with traditional econometric means, that is, with linear
models. Extensions to Granger-Causality have been explored in the literature, and
we touch on this issue in chapter 2. Secondly, the set of measured processes is ex-
tremely important. It is possible for a Granger-Causal link to disappear amongst
processes once we condition on a third. Furthermore, given a high dimensional
data set (when the number of processes is comparable to or exceeds the number of
samples) care must be taken to minimize the amount of spurious links.
Benefits We can also note some of the immediately obvious benefits. First and
foremost, as has already been mentioned, Granger-Causality can be estimated from
merely observational data and is hence applicable to situations in which it is im-
possible or infeasible to interact with the system under study. Modern science is
inundated with copious amounts of data, and Granger-Causality provides a tool to
help tease out important relationships. The naive approach to this so called “plau-
sible causal discovery” is to look merely at the correlations between data. After all,
both correlation and Granger-Causality are linear measures of the relationships be-
tween time series. But, it is immediate to see that Granger-Causality is much more
powerful than mere correlation. Granger-Causality may be detected between time
series that are not at all correlated, and additionally Granger-Causality can deal
jointly with a large number of processes, whereas correlation is a merely pairwise
(and undirected) concept.
Applications Applications of Granger Causality have been explored in diverse
areas including medical imaging [12], neuroscience [13] [14], finance [15], genetics
[16], power systems [17], process control [18], and others. These works understand
that Granger Causality cannot be used to prove causal relations; it is used as a
measure of system connectivity, energy or information transfer, or as a means of
narrowing down the search for causation. Applications from the literature, as well
as our own application results are given in chapter 4.
Contributions Our primary contribution is to provide a sensible method of reg-
ularizing time series models in the context of Granger Causality, and algorithms for




Granger Causality - Theory
2.1 Preliminaries
Before we continue, we must recall some basic results in order to set the stage for
what follows.
2.1.1 Hilbert Spaces
Hilbert spaces are a central concept in much of our theoretical development. Every-
thing we review here is standard material.
Definition 2.1 (Hilbert Space). A Hilbert space is a complete inner product space.
That is, a vector space H equipped with inner product 〈·, ·〉 in which Cauchy se-
quences in H converge in H. The notion of convergence is furnished by taking the




Example 1 (Square Summable Sequences). We will have occasion to refer to spaces
of real, square summable sequences which we write `2(Z), and usually abbreviate to




t < ∞. It is
well known that equipping `2 with the standard inner product 〈a, b〉 =
∑∞
t=−∞ atbt
forms a Hilbert space.
We recall the projection theorem ([19], p.131), which is of fundamental impor-
tance in this thesis:
Theorem 2.1 (Projection Theorem). Let X be a closed subspace of a Hilbert space





Ê[y|X] = x ⇐⇒ 〈y − x, z〉 = 0 ∀z ∈ X.
Remark 1. The vector Ê[y|X] ∈ X is referred to as the projection of y ∈ H onto
X, and we stress the fact that this vector is unique. The second condition in the





Convex geometry, the theory of convex functions, and the application of this theory
to optimization, provides some of the most commonly used mathematical tools in
modern applications. It has been said by R. Rockafellar that “the great watershed
in optimization isn’t between linearity and nonlinearity, but convexity and noncon-
vexity.” We review in this section the key ideas that we apply throughout.
Throughout this section, the definitions rely on some underlying vector space in
order for convexity to be defined. Further, the theorem 2.4 relies on an ambient
normed space in order to define the norm ball B(x, r) centered on x and of radius
r. Generally, the ambient space will be a Hilbert space, but this much structure is
not strictly necessary.
Definition 2.2 (Convex sets). A subset C of a vector space is convex if for every
x, y ∈ C, and every λ ∈ (0, 1) we have λx + (1− λ)y ∈ C. Illustrations for subsets
of R2 are given in figure 2.1.
(a) A convex set (b) A non-convex set
Figure 2.1: Illustrations of Convexity
An important theorem, following immediately from the definition, is that inter-
sections of convex sets remain convex.
Theorem 2.2 (Intersections of Convex Sets are Convex). Let Cα be a collection of
convex sets indexed by α ∈ A. The intersection
⋂
α∈ACα is convex.
The idea of convexity can similarly be extended to functions.
Definition 2.3 (Convex Functions). A function f : C → R is convex if C is
convex and for every x, y ∈ C and every λ ∈ (0, 1) we have f(λx + (1 − λ)y)
(a)
≤
λf(x) + (1 − λ)f(y). f is called strictly convex if the inequality (a) is strict. An
illustration is given in figure 2.2




Figure 2.2: A Convex Function
Theorem 2.3 (Epigraphs and Convexity [20]). A function f : C → R is convex if
and only if it’s epigraph epi f = {(x, t) ⊆ C × R | f(x) ≤ t} is convex.
The reason that convex functions are so important is exemplified in the following
theorem, which I refer to as the fundamental theorem for convex functions:
Theorem 2.4 (Fundamental Theorem for Convex Functions [20]). Let f : C → R
be a convex function. Define the set of local minimizers
X? = {x? ∈ C | ∃ε > 0 s.t. f(x?) ≤ f(x),∀x ∈ B(x?, ε)}.
Then for each x? ∈ X? we have
f(x?) ≤ f(x),∀x ∈ C.
Moreover, if f is strictly convex, X? is a singleton.
Remark 2. Theorem 2.4 tells us that the local minima of convex functions are in
fact global minima. We can hence prove global statements about convex functions
using only local information.
The case for strictly convex functions is important for asserting uniqueness, and
in the context of minimization algorithms. It may be the case that for some iterative
minimization procedure generating the sequence x1, x2, . . . it is known that f(xn)→
f ?, where f ? is the minimum value of f(x). If f is strictly convex, this hence implies
that the sequence xn is approaching a unique minimizer.
We can generalize the projection theorem 2.1 to any closed convex subset of a
Hilbert space.
Theorem 2.5 (Convex Projections [21], [22]). Let X be a non-empty closed convex
subset of a Hilbert space H. For any y ∈ H, there exists a unique vector x ∈ X






A sufficient condition for uniqueness in a Banach space is for the norm to be
strictly convex. However, uniqueness fails in the simple case of the 1 norm in R2.
2.1.3 Probability
Throughout, we will take (Ω,F ,P) as our underlying probability space and work
primarily with the standard space of real valued, and square integrable random
variables, denoted L2(Ω,F ,P), and usually abbreviated simply to L2.
Definition 2.4 (L2). Given a probability space (Ω,F ,P), the F -measurable func-




element of L2(Ω,F ,P) whenever Ex2 =
∫
Ω
x2dP <∞. Convergence in this space is
referred to as “mean square convergence”, or “convergence in mean square”.
Theorem 2.6. Equipped with the inner product 〈x, y〉 , E[xy], the space L2 of
square integrable random variables is a Hilbert space, as long as we identify random
variables which are equal P− a.s..
This theorem is central and we provide proof, however, we lack space to provide
all of the requisite background. Additional details can be found in [23].
Proof. It is clear that L2 is a vector space, and that 〈·, ·〉 is a bonafide inner product.
We need only to verify that Cauchy sequences converge. To this end, let xn be a
Cauchy sequence in L2, that is
E(xn − xm)2 → 0 as n,m→∞.
From Markov’s inequality we obtain
P(|xn − xm| ≥ ε) ≤
1
ε2
E(xn − xm)2 → 0,
hence xn is Cauchy in P and thus there is some x such that xn
P→ x. More-
over, this implies that there is a subsequence xn′ such that xn′
a.s.→ x. From this
subsequence, we obtain










(b)→ 0 as n→∞
where (a) follows by Fatou’s lemma, and (b) is by the supposed Cauchy property,
hence xn is mean square convergent.
Finally, ∞ > E(xn − x)2 ≥ |Ex2n − Ex2| by the reverse triangle inequality gives
us Ex2 <∞. Thus, x ∈ L2 and L2 is complete.
Remark 3 (Vector Valued Processes). In order to deal with vector valued random
variables, we may take an indexed collection of n L2 variables, and form the vector
x = [x1, x2, . . . , xn]
T. Equipping the space of all such vectors with the inner product
〈x, y〉 , tr ExyT = ExTy again yields a Hilbert space, which we will refer to as Ln2 .
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Definition 2.5 (Stochastic Process). A stochastic process x(ω, t) on (Ω,F ,P) is a
time indexed series of random variables, with t in one of R,Z+,Z, or {1, 2, . . . , T}
being typical. We usually suppress ω in the notation and write x(t).
In this thesis, we usually work in the discrete time case (t ∈ Z), and this is
to be understood unless otherwise stated. Furthermore, We will usually deal with
sequences of random variables in Ln2 , and will write x(t) ∈ Ln2 to mean that x(t) =
[x1(t) . . . xn(t)] ∈ Ln2 for every t. We have drawn frequently upon [24] and [25] as
references for this material.
Examples of stochastic processes (not necessarily in L2) frequently encountered
include sequences of i.i.d. random variables, Markov chains, Poisson processes, and
Gaussian processes. There are a great variety of references discussing the associated
theory and applications of stochastic processes in general e.g. [26], [23].
Remark 4 (Time Series Data). In the context of application, “time series data”
refers to finite length sequences of observed data, in which each is also associated
with a time stamp indicating when the observation was made. We model such data
as a finite number of observations of a stochastic process. That is, for some process
x(t), the collection of T samples (x(t0), x(t0 + 1), . . . , x(t0 + T − 1) constitutes a set
of time series data.
Stochastic processes are used as abstract models for time series data. Time
series analysis, or the closely related area of signal processing, is frequently used in
economic and financial modeling, as well as classical areas of electrical engineering.
Any phenomena involving time indexed observations of data may be amenable to
effective modeling via stochastic processes. Much of the theory is given in e.g. [27],
[28].
Remark 5 (Stationarity). Consider a process x(t). Each x(ti) is a random quantity,
but the statistics, (the expectation of some measurable functions of the process)
e.g. Ex(t), P(x(t) ≤ r), Ex(t)x(s) etc... are deterministic functions of the time
parameters t, s. If moreover, these functions are constant, e.g. Ex(t) = µ, at least
over an appreciable period of time, then the process is said to exhibit some amount
of stationarity. Stationarity assumptions are of paramount importance in practice,
as we are able only to observe finite quantities of data.
The strongest form of stationarity is as follows:
Definition 2.6 (Strict Sense Stationary). A process x(t) is strict sense stationary
(SSS) if for every t1, . . . , tn we have
∀τ F (t1 + τ, . . . , tn + τ) = F (t1, . . . , tn),
where F gives the joint cumulative distribution function for the process.
The natural stationarity condition for Ln2 process is “wide sense stationarity”.
Definition 2.7 (Wide Sense Stationary). The process x(t) ∈ Ln2 is called wide sense
stationary (WSS) if it’s covariance matrix R(s, t) = E[x(s)x(t)T] is such that
R(s, t) = R(|s− t|, 0) , R(τ) ; τ = |s− t|.
An n-dimensional process w(t) with R(τ) = δ(τ)In is called a normalized white
noise process, and is an important example of a WSS process.
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Of course, strict sense stationarity implies wide sense stationarity, but there are
a great many WSS processes that are not SSS.
Remark 6 (Ergodicity). Ergodicity is another important assumption in practice.
Essentially, a process is ergodic if it’s sample paths are consistent with it’s statistics.


















x(t)x(t− τ) a.s.= R(τ), (2.2)
that is, sample statistics converge to ensemble statistics. More generally, a pro-
cess is (completely) ergodic if P (A) ∈ {0, 1} for every set A such that ∀τ x(t) ∈
A =⇒ x(t + τ) ∈ A 1. This condition ensures that x(t) cannot get “stuck” in
some region of space, unless that region does not effect the ensemble statistics of
the process.
Ergodicity is a very difficult concept to work with, both in theory and in practice,
it will always be assumed in this thesis that the processes we work with are “ergodic
enough”, which usually comes down to 2.1, 2.2, or the analogous formulae for t ≥ 0.
2.2 Basic Definitions of Granger Causality
While this thesis is primarily concerned with the framework of linear models and
mean squared error, we will make a more general definition of Granger Causality,
suggestive of possible extensions. Prior to doing so, we need to define a bit of
notation.
2.2.1 Modeling Space
We will define a generic “modeling space” Xt,p, as well as the canonical modeling
space Ht,p that will be used primarily throughout. Intuitively, we will model a
process x(t) ∈ Ln2 as being generated by some sort of parametric system, driven by
some input process. The “size” of Xt,p quantifies the expressiveness of our model.
If Xt,p is too small, then it may not be capable of capturing the variation of x(t).
Definition 2.8 (Modeling Space). Let x(t) ∈ Ln2 be a process, V ⊆ {1, 2, . . . , n} a
subset of the indices of x(t) so that xV (t) = [xi1(t), . . . , xi|V | ]
T, ik ∈ V restricts x(t)
to the V sub-indices. Next, let Xt,p|V = (σ{xi(t − τ) | i ∈ V, 0 < τ ≤ p})n be the
n-times Cartesian product of the filtration generated by the V subset of x(t), over
the past p time steps; note that the current time is not included. There is no issue





1These are called invariant sets
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A generic modeling space Xt,p|V ⊆ Ln2 is a closed convex space of random vari-
ables with components measurable with respect to Xt,p|V .




Remark 7 (Modeling). There is some freedom to choose the particulars of this set
based on the known or assumed properties of x(t). Intuitively, Xt,p will give the
expressiveness of our model, and expanding this space, while potentially making the
necessary computations much more arduous, would enable us to capture a wider
variety of interactions in a system. However, if we are not interested in modeling
the precise nature of x(t), the simple linear space Ht,p (defined below) may still be
sufficiently expressive for the detection of causal interactions.
Definition 2.9 (Predicting x(t)). Fix a process x(t) ∈ Ln2 and an associated model-





which is the convex projection of x(t) onto Xt in the metric defined earlier for
Ln2 .
Example 2 (Lagged Linear Combinations). The linear span of the past of x(t),














where we have indicated the |V |-fold cartesian product of sets. Ht,p|V is a Hilbert




B(τ)xV (t− τ) | B(τ) ∈ R|V |×|V |
}
, (2.5)
where xV (t) ∈ R|V | is the subvector of x(t) having indices in V .
Example 3 (Logarithmic Features). If we have reason to believe that x(t) is not
effectively modeled as a plain autoregressive process, we can try expanding our
modeling space by including some additional features. For instance,
Xt,p|V = cl
{
Alog(1 + |xV (t−1)|) +
p∑
τ=1
B(τ)xV (t− τ) | A,B(τ) ∈ R|V |×|V |
}
, (2.6)
where the log function is to be interpreted as applying element-wise. Using the
inequality log(1 + |x|) ≤ |x| we see that Elog(1 + |x(t)|)2i ≤ E|x(t)|2 < ∞, and
hence Xt,p ⊆ Ln2 . The closed space Xt,p is thus Hilbert. Furthermore, it is convex
with Ht,p ⊂ Xt,p. Hence, Xt,p is a more expressive modeling space than Ht,p.
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Remark 8. The additional modeling power afforded to us by considering convex
spaces comes also allows the potential to model constraints. We may know, for
instance, that x(t) is bounded, or we may know a priori about some of the interac-
tions between different components of x(t). If we have some prior information about
x(t), we are free to use the linear spaces given above, or generalizations thereof, and
restrict them to some convex subset that encodes some of our prior beliefs, without
impacting the definitions below. The critical feature of projecting onto a convex set
is the uniqueness of the projection c.f. 2.5.
Example 4 (Convex Restriction). Consider a convex set C ⊆ Rn. The set C =
{z ∈ Ln2 | P(z ∈ C) = 1} inherits convexity from C, and so we are able to define
the convex restricted space XCt,p = Xt,p ∩ C. The restricted space maintains it’s
convexity by virtue of the intersection property 2.2.
Example 5 (Convex Restriction of Ht,p). Suppose that e(t) ∈ Ln2 is a sequence
of i.i.d. random vectors. For some stable2 matrix A ∈ Rn×n, define the process
x(t) = Ax(t − 1) + e(t). If e(t) is, for example, a sub-Gaussian random variable,
then we will have that for some r ≥ 0, x(t) is confined to the set
St = {Ax(t− 1) + u | ρ(A) < 1, ||u||2 ≤ r}
with high probability, where ρ(A) = |λmax(A)| denotes the spectral radius of A. We
would like to project onto the restricted set Ht,p ∩ St in order to produce estimates
consistent with our prior knowledge.
However, St is not in general a convex set
3. In order to obtain well defined
projections, we propose two convex approximations of St, the first corresponding
roughly to the proposal given in the related work of [29]:
Ct = {Ax(t− 1) + u | ||A|| ≤ γ, ||u||2 ≤ r} (2.7)
Ct = {Ax(t− 1) + u | tr|A| ≤ nγ, ||u||2 ≤ r}, (2.8)
where the convexity of these sets follows directly from the definition. Further-
more, both Ct and Ct are closed. By virtue of their convexity, and of the inequalities
ρ(A) ≤ ||A|| and tr|A| ≤ ρ(A) (where |A| denotes element-wise absolute value) we
have the sequence of inclusions
Ct ⊆ conv St ⊆ Ct.
The projections
Ê[x(t)|Ht,p ∩ Ct], Ê[x(t)|Ht,p ∩ Ct] (2.9)
are thus well defined, and serve as an approximation to the ill-defined quantity
“Ê[x(t)|Ht,p ∩ St]”.
2A stable matrix is one in which all of it’s eigenvalues are contained strictly within the unit
circle. A recursive process
x(t) = Ax(t− 1) + e(t)
remains bounded for bounded e(t) if and only if A is stable.
3ρ(A) is convex when A is symmetric.
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2.2.2 Defining Granger Causality
Suppose we have an underlying model space Xt,p. With this space understood, we
will write x̂(t)
∆
= Ê[x(t)|X], and x̂i(t) to be the ith component thereof. Let
ξ[xi(t)|X]
∆
= Var{xi(t)− x̂i(t)}, (2.10)
which is the error variance between xi(t) and the i
th component x̂i(t) of the
projection x̂(t) onto X. If the estimate x̂(t) is unbiased, that is, Ex̂(t) = Ex(t) then
this reduces to the mean squared error.
We now define four quantities, inspired by [10], but giving the notion a greater
level of generality:
Definition 2.10 (Measures of Interaction). Given the modeling space Xt,p, and the
related spaces as described above in section 2.2.1, we define the four fundamental
quantities
Fxj→xi(t) = ξ[xi(t+ 1)|X
−j
t,p ]− ξ[xi(t+ 1)|Xt,p],
Fxi→xj(t) = ξ[xj(t+ 1)|X−it,p]− ξ[xj(t+ 1)|Xt,p],
Fxi↔xj(t) = ξ[xi(t+ 1)|Xt,p]− ξ[xi(t+ 1)|Xt,p,Xt+1,p+1|j]
+ ξ[xj(t+ 1)|Xt,p]− ξ[xj(t+ 1)|Xt,p,Xt+1,p+1|i],
Fxi,xj(t) = ξ[xi(t+ 1)|X
−j
t,p ]− ξ[xi(t+ 1)|Xt,p,Xt+1,p+1|j]
+ ξ[xj(t+ 1)|X−it,p]− ξ[xj(t+ 1)|Xt,p,Xt+1,p+1|i],
(2.11)
where Ê[x(t)|X1,X2] , Ê[x(t)|conv X1 ∪ X2], the projection onto the closure
of the convex hull4 of X1 ∪ X2. Given sufficient stationarity assumptions, these
quantities will not vary with t.
The quantity Fxj→xi is directly analogous to the original idea of Granger-causality,
and measures the “energy” transfer from xj to xi strictly forward in time. The quan-
tity Fxi↔xj gives a measure of instantaneous feedback between the two processes by
taking into account the current sample of xj. Finally Fxi,xj gives a measure of
the total interaction between xi and xj. We have the fundamental decomposition,
analogous again to that given by Geweke [10]:
Proposition 2.1. The quantities given in equation (2.11) satisfy the decomposition
Fxi,xj |x(t) = Fxi↔xj |x(t) + Fxi→xj |x(t) + Fxj→xi|x(t). (2.12)
Proof. Immediate from equation (2.11)
Remark 9. The proposition 2.1 verifies that the notions of Granger-causality can
be sucessfully generalized to a more sophisticated modelling space while still main-
taining it’s fundamental character.
We are now in a position to state our main definition:
4The convex hull of a set is the smallest convex set which contains it.
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Definition 2.11 (Granger-causality). If ∃t ∈ T such that
Fxj→xi(t) > 0 (2.13)
we say that xj Granger-causes xi with respect to X, and write xj −→
X
xi.
The intuition behind this definition is detailed in section 1.3, but essentially it
says that xj provides information about xi which is not available from any other
component of x.
The preceding discussion suggests the possibility to discuss the idea of Granger-
causality for a fairly large class of models. However, the definition of 2.11 is obviously
not easy to work with. For most of our work we will restrict ourselves to the special
case in which x(t) is wide sense stationary with Xt = Ht (see example 2 which yields
a more standard definition of Granger-causality.
Definition 2.12 (Granger-causality). Fix some t ∈ T. If x(t) ∈ Ln2 is wide sense
stationary, then xj Granger-causes xi with respect to H if
ξ[xi(t)|Ht] < ξ[xi(t)|H−jt ] (2.14)
Unless otherwise specified, definition 2.12 (equation 2.14) is what we mean by
“Granger-causality” in the remainder of this thesis. This notion is in fact what was
first proposed by Granger in [30].
In the sequel we will have occasion to deal with a small set of named scalar L2
processes, say x(t), y(t), z(t). In this case we will write x −→
(w,x,y)
y to indicate that x
Granger-causes z with respect to the Hilbert space linearly generated by the past of
the combined process (w, x, y).
2.2.3 Basic Properties
A number of important properties of Granger-causality follow directly from the
Hilbert space structure. We first define some notation. Denote by gi(u) ∈ `2(N) the
sequences of coefficients of i = 1, 2, . . . , n linear, causal, and invertible filters. Then
define a sequence of diagonal matrices H(u) ∈ Rn×n such that Hii(u) = gi(u). H





convolution with the diagonal matrix of inverse filters H−1(u) yields by definition:
(H−1 ∗H ∗ x)(t) = x(t). Define by H ∗Ht the Hilbert space generated by the past
of the filtered processes (H ∗ x)(t)i.
Proposition 2.2 (Invariance to Causal, Invertible, LSI Filtering). Let x(t) ∈ Ln2
and H(u) ∈ Rn×n, u ∈ N denote the diagonal matrix of coefficients of n causal and
invertible LSI filters. Then H ∗Ht = Ht and if xj −→
H
xi, then gj ∗ xj −→
H∗H
gi ∗ xi.
Essentially, since the Hilbert space Ht contains all of the linear combinations of
the past of x(t), it also contains the inverse filters.
Proof. H∗Ht ⊆ Ht is evident. To show the converse let z ∈ Ht. Then, z =
∑n
i=1(A∗








i=1(A∗x)(t)i = z ∈ H∗Ht.
Remark 10. The utility of this result is in justifying Granger-causal inference for
systems which are only observable after filtering, and to justify any filtering opera-
tions as preprocessing steps.
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2.3 Granger Causality Graphs
The graphical structure of Granger Causality is obvious from the definition. We will
define a “Granger-causality Graph” G = (E, V ) as follows: take each component
process xi(t) of x(t) to be a vertex in V . The edge (j, i) is present in E if xj −→
X
xi. It is generally the case that we have measurements of x(t), and hence V is
known. Determining the edge set E however, requires us to detect Granger-causal
relations between the component processes of x(t). Since V is fixed, it is natural to
use an adjacency matrix representation of the graph G, which will be denoted G.
Estimating this adjacency matrix is our primary interest.
Remark 11. The inferred causality graph is of course dependent upon the particular
modeling space that is chosen. That being said “Granger-causality Graph” almost
always refers to the graph induced by definition 2.12 using the canonical modeling
space H. It is a question for future research about the relationships between graphs
induced by different modeling spaces. A particularly interesting avenue is to inves-
tigate when causality with respect to the simplest space H is sufficient to recover
the graph induced by a more sophisticated modeling space.
2.3.1 Pairwise Granger-Causality
Given x ∈ Ln2 we will say that xj pairwise Granger-causes xi if xj −→
(xj ,xi)
xi. An inter-
esting question to ask is about the relationship between pairwise Granger-causality
and Granger-causality with respect to all the observed information. Unfortunately,
pairwise Granger-causality is not sufficient to conclude Granger-causality, and it is
not necessary either. The importance of the caveat “with respect to X” in definition
2.12 was discussed by Granger in [9].
Suppose there is an underlying Granger-causality graph G = (E, V ). If we
construct an edge set Ep via pairwise tests, then neither Ep ⊆ E (sufficiency) nore
E ⊆ Ep (necessity) need to hold.
The insufficiency of pairwise testing can be seen from figure 2.3.
Figure 2.3: Pairwise Granger-Causality is not Sufficient
The system described by this graph involves 5 wide sense stationary L2 processes
w, x, y, ζ, η in which we suppose ζ, η are white, uncorrelated, and unobserved driving
processes, and w, x, y are observed. We use z−1 to indicate a one step lag. The
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equations from which this graph is derived are
x(t) = bxyy(t− 1) + η(t),
y(t) = byww(t− 1) + ζ(t).
(2.15)
The red dashed edge from w to x in figure 2.3 would be incorrectly inferred via








The issue with pairwise testing in this case is that w has an indirect effect on x
which is detected by pairwise testing, but is irrelevant when y is taken into account.
Similarly, the non-necessity of pairwise testing can be illustrated as in 2.4.
Figure 2.4: Pairwise Granger-Causality is not Necessary
In this case we have:
x(t) = η(t),
w(t) = ζ(t− 1),
y(t) = ζ(t) + η(t− 1).
(2.16)
The red dashed line in 2.4 would not be present in a pairwise test with respect
to (x,w), but it is present with respect to (x, y, w) since w can be described as
w(t) = y(t− 1)− x(t− 2) indirectly through the noise processes η and ζ.
Remark 12. There are surely additional assumptions we may be able to impose
on our system to rule out the example of figure 2.4, and these pairwise graphs may
still be of use. We have not pursued this avenue in great detail, and here focus on
joint inference on the entire graph.
2.4 Time Series Models
In this section we review The Wold decomposition, a critically important theorem
in the analysis of L2 stochastic processes, which serves as the motivation and justifi-
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cation for the use of autoregressive modeling in Granger-Causal analysis. We recall
the key aspects of the theory [24], [31].
Intuitively, the Wold decomposition theorem tells us that “almost” every sta-
tionary process in L2 admits a representation as causally filtered white noise, and
that “almost” each of these processes in turn admit an autoregressive representa-
tion. To elucidate exactly which proccesses admit this representation, we require
the following notion of a purely nondeterministic (p.n.d) process:
Definition 2.13 (Purely Nondeterministic Process). Let x(t) be an n-dimensional
w.s.s. L2 process, and let Ht be the Hilbert space generated by the past of x as in
equation (2.5). If there exists a k-dimensional (k ≤ n) L2 normalized white noise
process which is jointly stationary with x5 generating the hilbert space Wt such
that
Ht = Wt ; ∀t ∈ Z, (2.17)
then x(t) is a purely nondeterministic process.
Further, we can also define purely deterministic (p.d.) processes
Definition 2.14 (Purely Deterministic Process). Suppose x(t) is as in definition
2.13. Then x(t) is purely deterministic if
Ht = H∞ ; ∀t ∈ Z. (2.18)
The idea of a deterministic process is that it is perfectly predictable given only
a single observation. For example, a pure sinusoid whose phase is determined by a
single random variable Θ is a classic example of a purely deterministic process.
We can now state the Wold decomposition theorem:
Theorem 2.7 (Wold Decomposition). Let y(t) be an n-dimensional w.s.s. L2 pro-
cess. Then there exists a p.n.d. process x(t) and a p.d. process z(t) such that
y(t) = x(t) + z(t)





where w(t) is a k-dimensional6 (k ≤ n) normalized white noise process and
∀τ M(τ) ∈ Rn×k with M(τ)ij ∈ `2(Z).
It is possible to specify x(t) and z(t) in terms of Hilbert space projections, but
this is not necessary for our purposes. The point of this theorem is that a very wide
variety of stochastic processes can be written as a sum of some “trend” z(t) (which
we would subtract) and a linearly filtered white noise w(t) called the “innovations” of
the process. Moreover, we will usually assume that k = n, as this simply eliminates
the uninteresting case where x(t) is a.s. confined to a strict subspace of Rn.
5x and w are jointly stationary if (x(t) w(t)) is stationary
6k is the dimension of the Hilbert space spanned by y.
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2.4.1 Inverting 2.19
The Wold decomposition is an extremely powerful theorem, but equation 2.19 in it’s
current state is not very useful for our applications, since we have no possibility to
observe directly the noise w(t) (although it can be calculated via linear projections).
In this section, we take note of the conditions for inverting 2.19 into an autoregressive
version.
Consider the spectrum Sx(λ) of the WSS process x(t), where λ ∈ [−π, π). If
there is some constant c > 0 such that, for λ almost everywhere
c−1I  Sx(λ)  cI (2.20)





B(τ)x(t− τ) + e(t), (2.21)
where e(t) is a temporally uncorrelated, though not necessarily white sequence,
which is also uncorrelated with x(t− τ), for any τ ≥ 1. See [31] p.78.
2.4.2 Granger Causality in Autoregressive Models
Suppose we have a wide sense stationary process x ∈ Ln2 . Suppose further that x(t)
is generated by the autoregressive model 2.21 in which e(t) is a zero mean serially
uncorrelated sequence, which is also uncorrelated with {x(t − τ) | τ ≥ 1}, having
autocorrelation sequence
E[e(t)e(t− τ)T] ∆= Re(τ) = δ(τ)Re. (2.22)
The Hilbert space projections in this model are trivial:
Proposition 2.3 (Hilbert Space Projections for AR Models). Let x ∈ Ln2 be a
wide sense stationary stochastic process generated by the autoregressive model 2.21.












ik xk(t − τ), for some square





























ik and the proposition follows by the uniqueness of Hilbert space projec-
tions.
Granger causality admits a simple and intuitive characterization in autoregres-
sive models. The following proposition simply tells us that xj(t) Granger-causes
xi(t) if the LSI filter (see 2.24) B̃ij(z) is non-zero. We prove the proposition for au-
toregressive models of infinite order, the finite order case is obviously a specialization
thereof.
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Proposition 2.4 (Granger-causality for AR models). Suppose x(t) ∈ Ln2 is a 0-
mean stochastic process generated by the infinite autoregressive model 2.21, where
the autocovariance function of e(t) is given by 2.22. Let Ht be the Hilbert space
generated by the past of x(t) as in 2.5. Then, xj(t) Granger-causes xi(t) with respect
to H if and only if ∃τ0 ∈ {1, 2, . . . , p} such that B(τ0)ij 6= 0.




E|xi(t)− x̂i(t)|2 < E|xi(t)− Ê[x(t)|H−jt ]i|2


















If there were no τ0 such that B
(τ0)
ij 6= 0 then the above strict inequality would
infact be an equality, a contradiction. Conversely, since B
(τ)
ik provides the best linear
estimate of xi(t) from x(t), if there is some τ0 such that B
(τ0)
ij 6= 0 then above strict
inequality must hold, otherwise B
(τ0)
ij = 0 would provide an equivalent or superior
prediction, contradicting uniqueness or optimality.
Finally we see that we can obtain the adjacency matrix G of the Granger-
causality graph directly from the coefficient matrices as Gij = 1(∃τ s.t. B(τ)ji 6= 0).
Alternatively, GTij = 1(∃τ s.t. B
(τ)
ij 6= 0), the transpose of G, indicates “Granger-
caused by” relations.
2.5 Finite Autoregressive Models
In this section we develop a few cursory properties of finite AR models which proved
important in experimental simulations. Note that the dimensions and the layout of
the following matrices are important to keep in mind.
The Wold decomposition theorem 2.7, and it’s inverted autoregressive formula-
tion 2.21 suggests that we model x(t) as an autoregressive system.
In order to derive models that are more amenable to fitting with real data, we will
restrict the autoregressive order to p. Since we know that for “most” L2 processes,
the series in 2.21 is `2 convergent, the B(τ) matrices when τ is large, have a small
effect. So it is reasonable to suppose that many processes in practice can be modeled
by finite autoregressions. This is common practice is the literature, and the simple
autoregressive model admits a wide array of generalizations.
Our model will take the following recursive form, with boundary conditions








ij xj(t− τ) + ei(t), (2.23)
where ei(t) is called the i
th input, and may be random. And, B
(τ)
ij ∈ R is the
τ -lag coefficient from process j to process i.
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If one imagines stacking into the page “depth-wise” the matrices B(τ) and then
looking through this stack in the ij position, they will see the column vector denoted
by B̃ij and we may interpret these coefficients as an LSI filter from process j to i
















The B̃ij notation is used to remind us that B̃ij is a column vector rather than a
single element, and to later distinguish between two matrices B and B̃.












B(τ)x(t− τ) + e(t)
x(t) = 0 ∀t ≤ 0,
(2.25)
which we will work with extensively.
2.5.1 Stability
Consider a first order discrete time AR model
x(t) = Ax(t− 1) + e(t) ; A ∈ Rn×n
It is well known that this system is stable if and only if the spectral radius of
A is strictly less than unity: ρ(A) , |λmax(A)| < 1. Due to it’s importance in this
thesis, we will derive a generalization to models of order p.
To this end, define the block companion matrix CB ∈ Rnp×np
CB =

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Hence we have stability if and only if |λ(CB)| < 1. We establish the criteria in
terms of B(z) =
∑p
τ=1 B(τ)z
−τ with the following proposition
Proposition 2.5. λ is an eigenvalue of CB if and only if det(In − B(λ)) = 0
Proof. (necessity) Suppose det(In − B(λ)) = 0, then ∃v ∈ Cnp \ {0n} such that




















and λ is an eigenvalue of CB.
(sufficiency) Suppose λ ∈ C, v ∈ Cnp forms an eigen-pair of CB. Then CBv = λv,
and 












where each vi ∈ Cn. From the lower n(p − 1) rows we see that vk+1 = λ−kv11
and combining this with the equation in the top n rows we obtain B(λ)v1 = v1 and
hence det(In − B(λ)) = 0.
The stability criterion is an immediate corollary.
Corollary 2.1. The autoregressive model of order p defined in equation 2.25 is
stable if and only if det(In − B(z)) 6= 0 ∀z ∈ C such that |z| ≥ 1.
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Chapter 3
Granger Causality - Methods
We will proceed by briefly describing some of the classical methods of statistically
testing for Granger causality in section 3.1. These methods however are not well
suited when the number of processes under consideration is large. That is, the
condition T >> np does not hold. We will develop methods based on sparsity
inducing regularization and convex optimization, which we will see leads to much
more workable techniques for large n.
3.1 Classical Methods
The classical methods of inference for Granger-causality were cemented by Geweke
in [10], and [11]. In the case of [10], a method for testing Granger-causality between
groups of processes is developed. This approach, based on a likelihood ratio test and
asymptotic theory, is adequate for pairwise testing between two processes, or groups
thereof. This case is not of great importance in this work, but was an important
stepping stone in the development of the classical theory.
The pairwise methods of [10] are extended in [11] to the case of conditional
Granger-causality, that is, Granger-causality between two processes with respect
to a group of processes, in the parlance of this thesis. It is suggested to use the
periodogram estimate of Ex(t)x(t−τ)T and then to solve the Yule-Walker equations,
providing estimates of the coefficients in 2.25, as well as the variance matrix of the
innovations. Lacking a tractable asymptotic approach, Geweke goes on to form
approximate confidence intervals for test statistics used to infer Granger-causality.
3.2 The Linear Model
The Ensemble Model Suppose we have a zero mean, wide-sense stationary




B?(τ)x(t− τ) + e(t).
The notation B? refers to the true parameters of the model. Consider Granger-
causality with respect to the modeling space Ht,p defined in section 2.2.1.
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E J(B(1), . . . , B(p)), (3.1)
where
J(B(1), . . . , B(p)) = ||x(t)−
p∑
τ=1
B(τ)x(t− τ)||22 + λΓ(B(1), . . . , B(p)) (3.2)
is the Lagrangian loss function in which Γ codifies our restriction to the set Ct.
Remark 13. In our formulation of Granger-causality (see chapter 2), this corre-
sponds to restricting Ht,p to the subset Ct = {
∑p
τ=1 B(τ)x(t−τ) | Γ(B) ≤ λ̃} ⊆ Ln2 ,
where λ̃ depends on λ. Essentially, 3.1 is a Lagrangian reformulation of the restricted
problem.
The subset Ct is convex whenever Γ is convex, and indeed, it is generally ex-
tremely difficult to solve 3.1 unless this is the case. The analogous application
of proposition 2.4 to this model will give us Granger-causality with respect to
Ht,p ∩ Ct. That is, e.g. xi(t) −→
Ht,p∩Ct
xj(t). If Γ(B
?(1), . . . , B?(p)) ≤ r, then
xi(t) −→
Ht,p∩Ct
xj(t) ⇐⇒ xi(t) −→
Ht,p
xj(t).
Remark 14. The question should be raised whether or not strong duality holds for
the Lagrangian relaxation applied to the calculation of Ê[x(t)|Ht,p ∩ Ct]. That is,
for any λ̃ defining the restriction Ct, does there exist a λ such that x̂(t), obtained
from solving 3.1, is equal to the projection Ê[x(t)|Ht,p ∩Ct]. In all of our cases, Ct
is formed from restricting some norm of the coefficient matrices B, in which case
B = 0 is an easy Slater (strictly feasible) point. The question of strong duality begs
a more careful consideration in general, but we do not pursue this question further.
Remark 15. The autoregressive representation (Eq. 2.21), combined with the con-
nection to Granger-causality in proposition 2.4, tells us that we can determine every
Granger-causal relation amongst x(t) by solving 3.1, and that this procedure is suf-
ficient for any Markov WSS Ln2 process. This is a fairly wide class of processes,
although there are certainly processes in practice which do not satisfy these con-
ditions, even after significant preprocessing. Expanding the applicability of these
techniques is a topic of ongoing research, and our attempt to generalize the notion
of Granger-Causality to general convex projections is a small step in this direction.





where B?(τ) denote the minimizers of 3.1 with λ = 0. That is, the optimal
parameters for the loss function over the entire ensemble. The Granger-causality
graph G? is easily inferred from B?(τ) via proposition 2.4.
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Compacting the notation, we can rewrite equation 3.3 as
x?(t) = (B?)Tz(t),
where B? = [B?(1) B?(2) ... B?(p)]T ∈ Rnp×n vertically1 stacks all of the matrix
coefficients and z(t) = vec([x(t) x(t− 1) . . . x(t− p+ 1)]) ∈ Rnp vertically lays out
the vectors of samples according to their lag. The problem 3.1 becomes
minimize
B∈Rnp×n
E||x(t)−BTz(t)||22 + Γ(B). (3.4)
The Population Model In practice, we will draw T + p > p samples2 x(−p +
1), x(−p+2), . . . , x(T ) from x(t). The tth sample of process i will be written as xi(t),
which are grouped into a column vector x(t) = [x1(t), ..., xn(t)]
T; t = 1, . . . , T + p.
In this setting, it is necessary to replace ensemble averages with time averages and







||x(t)−BTz(t)||22 + Γ(B). (3.5)
The parameters B̂ which solve3 the minimization problem 3.5 are themselves
random, they “inherit” randomness from x(t). If we are using all of Ht,p as our
modeling space (in which case Γ = 0) then unless T >> np, the variance of B̂ may
be extremely large, that is, small changes in the samples of x(t) can lead to wildly
different sets of parameters. In the context of traditional regression problems, a
regularization function Γ(B) is added to the objective, which prevents B from being
“too large”. Our restriction of the modeling space with Ct, which is equivalent to
adding a regularization function, accomplishes the same goal, but we have made the
connection to Granger-causality more explicit.
Remark 16. The functional form of Γ can be specified depending on what type of
structure we want the resulting minimizer to take. For our purposes, Γ will always
be a norm, but this need not necessarily be the case in general, however, if Γ is not
at least convex, 3.5 is likely to be intractable.
Furthermore, we will generally write Γ as an abstract regularizer, the particular
form of which depends on the context. We will be more specific about Γ in section
3.4.
Remark 17. A significant amount of research has gone into the study of these types
of problems, see e.g. [32]. Indeed, least squares problems have been studied since
the time of Gauss. More generally, the formulation 3.5 is a type of “M-estimator”
see e.g. [33].
1We follow this layout convention so as to later be more consistent with the literature on linear
regression, which usually writes Xβ for a data matrix X and coefficients β.
2To avoid issues with p being less than the number of samples, we are here effictively dictating
that we draw at least T ≥ 1 additional samples.
3It is a question whether or not there is some B̂ which actually attains the minimum of 3.5.
We address this issue in 3.4.2
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We will continue to abbreviate our notation. Define the T ×n matrix of “future”







 , Z =

x(T − 1)T x(T − 2)T . . . x(T − p)T
x(T − 2)T x(T − 3)T . . . x(T − p− 1)T
. . .
x(0)T x(−1)T . . . x(−p+ 1)T
 , (3.6)
These matrices finally allow us to write 3.3 and 3.5 in a standard form:
Definition 3.1 (Standard Form). With the arrangement of data given in equation
3.6, we can formulate the problem 3.1 in what we will refer to as standard form, as





||Y − ZB||2F + λΓ(B). (3.7)
We can also write the model 3.3 in a slightly different manner, which emphasizes














=⇒ x̂(t)T = Z(t− 1)B̃,
where
ζj(t) = [xj(t) xj(t− 1) . . . xj(t− p)]T (p× 1)
groups lags of process j, and
Z(t) = [ζ1(t)T . . . ζn(t)T] (1× np)
horizontally stacks each of these groups, and B̃i, (np×1) and B̃, (np×n) are given







 , B̃ = [B̃1 B̃2 . . . B̃n,] (3.8)
which organizes all of the filter coefficients. The tilde on top of the B matrix indi-
cates this rearrangement. Using these arrangements of data, we have the “alternate
form” version of 3.1.
29
3.3. CLASSICAL APPROACHES TO THE LINEAR MODEL
Definition 3.2 (Alternate Form). Given the matrix of data Y from 3.6, and defining













||Y −ZB̃||2F + λΓ(B̃). (3.10)
Remark 18. The differences between definition 3.1 and 3.2 are simply trivial rear-
rangements, but these rearrangements have a significant impact on the interpreta-
tions of the matrices B and B̃, as well as on the functional form of gradients etc...
in the following.
Remark 19. The Γ function appearing in equation 3.7 as well as in 3.10 need not
be the same function. At this point, it stands in only as a generic “placeholder” for
a regularization function, but we will use the same symbol to a particular function
after definition 3.3.
3.3 Classical Approaches to the Linear Model
3.3.1 Ordinary Least Squares
The ordinary least squares (OLS) solution, corresponding to Γ(B) = 0 in equation
(3.7) dates back to the beginning of the 19th century. The method is commonly
attributed to Gauss, although Legendre was the first to publish the method [34]. In























Remark 20. It is important to point out that when writing down the ordinary least
squares solution we are really viewing x(t) as a deterministic sequence. In some sense
this is perfectly correct since we have observed the sequence and seek to find a model
that explains it. On the other hand, the advantage of viewing x(t) as a stochastic
process is that we may attempt to design a model that makes sense for the entire
ensemble of possible realizations of x(t). If we suppose that the noise sequence e(t)
in 2.21 is not merely white, but is in fact Gaussian, then the maximum likelihood
estimate of B corresponds exactly to the OLS solution. Without the Gaussian
supposition, the stochastic models rapidly become intractable.
Alternatively, if we restrict ourselves to the use of second order statistics, it is
possible to specify conditions under which equation 3.11 will converge to the Linear
Minimum Mean Square Error estimator BLMMSE = Σ
−1
z Σzx as T → ∞. Hence,
working in the context of OLS is a reasonable approach.
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Remark 21. It is easy to check that these matrices are all correctly specified by
noting the orthogonality condition (Y − ZB) ⊥ Z =⇒ B = Σ−1z Σzx, and then
verifying that the dimensions line up.
The following results are vector generalizations of standard results for OLS in the
scalar case. Asymptotic hypothesis testing corresponds essentially to the “classical”
approach to Granger-causality. In order to obtain an asymptotic distribution for
least squares, we need a substantial number of nontrivial conditions to be met.
OLS Asymptotics Conditions














T = Σxz. In P or a.s. (LLN 2)







T = 0 (LLN 3)







e(t)z(t)T) ∼ N (0, In2p) (Residual CLT)




e(t− τ)z(t− τ)T)T] =
{
0, τ > 0
















z(t)z(t)T)T] <∞ (Bounded 4th Moments)
Where we use the arrow notation as a short hand for vec as in −→x ∆= vec(x).
The conditions (LLN 1), (LLN 2), (LLN 3), and (LLN 4) are standard laws of




= E[x(t)z(t)T], E[e(t)z(t)T] and R.
The condition (Correct Model) is the most difficult to verify, or the most dis-
honest to simply assume. The intuition is that our data must truly come from an
autoregressive model. This condition is violated for example if the data generating
process is nonlinear, time varying, has a moving average component, or has a model
order other than p. Tests exist for attempting to check these conditions in practice
[27], [35].








Finally, the conditions (Consistent RT ) and (Bounded 4
th Moments) are neces-
sary to obtain consistent estimates of the R matrix in (Residual CLT). The suppo-
sition that e(t) is a martingale difference sequence with respect to z(t) and x(t− 1)
is sufficient for (Consistent RT ).
31
3.3. CLASSICAL APPROACHES TO THE LINEAR MODEL
OLS Asymptotics
Suppose throughout that (L2 Processes) holds, and that anything that needs to be








































=⇒ E[BOLS] = E[B].
Where (a) follows given (LLN 1), (LLN 2), and an application of Slutsky’s the-
orem. In equality (b) ε(t) is the error between x(t) and Bz(t) and given (Correct
Model) we have ε(t) = e(t) which is assumed for (c), and allows us to conclude
the consistency (d) since E[e(t)z(t)T] = 0. The consistency of BOLS to some “true”


















































B )→ N (0, In2p).
(3.13)
Where (b) is conditional upon (Residual CLT) and we have applied the identity
vec(ABC) = (CT ⊗ A)vec(B) in (a). Since we do not have direct access to Σz, it







The covariance matrix R is also unavailable to us, and it is rather more difficult
to estimate. We will employ estimates of e(t), denoted ê(t) to do so. Let
ê(t) = x(t)− x̂(t) = e(t)− (BOLS −B)z(t).
Then,
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Where we get the limit (a) by applying (LLN 4) to the first term (which converges
to R), (LLN 3), (LLN 4), and Slutsky’s theorem to the middle two terms (converging
to 0), and finally the (Bounded 4th Moments) to the last term, which hence will go
to 0.
























−→ N (0, In2p) as T →∞.
(3.14)
From this asymptotic distribution, it is possible to form hypothesis tests for the
Granger-causality adjacency matrix G. However, two huge issues with this approach
are immediately apparent:
1. The estimate BOLS has very high variance unless T >> np (it is not stable).
2. The necessary conditions are extensive
This straightforward approach is not at all appropriate for estimating causality
graphs with a large number of nodes.
Tikhonov Regularization
The standard approach to deal with the issue of stability for BOLS is referred to
as either Tikhonov regularization, or ridge regression (we abbreviate as “LST” for
“least squares Tikhonov”). In this approach we use the squared 2-norm as a regu-
larizer in 3.5, that is, use Γ(B) = ||B||2F . This discourages the B matrix from being





While this modification enables us to make stable estimates of model parameters
from observed data, the estimate is biased: E[BλLST ] 6= B (unless λ = 0), and hence
a lot of standard hypothesis testing machinery is invalid. Tikhonov regularization
is an highly applicable technique for regression problems in particular when the
end goal is forecasting. In the context of Granger-causality however, since BλLST is
entirely dense, an additional step is required to choose how to infer the presence or
absence of edges in the Granger-causality graph. We next explore some alternatives,
in which the inferred model is naturally sparse.
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3.3.2 The LASSO
Take an example of economic forecasting. We may be interested in, for example,
making predictions about the price of corn at some time in the future given data
about interest rates, employment, the price of oil, sunspot activity, and any number
of other features. If we are so industrious as to collect a great number of features,
say, n of them, then it is almost certain that some of these features will have no value
whatsoever for the task of predicting corn prices. In this case, it would be naturally
desirable to narrow down the number of features we use to the ones that enable us
to make the most accurate predictions, or at least to provide a parsimonious model.
This is the problem of “best subset selection”.
A rather straightforward approach to the best subset selection problem is to fit
all of the models that are possible given the features we observe, and then use some
criteria to choose which one is best. If we apply some basic combinatorial reasoning,
it becomes clear that there are in fact 2n such models, and even for a modestly sized
n, to attempt to examine all of them would rapidly exhaust the patience of even the
most diligent of economists.
Example 6 (Best Subset Selection). In our context, we could attempt to formulate









and γ0(B) is the number of nonzero coefficients of the matrix B. The corresponding
(Lagrangian) formulation uses Γ(B) = γ0(B) which effectively codifies our desire
for more or less sparse coefficient matrices. Unfortunately, Ct,r is not convex, and
best subset selection is almost entirely intractable for even a modest number of
parameters.
Sparsity inducing regularization is an approximation to the best subset selection
problem for fitting regression models in which we make the a priori supposition that







ij | results in the minima of the program having many entries
exactly equal to 0, as seen in the following example. This technique is referred to
as LASSO (Least Aboslute Shrinkage and Selection Operator) regression, and has
been used at least since [36]. Related theoretical properties of sparsity were studied
in the landmark paper of Candés [37]. See also the recent book [38].
Example 7 (LASSO). Consider an ordinary regression problem where we are given
a set of input/output pairs (not necessarily time series) {(y(t), x(t)) ∈ R × Rn, t =
1, 2, . . . , T}, and we want to fit the model ŷ = xTβ. Let y and X be the natural
arrangements of the data so that the ith row of X corresponds to samples x(i). If
X is full rank, and T ≥ n, the OLS approach is to use βOLS = (XTX)−1XTy. The





||y −Xβ||2 + λ||β||1, (3.15)
using the 1-norm regularizer ||β||1 =
∑n
i=1 |βi|. If we consider the function
γq(β) =
∑n
i=1 |βi|q, the smallest value of q such that γq is convex, is q = 1, in which
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case γ1(β) = ||β||1. From this perspective, the LASSO problem 3.15 is a convex
relaxation of the best subset selection problem.
Like best subset selection, it can be shown that we obtain a sparse solution from
solving 3.15; many of the entries of β̂ are 0. Furthermore, this convex program still
admits a unique solution (under mild conditions) even when n >> T , a case in
which the OLS solution does not even exist. A particular and illustrative special
case is easy to analyze, as seen in the next example.
Example 8 (Orthgonal Design LASSO ([38])). Consider the setting of the previous
example. If the design matrix X is orthogonal and normalized such that 1
T
XTX = I,
then we can obtain an illustrative closed form solution.
We wish to minimize the objective function J(β) = 1
2T
||y −Xβ||22 + λ||β||1. To
this end, consider the subdifferential (see definition 3.4) of L:
∂J(β) = − 1
T
XT(y −Xβ) + λ∂||β||1. (3.16)
The vector β̂ is a minimizer of J if and only if 0 ∈ ∂J(β̂) ⇐⇒ 1
T
XTy − β̂ ∈
λ∂||β̂||1. If we then apply the normalization 1T X
TX = I, and consider the jth
component individually this is equivalent to:
1
T
xTj y − β̂ ∈ λ∂|β̂j|,∀1 ≤ j ≤ n,
where ∂|β̂j| is given in example 9. Hence, we have
β̂j = 0 ⇐⇒
1
T
xTj y ∈ [−λ, λ] ⇐⇒ |
1
T
xTj y| ≤ λ.
And, in the case where β̂j 6= 0, β̂j = 1T x
T
j y − λsgn(βj). Reasoning by cases for
1
T
xTj y > λ and
1
T





xTj y − λ, 1T x
T
j y > λ
0, 1
T
xTj y ∈ [−λ, λ]
1
T
xTj y + λ,
1
T
xTj y < −λ
,
or, β̂j = sgn(x
T
j y)(| 1T x
T





an operation called “soft thresholding”.
Remark 22. The above example is illustrative, as in our case the data (design)
matrix need not be orthogonal, and we are working with a matrix of variables, rather
than a vector. This latter difference is essentially trivial since XB = (I ⊗X)vecB,
the LASSO formulation applies equally as well to a matrix variable as a vector. The
issue with non orthogonal data matrix is more significant as there is no longer a
closed form solution, but fast iterative algorithms can be derived to solve 3.15, and
it can be shown that the resulting minimizer is sparse.
Remark 23. The sparsity inducing LASSO is attractive for detecting potential
Granger-causal relations amongst a large number of processes when we do not have
enough data to reasonably apply asymptotic estimation methods, since the LASSO
automatically selects a subset of variables.
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3.4 Depth Wise Grouped LASSO (DWGLASSO)
The group LASSO (GLASSO) is a method for encouraging simultaneous sparsity of
groups of variables. This is in contrast to the overall “random” sparsity pattern of





where G specifies a set of groups, and Bg ∈ R|g| is a vector constructed from Bij
according to (i, j) ∈ g. This approach was first proposed in [39], and the un-squared
2 norm on the groups induces group-wide sparsity where every entry Bij having
(i, j) ∈ g is simultaneously set to 0. Depending on the grouping structure, this can
be simple (if we group only on the rows or columns of B) or rather complicated if
we want to pick the groups from arbitrary (or at least less-structured) locations in
B.
For application to causality graphs, it makes sense to form the groups from edges








and we want to encourage either Bij(z) = 0 or B
(τ)
ij 6= 0, τ = 1, 2, ..., p so that in the
former case we conclude that there is no causal relation.
Recall the vector B̃ij = [B
(1)
ij , ..., B
(p)
ij ]
T specifying the coefficients of the edgewise
filters, (2.24, 3.8). With this notation we define a particular regularization function.
The same regularization function was also employed by [40].
Definition 3.3 (Depth Wide Group LASSO Regularizer). We define the DW-







which is a group LASSO penalty function. That is, an L1 norm of the L2 norms.
This is sometimes written ||B̃||1,2.
Remark 24. Since we employ different rearrangements of the autoregressive coef-
ficients, e.g. as B in the standard form 3.7 and as B̃ in the alternate form 3.10, we
remark that the definition of ΓDW is to always sum the coefficients of the edge wise
filters as in equation (3.18), regardless of whether we write ΓDW (B) or ΓDW (B̃). The
subdifferential (see section 3.4.1) hence needs to be interpreted correctly in context,
the matrix Φ ∈ ∂ΓDW (B) is different than Φ ∈ ∂ΓDW (B̃) in it’s layout.
Finally, we will tend to simply write Γ, rather than ΓDW hereafter.
Remark 25. It is natural to think of the matrix B as being 3-dimensional with
the B(τ) matrices being stacked depth-wise. The vector B̃ij can then be viewed as
extending into the page at location (i, j) of B. For this reason, we refer to this
particular grouping structure as “depth-wise” and hence refer to 3.5 with Γ
∆
= ΓDW
as the Depth-Wise Group LASSO (DWGLASSO) problem.
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3.4.1 Properties of ΓDW
In this section we derive some fundamental properties of ΓDW including the dual
norm, the subdifferential, and induced matrix norms. We will work with Γ as a
function Γ : Rnp → R where we have n groups of size p, as this elucidates the
fundamental properties. Modification to any particular arrangement of matrices in






where x̄j = [x(j−1)p+1 x(j−1)p+2 . . . xjp]
T ∈ Rp denotes for 1 ≤ j ≤ n the n groups
of size p from the vector x.
It is immediate to verify that Γ is a norm on Rnp. We have Γ ≥ 0, the triangle
inequality Γ(x+y) ≤ Γ(x)+Γ(y), and Γ(αx) = |α|Γ(x) from the analogous properties
of || · ||2. The point separation property Γ(x) = 0 ⇐⇒ x = 0 follows as well, but
we stress that this is the case only if all of the n groups are included in Γ.
From here it also follows that Γ is convex, as this is a property true of any norm.
Subdifferential
In this section, the subdifferential of Γ, denoted by ∂Γ, will be viewed as a set valued
mapping from Rnp into the power set thereof. This is a generic arrangement of the
matrix entries which serves to elucidate the structure of the subdifferential, recalling
the discussion in definition 3.3, the arrangement must be interpreted in context.
The subgradient is a generalization of the gradient to non-differentiable functions
and has important properties and applications in convex analysis [41] [20].
Definition 3.4 (Subdifferential). For a function f : Rn → R (which need not be
differentiable), the subdifferential ∂f : Rn → P(Rn) is defined as
∂f(x) = {φ ∈ Rn | f(y) ≥ f(x) + φT(y − x), ∀y ∈ dom f}, (3.20)
which gives the normal vectors for hyperplanes supporting the epigraph of f .
Each element of this set is called a subgradient.
Essentially, the subdifferential of a function at a point x is defined through the
set of all affine minorants at that point. See figure 3.1
Theorem 3.1 (Subdifferentials of Convex Functions [20]). For any convex function
f : Rn → R, the subdifferential ∂f(x) is a non-empty, compact, and convex subset
of Rn, for every x ∈ dom f . Furthermore, at points where f is differentiable we
have ∂f(x) = {∇f(x)}, that is, the only subgradient is the gradient.
Example 9 (Absolute value). The most natural example of a subgradient is fur-




{−1}, x < 0
[−1, 1] , x = 0
{1}, x > 0
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Figure 3.1: A convex function with non-differentiable “kinks”. Examples of subgra-
dients at x0 are shown in red.
In general, characterizing the subdifferential of a convex function is very difficult
and one must often be satisfied with obtaining just a single subgradient. In our case
however, the non-overlapping group structure makes it relatively easy to obtain a
complete characterization of ∂Γ. To this end, define the finite family of n functions
ηj : Rnp → R by ηj(x) = ||x̄j||2, for 1 ≤ j ≤ n. Note that each ηj is a semi-norm,
as the point separation property ηj(x) = 0 ⇐⇒ x = 0 is not satisfied. Using
the linearity property for subdifferentials ∂Γ(x) =
∑n
i=1 ∂ηj(x), we can obtain the
subdifferential of Γ.
Proposition 3.1 (Subdifferential ∂Γ). We have φ ∈ ∂Γ(x) if and only if
φ̄j ∈
{
Bp(0; 1), x̄j = 0
x̄j/||x̄j||2, otherwise
∀ 1 ≤ j ≤ n, and φ = [φ̄1 . . . φ̄n]T. The notation Bp(c; r) denotes the closed
euclidean ball in Rp centered at c and with radius r.
Proof. From the definition, we can see that the subdifferential of ηj can be obtained
group-component-wise as
∂ηj(x) = [ηj(x)1 . . . ηj(x)n]
T,
where ηj(x)i = 0 whenever i 6= j, since any nonzero y that is zero inside group
j will have ηj(y) = 0 and the freedom to choose y in the definition can easily lead
to contradicting the inequality in the definition, unless φ is zero outside of group j.
We then have
(∂ηj(x))j = {φ ∈ R
p | ηj(y) ≥ ηj(x) + φT(y − x̄j), ∀y ∈ Rp}





Bp(0; 1), x̄j = 0
x̄j
||x̄j ||2 , otherwise
,
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where the case x̄j = 0 in (a) follows because for any φ with ||φ|| > 1, we could
choose y = φ and obtain the contradiction ||φ||2 ≥ ||φ||22, while the case for x̄j 6= 0
is obtained by differentiation since || · ||2, is differentiable as long as the argument is
not zero.
Taking the minkowski sum of ∂ηj(x) gives the result.
A second useful property, which in fact holds for norms in general by Fenchel’s
inequality, is as follows.
Proposition 3.2. For any φ ∈ ∂Γ(x) we have φTx = Γ(x).




j x̄j. Now, if x̄j = 0 then clearly φ̄
T
j x̄j = 0. On the
other hand, if x̄j 6= 0 then φ̄j = x̄j/||x̄j||2 and hence φ̄Tj x̄j = ||x̄j||2. Taking the sum
over j completes the proof.
Dual norm Γ? of Γ
The dual norm is an important concept in analysis which we will draw on later.




Again, it may in general be rather difficult to evaluate this quantity for any
arbitrary norm || · ||, but the case of Γ is tractable.




Proof. First, since we are working in a finite dimensional space, the set of all z such
that Γ(z) ≤ 1 is compact and secondly, the function Γ is continuous. We can hence
apply the extreme value theorem and write Γ?(y) = max
Γ(z)≤1
zTy.
































where (a) follows by the Cauchy-Schwarz inequality and (b) is by Γ(z) ≤ 1. This
inequality can be achieved by setting z̄j∗ = ȳj∗/||ȳj∗||2 where j∗ is the index that
achieves max
1≤j≤n
||ȳj||2, and z̄i = 0 for every other index.
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Proposition 3.4. For any φ ∈ ∂Γ(x) we have Γ?(φ) ≤ 1.
Proof. This is immediate from equation 3.22 and proposition 3.1.
Induced Matrix Norms
The concept of a matrix (or more generally operator) norm induced by another
norm is important in order to bound the possible value of expressions taking the
form ||Ax||.
Definition 3.6 (Induced Norm). For a matrix A ∈ Rn×m, the norm ||A||α,β induced




We abbreviate ||A||α,α by ||A||α.
For our purposes, we are interested in || · ||Γ and || · ||Γ? . In particular, since (from
proposition 3.4) we have Γ?(φ) ≤ 1 for any φ ∈ ∂Γ(x), the term ||A||Γ? can serve as
a uniform bound on Γ?(Aφ).
It is necessary first to establish some additional notation. For a matrix A ∈
Rnp×mp we will denote by Āi (1 ≤ i ≤ n) the p×mp submatrix of A whose upper left
most element is given by A(i−1)p+1,1, by Ā
j (1 ≤ j ≤ m) the np×p submatrix whose
upper left most element is give by A1,(j−1)p+1 and by Ā
j
i the obvious p×p submatrix.
In this way, the whole matrix A may be formed as a block matrix containing each of
the mn square submatrices Āji , or of the n “fat” rectangular Āi matrices, or of the
m “skinny” rectangular matrices Āj. Essentially, these submatrices make it easy to
consider grouped structure.




































































where in (a) we are replacing the maximization over Γ(x) ≤ 1 by maximization
first over the direction of each of the m groups of x followed by maximization over
the allocation to each of these directions, the vector ρ ∈ Rm provides a convex
combination. The equality in (b) is obtained by allocating the entire weight to the
largest singular value in the preceding sum.
This final quantity can be attained with Γ(x) ≤ 1 by choosing x so that x̄j is
the singular vector corresponding to the maximizing submatrix and 0 elsewhere.








where σmax gives the largest singular value of a matrix.
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where in (a) we have applied the definition of the dual norm, (b) follows by the
application of Cauchy-Schwarz followed by the operator norm bound, (c) follows by
taking each ||x̄j||2 = 1 (recall equation 3.22), and the final equality by assigning all
of the available weight to the maximizing group of z.
We can achieve this bound by choosing the groups of x and z to correspond to
the maximizing left and right singular vectors of the p× p sub matrices.








where σmax gives the largest singular value of a matrix.
Proof. First, Γ(Ax) = sup
Γ?(z)≤1
zTAx, that is, the dual of the dual is the original. After
this, the proof is entirely analogous to proposition 3.25.









Proof. Again, apply the fact that (Γ?)? = Γ). The rest is similar to the proof of
proposition 3.6.
The preceding propositions display pleasing symmetry amongst the grouped
norm Γ, it’s dual, and the four naturally induced matrix norms. We will finish







Where we have indicated that ||A||Γ and ||A||Γ? need not be comparable.
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3.4.2 Existence, Uniqueness, and Consistency
The question of whether or not the DWGLASSO problem has a unique minimizer
is important for us, since the minimizer is our primary interest, and not simply the
minimum value, or a sufficiently useful set of parameters. We want to be able to





||Y −BZ||2F + ΓDW (B), (3.29)
consisting of the loss function L(B) = 1
2T
||Y−BZ||2F and the regularizer ΓDW (B).
This is the standard form formulation, but since Z is simply a permutation of
the columns of Z, the results of this section hold also for the alternate formulation.
Proposition 3.9 (Existence). The objective function J(B) of equation 3.29 has a
minimum value Ĵ = infB J(B), which is attained for some B̂.
Proof. Since J ≥ 0, we must have Ĵ = inf J ≥ 0. Secondly, J is the sum of two
norms and is hence a coercive (and continuous) function, that is, J(B) → ∞ as
||B||F → ∞. This implies that, since 0 ∈ dom J and thus Ĵ ≤ ||Y ||2F , that the
set {B | J(B) ≤ ||Y ||2F} is compact. Application of the extreme value theorem over
this set implies the existence of a B̂ such that J(B̂) = Ĵ .
The case of uniqueness is more nuanced, particularly if we consider the “high
dimensional” regime where np > T .
Proposition 3.10 (Uniqueness). If rkZ = np, then J has a unique minimizer B̂.
Proof. Consider only the loss function L. This function is differentiable, and it’s
Hessian is given by 1
T
ZTZ. Recall that Z is a real valued (T × np) matrix. If
rk Z = np (that is, Z is full rank), then 1
T
ZTZ  0. The positive definite-ness of a
function’s Hessian is a standard condition to verify strict convexity, in which case
J has a unique minimizer (see 2.4) since the sum of a convex and a strictly convex
function is strictly convex.
Remark 26. In the case for which we have more samples than there are parameters
(T ≥ np), then barring trivial pathologies causing a rank deficiency, proposition 3.10
will always apply. The issues occur when T < np, in which case rkZ ≤ T < np.
The Case T < np
Uniqueness When T < np, proposition 3.10 will never apply. However, it is still
possible that there exists a unique minimizer. In the case of the LASSO in classical
regression, these issues are well understood (see [38], [33] and [42]). The crux of
the matter is that the design matrix must satisfy a “mutual incoherence” condition.
Recalling the LASSO example 7, mutual incoherence posits the existence of some
c > 0 such that
max
j∈Sc
||(XTSXS)−1XTSxj||1 ≤ 1− c, (3.30)
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where S denotes the support set of the optimal (for the ensemble) parameter
vector β?. The intuition is that there is minimal “mixing”, or “approximate orthog-
onality” between the data from indices in S and those in Sc. The ideas surrounding
mutual incoherence are pervasive in the literature on sparsity.
Consistency In regression it is typical to show that mutual incoherence holds with
high probability for the model under consideration and then to apply it to establish
consistency in the sense that, (with high probability) supp(B̂) = supp(B?), where
supp(·) refers to the support of the parameter vector.
In the case of our DWGLASSO program, it is reasonable to believe that similar
results should apply. Indeed, the analogous proof methods work when applied to
deterministic Z matrices, and an analogous incoherence condition can be stated.
The question is whether or not a high probability result holds in our data gener-
ating model, given that e(t) is Gaussian, or even sub-Gaussian or sub-Exponential.
Unfortunately, we are not in a position to include such a result in this thesis, but
this is the topic of our current research.
3.5 Algorithms for DWGLASSO
Since the DWGLASSO problem does not have a closed form solution in general, it
is necessary to apply an iterative numerical algorithm. There are a wide array of
algorithm design methods available for solving convex optimization problems, even
when the functions involved are not convex. We discuss two of these algorithms
here, beginning with a straightforward subgradient descent algorithm in 3.5.1, and
then developing a more sophisticated proximal method in 3.5.2.
3.5.1 Subgradient Descent
Subgradient descent is a method for non-differentiable optimization analogous to
regular gradient descent. We have drawn primarily upon [43] as a reference.
Suppose we have a convex, though not necessarily differentiable, objective func-
tion J : Rn → R. To minimize an objective J(x), subgradient descent dictates that
we perform the following iteration, after arbitrary initialization of x(0) ← x0:
x(k+1) ← x(k) − αkφJ(x(k)), (3.31)
where αk is a predetermined sequence of step size parameters, and φJ(x) ∈ ∂J(x)
is an arbitrary subgradient. This method is exactly analogous to gradient descent.
Remark 27. Interestingly, the proof of convergence (see [43]) for subgradient de-
scent shows only that the distance between the current iterate xk and the optimal
x∗ decreases monotonically ||x(k+1) − x∗|| ≤ ||x(k) − x∗||, rather than a monotonic
decrease in |J(x(k+1)) − J∗| as with standard gradient descent. This is because
subgradients are not necessarily descent directions for J .





||Y −ZB̃||2F + λΓDW (B̃),
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which we wish to minimize over B̃ ∈ Rnp×n. There is no closed form solution to this
problem, and the non-differentiability of ΓDW at B̃ = 0 adds an additional annoy-
ance. This task is however amenable to subgradient descent. The subdifferential of
J(B̃) is given by:
∂J(B̃) = − 1
T







+ λ∂ΓDW (B̃). (3.33)
Hence, we have the proposition:
Proposition 3.11 (Subgradient Descent for DWGLASSO). After arbitrary initial-
ization of B̃(0) ∈ Rnp×n, define the iterations, jointly and simultaneously carried out


















Where φ specifies a subgradient as given in proposition 3.1, and yi is the i
th
column of Y . If the minimum value of 3.10 with regularizer ΓDW then
J(B̃(k))→ Ĵ as k →∞.
Furthermore, if there is a unique minimizer
̂̃
B then
||B̃(k) − ̂̃B||2F → 0 as k →∞.
Before we prove this proposition, we start with a lemma:
Lemma 3.1. The function J(β) = ||y − Zβ||22 + ΓDW (β) for β ∈ Rnp is Lipschitz
continuous over the region ||β||2 < C with parameter max(Cσ1(Z)2 + ||ZTy||2, 1).
Proof. Firstly, we can see that ΓDW is Lipschitz with parameter 1 by the reverse
triangle inequality ||x||2 − ||x′||2 ≤ ||x− x′||2.
Second, we will use the differentiability of L(β) = ||y−Zβ||22, combined with the




















≤ Cσ1(Z)2 + ||ZTy||2
where (a) follows from the operator norm for ZTZ.
Finally, the sum of two Lipschitz continuous functions is similarly a Lipschitz
continuous function having parameter equal to the maximum of the two former
Lipschitz parameters.
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We now proceed with the proof of proposition 3.11.
Proof. The objective function given in the alternate formulation 3.10 is separable
over the columns of Y and B̃ (indeed, this is the primary motivation for this for-
mulation), so the iterations of 3.34 work to solve the n separated problems via
subgradient descent.
Since the objective is coercive, there must be some Ci ≥ 0 such that the solution̂̃
Bi to the i
th separated problem has ||̂̃Bi||2 ≤ C. If we apply the lemma 3.1 over this
set, we see that the relevant objective function is Lipschitz continuous.
The convergence of the objective value and the parameters now follows from the
convergence theorem for subgradient descent [43].
3.5.2 Alternating Direction Method of Multipliers (ADMM)
Alternating Direction Method of Multipliers (ADMM) is a method for non-differentiable
convex optimization. We have drawn upon [44] and [45] as references for these tech-




subject to Axx+ Azz = c,
(3.35)
where f and g must be convex, but need not be differentiable.
















µ||Axxk+1 + Azz − c+ uk||22
]
uk+1 ← uk + Axxk+1 + Azzk+1 − c.
(3.36)
We will see in the sequel that introducing the proximity operator of a convex
function is very useful for working with the so called “consensus form” of 3.35.
In the following, we use ψ to denote a function whose range is R∪{∞} and which
is convex, closed (meaning that epi ψ is a closed set), and proper (it’s domain is non-
empty). We will abbreviate these three conditions and simply refer to the functions
as convex.
Definition 3.7 (Proximity Operator). The proximity operator of a convex function
ψ : Rd → R at a point v (if ψ has matrix domain then || · ||2 becomes || · ||F ) is










where µ > 0 is a parameter.
The most straightforward interpretation of the proximity operator is that we
optimize ψ in a trust region around v.
A very important property of the proximity operator is the Moreau decomposi-
tion:
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Theorem 3.2 (Moreau Decomposition).




(xTz − ψ(z)) (3.38)
is the Fenchel conjugate of ψ.
Remark 28. The Moreau decomposition tells us that if we can calculate the prox-
imity operator of ψ, then we can also calculate that of ψ∗, and vice versa. The
usefulness of this property cannot be understated.
Remark 29. There is a subtlety in the Moreau decomposition in which we actu-
ally need the conjugate of µψ in order to work with proximity operators when the












If we now specialize Ax = I, Az = −I and c = 0 in 3.35, we transform the
problem into the consensus form, in which ADMM now provides an algorithm for
the unconstrained problem of minimizing h(x) = f(x) + g(x). One of the primary
advantages of ADMM is that if h(x) is difficult to minimize when viewed as a whole,
but we can easily evaluate the proximity operators of f and g separately, then h can
be minimized by application of the consensus form ADMM, which comes down to
the evaluation of proximity operators:
xk+1 ← proxµf (zk − uk)
zk+1 ← proxµg(xk+1 + uk)
uk+1 ← uk + xk+1 − zk+1
(3.40)
Turning to DWGLASSO (in standard form), we have J(B) = 1
2T
||Y − ZB||2F +
λΓDW (B)
∆
= f(B) + g(B). In order to apply ADMM to this cost function we
need simply to obtain the proximity operators of f and g (recall that prox is easily
generalized to matrix arguments).
Proposition 3.12 (Proximity Operator of f(B) = 1
2T
||Y − ZB||2F ).













Note that the matrix inverse should not actually be calculated in practice, an
LU factorization of the positive definite matrix (ZTZ + 1
µ
I) should be cached and
the proximity operator evaluated via back substitution.
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Proof.







||Y − ZB||2F +
1
2µ
||B − V ||2F
]
.
Since this objective is differentiable and unconstrained, it is easy to solve. We
apply the method of [46] in which we first calculate a differential and then infer from
it the Jacobian matrix function
∂Pf
∂B
: Rnp×n → Rnp×n.
dPf (B) = −
1
T
tr(Y − ZB)TZ(dB) + 1
µ



















(B − V ) + 1
T
(ZTZB − ZTY ).




























and since the function Pf is strongly convex, we have obtained the unique global
minimizer.
















otherwise. The notation Ṽij is defined in the same way as B̃ij in 2.24 and,
(a)+ = max(0, a). This is referred to as a block wise soft thresholding operation.
Proof. Let φ(B̃ij) = ||B̃ij||2, then g(B) = λ
∑
ij φ(B̃ij). Since || · ||22 and g both
separate along columns of B̃, so too does the optimization problem which defines







From 3.38 we have
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, {z = tx}
= IB2(x),
the indicator function for the Euclidean unit ball4,
IB2(x) =
{
0, ||x||2 ≤ 1
∞, ||x||2 > 1
The proximity operator of IB2 at v is the projection of v onto B2. And, projection
of v onto the euclidean unit ball merely involves a rescaling of v hence,
prox(µφ)∗(Ṽij) =
{




where the scaling by µ comes from 3.39.
We then use the Moreau decomposition 3.37 to obtain








The additional scaling by the regularization parameter λ follows easily by rescal-
ing µ.
Hence, we have algorithm 1 for fitting the model 3.5 with the DWGLASSO group
structured penalty.
Computational Considerations
The computational complexity of the algorithm is actually more modest than it may
initially appear. In the common case that T is much larger, or at least comparable,
to np the complexity is dominated by the calculation of ΣZ , which takes O(n
2p2T )
time. In a high dimensional case in which np > T , the calculation of the LU
factorization dominates with an O(n3p3) time requirement. Each iteration of the
repeat loop has an O(n2p) complexity. The time complexity is linear in the number
of data samples, although cubic in the time lag p and number n of processes.
The choice of the parameter λ will be discussed in the sequel. The choice of µ
is less important, we have found via ad-hoc tuning that µ = 0.1 has worked well.
It is important to note however that changing µ has an effect on the convergence
criteria, and hence µ should be kept fixed if results are to be comparable.
4In general, the Fenchel conjugate of a norm is the indicator of the dual norm unit ball
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Data: µ > 0, λ > 0, ε > 0, Z ∈ RT×np, Y ∈ RT×n
Result: B̂ ∈ Rnp×n such that x̂(t) = z(t)B̂
Initialization: k = 0, Bkc = 0, B
k










ZTY # covariance estimate
L,U ← lu factor(ΣZ + 1µInp)
repeat
Bk+1c ← lu solve
B
{






V ← Bk+1r +Bku










Bk+1u ← Bku +Bk+1c −Bk+1r
k ← k + 1
until 1
n2p
||Bkc −Bkr ||2F ≤ ε # convergence;
return Bkr # sparse solution
Algorithm 1: DWGLASSO
3.5.3 Elastic-Net DWGLASSO
An issue with LASSO type methods is that while the objective functions are convex,
they need not be strictly convex when T < np. This means that there may be a
(convex) set containing many different global minimizers. This implies that when
fitting the AR model 2.25, if x(t) has a high degree of co-linearity then the estimates
of B(τ) will not be stable, in the sense that one process from a group of correlated
processes can be chosen, the rest being ignored. The particular minimizer chosen
by the LASSO is arbitrary, and can easily vary across realizations of the data, as
well as when λ varies.
One solution to this problem is given by [47] and is referred to as the elastic-net.
The idea here is to blend together the Tikhonov and LASSO penalties with another
parameter α ∈ [0, 1]. The addition of the Tikhonov regularization has the effect of
blending together correlated variables. Many desirable properties of the elastic net
come from the fact that the objective function is strongly5 convex.
It is quite easy to extend the DWGLASSO to an elastic-net variation by using
the blended regularizer, with the parameter α ∈ [0, 1]6:
ΓDWe(B) = α||B||2F + ΓDW (B).




||Y − ZB||2F + λ
[








And, the modified proximity operators for ADMM follow easily.
5strong convexity implies strict convexity.
6One can alternately use 12α||B||
2




Proposition 3.14 (Proximity Operator of f(B) = 1
2T
||Y −BZ||2F + λα||B||2F ).





























The above proximity operators can be substituted into the algorithm 1 to obtain
an elastic net analog of our proposed method.
3.6 Simulation Results
In this section we present some simulation studies in relation to the DWGLASSO
with data simulated from the model 2.23. While simulating from the true model,
when application data is naturally more complex, is sometimes a pointless exercise,
in our case it is an important first step because theoretical properties are not yet
fully understood. Further, it is necessary to know what is the ground truth causal
structure in order to draw conclusions. For application to non-synthetic data, chap-
ter 4 briefly reviews some applications of Granger-causality from the literature, and
we also present our own study.
In our simulations, the adjacency matrix G of the true underlying causal graph
G is given by sampling from a directed random graph having n nodes and edge
probability q. That is, the presence or absence the n2 possible edges (we include self
loops) are given by i.i.d. Ber(q) random variables.
The weights of each edge filter are sampled as i.i.d. Gaussian random variables,
where the variance of each of these is tuned so that “most” of the resulting autore-
gressive systems are stable (see section 2.5.1). We reject and resample any unstable
models.
Remark 30. We have applied some simple methods based on the Gershgorin circle
theorem in order to try to more clearly understand the relationships between the
underlying graph, the distribution of the filter weights, and the resulting stability of
the AR system. However, the bounds are not sharp enough to be of any real use in
sampling stable systems. As far as we are aware, there are a lot of open problems
standing in the way of a complete understanding of random distributions over the
space of stable autoregressive systems.
3.6.1 ADMM Convergence
Recall the ADMM algorithm given in equation 3.36. Convergence can be measured
by the euclidean distance between x(k) and z(k). It is typical for the iterates to
rapidly converge to a modest accuracy, without making very much progress with
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Figure 3.2: ADMM Convergence
further iterations. In some applications this may be a serious drawback, but this is
not the case for statistical applications, since the data is already noisy and models
are approximate.
In figure 3.2 we have run 50 simulations with parameters n = 50, T = 10000, p =
3, q = 0.2,Σe = 0.1I, which corresponds to the regime of abundant data. We have
plot the average over these 50 trials as well as some bounds between percentiles. As
expected, convergence to modest accuracy is rapid, with little progress thereafter.
We normalize the error by the number n2p of parameters so we are measuring the
error per parameter and in this way it is possible to specify a stopping criteria which
is consistent over different model sizes. e.g. one is to specify some ε > 0 such that
the algorithm halts when 1
n2p
||x(k) − z(k)||2F ≤ ε. We typically employ ε = 10−6 or
ε = 10−9.
3.6.2 Model Consistency in Squared Error
Consider the difference between the set of parameters B? optimal for the error func-
tion over the entire ensemble and the minima B̂ of the finite sample DWGLASSO
loss. That is, B? minimizes E||x(t) − Bz(t)||2F and B̂ minimizes 12T
∑T
t=1 ||x(t) −
Bz(t)||2F + ΓDW (B).
We consider here whether or not ||B̂−B?||2F → 0 as T →∞. We draw from our
random model some very large number of samples, and then minimize an empirical
objective using a progressively larger number of samples. We compare ordinary least
squares (OLS), Tikhonov regularized least squares (OLST) and the DWGLASSO
(DW).
Remark 31. Model consistency as measured by the euclidean norm is quite well
understood, even for general M-estimators (see [33]). Furthermore, convergence
in norm tells us little about the recovery of the actual underlying causality graph,
which is the object of our interest. We hence keep this section short.
In the case of ordinary least squares, the error between B̂OLS and B
? goes to zero
as T → ∞ under mild assumptions. However, as previous discussed, the estimate
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Figure 3.3: L2 Convergence
is highly unstable when T is small. In the case of the regularized solutions (OLST
and DWGLASSO), the error will not converge to 0 when λ is fixed, it is necessary
to also have λ→ 0 as T →∞.
This behaviour is observed in figure 3.3, where we have used n = 50, p = 3, q =
0.1 and held λ fixed. We further note that the regularized solutions are much more
consistent, the percentile regions being hardly visible.
3.6.3 Model Support Recovery
As with section 3.6.2 we consider here the distance between the finite sample mini-
mizer B̂ and the ensemble minimizer B?. In contrast to the previous section, we here
consider the supports (the indices of the non-zero entries) of the underlying causality
graph. We will refer to the causality graphs inferred from the sets of parameters as
Ĝλ and G
? in the obvious way.
For the simulations in this section, we have used n = 75, p = 3, q = 0.3 as well as
the elastic net version of DWGLASSO with α = 0.1 fixed. Note further that when
λ = 0, the DWGLASSO solution is the same as the OLS solution, and Ĝ0 will be
completely dense. Hence, there is some λ0 (possibly λ0 = 0) such that Ĝλ is dense
for every 0 ≤ λ ≤ λ0. On the other hand, as λ → ∞ there is some value λ∞ such
that Ĝλ∞ is entirely 0 for any λ ≥ λ∞. In the figures of this section, we generally
vary λ on a logarithmic scale between, roughly, these two quantities, λ ∈ [λ0, λ∞].
Our goal is to determine whether or not Ĝλ and G
? share the same support, and
when there are differences, what type of error is it (e.g. false positive or negatives).
It is common to measure the quality of the estimates via the precision, recall, and







TP, TN, FP, FN are the counts of true positives, true negatives, false positives,
and false negatives. The F1 score is the harmonic mean of the precision and recall.
Intuitively, the precision measures how often our inferred edges are truly present in
G?, and the recall measures how many of the true edges we discover. The F1 score
is a reasonable combination of these two quantities into a single performance metric.
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Figure 3.4: Random Guess, Base Probability q̂ ∈ [1, 0]
The above mentioned metrics are sensitive to the base probability q of an edge,
which we have fixed at 0.3. We hence employ a final measurement of quality,
Matthew’s correlation coefficient (MCC), which is applicable regardless of the base
probability. For the MCC measurement, a value of 0 indicates the quality of a ran-
dom guess (using any probability) and a value of 1 indicates that the graph has been
perfectly recovered. The definition of the MCC is given by
TP × TN − FP × FN√
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
.
This measure is easiest to understand at a glance, as we can immediately note
that “bigger is better”, but the F1 score is also a very common metric for binary
classification.
We first establish a baseline by sweeping through a probability q̂ from 0 to 1,
and form Ĝ by uniformly at random (with probability q̂) picking edges. The result
of this scheme is given in figure 3.4 with q̂ on the bottom axis, and with each of the
above error metrics given on the vertical axis. The MCC stays close to 0, which is
to be expected. On the other hand, our other error metrics can take on fairly large
values simply by guessing the dense graph. This random baseline should be kept in
mind while interpreting the next set of figures.
We form the figure 3.5 by sweeping λ through [λ0, λ∞] on the horizontal axis.
It is clear that there is some value of λ which is optimal 7 for a particular instance
of the problem. From the figures we can also see the tendency for the best possible
performance to improve as we obtain more samples, with T = 20000 being enough
to almost perfectly reconstruct the underlying graph.
Remark 32. For the simulations of figure 3.5 there are n = 75 nodes, which corre-
sponds to as many as 5625 possible directed edges (including self edges), and with
p = 3 there are 16875 parameters in the model. With only T = 20 samples, the
DWGLASSO performs at best marginally better than randomly guessing, and given
such a limited quantity of data, there isn’t much that can be done. Given only
T = 200 samples, a regime in which (since rkZ = np = 225) the OLS or Tikhonov
7The notion of “optimal” here depends on how much one cares about the difference between
false negatives and false positives. And, it may also be the case that there is no one single optimal
λ, but some Pareto optimal interval.
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Figure 3.5: Support Recovery, λ ∈ [10−5, 10−1.5]
(a) T = 20 (b) T = 200
(c) T = 2000 (d) T = 20000
solutions still fail to even exist, we see a discernible improvement in the F1 score
and the MCC over randomness. Observing T = 2000 samples (still fewer than the
number of parameters) is more than enough obtain a reasonable level of accuracy,
and T = 20000 samples is enough for almost perfect recovery.
Edge Intensity One of the most significant difficulties for support recovery is the
choice of the parameter λ which leads to the best recovery. Through our experiments,
it is absolutely clear that the standard method of choosing λ by cross validation on
the 1-step ahead prediction task leads to a choice of λ which is much too small for
the task of support recovery. And, since we don’t have access to the true underlying
graph a priori, it isn’t clear if we can do any sort of cross validation to choose λ.
As an alternative to picking a fixed λ, we propose to make a final estimate based







where Λ ⊆ [λ0, λ∞] discretizes the interval on a logarithmic scale.
The final estimate is then given by the choice of a threshold T ∈ [0, 1] as
Ĝ← (ĜΛ ≥ T ), (3.42)
where we interpret the inequality 3.42 as an element-wise logical operation. In
figure 3.6 we plot ROC curves for this particular scheme. Finally, since an ROC
curve is not a perfect measure of performance when the base rate is skewed away




Figure 3.6: ROC Curves for Equation 3.42




4.1 Applications from the Literature
In this section we touch on some of the ways in which Granger-causality is applied
in practice.
4.1.1 Finance and Economics
The ideas of Granger-causality began from motivations in economics, and the po-
tential applications are boundless, see for example the discussion at the beginning
of section 3.3.2.
A particular application we would like to point out here is given in [15], which
seeks to measure the connectedness of the financial sector, and to link this to
systemic risk. The authors gathered data relevant to a wide variety of financial
firms (e.g. banks, insurance companies, hedge funds) and applied measurements of
Granger-causality to estimate the interactions between firms.
Figure 4.1 provides the results of the Granger-causal analysis in [15]. The upshot
here is that an affirmative answer to the qualitative question “are financial systems
more interdependent than they were in the past?” is given using Granger-causality
analysis. Furthermore, the authors make useful insights using linear measures, even
though the underlying systems and interactions are by no means linear in reality.
Figure 4.1: Qualitative Measures of Financial Sector Connectedness [15]
(a) January 1994 - December 1996 (b) January 2006 - December 2008
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Figure 4.2: Gene Regulatory Network Inferred by [16] through Granger-causality
and the LASSO
4.1.2 Neuroscience
In Neuroscience, researchers are ultimately interested in determining how and why
the brain works. A common experimental approach to this problem is to use various
methods of imaging the brain, examining blood flow for example, and to compare
the observed patterns with the observable behaviour of the test subject. In this way,
researchers test and hypothesize about the function of particular regions (e.g. visual
cortex or auditory cortex) of the brain.
The review article [48] states the goals that “a key challenge in neuroscience
and, in particular, neuroimaging, is to move beyond identification of regional acti-
vations toward the characterization of functional circuits underpinning perception,
cognition, behavior, and consciousness.” Granger-causality is being applied to reach
these ends by identifying, via Granger-causal modeling, “functional” connections in
the brain.
4.1.3 Biology
We consider the results of the paper by Fujita et. al. [16], who explain that “In
order to understand cell functioning as a whole, it is necessary to describe, at the
molecular level, how gene products interact with each other”.
We first must point out that the common notion that one particular gene does
one particular thing is extremely inaccurate. In reality, the vast number of genes that
make up our DNA participate in highly complex interactions and feedback loops,
not only producing various proteins, but also suppressing and activating other genes.
In examining gene regulatory networks, the number of genes (n) one may wish to
examine may be very large, and since carrying out experiments is a rather arduous
process, the number of samples (T ) is likely to be very small. [16] has applied sparsity
inducing regularization (LASSO) to VAR(1) models of gene regulatory networks,
along with some additional statistical methods to try to control the false positive
rate. The results are reproduced here in figure 4.2.
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Figure 4.3: Inferred causality graph. Direction of each edge from west (left) to east
(right) or from east to west is indicated by color and line style. The transparency
of each edge is weighted by the edge intensity.
Certainly the results here must be taken with a grain of salt. As we noted, the
underlying interactions are fantastically complicated, and are certainly not going to
be completely captured by a VAR model. However, the results of Granger-causal
analyses, like those of [16], may serve as reasonable guides for further investigation.
There are a truly enormous number of possible experiments, and any techniques
which help discern which ones may bear fruit deserves some consideration.
4.2 DWGLASSO Applied to CWEEDS Temper-
ature Data
The Canadian weather, energy, and engineering data set (CWEEDS) provides (among
other things) hourly temperature data between a large number of Canadian loca-
tions. We have selected n = 165 locations, chosen based on availability of data over
a consistent span of time starting on January 1s 1980, and proceeding for T = 1600
hours until March 6th. We apply the elastic net DWGLASSO to this dataset with
fixed α = 0.1, p = 2. Note that there are a 27225 possible edges in the causality
graph and 54450 model parameters, although with np = 330, the OLS solution still
exists.
We have chosen to use temperature data because geographic considerations
can give some intuition about what the “true” underlying Granger-causality graph
should look like, but the data is still more realistic than the synthetic examples of
section 3.6. The spirit of this application example is similar to that of the simulations
in section 3.6. That is, the point is to test the potential usefulness of DWGLASSO
in practice, not to discover any new or interesting patterns in weather data.
The tools we have used for this application are part of Python’s scientific com-
puting stack [49].
We have applied some limited preprocessing steps to our dataset, first interpo-
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lating a number of missing data points 1, properly aligning the time stamps of each
series (CWEEDS provides local times), and filtering out perfectly predictable yearly
and daily temperature trends (and harmonics thereof). The last preprocessing step
is important for the application of autoregressive models, since we assume there are
no purely deterministic, or “trend”, components in the data (see theorem 2.7 and
the brief discussion that follows).
The inferred graph is given in figure 4.3. We have weighted the transparency of
the edges by the edge intensity GΛ where Λ ⊆ [0.01, 10]. There are clearly a great
number of spurious edges having a low intensity (edges inferred with a small λ), but
the edges with a high intensity correspond fairly consistently to weather stations in
close proximity.





5.1.1 Theoretical Results for Support Recovery
Consider again the true underlying causality graphG? inferred from the set of param-
eters B?, optimal for the loss function over the ensemble, and the estimated graph
Ĝ obtained from the DWGLASSO method. It is an important question whether or
not, and under what conditions it can be shown that P{ĜλT = G?} → 1 as T →∞,
for some sequence of λT . A result of this nature is given by Nardi [50] for VAR(1)
models, which requires application only of the LASSO, rather than the grouped
variation.
More generally, we seek to estimate the probability of errors P{γ0(Ĝλ−G?) ≤ k},
and determine how this relates to the structure of the underlying graph G?, the co-
efficient matrices, and the statistics of the error terms e(t). The highly influential
paper [42] established a technique for approaching these problems referred to as the
“primal dual witness” (PDW) construction which has been applied in a wide vari-
ety of papers (including [50]). Application of this proof method to the DWGLASSO
problem leads to a condition analogous to the mutual incoherence condition (equa-
tion 3.30), and is also tightly connected with the dual norm and the induced operator
norm of the depth wise regularizer ΓDW which we have worked out in section 3.4.1.
It is however, a difficult task to tie together the conditions arrived at naturally
through application of the PDW to the structure of G? and B?.
5.1.2 Choice of Hyper-parameters
The choice of the parameters λ, α, and µ in the DWGLASSO have significant effects
on the inferred causality graph. It is generally reasonable to hold α and µ fixed,
varying only λ, so we focus the discussion on this parameter. As we noted previously,
it is known that applying cross validation on the 1-step ahead prediction task tends
to yield a λCV which is much smaller than what is optimal for support recovery. A
consistent, and provably statistically efficient scheme for choosing a fixed λ (or an
edge intensity threshold T ) is highly desirable.
In the case of the LASSO, the error bounds can be useful for guiding the choice of
λ. However, to our knowledge, the theoretical properties of cross validation schemes
are not extremely well understood, especially for the support recovery task. The
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choice of λ is an important question to answer.
5.1.3 Model Perturbation
One of the most commonly acknowledged limitations with standard Granger-causality
is that realistic systems are not linear and are not stationary. The most immediate
way to tackle this difficulty is to formulate Granger-causality for non-linear and or
non-stationary processes. Alternatively, since we are interested only in the support
of the underlying causality graph, we may define G? with respect to a much more
expressive model, but continue to estimate Ĝ as if the process were indeed generated
by a linear model. We can then still study conditions for which Ĝ ≈ G?.
For instance, consider a non-stationary Ln2 process x(t), with
Ex(t)x(t)T = R(t), Ex(t)x(t− 1)T = r(t).
The statistically optimal linear estimate of x(t) given x(t−1) is x̂(t) = B?(t)x(t−1)
with B?(t) = r(t)R(t)−1. The underlying graph G?(t) is in general time varying,
but if supp(B?(t)) is constant, then it is clear how to define a consistent causality
graph G?.
Now, if we had assumed that x(t) were actually stationary then (proceeding






















where in (a) we are referring to single sample estimates of the statistics. Consider










If ∆(t) is small for every t, then we would suspect that the correct graph structure
should still be recovered, even if we applied a model which assumed ∆ = 0.
5.2 Summary
In this thesis we have discussed two main topics of interest to the study of causality
networks.
Firstly, we have described in section 2.2.1 a framework in which a generalized
Granger-causality maintains the identical spirit of much of the early work on the
topic, but in which practitioners may attempt to apply more expressive models.
This framework furthermore makes more explicit the connections between Granger-
causality and regularized estimation of VAR models.
Secondly, we have derived in chapter 3 algorithms to fit vector auto-regressive
models with the depth-wise grouped sparsity pattern (particularly well suited to
working with causality graphs), and provided some experimental validation via sim-
ulation (section 3.6) and an application to weather data (section 4.2).
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[6] Henri Poincaré. Science and hypothesis. Science Press, 1905.
[7] Judea Pearl. “The art and science of cause and effect”. In: Causality: models,
reasoning and inference (2000), pp. 331–358.
[8] Judea Pearl. Causality. Cambridge university press, 2009.
[9] C.W.J. Granger. “Testing for causality: A personal viewpoint”. In: Journal
of Economic Dynamics and Control 2 (1980), pp. 329 –352. issn: 0165-1889.
doi: http://dx.doi.org/10.1016/0165-1889(80)90069-X. url: http:
//www.sciencedirect.com/science/article/pii/016518898090069X.
[10] John Geweke. “Measurement of linear dependence and feedback between mul-
tiple time series”. In: Journal of the American statistical association 77.378
(1982), pp. 304–313.
[11] John F. Geweke. “Measures of Conditional Linear Dependence and Feed-
back between Time Series”. In: Journal of the American Statistical Associ-
ation 79.388 (1984), pp. 907–915. doi: 10.1080/01621459.1984.10477110.
eprint: http : / / www . tandfonline . com / doi / pdf / 10 . 1080 / 01621459 .
1984.10477110. url: http://www.tandfonline.com/doi/abs/10.1080/
01621459.1984.10477110.
[12] Olivier David et al. “Identifying neural drivers with functional MRI: an elec-





[13] Lionel Barnett and Anil K. Seth. “Detectability of Granger causality for sub-
sampled continuous-time neurophysiological processes”. In: Journal of Neuro-
science Methods 275 (2017), pp. 93 –121. issn: 0165-0270. doi: http://dx.
doi.org/10.1016/j.jneumeth.2016.10.016. url: //www.sciencedirect.
com/science/article/pii/S0165027016302564.
[14] Alberto Porta and Luca Faes. “Wiener–Granger causality in network physi-
ology with applications to cardiovascular control and neuroscience”. In: Pro-
ceedings of the IEEE 104.2 (2016), pp. 282–309.
[15] Monica Billio et al. Econometric Measures of Systemic Risk in the Finance
and Insurance Sectors. Working Paper 16223. National Bureau of Economic
Research, 2010. doi: 10.3386/w16223. url: http://www.nber.org/papers/
w16223.
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