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ABSTRACT
The current state-of-the-art technologies available at the disposal of the aerospace indus-
try lacks the ability to measure the aerodynamic forces and moments acting on an aircraft in
real-time during it’s flight. Since the entire flight of an aircraft is based on the balance and
controlled manipulation of these forces and moments, the appropriate real-time estimation
for these parameters is of utmost interest.
The work presented herein addresses the issues associated with the real-time aerody-
namic load estimation problem through the use of a distributed Flush Air Data System
(FADS) sensor network and the development of appropriate estimation methods. This
work showcases a method to design the sensor network to capture the critical aerodynamic
information in the aircraft pressure signature. It also elaborates upon a neural-network
based estimation method to extract the aerodynamic load information from the pressure
information captured by the sensor network.
This research also focuses on the use of the real-time aerodynamic load estimations
on building new aircraft applications for aircraft safety and control. This work shows
that the incipient stall conditions can be detected using the real-time aerodynamic load
information. The idea and implementation of a prognostic control is also presented in this
work. It is shown here that the prognostic control based on the real-time estimates of
aerodynamic forces and moments can anticipate the change in aircraft states and therefore
employ appropriate control action before a traditional controller.
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CHAPTER 1. INTRODUCTION
To understand the mechanics of any object the knowledge of forces and moments acting
on it is paramount. However for an aircraft in flight, the direct knowledge of the forces and
moments acting on it remains obscure due to the lack of proper technology to measure the
same. The twin aspects of human flight i.e. transportation and safety are dependent on
the dynamics of the aircraft and solid mechanics. Both aircraft dynamics and the material
stresses experienced by the aircraft are dependent on the forces and moments experienced
by the aircraft.
The forces and moments experienced by an aircraft in flight primarily arise due to the
aerodynamics and propulsion. The aerodynamic forces and moments originate due to the
pressure differential created around the aircraft due to the flow of air around the aircraft.
These aerodynamic forces are responsible for the generation of lift forces which sustains the
flight by countering the aircraft weight, and drag forces which impedes the forward motion
of the aircraft. The propulsion unit of an aircraft generates the thrust which is necessary
to overcome the drag and therefore is an indispensable part of flight.
The forces produced by the propulsion unit are well known and measurable during the
flight of an aircraft. However there is no current technology to measure the aerodynamic
forces acting on an aircraft in real-time. This lack of knowledge of forces and moments acting
on an aircraft in real-time prevents the computation of stresses experienced by the aircraft
during flight. Therefore numerous methods have been devised to prevent the failure of the
material used for building the aircraft. The primary method employed for the prevention of
material failure is scheduled inspection and servicing. This schedule is generally prepared
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based on the statistical data. This may result in unnecessary service of an aircraft, when
non is required thereby increasing the cost of maintaining the aircraft. Alternately it may
delay the service of an aircraft which might have experienced extreme stresses during flight
and thereby compromising the safety of the aircraft.
This lack of knowledge of forces and moments acting on an aircraft in real-time also
prevents the estimation of the aircraft state evolution. These aircraft states are dependent
on the aircraft dynamics and they encapsulate all the necessary and relevant information
about the flight, including aircraft speed, orientation, and flight path. These states also de-
termine the passenger comfort during a flight. Therefore the ability to successfully complete
a flight mission is dependent on the ability to control these states. The current approach
to control these states is to measure the changes in these aircraft states using the inertial
sensors and then take an appropriate control action based on how much the current states
are deviated from the desired state trajectory. This entire approach is reactionary by de-
sign, since the control action is initiated after the aircraft states have already been altered
from their desired trajectories.
The real-time knowledge of the forces and moments acting on an aircraft would pave
the way for a prognostic approach to aircraft control, wherein the changes in the aircraft
states can be anticipated based on the knowledge of the forces and moments acting on the
aircraft and taking the appropriate control actions even before the changes in the states are
detected.
Therefore the primary objective of this work is to develop the means and methods to
measure aerodynamic forces and moments in real-time. To illustrate the importance of
these measurements, this work would also address some of the problems associated with
aircraft dynamics which otherwise cannot be addressed or are insufficiently addressed by
the current paradigm. In particular this work would show the ability to detect incipient
stall conditions during the flight of an aircraft. The work would also show a method to
design a prognostic control based on the aerodynamic load estimation methods developed
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in this work. Through the means of computer simulations it would be shown that the
designed prognostic controller can fly an aircraft through intense atmospheric turbulence
with minimal discomfort to the passengers wherein a conventional controller would fail to
control the aircraft.
1.1 Historical Development
A few attempts have been made in the past to measure the aerodynamic load distribu-
tion over the aircraft using multiple strain gauges installed across the aircraft. The strain
measured by these strain gauges was used to compute the stresses developed on the different
sections of the aircraft and from these stresses, the loading was estimated. These estimates
have been used in the past for a few aircraft applications, however it should be noted that
estimating the forces and moments acting on an aircraft using the strain measurement is
an indirect method. Aircraft load estimation using the strain measurements is in fact mea-
suring the effect of aircraft loading, and then estimating the aircraft loading on the basis of
effect measurement. This estimation method through indirect measurement involves time
delay. Though this delay might appear small, however it can have a profound affect on
the aircraft safety applications built using the real-time loading information. The research
presented in this work would present a technological solution for direct force and moment
measurement.
In the direction of solving the problem for real-time aerodynamic load estimation using
direct force measurements, the engineers at VSI Aerospace showed the efficacy of flush air
data system (FADS) sensor in capturing the pressure signature over an aircraft(1). The
VSI team instrumented a Fouga CM-170 aircraft with FADS sensors as shown in Figure 1.1
and conducted multiple flight tests. During the post flight analysis of the static pressure
data captured by these sensors, it was noted that the pressure signature recorded by the
FADS sensors at different locations captured the various flight maneuvers that the aircraft
experienced during the test flight. Figure 1.2 shows one such pressure signature recorded by
4
FADS sensors located at different locations for aircraft flying level steady with a constant
sideslip angle, β.
Figure 1.1: Fouga CM-170 aircraft instrumented with FADS sensors. Image courtesy: Vogel
et al.(1)
Based on these results Vogel et al.(1) proposed the use of a distributed FADS sensor
network to capture the instantaneous pressure signature over an aircraft to estimate the
aerodynamic forces and moments. The work of Vogel et al. further described a system
architecture which could be employed for real-time aircraft health monitoring and control
applications including prognostic control. This system architecture relied upon a means to
compute aerodynamic loading in real-time, however the work of Vogel et al. did not present
5
Figure 1.2: FADS port response for a level steady sideslip motion to the left and to the
right. Image courtesy: Vogel et al.(1)
any means for estimating the real-time aerodynamic loading. The work presented here is
meant to fill this gap.
Though the work of Vogel et al. did not address the aspects of real-time estimation of
aerodynamic loading, it did establish the efficacy of using FADS to capture the aerodynamic
signature over an aircraft and the underlying information contained in it to determine the
aircraft modes.
1.2 Research Objective
The primary objective of this work is to develop a technological framework to estimate
the aerodynamic forces in real-time during the flight of an aircraft. This would be achieved
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through a distributed network of FADS sensors and associated estimation algorithms. The
work would elaborate on the design of the sensor network to capture the air-pressure at
the identified points over the aircraft. An appropriate estimation method would also be
developed as a part of this work to estimate the aerodynamic loads in real-time from the
pressure data obtained through the sensor network.
A secondary but equally important objective of this research is to showcase the practical
aspects of these fundamental measurements by showcasing the possible solutions to a few
of the problems associated with flight. In particular it would be shown that using these
real-time estimations the incipient stall conditions can be detected and therefore a potential
loss of aircraft control can be avoided. Other application of using the real-time aerodynamic
load estimation developed in this work is that of aircraft prognostic control. It would be
shown that a prognostic control has the capability to navigate an aircraft through extreme
conditions where a standard controller would fail to control the aircraft.
1.3 Approach
The work presented herein would first solve the problem associated with the estimation
of aerodynamic loading in real-time. The methods developed herein to estimate the aerody-
namic loading in real-time would then be used to propose a system architecture using force
feedback for aircraft control. It would then be shown that the resulting aircraft control
architecture is prognostic in nature.
The problem associated with estimation of aerodynamic loading in real-time is broken
into two parts. The first part deals with capturing the pressure signature over the aircraft
using a distributed FADS sensor network and therefore the design of an appropriate spatially
distributed sensor network. The second part uses the data captured by the sensor network
to estimate the aircraft’s aerodynamic loading in real-time.
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The problem of real-time aerodynamic load estimation is solved incrementally by first
designing a sensor network and estimation algorithms for real-time aerodynamic load es-
timates for a 2-dimensional section of a wing, and then extending the work to a complete
3-dimensional aircraft.
This method of real-time aerodynamic load estimation is then integrated with a system
architecture derived from the one proposed by Vogel et al. An integrated simulation set-up is
then designed to showcase the prognostic nature of controller using this system architecture.
A few applications showcasing the superiority of prognostic control over the traditional state
feedback control would also be shown.
1.4 Contribution
The work presented here lays the foundation for multiple applications associated with
aircraft control and health-monitoring using real-time aerodynamic load estimates. The
biggest contribution of this work is in the field of real-time aerodynamic load estimation.
The prognostic control method shown in this work is based on this reliable means of es-
timating the aerodynamic loads in real time. The idea of prognostic control in itself is a
very exciting topic with the controls community, and this work would show a method of
implementation for this idea.
Specifically, the key contributions of this work are:
1. Determination of the minimum number of FADS sensors required to capture the
pressure signature over an airfoil uniquely and distinctly.
2. Aerodynamic load estimation methods for a section of the wing using the real-time
pressure data from the FADS sensors.
3. A method to determine the deflection angle of the aircraft control surface using the
data from the FADS sensor.
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4. A method to design a spatially distributed FADS sensor network for an aircraft to
capture the pressure signature reliably across all flight conditions.
5. A method to estimate aerodynamic load distribution over the aircraft in real-time
using the data from the distributed network of FADS sensors.
6. A method to detect incipient stall over an aircraft.
7. A method to estimate the total aerodynamic loads over the aircraft in real-time.
8. An updated system architecture for prognostic control of an aircraft.
9. Prognostic controller design for disturbance rejection.
1.5 Organization
The work presented herein has been organized as follows: Chapter 2 would showcase
the spatial distribution of FADS sensors needed to uniquely capture the air pressure distri-
bution over a section of aircraft wing, and a neural network based estimation methodology
to estimate the aircraft loading using the data captured by the FADS sensors. This chapter
would also showcase the efficacy of the proposed sensor placement in detecting the deflection
angle of the trailing edge control surface. Chapter 3 would extend the FADS sensor network
design from a 2 dimensional wing section to an entire aircraft. An associated estimation
algorithm to estimate the aerodynamic loading in real-time over the aircraft would also
be presented. The chapter would also showcase an application of the sensor network and
estimation architecture in detecting the incipient stall conditions over the aircraft. Chapter
4 would describe and build the system architecture needed to build a prognostic control
application using the distributed FADS sensor network and the associated estimation tech-
niques. It would be shown that the prognostic control can detect the disturbances before
the states of the aircraft change. Chapter 5 would present a conclusion to this work and
would lay the foundation for future work using the developed technology.
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CHAPTER 2. REAL-TIME AERODYNAMIC LOAD ESTIMATION
FOR A SECTION OF AN AIRCRAFT WING
This chapter would focus on the various sub-problems associated with real-time estima-
tion of the aerodynamic loading over a section of an aircraft wing. The aerodynamic loads
over a wing can be determined by capturing the complete pressure profile over the wing
section and then using an appropriate algorithm to compute forces and moments acting on
the wing section from the known pressure distribution over the wing section.
However measuring the pressure profile over the entire section of the wing is not a very
practical solution. A more feasible approach is to capture the pressure data at a few points
over the section of the wing and use a reliable estimation method capable of appropriately
interpolating the pressure data from the given measurements to build the complete pressure
profile over the wing section and estimate the aerodynamic loading accordingly.
2.1 Overview
To follow the approach laid out above, the first question that would be answered in
this chapter would be about the minimum number and the corresponding locations of the
FADS sensors for pressure measurements that need to be taken at a given instant in order
to completely and uniquely determine the pressure profile over the wing section.
A wing section with symmetrical airfoil in unsteady flow would be analyzed to determine
the number of sensors and their corresponding locations. The data for the pressure profile
over the wing section is generated using panel methods and NASA developed PMARC soft-
ware. Once the minimum number of sensors and their corresponding locations is determined,
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then an appropriate estimation method would be discussed for real-time aerodynamic load
estimation using the FADS sensor network.
The aerodynamic load estimation methods with the sensor network developed for a
fixed wing configuration would then be tested on a wing with a moving trailing edge control
surface in steady flow. A new method to estimate the deflection of the control surface would
also be shown. It should be noted that most of the results and analysis presented in this
chapter were first discussed by the author in Goswami et al.(2).
2.2 Flush Air Data System (FADS)
Flush Air Data Sensors (FADS) consists of a static pressure port (a small aperture) in
the skin of the aircraft with a pressure transducer attached underneath the skin measuring
the static pressure on the surface of the aircraft as shown in Figure 2.1. This construction
makes them an excellent piece of instrumentation to measure the static pressure over the
aircraft surface since it does not alter the local flow field, like other protruding probes
installed on the aircraft. FADS have been used for air data measurements from the early
days of X-15 and Saturn IVb to KC-135, F-14, and F-18s. They can be used across a
wide range of angle of attacks, α(3)(4), and mach numbers, M(5), and can be installed
and calibrated on any part of the surface of aircraft, including nose, fuselage, and wings
(5). An extensive work has been done in the literature on FADS failure detection, fault
management, error analysis, and accuracy(6)(7). However, their current applications are
limited to the measurement of air data parameters like angle of attack α, sideslip angle β,
total pressure, and static pressure.
Though FADS have been around since 1960s, their use was very limited since extracting
any meaningful information from static pressure data in real-time was a challenge. The
development of non-linear regression algorithms in the ’90s by Whitmore et al.(6) enabling
the extraction of air-data parameters like angle of attack and side-slip angle was therefore
a considerable progress. The work of Whitmore et al. was further improved by Rohloff et
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Figure 2.1: Flush air data system installation at the nose of the F-18 Systems Research
Aircraft. Image courtesy: NASA
al.(8) through the use of neural networks to determine the same air-data parameters. The
use of FADS and neural networks to extract air-data parameters to be used as a feedback
to a mini air vehicle was shown by Samy et al.(9). A possible use of FADS was also shown
by Goswami et al.(10) for aircraft control applications using judicial choice of blending of
FADS sensor outputs.
The work presented here would extend the use of FADS sensors from determining the
air-data parameters to estimating the aerodynamic load distribution. This work also shows
that FADS can detect the change in aircraft configuration due to deployment/retraction of
control surfaces. The research presented herein would show how a network of judiciously
placed FADS sensors can capture the real-time aerodynamic signature of an aircraft and
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through the use of appropriate estimation techniques based on neural networks the spatial
pressure information can be used to determine the forces, and moments acting on the aircraft
in real-time.
2.3 Panel Methods and PMARC
The work carried out during the course of this research and presented herein required
large databases of pressure distribution over an aircraft, or a wing. These databases were
generated using the Potential Flow Panel Code (PMARC) software developed by NASA
Ames Research Center. PMARC software employs panel methods to determine the fluid
velocity, and subsequently the pressure distribution, on an object.
Panel codes are also referred as aerodynamic potential flow codes since they are based
off the potential flow theory. The potential flow theory describes the velocity field of an
irrotational flow as the gradient of a scalar function. The panel methods are numerical
schemes for solving the fluid motion as described by the Prandtl-Glauert equation. The
Prandtl-Glauert equation is the simplest form of the fluid-flow equations that contain com-
pressibility effects (i.e. the effect of Mach number on fluid density). It is obtained from
the more general Navier-Stokes equation by (1) neglecting all the viscous and heat transfer
terms; (2) assuming that the flow is irrotation; (3) discarding all nonlinear terms. This
restricts the flow to be linear, inviscid, and irrotational. However the Kutta condition con-
straint on the solution of potential flow incorporates a significant effect of viscosity while
neglecting others, such as skin friction and some other boundary layer effects. Physically,
these restrictions mean that some flow behaviors such as separation, skin friction drag,
boundary layer, and transonic shock are not predicted with panel methods. These restric-
tions did not affect the work presented here since the databases generated avoided the flow
separation, and transonic flight regime. Also this research avoided the use of aircraft drag
data, and additional data was used wherever the use of viscous flow data was required.
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Prandtl-Glauert equation has fundamental analytic solutions known as source, doublet,
and vorticity singularities. Source represents a radially symmetrical flow field directed
outwards from a common point. Doublet represents the fluid flow as a result of the super-
position of a source and a sink with the same strength. Vorticity is a pseudovector field that
describes the local spinning motion of a fluid continuum near some point. The doublet and
vortex distribution are related. Since surface vorticity is a vector and doublet is a scalar,
it is often easier to work with doublets than with vorticity, and then compute the vorticity
from the doublet strength distribution. This is the approach taken by the panel method
codes.
The Prandtl-Glauert equation is a linear partial differential equation, any linear combi-
nation of the source, doublet, and vorticity singularities is also a solution to the Prandtl-
Glauert equation. Panel methods are based on the principle of superimposing surface distri-
butions of these fundamental singularities over small quadrilateral portions, called panels,
of the aircraft surface or to some approximation to the aircraft surface. Due to the lin-
earity of Prandtl-Glauert equation the resulting distribution of super-imposed singularities
automatically satisfies the Prandtl-Glauert equation.
Panel methods work by breaking the aircraft surface geometry into an assemblage of
panels. At each of these panels, a source-doublet distribution of unknown strength is placed.
The flow velocity is computed at the given control points due to the source-doublet distri-
bution from all the panels in terms of the unknown strength of the sources and doublets
placed at the panels. This computed flow velocity at the control points is subjected to the
boundary conditions. From these boundary conditions enforcements to the flow velocity at
the control points, the unknown strength of the source-doublet distribution at each panel
is obtained(11).
The PMARC software used in this research can model complex three-dimensional bodies
and allows both steady and unsteady aerodynamic analysis. The software code is written in
Fortran77. The geometry input to PMARC is allowed in a variety of construction coordinate
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systems. PMARC supports plotfile output format which can be used with commercially
available graphics packages(12).
2.4 Sensor Placement
To understand the problem related to the minimum number of sensors needed to capture
the pressure signature over a wing section, a wing with NACA 0012 airfoil was constructed
in PMARC. The wing geometry was constructed using 9 sections along the direction of
wingspan, with each section having 30 panels. To obtain a representative airflow data over
the flight envelop, the wing was subjected to independent pitching and plunging motion
over a wide range of free-stream velocities. The frequency of wing motion was varied from
1-20 Hz incrementally by 1 Hz, and the airflow velocity was varied from 50 ft/s to 200 ft/s in
the increments of 10 ft/s. Therefore 640 simulations were conducted, with 320 simulations
for pitching motion and another 320 for plunging motion. For each of these simulations,
coefficient of pressure (Cp) at each panel was extracted from PMARC along with coefficient
of lift (CL), and coefficient of moment (Cm) for the wing sections.
For the purpose of this research the 3-dimensional flow effects over a wing arising due
to wing-tip vortex are not considered. This assumption simplifies the analysis by reducing
the flow over the wing to flow over an airfoil. Therefore, all the further investigations of the
airflow analysis over the wing are approximated with airflow analysis over an airfoil of the
wing. Across the chosen subsonic flight conditions, the static pressure gradient was found to
be maximum just after the stagnation point. For the subsonic range, the stagnation point
was found to be close to the leading edge of the wing. However for the purpose of FADS
port placement the pressure recovery region was chosen, just aft of the peak static pressure
at the leading edge since the pressure gradient is smoother across the flight conditions.
For the given airfoil this was around 3-7% of the chord length. Therefore to capture the
different flight conditions reliably a pair of FADS port was placed at about 5% chord length
on the upper as well as lower surface of the airfoil. This choice of the FADS port placement
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is well-supported by the available literature(13) on FADS port placement to determine the
air-flow parameters, however it remains to be determined if placing a single pair of FADS
ports at this location is sufficient to capture the entire aerodynamic information to predict
forces and moments acting on an airfoil.
To determine if a single pair of FADS ports at the leading edge is adequate to completely
capture the information in the flow, FADS port Cp vs the wing sectional CL for all the
flow conditions for different pitching and plunging motions was plotted. A representative
plot is shown in Figure 2.2. In Figure 2.2 the plot lines trace the value of Cp at the
FADS ports and the corresponding CL as the wing undergoes one complete oscillation of
plunging motion. As can be observed from the figure, for the same Cp at the leading edge
FADS port location, the wing section can have different CL values. This difference in CL
value for different frequencies of plunging motion is expected since the effective angle of
attack (α) experienced by the wing changes due to a change in the vertical velocity of the
wing due to the change in the frequency of motion. However the different values of CL
for the same Cp at the FADS port for a constant frequency was a bit unexpected. Upon
investigation it was found that this condition arises when the direction of oscillation changes
and correspondingly α changes sign, however the two α values are not additive inverse of
each other. A similar analysis with Cp vs sectional wing Cm lead to similar observation.
This indicates that the air pressure distribution over the airfoil can change considerably
while the Cp at the leading edge pressure port location remains the same. In order to
estimate the forces and moments it is important to capture this change in air pressure
distribution while the Cp at the leading edge FADS port remains unchanged. Therefore, in
Figure 2.3 the Cp distribution on the lower surface of the airfoil for the cases highlighted by
dots in Figure 2.2 is plotted. As can be observed in Figure 2.3, the airflow corresponding
to different flight conditions intersect at the chosen location for leading edge FADS port,
however they diverge considerably towards the trailing edge. It is important to note that this
divergence in Cp distribution is evident for constant frequency as well as varying frequency
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Figure 2.2: The figure shows the variation of Cp at the FADS Port vs the sectional wing
lift coefficient CL for a wing undergoing plunging motion at 5 Hz and 20 Hz at free-stream
velocity of 50 ft/s. The highlighted dots indicate that for the same value of Cp measured
at the wing leading edge FADS port location, the value of sectional lift coefficient CL can
be considerably different, for a given frequency as well as across different frequencies.
conditions. The qualitative change in Cp distributions for the constant frequency plunging
indicates a change in the sign of α. To distinguish these flow distributions the Figure 2.3
suggests that placing an additional pair of sensors between 50% - 80% of chord length would
suffice.
For the purpose of this research a pair of FADS sensors were placed at about 70% of
the chord length. In order to determine if the two pairs of FADS sensors are enough to
capture all the unique flow conditions a simultaneous Cp vs CL curves for the FADS sensors
at the leading edge and the FADS sensors at the trailing edge were plotted. It was found
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Figure 2.3: The figure shows the Cp distributions over the lower side of the airfoil, as the
wing undergoes plunging motion. The four Cp distributions shown herein correspond to the
four highlighted points from the Cp − CL curve in Figure 2.2.
that across all the simulations the Cp values of the two FADS ports correspond to unique
CL, and Cm values. Figure 2.4 is an indicative plot showing the Cp vs CL curve for the
trailing edge FADS sensors. The figure also highlights the Cp values at the trailing edge
sensor for the Cp values at the leading edge sensor highlighted in Figure 2.2. It should be
noted that for the similar values at the leading edge sensor, the trailing edge sensor shows
different readings. This confirms that two pair of FADS sensors at the chosen locations can
sufficiently capture the aerodynamic signature of an airfoil over the flight envelop.
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Figure 2.4: The figure shows the variation of Cp at the trailing edge FADS Port vs the
sectional wing CL. The highlighted dots represent the Cp values at the trailing edge FADS
sensor for the corresponding highlighted CL values in Figure 2.2.
This sensor configuration is well designed to detect the change in the pressure profile
over the wings due to the change in airflow. However a computational framework is required
to estimate the aerodynamic forces, and moments from the raw pressure readings that the
FADS sensors provide. For this research an artificial neural network (NN) framework was
chosen for this purpose.
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2.5 Neural Networks
One of the earliest documented conjugation of FADS sensor output with artificial neural
networks is described in the work of Rohloff (14). The work presented by Rohloff used
the output of FADS sensors placed on the nose cap of an aircraft to estimate the air-data
parameters like angle of attack and sideslip angle from the FADS sensors output. The FADS
sensor placement over the nose cap used by Rohloff was first suggested by Whitmore (3).
Whitmore’s work established an optimal distribution of FADS sensor placement over the
nose cone of the aircraft for air-data estimation and also suggested an estimation algorithm
using non-linear regression. Rohloff’s work used the same sensor network as suggested by
Whitmore, however he pioneered the use of neural networks for estimating the air-data
parameters. Since then considerable work has been done for air data parameter estimation
using FADS sensors and neural network architecture.
An artificial neural network provides a means of modeling the function that may exist
between a set of measurable system parameters and the system output. This functional
relationship between the set of inputs and output is modeled using a framework of inter-
connected processing elements, or neurons, which make up a network. Each neuron in
the network receives input from other neurons in the network using weighted connections.
This total weighted input impinging on a neuron is then processed by the neuron using the
user-defined internal function of the given neuron to generate a new signal which is then
distributed to other neurons in the network through a set of weighted connections. These
weighted connections play a central role in mapping the system parameters to the system
output. Therefore training a neural network involves adjustment to the assigned weights
of the connections between the neurons till the set of input signals presented repeatedly
to the network generate the output signals corresponding to the desired target values after
propagating through the network.
The general development process for a neural network can be broadly divided into three
stages: network specification, network construction, and network evaluation. The network
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specification stage involves decisions necessary before the construction of the network can
begin. This involves choosing an appropriate mathematical model for the neurons in the
network, the training procedure to be employed, and the input -output relationship to be
taught to the neural network. The construction stage of the neural network development
involves constructing the neural network with the neurons specified in the previous stage,
followed by training this network using the training method outlined in the specification
stage to teach the desired input-output relationship to the network. To ascertain the ro-
bustness and reliability of the neural network, the constructed trained neural network is
subjected to various evaluation methods. The following subsections describe each of these
stages in detail:
2.5.1 Specification of Neural Network
The specification stage of neural network can be further divided into: network descrip-
tion, and training set compilation. The network description constitutes the mathematical
model of neurons, general network architectures e.g. details of interconnection between
neurons, and training algorithms. These elements of network description have been subject
of intense research over past few decades and there is a rich literature with relevant informa-
tion and abundant examples. Therefore choosing an appropriate neural network description
for a given problem is relatively easy. However the success of a neural network application is
dependent on the availability of a sufficient base of examples for the purpose of training the
neural network. If this base of examples does not sufficiently represent the input domain
of the system being modeled, then the network would not be able to map the input-output
relationship reliably. It should also be noted that there are no formal techniques for the
development of training data set, which makes it a much more challenging task since it
must be approached in a heuristic manner.
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2.5.1.1 Mathematical Model of a Neuron
Artificial neural networks comprise many interconnected processing elements called neu-
rons. Figure 2.5 represents an example of a neuron. As can be observed each neuron receives
multiple input signals, ij , and each of these input signals carry an associated weight, wj .
The total input or activation signal, a to the neuron is a scalar weighted sum of all the
inputs impinging the given neuron. This activation signal, a, then passes through the ac-
tivation function or transfer function f(a), representing the neural processing. The output
generated by this activation function gives rise to the neural output signal o, and is passed
as input to other connected neurons in the network.
Figure 2.5: Mathematical representation of an artificial neuron. Image courtesy:
Rohloff(14)
Artificial neural network literature is ripe with a vast variety of possible activation
functions both linear as well as non-linear. The choice of the activation function is dependent
on the functional relationship of input and output that the neural network is trying to map.
2.5.1.2 Neural Network Architecture
In an artificial neural network each neuron is referred to as a node. The network is formed
when multiple nodes are connected through weighted connections. There are multiple ways
in which these nodes can be connected to form a network. Figure 2.6 shows individual
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nodes connected together to form a layer of neurons acting in parallel. In Figure 2.6, each
of the input signals ij is sent to every processing element of the layer with it’s corresponding
weight. However it is not necessary that each input signal be sent to every processing node
in the next layer. If each output signal from every node in a layer is sent to every processing
node of the next layer, then the network is said to be fully connected.
Figure 2.6: The figure represents m neurons in parallel forming a single layer. Image
courtesy: Rohloff(14)
A complete neural network is constructed by using several interconnected layers. The
first layer of the network accepts the input and hence is referred to as the input layer and it
contains as many neurons as the number of inputs. These input signals then travel through
the network to reach the last layer. This last layer of the network provides the network
output and therefore is referred to as the output layer. A neural network can have any
number of layers in between the input and out layers. These layers are referred to as the
hidden layers, since they have no direct external contact. Figure 2.7 shows a neural network
with a single hidden layer. Though the Figure 2.7 shows output signals from each layer
going forward to the next layer only, however neural networks can be designed to send back
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the output signals into the units that produced them. If each output from a processing
node is sent only forward to the nodes in the next layer, then the network is referred to as
feed-forward network.
Figure 2.7: The image shows a representative fully connected feed-forward neural network
with single hidden layer. Image courtesy: Rohloff(14)
2.5.1.3 Training Procedure for Artificial Neural Networks
Training an artificial neural network involves determining the weights associated with
every connection which would minimize the error between the neural network output and
expected system output that the neural network is expected to emulate. The most common
process for the training of neural networks is Back-propagation of Errors method.
The artificial neural network training starts with assigned weights to all the interconnec-
tions. The input vector is passed through the neural network and the neural network output
is compared against the desired output. If there is no significant difference, no training is
required. Otherwise the weights are modified to reduce the error.
The back-propagation algorithm computes the change in the weights of the intercon-
nection by computing the gradient of the error function with respect to each weight by the
chain rule, iterating backwards one layer at a time from the last layer.
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2.5.1.4 Development of Training Data Sets
As mentioned previously, the success of a neural network application relies on the un-
derling training data used for the training of a neural network. This makes curating of the
training data a very important step of the process. The training data is not only expected
to be accurate, but it is expected to have sufficient distribution of examples over the entire
input range of the system being modeled. Without the accuracy or the required range
distribution, the neural network would fail to reliably map the input and the output spaces.
Unfortunately there are no formal methods available in the neural network literature to cu-
rate training data. Therefore the training data compilation is done in a heuristic manner by
the network developer. Typically, the general characteristics of the function being modeled
are evaluated by the network developer, and a training set which sufficiently represents that
function, in the opinion of the developer, is compiled.
2.5.2 Neural Network Construction
Once all the specifications of the neural network are finalized and the training data
compiled the task of neural network construction begins. The neural network technology has
progressed in leaps and bounds in the past decade and therefore it is no longer necessary for
the network developer to write the code that is needed to implement the training algorithms.
There are numerous libraries available as part of both open-source packages as well as a
part of commercial software to implement the neural network construction.
However it should be noted that the process of neural network construction is by no
means an automated process. The network developer generally goes through several itera-
tions of trial and errors to discover an optimized neural network architecture for the given
problem. If the network is too small, then it will not be able to learn the required function.
And if it is too large, then it can end up using too much computational resources. The
optimal network needs to be as small as possible while providing adequate representation
of the underling function. This requires the network developer to go through a large variety
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of network architectures which may include variations in the number of hidden layers, and
the number of processing elements per layer.
2.5.3 Evaluation of Neural Networks
The evaluation of a neural network is important to measure the reliability of the network
outputs, given a new set of inputs, so that the network can be implemented with confidence.
To gain confidence in the performance of a neural network it is important to understand
it’s domain of validity. This concept is based on the idea that a network is likely to perform
well if the new input can be interpolated between the training data points. The domain of
validity is in turn related to the boundaries and local density of the training data. Outside
the boundaries, the neural network performance will degrade.
The limits of the domain of validity of a training set is often specified using the convex
hull polytope definition. The convex hull domain of validity is defined as the smallest convex
set which contains the entire training set.
2.6 Aerodynamic Load Estimation
The artificial neural network forms the backbone of the real-time aerodynamic load
estimation method developed during the course of this work. As mentioned before FADS
sensor outputs have been used along with the artificial neural networks before. However all
the previous work in this direction was limited to the determination of air-data parameters.
Consequently the design and placement of the FADS sensors was optimized for the air-data
parameter determination and was often placed on the nose-cap of the aircraft.
Therefore a major contribution of the work presented in this chapter lies in the design of
a sensor network, capable of capturing the pressure over the wing section in a manner such
that the estimation methods employing the neural networks can determine the complete
aerodynamic loading using the pressure from a few well-chosen locations.
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Various neural network architectures have been used to determine the air-data param-
eters from the pressure readings of FADS sensors. One of the earliest work on this front
was by Rohloff et al.(8), who used a neural network with two hidden layers and the lo-
gistic activation function to determine the angle of attack and the angle of sideslip from
the FADS output. This neural network architecture required determining the number of
neurons in each of the hidden layers, as well as determining the number of hidden layers
to be used in the network architecture. Most of these decisions are based on heuristics
and therefore require extensive amount of trial-and-error. For the determination of same
air-data parameters, Samy et al.(9) used a neural network with radial basis function (RBF)
as the activation function for the neurons. RBF neural network have excellent general-
ization properties, resulting in smaller network size and therefore are widely used across
disciplines. Samy et al. used an advanced neural network design technique proposed by Li
et al.(15), which eliminates the heuristic network design approach associated with designing
hidden layers. This network design approach starts with zero hidden neurons, and imposes
a threshold on maximum estimation error, and the root mean square of estimation error.
The technique keeps on adding neurons and modifying their associated weights and biases
till the estimation errors are below the threshold. To maintain a minimum structure size of
the NN, this technique also prunes the least active neurons from the hidden layer.
For the purpose of this research a similar NN architecture for the estimation of aero-
dynamic forces and moments was used. The NN architecture used herein comprised of a
single hidden layer of RBF neurons. An RBF network contains neurons with radial basis
function as the activation function. A radial basis function (RBF) is a real-valued function
whose value depends only on the distance between the input and some fixed point. The
neural network architecture is started with zero hidden neurons and the output is computed.
The network output is compared against the expected output from the training set. If the
mean squared error between the network output and the expected output is more than the
user-defined ceiling on the mean squared error, then a single neuron with RBF activation
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function is added to the hidden layer. The process of adding neurons is iterated till the
mean squared error between the network output and the expected output becomes less than
or equal to the user-defined ceiling.
2.6.1 Estimating Aerodynamic Forces and Moments
To estimate the aerodynamic forces a RBF NN with 4 inputs corresponding to the 4
FADS ports and a single output corresponding to the sectional coefficient of lift (CL) was
trained. The NN was trained on the data generated by PMARC for pitching and plunging
motion of the wing. The 640 sets of simulation were randomly divided into 500 sets for
training the neural networks, and 140 sets for testing the trained neural network. Each
of the sets had 100 simulation points corresponding to the motion of the airfoil at a given
pitching and plunging frequency for the given airflow. Therefore the NN was trained on
50,000, 4x1 input vectors corresponding to pressure at the 4 FADS port locations, and
50,000 single output vectors corresponding to local CL.
This trained neural network was then used to estimate the local sectional CL for the
14,000 (140x100) test points. The 14,000 4x1 input vectors corresponding to the FADS
pressure not seen by the NN during its training were given to the NN as inputs. The
neural network sectional CL output was then compared with the sectional CL computed
using PMARC. The percentage error distribution between the NN estimates and PMARC
computed sectional CL across all the 14,000 points is shown in Figure 2.8. The mean error
between NN estimate and PMARC computation is 4.1% and the standard deviation is 7.4%.
Similarly another RBF NN was trained to predict local sectional Cm from the same training
set. The error distribution between the estimates and computation is shown in Figure 2.9.
The mean error is 10.2% and standard deviation is 15.9%.
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Figure 2.8: The figure represents the error percentage between the local CL values estimated
using the pressure data from the FADS ports from the CL values obtained through PMARC
simulation.
2.7 Trailing Edge Control Surface
The above analysis shows a promising framework to determine the aerodynamic loads
in real-time for a fixed airfoil. However a considerable part of the aircraft wing contains a
trailing edge control surface. Therefore to estimate the aerodynamic loading of an aircraft
it is necessary to be able to determine the loads over an airfoil with trailing edge control
surface. The deployment of a trailing edge control surface gives rise to multiple airfoil
shapes, thereby giving rise to different pressure distributions for the same flow conditions.
To successfully estimate the aerodynamic loads the FADS sensor configuration should be
able to discernibly distinguish between the airflow due to different airfoil geometries arising
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Figure 2.9: The figure represents the error percentage between the local Cm values estimated
using the pressure data from the FADS ports from the Cm values obtained through PMARC
simulation.
as a result of control surface deflection. Therefore to understand the changes in airflow
due to control surface deflection, a pressure sensitivity analysis was conducted. For the
purpose of this analysis an airfoil with 20% trailing edge control surface was constructed in
PMARC. The control surface was deflected by -5◦, -2.5◦, 0◦, 2.5◦, and 5◦. Each of these 5
airfoil geometries were simulated for 3,125 airflow conditions resulting from the permutation
of the variations in the flow parameters as shown in Table 2.1. A representative plot of the
pressure distribution for various control surface deflection angles is shown in Figure 2.10.
The study indicated that the leading edge FADS location determined above is an ideal
location, however the pressure sensitivity to control surface deflection is most pronounced
just before the beginning of control surface, as can be seen in Figure 2.10. Therefore the
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ideal place to put the second pair of FADS ports is just before the trailing edge control
surface.
Figure 2.10: The figure shows the Cp distribution for different flap deflection angles for the
free-stream flow with angle of attack = -5◦, angle of sideslip = -5◦, roll rate = -12◦/sec,
pitch rate = -12◦/sec, and yaw rate = -12◦/sec. As can be observed for the different flap
deflection angles, the maximum pressure variation is observed just before the beginning of
flap.
2.7.1 Data Generation
As already shown, the neural network based framework developed above provides an
excellent tool for estimation when interpolating between the data set on which it has been
trained. However their performance falls substantially when applied to data outside the
domain of original training set. Therefore it becomes imperative to understand the domain
of validity of a neural network based application. The domain of validity for a neural
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network is determined by the outermost points of the data set on which it has been trained.
For the purpose of our application, these outermost points would represent the flight envelop
within which our neural networks can perform optimally. The outermost points of a dataset
can be determined using the convex hull polytope (CHP) of the training data set. The CHP
associated with a set of n-dimensional data is defined as the minimum convex surface that
encompasses the entire data set.
However it should be noted that if a neural network is mapping out a wider domain or a
domain with internally complex data, the neural network training set composed solely of the
outermost points of the convex hull would not ensure optimal performance. The training set
must also include enough internal data to properly represent the entire operating domain.
Ideally the training data set should be fairly evenly distributed across the domain. This
issue was resolved by Rohloff et al.(8) through the construction of density graphs. Rohloff
et al.(8) were working on developing a neural network framework to predict the air data
parameters using the data obtained through the flight tests of a prototype real-time FADS
system installed on the NASA F/A-18B systems research aircraft at NASA Dryden Flight
Research Center. They had a network of 11 FADS sensors, and they designed a neural
network to use the pressure measurement from each of these ports to predict angle of attack
(α), sideslip angle (β), freestream static pressure (P∞) and freestream dynamic pressure (qc).
The neural network training data therefore contained 11 FADS port pressure measurements,
along with 4 air data parameters. To determine the domain of optimal performance of the
trained neural network, the CHP was constructed in the 4 dimensional space representing
the air-data parameters. Subsequently, the training data in this 4 dimensional space was
analyzed using the density graphs to understand the possible limitations of the trained
neural networks within the flight envelop. The density graphs were prepared by plotting
training data distribution using two parameters at a time to generate planar projections of
the 4 dimensional data. The two-dimensional planar projection is divided into equal bins
and the number of training data points are recorded in each bin. These graphs were then
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Table 2.1: Angles and rates values used in PMARC simulations
α (deg) β (deg) p (deg/sec) q (deg/sec) r (deg/sec)
-5 -5 -12 -12 -12
-2.5 -2.5 -6 -6 -6
0 0 0 0 0
2.5 2.5 6 6 6
5 5 12 12 12
inspected visually to determine large ‘holes’. These large holes were the regions wherein
the neural network performance was to be suspected.
For this research, since the neural network training data is to be generated through
simulations it can be ensured that there are no large holes on the density graph. For
the purpose of demonstrating the efficacy of the system and methods described herein
the flight envelope chosen corresponded to the freestream velocity of 650 ft/s with angles
−5◦ ≤ α, β ≤ 5◦, and rates −12◦/s ≤ p, q, r ≤ 12◦/s. The simulations corresponding to the
limit values of the flow parameters would therefore correspond to the vertices of the CHP. To
ensure that the neural networks work optimally within the CHP, enough simulation points
within this convex hull need to be chosen to represent the internal complexity of the data.
Since Rohloff et al.’s density graph method was developed to deal with the available flight
data, instead of generating the data through flight tests, it does not explore the questions
pertaining to minimum training data density and appropriate bin sizes to ensure optimal
performance of the trained neural networks.
To ensure that the neural networks would work optimally within the above defined flight
envelop using the training data density defined in Table 2.1, the 6-dimensional data-set of
flow conditions and FADS port pressure was analyzed for internal complexity by plotting
their planar projections. These planar projections were generated by plotting the variation
of FADS port Cp with each flow parameters at a time. To understand the relationship
between these variables, trend-lines were drawn to identify the internal data complexity
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between the variables within the identified flight envelop. Figure 2.11 shows an example
planar projection with the associated trend-lines. It was noted that within the identified
range the relationship between any two-variables in the 6-dimensional set was quadratic
at best. Since interpolating a quadratic function requires a minimum of 3 data points,
therefore the training data density specified in Table 2.1, with 5 data points would ensure
that internal data complexity within the specified convex hull defined by the flight envelop
is available to neural network during training. The trained neural networks are therefore
expected to work optimally within the defined flight envelop.
Figure 2.11: Cp vs α planar projection: This figure shows the relationship between Cp
and the angle of attack at the 4 FADS port located at the same span-wise location on the
simulated aircraft. The associated trend-lines show that the Cp - α relationship for the
FADS port located towards trailing edge is linear, however the same relationship in the
given flight envelop is quadratic for the FADS ports located towards the leading edge.
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Table 2.2: Angles and rates values used in PMARC simulations for neural network testing
α (deg) β (deg) p (deg/sec) q (deg/sec) r (deg/sec)
-3 -4.5 -9 -10 -8
-1.5 -2 -3 -5 -4
1 1.5 2 4 5
4 3 8 11 7
2.7.2 Estimating Aerodynamic Loads
To estimate the real time aerodynamic loading for an airfoil with trailing edge control
surface a neural network framework similar to the one described in the previous section was
used. The training data for the neural network corresponded to the 3,125 airflow conditions
described in Table 2.1 for the 5 different airfoil configurations obtained by deflecting the
control surface by -5◦, -2.5◦, 0◦, 2.5◦, and 5◦. Two different neural networks were trained
using the 15,625 4x1 vectors of FADS port pressure with corresponding airfoil CL, and
Cm as outputs. These neural networks were tested on unseen data by generating addi-
tional data corresponding to 1,024 airflow conditions listed in Table 2.2 for all the 5 airfoil
configurations corresponding to the control surface deflection as mentioned above. The
error between the aerodynamic load estimation obtained through neural networks and the
PMARC computed aerodynamic loads were found to be within an acceptable range for the
purpose of this preliminary study. These error distribution for the 5,120 simulations are
shown in Figure 2.12, and Figure 2.13.
2.7.3 Estimating Control Surface Deflection
The control surfaces on an aircraft’s wings and tails play a crucial role in the stability
and control of the aircraft as it transitions between various flight profiles during a mis-
sion. Therefore any undesirable deployment of these control surfaces can adversely affect
the stability of the aircraft, leading to a loss of control. This loss of control due to un-
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Figure 2.12: The figure represents the error percentage between the local CL values esti-
mated using the pressure data from the FADS ports from the CL values obtained through
PMARC simulation.
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Figure 2.13: The figure represents the error percentage between the local Cm values esti-
mated using the pressure data from the FADS ports from the Cm values obtained through
PMARC simulation.
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scheduled control surface deployment has lead to catastrophic accidents in the past. These
undesirable deployments of control surface can occur due to a variety of reasons including
malfunction or procedural lapses leading to improper control surface deflection. At least a
few of these catastrophic accidents can be eliminated if the unscheduled deployment of the
control surface is detected.
The excellent performance of the FADS ports along with neural networks in estimating
the aerodynamic loads over the designated flight envelop subjected to a variety of control
surface deployment indicates the ability of the FADS ports data to discern between the
pressure profiles arising due to the changes in airfoil shape due to control surface deployment.
Hence, it can be concluded that the pressure data obtained using the 2 pairs of FADS ports
can be used to estimate the deflection of the control surface. Therefore an RBF NN with
4 inputs and 1 output was trained to predict control surface deflection angle from the 4
FADS ports data. The neural network was trained on 15,625 points corresponding to the 5
control surface deflections mentioned previously and the flight conditions listed in Table 2.1.
The NN was then tested on the 5,120 points corresponding to the flight conditions listed in
Table 2.2 for all the 5 control surface deflections. The error distribution between the NN
estimated control surface deflection angle and the actual control surface deflection angle for
the 5,120 test points is shown in Figure 2.14. The mean error in estimating the deflection
angle of the trailing edge control surface was 5.2%, and the standard deviation was 4.4%.
2.8 Conclusion
The work presented here determined the minimum number of FADS sensors necessary
to uniquely determine the pressure profile over a section of a wing. This work also showed
the appropriate locations for the placement of these sensors to capture the aerodynamic
signature over a wing section. The work also shows an appropriate estimation method
capable of re-constructing the complete pressure profile over the wing section from the
FADS sensor reading and computing the resultant aerodynamic loading. It was also shown
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Figure 2.14: The figure represents the error percentage between the control surface deflection
angle δe values estimated using the pressure data from the FADS ports from the δe values
for which PMARC simulation was conducted.
that the same sensor network can also be used to determine the deflection angle of a trailing
edge control surface.
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CHAPTER 3. REAL-TIME AERODYNAMIC LOAD ESTIMATION
FOR AN AIRCRAFT
Using the results from the previous chapter as building blocks, this chapter would extend
the real-time aerodynamic load estimation methods from a wing section to the complete
aircraft. Using the methodology developed in this chapter an application to detect the
incipient stall conditions over the aircraft would also be developed towards the end of this
chapter.
3.1 Overview
To extend the real-time aerodynamic load estimation techniques to an aircraft, this
chapter would start off with the description of a detailed aircraft model built for the purpose
of this research. It would then continue with the details of the data generated for this
research. The topic of sensor placement would then be discussed next. It should be noted
that the previous chapter pointed out the impracticability of measuring the pressure at
every point along the airfoil and therefore found the minimum number of points for pressure
measurement and their locations. Similarly, for a 3-dimensional aircraft, it is not feasible to
measure pressure along every chord. Therefore this chapter would develop a methodology
based on probability distribution to find the most appropriate locations for sensor placement
along the span of the aircraft. The methodology developed herein is independent of the
type of the aircraft, and can be used on aircraft other than the one presented here.
To estimate the aircraft loading using the spatially distributed sensor network developed
in this chapter, a neural network similar to the one used in previous chapter to estimate the
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wing sectional loading would be trained. The work presented in this chapter would highlight
the limited performance capability for this neural network in estimating the aircraft loading.
Thereafter a distributed neural network architecture would be presented for the purpose of
real-time aerodynamic load estimation for the aircraft. Besides improved performance in
estimating the total aerodynamic loading over the aircraft, this estimation method would
also estimate the real-time load distributions over the aircraft.
Using the real-time aerodynamic load distribution estimates from the estimation method
developed in this chapter, a technique to detect the incipient stall conditions over the aircraft
by monitoring the load distribution would be developed. It should be noted that the results
and analysis presented in this chapter were first discussed by the author in (16), and (17).
3.2 System Model and Data Generation
The work of the authors in the previous chapter provides a strong foundation for real-
time aerodynamic load estimation. However since the findings were limited to a section of
a rectangular wing it is fairly limited in it’s application. The work in the previous chapter
eliminated all additional complexities which arise due to a large 3-dimensional geometry
corresponding to an aircraft. In particular, the issue of the effect of 3-dimensional flow due
to wing tip vortex, and the problem of 3-dimensional sensor placement were not answered
in the previous chapter. The work presented herein is aimed at filling those gaps.
To extend the application of the proposed FADS sensor network from a wing to an air-
craft, the geometry for an aircraft similar to B-747 was constructed in PMARC. Figures 3.1,
3.2, and 3.3 shows the top view, front view, and the side view of the model. It should be
noted that the model does not contain the aircraft fuselage, since for the purpose of this
study the fuselage is not important. From the aerodynamics perspective, the fuselage can be
treated as a lifting body contributing to the lift and pitching moment of the aircraft. How-
ever during the flight of an aircraft the variation in pressure distribution over the fuselage
is considerably less dynamic than the variation of pressure distribution over the wings and
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tails of the aircraft. Therefore placing the FADS sensors over the fuselage is not warranted.
Since all the sensors are to be located over the wings and tails, it is important to have
data pertaining to the local flow fields at the sensor locations and not the fuselage, hence
eliminating the fuselage from the model is justified. From the perspective of aerodynamic
load estimation, the aerodynamic affect of eliminating the fuselage from this model would
be a constant factor corresponding to CLFuselage , and CmFuselage . This would not affect the
quality of neural network training or their performance, since these constant factors would
just add a bias term to the estimation method developed herein. Also, the purpose of this
research is to showcase the efficacy of the sensor network and the associated architecture
in estimating the aerodynamic loading. It is not the intent of the author to determine the
exact tuning parameters of the neural networks associated with the FADS sensor network.
Therefore, the elimination of the fuselage from this model during the computational effort
will not adversely affect the outcomes of this research.
Figures 3.1, 3.2, and 3.3 represents the aircraft model used for all the simulations
presented in this research. It should be noted that the aircraft has swept-back wings,
with dihedral and double taper similar to a B-747 in order to capture the associated 3-
dimensional aerodynamics effectively. This PMARC model of the wing of the aircraft is
constructed with 48 airfoils, while each section of the tails is constructed with 6 airfoils each.
Though not visible in Figures 3.1, 3.2, and 3.3, each wing has 3 control surfaces, viz. an
outboard aileron, an inboard aileron, and a flap. For the purpose of this research, 5 different
geometries of this model, corresponding to different wing control surface deflections were
constructed. It should be noted that neither horizontal tail nor vertical tail control surfaces
were deflected for this study. Table 3.1 outlines the control surface deflections corresponding
to the five geometries that were used for this research. Each of these geometries were
simulated for 3,125 different flow conditions corresponding to all the permutations and
combinations of the flow parameters outlined in Table 3.2.
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Figure 3.1: The figure shows the Top View, of the aircraft model constructed in PMARC
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Figure 3.2: The figure shows the Front View, of the aircraft model constructed in PMARC
Figure 3.3: The figure shows the Side View, of the aircraft model constructed in PMARC
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Table 3.1: Deflection Angles of the wing control surfaces
Left Wing Right Wing
Outer Inner Flap Flap Inner Outer
Ail. Ail. (deg) (deg) Ail. Ail.
(deg) (deg) (deg) (deg)
No Deflection 0 0 0 0 0 0
Flaps Down 0 0 -5 -5 0 0
Flaps Up 0 0 5 5 0 0
Single Aileron -5 0 0 0 0 5
Double Aileron -5 -5 0 0 5 5
Table 3.2: Angles and rates values used in PMARC simulations
α (deg) β (deg) p (deg/sec) q (deg/sec) r (deg/sec)
-5 -5 -12 -12 -12
-2.5 -2.5 -6 -6 -6
0 0 0 0 0
2.5 2.5 6 6 6
5 5 12 12 12
PMARC was used to run 5X3, 125 = 15, 625 simulations corresponding to the aircraft
geometries of Table 3.1, and atmospheric flow conditions of Table 3.2. From this extensive
data the coefficient of pressure, Cp was extracted for over 3,500 points over the aircraft
surface. Each section between every pair of airfoils was considered for analysis, leading
to over 65 sections over the aircraft. For each of these sections the local aerodynamic
coefficients CL, and Cm were extracted. The total aircraft CL, and Cm values were also
extracted from PMARC output.
3.3 Sensor Placement
Computational fluid dynamics (CFD) returns the value of Cp at every point of a finely
meshed grid over an aircraft. With such abundance of information, estimating aerodynamic
loading parameters CL, and Cm becomes a straight forward task. However it is not feasible
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to place a network of FADS sensors like a CFD grid over the aircraft. Therefore, the
sensor locations should be chosen such that all the distinguishing characteristic information
pertaining to the pressure distribution can be extracted from the pressure readings at the
sensor location. The work shown in the previous chapter answers this question pertaining
to sensor location for a section of a wing. It was found that the pressure distribution over a
section of a wing can be completely determined by knowing the pressure at two well-chosen
chord locations. To extend that work to a full 3-dimensional aircraft, it is important to
determine at what sectional locations the sensors should be placed to completely determine
the pressure signature of the aircraft.
For the 3-dimensional flow over the wing, the sectional CL encapsulates a remarkable
amount of information including the probability of local stall. The local CL for a given
section of the wing shows considerable sensitivity to flow changes either due to control
surface deflection or change in upstream flow conditions. Figure 3.4 shows the change in
sectional CL over half-span, as the flow conditions change for an aircraft configuration with
no control surface deflection. It should be noted that the steep gradient in local CL at
about 42 ft. is due to the change in the airfoil shape as the chord length of the wing
changes. Therefore to reliably distinguish the pressure signature due to the 3-dimensional
flow over the span of the aircraft either due to flow conditions or control surface deflection,
the authors chose to study the distribution of local CL, over each section of the wing.
To completely determine the pressure profile over the wing by placing the FADS sensors
at a limited number of stations along the span of the aircraft, it becomes important to
identify the span locations of interest. As can be observed from the Figure 3.4, the steepest
gradient of sectional CL for a given aircraft configuration for various flow conditions is
determined by the wing design. However it should also be observed that the span location
of maximum sectional CL changes due to the flow conditions. Therefore to distinguish
between the aircraft pressure signature due to various flow conditions the span station of
interest should include the locations of maximum sectional CL.
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Figure 3.4: The figure shows CL distribution over the port side wing of the aircraft. The
figure in particular highlights the changes in local CL distribution when any of the flow
parameter changes.
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It should be understood that unlike a two-dimensional airfoil which exhibits the max-
imum Cp close to the leading edge, the location of maximum sectional CL over the 3-
dimensional wing varies due to flight conditions as well as control surface deployment,
besides the geometry of the wing. Therefore to identify the location of maximum sectional
CL, the authors plotted the probability distribution of attaining the maximum sectional CL
at each point along the span of the aircraft.
Figure 3.5 shows the probability distribution of attaining the maximum sectional CL at
each span location for all the 5 aircraft configurations and across all the atmospheric flow
conditions for which the data was generated. To compute this probability distribution, the
location of maximum sectional CL for each flow condition for a given aircraft configuration
was identified. Each span location was assigned a score representing the number of flow
conditions at which the maximum sectional CL occurs at the given span station. This score
was normalized with respect to the total number of flow conditions for which the data was
generated for the given aircraft configuration.
Figure 3.5 also shows the location of each control surface on the wing. The effect
of these control surface deflections can easily be observed on the probability distribution.
The inspection of the probability distribution for Flaps Down configuration shows that the
probability of attaining maximum sectional CL is highest on the outer side of the flap. This
might be intuitive to an aerodynamist since due to downward control surface deflection
the relative sectional CL increases for the entire flap region, however the 3-dimensional
design of the wing ensures that the sectional CL is higher on the outboard side of the flap.
Similarly all other probability distributions have underlying aerodynamic and wing design
explanations.
Based on the probability distribution of Figure 3.5, six locations along the half-span
were identified for FADS placement. These locations are identified by the dotted vertical
magenta lines in Figure 3.5. It should be noted that all 6 identified locations are close to the
points corresponding to a peak in the probability distribution. Similarly six span locations
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Figure 3.5: This figure represents the probability of occurrence of maximum sectional CL
over the different sections of the port-side wing of the aircraft. The figure represents the
probability distribution for all 5 aircraft configurations listed in Table 3.1, and for all 3,125
flight conditions for each of these configurations. The figure also shows the location of
various control surfaces on the port-side wing.
49
were chosen on the starboard side of the wing, two locations on each side of the horizontal
tail, and two locations on the vertical tail. Therefore for the entire aircraft 18 locations
were chosen for the placement of FADS sensors.
3.4 Real-Time Aerodynamic Load Estimation
3.4.1 Estimation Using a Single Neural Network
The spatial distribution of FADS sensors across the 18 identified span locations in the
previous section provides rich information. To use this data for aerodynamic load estima-
tions neural networks similar to the one used in previous chapter were trained.
These neural networks had 72 inputs corresponding to 4 FADS sensors at each of the
18 identified sectional location, a single hidden layer of RBF neurons and a single output
corresponding to the estimated CL, or Cm. For this research multiple neural networks were
trained. Two neural networks were trained corresponding to each aircraft configuration
described in Table 3.1 to estimate aircraft CL, and Cm for a given aircraft configuration.
The data from the 3,125 sets of simulation for each of these aircraft configurations was
divided into a training set and a testing set. About 80% of the simulation data was used
in the training set to train the neural network. The performance of these neural networks
was then tested using the testing data, which the neural network had never seen before.
The percentage error between the CL, and Cm estimated from the neural network and the
PMARC computed values was calculated for each of the data point in the testing set. As
listed in Table 3.3, the mean error across all the aircraft configurations for CL, and Cm
estimation was found to be under 4%. Histograms in Figures 3.6, and 3.7 show the error
distribution for a Double Aileron configuration.
These results of estimation error distribution as documented in Table 3.3, and Fig-
ures 3.6, and 3.7, showcase the efficacy and reliability of using the sensor network and
associated estimation technique in determining the total aerodynamic loading over an air-
craft in real-time. During the aircraft flight, the estimation technique should be able to
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Table 3.3: Error Distribution in CL, and Cm Estimation
CL Cm
Mean (%) STD (%) Mean (%) STD (%)
No Deflection 3.57 7.62 3.14 5.79
Flaps Down 3.54 6.88 4.01 8.02
Flaps Up 3.44 7.12 3.64 6.7
Single Aileron 3.61 6.82 3.74 6.9
Double Aileron 3.78 7.52 3.93 7.21
Combined 7.64 10.16 6.75 10.12
Figure 3.6: The histogram shows the distribution of the percentage error between estimated
CL values and the PMARC computed values for the aircraft flying with the Double Aileron
configuration.
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Figure 3.7: The histogram shows the distribution of the percentage error between estimated
Cm values and the PMARC computed values for the aircraft flying with the Double Aileron
configuration.
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estimate these aerodynamic parameters seamlessly without regard to the aircraft configu-
ration. Therefore another pair of neural networks was trained and tested across the entire
dataset of 15,625 simulations encompassing all the aircraft configurations and flight condi-
tions. As listed in the last row of Table 3.3, the mean estimation error for both CL, and
Cm were found to be high for this neural network. The error distribution histograms for
this neural network are shown in Figures 3.8, and 3.9.
Figure 3.8: The histogram shows the distribution of the percentage error between estimated
CL values and the PMARC computed values for the aircraft across all configurations listed
in table 3.1, and flight conditions listed in table 3.2.
3.4.2 Estimation Using a Distributed Neural Network Architecture
The real-time aerodynamic load estimation results presented in the previous section
brings forth important observations viz. the richness of the information collected by the
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Figure 3.9: The histogram shows the distribution of the percentage error between estimated
Cm values and the PMARC computed values for the aircraft across all configurations listed
in table 3.1, and flight conditions listed in table 3.2.
54
spatially distributed FADS sensor, and the ability of the neural networks to process this
information to estimate the aerodynamic loading. The results also indicated a performance
limitation of single layered neural networks in estimating the loading for a given control
surface deflection vs. estimating the loading for unknown control surface deflections. The
results therefore suggest that to increase the reliability of aerodynamic load estimation, a
system should be designed such that it knows the control surface deflection and then ap-
propriately chooses the neural network trained to estimate the aircraft loading for the given
control surface deflections to estimate the real-time aerodynamic loading of the aircraft.
However such a system would not be utilizing the full potential of the rich information
collected by this sensor network. It was shown in the previous chapter, that this spatial
distribution of the sensors can be reliably used to independently detect the control surface
deflections. This ability of the sensor network can be utilized as part of a safety and health
monitoring system for the aircraft. Therefore a system architecture with distributed FADS
sensors and neural networks for aerodynamic load estimation which requires the knowledge
of control surface deflection comes across as a highly under-optimized system.
To estimate the aerodynamic loading with increased reliability and without the knowl-
edge of control surface deflection, a distributed neural network architecture for aerodynamic
load estimation is presented here. This distributed neural network architecture consists of
18 independent neural networks, and an additional neural network dependent on the previ-
ous 18 neural networks, as shown in Figure 3.10. Each of the independent neural networks
is trained to estimate the local sectional coefficient of lift for a given span location using
only the inputs of the 4 FADS sensors placed along the given span station. The additional
dependent neural network takes the estimated sectional coefficient of lift as inputs from
each of the 18 independent neural networks to estimate the total CL, or Cm for the aircraft.
The efficacy of the proposed estimation method using distributed neural networks can
be compared with the previous estimation method of using a single neural network as de-
scribed in the previous section by using both the methods on the same set of problem. For
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Figure 3.10: The figure shows a representation of the distributed neural network architecture
proposed for the real-time estimation of aerodynamic loading. As shown herein, there are
18 independent neural networks to estimate the real-time sectional coefficient of lift for each
span location with FADS sensors installed. This estimated sectional coefficient of lift is used
by another neural network to estimate the aircraft loading.
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the purpose of comparison, the authors would show herein the performance of the proposed
estimation architecture in estimating the aerodynamic loading for the given aircraft for any
of the 5 different control surface deflections given in Table 3.1 and for the 3,125 flight con-
ditions for each of these configurations listed out in Table 3.2. The 15,625 flight simulations
were randomly divided in to two sets. The training set was composed of about 80% of the
flight simulations while the testing set had the remaining 20% of the flight simulations. For
each of these sets of simulations the Cp values at all the 72 FADS ports were extracted
from PMARC. For each set of simulation, PMARC also provided the sectional coefficient
of lift for each span station where the FADS sensors were located, as well as aircraft CL,
and Cm values. The 18 independent neural networks were trained to estimate the sectional
lift coefficient for each span station with FADS sensors using the data from the training
set. Each of these 18 neural networks had 4 inputs corresponding to the pressure readings,
Cp, at each FADS sensor located at the given span station. These neural networks had a
single hidden layer of RBF neurons and a single output corresponding to the sectional lift
coefficient. These neural networks were trained on the training set to achieve a pre-defined
value of mean squared error between the neural network estimated sectional lift coefficient,
and PMARC computed sectional lift coefficient. The training of these neural networks were
done without defining any upper limit on the number of hidden neurons. The additional
dependent neural network was designed to have 18 inputs each, corresponding to the esti-
mated sectional lift coefficients from each of the previously trained 18 neural networks, a
single hidden layer of RBF neurons and a single output for the estimated aircraft CL, or
Cm. These neural networks were trained with the PMARC computed values of sectional
lift coefficient for the 18 span stations with FADS sensors. The training of these neural net-
works was also limited to the training data set created out of the 15,625 simulations. Similar
to the previously trained neural networks these neural networks were trained to achieve a
pre-defined value of mean squared error and with no limit on the number of neurons in the
hidden layer.
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Table 3.4: Error Distribution in aircraft CL, and Cm Estimation
CL Cm
Mean (%) STD (%) Mean (%) STD (%)
Single Neural Network 7.64 10.16 6.75 10.12
Distributed Neural Networks 2.44 6.68 2.14 6.42
This distributed neural network architecture was then tested using the 3,125 sets of
randomly chosen simulations comprising the testing set. The testing set constituted data
from all the 5 aircraft geometries listed in Table 3.1. The testing set constitutes an unseen
set of data for the trained neural networks, since this data was never used during their
training, and therefore can benchmark their performance. Each of the 18 neural networks
were provided with the Cp input for the 4 FADS sensors at the span location for which they
were trained. The neural network estimated sectional lift coefficient, was then compared
with the PMARC computed sectional lift coefficient for the given station, and the error
percentage between the estimate and computed values were noted. This was done for all
3,125 sets of simulations in the testing set and for all 18 neural networks corresponding
to the 18 identified span locations. The mean of the percentage error across all the span
locations varied between 0.5% - 3%. These estimated values of sectional lift coefficient from
each of the 18 neural networks were then sent as inputs to the 2 dependent neural networks
to estimate the aircraft CL, and Cm. The performance parameters of these 2 dependent
neural networks are listed in Table 3.4. Reproduced in Table 3.4 are the same performance
parameters for the single neural network estimation method on the same data as proposed in
the previous section. As can be observed, the distributed neural network estimation method
was able to bring down the mean estimation error percentage by 68%. A quick glance at
Table 3.3 also shows that the performance of this distributed neural network estimation
method without the knowledge of control surface deflection, is better than the single neural
network estimation for a known control surface deflection.
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The considerable improvement in the aerodynamic load estimation due to an upgraded
neural network architecture is very encouraging and points to the fact that with the im-
provement in neural network technology these estimations can be further improved. Noting
that the neural network technology is progressing at an exponential rate, it can be con-
fidently said that these estimates can be further improved. However the purpose of this
research is limited to showcase the viability of FADS sensor network to estimate the aero-
dynamic loading in real-time, and the possibilities that can open up due to the availability
of real-time loading data. Therefore from the perspective of this research objective the
authors do not intend to pursue further improvements in the load estimation techniques.
Besides the improvement in the real-time aerodynamic load estimation of the aircraft,
the distributed neural network architecture also provides a detailed real-time spatial load
distribution over the aircraft. This is a very vital information, that can be used for the
detection of incipient stall conditions.
3.5 Incipient Stall Detection
An airplane stall is an aerodynamic condition in which an aircraft exceeds its given
critical angle of attack, leading to flow separation and as a consequence it is no longer able
to produce the required lift for normal flight. The aircraft stall first gets generated in the
high aerodynamic loading regions of the aircraft and then propagates to the rest of the
aircraft. Since aircraft loading is proportional to the angle of attack, the current aircraft
stall warning systems are based on the monitoring of angle of attack. These warning systems
raise an alarm when the monitored angle of attack exceeds the pre-defined threshold for the
given aircraft configuration.
The aircraft angle of attack is measured by the angle-of-attack vane which is generally
located on the fuselage near the nose of the aircraft. For an aircraft in level-steady flight,
this angle of attack measurement at the nose of the fuselage closely represents the angle-of-
attack experienced by the rest of the aircraft. However due to a variety of reasons, such as
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flying through a vortex or while executing a maneuver such as taking a sharp banked turn,
the local angle of attack across the wing span of the aircraft can vary considerably. The
current breed of aircraft are not equipped with any technology to measure this local angle
of attack, and therefore it stays undetected. During asymmetric flight conditions, such as
while executing a sharp aerial maneuver in unfavorable freestream conditions a part of the
wing develops a very high local angle of attack and goes into a local stall. If appropriate
action to mitigate this local stall is not taken, it can create incipient spin conditions for the
aircraft. Therefore if an appropriate system can detect the local angle of attack and warn
the pilot if any region of the aircraft is about to develop a stall, then an adverse situation
can easily be mitigated.
The 18 independent neural networks described in the previous section provide real-time
aerodynamic load estimation at each section of the aircraft. This spatial aerodynamic load
distribution is directly proportional to the local angle of attack. Therefore, this section
would show the efficacy of a system built around the FADS sensor network and the asso-
ciated distributed neural network architecture in detecting the incipient stall conditions.
The efficacy of the proposed system would be shown through an open-loop dynamic simu-
lation of a B-747 aircraft with the network of spatially distributed FADS sensors installed.
The simulation would show the variation in the spatial distribution of aerodynamic load-
ing along the wing span as the level steady aircraft makes a turn. The simulation would
also include a strong gust which would hit the aircraft while it’s making the turn. The
gust would represent an adverse atmospheric condition which would inadvertently increase
the local angle of attack thereby pushing a part of the aircraft into a local stall. To show
the efficacy of the proposed system in detecting the incipient stall, through the means of
computer simulations the authors built a dynamic model of B-747, a Force and Moment
Computation Module (FMCM) to compute the forces and moments acting on the aircraft
using the FADS sensor data, and an Aerodynamics Simulation Module (ASM) to simulate
the flow of air over the aircraft. The Figure 3.11 shows the simulation architecture using
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Figure 3.11: The figure shows the simulation architecture used in this research to simulate
the output of the proposed FADS sensor network and the associated distributed neural
networks for real-time estimation of the aerodynamic loading.
the proposed modules. The simulation architecture shown in Figure 3.11 highlights the flow
of information between the above mentioned modules to simulate the stall conditions. A
detailed description for each of these modules is also provided below:
3.5.0.1 Aircraft Dynamics Module (ADM)
A full non-linear 6 degree of freedom aircraft model as described in(18) was used to
build a dynamic computational model for the aircraft. This model was parametrically
dependent on aircraft’s non-dimensional coefficients, inertia, geometry and, atmospheric
properties. This generalized 6-DoF model was customized to B-747 characteristics using
the B-747 parametric data available in(19). For the purpose of dynamic simulations the
model is linearized around the given states of the aircraft and reduced to a state space
representation. The model is designed to take the user defined control surface deflections,
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and atmospheric perturbations as inputs and compute the updated states of the aircraft and
return them as outputs. The model thus represents a real-time simulation of the aircraft
dynamics.
3.5.0.2 Force and Moment Computation Module (FMCM)
The FMCM is based on the distributed neural network architecture described in the pre-
vious section to estimate the aerodynamic forces and moments in real-time. This module
contains the neural networks which have been pre-trained over the given flight envelop. This
module takes the output of all the FADS sensors and gives out the non-dimensionalized aero-
dynamic forces on each section of the aircraft, as well as the cumulative non-dimensionalized
forces and moments acting on the aircraft.
3.5.0.3 Aerodynamics Simulation Module (ASM)
The purpose of the ASM is to simulate the flow of air over the FADS sensors. This
module would not be required when this proposed system is installed on an aircraft. However
for the purpose of testing the system through computer simulations, it is required to simulate
the flow of air over each of the 72 FADS sensors located on the aircraft. This module is
intended to simulate the flow of air as the states of the aircraft evolve, or if the aircraft
configuration changes due to the control surface deflections, or due to any atmospheric
perturbations. The ASM estimates the air pressure at each of the FADS port using a linear

















∆uk (i = 1, ..., 72) (3.1)
In Eq. (3.1), pi and piref are the i
th port pressure and reference pressure, respectively;
and xj and uk are the j
th and kth state and control variables, respectively. The control
variables include the elevator, rudder, aileron, and flap deflections, and the state variables
include a set of all aircraft state variables that provide significant variation in port pressure
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magnitudes. For the purpose of this simulation, the reference values and the FADS port
pressure sensitivity coefficients are determined from the 3-D potential flow computational
results obtained using PMARC. It must be noted here that, the flow over the control surface
is a viscous flow and therefore the values of the control surface partial derivatives in Eq. (3.1)
obtained through potential flow simulation would be considerably different. However the
qualitative flow characteristics over the control surface obtained through potential flow
simulations are similar to the qualitative flow characteristics obtained through the wind-
tunnel tests which include viscous effects. Since the purpose of this research is focused
on building an appropriate framework therefore as long as the qualitative aerodynamic
behavior of the potential flow model remains similar to the viscous flow, the efficacy of
framework developed herein would remain unaffected.
3.5.1 Setting Up the Simulation
To showcase the efficacy of the proposed sensor network architecture for incipient stall
detection through dynamic simulation, the authors would show the variation of spatial load
distribution over the wing, while the aircraft makes an uncoordinated turn. For this simu-
lation, the uncoordinated turn would be manually initiated through the aileron deflections.
The elevator or the rudder input would not be used. A strong gust would be injected as
atmospheric perturbation during the turn. It is expected that this gust would considerably
increase the aerodynamic loading across the entire wing. However for the aircraft section
with higher loading the additional loading due to gust would cause the aerodynamic load-
ing to exceed a pre-defined safe operational limit, thereby triggering a warning from the
proposed stall detection system.
For the purpose of simulating the air flow over the FADS sensor locations during this
simulation through ASM, as well as training the neural networks for FMCM, additional
aerodynamic databases were generated. The databases corresponding to aircraft configura-
tions listed in Table 3.1 were well suited to show the viability of the proposed system for
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Table 3.5: Aileron Deflection Angles of the Aircraft for PMARC Simulations
Left Wing Right Wing
Outer Inner Flap Flap Inner Outer
Ail. Ail. (deg) (deg) Ail. Ail.
(deg) (deg) (deg) (deg)
-10 Degrees 10 10 0 0 -10 -10
-5 Degrees 5 5 0 0 -5 -5
No Deflection 0 0 0 0 0 0
5 Degrees -5 -5 0 0 5 5
10 Degrees -10 -10 0 0 10 10
a variety of flight configurations. However limiting the ASM and FMCM modules to those
databases alone might severely impact their performances. Therefore additional databases
were generated. These databases corresponded to various aileron deflections and are de-
tailed in Table 3.5.
For each of the geometric configuration listed in Table 3.5, 3,125 flight conditions cor-
responding to Table 3.2 were simulated using PMARC. The FMCM and ASM were built
using the data from these 15,625 sets of simulations.
3.5.1.1 Simulation Conditions
The database generated in the above section ensures that the FMCM neural networks
are trained over the flight envelop needed for the purpose of simulation. This database
also ensures that ASM can reliably estimate the air pressure over each of the FADS port
over the course of simulation. For the purpose of showcasing the efficacy of this system
architecture, a level steady flight was simulated and then using a ramp aileron input as
shown in Fig. 3.12 the flight was rolled for a turn. As shown in Fig. 3.12, after 10 sec the
aileron input was held steady at 10◦. A strong vertical gust of 40 ft/sec was introduced
at 13th sec. Figure 3.13 showcase the aircraft state evolution for the lateral states while
Fig 3.14 shows the distribution of sectional CL for the aircraft maneuver.
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Figure 3.12: The figure shows the inputs to the aircraft during the simulation. As can be
observed the aircraft was given a ramp aileron input starting at 5 sec. The aileron input
was held steady from 10 sec onwards.
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Figure 3.13: The figure shows the evolution of the lateral states of the aircraft. As can be
observed the perturbation in the states is zero till 5 sec, since no input or disturbance was
provided to the aircraft. The roll rate increases from 5 sec to 10 sec corresponding to the
increasing aileron input and then stays steady as expected.
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Figure 3.14: The figure shows the display of the spatial aerodynamic load distribution from
the FMCM module for a few chosen time instances. The T = 1 sec display shows the load
distribution in a level steady flight. T = 8 sec, and T =10.5 sec shows the load distribution
while the aircraft makes an uncoordinated banked turn with no external disturbances. The




As observed in Fig. 3.13 for the first 5 sec the perturbation in all the lateral states
remain zero corresponding to the level steady flight conditions. It is also observed that
the roll rate evolution follows the aileron input, increasing from 5 sec to 10 sec, and then
holding a steady value. All other lateral states evolve as expected as well.
The output of the FMCM module for the spatial distribution of aerodynamic loading
is imagined to be displayed on a screen. The screen would also display a pre-determined
operational limit on the sectional aerodynamic loading. The incipient stall warning would
be raised if the local aerodynamic loading on any part of the aircraft exceeds the operational
limit for that section. For the purpose of demonstration, a constant operational limit at 0.85
was chosen for this simulation. Figure 3.14 shows the screen display at a few chosen points
during the simulation. For the level steady flight at T = 1 sec, a symmetric aerodynamic
loading is observed across the wing span. It should be noted that as per the wing design,
with no control surface deflection the maximum loading is observed for the span locations
at ±42 ft.
As the ailerons are deflected and the aircraft starts rolling, the spatial distribution of
aerodynamic loading is expected to change both due to control surface deflection as well
as perturbations in the aircraft states. The positive roll rate in Fig. 3.13 indicates that
the aircraft starts banking with it’s right wing going down, and left wing coming up. The
FMCM display of spatial aerodynamic loading at T = 8 sec confirms this phenomenon, by
showing the increased loading on the left wing and decreased loading on the right wing. It
should also be noted that the loading profile of each wing has changed considerably due
to the control surface deployment. For the given aircraft maneuver the ailerons on the left
wing has gone down, while the ailerons of the right wing has come up. Correspondingly the
local aerodynamic loading over the left wing aileron has increased considerably beyond the
previously observed location of local maxima at -42 ft. At the same time the local loading
over the right wing aileron has decreased considerably.
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Between T = 10 sec and T = 13 sec, the forces acting on the aircraft are steady, since the
aileron deflection is held steady and there are no external disturbances. Therefore during
this time the FMCM display showing the spatial aerodynamic loading stays steady as well.
The introduction of a strong vertical gust at T = 13 sec is seen clearly in the FMCM
display in Fig. 3.14. As can be observed the gust increases the loading across the span of
the aircraft, and pushes the left aileron region beyond the safe operational limit.
As shown herein, with the proposed system installed on an aircraft such conditions can
easily be detected, and a warning can be raised so that the pilot or the controller can execute
appropriate counter-measures.
3.6 Conclusion
The research presented in this chapter extends the previous work on aerodynamic load
estimation from a small section of a wing to an entire aircraft. In particular, this research
presented here shows a methodology to identify the optimal location for the placement of
FADS sensors across the aircraft in order to capture the entire instantaneous pressure sig-
nature over the aircraft. The work presented in this chapter also developed an aerodynamic
load estimation method for real-time estimation of both aerodynamic load distribution, as
well as total aerodynamic load acting on an aircraft. Using the real-time aerodynamic load
distribution estimates from this method the possibility of development of an application to
detect incipient stall conditions for asymmetric flight conditions was also shown.
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CHAPTER 4. AIRCRAFT PROGNOSTIC CONTROL
4.1 Introduction
The prevalent practice of the day for aircraft control design involves measuring the
aircraft states and then synthesizing the control action to achieve the desired objectives.
This entire chain of command is reactionary in nature, since the control action is taken
after the observed change in the states of the aircraft. A prognostic approach to aircraft
control would be able to anticipate the future change in the states of the aircraft and
synthesize the current control action accordingly. The evolution of the aircraft states can
easily be anticipated by knowing the current loading on the aircraft. However estimating the
aerodynamic loading over the aircraft in real-time had been a challenge and consequently
the synthesis of a prognostic controller.
A prognostic controller based on the force feedback control architecture has considerable
advantages over the current breed of state feedback controllers. The research by Thompson
et al.(20) of natural flying systems (such as birds, bats, insects, etc.) indicates that the
superior agility, robustness, and stability characteristics of natural flying systems is due to
their load sensing mechanisms that exist throughout their body. These load sensing mech-
anisms (or structures) allow these species to sense the aerodynamic loads instantaneously
which are then fed back directly to their biological control system. Preliminary research by
Thompson et al.(20) has demonstrated that for artificial flying systems direct force feed-
back control mechanisms can achieve remarkable improvements in aerodynamic disturbance
rejection, robustness to control uncertainty, and damage tolerance.
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Despite all the obvious benefits of using force feedback over state feedback for aircraft
control design, the force feedback controllers are non-existent in the aircraft industry due
to the lack of appropriate means of estimating the aircraft aerodynamic loads in real-time.
This chapter addresses this problem by developing a prognostic control architecture based
on the real-time aerodynamic load estimation technique developed in the previous chapters.
4.2 Overview
This chapter would first outline an appropriate FADS based system architecture capa-
ble of leveraging the FADS output for prognostic control application. The chapter would
then describe a detailed simulation architecture for implementing the proposed system ar-
chitecture for the purpose of computer simulations. The chapter would then continue to
show results of a simulated scenario of two aircraft passing through an intense atmospheric
turbulence. The simulations would represent the performance of an aircraft with FADS
sensor network and the proposed prognostic controller and the performance of an aircraft
without FADS sensor network.
4.3 System Architecture
To build a prognostic control application, the authors here would use a system archi-
tecture similar to the FaRCHEM system architecture described by Vogel et al. in (1). The
system architecture used in this research is shown in Figure 4.1. The various associated
modules are described below:
4.3.1 Pressure Distribution Computation (PDC) Module
The PDC module computes the ‘expected’ output at the FADS sensors location based on
the readings of the on-board traditional inertial sensors. The expected output levels are de-
termined using a standard norms template that defines the expected distribution character
based on current motion and configuration state of the aircraft. The algorithm representing
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Figure 4.1: The figure shows a modified version of the FaRCHEM system architecture de-
scribed in (1), and used in this study for the purpose of demonstrating the feasibility of
building a prognostic controller using the real-time force and moment estimation method-
ology proposed by the authors.
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the standard norms developed in this study uses a linear Taylor series representation from

















∆uk (i = 1, ..., 72) (4.1)
In Eq. (4.1), pi and piref are the i
th port pressure and reference pressure, respectively;
and xj and uk are the j
th and kth state and control variables, respectively. The control
variables include the elevator, rudder, aileron, and flap deflections, and the state variables
include a set of all aircraft state variables that provide significant variation in port pressure
magnitudes.
4.3.2 Force and Moment Perturbation and Computation (FMPC) Module
The FMPC module provides estimated values for aircraft force and moment perturba-
tions to the RCS module when the FADS pressure field and the expected pressure fields
(PDC) do not match, as would occur when the aircraft experiences atmospheric turbu-
lence. This information is a leading indicator for aircraft response transients and, as such,
represents predictive type sensory information for controller applications.
4.3.3 Reconfigurable Control System (RCS) Module
The main function of the RCS module is to compute the ‘new’ control input based on the
feedback received from the FMPC module and various feedback signals. In principle, the
RCS module is capable of replacing or bypassing the traditional control system. However,
in order to maintain robust and failsafe architecture of the control system it is designed




The modified FaRCHEM system architecture shown in Figure 4.1 and described in the
previous section provides an ideal framework to leverage the prognostic capabilities of using
force and moment feedback for aircraft control. The primary advantage of using force and
moment feedback is the prognostic ability to predict the evolution of the states of the aircraft
knowing the current forces and moments.
Through the monitoring of actual pressure and the ‘expected’ pressure across the air-
craft, the FADS sensor network and the PDC module can detect any atmospheric anomaly
before the aircraft responds to it and its states change accordingly. The real-time aerody-
namic load estimation methods developed in the previous chapters forms the foundation of
a distributed FADS sensor network appropriate for this application.
The pressure distribution anomaly jointly discovered by the FADS sensor network and
the PDC module is quantified as a disturbance in the forces and moments acting on the
aircraft by the FMPC module. The FMPC module is comprised of two Force and Mo-
ment Computation (FMC) modules, as shown in Figure 4.2. Each of these FMC module
computes the actual and expected forces and moments acting on the aircraft using the
pressure readings from the FADS sensor and the PDC module respectively. These modules
are based on the real-time force and moment estimation methodology using a distributed
neural network architecture as described in the previous chapter. The difference in forces
and moments between the two FMC modules provides the force and moment perturbation
that the aircraft experiences.
To simulate the system architecture shown in Figure 4.1, two additional modules were
built to simulate the aircraft dynamics, and the atmospheric pressure at the FADS sen-
sor locations. To simulate the aircraft dynamics, the authors used the non-linear aircraft
dynamics equations as derived in (18). This model was parametrically dependent on air-
craft’s non-dimensional coefficients, inertia, geometry and, atmospheric properties. This
generalized 6-DoF model was customized using the B-747 parametric data available in (19).
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Figure 4.2: The figure shows a detailed representation of simulation architecture used by
the authors to simulate the system architecture shown in Figure 4.1.
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The atmospheric pressure at the FADS sensor port location was simulated using the
Aerodynamics Simulation Module (ASM). The ASM computes the actual atmospheric pres-
sure at the FADS sensors location based on the atmospheric perturbations, aircraft states
and aircraft configuration. These pressure levels are determined using a standard norms
template that defines the pressure distribution character. The algorithm representing the
standard norms developed in this study uses a linear Taylor series representation. Figure 4.2
shows a detailed representation of all the associated modules used in the simulation as well
as the flow of information in and out of each module.
4.5 Simulation Setup and Results
4.5.1 Simulation Setup
To highlight the considerable advantage offered by the modified FaRCHEM architecture
for aircraft control applications, simulations were carried out to simulate the response of an
aircraft going through a vortex with and without the FaRCHEM architecture.
The simulations were designed to replicate the motion of an aircraft flying through
the wake vortex of another aircraft. This situation is commonly encountered around the
major airports where there is a high density of aircraft flying in and flying out. The wake
vortex was simulated using the circulation theory. For the purpose of this simulation,
the wake vortex was assumed to be generated by an aircraft of comparable size to B-
747. The circulation strength was computed using the Kutta-Joukowski theorem. The
spatial atmospheric perturbations in the velocity field around the simulated aircraft were
computed using the circulation definition. This provided the strength as well as the direction
of perturbation due to the wake at each point of the aircraft. Using this distribution of
perturbations in the velocity field around the aircraft, the aerodynamics simulation module
was able to compute the perturbation in pressure at each FADS sensor location.
For most of the wake incidents only a part of the aircraft experiences the wake left
behind by another aircraft. This generally happens when the aircraft trajectory does not
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intersect with the wake. The disturbance thus encountered is a limited perturbation acting
on the aircraft. However if an aircraft flies through the wake vortex of another aircraft,
then the wake vortex is first experienced from a distance, wherein the strength of vortex
induced perturbations is limited. The perturbation strength gradually increases as the
aircraft approaches the center of the wake, and then the strength starts decreasing as the
aircraft moves away from the center of the wake. At cruising speed this entire transition
through wake vortex for big jets lasts for about a second.
The simulations presented here represents the worse of the worse scenario of wake vortex
encounter. These simulations would represent an extreme case of atmospheric perturbation,
which an aircraft would probably never encounter. For the purpose of these simulations to
show the efficacy of prognostic control, an unperturbed aircraft flying level steady would be
subjected to full strength of the perturbations felt at the center of the vortex. This aircraft
would then fly with it’s nose following the center of the vortex for two seconds.
A standard flight control system (FCS) is designed for both the simulations as per the
flight control design methodology outlined by Blakelock (21). For the simulation with the
FaRCHEM system architecture, the RCS module was represented by a proportional con-
troller using force-feedback. It should be noted that the force-feedback signals used by the
RCS module come from the neural network based estimation methods. As shown previously
these signals have a small amount of uncertainty. The associated signal uncertainty is not
modeled in this simulation.
4.5.2 Simulation Results
The results of the simulation are presented in Figures 4.3, 4.5, 4.7, 4.9, 4.11, 4.13, 4.14, 4.15,
and 4.16. In both the simulations, the aircraft was flying level steady for the first one sec-
ond of the flight. The aircraft then experiences the full strength perturbations experienced
at the center of a circulation vortex. For the next two seconds the aircraft flies through
the circulation vortex with it’s nose following the center of the wake vortex generated by
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another comparable aircraft. The primary perturbation experienced by the aircraft flying
through the wake vortex is a roll moment as shown by the aircraft response in Figure 4.6a.
Since this wake vortex primarily exerts lateral forces on the aircraft, the perturbation in
the longitudinal states is limited and controller response for both the standard flight control
system and, FADS enabled flight control system augmented by the prognostic controller is
similar as shown in Figures 4.3.
The advantage of using a modified FaRCHEM system architecture along with the real-
time aerodynamic load estimation technique becomes apparent upon the inspection of the
aircraft lateral response represented by the evolution of the lateral aircraft states presented
in Figures 4.5, 4.7, 4.9, 4.11, and 4.13. As shown in the figures the perturbations to the
lateral aircraft states in response to wake vortex is negligible with the prognostic controller
and FaRCHEM system architecture. From the aircraft response without the prognostic
controller it can be observed that the perturbation intensity experienced by the aircraft is
severe enough to cause a major incident. These results highlight the efficacy of a system
architecture for prognostic control using FADS network based real-time aerodynamic load
estimation.
The underlying efficacy of prognostic control architecture described here lies in the early
detection of perturbation through aerodynamic force estimation using the FADS sensor net-
work. This fact is particularly illustrated by the aileron deployment by the standard flight
control system and the FADS based prognostic-FCS controller shown in Figure 4.15. As
shown in the figure, the prognostic-FCS controller starts deflecting the ailerons before the
standard flight control system. This is possible since the standard flight control system is
reliant on traditional inertial sensors and the control action starts only when the perturba-
tion in the aircraft states is observed by the inertial sensors. Since the state perturbations
are caused by the perturbation in forces and moments acting on the aircraft, therefore de-
tecting the perturbations in aerodynamic loads provide temporal advantage to prognostic
controller.
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Figure 4.15 also highlights the second equally important reason for the efficacy of prog-
nostic controller over standard aircraft flight controller. The prognostic controller is aware of
the magnitude of perturbation in forces and moments experienced by the aircraft, therefore
it is able to command the control surface deflection proportional to the force and moment
perturbations applied to the aircraft. On contrary the traditional flight control system
commands the control surface deflection proportional to the perturbations in the state of
the aircraft. Due to the time constant associated with every dynamical system, a standard
traditional aircraft flight controller cannot estimate the actual perturbations experienced
by the aircraft by tracking the perturbations in aircraft states. Therefore as shown in Fig-
ure 4.15 the aileron deflection commanded by the standard flight control system increases
gradually and then reaches saturation, however the control surface deflection commanded
by the prognostic-FCS controller looks like a step function which is similar to the nature of
perturbation applied.
The controller saturation for a standard flight control system as indicated in Figure 4.15,
along with the untamed roll rate for the standard flight control system as shown in Fig-
ure 4.6a points that the aircraft does not have enough control power to stabilize itself in the
simulated scenario. However with the FADS based prognostic controller, the aircraft can
continue flying through the wake vortex with virtually undetectable state perturbations.
4.6 Conclusions
The work presented in this chapter clearly shows the advantages of using a FADS sensor
network, distributed neural network architecture for real-time aerodynamic load estima-
tions, and a modified FaRCHEM system architecture for atmospheric disturbance rejection
for an aircraft. The results presented here showed the efficacy of the proposed system to
fly an aircraft with negligible perturbations through a wake vortex, which otherwise would
have sent the aircraft out of control with traditional sensors and controller. In particular,
the perturbation in roll rate was reduced by 3 orders of magnitude or 99.986%.
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Figure 4.3: The figure shows the response of the longitudinal states to atmospheric distur-
bance with a standard flight control system (FCS), and FADS enabled prognostic control
augmented flight control system (Prog-FCS).
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(a) β Response (b) Zoomed-in response
Figure 4.5: Aircraft sideslip angle response to atmospheric disturbance with a standard
flight control system (FCS), and FADS enabled prognostic control augmented flight control
system (Prog-FCS).
(a) p Response (b) Zoomed-in response
Figure 4.7: Aircraft roll rate response to atmospheric disturbance with a standard flight
control system (FCS), and FADS enabled prognostic control augmented flight control system
(Prog-FCS).
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(a) φ Response (b) Zoomed-in response
Figure 4.9: Aircraft roll angle response to atmospheric disturbance with a standard flight
control system (FCS), and FADS enabled prognostic control augmented flight control system
(Prog-FCS).
(a) r Response (b) Zoomed-in response
Figure 4.11: Aircraft yaw rate response to atmospheric disturbance with a standard flight
control system (FCS), and FADS enabled prognostic control augmented flight control system
(Prog-FCS).
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(a) ψ Response (b) Zoomed-in response
Figure 4.13: Aircraft heading angle response to atmospheric disturbance with a standard
flight control system (FCS), and FADS enabled prognostic control augmented flight control
system (Prog-FCS).
Figure 4.14: The figure shows the elevator deployed by a standard flight control system
(FCS), and FADS enabled prognostic control augmented flight control system (Prog-FCS).
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Figure 4.15: The figure shows the aileron deployed by a standard flight control system
(FCS), and FADS enabled prognostic control augmented flight control system (Prog-FCS).
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Figure 4.16: The figure shows the rudder deployed by a standard flight control system
(FCS), and FADS enabled prognostic control augmented flight control system (Prog-FCS).
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CHAPTER 5. CONCLUSIONS AND FUTURE RESEARCH
The work presented here identified the key issues associated with the direct measurement
of aerodynamic loads in real-time and provided reliable methods to address those issues. The
work developed direct estimation methods for real-time aerodynamic load estimations. This
work also showed the possibility of developing new aircraft health monitoring applications
such as asymmetric stall detection, which were previously not feasible due to the lack of real-
time aerodynamic load estimates. This work also showed the possibility of improvement in
current aircraft systems through the use of this technology in areas such as aircraft control.
5.1 Key Contributions
The objectives accomplished in this research were technology framework development for
the real-time aerodynamic load estimation through the design methodology for a distributed
FADS sensor network and neural network based estimation algorithm. This research also
accomplished the task of building practical aircraft health monitoring and controls applica-
tion using the method developed herein. In particular, the key contributions of this research
are summarized below:
1. Determination of the minimum number of FADS sensors required to cap-
ture the pressure signature over an airfoil uniquely and distinctly.
The analysis of unsteady flow over a wing section through pitching and plunging mo-
tion over 1-20 Hz and a wide free-stream velocity distribution showed the requirement
of at least 2 pairs of FADS sensors necessary to distinctly capture the instantaneous
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pressure signature over an airfoil. The analysis also provided the appropriate loca-
tions for these sensors. Based on the Cp gradient analysis it was shown that a pair
of FADS sensors around 3-7% chord length and another between 50-80% chord would
be needed. A further analysis of over 3,125 flow conditions over a wing with trailing
edge control surface showed that the best location for the aft sensor placement on
an airfoil with trailing edge control surface is just before the beginning of the control
surface.
2. Aerodynamic load estimation methods for a section of the wing using the
real-time pressure data from the FADS sensors.
This research showed that an appropriately trained neural network with a single hid-
den layer of radial basis function can be used to estimate the real-time local aerody-
namic loading on a section of a wing using the pressure data from the two pairs of
FADS sensors located along the same chord.
3. A method to determine the deflection angle of the aircraft control surface
using the data from the FADS sensor.
This research showed the efficacy of FADS sensor and their placement for aerodynamic
load estimation to distinctly capture the instantaneous pressure signature over an
airfoil section by developing a method to independently measure the deflection angle
of a trailing edge control surface. This method used the pressure captured by the
two pairs of FADS sensors along a given span location with an appropriately trained
neural network to estimate the control surface deflection angle.
4. A method to design a spatially distributed FADS sensor network for an
aircraft to capture the pressure signature reliably across all flight condi-
tions.
The research presented here highlighted the importance of wing sectional coefficient of
lift, CL in determining the placement of FADS sensors across the span of the wing. It
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also showed that for the determination of span location for the placement of sensors,
the probability of attaining highest sectional CL is a better location indicator than
the locations corresponding to higher gradient of sectional CL.
The maximum sectional CL probability distribution method was used on a B-747
aircraft and 18 span locations across the aircraft wing, horizontal tail, and vertical
tail were chosen for the placement of FADS sensors.
5. A method to estimate aerodynamic load distribution over the aircraft in
real-time using the data from the distributed network of FADS sensors.
The research presented in this work highlighted the importance and limitations of var-
ious neural networks for the purpose of real-time aerodynamic load estimation. The
work in particular showed the reliability and efficacy of a neural network with single
hidden layer of radial basis functions in estimating the real-time local aerodynamic
loading over the aircraft across all the geometric configurations corresponding to var-
ious control surface deflection, without having an explicit knowledge of the aircraft
configuration.
For the B-747 aircraft model used in this research with 72 FADS sensors at the 18 span
locations, 18 different neural networks with single hidden layer of RBF neurons were
used to estimate the local aerodynamic loading in order to determine the aerodynamic
load distribution over the aircraft. This work however also highlighted the limitation
of these neural networks to estimate the total aerodynamic loads acting on the aircraft
without the knowledge of the aircraft configuration.
6. A method to detect incipient stall over an aircraft.
The real-time local aerodynamic load estimates by the 18 neural networks corre-
sponding to the 18 span locations chosen for the FADS sensor placement were used
to detect the incipient stall conditions over an aircraft. It was noted that these local
aerodynamic loads are proportional to the local angle of attack experienced by the
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lifting surfaces. This method of incipient stall detection was shown to be particularly
affective for incipient stall detection during asymmetric flight conditions.
7. A method to estimate the total aerodynamic loads over the aircraft in
real-time.
To overcome the limitations of neural networks with single hidden layer of RBF neu-
rons in estimating the total aerodynamic loading over the aircraft without the explicit
knowledge of aircraft configuration, this work proposed a distributed neural network
architecture with primary and secondary neural networks.
These primary neural networks were connected to the four FADS sensors located at
a given span location and estimated the local aerodynamic loading. The input of the
secondary neural networks was connected to the output of the primary neural net-
works. This work showed that these secondary neural networks were able to determine
the total aircraft loading with good accuracy.
8. An updated system architecture for prognostic control of an aircraft.
A system architecture was shown for prognostic control of an aircraft using the real-
time aerodynamic load estimation technique developed in this work. This system
architecture was a modified version of the system architecture proposed by Vogel et
al.(1). The system architecture proposed by Vogel et al. in (1) laid out the concept for
implementation of a prognostic control using real-time aerodynamic load estimates.
However since the work presented by Vogel et al. in (1) did not include real-time
aerodynamic load estimation methods, therefore the proposed prognostic control ar-
chitecture could not include the implementation details for all the modules needed for
the proposed prognostic control architecture.
The work presented in this research filled the gaps left out by Vogel et al. in (1) due
to the lack of real-time aerodynamic load estimation method and therefore presented
possible implementation details to realize the controller.
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9. Prognostic controller design for disturbance rejection.
The research presented in this work showed the application of real-time aerodynamic
load estimation methods for the development and implementation of a prognostic con-
troller. It was shown that this prognostic controller can anticipate the changes in the
aircraft states. This was particularly highlighted by the simulation results showing the
atmospheric disturbance rejection by the proposed prognostic controller and a tradi-
tional controller. The simulation results showed that the prognostic controller starts
deflecting the ailerons before a traditional controller and before the aircraft states start
showing deviation in their expected trajectories. The simulations highlighted the effi-
cacy of the prognostic controller in disturbance rejection over a traditional controller
with state feedback from the on-board inertial sensors. In particular, the prognostic
controller was able to reduce the roll rate perturbation by 3 orders of magnitude or
99.986% over a traditional controller.
5.2 Future Research
This research has provided a reliable means for estimating the aerodynamic forces and
moments acting on an aircraft in real-time. The balance and manipulation of these forces
and moments are fundamental for the success of flight. Due to the technological limitations
these fundamental quantities could not be estimated and therefore all aircraft controls and
health monitoring applications were designed around other easily measurable quantities e.g.
aircraft control used state-feedback rather than force feedback. This research has not only
provided a means to measure these forces and moments in real-time, but it also showed
that using these quantities for solving the various aircraft dynamics problem can result in
profound improvement in performance.
This work built an independent means to determine the deflection angle of trailing
edge control surfaces, a method for incipient stall detection, as well as prognostic controls
application using the real-time force and moment estimation techniques developed in this
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work. The future research in this direction therefore needs to tackle the various problems
associated with the flight dynamics, flight control, and aircraft health monitoring.
In particular this work can be conveniently extended to use the estimated aerodynamic
load distribution to compute the in-flight stress experienced by the different parts of the
aircraft. This information can be used to determine if an aircraft needs emergency inspection
checks between regular major inspections. This estimated stress computation can also be
used to build a load-tailoring control system for the aircraft for damage prevention to the
aircraft structure. The designed system can monitor the aerodynamic load experienced by
the wings as well as the stress. In the event that the stress exceeds the designated safe limit
for a section of the wing, the controller can re-configure the control surface deflections to
mitigate the stress in the identified region.
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