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GLOSSARY
Database – Database is an organized data collection. Database management system could be used
to store and retrieve data form database.
Document-oriented database – Document-oriented database is a kind of NoSQL database that
using semi-structured data for storing, retrieving and managing.
Extended ﬁle attribute – Extended ﬁle attribute is a feature provided by operating system that
allow users to associate ﬁles with the metadata which is not included by ﬁle system.
File system – It is used for managing data storage and data retrieval on computer.
File system in user space(FUSE) is an application in Unix-like operating system that allow users
to create their own ﬁle system in user space without modifying kernel code.
NoSQL database – NoSQL database is a kind of database but its means to manage data are
different with the methods used by relational database. Some NoSQL databases not only
support SQL-like query language.
Object-based storage – Object-based storage is a computer data storage architecture that manages
data as object.
Parallel distributed ﬁle system – Parallel distributed ﬁle system is an application that allow users
to access to the ﬁle on storage server from their client as if it were on their own computer.
Object oriented ﬁle system is a ﬁle system that manages data as object.
POSIX – A family of standard for maintaining compatibility between operating systems.
Application programming interface for operating systems are deﬁned by POSIX.
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ABSTRACT

Author: Li, Peng. M.S.
Institution: Purdue University
Degree Received: December 2017
Title: Design and Implementation of A Content Searchable File System
Major Professor: Thomas J. Hacker
Plenty of data is produced every second in the world. Having a huge amount of data, ﬁnding
valuable data in a collection is much more difﬁcult than before. There are many methods for data
storage and retrieval. The ﬁle system is one of them and it is used by users on a computer. The
current ﬁle system is based on the information storage concepts which is proposed in 1965. It
manages the ﬁle metadata and provides the functionality that maps the ﬁle path to the data stored
on the disk. However, it manages limited ﬁle metadata which is not able to provide a high
efﬁcient information retrieval service. Especially in this age of information explosion, the current
ﬁle system cannot satisfy the users’ requirement of data retrieval. In this research, a content
searchable ﬁle system is proposed to provide an idea about how to improve the current ﬁle
system. This ﬁle system is designed to allow user to search the information relevant to the content
of the ﬁles. A new method to manage the ﬁle metadata will also be applied in this content
searchable ﬁle system. Several experiments are designed and performed to compare the
performance of the current ﬁle system and this new ﬁle system.
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CHAPTER 1. INTRODUCTION
This chapter provides an overview of the research study. It introduces the research by
presenting a background of the problem and research questions. In addition, it also covers the
signiﬁcance, assumptions, limitations and delimitations which deﬁne the extent of the study.

1.1 Background
Data is an important part of human civilization. More and more data is stored in computer
due to the development of science and technology. People use their personal computer to store
and process their own data, such as the document ﬁle they created and the video they recorded.
The commercial servers are used to process the data and provide the data as a service to public.
For example, Amazon EC2 (Barr, 2008) is used to process the data and Amazon stores the book,
the music and the video data on its servers to provide the commercial service. The scientiﬁc
computers are used for the scientiﬁc calculation which uses the data sampled from the experiment.
A ﬁle system is a main tool for data storage and retrieval on the computer. With a ﬁle path
provided by user, a ﬁle system is able to convert a byte sequence on the disk to the information
which is valuable for human. A ﬁle system also manages the metadata of the ﬁles. For example,
the Portable Operating System Interface (POSIX) compatible operating system stores ﬁle
metadata in the inode (Bach et al., 1986). Table 1.1 shows the ﬁle’s characteristics deﬁned in
POSIX (Lewine, 1991). These metadata are relevant to the security, the ﬁle attributes and the last
execution time of the ﬁle operations. Besides using a ﬁle path to retrieve the ﬁle, applications are
also able to use the ﬁle metadata to search ﬁles in a ﬁle system. For example, the application
”ﬁnd” in Linux is able to search the ﬁle by iterating the inode (ﬁnd(1) - Linux man page, 2003).
However, the metadata managed by the current ﬁle system is limited and the ﬁle metadata cannot
represent the information contained by the ﬁles. The information retrieval in the ﬁle system
cannot be very efﬁcient due to the limited metadata. Besides that, the amount of data has grown
exponentially in last several decades and this change makes it more difﬁcult to retrieve the data
from a ﬁle system.
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Table 1.1. POSIX Inode Structure (Lewine, 1991)
Name
mod t
ino t
dev t
nlink t
uid t
gid t
off t
struct timespec
struct timespec
struct timespec

Description
st
st
st
st
st
st
st
st
st
st

mode Used to keep the permission information and the type of the ﬁle
info
The number of the inode
dev
Records the type of devices that contains the ﬁle
nlink
Hard links number of the ﬁle
uid
The identiﬁer for the user who owns the ﬁle
gid
The identiﬁer for the group which contains the ﬁle owner
size
The size of the ﬁle
atime
The time of the last access to the ﬁle
mtime
The time of the last modiﬁcation for the ﬁle
ctime
The time of the last modiﬁcation for the inode

This research focuses on the information retrieval in a ﬁle system. A content searchable
ﬁle system is proposed in this research and three methods are implemented to provide the
information relevant to the content of ﬁles. MongoDB database is applied to manage the ﬁle
metadata. With the methods proposed in this research, it is expected to improve the speed and
quality of information retrieval in a ﬁle system.

1.2 Problem Statement
Users and applications can permanently store data on a disk with the help of a ﬁle system.
A ﬁle system is an application for data storage and retrieval on the computer and the current ﬁle
system is still based on the information storage concepts from 1965 (Gregg, Voelker,
STORAASLI, & Friedell, 1965). The ﬁle system acts as an intermediary between the disk and
the user and it can transcode the binary data to the data which is readable for human. As an
intermediary, a ﬁle system abstraction maps the path of a ﬁle to one or more data block on a disk.
In additional to using a ﬁle system, a database can also be used for data storage and retrieval.
Databases are the organized collections of data. For example, the data in the relational database is
structured and organized based on the relational model presented by E. F. Codd in his paper
(Codd, 1970). A relational database management system (RDBMS) is the application for
relational database management. A RDBMS allows users and applications to persistently store
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the information represented as the data into the database and design the relationship between the
tables which contain the data in database. It is also possible for the users and the applications to
retrieval the data with the Structured Query Language (SQL) in the RDBMS from relational
database based on the relationship between tables.
Both of these two concepts were proposed decades ago and they are able to satisfy the
users’ requirement at that time. The data is growing at a tremendous rate and the ﬁle system
model cannot solve the problem we have today. The reason is that the current ﬁle system only
manages the limited ﬁle metadata and fail to provide the information which is relevant to the ﬁle
content when user retrieve data from it. As a result, user can get data from the ﬁle system by ﬁle
paths. Additionally, user can also search ﬁles with searching applications only based on the
information of the ﬁle metadata. In this situation, users cannot get the data quickly and easily.
For example, if a user took thousands pictures for his family during the vacation and he
wants to organize these photographs now. He plans to get all pictures of his son with only one
command in his ﬁle system. He also wants to store all photos of his father and mother in another
directory. In the current ﬁle system, he needs to check these pictures manually and select the
photos one by one. Not only is this crazy work time consuming, but also he may miss the
photograph which he wants by mistake. However, everything will be different if a content
searchable ﬁle system is applied. In a content searchable ﬁle system, it should be able to help user
extract the ﬁle content information and implement useful functions to help user retrieve the data
easily. Besides that, the ﬁle in the content searchable ﬁle system will be treated as object and the
object will also contain the functions that can be used by ﬁle system.
In the current ﬁle system, ﬁle operations such as open, read, write and close, are
implemented by ﬁle system and these operations could be used for all ﬁles. In the content
searchable ﬁle system, all ﬁles will be treated as the objects and ﬁle operations will be the
functions belong to the ﬁle objects. For example, a ﬁle object contains a read function and this
function could be used to read this ﬁle object. A ﬁle object could also have a function that based
on a speciﬁc ﬁle type. For example, a picture ﬁle should have a function to generate and display
the labels relevant to the content of this picture. As a result, the ﬁle object will be able to have
more useful and customizable ﬁle operation functions which could be used to improve the quality
and speed of information retrieval in the ﬁle system.
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In the case above, the content searchable ﬁle system’s ﬁle metadata will include more data
about person in the picture and this ﬁle system will use this data and internal ﬁle operation
functions to do the classiﬁcation which could make it easier for users to retrieve the data. An ideal
ﬁle system should be similar with a memex (Gemmell, Bell, Lueder, Drucker, & Wong, 2002)
which is a device that allow user to store all their data in it and it can also be retrieved with
exceeding speed and ﬂexibility.
In all, for a content searchable ﬁle system, it would be desirable to generate the
information which is relevant to the ﬁle content and allow users to retrieve data based on it, and
perhaps also use more data structure for information storage.

1.3 Research Question
The research questions of this study:
1. Could a database be used to manage the metadata in a ﬁle system?
2. How to automatically extract the content information of ﬁles as the additional ﬁle metadata
in modiﬁed Portable Operating System Interface (POSIX) compatible ﬁle operation
functions?
3. Can ﬁle content based additional ﬁle metadata attribute be used to implement a content
searchable ﬁle system?

1.4 Signiﬁcance
Users can only retrieve data from the current ﬁle systems by the path of the ﬁle. Even with
the help of searching applications, users can only search the information which is contained by
the limited ﬁle metadata. The reason for the inefﬁciency of the current ﬁle system is current ﬁle
system does not have an effective method to provide ﬁle-content-relevant information to users or
applications. What’s more, the deﬁciency of the mechanism for management of the extra
metadata derived by ﬁle content limits the functionality of the ﬁle systems. The rapid increase of
the published information also makes the current ﬁle system fail to satisfy the users’ requirement.
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In this research, a content searchable ﬁle system is proposed. In this ﬁle system, the
ﬁle-content-relevant information will be generated automatically as the extra metadata. Several
content analysis methods are also used for different type of ﬁles. Files will be treated as object
and metadata will be the attributes belong to the ﬁle object in this ﬁle system. The ﬁle operations
will be implemented as the functions belong to the ﬁle objects. In this way, it is able to evolve the
ﬁle operations and the different ﬁle operation functions will also be designed based on the ﬁle
type and ﬁle metadata. So the content analysis function will be implemented in the modiﬁed
POSIX ﬁle operation function and it will analyze the ﬁle content based on the the ﬁle type.
Additionally, MongoDB database will be used to manage the original ﬁle metadata and the extra
ﬁle metadata. The extra metadata is able to improve the accuracy and the quality of information
retrieval by allowing user to search the content of ﬁles. Compare to the current method, using the
MongoDB database to manage the metadata could make the searching process faster. As a result,
users are able to retrieve information from this ﬁle content searchable ﬁle system in a efﬁcient and
ﬂexible way.

1.5 Scope of Research
This research is about the design and the implementation of a content searchable ﬁle
system on Linux. The original ﬁle metadata and the metadata generated based on the ﬁle content
will be used in the modiﬁed POSIX ﬁle operation functions to provide the support to the
information retrieval. To evolve the current ﬁle operation, ﬁles will be treated as objects and the
ﬁle operations will be implemented as the functions of a ﬁle object.
The data are stored as objects in some parallel distributed ﬁle system. For example, the
ﬁle system Lustre (Cluster File Systems, 2003) is generally used for parallel computing and high
performance computing. Lustre is scalable. According to the report of Rutman (2011), Lustre can
be used on more than 4000 nodes and provides a high aggregate I/O throughput. There are several
important components in the Lustre. Lustre uses a dedicated ﬁle system to store all ﬁle metadata
and it is named MetaData Target (MDT) device. The MDT provides namespace metadata and it is
stored on the metadata server. Lustre separately stores the ﬁle and the ﬁle metadata. The ﬁle
metadata is stored into MDT while the ﬁle is stored on Object Storage Target (OST) device. The
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OST manages a single local ﬁle system and make it available for the Lustre ﬁle system to use.
The object storage server stores the ﬁle data of the object storage target devices.
Different with Lustre or other distributed ﬁle systems, the implementation of this work
will be done on only one computer rather than a cluster. This is because the distributed ﬁle system
uses a different way to manage the ﬁle metadata, which means the methods proposed in this work
cannot be used in a parallel distributed ﬁle system. As a result, my work will only focus on the
implementing content searchable ﬁle system on single machine.
In this work, a new ﬁle system will be implemented. To modify or create a ﬁle system in
the Linux kernel space, Linux kernel modiﬁcation is required. However, this is difﬁcult because it
is hard to debug during the implementation and a little error may cause a fatal error in kernel.
When encounter a kernel panic, the data in memory are dumped and analyzed to ﬁnd the bug.
Kernel modiﬁcation is not only difﬁcult, but also time consuming. Instead of modifying the Linux
kernel, the FUSE (The reference implementation of the Linux FUSE (Filesystem in Userspace)
interface, 2017) will be applied to implement this ﬁle system. We can create a ﬁle system in user
space with FUSE with out any Linux kernel modiﬁcation.
The ﬁle operation functions in content searchable ﬁle system will be implemented by
using FUSE. When user execute a ﬁle operation system call, this system call will send a request
to the Virtual File System (VFS) and VFS will forward the ﬁle operation request to the FUSE
daemon via an upcall in user space rather than a ﬁle system implementing in kernel space. Then,
the FUSE daemon will call the function implemented in this work and return the result to the VFS
in kernel space (Vangoor, Tarasov, & Zadok, 2017). The overhead of switching between the
kernel space and the user space should not be ignored (Rajgarhia & Gehani, 2010). The
experiments and the tests are performed using this FUSE based content searchable ﬁle system.
The overhead in this ﬁle system are also analyzed.
In this research, the original ﬁle metadata and the extra metadata will be utilized in the ﬁle
operation function in the content searchable ﬁle system. The extra metadata is generated by
analyzing the content of ﬁles. In this research, two types of ﬁles will be analyzed and three
methods will be used. The picture ﬁle and the text ﬁle will be analyzed. For the picture ﬁle, it will
be analyzed with the machine learning algorithms to generate the label which is relevant to the
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content of picture. Instead of implementing these picture recognition algorithms, the picture
recognition Application Programming Interface (API) will be used to generate the extra metadata.
In content searchable ﬁle system, new metadata management methods will be studied. To
manage the original ﬁle metadata and the extra ﬁle metadata, a NoSQL database is used. More
speciﬁcally, a document-oriented database MongoDB is used in this research to store the ﬁle
metadata and other information used by the content searchable ﬁle system. MongoDB is a kind of
NoSQL database and the document-oriented database is used because it is designed for
semi-structured data storage and retrieval.
In current ﬁle system design, ﬁles have the same type of metadata and these metadata
could be stored into any database using the same schema. However, the category of the ﬁle
metadata in the content searchable ﬁle system could be different. The tables in the commonly
used relational database will be complex and difﬁcult to design because different ﬁle will have
different types of metadata. For example, a picture gathered by a cell phone has GPS information.
However, a document do not have this kind of metadata. We cannot record these two kinds of
ﬁles’ metadata in the same table because of their difference. Based on the database design, we
should separate the data into two tables. As a result, retrieving data from these two tables needs
join operation which is slow. Additionally, the columns of the table also needs to be change if we
want to store other kinds of ﬁle metadata.
However, the document-oriented database will not be affected by this issue. The data
stored in the document-oriented database is structured as ”document” rather than a row in the
table in relational database (Kaur & Rani, 2013). There is not any restrictions for the format and
the length of the ”document” which contain the data. Semi-structured data makes it possible to
store different format data together in a ”collection” which is similar with the table in the
relational database. As a result, the document-oriented database will be used and studied.

1.6 Assumptions
The assumptions for this study include:
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• The Google Cloud Vision API (Google, 2017 (accessed May 3, 2017)) and the Clarifai API
(Clarifai, 2017 (accessed October 30, 2017)) used in this research are able to provide the
label which is relevant to the content of the picture
• The Latent Dirichlet Allocation (LDA) model (Blei, Ng, & Jordan, 2003) is able to analyze
a ﬁle content and generate the topic words which are relevant to this ﬁle content.

1.7 Limitations
The limitation for this study include:
• In the user space ﬁle system, the overhead of the context switch cannot be avoided.
• The methods for ﬁle content analysis is time consuming.
• The usage limitation of Google API: picture size should not bigger than 4MB, requests per
second should not larger than 10.

1.8 Delimitations
The delimitation for this research include:
• The content searchable ﬁle system will be implemented by FUSE.
• Only picture ﬁles and document ﬁles will be analyzed in the content searchable ﬁle system.
• The document-oriented database will be used to manage the metadata in the content
searchable ﬁle system

1.9 Summary
This chapter makes a introduction to this research. The background of the problem and
the research problem are discussed in detail. The scope of the research, assumption, limitation
and delimitation are also included in this chapter.
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CHAPTER 2. REVIEW OF LITERATURE
This chapter provides a review of the literature relevant to the problems studied in this
research. In the ﬁrst section of this chapter, several papers about information retrieval in ﬁle
system are reviewed. The second section of this chapter is about FUSE. The third section is about
object-oriented ﬁle system. The fourth part of this chapter is about the ﬁle metadata utilization in
ﬁle system. The review of literature about extended ﬁle attribute is included in the last section.

2.1 Information retrieval in ﬁle system
Most of the ﬁle systems use a tree-like hierarchy directory to organize the data and it is
hard to satisfy the user requirement today. This method is easy for user to use but it is not efﬁcient
when we have more data and more kind of data in our ﬁle system. To address this problem,
Soules and Ganger (2003) proposed some new methods to assign attributes to ﬁles and make
information retrieval more effective. There some reasons why existing directory hierarchies are
hard to scale and analyzed. The ﬁrst reason is the ﬁle in a hierarchy only have one categorization
which make it is difﬁcult to locate a ﬁle. Second, users are not able to add much information to
describe a ﬁle. Third, the relationship between two ﬁles will lost if they are put into different
directories. To add attribute to ﬁles, Soules and Ganger (2003) proposed two kind of methods.
One is to use application assistance and another one is to use existing user inputs. If a ﬁle is
created or accessed by an application, attributes relevant to the operation in application will be
added to the ﬁle. The user input used by Soules and Ganger (2003) is the name of directories and
the attributes of a ﬁle are the sub-directories’ name along the ﬁle path. After that, Soules and
Ganger (2003) also proposed two approaches to build the relationship between ﬁles. The ﬁrst one
is using the patterns of users access. The ﬁles accessed together in a short time may indicate a
relationship between these ﬁles. The second method is building relationship by content analysis.
They traced a user’s home directory for one month and found their methods works. They also
found some challenge in their research. It is hard to evaluate the accuracy of the attributes. The
lack of mechanisms for system and applications to use these attributes. What’s more, relationship
building is rely on user activity but the same user’s action may different from time to time.
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McClennen (1997) introduced his design of an information system in his thesis. This
information system is designed by a multi structured approach. In this research, McClennen
(1997) designed a descriptive retrieval model for information retrieval in ﬁle system. In this
model, users are able to characterize the stored document with a set of description information
and users are able to retrieval document by a query. This model contains several components,
such as a set of element, a set of associations, a set of descriptions, a matching rule, a set of
constraint rules and a set of operations. McClennen (1997) also give an example about how to use
this model to a ﬁle system. In a ﬁle system, the elements are the directories. Each element
contains two attributes, a ”label” and a parent. A ”label” is the description and the parent is the
”root” element of other element. The constraint is the graph deﬁned by parent must form a tree.
Also, two elements cannot have the same parent and ”label”. McClennen (1997) implemented a
ﬁle system based on his design. In his paper, McClennen (1997) also gave some reasons about
why he did not use a database for the ﬁle metadata management. First is the latency of the
database will inﬂuence the performance of the ﬁle system. Second is the interface of database are
not standardized. The last reason is the the cost of changing schema in the database is huge.
However, the database is improved and the overhead of database is smaller than that time. What’s
more, the schema does not need to be changed in document-oriented database. As a result, the
database could be considered as an option for the ﬁle metadata management today.

2.2 User Space File System
File metadata records the attributes of a ﬁle and it is important for both ﬁle and
application. However, there is not a standard and portable solution for applications to access to
the ﬁle metadata and existing ﬁle systems fail to provide a mechanism to manage the ﬁle
information contained in a ﬁle. To address this problem, Ames et al. (2006) proposed and
implemented a new ﬁle system Linking File System (LiFS) in their research. Non-volatile class
memories is also used in their design and LiFS is able to provide users and applications the
metadata they need while support traditional ﬁle system operations. In their implementation,
standard DRAM is used rather than using non-volatile class memories. To create a new ﬁle
system and provide new functionality, VFS function modiﬁcation in the Linux kernel is required,
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which is difﬁcult. The ﬁle System in User Space (FUSE) is applied to avoid modify the Linux
kernel. Three kinds of tests are performed and LiFS has a high performance in half of these tests.
In the test of standard ﬁle system operations, LiFS uses shorter time to create zero-byte ﬁles but
use more time to create and read non-zero-byte ﬁles. The second test is about LiFS speciﬁc
operations and LiFS could provides the functionalities designed before. The last test is a compile
performance test which is complex and practical. In this test, the performance of LiFS is higher
than ext2 and XFS. It would be more convincing if LiFS is implemented as same as the design
and the performance will be better if LiFS is implemented in the Linux kernel space.
Parallel applications that run on a cluster may be inﬂuenced by the failure of the
underlying system. Checkpointing is a convenient method to insulate the data from failure.
However, the ﬁle operated in this approach are small which makes the underlying ﬁle system has
a low efﬁciency. To address this problem, a virtual parallel log structured ﬁle system PLFS was
developed by Bent et al. (2009). PLFS is developed by FUSE and it is able to remap the data
layout which is preferred by application with the underlying ﬁle system optimized data size. In
their experiment, PLFS is tested on PanFS, Lustre and GPFS and the overhead of using FUSE is
also analyzed. In oder to test the overhead of FUSE and PLFS, a FUSE ﬁle system No-opFS for
testing is developed. They compare the performance of using GPFS directly and using No-opFS
on GPFS and the overhead of FUSE is calculated by the comparison. Using PLFS on GPFS is
also tested to show the overhead of PLFS. The result of their analyzation shows that although the
overhead cost about 40% to 50% bandwidth, it will not have a such big inﬂuence on the potential
bandwidth.
Generally, millions of the small size ﬁles are created and operated by data intensive
application in a single directory at a high speed. Patil and Gibson (2011) proposed GIGA+ which
is a design of scalable ﬁle system directory. GIGA+ has two tenets for implementation. First:
there is not synchronization or serialization when partitioning an index from all servers. Second:
toleration for stale index state index in the client. GIGA+ is implemented on a lower layer ﬁle
system which is built by FUSE. In the experiment of their research, mdtest benchmark is applied
to test the performance of several ﬁle system on ﬁle creating. There are two ways to test GIGA+
in their experiment. One is using library link directly and another method is using FUSE/VFS
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linkage. It is clear that the speed of creating ﬁles of using FUSE is slower because of the overhead
of FUSE.
Both ﬁle system and database are the tools for data storage and retrieval. However, a
database provides atomicity, consistency, isolation, and durability (ACID) to transactions while a
ﬁle system provides few facilities to ensure the data safety. Wright, Spillane, Sivathanu, and
Zadok (2007) extended a ﬁle system with the ACID semantics. They implemented a ﬁle system in
user space and there are several methods are considered in their work. Both FUSE and in-kernel
ﬁle system are not considered because it is difﬁcult to guarantee the coherency of caches between
the external VFS and the internal database. Process-tracing facility ”ptrace” is used since it is
possible to intercept and modify the signals and the system calls. In their implementation, the
prototype ﬁle system Amino (Wright et al., 2007) exports the ACID transaction to the application
in user space. Unmodiﬁed applications are able to use the system call in transaction protected.
Their experiment shows that ACID semantics in Amino provide overhead but it is acceptable.
The ﬁle I/O is the bottle neck of the data intensive application, such as scientiﬁc
application. Fusionfs is a ﬁle system developed by Zhao et al. (2014) to support data intensive
scientiﬁc application on high performance computing system. In Fusionfs, metadata intensive
operations and write intensive operations are supported to improve the I/O performance. POSIX
interface and user library are supported by Fusionfs. POSIX compatible ﬁle operation functions
are implemented by FUSE. As a result, applications are able to use it directly without
modiﬁcation and Fusionfs can be mounted to any UNIX-like system. However, the overhead of
FUSE inﬂuences the performance of whole system. FUSE-based ﬁle system need four times
context switch while native UNIX-like ﬁle system just need two times. Although Zhao et al.
(2014) mentioned that the overhead of FUSE ﬁle system implemented by C/C++ is smaller than
using Java, there is about 15% overhead of FUSE. So they also provide a user library to avoid
FUSE overhead and allow applications to directly interact with their ﬁles. Compared to other
distributed ﬁle systems, Fusionfs has a high performance on high performance computing system.
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2.3 Object-oriented ﬁle system
ExtensibLe File System (ELFS) is an object-oriented ﬁle system and it can achieve a high
performance ﬁle I/O (Karpovich, Grimshaw, & French, 1994). In the 1990s, the advances of disk
in computer have been outputted by the advances of performance of other components in
computer. I/O became the bottle neck of many scientiﬁc applications and the time was consumed
by I/O operations. To address this problem, Karpovich et al. (1994) proposed the ELFS and tried
to solve this issue by treating ﬁles as objects. These objects have different types. Typed objects
can utilize the information about the structure of ﬁles and the type of data. More techniques are
able to be applied to these typed ﬁle objects and the typed object can also improve the user
interface. In this paper, two kind of ﬁle class are proposed: a two-dimensional dense matrix ﬁle
class and a multidimensional range searching ﬁle class. Both of these classes are implemented
with Mentat Programming Language (MPL). This is an extension of C++ which could provide
support for object-oriented programming and MPL support object-oriented parallel processing.
2-D dense matrix ﬁle class is used for scientiﬁc application which need data in dense matrix
format. Multidimensional range searching ﬁle class is used for searching and it could improve
searching efﬁciency by combine the dimensions of data information vectors. Advanced I/O
techniques such as prefetching, ﬁle cache and multiple I/O threads were also implemented.
National Radio Astronomy Observatory (NRAO) was used for experiment and the comparison
result of TwoDMatrixFile effective bandwidth with Concurrent File System (CFS) showed that
ELFS has a high performance in ﬁle I/O. The work of Karpovich et al. (1994) improves the
performance of ﬁle system when using scientiﬁc application and executing scientiﬁc calculation.
However, the ﬁle classes implemented in this work are not applicable for the data with different
format.
File system is designed as general purpose and specialized ﬁle system provide support for
the application which could produce great beneﬁts. However, it is hard to extend ﬁle system to
support more applications. Kim and Popek (1997) proposed an object-oriented ﬁle system which
name is Frigate in their research. Frigate intends to provide a easy-use, persistent object
framework that is fully compatible with current ﬁling environment. Frigate provides several
components. Frigate uses typed ﬁles in the lowest level of the whole architecture. File system

14
extensions are stored in external repository and they will be instantiated as processes of servers
when they are used. Dispatcher is used for servers and intercepts ﬁle system calls management.
Kim and Popek (1997) used Xerox PARCs Inter-Language Uniﬁcation (ILU) system to create
object-oriented programming interface. In the experiment, Frigates performance is tested in two
respects. Modiﬁed Andrew Benchmark is used to measure the overhead of Frigate and several
basic ﬁle operation are tested. Then, Frigate is compared with other alternative solutions. All of
these experiments show that Frigate has a small overhead and its performance is comparable with
alternative method. However, Frigate only have a high performance on the big ﬁle and it spend
more time on small size ﬁle. Whats more, the overhead for server to start is huge and can not be
ignored.
Lustre is a parallel distributed ﬁle system (Cluster File Systems, 2003) that provides
POSIX compliant interface. Lustre is able to scale to thousands of clients, high I/O bandwidth
and petabytes of storage. Lustre uses object storage target(OST) object on object storage
server(OSS) instead uses data blocks while metadata servers(MDS) stores one or more metadata
target(MDT) devices which contains the metadata. When client access to a ﬁle, it performs a
ﬁlename lookup on the MDS which contains inodes, attributes and directories and get a layout of
an existing ﬁle or a new ﬁle. Then, client could analyzes the layout and ﬁnd the ﬁle object on one
or more OST. Basically, ﬁle could be stored on one or more OST on one or more OSS. Clients
have a high ﬁle I/O capacity during operation because they are able to communicate with OSTs
directly once they get the metadata from MDT. The OST object is implemented as ﬁle on OST
and client is could interact with OSS nodes directly. That is how Lustre decouples the ﬁle and
metadata and how to achieve high performance in ﬁle I/O.
Weil, Brandt, Miller, Long, and Maltzahn (2006) developed Ceph which is a scalable,
high performance distributed ﬁle system. The ﬁle data is decoupled with the ﬁle metadata in ceph.
The ﬁle operations are managed by metadata server cluster and client is able to perform read and
write data directly with object storage devices(OSDs). In block oriented ﬁle system, ﬁle system
maintains a list of the data block for each ﬁle to manage the data. An object list is managed by
object-oriented ﬁle system for the same reason. However, Ceph uses a pseudo-random data
distribution function CRUSH to calculate the location of ﬁle instead of using allocation table
which is used for recording where the cluster is located. In Ceph, a Dynamic Subtree Partitioning
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based metadata cluster architecture is used to manage the ﬁle system directory hierarchy among
MDSs. This method make Ceph could use MDSs efﬁciently and achieve near-linear scaling of
MDSs number. OSDs are used to manage the data migration, the replication, the failure detection
and the failure recovery in the Ceph which make OSD reliable and high available.
OSDs are also used to contain ﬁle objects in object based ﬁle systems. In many distributed
ﬁle system, general-purpose ﬁle systems are applied as the underlying ﬁle system on their system.
However, the workload for OSDs when client retrieve data is different with the workload for
general-purpose ﬁle system. To address this problem, OBFS is proposed as a ﬁle system for
object based storage device (Wang, Brandt, Miller, & Long, 2004). The stripe unit size of the
system determines the max object size and the common object size. The layout of disk is
optimized by the workload of system. In OBFS, there are two kind of object sizes used. The
small block size is same with the size in general-purpose ﬁle system. The big block size
equivalent with the maximum size of object. In order to make smaller ﬁle fragment in ﬁle system,
OBFS uses regions to collocate the block of same size. The experiment shows that OBFS has a
good performance. Although OBFS is developed for the workload consisting of large object, it
also achieve a good performance on mixed workload and small object contained workload.

2.4 File metadata
Due to the exponential grow of datasets, it is difﬁcult for traditional hierarchical
directory-tree ﬁle systems to meet the requirements of cumulatively sophisticated queries of
metadata in distributed ﬁle systems. Hua, Jiang, Zhu, Feng, and Tian (2012) tried to use the
semantics of the ﬁle metadata to limit the search space of the query in their research. SmartStore
is proposed in their research and the semantic-aware metadata is decentralized in their system.
SmartStore exploits the semantics of the ﬁle metadata and manage the correlated ﬁles into
a group. It is easier to ﬁnd the ﬁle with which metadata has the correlated semantics in the same
group than traditional ﬁle system.
The SmartStore system works based on two reasons. One reason is that in a petabyte-scale
storage system or even larger one, users and application need to ﬁnd a way to get the knowledge
of data behavioral and structure properties. The SmartStore can do this job based on the
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semantics of ﬁle metadata. Another reason is cache-based structure is useful for data indexing but
it is difﬁcult to do that for large-scale system because this method is locality-aware. In their
implementation, LSA and PLSA are used to get the semantics information and PLSA uses less
time to build the semantic-aware system. Recall and overhead test shows that SmartStore is high
scalable and efﬁciently supports complex queries in large-scale distributed storage system.
However, what ﬁle metadata will be used is not discussed in their paper.
Large-scale storage systems can store petabytes of data and plenty of ﬁles which make the
management of these data to be a difﬁcult job. Leung, Shao, Bisson, Pasupathy, and Miller (2008)
believe the ability to search ﬁle metadata can address this problem and they also present a ﬁle
metadata search system, called Spyglass. There are several ways to build the index for search
system. DBMS is applied by many application but it cannot ﬁt for all systems due to the access
distribution is not even. Two different methods are used for indexing in Spyglass. One is
hierarchical partitioning and partition versioning. Hierarchical partitioning divide partitions into
small parts and it could greatly improve the performance of query because some parts of
namespace are frequently accessed. Partition versioning provide users ability of accessing to old
version of metadata. The result of test shows that Spyglass has a higher performance than the
system which use DBMS for indexing. Spyglass is better is because existing tools lack the
scalability. However, there is no comparison of performance between DBMS and NoSQL
database for indexing.
Metadata prefetching is critical for the efﬁciency of ﬁle access performance. Prefetching
for ﬁle metadata is even more important for a distributed system. Lin, Li, Jiang, Zhu, and Tian
(2008) proposed the Afﬁnity-based Metadata Prefetching (APM) scheme for metadata servers in
large-scale distributed system in their research. Conventional data prefetching algorithms focuses
on ﬁle data prefetching and are not efﬁcient in metadata prefetching because the penalty for
metadata miss-prefeching is much smaller than the penalty for data miss-prefetching. However,
metadata prefetching issue is important in the distributed storage system due to the huge amount
of ﬁle metadata. In their research, data mining is applied for APM to discover and identify the
afﬁnities existing from current ﬁle metadata and old version of ﬁle metadata. Then, these
afﬁnities will be used as hint for system to improve the metadata prefetching performance. The
impact of parameters for the optimization of the metadata prefetching, network and memory
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overhead are also explored in this study. AMP is also compared with state-of-the-art prefetching
algorithms such as NEXUS and C-Miners and the result shows that AMP consistently
outperforms both of them.
The development of computing, storage and network allow a storage system to store
petabytes of data and ﬁle metadata to manage these huge amounts of ﬁles efﬁciently. Singh et al.
(2003) present a design of a system which provides a mechanism to manage ﬁle metadata and
allow users to access a ﬁle based on their desired attributes. In the study, they describe a general
metadata schema for large-scale ﬁle system querying and the implementation of their prototype
Metadata Catalog Service. In their opinion, ﬁle metadata plays two roles in the storage system.
First is about publication which means the attributes of ﬁles in a datasets are stored in metadata.
These metadata can make these data accessible for the whole system. The second role is metadata
can be used to identify the ﬁle interest to users. In this way, metadata allows users to search ﬁle
based on the attributes rather than the ﬁle name. This paper proposes a good idea but they did not
implement it and there is not any information about the performance of their design.

2.5 Summary
This chapter provided a review of the literature relevant to the information retrieval, ﬁle
system in user space, object-oriented ﬁle system, ﬁle metadata. The next chapter provides the
methodology will be used in the research project.
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CHAPTER 3. METHODOLOGY
This chapter provides the design of my content searchable ﬁle system and the design of
the experiment.

3.1 Methodology
This research aims to design and implement a content searchable ﬁle system. The most
critical part of this research is to extract and manage the ﬁle content information. Several methods
described below are utilized in this research.
Two picture recognition APIs are used in our ﬁle system. Google Cloud Vision API
(Google, 2017 (accessed May 3, 2017)) is used to analyze pictures and generate corresponding
labels. By sending pictures of the link of the picture to the Google Cloud Vision API endpoint, it
will return labels and relevant scores. Furthermore, the label generated by the Google API will be
stored into the database and used as additional ﬁle metadata. Meanwhile, I used another picture
recognition API Clarifai(Clarifai, 2017 (accessed October 30, 2017)) for experiment because the
Google cloud Vision API only processes 1000 requests per month. Google Cloud Vision API is
used during development and Clarifai API is used in my experiments. Clarifai API can also
generate the label and the relevant score for the label. The higher the score, the stronger the
correlation between picture and label. Exchangeable image ﬁle format (EXIF) is the data in the
image ﬁle which is generated by digital camera (Jang, Lee, Lee, & Cho, 2007). My smart ﬁle
system detects this information in the ﬁle and uses it as ﬁle metadata. I used a nature language
model to extract the topic of a document. Latent Dirichlet Allocation (LDA) (Blei et al., 2003) is
a generative model(Ng & Jordan, 2002) used in Natural Language processing. Researchers
believes that the document consists of several topics, and the words in the document are generated
based on the topics. With the help of LDA, it is possible to analyze the topic of each document
and use the words as the additional metadata. Soules and Ganger (2003) proposed an access
based content analysis method in their research. They believed that each sub-directory along the
path and the name of the ﬁle both contain the information about the content. So the sub-directory
name and ﬁle name are also used as metadata in our smart ﬁle system. Additionally, metadata in
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our smart ﬁle system also include the information provided by ﬁle system users. Users are
allowed to assign metadata to ﬁles based on their requirement.
Metadata management is also important in this research. A database will be used to store
the ﬁle metadata and the additional metadata. An inverted index will be created and stored into
the database to serve the information retrieval in the ﬁle system.

3.2 Hypotheses
A ﬁle system is software for data management. In addition to managing the ﬁle content
data, the ﬁle system also maintains the metadata of ﬁles. A database is a system which provides
high performance information retrieval service to users. Compared with a database, users cannot
search the data in a ﬁle system fast and easily. One method to improve a ﬁle system is by utilizing
database functionality. Improving the ﬁle system by storing the ﬁle metadata into a database. The
reason is that the ﬁle metadata contains valuable information and database is fast for information
retrieval. For example, the time of the ﬁle modiﬁcation is a metadata and it is useful when a user
wants to know which ﬁle was modiﬁed in last week. However, the speed of database operation
and the speed of ﬁle operation are not in the same order (Horak, 2017 (accessed November 8,
2017)). This thesis will try to determine
if it is possible to apply a database for ﬁle system metadata management while achieving a
high performance. Besides the ﬁle metadata, the ﬁle content is also important for information
retrieval. However, it is hard to store all ﬁle data into a database. It is possible to analyze the ﬁle
content to obtain the ﬁle content information by methods mentioned above. But it is not clear if
the analysis result can help to retrieve the ﬁle from a ﬁle system. The hypotheses for this study are
the following:
H10 : By using a database to manage the ﬁle system metadata, the performance of a
ﬁle system will not be inﬂuenced.
H1a : By using a database to manage the ﬁle system metadata, the performance of a
ﬁle system will be worse.
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H20 : By analyzing the ﬁle content and using this information as additional ﬁle
metadata, user doesn’t have the capability to search the content of the ﬁle in the ﬁle
system.
H2a : By analyzing the ﬁle content and using this information as additional ﬁle
metadata, users has the capability to search the content of the ﬁle in the ﬁle system.

3.3 Research Framework
The overall design of this research project takes a quantitative approach. This research
will use a formal, objective, systematic process where experiments are performed to test the
hypotheses above.
This quantitative investigation is a true experimental research. In order to explore how to
improve the quality and speed of information retrieval in the ﬁle system by using extra ﬁle content
based metadata, a FUSE-based content searchable ﬁle system is implemented and the
experiments are performed.
The research follows an experimental model that will manipulate two key independent
variables. This two independent variables are:
• The methods used for ﬁle content analysis
• The ﬁle types which are analyzed to generate extra metadata
Besides to the independent variable, there are two dependent variables which will be
affected by independent variable. These two dependent variables are:
• The time used by information retrieval in ﬁle system
• The precision of information retrieval in ﬁle system
My content searchable ﬁle system in this research is also called the smart ﬁle system since it has
more features than normal ﬁle systems. Both picture recognition API (Clarifai, 2017 (accessed
October 30, 2017)) and LDA model (Blei et al., 2003) are used in the implementation of my
smart ﬁle system. The overhead caused by the methods used in my smart ﬁle system cannot be
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ignored. For example, the picture recognition API needs lots of time for network I/O and the
LDA method also needs time to train the model. The overhead will affect the performance of the
ﬁle system. Besides that, different ﬁle content analysis methods can generate different additional
ﬁle metadata. For example, a Hadoop homework ”hw.txt” is located into a directory ”homework”.
We can realize that the ”hw.doc” is about homework by analyzing the path, and we can know it is
about ”Hadoop” by analyzing the ﬁle content.

3.4 Design
In this section, the workﬂow of my smart ﬁle system is introduced. The smart ﬁle system
consist of the FUSE ﬁle system, database and ﬁle analyzer. All of these elements are discussed in
detail.

3.4.1 File System
Unix ﬁle systems are traditionally implemented in the system kernel. However, kernel
modiﬁcation is hard and difﬁcult to debug because it is hard to access to the data in memory after
a kernel crash. FUSE (The reference implementation of the Linux FUSE (Filesystem in
Userspace) interface, 2017) is a software interface that allows a developer to create their own ﬁle
system in user space. The FUSE daemon can process the ﬁle operations from the Linux virtual
ﬁle system in kernel and return the result back. In the user space, it is able to use libc library and
implement complex functions. For example, MongoDB C Driver library (MongoDB, 2017
(accessed October 29, 2017)) is used in the FUSE daemon to insert the ﬁle metadata into database.
FUSE library libfuse is applied to implement the smart ﬁle system. Figure 3.1 shows the
workﬂow of the FUSE. As shown in Figure 3.1, a process which executes the ﬁle operation calls
the function in glibc. Library glibc is GNC C Library. APIs are complied and encapsulated in the
glibc library. When the function in glibc is called by process which is mentioned above, glibc
does not execute the ﬁle operation but forward the request to virtual ﬁle system with system calls.
Virtual File System (VFS) is an abstraction layer that allows users and programs to use different
ﬁle systems with same command. For example, it is able to mount EXT4 ﬁle system and Network
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Figure 3.1. Workﬂow of FUSE.

File System (NFS) on Linux system. Users are allowed to run the same command on these
different ﬁle systems. The request sent to VFS is processed by the function implemented in ﬁle
system. For example, command ”ls” shows the ﬁle in current directory and ”ls” command calls
the function ”statfs” which is implemented in FUSE daemon if current directory is under FUSE
ﬁle system mount point. File operation functions can be implemented in the FUSE daemon which
is running in the user space. As a result, when the FUSE kernel module in kernel space receive a
request from the virtual ﬁle system, the FUSE kernel module will call the corresponding function
in FUSE daemon.
The ﬁle operation functions implemented in my content searchable ﬁle system are shown
in Table 3.1 and Table 3.2. All supported functions are list in the tables. ”Implemented” column is
used to show if a speciﬁc function is implemented in my content searchable ﬁle system.
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”Implemented” has two value: ”Yes” and ”No”. ”Yes” means I implemented that function in my
ﬁle system and ”No” means not. The FUSE daemon provides a struct fuse operations (FUSE,
2017 (accessed October 30, 2017)). The data ﬁelds in struct fuse operations are function pointers
used to create a ﬁle system. The function pointers provided by FUSE are also shown in Table 3.1
and Table 3.2. The workﬂow of creating a ﬁle system is creating a FUSE support function in the
FUSE daemon and assigning it to the function pointer in the struct fuse operations. Functions
need to accept a list of parameters deﬁned by FUSE and return a value. Then, initialize the ﬁle
system with the struct fuse operations which is modiﬁed by developer.
Table 3.1. Custom Function in FUSE Daemon part 1 (FUSE, 2017 (accessed October 30, 2017))
Function Name Description

Implemented

access
bmap
chmod
chown
create
destory
fallocate
ﬂock
ﬂush
fsync
fsyncdir
getattr
getxattr
init
ioctl
link
listxattr
lock
mkdir

Yes
No
Yes
Yes
Yes
No
No
No
No
No
No
Yes
Yes
Yes
No
No
Yes
No
Yes

Check ﬁle access permissions
Map block index within ﬁle to block index within device
Change the permission bits of a ﬁle
Change the owner and group of a ﬁle
Create and open a ﬁle
Clean up ﬁlesystem
Allocates space for an open ﬁle
Perform BSD ﬁle locking operation
Flush cached data
Synchronize ﬁle contents
Synchronize directory contents
Get ﬁle attributes
Get extended attributes
Initialize ﬁlesystem
Ioctl
Create a hard link to a ﬁle
List extended attributes
Perform POSIX ﬁle locking operation
Create a directory

Besides performing normal ﬁle system functionality, the smart ﬁle system also records the
ﬁle which need to be analyzed. The FUSE ﬁle system will not analyze the ﬁle directly because of
two major problems. The ﬁrst one is that the time used for analysis is much bigger than ﬁle
operations. The analysis will inﬂuence the ﬁle system performance signiﬁcantly. For example,
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Table 3.2. Custom Function in FUSE Daemon part 2 (FUSE, 2017 (accessed October 30, 2017))
Function Name Description

Implemented

mknod
open
opendir
poll
read
read buf
readdir
readlink
release
releasedir
removexattr
rename
rmdir
setxattr
statfs
symlink
truncate
unlink
utimens
write
write buf

Yes
Yes
No
No
Yes
No
Yes
No
No
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
Yes
No
Yes
No

Create a ﬁle node
Open a ﬁle
Open directory
Poll for IO readiness events
Read data from an open ﬁle
Store data from an open ﬁle in a buffer
Read directory
Read the target of a symbolic link
Release an open ﬁle
Release directory
Remove extended attributes
Rename a ﬁle
Remove a directory
Set extended attributes
Get ﬁle system statistics
Create a symbolic link
Change the size of a ﬁle
Remove a ﬁle
Change the access and modiﬁcation times of a ﬁle
Write data to an open ﬁle
Write contents of buffer to an open ﬁle

command ”ls” costs 0.006s to display all ﬁles in my home directory where FUSE ﬁle system is
used. With the network connection which has 75 Mbps download speed and 25 Mbps upload
speed, however, it costs around 2 seconds to analyze a picture by picture recognition API.
Analysis always needs more time than ﬁle operation. Second, ﬁle content analysis and ﬁle
operation are in different level. In detail, the ﬁle operation is a basic operation and ﬁle content
analysis is built based on the basic ﬁle operation. Implementing analysis functionality in basic ﬁle
operation will cause some problems. For example, ﬁle system opens a ﬁle and decide to analyze
it. To get the ﬁle data, the ﬁle need to be opened. So this ﬁle will be opened again by analysis
function implemented in the code. However, when it is opened by analysis function, ﬁle system
will decide to analyze it again and the second analysis will begin even before the ﬁrst analysis
ﬁnished. ”Open ﬁle” is a fundamental ﬁle operation. Using other high level function in ”open”
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operation will make an inﬁnite loop. As a result, a functionality is implemented in FUSE daemon
to insert the ﬁle information into database for analysis. This functionality is implemented in the
”getattr” function because the ﬁle metadata can be read in this function. Moreover, function
”getattr” is used during the write ﬁle operation. As a result, it is possible to get the updated ﬁle
information by reading ﬁle metadata in function ”getattr”.

3.4.2 Database Used in Smart File System
In my smart ﬁle system, I applied MongoDB (MongoDB, 2017 (accessed October 30,
2017)) to save the ﬁle attributes. The ﬁle attribute includes the ﬁle name and the last modiﬁcation
time of the ﬁle. The MongoDB is a NoSQL database that uses BSON ”document” to store the
data rather than using tabular relations in relational database. BSON is a format for data storage
and network transfer in MongoDB. BSON extends the JSON format to provide additional data
types and BSON can be decoded and encoded efﬁciently (“BSON”, 2017 (accessed November
14, 2017)). MongoDB uses BSON to store the semi-structured data. In MongoDB, a piece of
record is stored in BSON format and a piece of record is called ”document”. The same type of
”documents” are stored in a ”collection” and each ”document” contains a unique ObjectedId. The
”document” used in this research is discussed in this section. The ”collection” in MongoDB
contains a set of ”documents”. ”Collection” is similar with the table in the relational database.
The major different between ”table” and ”collection” is that the ”document” format in the same
”collection” can be different.
The ”document” used for ﬁle record in my smart ﬁle system is shown in Table 3.3 and the
”document” used for ﬁle label is shown in Table 3.4.
Table 3.3. File Document in MongoDB
Data Field

Example Data

id
ObjectId(”59e4f641c75875303d3e42f2”)
path
”/boot/vmlinuz-4.8.0-36-generic”
last modiﬁcation 1507820894
analyze
”NEED”
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Table 3.4. Label Document in MongoDB
Data Field Example Data
id
path
label
value

ObjectId(”59dc27b71d41c83ac24014f1”)
”/home/pengli/hehe/htmldata/1024.txt”
”pattern”
0.4

” id” is the ID for document in MongoDB and it is created by MongoDB. ”Path” is used
to store the ﬁle path. ”Last modiﬁcation” shows the last time the ﬁle was modiﬁed. ”Analyze”
means if this ﬁle need to be analyzed. ”label” is the result of analysis. ”Value” is collected from
the analysis tools. ”Value” is used to represent the correlation between the label and the ﬁle. The
value of ”Value” is from 0 to 1 if ”value” is available. We cannot calculate a correlation score
when analyze a ﬁle path and the correlation score will be -1. The ”document” shown in Table 3.3
will be created by FUSE ﬁle system and the ”document” shown in Table 3.4 will be created by
Analyzer. The detail of this part will be discussed in following sections.
I used MongoDB because the characteristic of MongoDB is valuable for my smart ﬁle
system. Different ﬁles’ metadata are different. For example, a picture ﬁle has metadata in EXIF
format. However, a document or a audio ﬁle don’t have this information. In that case, we need at
least two tables to store the ﬁle metadata since different ﬁle type has different metadata. The ﬁrst
one stores the ﬁle name, the ﬁle path and other basic ﬁle metadata in ”inode”. The second table is
for metadata. The second table contains the information such as metadata name, metadata value
and ﬁle path (or id the record in table one). A join operation is needed to retrieve the ﬁle
metadata. As a result, a relational database needs to use complex tables structure to contain this
information and costs amount of time to join these tables, while semi-structured database like
MongoDB can save all data easily with BSON document in only one collection. As a result,
MongoDB is used in our ﬁle system and it provides a potential for smart ﬁle system to develop
more features in the future.
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3.4.3 Analysis in Smart File System
In my smart ﬁle system, analysis work is not done in the FUSE ﬁle system. The FUSE ﬁle
system saves the ﬁle metadata information into MongoDB database and a program named
TaskManager takes over the analysis work. File content analysis is called ”task” in the smart ﬁle
system. The TaskManager will maintain a thread-safe queue to receive the ”tasks” and provide
”tasks” to the thread which analyzes the ﬁle. The workﬂow is shown is Figure 3.2. There are two
types of threads in the TaskManager:
• Producer: producer is a thread which retrieves the MongoDB database and push analysis
task into the queue. The producer keeps track of the last database retrieval time. The ﬁle
last modiﬁcation time will also be stored into database and it is shown in Table 3.3. The
time is represented as an integer which is elapse seconds from January 1st 1970 00:00 to
the current time. Producer always gets the ﬁles whose last modiﬁcation time is bigger than
last retrieval time. The Last modiﬁcation time value of a ﬁle larger than producer last
retrieval time means the ﬁle is new or updated and never be pushed into the queue to be
analyzed. So, the producer queries the recently modiﬁed ﬁle and pushes the analysis task
into the queue.
• Consumer: The consumer is the thread which pops a task from the queue and analyzes the
ﬁle content. The consumer also writes back the analysis result to database. The analysis

result is a set of labels relevant to the ﬁle content. Consumer uses the analyze function
based on the ﬁle type. For example, consumer will use picture analyzer to analyze picture
ﬁle. In my smart ﬁle system, we can only get the ﬁle type by ﬁle extension name.
In my smart ﬁle system, I implemented three methods to analyze the ﬁle content. In the
implementation of ﬁrst method, I used external API to analyze the picture content. Google
visioning API (Google, 2017 (accessed May 3, 2017)) can be used for picture analysis. Encoding
picture ﬁle into base64 and sending it to Google API, Google API will return the result in JSON
format. The Google API only allow free account to send 1000 analysis request per month which
is not enough for experiment. Due to a limitation of Google API, Clarifai API (Clarifai, 2017
(accessed October 30, 2017)) is also used to analyze the ﬁle. In the second method, I used the
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Figure 3.2. Workﬂow of TaskManager

LDA model (Blei et al., 2003) to analyze the content of document. The python packages nltk
(“Natural Language Toolkit”, 2017 (accessed November 14, 2017)) (for tokenization, stemming),
stop words (“stop-words”, 2017 (accessed November 14, 2017)) and Gensim (“Topic Modelling
in Python”, 2017 (accessed November 14, 2017)) (for LDA model training) are used in the
implementation. LDA is a model used to generate the topic word in a document. By using LDA,
we can get the topic word in a document and all topic words are used as ﬁle content information.

29
The third method is to analyze the path of ﬁle to predict the content of a ﬁle. For example, I will
put my experiment report into ”/home/pengli/assignment/report/”. We can extract experiment
report key words ”assignment” and ”report” from the ﬁle path.
My smart ﬁle system is easy to use. User can use any normal ﬁle operations in the smart
ﬁle system. When creating or updating a ﬁle, the ﬁle path will be recorded if that ﬁle could be
analyzed. The system will analyze it and write the result back to the database. The content
information of the ﬁle will be available after several seconds because analysis need some time.
User can search the information they need and get the path of the relevant ﬁles from the database.

3.5 Evaluation
In this section, the design of the experimental and the metrics used in the experiment will
be discussed.

3.5.1 Experiment Design
The data used to approve or disapprove the hypotheses is sampled from the experiments in
this research. A virtual machine is used to avoid the inﬂuence of other unexpected factors. The
operating system Ubuntu 16.04 LTS is installed on the experiment computer. Before each group
of experiments, the test ﬁle in the test directory will be removed. The time for each experiment is
recorded by command ”time”.
Several experiments are performed and the content searchable ﬁle system is compared
with a commonly used ﬁle system in these experiments. The fourth extended ﬁle system (ext4) is
the successor of the third extended ﬁle system and it is included into Linux kernel version 2.6.28
nine years ago. Ext4 is chosen as the baseline in these experiments.
The performance of basic ﬁle operation is very important for a ﬁle system. So the ﬁrst
experiment focuses on the comparison of the performance for basic ﬁle operation, such as open,
read, write, close and mkdir. The overhead of the content searchable ﬁle system is analyzed in
this experiment. To estimate the overhead, a blank FUSE ﬁle system is implemented and
compared in the experiment. There is not any custom ﬁle operation functions in this blank FUSE
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ﬁle system and the overhead of FUSE can be estimated. With the overhead of FUSE, we can
compute the overhead of the content searchable ﬁle system.
To improve the speed of information retrieval in a ﬁle system, I implemented this smart
ﬁle system. So the second experiment focuses on the performance of the information retrieval in
the smart ﬁle system. The ﬁles are stored into my smart ﬁle system in advance. In the experiment,
some key words are searched in the smart ﬁle system. The retrieval speed are recorded. We can
know the performance of information retrieval in my smart ﬁle system by the experiment result.
For example, we can know how fast can we get the result or if the result is relevant to the key
words I searched. As a result, the second experiment focuses on the performance of information
retrieval. The precision of the analysis tools are discussed in the next section.
To decrease the inﬂuence of error in these experiments, each experiment is repeated 10
times. The arithmetic mean of them is computed and used as the result of the experiment.

3.5.2 Performance Metrics
In the experiment, we analyzed several kinds of speed of my content searchable ﬁle
system. The ﬁrst one is the speed of basic ﬁle operations. The second one is the ﬁle analysis
speed. The third one is the speed of information retrieval in my content searchable ﬁle system.
I recorded the time consumed by the experiment to analyze the speed of my content
searchable ﬁle system. The time is recorded by the Linux command ”time”. The EXT4 ﬁle
system is used as a base line for basic ﬁle operation experiment and my content searchable ﬁle
system is compared with EXT4.

3.6 Summary
This chapter described the design of this research. The hypotheses, the methodology and
the evaluation metrics are included in this chapter.

31

CHAPTER 4. EVALUATION AND RESULTS
In this chapter, we introduce the experiment setup and results. The smart ﬁle system is
mounted on a virtual machine and compared with another two ﬁle systems. Experiment
methodology is introduced and several experiments are performed in this section. In the end of
this chapter, we analyze the result of the experiments.

4.1 Experiment Methodology
The experiments are performed with a virtual machine. This virtual machine has 4 GB
memory and 4 vCPUs. CPU speed is 2.4 GHz. Operating System Ubuntu 16.04 LTS is installed
and the kernel version is 4.8.0-36-generic. The basic disk speed of the virtual machine is 242
MB/s. The speed is tested by creating 4 GB big ﬁle and calculating the average speed. In the
experiment, the performance of EXT4 ﬁle system, a ”blank” FUSE ﬁle system and the smart ﬁle
system are compared. EXT4 ﬁle system is the default ﬁle system used by Ubuntu 16.04 LTS. The
”blank” FUSE ﬁle system is a very basic ﬁle system created by FUSE API and no special
functionality is implemented in this ﬁle system. The ”blank” ﬁle system can be used to estimate
the overhead of FUSE API. It can also be used to estimate the overhead of other functionality in
my smart ﬁle system. That is the reason why I tested this ”blank” ﬁle system in the experiments.
The smart ﬁle system is the ﬁle system implemented in this thesis. In the experiments, the
performance of basic ﬁle system functionality are compared and the searching functionality of
smart ﬁle system is also tested.
Two types of Linux commands are used in experiments. First one is ”ls”. When using ”ls”,
the inode information is used in function ”getattr” and the database operations are used in function
”getattr” too. To estimate the overhead of smart ﬁle system, I executed command ”ls” in all there
ﬁle system and recorded the time used by them. The command ”cp” is also used in experiment.
The performance of copy ﬁles can be used to represent the throughput of a ﬁle system. Using
command ”cp”, functions ”read”, ”write” and ”getattr” are called in the FUSE daemon. The
implementation of these three functions are different in these three ﬁle systems. As a result, the
overhead of the smart ﬁle system can be estimated by comparing the performance of ”cp”.
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Searching functionality in the smart ﬁle system is also tested in the experiments. I
recorded the time used by searching. The precision of the information retrieval is also discussed
in this thesis. Since this research does not focus on the precision of the information retrieval, I
only used the precision data provided by Clarifai API (Clarifai, 2017 (accessed October 30,
2017)) and gensim LDA implementation (“Topic Modelling in Python”, 2017 (accessed
November 14, 2017)).

4.2 Experiment of The Database Overhead
The purpose of the command ”ls” is to display all ﬁles in a directory. This command calls
the function ”getattr” to get the ﬁle metadata. In my smart ﬁle system, function ”getattr” is also
implemented. The difference between ”getattr” in my smart ﬁle system and EXT4 are 1) function
”getattr” in smart ﬁle system is executed in user space and 2) ﬁle metadata is inserted into
database in the function ”getattr” in my smart ﬁle system. By comparing the performance of
EXT4 ﬁle system and the ”blank” FUSE ﬁle system, the overhead of the FUSE high level API can
be estimated. By comparing the performance of the ”blank” FUSE ﬁle system and smart ﬁle
system, the overhead of database operation can be measured. The result of this experiment is
shown in Figure 4.1. The unit of time is seconds. The experiment directories contain 500, 1000,
1500, 2000, 2500 ﬁles. The time is recorded by command ”time”. ”EXT4” means the result of
EXT4 ﬁle system. ”Blank FUSE File System” means the score of the ”blank” FUSE ﬁle system.
”Smart File System” is the smart ﬁle system implemented in this research. The p-value for the
paired t-test is calculated under the signiﬁcance level (0.05) with conﬁdence interval of 95%. The
result is shown in Table 4.1. The overhead of the smart ﬁle system is also calculated by
comparing the time used by my smart ﬁle system with other two ﬁle systems listed in the Table
4.1. The ﬁgure is expressed as a percentage.
Figure 4.1 shows that EXT4 has a really good performance and the performance of my
smart ﬁle system for basic ﬁle operation is not good compared with EXT4 alone. The time used
by smart ﬁle system is around six times of the time used by EXT4 ﬁle system. However, database
operation is not the only reason which makes ﬁle system slow. The ”blank” FUSE ﬁle system also
used more time to get the metadata of ﬁles. This is because of the overhead of FUSE high level
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Figure 4.1. Time used for command ”ls”. The result is the average of 10 trials.

API. For EXT4, the request of the ﬁle operation is sent from user space to kernel space and the
result is sent from kernel space to user space. In FUSE ﬁle system, VFS will forward the request
to user space because FUSE daemon is in user space. In that case, FUSE ﬁle system needs more
context switch which means it costs more time. Although the overhead of the FUSE API is huge,
the overhead of the database operations cannot be ignored.
Based on the result shown in Figure 4.1 and Table 4.1, we know there is a signiﬁcant
difference between the performance of these three ﬁle systems. Compare to the EXT4 ﬁle system,
the speed of the content searchable ﬁle system is not fast because it is badly inﬂuenced by the
overhead of the FUSE API. Compare to the ”blank” FUSE ﬁle system, the performance of the
content searchable ﬁle system is not good but tolerable. The overhead is from the database
operation in the function ”getattr”. Compared with EXT4 ﬁle system, although, the content
searchable ﬁle system used more time to list all 2500 ﬁles, the time it used is less than 0.2 second.
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Table 4.1. Some statistics result of experiment ”ls”
Smart File System

”Blank” FUSE File System

EXT4

500

0.0397 ± 0.002685144 0.0259 ± 0.001220656
p-value
1.11902E-13
Overhead
53.28%

0.0076 ± 0.000489898
4.75549E-18
422.37%

1000

0.0797 ± 0.001004988 0.0503 ± 0.002325941
p-value
1.01039E-17
Overhead
58.45%

0.0141 ± 0.0007
4.50259E-29
465.25%

1500

0.1254 ± 0.002244994 0.0734 ± 0.001959592
p-value
2.32545E-23
Overhead
70.84%

0.0224 ± 0.001356466
5.48885E-26
459.82%

2000

0.1597 ± 0.0088775
p-value
Overhead

0.0751 ± 0.003014963
1.30608E-16
112.65%

0.0286 ± 0.003104835
6.3161E-20
458.39%

2500

0.1898 ± 0.009631199 0.1214 ± 0.003382307
p-value
1.48472E-14
Overhead
56.34%

0.0375 ± 0.001431782
2.82099E-20
406.13%

As a result, the performance of my content searchable ﬁle system is acceptable because it is
difﬁcult for a user to clearly perceive the performance difference between these three ﬁle systems,
given the beneﬁts of the smart ﬁle system.

4.3 Experiment of the Throughput
Two experiments are discussed in this section. The command ”cp” was used to test the
performance of three ﬁle systems. In the ﬁrst experiment, we copied many small ﬁles in the ﬁle
systems. In the second experiment, we copied a large ﬁle in these three ﬁle systems. By these two
experiments, we can compare the throughput performance of these three ﬁle systems.

4.3.1 Small Files Throughput Experiment
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In this experiment, many small ﬁles are copied in these three ﬁle system. To copy a ﬁle,
the old ﬁle’s metadata will be retrieved and new ﬁle metadata will be created. Function ”read”
and ”write” will also be used in the ﬁle systems. Read and write speed is important for a ﬁle
system because user always need to read something from a ﬁle or write something to a ﬁle. The
time used by small ﬁles copy is shown in Figure 4.2. The unit of time is seconds. Five groups
experiments are performed and the average of 10 times experiments are calculated. The p-value
for the paired t-test is calculated under the signiﬁcance level (0.05) with conﬁdence interval of
95%. The result is shown in Table 4.2. The overhead of the smart ﬁle system is also calculated by
comparing the time used by my smart ﬁle system with other ﬁle systems listed in the Table 4.2.
The ﬁgure is expressed as a percentage.
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Table 4.2. Some statistics result for small ﬁle copy experiment
Smart File System

”Blank” FUSE File System

EXT4

500

0.2277 ± 0.015224615 0.1946 ± 0.009359487
p-value
8.84265E-05
Overhead
17.01%

0.0286 ± 0.000966092
2.41192E-19
696.15%

1000

0.4213 ± 0.032448421 0.3258 ± 0.010737266
p-value
4.06298E-08
Overhead
29.31%

0.0538 ± 0.001873796
3.50804E-18
683.09%

1500

0.5847 ± 0.012220656 0.4659 ± 0.013843972
p-value
7.44557E-16
Overhead
25.5%

0.0796 ± 0.001074968
5.36304E-28
634.55%

2000

0.773 ± 0.013474255
p-value
Overhead

0.1107 ± 0.004854551
4.96709E-29
598.28%

2500

0.9835 ± 0.016594845 0.7562 ± 0.024389433
p-value
1.30636E-14
Overhead
30.06%

0.605 ± 0.008445906
1.41531E-18
27.77%

0.1359 ± 0.00540473
3.30692E-28
623.69%

Compared to the EXT4 ﬁle system, the performance of small ﬁles copy in FUSE ﬁle
system is not good. To perform a ﬁle operation, FUSE ﬁle system needs more time than a ﬁle
system in the kernel space. For example, copying 500 ﬁles and each ﬁle needs at least two more
times context switch for each ﬁle. As a result, copying lots of ﬁles will have a huge overhead in
FUSE ﬁle system. Compared to the ”blank” FUSE ﬁle system, my smart ﬁle system contains one
more database operation. Compared to the overhead of the FUSE API, the database operation
overhead is small and acceptable. And the performance of smart ﬁle system could be better if the
overhead of FUSE ﬁle system can be reduced.
Compared to the overhead of FUSE API, the overhead of database operation is acceptable.
By reducing the overhead of FUSE API, we can ﬁnd the time used by my content searchable ﬁle
system is two times of the time used by EXT4. With the beneﬁt of my content searchable ﬁle, the
performance of it is tolerable.
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4.3.2 Large Files Throughput Experiment
In small ﬁles copy experiment, the overhead of function ”getattr”, ”read” and ”write”
make the FUSE ﬁle system has a poor performance. A large ﬁle copy experiment is also
performed and one large size ﬁle is copied in the experiment. By copy the large ﬁle, less ﬁle
operation function will be used in the experiment and the performance of ﬁle system will not be
inﬂuenced by FUSE ﬁle system overhead. Result of large ﬁle copy experiment in shown in Figure
4.3.
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Figure 4.3. Time used by command ”cp” for large ﬁle. The result is the average of 10 trials.

In these experiments, the unit of time is seconds. Eight group experiments are performed
and the ﬁle size are 250 MB, 500 MB, 750 MB, 1000 MB, 1250 MB, 1500 MB, 1750 MB and
2000 MB. Most of the result of experiment is reasonable. As we discussed before, copy less ﬁle
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will use less ﬁle operation function. As a result, the performance of ﬁle system will not be
inﬂuenced signiﬁcantly by the overhead of FUSE API. For example, when the ﬁle size is bigger
than 1250 MB, all three ﬁle system have the same performance. When the ﬁle size is equal to
750, the performance of FUSE ﬁle system is worse than EXT4. The result is the average of 10
times experiment which means it is not an error. This is quite strange and this performance issue
may caused by the implementation of function ”read” and ”write”.
This experiment indicates that the overhead of FUSE is caused by calling function in user
space from kernel space. We can reduce the overhead if we can reduce the context switch times.
T-test is also performed for this experiment. P-value for the paired t-test is calculated
under the signiﬁcance level (0.05) with conﬁdence interval of 95%. The result is shown in Table
4.3. The overhead of the smart ﬁle system is also calculated by comparing the time used by my
smart ﬁle system with other ﬁle system listed in the Table 4.3. The ﬁgure is expressed as a
percentage.
I found the performance of my content searchable ﬁle system is very good based on the
result in Table 4.3. The inﬂuence of the overhead of FUSE API and database operation is very
small. In some experiments, we can ignore the overhead of my content searchable ﬁle system
because we cannot ﬁnd a signiﬁcant difference between the performance of my ﬁle system and
other ﬁle systems.

4.4 File Content Analysis Experiments
In this section, experiments about ﬁle analysis are discussed. Document analysis
experiment and picture analysis experiment are performed. The speed and the precision of the
analysis are shown in this section.

4.4.1 Text Analysis Experiment
This smart ﬁle system is designed to extract the content information of the documents and
use it as the metadata of the ﬁles. The LDA model (Blei et al., 2003) is also used to generate the
topic words of a document. In the implementation, python package nltk (“Natural Language
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Table 4.3. Some statistics result for big ﬁle copy experiment
Smart File System

”Blank” FUSE File System

250

0.7867 ± 0.022080912
p-value
Overhead

0.768 ± 0.027916542
0.039503088
2.43%

0.3251 ± 0.007607745
1.96368E-23
141.99%

500

1.682 ± 0.099192294
p-value
Overhead

1.621 ± 0.088437046
0.21115604
3.76%

0.9335 ± 0.031535694
1.88758E-14
80.18%

750

6.2393 ± 0.281139764
p-value
Overhead

6.1323 ± 0.254713805
0.467041999
1.74%

2.0932 ± 0.21154553
1.62531E-18
198.07%

1000

5.041 ± 0.301336652
p-value
Overhead

4.0341 ± 0.309165346
5.58437E-06
24.96%

3.6095 ± 0.329697926
6.98631E-08
39.66%

1250

10.6482 ± 0.202102724 10.7668 ± 0.431203175
p-value
0.467617361
Overhead
-1.10%

10.5005 ± 0.236057079
0.057248213
1.41%

1500

13.3118 ± 0.410634955 12.9178 ± 0.296534353
p-value
0.017938831
Overhead
3.05%

13.6106 ± 0.351141061
0.134172077
-2.2%

1750

15.7073 ± 0.365479913 15.6728 ± 0.411948972
p-value
0.838229351
Overhead
0.220126589%

15.2535 ± 0.70214833
0.026845903
2.975054905%

2000

17.4893 ± 0.45361855
p-value
Overhead

17.6854 ± 0.34156444
0.111670275
-1.11%

17.6823 ± 0.697344176
0.521824258
-1.09%

EXT4

Toolkit”, 2017 (accessed November 14, 2017)), stop words (“stop-words”, 2017 (accessed
November 14, 2017)) and Gensim (“Topic Modelling in Python”, 2017 (accessed November 14,
2017)) are use to do the LDA calculation. The work ﬂow of document is shown in Figure 4.5.
Tokenization is done by using python package nltk. I used package stop words to remove the stop
words in the document. I also used Porter Stemmer Algorithm to perform the stemming. The
stemmer is provided by package nltk. To preform LDA calculation, I also constructed a
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Figure 4.4. Time used by documents analysis. The result is the average of 10 trials.

document-term matrix. Using Gensim package, I can perform the LDA calculation and generate
the topic words of a document.
The topic words are considered as the information which is relevant to the ﬁle content.
The time for documents analysis is recorded in this experiment. The results are shown in Figure
4.4. Five experiments are performed. The ﬁles used in this experiment is an old snapshot of the
Purdue University Computer Science department web site (Clifton, 2017 (accessed November 8,
2017)). The documents size is in the range from 96 bytes to 91 KB. For the experiment size, 500,
1000, 1500, 2000, 2500 are used in each group experiment. The unit of time is second.
Stop words are removed and Porter stemming algorithm is used to preprocess the
document. After generating the topic words, the topic words will be inserted into database.
Training the model and making predictions are CPU intensive computing task. For example,
analyze 2500 ﬁles need 4727.518 seconds and analyze a ﬁle needs 1.891 seconds on average.
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Figure 4.5. The work ﬂow of document analysis.

Gensim LDA implementation (“Topic Modelling in Python”, 2017 (accessed November
14, 2017)) is used to train my LDA model on the test dataset and generate the topic. Gensim is
widely used by researchers for document classiﬁcation and summarization. Goyal, Goel, and
Sethia (2015) try to perform a text summarization for articles on Wikipedia. They trained LDA
model on both paragraph and document level with Gensim LDA implementation. Grant et al.
(2015) created a system for document searching, visualization and exploration. In their system,

42
Gensim LDA is used to implement the topic-based searching. Tyler et al. (2015) tried to speed up
the topic modeling by using cluster. Gensim LDA implementation is also used in his research.
Additionally, I performed a experiment to learn about the precision of image analysis.
Since this research does not focus on the topic extraction precision, the calculation was done by
myself.
In accuracy experiment, I proposed 50 words in the categories of education and computer
science. These 50 words are relevant computer science and education. These 50 words are
searched in my smart ﬁle system. By searching a word, we can get one or more ﬁle paths. The
ﬁles searched by smart ﬁle system are evaluated. Each path will get a score 1 or 0. 1 means this
ﬁle is relevant to the word and 0 means not. The average score of each ﬁle is calculated for each
word and the average score for each word is calculated as the ﬁnal precision score.
For example, ”ﬁeld” is searched in my smart ﬁle system and I got 7 ﬁles. They are shown
in the Table 4.4. The score is gave by the relevance between ﬁle and keyword. The precision
calculation formula is shown in Equation 4.1. P is the precision. In this example, I got 7 ﬁles by
researching ”ﬁeld” and one of them is irrelevant to the word ”ﬁeld”. So the precision of it is
0.857142857.
P=

T he number o f relevant f iles
T he number o f all f iles in result

(4.1)

Table 4.4. Example results of a experiment
Results

score

/home/peng/data/htmldata2500/1614.txt
/home/peng/data/htmldata2500/1872.txt
/home/peng/data/htmldata2500/2004.txt
/home/peng/data/htmldata2500/145.txt
/home/peng/data/htmldata2500/2026.txt
/home/peng/data/htmldata2500/237.txt
/home/peng/data/htmldata2500/915.txt

1
0
1
1
1
1
1

I reviewed the ﬁles and calculated the precision score for the document analysis. The ﬁnal
precision score is 0.5905. This score is not high but it is reasonable. Analyzing the experiment
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data and I found that, the word will get a low searching precision score even if the searching
result contains the relevant ﬁle. For example, ”roll” is searched and many ﬁle contains
”scrolling”. Stemmed ”scrolling” will be ”scroll” and it will be matched when searching ”roll”. If
change matching strategy to perfect matching, the precision score may be higher. In this
experiment, 68% documents contains the information relevant to the searching words. The
average searching time of the experiment is 0.711s. The speed of ﬁle retrieval is fast and stable.
The time used by document analysis is shown in Figure 4.4. We can ﬁnd that the document
analysis with LDA model is a time consuming job but it is acceptable. For example, if we want to
search all content in a ﬁle, we need to store all content in that ﬁle into the database. In that case,
much more disk space will be used for storing ﬁle content in database. But if we just analyze the
content of the ﬁle and just store the analysis result into database, lots of disk space will be saved.
As a result, ﬁle content information can be extracted by LDA model and searching
functionality could be better if a good searching algorithm was implemented.

4.4.2 Picture Analysis Experiment
Two experiments will be discussed in this section. The ﬁrst one is processing and
extracting information from normal picture ﬁle. The second one is analyzing large size picture.
The picture in the computer comes from cell phone, Internet, camera, screen shot and so
on. So the pictures in a ﬁle system can have any size. In this experiment, all pictures are copyright
free and have various size from 4 KB to 6.9 MB. The Clarifai API (Clarifai, 2017 (accessed
October 30, 2017)) is used to extract the content of the picture. The pictures are labeled by API
and the labels and the scores will be returned. I used these labels as the content information of the
ﬁle. Five experiments are performed and the experiment size are 200, 400, 600, 800 and 1000.
The unit of time is second.
Clarifai API (Clarifai, 2017 (accessed October 30, 2017)) is used for picture analysis in
my content searchable ﬁle system. Clarifai is a well-known system for image labeling (Rangel et
al., 2016). Rangel et al. (2016) used Clarifai API to generate annotations from image for image
classiﬁcation.
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Figure 4.6. Time used by picture analysis. The result is the average of 10 trials.

Since my research does not focus on the precision of image labeling, I stored the scores
provided by API. I also performed a precision experiment and calculated the precision by myself.
In the precision experiment, I used 1000 picture in several categories such as animal, architecture,
weapon, vehicle and nature landscape. The pictures are download from GRATISOGRAPHY
(2017 (accessed November 8, 2017)), “Free high resolution photography” (2017 (accessed
November 8, 2017)) and Pixabay (2017 (accessed November 8, 2017)). 50 words are selected
from these categories and these 50 words are searched in my smart ﬁle system. The program
returns ﬁle paths when searching a word. In the experiment, 50 words are searched and I got 1488
results. The overall precision of picture analysis is 0.997.
The precision for picture analysis was good. I analyzed the experiment data and found out
the reason of high precision. The picture recognition API is able to generate a set of label for
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picture and a possibility for that label. In most case, the possibility is higher than 70% and the
label will be used when its possibility is higher than 85%. So that is the reason I got a high
precision score in the experiments. Also, the high precision is because out test set is small.
The time used for analysis is shown in Figure 4.6. The average time for searching ﬁle in
my smart ﬁle system is 0.71s which is fast and stable.
Besides the precision of searching, I also tried to improve the speed of picture analysis.
The speed of picture analysis is depend on the size of the ﬁle and the ﬁle content. The ﬁle size is
depend on the resolution and the ﬁle size also inﬂuences the accuracy of prediction. To test the
speed of analysis and try to improve it, the second experiment is performed. In the second
experiment, 200 large pictures are selected to be tested and their size is range from 2.8 MB to
23.7 MB. Analysis of these 200 large pictures used 825.517 seconds without any preprocess.
Algorithm 4.1 Preprocess of Picture
1: function S CHEDULE(request queue, host list)
2:
FILE = read( f ile path)
3:
picture quality = 100
4:
for size(FILE) > 4MB do
5:
quality = quality � 5
6:
Ad just picturewithquality
7:
end forreturn FILE
8: end function
To speed up the analysis, I compressed the pictures before analysis. The algorithm is
shown in Algorithm 4.1. A good method to make a picture smaller is decrease the ”quality” of a
picture. ”Quality” is deﬁned by Python Image Library and it is set to 100 for a picture at the
beginning. The ”quality” value of the picture will be reduced by ﬁve in a loop and compression
will stop if the ﬁle size is smaller than the threshold. Python Image Library is used to resize the
picture size based on the quality value. In my experiment, the threshold is set to 4 MB.
Experiment shows that using my experiment conﬁguration, I am able to get the exactly same
analysis results and the time for compression and analysis compressed pictures is 742.147
seconds.
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4.5 Conclusion
In this chapter, two types of experiments are performed. File operations are performed in
the experiments to test the performance of ﬁle system. In the experiments, we used Linux
command ”ls” and ”cp”. The result is shown in Figure 4.1, Figure 4.2 and Figure 4.3. The
performance of my content searchable ﬁle system is tolerable. To analyze the overhead of FUSE
and database operation, I created a ﬁle system with FUSE high level API without any special
functionality and we named it ”blank” ﬁle system. By comparing the performance of EXT4 and
the ”blank” ﬁle system created with high level FUSE API, we can estimate the overhead of FUSE
high level API. By comparing the ”blank” ﬁle system and my smart ﬁle system, we can obtain
that the overhead of database is also huge but acceptable. Figure 4.1 shows the result of
experiment ”ls” and the overhead of database operation is almost equal to the time used by EXT4
in whole experiment. However, the time used by my content searchable ﬁle system is very small
and its performance issue does not affect using. Figure 4.2 shows the result of small ﬁle copy
experiment. The overhead of database operation is also acceptable. The performance of my
content searchable ﬁle system is tolerable given the beneﬁt of it for a user. In the experiment of
performing a big ﬁle copy, the performance of my content searchable ﬁle system is very good and
there is not a signiﬁcant difference between the performance of my ﬁle system and other ﬁle
systems. Based on the result of my experiments, I conclude that a database can be used to manage
the metadata of ﬁle system if that ﬁle system provides useful functionality.
I also performed a group of experiments to test the performance of the ﬁle content
analysis. On average, the time used for one picture analysis is 0.3689s and the time used for one
document analysis is 1.891s. I also tested the search performance of my smart ﬁle system. I
selected 50 words relevant to the content of the ﬁles stored in my smart ﬁle system and searched
these words. The result is the paths of the ﬁles. The precision is 0.5905. The precision of
searching document is not high because the searching result include both relevant ﬁles and
irrelevant ﬁles. 68% documents contain useful information. The precision of searching picture is
0.997. I also collected the precision/possibility score provided by the tools I used. In Clarifai API
(Clarifai, 2017 (accessed October 30, 2017)), the label of the picture contains a precision score
and the score is also stored into the database. The searching result is sorted by the precision
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scores. The gensim (“Topic Modelling in Python”, 2017 (accessed November 14, 2017)) LDA
implementation provides a possibility score for each topic word. Additionally, searching ﬁle in
my smart ﬁle system need around 0.7 second and it is real fast. As a result, I can search the ﬁle I
need by using the information extracted from ﬁle content. So it is possible to search the ﬁle
content by analyzing the ﬁle content and using it as additional ﬁle metadata.
Null hypothesis 1 is ”By using database to manage the ﬁle system metadata, the
performance of a ﬁle system will not be inﬂuenced”. Based on the experiment result I can
conclude that the null hypothesis 1 is rejected since the speed of the FUSE ﬁle system is lower
after I used a database to manage the ﬁle metadata. A t-test is performed for the ﬁle operation
speed experiment. By calculating the additional time used by my smart ﬁle system, I can calculate
that the p-value for the paired t-test is less than the signiﬁcance level (0.05) with conﬁdence
interval of 95%. The calculation support that there is a signiﬁcant difference for the ﬁle operation
time after I used database for ﬁle metadata management. As a result, null hypothesis 1 is rejected
and alternative hypothesis 1 is accepted. However, the overhead of database operation is tolerable.
In the experiment ”ls”, the performance of my content searchable ﬁle system is acceptable
although the time used by my ﬁle system is more than EXT4 ﬁle system. Also, when compared to
the ”blank” FUSE ﬁle system, the overhead of my content searchable ﬁle system is small and
totally acceptable in terms of user experience. In the small ﬁle copy experiment, the performance
of my content searchable ﬁle system is not bad. Compared to the ”blank” FUSE ﬁle system, the
overhead of the database operation is less than the overhead of the FUSE API. The performance
of my ﬁle system is tolerable with the beneﬁt of my content searchable ﬁle system. In the big ﬁle
copy experiment, the performance of my content searchable ﬁle system is very good and there is
not a signiﬁcant difference between my ﬁle system and other ﬁle systems. As a result, although
the Null hypothesis 1 is rejected, we can use a database for metadata management and the
performance of my content searchable ﬁle system is tolerable.
The null hypothesis 2 is ”By analyzing the ﬁle content and using this information as
additional ﬁle metadata, user doesnt have the capability to search the content of the ﬁle in the ﬁle
system”. The null hypothesis 2 is rejected and the alternative hypothesis is accepted. Based on the
score I got from the analysis precision experiment, I performed a paired t-test. The p-value for
Latent Dirichlet Allocation Analysis (LDA) (Blei et al., 2003) method is 1.60884E-14 and the
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p-value for picture recognition API method is 6.01348E-78. Both of them are less than the
signiﬁcance level (0.05) with conﬁdence interval of 95%. As a result, I can conclude that user can
retrieval the ﬁle content by using the ﬁle content information as an additional ﬁle metadata.
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CHAPTER 5. SUMMARY AND FUTURE WORK

5.1 Conclusion
In this thesis, I implemented a smart ﬁle system which is able to let user search ﬁle by it
content. There are two types of ﬁle are analyzed in this smart ﬁle system. To analyze the picture
content, Clarifai API (Clarifai, 2017 (accessed October 30, 2017)) is used. The LDA model is
used to analyze the content of document ﬁle. To analyze the performance of ﬁle system, a ”blank”
FUSE ﬁle system is used to calculate the over head of FUSE ﬁle system. Experiments result
shows that the performance of smart ﬁle system is good. Although FUSE API and the database
operation has a huge overhead, the content analysis is helpful and the overhead is tolerable.
Content analysis costs lots of time but the result is good. Based on the result of analysis, user do
not need to use ﬁle name to retrieve a ﬁle.
As a result, I found a database can be used for ﬁle metadata management if that ﬁle system
provides useful functionality. The extra ﬁle metadata is useful for information retrieval in a ﬁle
system and the extra ﬁle metadata should not be generated inside of the ﬁle operation function.

5.2 Future Work
My smart ﬁle system is not perfect right now and there are lots of work to do to improve it.
Experiment shows that FUSE ﬁle system’s speed is not fast. This smart ﬁle system is
created with FUSE high level API which has a performance overhead. In FUSE high level API, I
used some system calls to implement the ﬁle operation function. In that way, process needs more
context switch to perform the ﬁle operation. In the future, it is better to use FUSE low level API
to implement the ﬁle system. Although the performance of FUSE low level API is not good
either, it is better than the performance of FUSE high level API.
Currently, picture analysis need the help of external APIs. File system’s functionality will
break down when there is not Internet connection. Also, network I/O costs lots of time to analyze
the ﬁle content. Besides that, using CPU to run the nature language processing algorithm or
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machine learning algorithm is not the best solution. In the future, it is better to calculate or
analyze the ﬁle content by GPU on the machine. Also, the analysis of document content is in
serial-wise. The speed of analysis is able to be improved if parallel computing is applied.
My smart ﬁle system can only analyze the content of picture and document. It would be
better to analyze more ﬁle type such as video and music. For example, it is able to analyze each
frame of video to know the content of the video. Music or voice message can also be translate to
document for analysis. In my smart ﬁle system, ﬁle type can only be identiﬁed by ﬁle extension
name. However, it is possible for a ﬁle to have a wrong extension name. As a result, it would be
better to ﬁnd a way to detect the ﬁle type. For example, record the ﬁle type after the ﬁle generated
by application.
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