Adaptive image denoising algorithms rely on an error function that measure the distance between an estimated result and expectations. Selection of the error function and its parameters are crucial for a successful denoising implementation. In this paper, a method for determining close-to-optimal parameters for a bell-shaped error function is evaluated. The function with calculated parameters is employed within a gradient optimization algorithm and tested using test images with varying noise types and levels. The restoration results of the denoising test runs that use the proposed parameters are compared against the results of algorithms that employ well-known least squares and sum of absolute differences methods along with a method that combines both. The clear superiority of the bell-shaped error function for the proposed parameters is shown by the test results.
INTRODUCTION
Digital images unsurprisingly contain noise introduced during almost all stages of handling it, including acquisition, transmission and compression. Denoising (reduction of noise), consequently is a fundamental and widely studied problem in all fields of digital image processing. Preservation of original information and not introducing additional artifacts while reducing noise component is one of the main challenges in image denoising. A wide variety of algorithms have been proposed over the past few decades, including various filtering-based spatial methods [28] [29] , transform domain methods [25] [26] [27] , wavelet thresholding-based approaches [30] and total-variation (TV)-based approaches [31] . Stateof-the-art is represented by BM3D [32] , centralized sparse representation (CSR) [33] and learned simultaneous sparse coding (LSSC) [34] . In all those methods, selection of error measure is of critical importance. Equally, results of the spatial methods also affected by the choice. L1 and L2, described in the following paragraphs, are two of the well-known measures used in image restoration problems. In this paper, we proposed a method for calculating parameters of the influence function which is used to switch between these two measures. We employed this adaptive schema to test images and obtained better results than the methods that use these individual measures and another method that use both.
This section introduces the problem formulation through widely used models and terms. The following section describes the influence functions and motive for the proposed approach. The remaining sections present the experimental setup and give the results and comparisons, concluding at the end. Many signal/image restoration problems are modeled as inverse formulations:
where X is the desired solution, Y is known and some inaccurate knowledge on transformation H and noise  exist. In addition to the difficulties caused by noise, H is an ill-conditioned sparse matrix, and X is usually larger than Y in size, so a rank deficiency exists, making (1) impossible to solve for an exact X without some assumptions. For example, Y is a set of images arranged to have a 1 MNK  matrix, where K is the number of M N  images and X is a 2 1 r MN  matrix representing the desired image pixels, where r ( 1 r  ) is the ratio of upsizing. In the special case of 1 K  and 1 r  , the problem can be viewed as single-image deblurring when H is a blur matrix and as denoising when H is a unity matrix. When 1 r  , the problem becomes a super-resolution (SR) restoration, and when 1 K  , it is called multiframe SR [1] . Usually, both noise and blur effects exist in observation images Y . When a direct solution is not possible, one resorts to optimization techniques to determine a solution, among infinite number of solutions, which is as consistent as possible with all available data and prior knowledge/assumption/expectation. Consistency is usually measured by an objective function whose inputs are observed data, estimated solution and/or data generated from the estimation. The indifference or correlation between observed data and data generated from the estimation may well be a consistency measure. It is very common to have an objective function to be minimized in the form of
, respectively, in image restoration. However, in both cases, the solution is very sensitive to noise in the observed data, forcing the researchers to limit the solution space using prior knowledge and expectations. Such applications of limitations are called regularizations. Total variation (TV) [9] [10] is the most used regularization term, and it is the 1 L norm of the first-order derivative of error. Although TV aims to protect edges in images, smoothing in relatively edge-free regions locally limits flexibility. In the research described in this paper, we used 1 L norm of the framelet coefficients of the estimated high-resolution image [11] [12] . Using the
To minimize (3), the 1 st order derivative with respect to X is set to zero to obtain the least squares solution: 
called the Levenberg-Marquard solution of nonlinear problems [13] [14] is obtained. However, the stability of (5) in ill-conditioned problems is questionable and may cause unrealistic solutions. To overcome this, the general functional
where  and ( ) X  are called the regularization parameter and the stabilizing functional, respectively, is proposed by Tikhonov and Arsenin [15] , so that the solution is found by 
Discussion of the properties of these operators is somewhat lengthy and found in [11, 12] for interested readers.
DATA FIDELITY TERM and THE PROPOSED METHOD
The least squares error measure is the most used measure for generating approximate solutions to linear systems. It seems that 2 L is a decent choice when the noise has a Gaussian distribution. The sum of the absolute differences ( 1 L ) is preferred when it is suspected that the data contain outliers. The use of absolute values limits the sensitivity to outliers, whereas squaring is expected to increase errors in the neighborhood, which is the motive for using 1 L . The behavioral difference between 1 L and 2 L is associated with their derivatives. The derivative of 2 L ,
, in contrast, is bounded, even though it is undefined at zero. Therefore, it is reasonable to employ 2 L when noise is low and to use 1 L otherwise. Li et al. [11, 12] suggested an even, strictly convex, twice differentiable function bounded by 1 
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and adaptive selection for the norms. Such a function with these and additional desired features is proposed by Pham et al. [17] . It is infinitely differentiable, adaptive to noise variance and has an asymptotically zero derivative for higher error values. Although it is desired to not influence the local average and the data structure with outliers, instead of completely eliminating their influence as Li et al. [11] [12] do, it is more logical to have their contribution lessen and diminish gradually until they become completely irrelevant. The derivative of the function proposed in [17] asymptotically approaches zero and reduces the contribution of outliers. The 1 L , 2 L , Li et al. [11] [12] and bell-shaped [17] functions are given in Table 1 , along with their first derivatives (influence functions). Table 1 . Examined error functions, their derivatives and parameters
It should be noted that Li et al. [11] [12] [35] as an objective function on the basis that second order derivative is not continuous. Although the bell-shaped objective function is shown to be superior, Pham et al. [17] did not provide any method for the selection of its shape-defining parameters to obtain the best performance, and they applied default values. These parameters are quite important when switching between 1 L and 2 L type influences on data. Consequently, these parameters affect the success of the result. In this paper, we propose a method to determine the parameters of the bell-shaped function for optimal restoration. According to Hwang and Haddad [18] and Ko and Lee [19] , the outlier border is the point beyond which sample points are considered outliers. The goal is to reduce the contribution of samples outside the outlier border gradually. For that, the maximum of the influence function (the derivative of the objective function) should be on the outlier border. The region that contains insiders for the bell-shaped objective function is marked as gray in Figure 1 . Taking the derivative of the influence function (second derivative of the objective function) and equating it to zero as 2   1  2  2  2  2  2  2 ( , , ) 1
we find 2
as extremes and also outlier borders. The parameter b determines how steep the function is. Because it 
can be used for parameter b . In most applications, noise statistics are not known, but some statistical parameters can be estimated. According to Donoho and Johnstone [20] , the standard deviation of the noise can be calculated using
where D is the wavelet coefficient set in the HH band of the image. This is a good point to mention related multiscale and sparse representation research in image denoising. Wavelets can represent data in very sparse form and therefore can be used in denoising by thresholding [20] [21] . Finally, replacing x in (9) with the border value estimated using the method described in [18] and [19] and inserting the value of b found using (10), we obtain
and calculate parameter a . The parameters a and b completely describe the function ( ) x  to be used in minimizations. Among several approaches proposed for minimization given in (7), the steepest descent method is preferred over others for its simplicity. In that case, (7) becomes
where  is a convergence parameter that is selected to reduce the error in every iteration.  can be found using [0, 1] arg min ( , ( , ))
minimization, so that it is bounded within (0,1) and decreases the data fidelity term adaptively [22] . The parameter  ,
can be employed as described in [23] .
EXPERIMENTAL WORKS
For a simple experiment, we generated a set of points representing noisy samples from a line in parameter calculation is applied upon the samples and compared against 1 L , 2 L and the parameters/method used by Li et al [12] . MSE (mean squared errors) and the number of iterations performed for converging are given in The bell-shaped error measurement function with the proposed parameters is tested against 1 L , 2 L and the images with varying levels of Gaussian and impulse noise. The test images are obtained using percent) are given in Table 3 . Table 4 . In Table 3 and 4, rows show input PSNR, 1 L output, 2 L output, Li et al. [11] [12] method output and the proposed method output in that order. Proposed method clearly outperforms the others in   in addition to rv and sp noise with varying levels. Analysis on the results reveals that the proposed function is clearly superior to others, except with some low input-PSNR cases. In high input-PSNR cases, all methods exhibit some performance drops. 1 L is always outperformed by the other methods. Figures 3 to 7 visually compare four methods and demonstrate the behavior of the proposed parameters. Figures 3 and 4 exemplify the clear superiority of the bell-shaped objective function with calculated parameters on over 1 L , 2 L and the method of Li et al. [11] [12] on the reduction of the artifacts and spurious pixels. These are the cases with output images with similar PSNR. Although the output image PSNRs are close, 1 L , 2 L and method of Li clearly shows some artifacts, while the proposed method output generated minimum artifact. With
), all methods tend to lose texture. needs to be made. The bell-shaped objective function with the proposed parameters is superior to the other objective functions that were examined, in PSNR measure and reduced artifacts. This is due to its balancing nature between the 1 L and 2 L norms, consequently allowing decent deblurring/sharpening while doing quite a good job at removing noise of different types.
CONCLUSION
Both 1
L and 2 L error measures have their own virtues in image denoising algorithms. It is reasonable to employ 2 L when noise is low and to use 1 L otherwise. Selection of the error function and its parameters are crucial for a successful denoising implementation. We employed a bell-shaped weighted switching function whose parameters are calculated from the image statistics and obtained successful results. Although the bell-shaped function has been used by Pham and Schutte [16] , we additionally provided a mechanism to calculate shape-defining parameters of the function where they used default values. The overall performance is also affected by the definition of local outliers which needs and aimed to be researched in further study.
