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ABSTRACT
Myers, Mark Hebron. M.S. The University of Memphis. May 2011. Vagus Nerve
Stimulator Implant Simulator Featuring Feedback System for Seizure Prediction and
Treatment. Major Professor: Amy de Jongh Curry, Ph.D.

Utilizing EEG as a measurement of the changes between normal and abnormal
(seizure) brain states, an enhanced vagus nerve stimulator (VNS) can be developed that
can calculate the changes between local and remote brain sites as localized seizure events
manifest into globalized synchronization throughout the cortex. A VNS simulator has
been developed that captures the action potentials of human EEGs and measures the
propagation of action potentials through the cortex by Phase/Amplitude Lock Values
(PLV/ALV). PLV/ALV values are used to calculate the difference of phase and
amplitude between local and remote electrodes. As the calculated difference between the
channels approach one, the PLV/ALV values signify the synchrony occurring through
mesoscopic populations of neurons throughout the cortex. PLV values are used to signify
the emergence of abnormal neuron activations through local neuron populations. This
local emergence is called the epileptogenisis. PLV/ALV values demarcate the seizure
event, whereas the local seizure event has propagated throughout the brain turning into a
grand-mal event. The VNS simulator can also demonstrate how external electrical
titration therapy reduces the seizure event. The simulator utilizes the KIV model; a
biologically inspired neural network that captures the mesoscopic activity of action
potential of neuron populations. Through this model, the simulated brain in the form of
the KIV interacts with the VNS simulator to demonstrate the effects of electrical titration
therapy.
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CHAPTER 1: INTRODUCTION
Overview

A vagus nerve stimulator (VNS) implant is used to treat intractable types of
seizures where surgery and/or drug intervention has not alleviated the effects of the
seizure state (Murphy, Hornig, Schallert, & Tilton, 1998). The VNS system sends a lowvoltage signal to the left vagus nerve (X cranial nerve) of the brain that connects to
afferent nerve endings that effect many areas of the brain. Several side-effects are caused
by the VNS system delivery of a constant low voltage signal, such as voice alteration,
coughing and dysphagia (difficulty swallowing) (Murphy, Murphy, Hornig, Schallert, &
Tilton, 1998). We propose a responsive VNS system that will only stimulate when an
impending seizure is detected. Not only will the side-effects mentioned be diminished,
but battery life of the system will be extended due to the fact the system only turns ‘on’
when a seizure is about to occur. Through mathematical analysis of the spatiotemporal
dynamics found in EEG recordings of patients with medically intractable epilepsy,
researchers have discovered a preictal transition that precedes seizures for periods on the
order of minutes to hours (Martinerie, Adam, Le Van Quyen, Baulac, Clemenceu,
Renault, & Varela, 1998; Navarro, Le Van Quyen, Martinerir J, Rudrauf, Baulac, &
Menini, 2007; Niedermeyer & Lopes de Silva, 1987; Sackellares, Iasemidis, & Shiau,
1999; Sackellares, Iasemidis, Shiau, Gilmore, & Roper, 2000; Schacter, & Saper, 1998).
Our approach consists of locating the fast changes of phase and amplitude of the signal,
and therefore can provide a finely tuned method that finds seizures lasting seconds and
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interictal markers lasting 1-2 seconds as opposed to studies that involve longer term
seizure states.
A VNS implant simulator is discussed in this paper which features the early
detection of seizure activity captured through an electroencephalograph (EEG). The
VNS system enables a customized electrical titration therapy that turns on a pulse
generator to the VNS implant when an oncoming seizure is detected. This architecture
interrupts the entrainment of seizure neurons that may affect the mesoscopic neuron
populations throughout the brain. Additionally, a simulator has been developed that
imports human EEG and simulated EEG data to demonstrate analysis of the EEG signal.
The simulator demonstrates how an external signal can be applied to the oncoming
seizure event and restores the abnormal brain activity back to its normal state. This goal
is achieved by the following steps involved in modeling the seizure and restoration state
of the brain:
 Develop seizure prediction methodology
 Analyze performance of seizure prediction methodology in human EEG
 Demonstrate VNS simulation that will exhibit external electrical titration to
treat/offset the seizure state using the KIV model.
Structure of the Thesis
This thesis is separated into eight parts. Chapter 2 reviews the background of
vagus nerve stimulation (VNS) and how the left vagus nerve has many afferent
connections to the brain. VNS systems are discussed to demonstrate the implementation
of a pulse generator to the left vagus nerve.
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Chapter 3 discusses neurophysiology that relates to the mass action of neuronal
inhibitory and excitatory behavior. EEG frequency band ranges are introduced because
of their implementation as EEG filtering ranges in this research.
Chapter 4 introduces phase locking analysis for capturing the brain dynamics
discussed previously. The Hilbert transformation (HT) is discussed within the analysis
process. A flow chart illustrates the process utilized for seizure prediction. The
discussion of the analysis in this chapter provides the framework for experimentation
with EEG signals in the next chapter.
Chapter 5 describes the EEG analysis utilizing the PLV and ALV method to
quantify and predict ictal and interictal states. Frequency filtering ranges are discussed to
enable the PLV/ALV process to find the optimum prediction and seizure states.
Chapter 6 provides the background of the KIV model used to simulate
normal/abnormal brain EEG signal attributes. The biologically inspired neural network
will be discussed to demonstrate how this model can be used as an analogy for limbic
system modeling.
Chapter 7 demonstrates how the KIV model exhibits the normal chaotic neural
behavior and abnormal seizure attributes through model parameterization. Furthermore,
the model is used to demonstrate how current seizure treatment of intractable types of
seizures is reduced through the application of an external stimulation titration method.
Chapter 7 also describes the VNS simulator and its application to reduce the seizure state
through the application of external stimulation.
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CHAPTER 2: VAGUS NERVE STIMULATION
Vagus Nerve Anatomy
Previous studies have identified extensive projections of the vagus nerve via its
sensory afferent connections in the nucleus tractus solitarius (NTS) to many areas of the
brain (Bailey, & Bremer 1938; Dell, & Olson 1951; Maclean, 1990). Figure 1 displays
known connections of the nucleus tractus solitarius to the parabrachial nucleus and the
locus coeruleus (LC). The LC is the site of many norepinephrine-containing neurons that
have important connections to the amygdala, hypothalamus, insula, thalamus,
orbitofrontal cortex, and other limbic regions linked to mood and anxiety regulation
(George, Sackeim, Rush, Marangell, Nahas, Husain, Lisanby, Burt, Goldman, &
Ballenger, 2000). Previous studies have shown that lesioning the LC in rats eliminates the
antiepileptic properties of vagus nerve stimulation (Bailey & Bremer, 1938; Dell & Olson
1951; Maclean, 1990).
The NTS relays incoming sensory information to the rest of the brain through
three main pathways: 1) an autonomic feedback loop, 2) direct projections to the reticular
formation in the medulla, and 3) ascending projections to the forebrain largely through
the parabrachial nucleus (PB) and the locus coeruleus (LC). The PB sits adjacent to the
LC (one of the primary norepinephrine containing areas of the brain). The PB/LC has
direct connections to every level of the forebrain, including the hypothalamus, and
several thalamic regions that control the insula and orbitofrontal and prefrontal cortices.
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Figure 1. Known connections of the nucleus tractus solitarius (George et al., 2000).

Incoming sensory (afferent) connections of the vagus nerve provide direct
projections to many of the brain regions implicated in neuropsychiatric disorders. These
connections reveal how vagus nerve stimulation might be a portal to the brainstem and
connected regions (George, Sackeim, Rush, Marangell, Nahas, Husain, Lisanby, Burt,
Goldman, & Ballenger, 2000). As early as 1938, Bailey and Bremer reported that VNS
in the cat elicited synchronized activity in the orbital cortex. In 1949, MacLean and
Pribram stimulated the vagus nerve and recorded electroencephalograms from the cortical
surface of anesthetized monkeys and found inconsistent slow waves generated from the
lateral frontal cortex (Maclean, 1990, p. 468). Zabara hypothesized that VNS could
prevent or control the motor, autonomic, and conscious components of epilepsy (Zabara,
1985).
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Vagus Nerve Stimulation

The term vagus nerve stimulation generally refers to several different techniques
used to stimulate the vagus nerve, including those in studies in animals where the vagus
was accessed through the abdomen and diaphragm. Vagus nerve stimulation may also
refer to stimulation of the left cervical vagus nerve using a commercial device, such as
the NCP System (Cyberonics, Houston; Schachter, & Saper 1998; Figure 2).

Figure 2. The NeuroCybernetic Prosthesis System (George et al, 2000).

VNS delivered through the NCP System is much like the common practice of
implanting cardiac pacemakers. In both cases, a subcutaneous generator sends an
electrical signal to an organ through an implanted electrode. In fact, the surgery for
implanting the NCP generator in the chest is much like inserting a cardiac pacemaker
(Amar, Heck, Levy, Smith, DeGiorgio, Oviedo, & Apuzzo, 1998). The two techniques
differ, of course, in the site of stimulation. Vagus nerve stimulation with the NCP System
is delivered through an implantable, multiprogrammable, bipolar pulse generator (the size
of a pocket watch) that is implanted in the left chest wall to deliver electrical signals to
the left vagus nerve through a bipolar lead. With VNS, the electrode is wrapped around
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the vagus nerve in the neck, near the carotid artery using a separate incision, and
connected to the generator subcutaneously. A physician can control the intensity and
rate of stimulation by holding over the chest wall (and generator) a telemetric wand
connected to a portable computer (not shown) (George, Sackeim, Rush, Marangell,
Nahas, Husain, Lisanby, Burt, Goldman, & Ballenger, 2000).
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CHAPTER 3: NEUROPHYSIOLOGY AND MEASEURMENT
Neuron Action Potentials
This discussion focuses on neural stimulation and how excitatory and inhibitory
synaptic neural firings manifest into action potentials of neurons. Measurement of action
potentials is discussed through the application of electroencephalograms (EEG). Finally,
brain signals and their respective frequency band ranges are discussed because filtering of
the brain signal is utilized in the seizure detection and prediction methodologies.
In 1952, Hodgkin and Huxley explained the generation of action potentials in a
neuron using the voltage-gated sodium and potassium ion channels. The membrane of a
neuron at rest is semi-permeable to potassium ions and temporarily impermeable to
sodium ions. At rest, the potassium concentration inside the cell is greater than outside
the cell, and the sodium concentration is greater outside the cell than inside the cell. Both
potassium (K+) and sodium (Na+) ions carry a single positive charge. A neuron is said to
be at rest when it is not firing i.e., there is no net current leaving the axon. The
membrane potential of the neuron at rest, also known as resting membrane potential, is
typically around -70 mV. The negative sign means that the potential inside the neuron is
70 mV less than the potential outside the neuron (Alberts, Bray, Hopkin, Johnson, Lewis,
Raff, Roberts, & Walter, 2004).
In the presence of external stimulus, the membrane potential of the cell increases.
When the membrane potential reaches a threshold, typically around -50 mV, the voltagegated sodium ion channels open, allowing sodium ions to enter the neuron down their
electrical and chemical gradients. This inward flow of sodium ions leads to
depolarization (change in the membrane potential from negative to more positive values)
8

and the potential inside the cell reaches a positive non-zero value (phase 1 and 3 in Figure
3) Near the peak of the membrane potential change voltage-gated sodium channels close
(sodium inactivation or refractoriness). Voltage-gated potassium channels open just prior
and during the peak of the membrane potential change to repolarize the membrane
potential bringing the cell back to its resting membrane potential.
When the potential inside the cell is more than the potential outside, the potassium
ion channels open (phase 2 in Figure 3). The concentration of potassium is more on the
inside of the cell than on the outside, and the electrical gradient at the peak of the
membrane potential change for potassium is pointed outward; hence potassium runs
down it’s concentration and electrical gradients to exit the cell. This leads to
repolarization and the membrane potential slowly reaches the resting potential (phase 4, 5
and 6 in Figure 3). The depolarization and repolarization together is commonly known as
the axonal spike or action potential (Alberts, Bray, Hopkin, Johnson, Lewis, Raff,
Roberts, & Walter, 2004).
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Figure 3. Schematic of action potential generated by a neuron.
Each number refers to a phase of the action potential (Carlson, 1992).

Excitatory and Inhibitory Synapses

The action potential is carried down the axon of a neuron to its terminals which
make synaptic contact with the dendrites or cell bodies of other neurons. The neuron that
generates the action potential is called the presynaptic cell and the neuron that receives
neurotransmitter released by the presynaptic terminal of the presynaptic cell as a
consequence of the arrival of the action potential is called the postsynaptic cell. If the
action potential in the presynaptic cell increases the probability of the postsynaptic cell to
generate an action potential, then the synapse is said to be an excitatory synapse,
otherwise it is called an inhibitory synapse (Dayan, & Abbott, 2001).
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Electroencephalography
The human brain is made up of 1011 neurons, which are synaptically connected to
each other. Electrical activity of individual neurons has been studied ex vivo by placing
microelectrodes in the neuron. It is hard to perform in vivo studies using the
microelectrodes in humans, although such studies have been performed in smaller
mammals such as rats (Sakata, Fujioka, Chowdhury, & Nakamura, 2000). Therefore,
there is a need for new and non-invasive techniques to study the electrical activity of the
brain in vivo. One such technique is electroencephalography (EEG). In this chapter, the
latest EEG equipment and analysis methods are discussed.
EEG was invented by Hans Berger in 1924. EEG records the electrical activity of
mesoscopic and macroscopic neuron populations. EEG recordings made by Hans Berger
in 1924 revealed changes in the brain activity when the subject was performing cognitive
tasks such as arithmetic and when the subject’s eyes were closed (Nunez & Srinivasan,
2007).
EEG records the mesoscopic and macroscopic electrical activity of the neurons,
through the electrodes that are placed on the scalp of the human or animal subject
(Nunez, & Srinivasan, 2007). The number of electrodes can differ depending on the EEG
equipment used. The EEG system used in this study is manufactured by Electrical
Geodesics Inc., has 256 electrodes (www.EGI.com). An adult is shown with the 256
electrode EEG equipment in Figure 4.
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Figure 4. EEG Equipment (http://www.egi.com/clinical-division/clinical-divisionclinical-products, Dec. 28, 2010).

The electrodes (usually 0.4 – 1 cm in diameter) are held together either by a net or
a cap. The electrode nets manufactured by EGI are called Geodesic sensor nets. The
electrodes are also referred to as channels. All the 256 channels or a subset of them can
be used. The current EEG equipment usually comes with a computer system and the
related software that help clinicians and EEG technicians to visualize and save the data.
EEG Analysis Methods
With advances in EEG technology, high density spatio-temporal information about
the brain can be gathered. The challenge now is to produce valuable information from the
data collected. EEG analysis methods can be classified into two types, namely linear
methods and non-linear methods. Some of the methods used for both linear and nonlinear methods come from the fields of statistics and signal processing. Other non-linear
techniques are from chaos theory (Pritchard & Duke, 1995).
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During the early years of electroencephalography, the techniques used for
analysis required that the EEG signals be stationary and linear and (Kaplan, Fingelkurts,
Fingelkurts, Borisov, & Darkhovsky, 2005; Stam, 2005). Stationary means that the
statistical properties of the EEG signals are time-invariant. Linear means that the signal
can be broken down into parts and the sum of the parts gives the original signal (Freeman
& Quiroga, 2003).
One of the standard signal processing methods for the analysis of linear,
stationary time series are the fast Fourier transform (FFT) and power spectral analysis
(Pritchard, & Duke, 1995). A time series (or signal) is a sequence of data points
measured in successive time. A signal can be described in the time domain, as a function
of time, or in the frequency domain, as a function of frequency. FFT is used to convert
the signal from the time domain to the frequency domain. The results of FFT are used to
compute the power at each frequency, which gives the power spectrum of the signal
(Giordano, 1997).
Power spectrum of EEG signals reveals several different frequency bands, namely
delta, theta, alpha, beta, and gamma. The following table shows the different frequency
bands and the predominant brain activity associated with them (Freeman, Holmes, Burke,
& Vanhatalo, 2003; Nunez, & Srinivasan, 2007). Each of the bands has a characteristic
activity of normal brains associated with it. Delta and theta rhythms are seen during sleep
and deep anesthesia; activity in alpha range is seen when eyes are closed and cognitive
tasks are associated with beta and gamma ranges.
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Table 1
Frequency Bands Identified Using Power Spectral Analysis of EEG
Name
Delta

Frequency Range
0.1 – 3 Hz

Predominant Activity
Deep sleep and coma

Theta

3 – 8 Hz

Deep sleep and coma

Alpha

8 – 12 Hz

Awake-resting state

Beta

13 – 20 Hz

Cognitive tasks

Gamma

20 – 80 Hz

Cognitive tasks

Although the linear methods were instrumental in identifying some properties of
the EEG signals, such as the frequency bands, it became clear that the assumptions of
linearity and stationarity were false. EEG signals are nonlinear and have temporal
discontinuities, caused by phase transitions (Freeman, & Quiroga, 2003). Kaplan et al.
(2005) believe that the non-stationarity of the EEG signals is due to the switching of
states (phase transitions) that take place during brain functioning. Nonlinear techniques
have been increasingly used in the analysis of EEG signals (Kaplan Fingelkurts, Borisov,
& Darkhovsky, 2005; Stam, 2005). In this thesis, Hilbert transforms, a signal processing
method to analyze non-stationary signals is used and is discussed in detail in the
following chapter.
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CHAPTER 4: PHASE LOCKING ANALYSIS PROCESS

A non-linear signal processing methodology called Hilbert transform is used to
decompose the EEG signal into amplitude and phase components, which is discussed in
the following section.
Hilbert Transformation Analysis
Hilbert transform is applied to the filtered EEG signal to decompose the signal
into two parts, the analytic amplitude (AA) and the analytic phase (AP). The real part
[v(t)] is the filtered signal itself, while the imaginary part [v’(t)] is calculated by taking
the Hilbert transform of the filtered EEG signal (Freeman, 2007b). The Hilbert
transformation (HT) of v’(t) is defined as follows,

v' (t) =

+∞ v(t' )
1
PV ∫
dt'
−∞ (t − t' )
π

(1)

where t is time and PV corresponds to the Cauchy principal value (Freeman, 2000a,
Freeman, & Rogers, 2002). AA and AP values are calculated using equations 2 and 3,
respectively.

AA(t ) = [v 2 (t ) + v '2 (t )]1/ 2

 v ' (t ) 
AP(t ) = a tan 

 v(t ) 
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(2)

(3)

Phase difference of analytic phase (∆AP) is calculated from AP by taking the
difference between AP values of two consequetive time steps, as shown in equation 4.

∆AP = AP(t) ~ AP(t+1)

(4)

The real data corresponds to the raw EEG data, while the HT provides the imaginary
frequency that is changing with time. The imaginary part is a version of the original real
sequence with a 90° phase shift. The Hilbert transformed series has the same amplitude
and frequency content as the original real data and includes phase information that
depends on the phase of the original data. The Hilbert transform is useful in calculating
instantaneous attributes of a time series, especially the amplitude and frequency. The
instantaneous amplitude is the amplitude of the complex Hilbert transform; the
instantaneous frequency is the time rate of change of the instantaneous phase angle. For a
pure sinusoid, the instantaneous amplitude and frequency are constant. The instantaneous
phase, however, is a sawtooth, reflecting the way in which the local phase angle varies
linearly over a single cycle. For mixtures of sinusoids, the attributes are short-term, or
local, averages spanning no more than two or three points (Oppenheim, & Schafer,
1998).

Measuring the Degree of Synchrony between Channels: Seizure Prediction
Methodology
The level of phase synchrony between EEG signals from paired electrodes was
measured using a sliding window of 1000 data points. This analysis, performed between
the ‘normal’ and ‘abnormal’ EEG electrodes, is done by subtracting the phase of one
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working electrode vs. the reference electrode location. The differences of the phases are
calculated in the following manner:

1
PLV =
n

n

∑

e i[ φ 1 ( t ) − φ 2 ( t )

1

(5)

The instantaneous phase Φ of each filtered window was extracted by means of the
Hilbert transform. The degree of phase-locking between a pair of EEG channels was
quantified by the phase differences of each electrode, where n is the number of data
points in each time window. This phase-locking value (PLV) varies between independent
signals and constant phase-lag between the two signals (Le Van Quyen, et al., 2005,
Lehnertz, & Elge, 1998).
The analytic amplitude is used to measure the synchrony between two channel’s
amplitudes or the amplitude lock value (ALV):

ALV

=

1
n

n

∑

e i[A 1 ( t ) − A 2 ( t )

(6)

1

This measure is used in conjunction with the PLV identify the seizure state. The degree
of amplitude locking between two channels determines the measure of similarity between
the two amplitudes.
A general methodology follows to evaluate the performance of the seizure
prediction method. EEG data is recorded from different electrode contacts for data
analysis. The mean phase coherence of the incoming EEG data is determined through
PLV calculations of the EEG data using a sliding window technique (Niedermeyer &
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Lopez, 1987). A threshold crossing of the PLV is used to raise an alarm in order to
predict an impending seizure. The optimal threshold is determined retrospectively. The
number of seizures preceded by a threshold crossing divided by the total number of
seizures investigated yields the sensitivity of the prediction method. This calculation is
performed per patient. For an accurate prediction, the alarm must be set within an
appropriate time before a seizure occurrence. Initially, a time interval after an alarm is
set, which is called the seizure prediction horizon (SPH) and denoted as prediction
marker (Spencer, Jung, & Spencer, 1992). This is required to successfully apply
therapeutic interventions or seizure warning devices. Within this time interval, drugs or
other treatment strategies can be administered or the patient can make behavioral
adjustments. Additionally, subsequent to SPH, the seizure should start. To avoid a long
warning period, in which the patient may sustain severe stress or physiological
disadvantages caused by potential side effects of drugs or long term electric stimulation
of focal brain structures, a second time interval is defined as seizure occurrence period
(SOP). The seizure must occur during SOP if the prediction is to be classified as correct.
The seizure event is found when the PLV value and the ALV rise above a patient-based
threshold and seizure onset occur during the SOP. If there is no seizure onset during SOP,
the alarm is classified as a false prediction. During interictal periods, i.e., periods far
away from any seizure, all alarms should lead to false predictions.
The analysis described in this thesis involves an offline process where we know
the seizure occurrence within the EEG time series and try to determine if there are any
pre-ictal attributes. Using the PLV methodology, we analyze two channels that exhibit
normal and abnormal EEG behavior. It is found that PLV values within the
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abnormal/normal channel comparison rise above a threshold mark that represents the
seizure state of the time series. The PLV values that rise above the threshold line within
the time series may represent an alarm that predicts the occurrence of the seizure state,
which is demarcated through the rise of PLV and ALV values above a prescribed
threshold. The current analysis results in a 4-12 minute window for the impending
seizure occurrence.
Seizure Prediction and State Quantification
Seizures result from the progressive recruitment of brain sites into an abnormal
hyper-synchronization state (Sackellares, Iasemidis, & Shiau, 1999). Seizures appear to
be bifurcations of a neural network that involves progressive coupling of the focus with
normal brain sites. Entrainment is a form of dynamical synchronization between other
areas in the brain. Entrainment of large neuron groups between the epileptogenisis and
the other areas in the brain will be determined through the PLV method. The PLV
method is used as a demarcation method of setting the first instance of the epileptogenisis
and therefore setting the initial prediction marker.

The PLV and ALV method will also

find the seizure event, thereby setting the states between prediction marker and seizure
event. The state between the prediction and seizure marker is the interictal state, which is
denoted as the seizure prediction horizon (SPH).
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Signal Processing Algorithm using PLV Methodology
A

1. Read data

6. Analytic Phase and
Amplitude is
calculated for each
channel

2. Apply
Spatial
Low-Pass
Filter
3. Apply
Temporal
Band-Pass
Filter

7. Is PLV value
above threshold?
No

Yes
4. Standard
Deviation is
applied over
dataset

8. Pre-Ictal state has
begun.

5. Hilbert
Transformation is
applied to the preprocessed data

9. Is PLV/ALV
value above
threshold?
No

Yes
A

10. Ictal/Seizure state
has been detected.

Continue reading data

Figure 5. Flowchart of EEG PLV/ALV analysis
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The flowchart above describes the process in which the seizure state is predicted and
detected. The description of the phase analysis process is as follows:
1)

Read data – EEG data is formatted in a manner prescribed by the EGI system.

The dataset that is used for much of the experimentation is from human EEGs, where the
area of the brain that the dataset was collected is from the visual cortex area of the brain.
The data is imported as an array of 256 channels.
2)

Apply Spatial Low-Pass filter – A filter is applied to eliminate extraneous noise

from neighboring electrodes. Neighboring EEG electrodes may have incoming signals
from the scalp that are much stronger than local signals and therefore distort
measurements. A spatial cut-off filter is applied (Hamming, 1983) to the raw incoming
data to set a threshold for values that removes any interference from neighboring
channels to acquire accurate EEG signals
The process for removing extraneous noise to a given electrode is as follows:
a)

Apply FFT to estimate the dominant frequency within each EEG signal.

b)

The physical spacing of the electrodes gives the highest spatial frequency.

The highest spatial frequency is calculated through the multiplication of the real
and imaginary parts of data acquired through FFT of each electrode by a
fractional exponential value.
c)

Real and imaginary values are added together, and the inverse FFT is

taken.
d)

The same procedure is used on filtering all 256 channels. Once filtering

per channel is complete, the average of these values was determined.
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3)

Apply Temporal Band-Pass filter – Whereas spatial filtering is referred to the

filtering of the data over the rows of electrodes, temporal band-pass filtering involves
filtering data across all the electrodes or channels from which data is collected over time.
A band-pass filter involves finding the optimum bandwidth range (in Hz) to accurately
remove the noise component. The following filtering statements attempt to make the
signal ‘smoother’ by removing aberrant signals below and above our frequency window.
Delta, theta, alpha, beta and gamma filtering ranges were applied to the signal to provide
optimum signal (see Appendix A for temporal filtering results) in order to process
seizure prediction events.
4)

Standard Deviation is applied over the dataset – The entire data set for each

channel was normalized to unit standard deviation (SD). The EEGs, vj(t), j = 1…256
channels.
5)

Hilbert transformation is applied to the pre-processed data – Hilbert transform

returns the complex part of the signal (b). By adding the real part (a) to the imaginary
part (b), we get (a + ib), where i is a complex number. We calculate the phase of the
complex quantity as:
Phase:
= arctan(imaginary/real)
= arctan((ib)/(a))
Amplitude:
= (a2 + ib2)1/2
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6)

The phase angle is derived from the imaginary part of the signal. These are the

values that will also be utilized to predict phase and analytic amplitudes through phase
and amplitude differences.
7)

PLV and ALV values are calculated per channel. These values are displayed in

Figure 12 and 13. PLV values are tested against a patient-based threshold value that
determines if a seizure event is eminent.
8)

If the PLV value rises above the prescribed threshold value, the pre-ictal state is

initiated.
9)

The PLV and ALV values are tested to determine if they rise above the same

prescribed threshold value, therefore indicating the SOP state.
10)

This rising of both the PLV and ALV values signify the seizure event. After the

seizure event has completed, additional data is read to determine the next seizure
prediction window.

This process will be applied to the neuro-implant simulator discussed in Chapter 8.
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CHAPTER 5: EEG DATA ANALYSIS
The EEG Data Set
A high density array of electrodes was placed onto the surface of the scalp of a
neurosurgical patient with medically intractable epilepsy, who is a candidate for the
vagus nerve stimulator (VNS) surgical treatment. The data for this study was provided
from Dr. James W. Wheless, MD, Professor and Chief of Pediatric Neurology and
LeBonheur Chair in Pediatric Neurology, University of Tennessee Health Science Center,
and Dr. Don M. Tucker of Electrical Geodesics Inc., (EGI) through their high density
EEG system.
Features of normal/abnormal brain activity were monitored for 60-90 minutes in 3
patients using the EGI system EEGs which were captured at a sampling rate of 250
points/second.
Figure 6 shows the locations of normal and abnormal EEG behavior captured
during an EEG recording session in a patient (Patient 1). These sites are used to calculate
PLV and ALV values for seizure occurrences and seizure prediction markers, where
Channel 61 is the working signal (seizure location) and Channel 1 is the reference signal.
Figure 7 shows the magnified EEG time series, Figure 7 demonstrates synchronization
between channel 61 and 1 indicates epileptogenisis starting 63 minutes in the EEG and
lasting 12 seconds. This activity exhibits dynamic entrainment.
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In Figure 7, through PLV and ALV analysis, we will see the two disparate
channels change from their respective non-linear dynamic state to a lock-step semiperiodic state.

Figure 6. Each number represents an electrode location of the EGI 256-Channel EEG
system.
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Figure 7. EEG signal for channel sixty-one, sixty-three minutes and five seconds after
recording began. EEG synchronization occurs between channel 61 and 1.

The analysis of the dataset was done using MATLAB software (Appendix C).
EEG Data Analysis
EEG recordings were captured via a high density 256-channel EGI system from
two patients over 60-90 minute time frame. Each seizure event was verified by the
physician and tested against our algorithm. Pre-processing of EEG data consisted of
finding the standard deviation (STD) of all 256 channels against each channel, and
sorting the result set from highest deviation to lowest. In this manner, we can locate the
epileptogenisis or working channel. There may be several channels with high STD
values that correlate to the locus of the seizure site. The channel with the highest STD is
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selected as the working channel. We also take the channel with lowest STD as our
comparison or reference channel. These two channels will be used as input to our
algorithm. Those EEG channels that contained artifacts, i.e. electrode movement instead
of seizure behavior were discarded. Artifacts tend to have extremely high, spiking
amplitudes with non-repeating phases of a signal.
Pre-processing the datasets involved sorting out pre- and post VNS data sets, and
then separating each large dataset into 7.55 minutes of EEG recordings. This
preprocessing of the EEG data enabled faster processing and management of the large
datasets, since the EEG data for 256 channels for over 60 minutes would be roughly 4-5
gigabytes of data.
Patient-Dependent Seizure Prediction/Detection Parameterization
This section will describe three methods of filtering noise from EEG signals and
separating normal EEG behavior from seizure prediction and seizure detection artifacts.
We will focus on the following:
•

Band-pass temporal EEG signal filtering to reduce noise from the signal.

•

Window size of data points used to locate prediction and detection markers.

•

Patient-based threshold that separate normal EEG behavior from seizure behavior.
EEG data filtering was accomplished using a Remez filter using brain frequency

ranges shown in Table 1. Two parameters where examined to optimize the location of
seizure prediction markers and seizure states: frequency filtering bands (Table 1) and
window size of data points (the value ’n’ in the equations 5 and 6).
Filtering bands were selected to remove excess noise temporally, and detect the
seizure prediction marker. These filtering bands are based on brain frequencies (1-12Hz)
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delta-theta-alpha, (6−12Hz) alpha, (13−30Hz) beta-gamma (30−40Hz), and uppergamma (40-50 Hz). The results developed through the application of the filtering bands,
produced dominate seizure classification and prediction markers found in the 6-12 Hz
and 40-50 Hz frequency ranges. These results are consistent with several studies of
neuron populations exhibiting synchronous behavior.
Phase synchronies were also found for the frequency bands of 1–6 Hz and 7–12
Hz by Navarro (Navarro et al., 2007), since the time course of changes in synchrony were
similar within induced seizure states of GABA withdrawal syndrome (GWS), which
interrupts a focal, chronic infusion of GABA to the rat motor cortex initiating the
progressive emergence of a sustained spiking electroencephalographic. Herrmann, &
Demiralp, 2005) found that gamma activity is closely correlated with cognitive functions
and propose that epileptic indicators of EEG are a direct consequence of increase in
gamma activity. Moreover, Willoughby et al. (2003) show that interictal EEG signals
from epileptic patients and healthy people differ enormously in terms of gamma activity.
Preictal changes appeared to be concentrated in the middle frequency ranges, mostly
including the alpha bands (8.5 – 16 Hz) (Le Van Quyen et al., 2005). Significant peaks
in power spectra for both working and reference channels were found in seizure studies at
7.1 Hz during the ictal state (Smirnov et al, 2003). Additionally, EEG signals from the
contralateral electrode also showed an increase of the intensity of action potentials mostly
in the 0.5–40 Hz frequency range corresponding to some propagation of activities from
the focus during GWS (Navarro et al., 2007). This frequency band has been found to
capture amplitude coupling states during the seizure state. These filtering bands enable
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the detection of seizure prediction and detection states found in the noisy EEG time
series.
The window size is dictated by the sum of PLV values that can be utilized to
detect phase changes of the signal. The length of seizure activity in this study ranges
form 9-12 seconds. The calculated PLV values must be able to detect changes in phase
given a window length. A long window may miss the seizure event, whereas a much
shorter window will display many artifacts related to the fast phase changes of the signal
that may not relate to seizure activity. A satisfactory window size will detect significant
phase changes and additionally act as a filter to remove noisy artifacts of signal phase
changes. The following studies discuss window size approaches to locate seizure and
seizure prediction changes in phase.
Gysels et al. (2002) used non-overlapping windows of 15s to divide their time
series, corresponding to 3000 samples at the given sampling rate of 200Hz. For a time
series that exhibit short ictal states, a window size of N = 1000 is useful because there is
not enough data to reliably extract information about coupling (Smirnov, & Bezruchko,
2003). Considering the nature of the noisy neuron firing environment, neuron coupling
estimations need a window size that captures coupling instances without introducing
phase changes relating to noisy neural populations.
Working and reference electrodes are analyzed to find the interictal marker, which
is used to predict the oncoming seizure event as seen in Figure 9. Figure 10 demonstrates
calculated PLV values for Patient 1, within the time period 51.986 – 63.31 minutes of
pre-implant EEG data. At 63.31 minutes, the PLV rises above a given threshold
described below and determines an interictal marker. The interictal marker determined
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via the PLV method appears to mirror in phase the same high PLV value found during
the seizure event displayed in Figure 10. The interictal PLV touches the threshold level
in Figure 10, thereby forecasting the arrival of the seizure state. The seizure state may
have many values that rise above the PLV threshold until the EEG transitions out of the
seizure state and back to the interictal state. Figure 11 shows the ALV value rise during
the ictal event above a given threshold value.
Setting the PLV threshold was developed by taking each calculated PLV value
and determining the occurrence of each PLV value within a 0.01 – 0.10 s range where
there was a greater distribution of PLV values, such as PLV values between 0.6 and 0.9
in Figure 8. Optimal threshold selection is based on when a PLV value corresponding to
a seizure also captures the rise of PLV values previous to seizure occurrence, thereby
signifying the prediction marker, set by observation of the highest PLV values. The
patient-based threshold value ‘0.83’ enables prediction and seizure marker selection. The
PLV threshold sets the time when the seizure and interictal states occur. This gradual
progression of the signal from low to high phase synchrony that crosses a threshold may
include a few values that signal the prediction and seizure states over time, but overall the
patient-based PLV/ALV threshold separates the seizure state from the non-seizure state,
through the gradual rising and falling of the PLV values. Figure 8 demonstrates that the
smallest number of PLV values at a synchrony level range, i.e. between 0.6 and 0.9
correspond to those values that are higher than the rest of the PLV values that correspond
to non-synchronous channel pairs. These higher PLV values correspond to pair-wise
channel synchronization. The threshold value ‘0.83’ is selected in order to separate
‘normal’ chaotic neural activity from highly synchronized neural activity found in the
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seizure state. As the slope of the number of PLV occurrences vs. synchrony level rises
sharply from ‘3’ and ‘12’, we can determine the threshold value between normal and
seizure activity for this patient’s EEG activity.

Figure 8. Threshold selection is based on finding the lowest number of PLV values just
before the amount of values rise dramatically.
The PLV values begin to rise at the synchrony level ‘0.83’ (highlighted by the red cross)
which establishes the threshold marker on the PLV display.

A threshold value was placed for each patient’s EEG data as described in the
previous paragraph. That threshold did not change for a given patient. The calculated
PLV for this data set shows an interictal marker that rises above a selected threshold in
Figure 10, which is denoted as ‘P’ for the prediction marker. Figure 10 also illustrates
the PLV rising above a threshold value that corresponds to a seizure event, denoted by
the marker ‘S’. Figure 11 displays the amplitude lock value (ALV) as it signifies the
seizure event and demarcates the inter-ictal time series. EEG artifacts due to scalp
movement seen at ~61 minutes show higher amplitudes than the rest of the EEG time
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series, and may seem to synchronize with other channels, but will not show as high PLV
values. While seizure occurrence is easier to detect due to the entrainment of large
cortical areas of the brain, seizure prediction markers, which are seizures that are formed
by locale seizure events are harder to locate. Precision filtering through frequency
bandwidths and window lengths used in calculating PLV/ALV values enable better
detection of prediction markers.

Figure 9. EEG signal for Patient1, 51.98 – 68 minutes, channel 61(black) and channel 1
in grey.
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Figure 10. PLV values for Patient1. Prediction marker (P) and seizure event (S) are
signified by arrows.

Prediction markers and seizure events are found by the rise of PLV values above a
patient-based threshold.

Figure 11. Amplitude Lock Values (ALV).

33

Seizure events are found by the rise of ALV values above a patient-based threshold,
which also correspond to the rise of PLV values. Seizure occurrence markers (S) are
denoted by the rise of PLV and ALV values, seizures prediction markers (P) are only
denoted by the rise of PLV values.

Experimental Results of Seizure Prediction Markers and the Seizure State
EEG recordings were collected from three patients during pre- and post-VNS
implant recording. The length of ictal behavior ranged from 8 – 12 seconds. Tables 2
and 3 displays the number of seizures per patients, seizures detected, and seizures
predicted by our algorithm. EEG filtering was accomplished using a Remez filter in
brain frequency ranges delta-theta-alpha (1-12Hz), alpha (6−12Hz), beta (13−30Hz),
gamma (30−40Hz), and upper-gamma (40-50 Hz).

Table 2
Number of Seizures Detected Pre- and Post-Implant per Frequency Band Filter Range
and Window Size
Filter Band (Hz)
Window Size (samples)
Patient
Implant*
Pre (1)
1
Post (5)
Pre (4)
2
Post (5)
Pre (4)
3
Post (5)

1-12
1000
-----1
5
2
4
1
4

3000
-----1
5
1
2
3

6-12
1000 3000
------ -----1
1
5
5
3
5
2
2
1
4

12-20
1000 3000
------ ------

20-30
1000 3000
------ ------

5

5

5

5

30-40
1000 3000
------ -----1
1
5
5

1

*Number of actual seizures is given in parentheses
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40-50
1000 3000
------ -----1
1
5
5
3
1
2
1
2
2
4

Table 3
Number of Seizures Predicted Pre- and Post-Implant per Frequency Band Filter Range
and Window Size
Filter Band (Hz)
Window Size (samples)
Patient
Implant*
Pre (1)
1
Post (5)
Pre (4)
2
Post (5)
Pre (4)
3
Post (5)

1-12
1000
-----1
2
2
4
1
4

3000
-----1
1
2
3

6-12
1000 3000
------ -----1
1
4
1
5
2
1

12-20
1000 3000
------ ------

20-30
1000 3000
------ ------

30-40
1000 3000
------ -----1
1

2
2

40-50
1000 3000
------ -----1
1
3
1
2
1
2
1
2
2
4

*Number of actual seizures is given in parentheses

The experimental findings illustrate that there may be a triggering mechanism through the
PLV method that enables better control of the VNS system through seizure prediction, as
seen in the results in Appendix A. In this manner, the pulse generator will only send an
electrical stimulation for a determinate amount of time to the brain if the PLV value rises
above a threshold range.
Appendix A displays the patients analyzed in this study. The EEGs analyzed
feature pre and post VNS implant patients. This analysis features the number of seizures
predicted and found using the PLV and ALV methodology. Seizure prediction and
detection sensitivity is displayed in the following graphs in Figure 12 (a-f).
Sensitivity calculations were processed per patient. Sensitivity calculations use
the total number of pre and post implant seizures per patient that were identified by the
clinician who provided the EEG dataset for this research. This value is used to calculate
the number of True Positives.
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(a)

(b)

(c)
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(d)

(e)

(f)
Figure 12. Seizure detection and prediction sensitivity graphs.
Patient 1 pre and post implant detection and sensitivity displayed in (a) and (b), Patient 2
values in (c) and (d) and Patient 3 values in (e) and (f).
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Sensitivity for seizure detection is calculated in the following manner:
Sensitivity = number of True Positives (seizures detected via PLV/ALV methods and
confirmed by clinician)
Divided by
number of True Positives (seizures detected via PLV/ALV
methods and confirmed by clinician)
Plus
Number of False Negatives (seizures detected via PLV/ALV
methods that were not confirmed by clinician)
Sensitivity for seizure prediction is calculated in the following manner:
Sensitivity = number of True Positives (seizures predicted via PLV method from those
seizures detected)
Divided by
number of True Positives (seizures predicted via PLV method from those
seizures detected)
Plus
Number of False Negatives (seizures predicted where there no subsequent
seizure occurrence)
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The highest seizure detection sensitivity for Patient 1, 2 and 3 was from 100%,
75%, and 80%, respectively depending on frequency band selection. The highest seizure
prediction sensitivity for Patient 1, 2 and 3 was 80%, 100%, and 100%, respectively. The
experimental findings illustrate that there may be a triggering mechanism through the
PLV method that may enable better control of the VNS system through seizure
prediction. In this manner, the pulse generator could be programmed to only deliver
electrical stimulation during the SPH time interval to the brain if the PLV value rises
above a threshold range. It was observed through human EEG that the signal captured
through high-density electrodes exhibited the following traits:
1)

Pre-ictal PLV values reach a threshold several minutes before the seizure event.

This state may represent the initial imbalance of the electrical activity of the brain
through seizure neuron firing. The phase of signal emanated from these neurons will be
much longer than normal neuron firings. This event is represented by the SPH part of the
seizure activity.
2)

The reconstitution of normal activity where the brain attempts to restore the

electrical activity in the presence of initial abnormal neuron firings. This effect is shown
as PLV and ALV values return to below threshold values.
3)

The PLV/ALV values once again rise to the threshold value, signaling the

oncoming seizure event. In this manner, the electrical activity of the brain is overcome
by the abnormal neuron signals, and will eventually fall into an imbalanced state. This
event is represented by the SOP part of the seizure activity.
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CHAPTER 6: THE KIV MODEL
Model Implementation and Computational Complexity Analysis
Dynamical systems and in particular dynamical neural networks have drawn a lot
of attention over past few years. They range from a simple two- or three- neuron
networks, yet capable of producing complex dynamical behavior, to multi-layered
complex architectures like Freeman’s K-models (Freeman, 1986) that is focus of this
study. These networks are composed of simple units that are modeled after biological
systems and are governed by second order ordinary differential equations and that are
interconnected in mixed types of connections, excitatory and inhibitory. Massive
computer simulations are necessary for these models in order to study aspects of their
behavior. Different research groups involved in such studies have implemented and
worked with diverse versions of digital simulations mostly adapted to suit current needs
and particularities of the projects of interest. In this work we introduce the outcome of the
effort to unify the implementation for the K-models as a model for mesoscopic brain
function.
Modeling Brain Function

A nonlinear dynamic approach to brain modeling is not a completely new
approach, but an existing approach in a new theoretical framework. It belongs to the new
generation of the biologically plausible and dynamical connectionist models (Kozma,
2007). A model based on this approach, the K models, are explained in this chapter. The
parameterization of the model to simulate EEG signals is also discussed in this chapter.
EEG analysis done by Freeman, Pritchard, Duke and others, characterizes the brain
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as a chaotic, nonlinear dynamic system. These properties help explain some of the
underlying mechanisms of the brain (Skarda & Freeman, 1987; Pritchard & Duke, 1995).
Skarda and Freeman proposed that the group behavior of the neurons produces chaos,
which is essential for carrying out all the functions of the brain such as information
processing, creation of memory and knowledge generation (Skarda & Freeman, 1987).
K Models Overview
In this section, the K models are described, which are used to model the chaotic
and nonlinear dynamic nature of the brain. The K models are biologically based
hierarchical models designed by Freeman (Freeman, 1975). The hierarchy consists of K0,
KI, KII, KIII, and KIV in order of increasing complexity, as described in the following
subsections. The K model addresses some of the disadvantages of the traditional
connectionist models.
The interactions between groups of neurons produce the dynamics seen in the
brain. Although an individual neuron is an indespensible component of the brain, the
functioning of a single neuron is not enough to explain the complex behavior produced
by the brain. Freeman, Kozma and others believe that the complex behavior of the brain
can be expalined by the interations of the mesoscopic neuron populations. Hence the
basic unit in K models, namely the K0 set is not a single neuron, but represents a
mesoscopic neuron population (~104 neurons). This is one of the major differences
between traditional connectionist models and the K models.
The dynamics of the K0 set are given by the following second order ordinary
differential equation (ODE):
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1 d 2 x(t )
dx(t )
+ ( a + b)
+ abx(t ) = F (t ) + I (t )
2
ab dt
dt

(7)

This equation was determined by measuring the electrical responses of neural
populations to stimulation and other conditions. The a and b parameters are time
constants that were determined through such physiological experiments; x(t) is the pulse
density of the modeled neural population, in other words the average number of neurons
that are pulsing in the population at any given point in time; Q(x) is a nonlinear
asymmetric sigmoid function describing the influence of incoming activation.


1− ex

Q ( x ) = q m  1 − exp
qm






(8)

where qm is a constant whose value is between 1 and 14. The asymetric nature of
equation 8 changes for different values of qm . As the diagram on the Figure 13 shows,
the K unit accepts the combination of the external input I(t) and internal connections from
other units in the network F(t).

Figure 13. The schematics of the KO unit.
This schematic features excitatory populations received into the dendrites of a neuron
(depicted as a node with a ‘+’ symbol), and processed using equation (7) and equation (8)
to provide the response output of neuron populations.
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The circle with an ‘e’ is the K0 set or node and ‘e’ stands for excitatory population. The
arrow pointing toward the node is the input (received by the dendrites of a neuron) to the
K0 set and the arrow pointing away from the node is the output (axonal pulse) of the K0
set. ‘+’ is used to indicate the input to the K0 set is excitatory and the effect of the output
of the K0 population is also excitatory in nature. Solving the equation 7 with the RungeKutta numeric method for initial conditions that are given by zero first derivatives, zero
internal input F(t), and some non-zero external input I(t) yields the response as drawn on
the Figure 14.

Figure 14. K0 impulse response.

Neural population responses are modeled through the K0 to produce neural activations.
A K0 unit models the dynamics of an isolated neural population. From the basic K0 unit
there can be built up architectures that capture the dynamics of larger functional brain
areas.
Coupling two or more K0 sets with excitatory connections, we create a KI set
whose structure and behavior is depicted on Figure 15. Coupling two or more K0 sets
with inhibitory connections can model inhibitory-inhibitory feedback populations.
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Figure 15. Architecture of KI.

Excitatory-excitatory feedback populations are modeled in this display.
Thus the KI models excitatory-inhibitory feedback populations. The KI set provides a
form of positive feedback. Mutual excitation of multiple KO units allows for the populations to maintain their activation levels at a steady non-zero state.
The next step in the hierarchy is the KII model. KII models interacting excitatoryinhibitory populations and corresponds to organized brain regions such as the olfactory
bulb (OB) or the prepyriform cortex (PC). KII is a double layer of excitatory and
inhibitory units. In the full architecture there are 4 nodes: two excitatory, denoted e, and
two inhibitory, denoted ‘i’, see Figure 16.

Figure 16. Architecture of KII.
Connected excitatory (e) and inhibitory (i) nodes produce neural dynamic feedback.
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The KII set allows negative feedback to be used by neural populations. As the
excitatory population becomes more active it begins to more actively stimulate the
inhibitory population. The inhibitory population, in turn, inhibits the excitatory
population and through a process of negative feedback maintains the dynamics of the
system within certain bounds. Negative feedback is a well known process of homeostatic
control and is used extensively in artificial systems such as a thermostat to maintain a
constant room temperature. Negative feedback is characterized by damped oscillatory or
cyclic behavior. Positive and negative feedback are well known properties of biological
systems and were first explored extensively for control of systems by cyberneticists
(Wiener, 1965). These negative feedback neural systems are capable of producing sustained oscillations, frequency and magnitude for which are controllable with weights and
dynamic equations parameters. Dynamically we can say they show oscillations like ones
shown on the next Figure 17.
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Figure 17. Activation of KII after small initial perturbation.
Weights (displayed above the graph) applied to each excitatory and inhibitory nodes of
the KII enable the oscillatory display above.
KIII combines three or more KII populations to model functional brain areas such
as cortex or hippocampus, and are capable of aperiodic dynamics of the type observed in
these regions, as seen in Figure 17. When three or more oscillating systems, e.g., KII, of
different frequencies are connected through positive and negative feedback, the
incommensurate frequencies can result in aperiodic dynamics. The dynamics of the KIII
are produced in this manner, by connecting three or more KII units of differing
frequencies together (Figure 18). The KIII set is not only capable of producing time
series similar to those observed in the olfactory systems under varying conditions of
stimulation and arousal, but also of replicating power spectrum distributions
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characteristics of biological and natural systems in critical states (Bak, Tang, &
Wiesenfeld, 1987).

Figure 18. Architecture of KIII model.
Three KII networks are joined together via top and bottom nodes of the network.
Darkened circles represent excitatory nodes.

The KIII sets have been shown to be capable of organizing perceptual categories
in the fashion observed in biological perceptual systems. The KIII used as a pattern classifier is very robust and compares well with more standard methods of pattern classification (Kozma & Freeman, 2001). The development of the K-set hierarchy from K0 to
KIII is necessary for modeling and explaining the dynamics observed in perceptual
processes of biological brains. Not only does it involve positive and negative feedback
mechanisms for homeostatic control, but also utilizes aperiodic dynamics for flexible
generation and recognition of patterns.
KIV is a model of the basic limbic system, combining KIII sets, to model the
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“what” (perceptual), “where” (hippocampal orientation memory), “why” (forebrain value
system), and “how” (motor control) of a basic embodied biological agent. The KIV level
theoretically is sufficient for the production of general intelligent behavior such as that
observed in reptiles and simple mammals. The following Table 4 summarizes the K-set
hierarchy described in this section. It brings together lower level parameters, dynamical
properties, architecture details, and corresponding examples of biological brain areas
(Freeman, 2000a; Kozma et al., 2007).

Table 4
Characterization of the hierarchy of K-sets
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The architecture of the KIV is shown in Figure 19. The KIII’s used have three
layers each. Apart from the lateral weights between the KII’s within each KIII, new
lateral connections, WA,WB and WC are introduced, which connect the three
components (cortex, hippocampus and amygdala) of the KIV as shown in Figure 20. The
signals from the cortex KIII and the hippocampus KIII are integrated by the KII
amygdala (Kozma & Freeman, 2003; Myers & Kozma, 2007). The KIV used in this
thesis models the dynamics of sensory cortex, hippocampus and entorhinal
cortex/amygdala, in order to simulate the electrical activity of EEG during cognitive and
pathological states of the brain.
KIV is a chaotic dynamic memory model, which encodes sensory information in
the form of aperiodic spatial-temporal oscillations of non-linear processing elements.
KIV incorporates three major parts of the brain, i.e., sensory cortex, hippocampus and
entorhinal cortex with the amygdala, following the limbic system (Figure 20).
Hippocampus is a KIII neural network, which models navigation functions. The cortex is
another KIII neural network, which models sensory processing and pattern recognition in
various sensory modalities. The amygdala is a KII neural network, which is incorporated
into the KIV neural network. It is the unit where the activations from the both KIII are
taken and decision is made concerning the next action, based on the fusion of the signals
from the KIII sets. The amygdala is linked with both KIIIs as shown in Figure 20 with a
weighted matrix. With proper weight selection, the KIV neural network can maintain
non-convergent chaotic oscillations among all the components of the system. The
activations from hippocampus and cortical KIII’s are transferred between them through
connection weight matrix WA. The activations between hippocampus and amygdala are
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passed through weighted matrix WB. Finally, the activations between cortex and
amygdala are passed through weight matrix WC, as seen in Figure 20.

Figure 19. Schematic illustration of the components of the limbic system
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.
Figure 20. KIV model for the simulation of EEG signals captured in the limbic system.

Three KII networks comprise the KIII networks of the sensory cortex and the
hippocampus, while one KII represents the entorhinal cortex/amygdala. External
connections joining the three networks are represented by WA, WB and WC.
The output is read from the top KII nodes of the bottom most layer in the KIV.
Throughout this thesis, output from the cortex is analyzed.
The K models are implemented using MATLAB. The Runge-Kutta method, an
iterative approach, is used for the approximation of the solution of ODEs. A segment of
an EEG signal simulated using the KIV model is shown in Figure 21.
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Figure 21. KIV Simulated EEG Signal.

Three coupled chaotic oscillators produce mesoscopic neural activations found in the
limbic system of the brain.
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CHAPTER 7: DEVELOPMENT OF VNS SIMULATOR USING A MODEL OF
EEG BEHAVIOR

The goal of utilizing the KIV in this study is to have the model exhibit normal
‘chaotic’ EEG behavior, then transition to abnormal semi-perioidic behavior as displayed
on EEGs exhibiting seziure type behavior. Additionally, the strength of the KIV model is
not only its capability of exhinbiting non-linear dynamic behavior, but also to
demonstrate how abnormal brain pathologies, such seizure behavior, and how the
pathology can be reduced or nullified via external input techniques into the model. In
this manner, the KIV can act as a test bed for new electrical stimulation titration methods
prior to testing on animals and eventually humans. Therefore the KIV must exhibit a
‘restoration’ state of transitioning back from semi-periodic behavior to normal chaotic
behavior.
The two KIII’s and the KII are connected to each other through lateral weights
WA,WB, and WC as seen in Figure 20. The parameters used in the KIV for this study
were the external lateral weights as well as the four internal weights of one of the KII
networks within a KIV network. Initially, lateral weighting between the three objects
were reduced so that each object (the two KIIIs and the single KII) could produce their
respective signal ouptut with some small degree of influence from the rest of the network.
The KIV exhibits the chaotic normal state (Figure 21).
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KIV Parameterization

In order to simulate the epigenisis of a localized group of abnormal firings of
neurons, the internal weightings of one of the KIIs in the network is changed to produce a
strong semi-periodic signal. Internal nodes of the KIV network which represent neuron
populations of the limbic system of the brain are altered to enable inhibitory cells to
become more active, causing inhibitory interneurons to transition into a hyperexcited and
unstable condition (Freeman, 1986). Weighting adjustments are found in Table 3 under
‘Internal Parameters for KII’ which represents the weighting of excitatory and inhibitory
nodes of the KII network.
In order for this signal to propogate throughout the KIV network and into the
other objects, the coupling or lateral external weights between the networks must be
increased. Therefore, the feedback that gets updated into the other networks causing
entrenched synchrony throughout the KIV network, producing a higher amplitude and
semi-periodic signal. The signal is read out from the bottom KII network which
represents the neurological equivalent of the amygdala. All the nodes/neurons within the
KII network produce synchronous signals, i.e. each of the nodes/neurons mirror each
other’s signals. This output exhibits the phenomenum of entrainment found in seizure
behavior (Table 3, ‘seizure’ state). The transition of ‘normal’ to ‘seizure’ states is
performed by having the KIV initially increase the lateral weights and update the internal
KII object at a given time period. This time period can be set statically or be made to
occur intermittently. The external weighting that couples the adjoining networks is
increased, enabling the entrainment of hyperexcited neurons throughout the simulated
limbic system.
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The ‘seizure’ state can be made to occur randomly when the modified internal
weights of the KII network that set the the seizure state are set to behave between the
quasi state of chaotic and periodic states. In this manner, the KIV network captures the
behavior of brain states that move from equilibrium in inhibitory and excitatory responses
to runaway inhibitory seizure behavior (Freeman, 1986).
The ‘seizure to restore’ state is accomplished through the input of the brain
stimulator interface (BSI) object. This object is another KII object whose internal
weighting is exactly like the original ‘normal’ KII internal weightings. In this manner,
we are adding a normal ‘chaotic firing’ KII network to the KIV network to overcome the
semi-periodic firings of an ‘abnormal firing’ KII network. The BSI added input restores
the signal back to its normal state (Table 3, ‘seizure to restore’ state). This technique
mirrors the approach from Tsakalis et al. (2005) called decoupling control mechanism.
Since the BSI is applied to the signal in series, Kirchhoff’s rules apply in
adding/subtracting voltages within a circuit.

Table 5
KIV Parameterization for normal to seizure to restore states
State

External Parameters
for KIV: WA/WB/WC

Internal Parameters for KII

‘normal’

0.325

[2.0 1.5 2.0 1.0]

‘seizure’

5.0

[-1, -2, -1, -2]

‘normal to
seizure’

0.325 to 5.0

[2.0 1.5 2.0 1.0] to [-1, -2, -1, -2]

‘seizure to
restored’

5.0

[1, -2, -1, -2]
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External Input
into KIV via BSI

[2.0 1.5 2.0 1.0]

Electrical Titration Therapy
The goal of this research is to incorporate into the simulator electrical titration
therapy found in VNS patients. Titration parameters, such as frequency, intensity, pulse
width, and duration are used as external input into the KIV simulated limbic system in
order to model the interaction of external stimulation into the cortex. The following VNS
attributes were found in the literature. Low intensity trains of VNS (100 µA, 30 Hz, 500
µs, 20 second periods) have been found to hyperpolarize pyramidal neurons of rat parietal
association cortex (Zagon, 2004). Kerrigan et al., (2004) used a range of values starting
with the parameters used in his study: 1.5 to 5 V; pulse width 90 to 200 µs, stimulation
frequency, 5 to 10 cps (Kerrigan et al., 2004). In another study, five patients treated with
the VNS system using the parameters: output current 1mA, signal frequency 30 Hz,
signal pulse width 500 µs, signal on for 30 seconds, showed increased cortical inhibition
associated with stimulation without any evidence of cortical excitability (Marrosu, 2003).
These parameters will be utilized in the simulator to demonstrate how VNS parameters
can be incorporated into the K model limbic system to simulate the reduction of the
seizure event.
Simulink Modeling
Simulink is a platform that has most of the same functionality of MATLAB, but
allows engineers to design systems graphically, with a block diagram interface. Simulink
has standard blocksets that allow the user to implement common tasks, such as I/O,
summers, signal routing, scopes, etc. Simulink allows the engineer to drag blocks into
the model that represents control logic that can execute on an embedded target. RealTime Workshop is an important component of Simulink that allows users to develop
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Simulink models on their work computer and implement them on other targets. These
targets can include other computers, embedded computers, microcontrollers, and even
field-programmable gate arrays. Some of the supported embedded targets include Texas
Instruments' C6000 and C2000 DSPs, Infineon's C166, and Motorolla's MPC555 and
HC12. The Simulink tool provides a way to take MATLAB code used for simulation,
and encapsulate the simulation code into blocks that would convert to a high definition
language (HDL) or C for chip design.
The following MATLAB Simulink simulator was developed to demonstrate how
an enhanced VNS system would incorporate a responsive input mechanism, displayed in
Figure 22. This simulator would read input from electrodes in order to determine if an
impending seizure state is about to occur and subsequently turn on a pulse generator to
send an electrical signal to the left vagus nerve to reduce the effects of an incoming
seizure.

57

Figure 22. Neuro-Implant Simulator.
Real or simulated EEG data is used as input to find high PLV/ALV values that
correspond to seizure prediction and seizure occurrence states.

The block design displayed in the above figure operates in the following manner:
1)

The ‘Constant’ block represents incoming values from two channels. These

channels represent normal and abnormal locations in the electrical activity of the brain,
and used in our algorithm for seizure detection.
2)

The block ‘D2’ is used to display the incoming EEG data.
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3)

The block ‘remez_fltr’ performs temporal filtering to enable better signal-to-noise

ratio.
4)

The block ‘std_channl’ performs standard deviation across the data set to isolate

those signals that were greater than the overall average of the entire dataset.
5)

The block ‘phase_channl’ performs the Hilbert Transformation in order to capture

the analytic phase and amplitude of the signal. Reshape blocks reformat matrices for
further processing.
6)

The block for{…} calls the neuro-implant subsystem to perform PLV/ALV

calculations and contains decision blocks to determine if threshold is reached to turn on
stimulator.
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Figure 23. Neuro-Implant Simulator subsystem.
Subsystem processes data to determine of PLV/ALV values rise above a patient based
threshold in order to turn on pulse generator.

1)

The block ‘plv_out’ takes input from the calculated phase/amplitude and the

matrix index value (1:1000) in order to break the phase and amplitude matrices into
windows of a 1000 units. For each window, the phase-lock and amplitude-lock values
are calculated. The ‘plv_out’ block sends time a series count (y1) to a scope for viewing
when a seizure prediction marker or seizure occurrence has happened.
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2)

The blocks ‘plv’ and ‘aa1’ are used to send output from the ‘plv_out’ block to the

MATLAB workspace for further testing.
3)

The following decision blocks (if…else) after the ‘plv_out’ block determines if

the PLV value is above a threshold value, through a preset threshold value (0.983). This
threshold represents a patient based threshold used for turning on the pulse generator to
stimulate the left vagus nerve, based on EEG data. This value will change per patient
(see Figure 8 for patient-based threshold selection). If the calculated PLV value crosses
the threshold value, the pulse generator sends a 5 mV, 44 Hz, 50 µs signal for four
seconds, which is called from the ‘If’ block. This signal is processed through the
simulated KIV limbic system in order to reduce the next generated averaged evoked
potential (AEP) (Freeman, 1975, pg.52) back to its normal chaotic state. When the PLV
threshold is initially reached, the simulator sets the prediction marker. When the second
instance of PLV and ALV reaches the prescribed threshold, the ‘if…else’ block will also
cause the pulse generator to switch on, since PLV/ALV values signify the seizure event.
ALV threshold values are also based on EEG data that focuses on the amplitude
synchrony during the seizure event. The intent of this system is to have the generator
only turn on when the prediction marker is reached, causing the seizure event to never
occur due to pre-emptive electrical stimulation.
4)

The ‘If’ block, as mentioned earlier, will cause the pulse generator to execute, and

will also do the following: cause the simulator to ‘pause’ in order to display the current
signal index value of the time series, i.e. where the prediction and seizure marker
occurred in the time series, and display the PLV and ALV values at the time the threshold
was reached. The simulator will resume when the user hits any key on the keyboard.
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5)

The ‘else’ block is used to show the calculated ALV values. When PLV values

cross the patient-based threshold, ALV values will rise when the PLV values rise,
signifying the seizure event.
6)

If the signal remains below the threshold, the system would return to the input

state to capture the next set of analytic phase values for PLV/ALV calculation.
Simulated EEG Seizure State
The simulator not only processes human EEG to display prediction seizure
markers and seizure occurrences, but can demonstrate how electrical stimulation can
reduce the action potentials of the seizure back to its normal chaotic state through the
interface of the simulated limbic system of the KIV model.
The external weights between the KIII and KII subcomponents and internal
weight within the KIII and KII subcomponents provide the manner in which we can
model various states of electrical neuronal activity found in a human EEG. Through this
model, we can capture those attributes of abnormal/normal EEG data to provide further
understanding of the healthy brain development. The external coupling of the two KIII’s
and the KII are initially set using the weight matrix WA, WB and WC with a low value
that enables loose coupling of the chaotic oscillators. This setting provides smaller
feedback between the oscillators so that each oscillator maintains their unique signal. As
the connection matrices increase, a tighter coupling of the oscillators occurs thereby
causing an entrainment of all the nodes within each oscillator, see Figure 23.
Additionally, the excitatory and inhibitory values of each node within the KII network are
set to values that enable stronger oscillatory behavior. The change of values in the KII
nodes represents the abnormal firing set of seizure neurons, thereby setting the
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epileptogenisis of the brain model. The increased values of the connection matrices
enable the entrainment of the neurons throughout the KIV to behave in a semi-periodic
manner caused by the epileptogenisis. Between 4 and 5 seconds, the output of the KIV
displays high oscillating behavior that entrains all the nodes within the network. This
type of signal entrainment behavior is seen in the EEG of seizure patients that exhibit the
same attributes of mesoscopic clusters of neurons. PLV and ALV calculations of the
seizure states exhibit high synchrony levels between two channels during the simulated
seizure, as seen in Figure 24.

Figure 24. Simulated seizure event with PLV and ALV values.
PLV values denote the seizure prediction and seizure occurrence markers and ALV
values complement the seizure occurrence marker.
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Top display features the simulate EEG exhibiting the synchronization of two channels
which characterizes the seizure state. The middle display features the rise of PLV values
corresponding to seizure events and the bottom display features the rise of ALV values
once again corresponding to the seizure state. Thresholds are applied in red.
External Signal Input to KIV
The KIV architecture involves adding the KII matrix values to the output matrices
of the two KIII’s before the KII generates its next set of output values through the 2nd
order ODE (equation 7). The external signal to simulate electrical pacing therapy is
added to the KII matrix before the next output KII signal is calculated through the 2nd
order ODE. The de-synchronizing external signal is a KII signal with the original node
values as seen in Figure 25 depicted by the ‘External Phase Modulator’ display. The
external signal is added to the semi-periodic, KII signal to restore the chaotic attributes of
nodes within the KIV network.
Figure 25 depicts the reference and working electrodes of the epileptogenisis on
one hemisphere of the brain and an area of the brain on the opposite hemisphere where
there is normal EEG in the top panel. The second panel shows the calculated PLV
values, where PLV values rise to almost one at approximately two seconds into the time
series signifying the prediction marker. The ALV values (third panel) are low since ALV
only rise during a seizure event, complementing the rise of PLV values. As the calculated
PLV values rise, the external phase modulator in the form of a pulse generator would turn
on, as seen in the bottom panel.
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Figure 25. Display of reference and working electrodes (top display).
PLV and ALV calculations (next two displays), and External Phase Modulator (bottom
display). Prediction marker occurs as PLV threshold approaches approximately two
seconds into the time series.
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The entrainment of the two electrode sites is broken due to the input of the phase
external stimulator. Figure 26 depicts the two remote channels later in the time series,
except the seizure condition has been restored to normal EEG. PLV and ALV values are
reduced because the two electrodes exhibit non-synchronous, chaotic behavior.

Figure 26. Restored simulated EEG signals at 4-5 ms where previous seizure occurrence
began.

External stimulation applied to the KIV may accomplish one of the following
seizure reduction realizations:
1)

A reduction of runaway inhibitory activations that enable the restoration of the

‘normal’ state.
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2)

A ‘rebalancing’ of excitatory and inhibitory activations that overcome runaway

inhibitory activations through the external excitatory input that act as excitatory
activations.
Therefore, the amplitude and phase of the seizure state is reduced to normal
neural state values.
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CHAPTER 8: CONCLUSIONS AND FUTURE WORK
Conclusions
In this thesis, we consider a methodology of neuro-implant prototyping. The
neuro-implant prototyping method involves the following steps; reviewing the current
state-of-the-art mechanisms regarding brain pathologies such as intractable seizure
reduction, developing algorithms to improve the current neuro-implant system, testing the
new methodology on human EEG data, configuring the simulated limbic system (KIV) to
capture the attributes found in the EEG in order to test electrical titration methodologies,
and finally simulating the neuro-implant to test electrical titration methods on the
simulated limbic system. The neuro-implant simulator can be configured into a solution
in the form of a model of embedded software onto a chip which could be used in pulse
generators for in vivo studies. Through this simulator, a modeling system could
potentially demonstrate seizure prediction in a dynamic system such as the limbic system,
and produce a chip prototype of the encapsulated prediction methodology.
The seizure prediction analysis features classification measures using the PLV
and ALV values of the EEG time series. The PLV value is used as a predictive signaling
mechanism. When the PLV rises above a threshold value, it demarcates the SOH.
PLV/ALV values signify the SOP areas within the EEG.
Across all the patients, seizure detection and prediction sensitivity is calculated.
Seizure detection sensitivity is 83%. Seizure prediction sensitivity ranges from 35% 100% depending on frequency band selection for EEG filtering.
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Future Work
Additional work in this research may involve modification of the VNS simulator
to incorporate real-time human and simulated EEG recording in order to adjust
parameterization of the electrical titration signal in order to reduce the seizure event.
Further testing of seizure prediction algorithm on larger EEG patient population is needed
to prove efficacy of the procedure. Incorporation of the seizure prediction algorithm into
Electrically Erasable Programmable Read-Only Memory (EEPROM) chipset is needed in
order to test methodology into a pulse generator device. Other brain pathologies, such as
Parkinson’s and schizophrenia and the electrical titration methods used to reduce their
debilitating effects can be modeled into simulator in order to optimize pulse generating
titration.
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APPENDIX A : SEIZURE PREDICTION ANALYSIS
Patient 1 (Pre-Implant)
The following figure illustrates that the seizure was predicted (in red) and
detected (in green) in the 1-12 Hz, 6-12 Hz and 30–50Hz filtering band ranges and in
1000 and 3000 point window sizes for PLV calculations of the same filtering band ranges
and in 1000 and 3000 pt window sizes for PLV calculations of the same filtering bands.
Total number of seizures in Patient 1, pre-implant is: 1

Figure 27. Patient 1’s pre-implant seizure prediction/classification analysis
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Patient 1 (Post-Implant)
The following figure illustrates that seizures were detected in Patient 2’s postimplant EEG across all frequency band ranges (1-50 Hz). The seizure was predicted in
the 1-12 Hz, 6-12Hz and 40–50Hz filtering band ranges and in 1000 and 3000 pt window
sizes for PLV calculations of the same filtering bands. 6-12 Hz/1000 window size has
the most predictions.
Total number of seizures in Patient 1, post-implant is: 5

Figure 28. Patient 1’s post-implant seizure prediction/classification analysis
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Patient 2 (Pre-Implant)
Seizures were detected in Patient 2’s pre-implant EEG across all frequency band
ranges (1-12 Hz, 6-12 Hz and 40-50 Hz). The seizure was predicted in the 1-12 Hz, 612Hz and 40–50Hz filtering band ranges and in 1000 and 3000 pt window sizes for PLV
calculations of the same filtering bands. 40-50 Hz/1000 window size has the most
predictions.
Total number of seizures in Patient 2, pre-implant is: 4

Figure 29. Patient 2’s pre-implant seizure prediction/classification analysis
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Patient 2 (Post-Implant)
Seizures were detected in Patient 2’s post-implant EEG across all frequency band
ranges (1-50 Hz). The seizure was predicted in the 1-12 Hz, 6-12Hz and 40–50Hz
filtering band ranges and in 1000 and 3000 pt window sizes for PLV calculations of the
same filtering bands. 6-12 Hz/1000 window size has the most predictions. No
predictions were found for the 30-40 Hz/1000 window size.
Total number of seizures in Patient 2, post-implant is: 5

Figure 30. Patient 2’s post-implant seizure prediction/classification analysis
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Patient 3 (Pre-Implant)
The seizure was detected and predicted in the 1-12 Hz, 6-12Hz and 40–50Hz
filtering band ranges and in 1000 pt window sizes for PLV calculations of the same
filtering bands. 6-12 Hz/1000 window size and 40-50 Hz/1000 window size has slightly
more predictions than the 1-12Hz band range.
Total number of seizures in Patient 3, pre-implant is: 4

Figure 31. Patient 3’s pre-implant seizure prediction/classification analysis
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Patient 3 (Post-Implant)
Seizures were detected in Patient 3’s post-implant EEG across all frequency band ranges
(1-12 Hz, 6-12 Hz and 40-50 Hz). The seizure was predicted in the 1-12 Hz, 6-12Hz and
40–50 Hz filtering band ranges and in 1000 and 3000 pt window sizes for PLV
calculations of the same filtering bands. 1-12 Hz/1000 window size and 40-50 Hz/3000
window size has the most predictions.
Total number of seizures in Patient 3, post-implant is: 5

Figure 32. Patient 3’s post-implant seizure prediction/classification analysis
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APPENDIX B : INSTITUTIONAL REVIEW BOARD (IRB)
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APPENDIX C : PHASE AND AMPLITUDE LOCK VALUE MATLAB CODE

Function M = spatial_filter(EEGFilename, Initial_time, Number_of_data_points)

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% Processes EEG data to remove interference from neighboring electrodes
%
% in: EEGFilename:
Organic or silicon based EEG data
%
Initial_time:
Starting position to read data
%
Number_of_data_points:
Data segment size to process
% out: M:
Spatially filtered data
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Load Data
aa = load(EEGFilename);
% Transpose data to process
a=aa'
%Matrix size for spatial low pass filter
N1=16;
N2=8;
% Sample rate
fs=250;
Ts=1/fs;
%Number of EEG channels in data set
Channel_Numbers=128;
%Read each channel’s data for selected data segment
for ch=1:1:Channel_Numbers
x(:,ch)=a(Initial_time:Number_of_Data_Points+Initial_time-1,ch);
end
%Take mean of dataset
raw=x(:);
mean_raw=mean(raw);
%De-meaning of the signal
raw=raw-mean_raw;
y = reshape(raw, size(x,1), Channel_Numbers);
%SPATIAL LOW PASS FILTERING
f0=0.32; %c/mm
fc=0.79; %1 mm 0.32cycles 5.6 mm 1.75 cycles
fn=0:0.1944:1.75;
fn1=0:0.24:1.75;
Electrode_Matrix=zeros(N1,N2);
for t=1:size(x,1)
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% compute for rows
Electrode_Matrix=reshape(y(t,:),[N1,N2]);
Row_Signal = [];
Column_Signal = [];
for rc=1:N1
r5=fft(Electrode_Matrix(rc,:)');
fn = (1/1)*(0:(N2-1));
r5R=(exp(-1.*(fn'./f0).^2)).*real(r5);
r5I=(exp(-1.*(fn'./f0).^2)).*imag(r5);
r1=r5R+(r5I)*i;
Row_S=ifft(r1);
Row_Signal=[Row_Signal Row_S];
end
for rc=1:N2
%for scaling the frequency -axis of the plots.
c5=fft(Electrode_Matrix(:,rc));
fn = (1/0.79)*(0:(N1-1));
c5R=(exp(-1.*(fn'./f0).^2)).*real(c5);
c5I=(exp(-1.*(fn'./f0).^2)).*imag(c5);
r2=c5R+(c5I)*i;
Column_S=ifft(r2);
Column_Signal=[Column_Signal Column_S];
end
Averaged_Signal=real(Column_Signal+Row_Signal')/2;
M(t,:)=reshape(Averaged_Signal,[N1*N2,1])';
end
end
function y2 = remez_filtr(M)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% Processes EEG data to filter noise from the signal over time
% in: M:
Spatially filtered data
% out: y2:
Temporally filtered data
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%choose which part of band-pass filter to apply
aa=[0 0 1 1 0 0 ]; %logic case
ff=[0 0.001 0.080 0.10 0.16 1]; %amplitude= 40/500 = .08, 50/500 = .1
%Apply Remez filter
B=remez(200,ff,aa,'hilbert');
y2=filter(B, 1, y1);
end
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function y4 = std_channl(y2)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% Take standard deviation of the signal
% in: y2:
Temporally filtered data
% out: y4:
Standard deviation of EEG data
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
y3 = reshape(y2, size(x,1)*Channel_Numbers,1);
std_raw=std(y3);
y3=y3./std_raw;
y4=reshape(y3,size(x,1),Channel_Numbers);
end
function [vvv,uuu] = phase_channl(y4)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% Analytical Phase and Amplitude are extracted from the signal via
% Hilbert Transformations
% in: y4:
Standard deviation of EEG data
% out: vvv:
Phase differences of the working/ref channels
%
uuu:
Amplitude differences of the working/ref channels
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Initialize variables
htemp=complex(zeros(size(y4)));
hh2=complex(zeros(size(y4)));
hh=zeros(size(y4));
A=zeros(size(y4));
P=complex(zeros(size(y4)));
UP=zeros(size(y4));
%Process working channel
%Hilbert transform gave the imaginary part
htemp(:,1)=hilbert(y4(:,1));
%Get Analytic Amplitude of the signal
hh(:,1)=sqrt(y4(:,1).^2+imag(htemp(:,1)).^2);
A(:,1)=abs(hh(:,1)); %122308
%Get Analytic Phase of the signal
hh2(:,1)=atan(htemp(:,1)./y4(:,1));
P(:,1)=angle(hh2(:,1));
%Unwrap phase of signal
UP(:,1)=unwrap(P(:,1));
%Process reference channel
%Hilbert transform gave the imaginary part
htemp(:,2)=hilbert(y4(:,5));
%Get Analytic Amplitude of the signal
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%122308

hh(:,2)=sqrt(y4(:,5).^2+imag(htemp(:,2)).^2);
A(:,2)=abs(hh(:,2)); %122308

%122308

%Get Analytic Phase of the signal
hh2(:,2)=atan(htemp(:,2)./y4(:,5));
P(:,2)=angle(hh2(:,2));
%Unwrap phase of signal
UP(:,2)=unwrap(P(:,2));
%Take
vvv =
vvv =
uuu =
uuu =
end

phase difference of the channels
zeros(size(UP(:,1)));
UP(:,2) - UP(:,1);
zeros(size(A(:,1)));
A(:,1) - A(:,2);

function [ggg,fff,y1]
= plv_out(vvv,uuu,y)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
% pair-wise phase comparison
% in: vvv:
Phase differences of the working/ref channels
%
uuu:
Amplitude differences of the working/ref channels
%
y:
Used as index value to do for loop in Simulink model
% out: ggg:
PLV values
%
fff:
ALV values
%
y1:
Used as index value to do for loop in Simulink model
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Initialize values for processing PLV/ALV values
k=1;
t=1;
eee=0;
ddd=0;
ddd1=0;
ggg=0;
fff=0;
fff1=0;
fff2=0;
for t=[1:t2:t3-t2]
%Calculate PLV from data segment
eee(k)=abs(sum(exp(i*vvv(t:t2+t,1))));
%Calculate ALV from data segment
fff(k)=abs(sum(exp(i*uuu(t:t2+t,1))));
k=k+1;
end
%Scale values for display
ddd=eee/1000;
ddd1=ddd-0.9;
ggg=ddd1*10;
fff1=fff/1000;
fff2=1-fff1;
end
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