We discuss the single-polarization SAR imaging with the Faraday rotation (FR) taken into account. The FR leads to a reduction in the intensity of the received radar signal that varies over the signal length. That, in turn, results in a degradation of the image. In particular, the image of a point target may have its intensity peak split in the range direction. To distinguish between the cases of low reflectivity and those where the low antenna signal is due to the FR, we employ the image autocorrelation analysis. This analysis also helps determine the parameters of the FR, which, in turn, allow us to introduce an approach for correcting the single-polarization SAR images distorted by FR.
Introduction
The Earth's ionosphere may have an adverse effect on spaceborne synthetic aperture radar (SAR) imaging. In our previous work on the subject [1] [2] [3] , we have shown that this adverse effect is due to the mismatch between the actual radar signal affected by the dispersion of radio waves in the ionospheric plasma, and the matched filter used for signal processing. Accordingly, to improve the image one should correct the filter, which requires knowledge of the total electron content (TEC) in the ionosphere along the signal path. The TEC, in turn, can be reconstructed by probing the ionosphere on two distinct carrier frequencies and exploiting the resulting redundancy in the data.
Work [1] [2] [3] was done under the assumption that the interrogating field is scalar, and that it propagates in an isotropic medium. In reality, however, the electromagnetic field is represented by vector quantities, and the ionospheric plasma is anisotropic due to the magnetic field of the Earth. A particular type of anisotropy introduced in the ionosphere by the magnetic field is known as gyrotropy [4, 5] . It is a particular case of chirality characterized by a spherical real part (as in the case of an isotropic plasma with no external magnetic field) and an antisymmetric imaginary part of the permittivity tensor. The action of the latter on the electric field is equivalent to the cross product with a pseudovector known as the gyration vector; it is parallel to the external magnetic field. Unless the propagation is normal to the magnetic field, the propagation speeds for the left and right circularly polarized transverse electromagnetic waves in a gyrotropic medium will differ, an effect known as double circular refraction [5] . The radar signals usually have linear polarization, which can be represented as a superposition of two waves with opposite circular polarizations. Due to the phase difference between the doubly refracted circularly polarized waves that accumulates over the propagation path, the linearly polarized waves experience a slow rotation of the plane of polarization with distance, a phenomenon called the Faraday rotation (FR) (see appendix B for further detail).
The FR may have both a positive and negative effect on the transionospheric SAR imaging. If the full polarimetric data are available, then one can reconstruct the FR angle for the radar pulse round-trip between the antenna on the orbit and the target on the ground. The latter, in turn, can be used to obtain the TEC, see, e.g., [6] [7] [8] [9] [10] and [11, section 10.4] , although the resulting value of the TEC will be subject to ambiguities in the FR angle that can only be determined up to a constant multiple of 2π . If the full polarimetric data are not available, then, according to [7, 8] , an explicit a priori estimate of the FR is required for understanding how the ionosphere affects the image. For single-polarization imaging, the FR yields an additional mismatch between the received signal and the filter. This mismatch can cause an adverse effect if, e.g., the returned linear polarization is (nearly) perpendicular to the emitted polarization, and hence perpendicular to the field direction that the antenna can receive efficiently. This scenario is by no means impossible, because the rotation angle in the P-band 4 can be quite large. Even if the emitted and received polarizations are not close to perpendicular, the FR may still be detrimental for imaging. Indeed, the rotation angle may vary substantially along the radar chirp, in which case one can qualitatively think of the received signal as 'twisted.' This happens, in particular, when the carrier frequency is low (P-band) and the bandwidth is high (for better resolution). To the best of our knowledge, the twisting phenomenon has not received any attention in the previous studies of the FR for SAR, see [6] [7] [8] [9] [10] [11] . It is, however, very important, as it can cause substantial image artifacts, such as split intensity peaks, see section 5.
In the current paper, we use the image autocorrelation analysis to quantify the effect of the FR on a single-polarization spaceborne SAR image, and correct for the corresponding distortions. The presentation is organized as follows.
A brief exposition of the SAR ambiguity theory is given in section 2. Section 3 describes the modification of the radar ambiguity function due to the FR. In sections 4 and 5, we discuss how one can use the information from a given SAR image in order to detect the FR and characterize its variation over the frequency band of the radar. Subsequently, the SAR filter can be corrected to match the actual received signal in the presence of the FR and thus improve the quality of the image (section 6). Section 7 provides a summary (including all essential assumptions) and suggests directions of further research. A number of lengthy derivations have been moved to appendices. Specifically, the factorization of the SAR ambiguity function is considered in appendix A; the FR of a chirped signal is analyzed in appendix B; and the properties of the SAR ambiguity function in the presence of both the dispersion and FR are studied in appendices C and D.
SAR ambiguity theory
The exposition in this section draws upon [15, 16] . We present this material because it establishes a foundation for section 3 where the key analysis of our study is done.
Let us first assume that the propagation is undistorted, i.e., that there is no plasma and no FR. The evolution of a scalar field ϕ(t, z) is governed by the d'Alembert equation:
where c is the speed of light, F (t, z) is the source term (its relation to the antenna current can be found in [15, 17] ), and boldface symbols (z, x, etc.) denote points in a stationary three-dimensional frame of reference. For an unsteady point source at x:
the solution of (1) is given by the standard retarded potential:
Hereafter, we will assume that the time dependence P(t ) in (2) corresponds to a linear upchirp with the central frequency ω 0 :
and
In formula (4) 
is the chirp rate,
is the bandwidth of the chirp, and τ is its duration; these quantities are the constants that define the interrogating waveform. The instantaneous frequency ω is thus a linear function of time:
that varies in the interval of
It should be noted that formulas (4)-(5) describe a rectangular chirp, while in practice, smoother pulse envelopes are used in order to reduce sidelobes [18, section 2.6]. We use the chirp (4)-(5) because it yields more compact formulae later on, including the well-known sinc-type point spread functions (PSFs) in (17)- (19) , but analysis for windowed pulses is also possible. Let n = n(z) be the local index of refraction and be the ground reflectivity function. For the signal (4) emitted from x and propagating according to (3) , the first Born approximation [19, section 13.1.4] yields the following scattered field at the same location x:
whereν
The SAR image is obtained by applying the matched filter P(t − 2|x − y|/c) to the received antenna signal (8) :
In formula (10), the overbar denotes complex conjugation, the interior integral W (y, z) is the PSF 5 , and the notation χ means that the integration limits are determined by the indicator function(s) χ τ under the integral, see (4) and (5) . Henceforth, y and z will always be used as 'image coordinate' and 'target coordinate', respectively.
Next, consider a sequence of equally spaced radar pulses, each emitted at the time t n from the position x n , n ∈ [−N/2, N/2], see figure 1 . Here, N is the number of pulses in the synthetic aperture, which is a sliding interval of the antenna track equal in length or shorter than the longitudinal dimension of the beam footprint on the ground. We will use the lower indices 1 and 2 to denote the azimuthal (along the track) and range (normal to the track) horizontal coordinates, respectively, and assume that z 1 = 0. For the image I(y) given by a coherent sum of expressions (10) for t = t n , x = x n , W (y, z) is replaced by the sum of individual contributions:
Each term in the sum (11) is defined as the interior integral in (10):
where
The sum (11) is called the generalized ambiguity function (GAF) of the SAR. The constant t n in (12)-(13) can be removed by changing the integration variable (shifting). Then, noticing that the dependence of A(u n y ) and A(u n z ) on n is through x n and is therefore weak, we can pull these terms out of the summation over n, so that the GAF (11) can be factorized (see [2, 3, 15, 16] ):
In formula (14) ,
and the superscript '0' refers to formulae (13) for x = x 0 . We emphasize that representation (14) - (16) is only approximate. The error of the factorization is analyzed in appendix A and is shown to be small, of the order of The actual calculation of the range and azimuthal factors of the GAF (15) and (16) is also done in appendix A. In particular, the azimuthal factor (15) evaluates to
The quantity A in (17) is the azimuthal resolution; it depends, in particular, on the distance R between the target z and the orbit, see figure 1 , as well as on the length of the synthetic aperture L SA , which can be 10 km or greater for spaceborne SAR applications. The sinc function in (17) defines the shape of the GAF in the azimuthal direction.
Remark.
The quantity e i 0 in W A , see (17) , is a factor of magnitude one in front of the sum. It may not have received proper attention in the earlier accounts of the SAR ambiguity theory, including those of our own [1] [2] [3] . This factor rapidly oscillates in range. While an inconvenience at a first glance, it actually helps redefine the ground reflectivity function so that to enable backscattering via the Bragg mechanism. The corresponding analysis, however, is quite involved and goes well beyond the scope of the current work; it will be presented elsewhere. Hereafter, we merely disregard the rapidly oscillating factor e i 0 , which means that ν(z) needs to be interpreted as the local backscattering coefficient at the target rather than the plain variation of the refraction index, as in (7).
Remark. The geometrical spreading of spherical waves, which is accounted for by the denominator in formula (9) , can also be included into the definition of the ground reflectivity. Indeed, for x within a given synthetic aperture, the denominator of (9) varies slowly and produces only insignificant changes in the signal amplitude. Therefore, for the rest of the current paper we will disregard the dependence ofν on x in (9).
The range factor W R of (16) is expressed as
The quantity R in formula (18) is the range resolution, and
The function w p (ξ ) of (19) defines the shape of the GAF in the range direction.
Remark. In formula (19) (as well as in (32) below), we use ±τ /2 as the integration limits. In appendix A, more accurate expressions for these limits are introduced: ±τ 0 /2, where
Since for the high range resolution chirp we are assuming Bτ 1 [18, 20] , one can show that
so the difference is insignificant.
Ambiguity function in the presence of the Faraday rotation
The propagation of radar signals in the ionospheric plasma affects the SAR imaging in two ways. First, the temporal dispersion of radio waves alters the envelope and phase of the received signal, see [1] [2] [3] . Second, the magnetic field of the Earth causes the FR, see [4, 7, 21] . These distortions, if not accompanied by the proper corrections of the filter, lead to image deterioration due to the filter mismatch.
In appendix B, we consider the effect of the FR on the chirped signals. For an antenna operating on a single linear polarization, the effective antenna signal in the presence of the rotation is related to the non-rotated signal ψ (t, x) of (8) as
where ϕ F is the rotation angle (see the top row of (B.19)), and ψ (t, x) is the signal amplitude for the isotropic case, see (8) . An important assumption we make here is that the target reflectivity ν(z) given by (7) is independent on the polarization of the incident field. More realistic scattering models may be used in the approach we develop below; however, the interpretation of results will be more involved, and we leave this for future work.
For the two-way propagation in a magnetized plasma, the angle ϕ F depends on the instantaneous frequency as (see also (B.20)):
where R is the distance from the target to the orbit (300-1000 km), ω pe is the Langmuir frequency, e is the electron cyclotron frequency, and β is the angle between the ray path and the magnetic field. Formula (21) shows that the low frequency and high frequency parts of the chirp (4) will be rotated by different angles and, according to (20) , their amplitudes will be reduced by different factors when received by the antenna.
Remark. For the actual ionosphere, the quantity ω 2 pe e cos β in (21) should be averaged over the ray path. The value of ω 2 pe e cos β ds along the ray path is an integral characteristic of the propagation through a magnetized plasma. It determines the difference of eikonals for two waves with opposite circular polarizations. For the FR, it plays the same role as the TEC plays for dispersion-related distortions [2, 3, 22] . The TEC is given by the integral n e ds ∝ ω 2 pe ds, see (B.3). It yields the variation of the eikonal due to the temporal dispersion.
Next, we approximate cos ϕ F in (20) by the first two terms of its Taylor expansion w.r.t. u = t − 2R/c, and, using (6), obtain:
Thus, the FR manifests itself by an additional reduction of the signal amplitude received by the antenna, with the reduction coefficient, cos ϕ F , varying over the chirp (see (20) and (22)). Two non-dimensional constants, p and q, are introduced in (22) , (23) to describe this effect.
If we take the amplitude of the non-rotated antenna signal as 1, then, with the FR present, the amplitude at the center of the chirp is p, while the end-to-end variation over the chirp is 2q. We have |p| 1 by definition, and |q| 1 as a condition of applicability of the Taylor linearization, see (22) . (22) will be in the core of our subsequent analysis. Of course, its use may be justified only if the variation of cos ϕ F over the chirp is small, i.e., |q| 1. The FR angle for ω 0 /2π 0.5 GHz may reach π/2 for ionospheric propagation, see [21] . Taking B/ω 0 ∼ 5%, we get from (22) about 0.1 · π/2 variation of the FR angle over the chirp, which we consider sufficiently small for linearization. Thus, the validity of a linearization-based approach depends on the system parameters, such as central frequency and bandwidth, as well as on the propagation parameters (TEC and strength and direction of magnetic field, see (23)). In particular, the linearization may fail for broadband systems where variations of cos ϕ F is large (see case (c) in section 4 below).
Remark. Linear approximation
As mentioned in section 1, the cause of the FR is double circular refraction in a gyrotropic medium [5, chapter XI], which results in different propagation speeds for two circular waves that form the original linear polarization, see also appendix B for detail. In the dispersive yet rotation-less case [1] [2] [3] , correcting the filter for dispersive effects helps remove the corresponding image distortions, and the expression for the GAF becomes similar to that for the non-dispersive case. In appendix C, we show that in the presence of both the dispersion and gyrotropy, such a filter will still eliminate the dispersion-related part of distortions, leaving the rotation effect intact. For that reason, hereafter we assume that the FR accompanies a plain non-dispersive propagation of the radar signals. In a comprehensive setting, this means that the compensation of the FR in the SAR filter discussed in section 6 should be applied on top of the dispersion correction.
In the presence of the FR, the imaging formula (10) transforms into
where ψ F (t, x) is given by (20) and the kernel W F (y, z) takes into account (22):
In formula (25) , W (y, z) coincides with that of (10), and
Remark. Henceforth, we will be using the subscript 'q' to denote contributions due to the FR, as in (26); in the isotropic case (i.e., when there is no magnetic field), these terms vanish. The subscript 'F' will be used to denote the characteristics affected by the FR, i.e., having both rotational and non-rotational 'components,' as on the left-hand side of (25); in the isotropic case, these expressions reduce to their isotropic counterparts, e.g.,
For the sequence of emitted and received signals, definition (11) is replaced by (C.5) with primes dropped:
where W n F (y, z) is given by the first line of (25) . Using approximation (22), we can write:
where W n (y, z) is the same as in (12) . An approximate factorization of the GAF (27), (28) similar to (14) is also possible:
where the azimuthal factor W A (y, z) does not change and is still defined by (15) , and
In formula (30) , W R (y, z) is given by (16) , and Thus, the FR results in a modification of the range factor in the approximate formula (29) compared to (14) : W RF (y, z) of (30), (31) replaces W R (y, z) of (16) . It is shown in appendix D that the error due to the factorization (29) is small-of the same order as that for (14), i.e., about
we can represent W RF of (30) as
where w p , b, and ξ are given by (19) .
Remark. When integrating in (32), we have replaced τ 0 with τ , similarly to how we did it for w p , see formula (19) and the subsequent remark. This introduces a small error. The formulae with no simplification can be found in appendix D, see (D.4).
Detection of the Faraday rotation
The FR affects the GAF W F (y, z) via the range factor (33) . It is to be noted that while the real part of the range ambiguity function W RF in (33) is an even function of its argument, see (19) , the imaginary part is proportional to w q = −w p and is therefore an odd function, see figure 2 (the singularity of w q at ξ = 0 is removable by setting w q (0) = 0). As far as the relative contribution of w p and w q into W RF , there are several qualitatively different regimes determined by the range of variation of the amplitude reduction coefficient cos ϕ F over the bandwidth, see (22) . (a) |q| |p|. This is the case of nearly uniform amplitude reduction where all possible ϕ F s lie in a narrow range of angles, see figure 3(a). In essence, it is this case that has been previously assumed in the literature when studying the FR for SAR applications [6] [7] [8] [9] [10] [11] . As the relative contribution of w q is small, the correction for the FR is not necessary. This is also the case where the detection of the FR by a single-polarization instrument is difficult. , that presents a challenge-the image is both reduced in intensity and distorted by the FR; yet if p = 0, the 'double peak' feature of w q (ξ ) is smeared out by the pw p (ξ ) term in (33) and may not be easily observable. (c) |q| 1. The range of ϕ F is wide, see figure 3(c), which is the opposite to case (a). The correction is required; however, the linearization of cos ϕ F (u) in (22) is not valid. We do not consider this case hereafter.
The foregoing three cases can be very roughly discriminated by means of the sub-band processing. Assume that the entire bandwidth B of the signal is split, say, into three sub-bands of bandwidth B/3 each. The average of cos ϕ F over a sub-band will be approximately the same for all sub-bands for case (a) and will vary substantially from one sub-band to another for cases (b) and (c), see figure 3. Lower resolution images can be obtained by sub-band processing [3, appendix D] , and a substantial variation between their intensities can be indicative of the presence of a significant FR.
All subsequent analysis in this paper applies primarily to the intermediate case (b).
Evaluation of the Faraday rotation effect
In this section (unlike in section 4), we will be using a single full-band image to calculate the parameters that characterize the FR. If the reflectivity of the target is not known, then in the problem of reconstruction of the FR parameters from the image I F we have one equation (cf (10)):
with two unknowns: W F of (29) andν. The information about the FR is contained in W F , but in order to retrieve this information from (34), we should make certain assumptions about the other unknown, i.e.,ν. Specifically, we adopt the model of a homogeneous distributed scatterer 6 forν(z), and subsequently employ the image autocorrelation analysis. Our goal is to find the parameters p and q that characterize the FR, see (22) and (30) . It turns out that only the ratio of those parameters can be obtained, but it proves sufficient to correct the filter, see section 6.
We first notice that imaging in azimuth is not affected by the FR, see (14) and (29), (30) . Hence, we can exploit the decoupling between azimuth and range due to the factorization of the GAF. In other words, we can process the image in azimuth ahead of time and subsequently focus on the one-dimensional imaging with respect to the range coordinate only. To do so, we recast (34) (with the account of the remark preceding equation (18)) as
where W A is given by (15), (17), W RF is given by (16) , (30), (31) , and the arguments of W A and W RF in (35) emphasize their dependence on the azimuthal and range variables, respectively (see coordinate notations in figure 1 ). We also assume that the functionν(z 1 , z 2 ) in (35) 
where ν R (y 1 , z 2 ) is already an image in the azimuthal direction, but still retains the meaning of a ground reflectivity in the range direction. Equation (36) can be considered independently for each y 1 , which effectively implies one-dimensional imaging in range only. As such, we will henceforth use the plain non-indexed variables (y, z) instead of (y 2 , z 2 ), and also drop y 1 from the arguments of I and ν R . Then, formula (36) yields:
where W RF is, in fact, a single variable function: W RF = W RF (y − z), see (19) , (33) .
To model a homogeneous distributed scatterer, we assume that ν R (z) has a rapidly decaying autocorrelation function (ACF) that we approximate by the delta function:
The quantity σ 2 in formula (38) is the average backscattering intensity. The approximation in (38) shall be understood in the sense of distributions, so that for any appropriate test function
is helpful in that it greatly simplifies the analysis; besides, it is routinely used in the literature dealing with radar speckle to model the so-called uniform extended targets, see, e.g., [24] [25] [26] [27] , [11, section 4.4] , [28, chapters 4, 5] , and [29, section 3.11] . More sophisticated models for reflectivity autocorrelation may be required to describe other types of targets, see, e.g., [28, chapter 9] .
With the help of (38), we can easily compute the ACF of the image I(y) of (37):
The final step in (39) is made using (38). As W RF is a smooth function with a characteristic scale of R , the requirement on the actual scale of V ν can, perhaps, be relaxed (compared to (38)) to let this scale be finite but much shorter than R . Next, introduce a shorthand notation
where w 1,2 denote any of the functions w p or w q , and ζ = Bh sin θ/c. Then, using (33), we can transform the integral on the right-hand side of (39) as follows:
Using contour integration on the complex plane, one can show that the function w p * w p from (40) takes the form
while for the remaining three terms on the right-hand side of (40), we have:
Substituting (40)- (41) into (39), we arrive at
The left-hand side of equation (42) 
I(y)Ī(y + h) dy = g(h).
For a given h, the ACF g(h) can be evaluated directly from the image, although in practice the integration limits are, of course, finite 7 . The right-hand side of equation (42) is a polynomial with respect to the unknown quantities D and Q given by formulae (43). The coefficients of this polynomial are functions of h defined by analytic expressions, because ζ = Bh sin θ/c. Let us take two different values of h, h 1 = h 2 , and denote
Then, it is easy to eliminate D from the pair of equations (42) written for h 1 and h 2 :
Equation (46) . However, knowing their ratio Q proves sufficient for implementing the filter correction, see section 6.
We leave the issue of conditioning of equation (46) for the future study. This study will involve the analysis of sensitivity of its roots to the perturbations of the data g 1 and g 2 . As opposed to the values of ζ 1 and ζ 2 of (45) that are known exactly, the data g 1 and g 2 are evaluated from the image by formula (44) with the integration limits replaced by finite quantities. Therefore, g 1 and g 2 may be prone to various inaccuracies which, in turn, will translate into inaccuracies in the determination of Q using equation (46).
However, regardless of a specific quantitative measure of conditioning 8 of equation (46), the final error in the value of Q can be reduced if we obtain multiple estimates Q (k) for k = 1, 2, . . . , K and then evaluate Q by plain averaging:
which, for the scalar Q, is equivalent to the least squares fit, see [30, chapter 7] . In order to get multiple estimates Q (k) , we need multiple pairs of (g
2 ) to be substituted into equation (46). The latter may come from using multiple uniform patches and/or multiple pairs of (h 1 , h 2 ). Furthermore, several uniform patches with possibly different values of σ 2 could be used because Q does not depend on σ 2 , see (43). Let us now interpret Q (k) obtained from different patches and or different pairs h 1 = h 2 as independent random variables with means Q (k) and variances
Assume, in addition, and with no loss of generality, that the errors associated with computing the individual Q (k) are approximately equal to the corresponding standard deviations V (Q (k) ), 7 Finite integration limits in formula (44) effectively imply that the quantity g(h) will depend not only on the shift h but also on the location or, rather, area (patch) within the image, across which the integration is performed. This, in turn, means that the quantity σ 2 on the right-hand side of formula (38) can also depend on the patch instead of being interpreted as a constant for the entire image. 8 High sensitivity of the roots to perturbations of the data implies poor conditioning, while low sensitivity is equivalent to good conditioning, see, e.g., [30, chapter 1] .
and that these errors are roughly the same for all k = 1, 2, . . . , K. Then, the second equality in formula (48) indicates that the overall error of evaluating Q according to (47) will decrease proportionally to K −1/2 as K increases. We therefore conclude that robustness of determining the parameters of the FR will increase if multiple equations of type (46) are solved instead of one. We also note that the nature of the perturbations in the data g 1 and g 2 may actually be stochastic if one adopts a statistical interpretation of the target (see, e.g., [25, 26, 28] ), for which ν R (z) becomes a random field.
Reducing image distortions due to the Faraday rotation
In the presence of the FR, the filter P(t − 2|x − y|/c) does not match the received signal ψ F (t, x) in (24) . The distortions created by this mismatch can be reduced by using the filter P F (t − 2|x − y|/c) that will match ψ F (t, x) . The expression for P F (t ) involves the parameter Q = q p that characterizes the FR (see section 5), and is given by (cf (4))
Using formulae (20) and (22), the factorization (29), and the corrected filter given by the conjugate of (49), we obtain the following expression for the new range ambiguity function (cf (16) and (30), (31)):
Substituting (13) for n = 0 and performing the integration in (50), we get instead of (33):
where the new dimensionless function w(ξ ) def = w q (ξ )/ξ has a removable singularity at ξ = 0 if we set w(0) = 1/3.
To demonstrate the superiority of the corrected ambiguity function W RF over its unmodified form (33), we plot the corresponding normalized range intensity PSFs
for several values of Q = q/p, see figure 4 . The dashed vertical lines indicate a 3 dB drop of intensity from the maximum. It can be readily seen that the resolution is improved in all cases; however, a more significant improvement is observed for larger Q, as expected.
Discussion and future work
In the current paper, we have introduced a mathematical model and analyzed the effect of the FR on single-polarization transionospheric SAR imaging. Unlike in all other studies of the FR in the SAR literature (that exploit either single-polarization or polarimetric framework), our analysis takes into account the variation of the rotation angle along the interrogating chirp, and offers a venue for correcting the matched filter in those cases where the impact of the FR on the image is deemed detrimental. Specifically, we first propose an approach to rough detection of the FR based on sub-band image processing. Then, we employ the image autocorrelation analysis to relate the parameters of the FR defined within our mathematical model to certain observable quantities. This allows us to reconstruct the foregoing parameters and subsequently correct the matched filter. The corrected filter is shown to reduce the distortions of the image due to the FR. It is applied on top of the corrections for the isotropic dispersive propagation, see [1] [2] [3] . Our study employs the following simplifying assumptions.
• The scattering model given by (8), (9), see also the remark at the bottom of page 5, does not account for the possible dependence of ground reflectivity on polarization.
• The ACF of target reflectivity is short-range and simplifies to a δ-function, see formula (38).
• No consideration of scattering coherence.
• No explicit treatment of noise or speckle, in particular, when distributed targets are analyzed in section 5.
• Linearization of cosine of the FR angle (22), which may not hold for broadband and/or low frequency radar systems.
• A sinc-type range ambiguity function, see (18) ; no account of range windowing.
While presenting a certain loss of generality, these assumptions enable a complete quantitative analysis of the effect of frequency-dependent FR on transionospheric SAR imaging. In particular, our approach yields a closed form expression (33) for the GAF modified by the FR. Hence, the analysis of this paper provides a foundation and creates an analytical framework for studying more comprehensive formulations/models in the future.
As indicated in section 5, an issue of interest for the future study is the analysis of sensitivity of the computed parameters of FR to the perturbations in the data. Indeed, while the overall robustness of the proposed algorithm improves as the number of data points increases, higher sensitivity (i.e., poorer conditioning of the roots of equation (46)) implies larger errors and hence requires more data points for reducing those. It will also be of interest to analyze the accuracy of evaluating the image ACF according to (44) (as well as the sensitivity of g(h) to the value of h) because it is precisely the source of the error for the subsequent computation of Q. Then, similarly to how we have looked into the issue of residual distortions when correcting for the effect of the scalar dispersive propagation [3] , we will investigate what kind of image distortions one should still anticipate if the parameters of the FR p and q are not known exactly and rather contain some error (due to the inaccuracies in the data).
A very important case is that of a wide range of the FR angle (case (c) on page 10 that is not addressed in this paper, see also figure 3(c) ). It will require special attention in the future, because the linearization (22) does not apply. Therefore, this case should be treated differently on both the parameter estimation and filter correction stage. The sub-band processing approach (section 4), if refined and made quantitative, might provide additional estimates of the FR parameters even in this wide-range case.
Some other issues that may be worth attention in the future include:
• Combined analysis of the medium anisotropy and target anisotropy [23] .
• A more comprehensive model for electromagnetic wave propagation in the ionospheric plasma that may account, e.g., for Ohmic losses 9 .
• Analysis of the FR within the chirp for the fully polarimetric case.
• Incorporation of the improved ground reflectivity models that account for the dependence of the scattered field on the viewing direction and target texture.
• Further investigation of the effect of randomness on SAR images: -randomness in the propagation of radar signals through the ionosphere; -randomness in the scattering of radar signals off the target.
The propagation of radio waves (radar signals) through the ionosphere acquires stochastic features because the ionospheric plasma is turbulent. Turbulent fluctuations of the electron number density n e make the Langmuir frequency ω pe , see formula (B.3), a random quantity (more precisely, a random field). In [1] [2] [3] , we have studied the effect of turbulent fluctuations of n e on transionospheric SAR imaging in the scalar isotropic framework and under the assumption that the scale of inhomogeneities (fluctuations) is small. In the vector case, the same random quantity ω pe will determine statistics of the FR angle ϕ F , because according to (21) ϕ F is proportional to ω external magnetic field H 0 is (partially) frozen into the plasma 10 for the specific conditions of interest. Then, H 0 will still fluctuate, and hence the behavior of both e and cos β in the presence of turbulence will need to be analyzed thoroughly so as to adequately represent the overall statistics of ϕ F . Note also that a more comprehensive study that allows for the large scale of turbulent inhomogeneities, yet only for a non-magnetized plasma, can be found in [33] .
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Appendix A. Factorization of the SAR ambiguity function
In this appendix, we analyze the error due to factorization (14) of the GAF (11), (12) .
Substituting expressions (12) and (13) into (11), we can write
Then, we introduce a new integration variable u and new constants T n :
The travel time between y and z is of the order of R /c τ . This is equivalent to |T n | τ ; hence, the two indicator functions χ τ under the integral in (A.1) overlap on some interval. The center of this interval is u = 0 and the endpoints are u = τ /2 − |T n | and u = −τ /2 + |T n |, so that its length is
The phase of the integrand in (A.1) can be expressed as
so the integration can be carried out analytically:
Similarly to (14)- (16), let us now introduce a new function
In formula (A.8), τ 0 and T 0 denote τ n and T n , respectively, for n = 0. Our goal is to determine how accurately this new function W (RA) (y, z) of (A.6)-(A.8) will approximate the GAF W (y, z) of (A.1) or, equivalently, (A.5). To determine the accuracy of approximation, we will estimate the error
The Pythagorean theorem for R n y and R n z (see figure 1 ) yields:
For the physical distances involved, we take Then, using the Taylor formula
which, after keeping only the leading order term that does not depend on n and the leading term that depends on n, yields:
Consequently, we have
where, taking into account that x n 1 = n x 1 = nL SA /N, we have introduced
As |T 0 | τ and |T n | τ , we can write using the first-order Taylor formula: .14) so that the expression in the square brackets in (A.9) evaluates to
Hence, formula (A.9) transforms into Note that 0 defined above is not quite identical to the one in formula (17) , but the discrepancy is small, on the order of those terms neglected when deriving (A.11).
To perform the summation in (A.16), we first use the standard summation of a geometric sequence:
where the last approximate equality holds provided that |ϕ| 1, i.e., π y 1 /( A N) 1. Then, differentiating both sides of (A.17) w.r.t. ϕ we get
Therefore, the expression in (A.16) evaluates to 18) where Y 1 = −Nϕ/2 = π y 1 / A . Formula (A.18) provides an expression for the factorization error (A.9) that we will now estimate. Let us first assume that
which is reasonable to expect. Then, let us notice that as 2α(τ 0 ) 2 ≈ Bτ 1, the second term on the right-hand side of formula (A.15) is much greater than the first one (except for very small T 0 , i.e., when y and z are nearly at the same range). Hence, we can keep only the second (dominant) term for S and obtain using (A.7), (A.8), and (A.18):
Formula (A.19) provides an estimate for the relative error due to the factorization (A.6)-(A.8) or, equivalently, (14)- (16) . This error may be on the order of a few percent depending on the value of the relative bandwidth
. It is interesting to note that according to (A.18), the dominant term of this error vanishes if either y 2 = z 2 or y 1 = 0 (the latter is equivalent to y 1 = z 1 ). The key to understanding this effect is the expression for T n in (A.12)-(A.13). Physically, T n is the difference between the pulse two-way travel time for the pairs (x n , y) and (x n , z). As a function of the satellite position n, T n has a constant part T 0 and a part T n which is linear in n. It is the variation of the range PSF sinc(2ατ n T n ) with n in formula (A.5) that is responsible for the leading term of the factorization error. If y 2 = z 2 , then the constant part of T n vanishes and so does the PSF tangent slope given by sinc (2ατ
Hence, the leading term of the variation of the PSF magnitude disappears. If, however, y 1 = 0 (or y 1 = z 1 ), then it is the leading term of the variation of T n with n that vanishes [T n ≡ 0, see (A.13)], and so does the leading term of the variation of sinc(2ατ n T n ) regardless of the value of 2ατ 0 T 0 . Only in the general 'diagonal' configuration y 1 = z 1 , y 2 = z 2 the coupling between the range and azimuthal terms is significant, yielding the error (A.18).
Appendix B. Faraday rotation for a chirped signal
Plane time-harmonic waves (E, H) ∼ e i(ωt−kr) in a cold magnetized plasma are governed by the following equation (see, e.g., [4, 34] ):
Let the constant external magnetic field H 0 be aligned with the z-axis 11 . Then, the dielectric tensor ε = {ε i j } in (B.1) has the form
In formulae (B.2), ω pe and ω pi denote the electron and ion Langmuir frequencies, while e and i denote the electron and ion Larmor frequencies, respectively: In formulae (B.3), n e,i is the particle number density, and m e,i is the particle mass. and the corresponding non-trivial solutions E are called the polarization vectors. For simplicity, we first consider the case of a parallel propagation:
If there is no magnetic field, then e,i = 0, the matrices ε and are diagonal, and there are two types of polarization: longitudinal, E = (0, 0, E z ), and transverse, E = (E x , E y , 0). In doing so, one of the transverse polarization vectors can be chosen with E x = 0 and the other with E y = 0, which corresponds to two linear polarizations. When e = 0, (B.7) yields the following dispersion relation for transverse waves (E z = 0):
where we have introduced the notations Solutions to equation (B.9) correspond to two polarization vectors:
that represent two circular polarizations with opposite direction of rotation. The phase and group velocities for these two circularly polarized waves are given by
Formulae (B.12) along with (B.5), (B.6) and (B.10) indicate that the terms due to the magnetic field H 0 (i.e., proportional to f 2 ) have a very small effect on v gr and v ph . The only situation where this effect can be seen is when the terms of order 1 and f 1 cancel, which happens when one evaluates the difference between the propagation speeds for two circular polarizations: (v
. It is the phase speed difference that is responsible for the FR.
The expression for the chirp (4)-(5) traveling through an isotropic ionosphere (no external magnetic field and no FR) has been obtained in [2, Appendix A] by Fourier transforming the initial pulse in time, propagating each harmonic in space with the corresponding phase velocity, and finally making the inverse Fourier transform: are the modified chirp parameters that account for the temporal dispersion. Hereafter, v ph 0 , v gr 0 , and k 0 refer to the phase and group velocities and the wavenumber for the isotropic plasma, i.e., calculated according to (B.9) and (B.12) at ω = ω 0 with f 2 = 0. Formulae (B.13)-(B.14) describe a modified linear upchirp (with a shorter duration and higher rate). These formulae, however, were obtained in [2, 3] by linearizing the dispersion relation around ω 0 and excluding the frequencies outside the chirp bandwidth (6) from the propagation analysis (or, equivalently, by disregarding the precursors). Without these simplifications, the received signal will not necessarily be a chirp.
For the case of a magnetized plasma, formula (B.13) can be extended to the circularly polarized waves. Considering the form of the polarization vectors in (B.11), the expressions for the propagating circular harmonics are and the total propagating field is a linear combination of those where C ± are the amplitudes. To make the emitted field (r = 0) linearly polarized in the xz-plane, we set C + = C − = 1. Per our earlier discussion, in the argument of χ τ on the second line of (B.15) we leave out the effect of polarization on the chirp boundaries. Introduce the 'chirp time' variable
field. It is actually the use of the modified chirp parameters (B.13)-(B.14) in the matched filter in (24) and (28) that allows one to compensate for the distortions due to f 1 and thus isolate the effect of anisotropy on the GAF.
Appendix D. Factorization of the SAR ambiguity function in the presence of Faraday rotation
Our goal here is to perform the analysis similar to that in appendix A, but taking into account the FR, i.e., evaluate the error due to the factorization (29) of the GAF (27)- (28) . In (C.5), we drop the primes and linearize cos ϕ F (u) around u = 0 (cf (22)):
where p and q are defined in (23) . This yields the GAF (27) 
