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Abstract
This thesis describes a study of the stability of free convective boundary layer flow 
over a heated flat plate with respect to wave and vortex disturbances. Four problems 
are considered using a variety of numerical and analytical methods. We begin with a 
general introduction in Chapter 1 and a review of the previous works which are relevant 
to this thesis is presented in Chapter 2.
In Chapter 3 we examine the stability of free convective boundary layer flow over 
a vertical heated flat plate with respect to two-dimensional wave disturbances. In 
particular we determine the effect of the overall external geometry on the stability 
criterion. The fluid domain is taken to be bounded by two semi-infinite flat plates 
forming a wedge of angle a. The vertical plate is held at a uniform hot temperature 
while the other is either insulated or is held at the ambient temperature of the fluid. 
The basic flow used in the analysis is a two-term boundary-layer approximation using 
the method of matched asymptotic expansions. A modified version of the Keller-box 
method is used to solve the linearised wave-disturbance equations numerically, whilst 
the basic flow is solved by using standard a shooting method with Newton-Raphson 
iteration together with a 4th order Runge-Kutta scheme. The neutral curves have been 
delineated for different values of wedge angle, a , where the working fluids are water and 
air. We find that the critical distance from the leading edge beyond which disturbances 
grow is strongly dependent on a, and this suggests that the external geometry of the 
fluid domain exerts a considerable influence on stability criteria. We consider two fluids, 
air (Pr — 0.7) and water (Pr = 6.7).
In Chapter 4 we examine the vortex mode of instability of free convective boundary 
layer flow over an inclined upward facing heated flat surface. We assume that the 
disturbances have the form of longitudinal vortices but are stationary in the streamwise 
direction. Again the fluid domain is taken to be bounded by two semi-infinite flat 
plates forming a wedge of angle a. However the uniform hot plate is inclined with 
angle 6 from the vertical, while the other is either insulated or is held at the ambient 
temperature of the fluid. The basic flow used in the analysis is a two-term boundary 
layer approximation using matched asymptotic expansion techniques. We find that the 
neutral distance from the leading edge is strongly dependent on both 6 and a. We also 
consider here two fluids, air (Pr = 0.7) and water (Pr = 6.7).
In Chapter 5 numerical techniques (DNS) are used to study the receptivity of the 
boundary layer flow over a heated vertical flat plate to small-amplitude thermal dis­
turbances placed fairly close to the leading edge. The fully elliptic nonlinear time de­
pendent Navier-Stokes and energy equations are solved to determine the steady state 
boundary-layer flow, while a linearised version of the same code is used to determine 
the stability characteristics. We investigate (i) the ultimate fate of localised thermal 
disturbances and (ii) the effect of localised surface temperature oscillations as a means 
of understanding the stability characteristics of the boundary layer. We show that there 
is a favoured frequency of excitation for the time-periodic disturbance which maximises 
the local response. We consider only air (Pr = 0.7) as working fluid. Detailed results 
are compared with those obtained using parallel flow theory.
In Chapter 6 we extend the DNS techniques of Chapter 5 to study the nonlinear re­
ceptivity of the free convective boundary layer flow by introducing only time periodic 
thermal disturbances near the leading edge. When the amplitude of the disturbances 
is sufficiently small we recover the results of the linear theory of Chapter 5. However, 
nonlinear effects are found to manifest themselves in a variety of ways. When the exci­
tation frequency is sufficiently below the most dangerous frequency cell-splitting occurs 
and there is a superharmonic transition to waves with double, triple or quadruple the 
number of cells, depending on the precise frequency. At higher frequencies the opposite 
process occurs. Cell merging takes place which we call a subharmonic transition.
Finally, in Chapter 7 we write a general discussion with a recommendation of future 
works.
Nom enclature
The notation used in this thesis is given here in the following order: Roman char­
acters, Greek symbols, Subscripts, Superscripts, and Abbreviations.
Roman Characters
a, b scaling factors
A  disturbance amplitude
A q a constant
/  2 \ i / 3
d natural lengthscale,
F, G, F , 5, Q disturbances
F  differentiation of F  with respect to k (=  |^ )
Fo, Ho zero/leading order boundary layer solutions
F i, H\ first order boundary layer solutions
g gravitational acceleration
Q differentiation of G with respect to k (=  |^ )
H  differentiation of H  with respect to k (=
J  Jacobian operator
k spatial wavenumber (=  2w/l) (or vortex wavenumber)
K  maximum local asymptotic heat transfer
I spatial wavelength
M  maximum absolute value of heat transfer
P  dynamical fluid pressure
Pr  Prandtl number (=  ^)
r dimensional radial distance from origin, (x 2 +  y2)1^ 2
r nondimensional radial distance from origin, (x 2 +  y2)1!2
5  differentiation of S  with respect to k (=  ||- )
t nondimensional time
t time
T  temperature of fluid
u,v  dimensional fluid velocities in the x , y directions
u ,v ,w  fluid velocities in the x, y, and -sr directions
u ,v ,w  perturbation fluid velocity components
U natural velocity scale, (gflvAT)1^ 3
x ,y  Cartesian coordinates
x , y , z  nondimensional Cartesian coordinates
Greek Symbols
a wedge angle
/3 coefficient of thermal expansion
6 inclination of heated surface from the vertical
St timestep
S( steplength in f  direction
Srj steplength in rj direction
1 scaled wedge angle (=
AT tem perature difference between hot and cold (=  Tw — T^)





X temporal growth rate (=  Xr  +  iXi)
Xi imaginary part of A (but -A/ =  A, a frequency in Chapters 5, 6)
V fluid viscosity
P density of fluid
<t> angular coordinate
*l> streamfunction







basic basic boundary layer approximation
61 start of buffer region




m ax maximum value
mean mean value
min minimum value 
n normal derivative
new present iteration value 
old previous iteration value
opt optimum value
r  real part





scaled distance value 
derivatives with respect to 77
Abbreviations
B F Buffer Function
D N S Direct Numerical Simulation
H T Heat Transfer
P D E Partial Differential Equation
P F A Parallel Flow Approximation
RC Receptivity Coefficient
T S Tollmien- S chli cht ing
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The general problem of stability of free convection boundary layer flows is a 
combination of the problems of hydrodynamic instability and thermal instability. 
It is well known that boundary layer flows are unstable under certain conditions in 
the sense that a small disturbance imposed on the basic flow can grow indefinitely 
in time; this is often a hydrodynamic instability. It is also well known that a 
static fluid in a gravitational field in which a constant temperature gradient is 
maintained is unstable under certain conditions. This thermal instability arises 
when the gravity vector has a component parallel to the temperature gradient 
and when lighter fluid lies under heavier fluid.
When a flow is analysed for its stability various possibilities exist. A stability 
analysis may consider either small or large amplitude disturbances. If all small 
amplitude disturbances decay with time (t —> oo) then the flow is said to be
linearly stable since the equations solved are the full equations which have been 
linearised about the basic flow. In this case the perturbation of each quantity 
can be resolved into independent components or modes varying with time t , and 
contains an exponential factor eXt for some complex constant. If the real part of 
A is found to be positive for any mode, the system is deemed unstable because a 
general initial small perturbation of the system would grow exponentially in time. 
Otherwise the system is stable. If all large amplitude disturbances decay then the 
flow is globally stable and is unique; such an analysis is termed an energy stability 
analysis as it considers the variation with time of an energy functional. In many 
cases, such as the Benard problem, the two methods give identical results. But 
there are flows, such as Hagen-Poiseuille flow, which may be destabilised by large 
disturbances, but not by small disturbances.
When a flow in an unbounded domain is unstable it is also possible to characterise 
the instability according to whether it is convective (or, less confusingly in the 
free convection context, advective) or absolute. Advective instabilities grow in 
time but will eventually decay at any chosen position within the boundary layer 
-  in such cases the speed of advection is greater than upstream diffusion. The 
main subject of this thesis, wave instabilities in vertical free convective boundary 
layer flow, is an example of an advective instability. On the other hand, upstream 
diffusion is a stronger influence than speed of advection for absolute instabilities. 
A growing region of instability will develop both upstream and downstream of 
its point of introduction.
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In this thesis we consider the instability of thermal boundary layer flows from uni­
form tem perature heated surfaces. Most of this work is concerned with a vertical 
surface, but one chapter is devoted to inclined surfaces. It is now well-known that 
the primary instability for a vertical case occurs in the form of two-dimensional 
waves travelling in the streamwise direction (see Nachtsheim (1963)). This in­
stability is advective in nature. But when the plate is inclined upward facing, 
there is a different mode of instability which mainfests itself in the form of lon­
gitudinal vortices. These vortices appear at some distance from the leading edge 
and grow in the downstream direction. These have been observed experimentally 
by Sparrow & Husar (1969) and Lloyd Sz Sparrow (1970) and the instability is 
absolute. Further experiments suggest that there is a transition from waves to 
vortices when the plate is lowered to a point somewhere between 14° and 17° 
from the vertical, when considering water as the working fluid.
It is not the intention of this thesis to examine the transition in modal identities 
as the surface inclination varies. Our intension is to attem pt a more accurate 
analysis and a deeper understanding of the primary instability mechanisms of 
vertical and inclined thermal boundary layer flow. To this end we use a more 
accurate representation of the basic boundary layer: (i) using a two-term matched 
asymptotic expansion in a traditional parallel-flow approximation analysis and 
(ii) a numerical solution of the full equations in linearised and nonlinear elliptic 
simulations.
The thesis broadly takes the following format. Chapter 2 contains a review of the
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previous work related to the wave and vortex type of instabilities of free convective 
boundary layer flows. In Chapter 3, we analyse how a higher order analysis of 
the basic flow affects the linear instability of vertical free convection flow. The 
fluid domain is bounded by two separate flat plates forming a wedge angle a  
(see Figure 3.1). The hot plate is positioned vertically with a uniform surface 
temperature while the other is insulated or is held at the ambient temperature 
of the fluid. The second plate is at an arbitrary angle. The full disturbance 
equations are reduced to ordinary differential form in the usual way and are 
solved numerically to determine how the shape of the overall fluid domain affects 
the stability criteria. We use a standard shooting method which employs Newton- 
Raphson techniques and a 4th order Runge-Kutta method, but a modified version 
of the Keller-box method is used to solve the disturbance equations. Although 
the leading order basic flow is independent of wedge angle a , further terms are a 
function of a  and these have a strong effect on the stability criterion.
In Chapter 4 the influence of higher order effects on the vortex instability of 
thermal boundary layer flow from inclined surfaces is analysed. As in the pre­
vious chapter, the fluid domain is bounded by two semi-infinite flat plates (see 
Figure 4.1). In this case there is a second angle, the inclination angle 6, which 
corresponds to the position of the upward facing hot plate from the vertical. 
We use the same matched asymptotic expansion method which is described in 
Chapter 3 to study the basic flow. We find that the leading order basic term is 
independent of both a  and S when written approximately, but further terms are 
functions of a  and S. The effect on the stability of varying both parameters a
and 8 is investigated.
In Chapter 5 we perform a numerical investigation (Direct Numerical Simulation) 
of the linear instability of thermal boundary layer flow over a vertical surface. 
The instability is generated by introducing various thermal disturbances near 
the leading edge. This process is well known as a ‘receptivity’ mechanism by 
which the external disturbance is converted into instability waves. When the 
initial amplitude of the disturbance is small, these modes are referred to as the 
Tollmien-Schlichting (TS) type in Blasius boundary layer flow. The numerical 
scheme is a second order accurate finite difference method in both time and space. 
We find that the instability is advective and the response of the boundary layer 
consists of a starting transient followed by the large-time asymptotic state.
The corresponding non-linear wave instabilities are studied in Chapter 6. The 
same numerical techniques used in Chapter 5 have also been implemented here. 
We find that there are various types of asymptotic periodic response which we 
term as harmonic, superharmonic and subharmonic. An asymptotic response 
is said to be superharmonic if its fundamental frequency is a multiple n (n =  
2 ,3 ,4 ,...) of the original frequency. On the other hand the response is subhar­
monic if its fundamental frequency is a fraction £ (n =  2 ,3 ,4 ,...) of the original 
frequency. The type of response which arises can depend fairly sensitively on the 
governing parameters such as the forcing frequency and amplitude. We present 
various types of superharmonic transitions to waves with double, triple, and 
quadruple the number of cells. We also present subharmonic transitions consid­
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ering higher excitation frequencies. In these cases the opposite process occurs 
and cell merging takes place. The superharmonic and subharmonic transitions 
are common phenomena in the field of nonlinear instabilities and frequently occur 
in various branches of engineering and the physical sciences. We also find that, 
for higher excitation frequencies, when the nonlinearity is saturated, the mean 
flow differs from the main basic flow and there is distortion of mean flow between 
the linear and nonlinear regime. The mean flow distortion contributes to the 
nonlinear saturation and that itself is generated by the instability development.
Conclusions and recommendations for future work are presented in Chapter 7.
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Chapter 2
R eview  of previous work
In this Chapter we review the published literature and describe the general back­
ground for the flows considered here more specifically. The current knowledge 
of thermal boundary layer instabilities is discussed, a brief outline of the role of 
receptivity is given and the methods used in studying boundary layer instabilities 
are summarised.
2.1 The parallel flow approximation
It is well known that the process of laminar/turbulent transition inside boundary 
layers is caused by a sequence of instabilities. The presence of non-linear terms in 
the Navier-Stokes equations are all that is required to generate instabilities. The 
earliest stability analyses were of plane Poiseuille flow between two parallel plates,
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which consists of a flow with parallel streamlines. A straightforward linearised 
stability analysis reduces the governing Partial Differential Equations (PDEs) 
to ordinary differential form because the flow is a parallel flow. This resulting 
equation is known as the Orr-Sommerfeld equation and it presupposes that the 
amplitude of the waves is small. This equation was first derived by Orr (1907) 
and Sommerfeld (1908).
Later, Tollmien (1929) analysed the stability criterion for Blasius boundary layer 
flow using the same methodology. Such boundary layers have streamlines which 
are only approximately parallel and therefore an Orr-Sommerfeld-like equation 
is obtained only by neglecting terms which are from non-parallel sources such as 
the slow growth of the boundary layer -  it is this procedure which is known as the 
parallel flow approximation. By proceding in this way Tollmien computed the 
critical local Reynolds number (or, equivalently, x c, the location beyond which 
waves are amplified) and found the neutral stability curve (identifying the range 
of unstable wave frequencies). Schlichting (1933) extended Tollmien’s analysis 
by including growth rates. The two-dimensional waves modelled in such analyses 
are today known as Tollmien-Schlichting (TS) waves.
The parallel flow approximation has been used very extensively on a wide range 
of nonparallel flows in the hope that the ensuing results are accurate.
Haaland &; Sparrow (1973b,c) allowed for the nonparallelism which is inherent 
in free convective flows by incorporating ^-dependent terms in their disturbance
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equations, which are the equivalent to the Orr-Somerfeld equations. In Haaland 
h  Sparrow (1973b), they concluded that such nonparallel effects serve to increase 
slightly the neutral distance relative to that obtained by Nachtsheim (1963) who 
used parallel flow theory.
Smith (1979) determined a 4-term representation of the neutral curve (upper 
and left hand branch) for Blasius flow using both parallel and fully nonparallel 
theories in the limit of large x and found fairly good agreement with a numerical 
approach. More recently Healey (1995) has been able to recover a large part 
of the neutral curve for Blasius flow using a large -x analysis and this yields a 
good approximation to the curve obtained using the Parallel Flow Approximation 
(PFA). Thus, for waves, it appears that PFA can yield accurate stability criteria.
For vortices however Hall (1982, 1983) showed easily that the PFA does not even 
yield the correct type of exponential decay of the disturbances into the external 
field. Recent work on the linear vortex development in free convection boundary 
layers in porous media has shown that the PFA yields neutral distances which are 
substantially larger than those obtained using a constant nonparallel theory (see 
Rees 2001). Thus, for vortices, the PFA can yield results which are quantitatively 
and qualitatively misleading. In other contexts, the PFA has been found to give 
inaccurate and sometimes unphysical results for the nonlinear interactions of the 
waves and vortices (see Hall h  Smith (1988)).
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2.2 Overview of thermal boundary layer insta­
bility
There is a very large literature associated with the analysis of thermal boundary 
layer instabilities. A comprehensive review of the wider topic of thermal boundary 
layer flows in general may be found in Gebhart (1979) where over thirty papers 
on thermal boundary layer instabilities are quoted. However, many of these are 
concerned with either thermal plumes or convection induced by constant heat 
flux surfaces. There are only few papers dealing with constant temperature sur­
faces, to our knowledge. The present knowledge of how thermal boundary layers 
induced by a constant temperature surface affect the transition to turbulence has 
progressed only slightly beyond what is known by means of linear theory based 
on the parallel flow approximation. Here, we attem pt to give a brief review of 
this literature.
2.2.1 Wave instabilities
The basic flow for the vertical free convection boundary layer flow arises from 
the presence of buoyancy forces, but the primary instability is hydrodynamic 
in origin since it cannot be thermoconvective. Thus this boundary layer shares 
some stability characteristics with the Blasius boundary layer and it is subject to a 
primary mode of instability in the form of two-dimensional waves travelling in the
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streamwise direction (see Nachtsheim (1963), Hieber &; Gebhart (1971), Haaland 
& Sparrow (1973a), Godaux & Gebhart (1974), and Szewczyk (1962)). In terms 
of predicting the streamwise station beyond which wave disturbances grow, there 
appears to be a fairly good correlation between experimental work and (linear) 
theoretical studies based on the parallel flow approximation, as demonstrated 
by Smith (1979), for Blasius flow. There is a strong correspondence between 
the vertical thermal boundary layer and Blasius boundary layer, where waves 
comprise the primary instability.
The most recent theoretical and experimental works associated with the stability 
of the free convection thermal boundary layers have been undertaken by Arm- 
field, Brooker, Daniels, Patterson and Schopf. One set of studies is concerned 
with the flow which is generated by a suddenly heated vertical wall (see Daniels 
& Patterson (1997), Brooker et al (2000), Daniels &; Patterson (2001), Patterson 
et al (2002)); and the other is the sudden heating of the  sidewalls in a rectan­
gular cavity (see Schopf & Patterson (1996), Brooker et al (1997)). In Brooker 
et al (2000), two different situations are considered. Firstly, random perturba­
tions, by which an artificial external heat soruce is distributed throughout the 
boundary layer. Secondly, this perturbation heat source is a continuous sinusoidal 
function in space.
The early experiment by Szewczyk (1962), who used water, showed that the 
developing waves are themselves destabilised by the appearance of a twin longi­
tudinal vortex structure. One of the vortices lies close to the heated surface, and
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the other lies further out, beyond the point where the basic streamwise velocity 
achieves its maximum value. He notes a very distinct backward-facing hook-like 
structure which exists in the developing flow upstream of the transition to fully 
developed turbulence. His experiment was for a constant temperature surface 
and to date there are no theoretical studies of this particular aspect, and the 
paper is the only one to date which hints at secondary instability mechanisms for 
vertical boundary layer stability.
2.2.2 Vortex instabilities
Sparrow h  Husar (1969) performed experiments on an inclined heated surface in 
water and observed that the flow was unstable to three-dimensional longitudinal 
vortices. The wavelength of these vortices was found to be strongly dependent 
on the overall temperature difference between the surface and the ambient sur­
rounding but practically independent of the angle of inclination. Lloyd & Sparrow 
(1970) continued these experiments by investigating the stability of natural con­
vection flow induced by upward facing surfaces inclined away from the vertical. 
W ith water as the working fluid, it was found that waves provided the dominant 
primary mode of instability whenever the inclination is less than 14° from the 
vertical. When the inclination is greater than 17°, however, the instability is 
characterised by longitudinal vortices. In the intermediate range of inclinations 
waves and vortices seem to coexist; there appears to be a gradual change from 
one mode of instability to another with no evidence of hysteresis.
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On the theoretical side, which again comprises only linear stability analyses to 
date (with one exception detailed below), Iyer & Kelly (1974), on using the 
parallel flow approximation, found that both modes become linearly unstable 
at the same downstream location at an inclination from the vertical of only 4°. 
They argue that this result is consistent with the experimental work when account 
is taken of modal amplification rates. Both modes individually are sufficiently 
strong to be first observed at the same streamwise location when the inclination 
is 17°. This paper deals with water as the working fluid, for which the Prandtl 
number was taken to be 6.7.
Recently, experiments were conducted by Zuercher et al (1998) to study longitu­
dinal vortices on the upper surface of an inclined heated plate. This is the first 
time that the spatial growth rate of vortices (to determine how the circulation in 
the vortices grows with distance from the leading edge) have been found using 
velocity measurements. They also found a general qualitative agreement with 
the results of Iyer h  Kelly (1974) and concluded that the theoretical prediction 
of growth rate is generally higher than experimental measurement.
Many other linear stability analyses for the generally inclined problem have ap­
peared in the literature with varying degrees of complexity. In this regard we 
would like to mention the paper by Kahawita h  Meroney (1974) and the slightly 
more recent very comprehensive analysis by Chen Sz Tzuoo (1982). However, all 
these papers have the common feature that some variant of parallel flow approx­
imation has been assumed, despite appearances to the contrary in at least one
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title (see Haaland h  Sparrow (1973a)).
From the above it is clear that the global picture of the form taken by the primary 
instability at onset is known, at least for a P r  =  6.7 fluid. However, little can be 
stated about the interaction between waves and vortices at inclinations near to 
the vertical. Linear theory is unable to help in this regard, and therefore nonlinear 
effects must be taken into account in order to describe these modal interactions 
and to clarify the role played by the form of the disturbance initiating the primary 
instabilities.
The situation regarding the form of the secondary instability is not nearly so well- 
known. A paper by Chen et al (1991) on the inclined boundary layer describes 
the weakly nonlinear development of a longitudinal vortex disturbance. This 
work, which also relies on the parallel flow approximation, examines spanwise 
pairing of vortices as a possible means of initiating the transition to turbulence. 
This analysis would seem to apply when the heated surface is at moderate angles 
from the horizontal, and is motivated by the appearance of the secondary modes 
shown in photographs of experiments by Lloyd Sz Sparrow (1970). On the other 
hand, when the heated surface is much closer to the horizontal, Lloyd h  Sparrow’s 
experiments suggest that longitudinal vortices are destabilised by a pair of oblique 
vortices. The resulting disturbance planform has the vortices displaying wavy 
boundaries.
The delineation of the various secondary instability mechanisms would seem to
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be a much more complicated task than that of the primary instabilities. Indeed 
there is no guarantee that the above brief survey covers all possible mechanisms, 
especially as some papers from which we have drawn information were concerned 
only with the primary mechanisms.
The rather depressing picture we have drawn shows that much more work could 
and should be devoted to understanding and delineating both primary and sec­
ondary mechanisms for various Prandtl numbers.
2.3 R eceptivity  works
Receptivity is a classic mechanism by which external disturbances in the free 
stream such as vorticity, velocity, or sound, enter into the boundary layer (as 
small fluctuations of the basic state) and excite unstable modes. The process by 
which external disturbances are converted into Tollmien-Schlichting (TS) type 
instability waves, is called the receptivity of the boundary layer. When distur­
bances are periodic in time and of sufficiently small amplitude, then the resulting 
Tollmien-Schlichting (TS) waves will also be time-periodic.
The ‘receptivity co-efficient’ is defined as the ratio of the maximum TS wave 
amplitude at an ^-location and the amplitude of the imposed free-stream distur­
bance, which is denoted as RCX = \am Pfsd\ (see Wanderley Sz Corke (2001) and 
Haddad & Corke (1998)), but different investigators have defined this co-efficient
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in different ways, even giving different names such as ‘receptivity efficiency’ (see 
Collis h  Lele (1999)).
The term  ‘receptivity’ was first introduced by Morkovin (1969) and this is the 
first stage of the transition process. In our receptivity problems (see Chapters 5 
and 6), we consider a thermal receptivity process by which external temperature 
disturbances are imposed near the leading edge. The TS waves generated then 
grow or decay in accordance with an approximate linear stability theory. The 
present receptivity results suggest that the waves experience considerable decay 
before reaching their neutral stability point, which is physically expected.
In Chapters 5 and 6 we have applied the thermal equivalent of the “vibrating 
ribbon experiment” to vertical free convection. Once the flow has settled and 
transients have excited the computational domain, it is possible to determine 
how the amplitude of the disturbance ( as given, say, by the maximum heat 
transfer over one period) varies with both x and the disturbance frequency. The 
resulting neutral curve may then be compared with parallel flow theory.
Early analytical studies of receptivity were based on the Orr-Sommerfeld equation 
to describe the induction of free-stream disturbances into the boundary layer 
(see Rogler &; Reshotko (1975) and Tam (1981)). Again, the understanding 
of the receptivity process has largely come from asymptotic analysis. In this 
regard, we can mention the receptivity studies of Goldstein (1983, 1985). His 
works have been focused on localised disturbances from either the leading edge
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(Goldstein 1983) or changes in the wall geometry (Goldstein 1985), including local 
roughness. His analysis explains how long-wavelength free-stream disturbances 
can generate much shorter wavelength Tollmien-Schlichting waves. Goldstein 
(1983) also recognised three general classes of the receptivity regions: (1) the 
leading edge region where the boundary layer is thinner and grows rapidly; the 
motion is governed by the unsteady boundary-layer equation, (2) regions further 
downstream where the boundary layer is forced to make a rapid adjustment; 
the motion is governed by the Orr-Sommerfeld equation, and (3) overlap regions 
where the Tollmien-Schlichting wave solutions of region 1 and region 2 match, in 
the sense of the matched-asymptotic-expansion.
Recently, experimental work relating to boundary layer receptivity has appeared 
in the literature (Chiu et al (1995), Westin et al (1998), Dietz (1998, 1999), King 
& Breuer (2001)). Dietz (1999) investigated experimentally the local boundary 
layer receptivity to a periodic convected disturbance. In his experiment, a vi­
brating ribbon is positioned upstream of a flat plate leading edge. The wake 
from this ribbon provides an effective convective disturbance for forcing bound­
ary layer wave instabilities. The surface roughness of the plate also acted as a 
local source of receptivity.
Haddad h  Corke (1998) performed a numerical simulation (finite difference scheme, 
second-order accurate throughout the grid) to study receptivity of the flow over 
a parabolic leading edge in a uniform flow with small amplitude acoustic dis­
turbances. They chose a parabolic body in order to exclude jumps in curvature
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which are known sites of receptivity and which occur where elliptic leading edges 
are matched to finite thickness flat plates (see Wanderley Sz Corke (2001)). Had­
dad k  Corke showed that the leading edge receptivity increases with decreasing 
nose radius, and it will be maximum for an infinitely sharp flate plate.
In the sense of leading edge curvature, we can mention recent numerical and 
theoretical receptivity work by Collis k  Lele (1999). Their model was a parabolic 
type of cylinder with a swept wing leading edge. They found receptivity results 
by numerical calculations with surface roughness placed at various locations on 
the wall. Comparing with the theoretical solutions, they concluded that non­
parallel effects significantly attenuate the initial amplitude of stationary crossflow 
instability waves downstream when the roughness is near to the leading edge. 
They also found that the convex surface curvature enhances receptivity.
There are also some receptivity works in the literature where a suction or blow­
ing slot near to the leading edge of the surface is used to generate Tollmien- 
Schlichting waves inside the boundary layer (see Crouch (1997), Fasel (2002), 
Bake et al (2002) for example). Fasel (2002) used DNS techniques to investigate 
laminar-turbulent transition in a flat plate boundary layer. In his analysis, a 
normal velocity v(x, t )  component which is proportion to vs(x)cos(\t)  is used in 
the narrow suction or blowing slot to generate a two-dimensional TS wave. Out­
side of this suction zone v5(a;) is a 5th order polynomial function which goes to 
zero smoothly at both ends. He found that the disturbance amplitudes have a 
critical level and a fundamental resonance-type secondary instability causes the
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breakdown of the TS-wavepackets into turbulent spots. A similar wall-normal 
velocity boundary condition in the suction slot was used by Bake et al (2002) for 
DNS. They also compared the DNS results with experimental results.
2.4 Num erical m ethods
The term, “Direct Numerical Simulation” (DNS) refers to the highly accurate 
numerical solution of the full Navier-Stokes equations. In DNS, finite difference, 
finite element, and spectral methods are all employed, sometimes simultaneously. 
Therefore the details of the methods employed by DNS practitioners vary some­
what. For example, Huser & Biringen (1993) used a 5th order finite difference 
method on a staggered grid in their very detailed study of the instability of 
Poiseuille flow in a square duct. In the related problem of expansions in channel 
flow Sandham & Kleiser (1992) used finite differences in the cross-stream direc­
tion and Fourier expansions (Spectral method) in the steamwise and spanwise 
directions. Rist h  Fasel (1995) used 4th order finite differences in the down­
stream and surface-normal directions (spatially) and a spectral method in the 
spanwise direction to analyse the 3D development of controlled transition in a 
flat-plate boundary layer. Our finite difference techniques are 2nd order accurate 
in both space and time.
The work of a group based in the Institut fur Aerodynamik und Gasdynamik, 
Universitat Stuttgart, Germany, is of more relevance to the DNS work described
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here. Recent works by Fasel Sz Konzelmann (1990), Fasel et al (1990), Kloker 
et al (1993), Rist & Fasel (1995), Wassermann & Kloker (2002), and Bake et al (2002) 
address the time-dependent evolution of the Blasius boundary layer and the de­
velopment of the late stages of the transition to turbulence. These authors have 
developed a vorticity-velocity formulation of the Navier-Stokes equations which 
are solved using 4th order differencing in all three co-ordinate directions and time.
In long-term numerical integrations of the full Navier-Stokes equations, the usual 
finite difference discretisation of the nonlinear advection terms can introduce 
nonlinear computational instability and which do not conserve the total integral 
of the kinetic energy and momentum in the absence of diffusion (n.b. this type of 
computational instability may also occur in a linear equation with nonconstant 
coefficients). For 2D flows the streamfunction-vorticity formulation may be used, 
for which Arakawa (1966) derived the special form of the finite difference Jacobian 
which prevents nonlinear computational instability and thereby permits reliable 
long-term numerical integrations. We use Arakawa’s techniques to discretise the 
Jacobian terms in our DNS (see in section 5.3.3).
Direct Numerical Simulation requires a large amount of computer resources such 
as CPU and memory. Therefore, more recently, a different method, PSE ( 
Parabolised Stability Equations) has become a popular approach to allow inclu­
sion of nonparallel and nonlinear effect in the stability analysis. PSE is mainly 
developed by Herbert and Bertolotti (see in Bertolotti et al (1992)). In PSE, 
TS-waves, the waveform eigenfunctions, the wavelength, and the growth rate all
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vary slowly in the downstream direction; hence the equivalent boundary layer 
approximations can be made.
2.5 Outflow boundary conditions
The treatment of the outflow boundary requires special attention when under­
taking numerical simulations of spatially evolving processes in boundary layers 
using the complete Navier-Stokes equations. We need to specify and implement 
boundary conditions into the numerical model so that the disturbances can pass 
through this boundary without causing any unphysical upstream effects or reflec­
tions. Kloker et al (1993) discussed six different types of outflow conditions and 
they concluded that very good results are obtained when the disturbances to the 
basic flow are spatially suppressed in the outflow so-called “buffer region”. In 
this region, the disturbance components are multiplied by a weighting function 
(which is called the “buffer function”) after each time step. The buffer function 
takes value 1 at the beginning of the buffer region and decreases gradually to 0 
at the end. This approach has been extensively used by many investigators, for 
example: Krai h  Fasel (1994), Haddad & Corke (1998), Collis & Lele (1999), 
Wanderley h  Corke (2001), and Fasel (2002).
The buffer function which is used in Collis h  Lele (1999) is a sponge function, 
and it was derived originally by Israeli &; Orszag (1981). For this purpose, they
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have used a cubic function f s (sponge function) as
f a(x) oc
0 otherwise
In this expression, x a denotes the start of the sponge function and x e the end. 
For their calculations, they used the domain ratio as ^  =  0.8, where x e is the end 
of the computational domain. In this regard, the domain ratio is approximately 
0.83 in our computational domain although the function we use here is different. 
Finally, they updated the solution by multiplying the disturbance to the basic 
flow by f s.
Haddad h  Corke (1998) and Wanderley & Corke (2001) used a streamwise weight­
ing function defined as
, .v 1 +  tanh(aro)
su ) = ----------- 1w  2 ’
where
a  f  1 2 (z i b u f )  Iarg = 4 1 — — > .
 ^ K^ max Ibuf) J
where i is the numerical index in the streamwise direction, ibuf is the index i at 
the beginning of the buffer zone, and imax is the maximum value of z. The elliptic 
terms in the equations are multiplied by the weighting function. At the begining 
of the buffer zone, s — 1 and at the end 6 =  0. The length of the buffer region 
which they used is four times that of the TS wavelength.
In our numerical computations, we have used Kloker’s idea, which is discussed
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in section 5.3.6 and no reflections were observed; this is very similar to Collis &; 
Lele’s sponge function and Haddad Sz Corke’s buffer function.
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Chapter 3
The influence o f higher order 
effects on the linear wave 
instability of vertical free 
convective boundary layer flow
3.1 Summary
We determine how higher order terms in the boundary layer expansion for the 
basic steady flow affect the well-known stability criteria for the classical vertical 
free convective boundary layer flow from a uniform tem perature surface which 
was first considered by Nachtsheim (1963). The fluid is bounded by two semi­
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infinite flat plates, one of which is the vertical heated surface while the other is 
either insulated or at the ambient tem perature of the medium (see Figure 3.1). 
The surfaces form a wedge of angle a. Thus the basic flow is obtained using 
the method of matched asymptotic expansions, and although the leading order 
boundary layer flow is independent of a , further terms are functions of a. We 
then determine how the shape of the overall fluid domain which exists outside 
the boundary layer affects the stability criterion.
3.2 Governing equations
We consider the two-dimensional free convective boundary layer flow from a ver­
tical semi-infinite heated plate. The system is as described above and is shown in 
Figure 3.1. Apart from the fluid Prandtl number, which we take as Pr  =  0.7 and 
6.7 in this work, the only other parameter is the wedge angle, a. A Cartesian 
frame of reference is chosen, where the z-axis is aligned vertically with the heated 
surface, and the y- axis is perpendicular to this.
The equations which describe the free convection from a vertical plate are the 
incompressible continuity, Navier-Stokes, and energy equations. For unsteady 
two dimensional flow this system, subject to the Boussinesq approximation, is 
written in the dimensional form
dv
d i  + dij = 0' (3-1)
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du _du _du 1 dP  (  d2u d2u \  Q(rn . , .
m+udE + vd^ -~~PdE + 1/ (d  ^+ W  J + ^ (T- T~ ) ’ (3-2)
dv _dv _dv 1 dP ( d2v d2v \
T t + u m  +  v d ^  =  ~ p l ^  +  ,' [ d ^  +  d f 2) ’ ( }
d T  _dT  _&T f d 2T  d 2T \  
d i + U d x + V d y ~ K [ d x 2 + dy2) '   ^ ^
Here u and v are the velocity components in the x  and ^/-directions, respectively, 
t is time, P  is the dynamic pressure, T  is the temperature, g is the gravita­
tional acceleration in the negative x-direction, p is the density of the fluid, v is 
the kinematic viscosity, k is the diffusivity and /3 is the coefficient of thermal 
expansion.
The boundary conditions for equations (3.1)-(3.4) for the case of an isothermal 
plate are:
u =  u =  0, T  = Tw at y = 0, z > 0 (3-5)
u == v =  0, and either Tn =  0 or T  = T,^  on the second surface, (3.6)
and
T  —► Too as r  =  (x2 +  y2)1/2 —► oo, (3.7)
where Tw is the temperature of the plate, T^  is the ambient tem perature of the 
fluid with Tw > Too, and n as a subscript denotes the normal derivative. Equa­
tions (3.1)-(3.7) may be nondimensionalised using the following transformations:
( )  =  d(x,y), (3.8)
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(u,v) =  U(u,v), (3.9)
i  = ^  t, (3.10)
p =  pu2p, (3.11)
T - T x  = (Tw - T ' X>)e,  (3.12)
where the natural length and velocity scales, d and U , are given by,
d ~ b a t) • ( 3 ' 1 3 )
and
U = (g/3vAT)1/3. (3.14)
A further simplification is afforded by the introduction of a streamfunction, 
according to u = i[>y and v =  — and the vorticity, u.  Equations (3.1)-(3.4) 
now become
V V  =  w, (3-15)
2 dip du> dift du> 80
dt + d y d i  ~  d i d y  ~  d y ’  ^ ^
J _ V 2fl =  —
Pr dt d y d x  d x d y '  ’
where Pr  =  v/ k is the Prandtl number. The lengthscale defined in equation 
(3.13) is equivalent to setting the usual Grashof number to unity; such a procedure 
has also been used in studies of vortex disturbances in thermal boundary layer
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flows in porous media undertaken by Rees (2001) and Rees (2002) where the 
Darcy-Rayleigh number is set to unity.
The corresponding boundary conditions may be written as follows
*l>y =  ‘0  =  0, 0 = 1 at y = 0, £ > 0  [i.e. (j> = 0 ] (3.18)
— i>n =  0, and either 6n = 0 or 6 = 0 on <j> = a , (3.19)
and
0 —> 0 as t = (x 2 +  y2)l l2 —> oo. (3.20)
In (3.18) and (3.19) the angle <j> denotes the angle from the vertical and therefore 
the boundary surfaces are located at (j> = 0 and <f> = a; see Figure 3.1.
3.3 Basic flow analysis
In this section we determine the two-term solution of the undisturbed basic 
boundary layer flow using the method of matched asymptotic expansions. The 
basic flow, which we denote by the subscript B , is steady and two-dimensional 
and it satisfies the equations
(3.21)
2 9ub dlpB 9wb d0B /0 00X
V  “ B =  - W ~ t e  -  ~ d l ~ d i  ■  W '  { ]
28
1 x~!?o _  W b 90b  dij>B 90b  fo
TrV 9b = ~ -dTW’ { ’
where ^jg is the basic flow streamfunction and ujb denotes the basic vorticity,
as defined by (3.21). Equations (3.21)-(3.23) are to be solved subject to the
boundary layer approximation. Therefore we introduce the following expansions 
for the streamfunction and temperature in the boundary layer region,
i>B = x3/4F0(r)) + Fi(rj) + . (3.24)
0B = H0{ri) + x - ^ H r i n )  + . (3.25)
where the similarity variable rj is given by
V = ifv  (3-26)
and we apply the boundary layer approximation wherein we assume that x y.
We will refer to F0 and Ho as the leading (or zeroth) order terms while F\ and
H\ are the first order terms.
The equations for the zeroth order terms, Fo and Ho, correspond to the classical 
problem:
F “' +  f  F0F " -  +  Ho =  0, (3.27)
HZ + %PrFoH'0 = 0, (3.28)
29
subject to
Fo(0) =  F'(0) = 0, Ho(0) =  1, (3.29)
Fo(oo) =  H q(oo) =  0. (3.30)
Numerical integration of equations (3.27)-(3.30) for water (Pr  =  6.7) results in 
the values
F "(0) =  0.64301, tf£(0) =  -0.73584, (3.31)
while the corresponding values for air (Pr  =  0.7) are
Fo(0) = 0.95995, H'o(0) =  -0.35318. (3.32)
Given that solutions to equation (3.28) decay exponentially to zero, the region
outside the boundary layer is isothermal and we may ignore the temperature field 
in this potential flow region. If we denote by the outer-region streamfunction, 
then we may expand it according to
=  r3t*V0(<f>) + * ! ( $  + .......... (3.33)
where the polar coordinates, r  and <j>, are defined as
x = r  cos y = r sin (j>. (3.34)
30
If .Fo(oo) is denoted by A 0 then, as shown by Yang & Jerger (1964), W0 satisfies
V 2W0 =  0, (3.35)
subject to
W0(<£ =  0) =  A 0, V0(<t> = a) = 0, (3.36)
where the inhomogeneous boundary condition represents an asymptotic match­
ing of W with the first term of the boundary layer solution. The solution of 
equation (3.35) can be written as
, sin 7(6 — a)
W0 =  - A * ---- ^ ------. 3.37sin
We note, for later reference, that this solution is singular when a  =  0 and when 
a. =  47r/3.
On expanding equation (3.37) around <j> =  0 and rewriting the result in terms 
of the similarity variable, 77, it follows that the behaviour of Wo in the matching 
region is given by
W0 ~  Aq ( l  — | rjx~3/4 cot | a  H ) . (3.38)
The second term in (3.38) now provides the matching condition for the second 
streamfunction term in the boundary layer expansion, (3.24).
As shown by Yang &; Jerger (1964), the equations for Fi and Hi, the first order
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boundary layer terms, are
F'" +  \F 0F![ -  1 F 'F ,' + H1 =  0, (3.39)
tf"  +  § P r(F o# i ) ' =  0, (3.40)
subject to
^i(O) =  F{(0) = 0, t f i ( 0 ) = 0 ,  (3.41)
Fi(oo) =  — |A 0cot |a ,  # 1(00) =  0 (3.42)
where the inhomogeneous boundary condition represents a matching with the 
0 (x ~ 3/4) term in equation (3.38). Since Fi is proportional to cot different
solutions may exist for different values of a . For an example, at a  =  7r the
numerical integration of equations (3.39)-(3.42) results in the values for water 
(Pr  =  6.7) are
F "(0) =  0.13908, H[( 0) =  0, (3.43)
while the corresponding values for air (Pr = 0.7) are
F"(0) =  0.39967, H[( 0) =  0. (3.44)
We note that
^  = 0 (3.45)
may be derived analytically from equation (3.40), and therefore there is no cor­
rection to the temperature field at this order.
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3.4 Linear stability analysis
In this section we develop the linear stability equations for the basic flow given 
above by substituting
y, t) = ipB(x, y) +  e y, t) (3.46)
y , t) = u B( x , y) +  euD(x, y , t) (3.47)
0(x , y ,  t) = 0B(x , ?/) +  10D( x , y, *) (3.48)
into equations (3.15)-(3.17). It is important to note that the asymptotic theory of 
the last section is being used to obtain what is hoped to be a closer approximation 
to the exact basic flow than is provided by the leading order boundary layer 
solution, even though the solutions obtained above are valid strictly in the limit 
x  —> oo.
On taking |e| -C 1 and linearising we obtain the following system of linearised 
disturbance equations in streamfunction/vorticity form:
V2^  =  u>d , (3.49)
2 _  d(jjB dij^B 3lod dipp du>B dtj)B du>p dtpp dujB dOp
L°D dt dy dx  dy d x  dx dy dx  dy  dy  ’
_ d 9 p  dil>B d&D dippd0B di/)B dOp dippdOB , ,
P r  D ~  dt  +  dy dx  +  dy dx dx  dy dx  dy  ’ [ j
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where ur  ~  i>Byy represents the vorticity corresponding to the basic flow. The 
appropriate boundary conditions used to solve the disturbance equations are
$Dy =  =  0, $d =  0 at y =  0, x >  0 (3.52)
i>Dy —► 0, ljd —s► 0 0d —> 0 as y —> oo. (3.53)
We now impose the parallel flow approximation where we assume that the dis­
turbances have solutions of the form,
t  F(y)  >
l j d — G(y) e ( i k x + X t )
\  &D } \ H ( y ) J
where the amplitudes F(y), G(y), and H(y)  are complex functions of y. Here k 
is a real positive quantity and represents the wavenumber of the disturbance, and 
X = \ r  + iXj is the complex temporal growth rate. Neutral stability corresponds 
to Xr  =  0 and the computed value of A/ is related to the wavespeed of the 
disturbance which is —Ai / k .  The neutral stability condition Xr  =  0 leads to a 
relation between k and x in the form of a curve in the (k, x) plane and which 
is referred to as the neutral curve. In practice the flow is elliptic, and therefore 
the substitution of (3.54) is used simply to obtain a set of ordinary differential 
equations.
Equation (3.54) may now be substituted into equations (3.49)-(3.51), and on
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changing the variable from y to 77, the disturbance equations take the forms,
F"  -  k2x ^ 2F  =  x ^ G (3.55)
G" +  V p - x ^ G '  -  \k? +  i \ /  +  i k ^ p ] x ^ G
Ox L dy
P - x^ F 1 -  i k p x ^ F  -  x ^ H '
ox oy
H" + P r p - x 1/4H ‘ -  \k2 +  iPrX,  +  i k P r ^ p  
Ox L oy
x 1/2 H




where primes represent derivatives with respect to 77. The boundary conditions 
to be satisfied by the disturbances are that
F' = F  = H  = 0 at 77 =  0 (3.58)
F ,G ,H  —> 0 as 77 —► 00. (3.59)
As this complex homogeneous system forms a 12th order eigenvalue problem for 
x and Aj in terms of the wavenumber, k , an additional (complex) normalisation 
condition at 77 =  0 is required to solve the disturbance equations and it is taken 
to be
H ' =  1. (3.60)
This extra boundary condition means that we may solve equations (3.55)-(3.60) 
and determine the eigenvalues, x and A/. A suitably modified version of the
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Keller-box method is used to solve this ordinary differential eigensystem and it 
is discussed in the next section.
To summarise the stability results, it is necessary to find out the value of the 
critical distance x c. However this value is a function of wavenumber k. Therefore 
it is necessary to minimise x with respect to k. In order to do this, we implement 
equations (3.55)-(3.60) with a further new set which is obtained from (3.55)-(3.60) 
by differentiating with respect to k and setting | |  =  0. If we now define T ,  Q 
and 7i according to,
^  d F  „  3G
d k '  Q ~  dk
and H  =
d H
dk (3.61)
then T ,  Q and % satisfy
T "  -  k2x 1/2P  =  x 1/2g  + 2kx1/2F (3.62)
Q" +  ^ j ^ - x 1/iG' -  [k2 +  i \ i  +  i k ^ ~ ] x 1/2G 
ox  L oy
=  ^ x ^ F  -  i k ^ - x ^ P  -  x ^ H '  
Ox oy
H"  +  P r ^ p - x 1/4n '  -  \k2 + iPrXi  +  i k P r ^  
Ox oy
Oy L ok oy
a j - ^ 2H
■}'2G (3.63)
=  Pr d$B x ' X f  -  i k x ' / ^ P  -  ik x l /2^ F
dx dy




and the corresponding boundary conditions are
T '  = T  -  H  = ^ at 77 =  0 (3.65)
0 as 77 —> 0 0 . (3.66)
The normalisation condition at 77 =  0 is derived from (3.60) and it is
H \  0) =  0. (3.67)
Now this extended system of complex equations is a 2Aih order ordinary differ­
ential eigenvalue problem with the specified 14 complex (or 28 real) boundary 
conditions and the eigenvalues a;, A;, A/  and The same numerical techniques 
are employed to solve this system of equations.
3.5 Numerical m ethod
In this section the numerical solutions of the basic flow equations (3.27)-(3.30), 
and (3.39)-(3.42) and the disturbance equations (3.55)-(3.60) and (4.46)-(3.67) 
are discussed. The equations for the basic flow were solved using a standard 
shooting method which employs the Newton-Raphson iteration techniques. In 
this method the ordinary differential equations (3.27), (3.28), (3.39), and (3.40) 
are written as a first order system of ordinary differential equations and a 4th or­
der Runge-Kutta method is employed to solve them. These solutions are accurate
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to at least six significant figures.
When solving the disturbance equations it was observed that the vorticity, G, 
and tem perature function, H , both decay to zero very quickly as rj increases, but 
that the streamfunction, F , does not. Therefore we introduced the alternative 
boundary condition
F r +  kx x^ F  —> 0 as 77 —► 00 (3.68)
which allows the streamfunction to exhibit the appropriate exponential decay 
rate well before the streamfunction attains small values. Thus we were able to 
solve the problem on a smaller computational domain than would otherwise be 
necessary. All these disturbance equations are in complex form, and after reso­
lution into their real and imaginary parts we have twelve second order ordinary 
linear differential equations together with four eigenvalues, x , A/, k and
Due to the stiffness of the eigensystem (especially for large values of kx 1^ 4) the 
Runge-Kutta method was abandoned in favour of a direct method. Thus a mod­
ified version of the Keller-box code was employed to solve the disturbance equa­
tions. For this type of method it is not necessary always to insist that the 
governing equations are reduced to first order form, and the present code solves 
the six second order differential equations using straightforward second order 
accurate central difference approximations. When the difference equations are 
suitably arranged the presence of the eigenvalues causes the Jacobian matrix of 
the Newton-Raphson iteration scheme, which is a central part of the Keller box 




0 0 0 0
0 0 0 ©
0 0 0 O
0 0 0 0
0 0 Ou A A A A A 0 >
where 0 denotes a submatrix block corresponding the equations (3.55)-(3.57), 0 
represents blocks corresponding to derivatives of equations (3.55) to (3.57) with 
respect to the eigenvalues, A  represents entries corresponding to the normalisa­
tion condition, and O  Is a block with zero entries. Therefore the block-Thomas 
algorithm had to be modified to account for this structural change; very similar 
schemes were used by Lewis et al (1995) and Shu h  Wilkes (1995).
To illustrate the above method, we consider a 4th order ordinary differential 
eigenvalue problem which is given by
d4y
d ^ ~ k y  =  0
(3.69)
with the boundary conditions
3,(0) =  y"(0) =  0, (3.70)
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5,(1) =  j,"(l) =  0, (3.71)
where all the variables are representative variables and do not have any relation 
with the main problem.
We may define a new variable, z, which transforms (3.69) into two second order 
ordinary differential equations as follows,
y" -  z =  0, (3.72)
z" -  ky =  0. (3.73)
Hence the boundary conditions (3.70)-(3.71) reduce to
5,(0) =  *(0) =  0, (3.74)
5,(1) =  *(1) =  0, (3.75)
This is a homogeneous system with eigenvalue k. We require an extra boundary 
condition to solve them and which is taken to be
[  y2dx =  1 (3.76)
Jo
The second order accurate central difference method is used to discretised equa­
tions (3.72)-(3.73). Here we present this method using only three grid points as
40
the extension to larger numbers of grid points is straightforward. Now the differ­
ence equations may be arranged and written in the following matrix form which 




1 \ /  <$2/1 \
- k 2Sx2 1
1




















“ I 1 <$2/31
Sx2 —k __ 2Sx2 - 2 / 3 8 z 3
\2y\8x 2y28x 2y38x
\
1 / \ 8k )
/  (—2yi +  y2)/Sx2 -  zi \  
( - 2*1 +  z2)/8x2 -  kyi
(;Vi ~  2y2 +  yz)!&x2 -  z2 
(zi -  2z2 -f z3)/8x2 -  ky2
(2/2 -  2y3)/Sx2 -  z3 
(z2 -  2z3)!8x2 -  ky3
y?8x2 — 1
h
The above Jacobian matrix is a block-tridiagonal structure where the individual 
submatrix blocks are 2 x 2  matrices with extra rows and columns. This matrix 
may be solved using a suitable modified block tridiagonal matrix algorithm.
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3.6 Num erical results
In this section we discuss the stability results of free convection flow of both water 
(Pr  =  6.7) and air (Pr  =  0.7). Results using both the leading order boundary 
layer flow and two-term approximation are presented.
We have used rjoo = 10 with 100 grid points, which gives the steplength drj =  0.1, 
for both cases.
3.6.1 Stability criteria using the one-term  approximation
The stability results presented here correspond to retaining only the leading or­
der basic boundary layer flow. It is noted that the leading order basic flow is 
independent of wedge angle a , and therefore the stability results do not vary 
with a.
Figure 3.2 shows the neutral curves plotted in the (&, x) plane for both the cases 
of air and water. The critical distance for air (Pr  =  0.7) is calculated to be 
x c ~  106.974 with the corresponding wavenumber kc ~  0.051, while for water 
(Pr  =  6.7) is calculated to be x c ~  43.461 with kc ~  0.146. When x >  xc, the 
flow is unstable with a positive growth rate (i.e. Xr > 0); on the other hand the 
flow is stable when x < x c since the growth rate is negative (i.e. Xr < 0). On 
the neutral curve the growth rate is zero (A^ =  0) by definition.
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Figure 3.2 shows that x c for water is smaller than air. This suggests that desta­
bilisation takes place nearer to the leading edge for water. However this is true 
only in terms of nondimensional distances and it is not necessarly true always for 
dimensional x.
In (3.13) the length scale d is defined. The neutral distances are now 106.974datr 
and 43.461deafer- For a given situation g and A T  are taken to be the same. We 
need to compare
106.974 ( ^  and 43.461 (
P ■ \ P  J"  /  a i r  \  i / water
In fact, if we consider A T  =  lO0^  and g =  9.817V, at the Atmospheric pressure 
the values of i/, (3 are 1.50 x 10- 5m2s -1, 3.40 x 10- 3fT-1 for air and 10.04 x 
10- 7m2s -1 , 2.1 x 10~AK ~ l for water respectively. Therefore the dimensional 
critical distance x c is equal to 9.382cm for air and 1.589cm for water, smaller 
than for air.
Figure 3.3 shows the variation of the disturbance frequency (—A/) on the neutral 
curve plotted in Figure 3.2. The critical frequency for air (Pr  =  0.7, curve ‘b’ 
in this figure) is calculated to be —A/ ~  0.263 with corresponding x c ~  106.974, 
while for water (Pr  =  6.7, curve ‘a’) it is —A/ ^  0.292 with x c ~  43.461.
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3.6.2 Higher order effects on stability
For Pr  =  6.7
We present first our stability calculations for water for which we take Pr  =  6.7. 
The first order streamwise basic velocity profiles are plotted in Figures 3.4 and 
3.5, where the different curves correspond to the different values of the wedge 
angle. In these Figures (and subsequent figures related to the wedge angle) we 
have used a scaled value of a  defined according to
12a  ,  .7 =  — . (3.77)7r
Before presenting the detailed results from the stability analysis it is necessary 
to consider first some of the implications of the dependence of Fi on a. The 
magnitude of Fi is proportional to cot 2s. This function is zero when a  = | 7r 
and therefore the two-term approximation to the boundary layer flow is identical 
to the one-term approximation in this case. When a  =  0 and a  =  | 7r, then F\ 
is infinite and therefore the asymptotic expansion breaks down in these limits. 
The function cot 2s has period | 7r and therefore all the results presented below 
for a wedge angle a  satisfying 0 < a  < | 7r also apply for the range p r < a  < 
2w. Finally we note that Fi is positive when | 7r <  a  < | 7r and therefore the 
streamwise velocity of the basic flow is greater than that given by the leading 
order boundary layer theory. For other values of a  the basic flow is slower.
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Detailed stability results in the form of x-k neutral curves are shown in Figures 3.6 
and 3.7 where the different curves correspond to different values of the wedge 
angle. Here we see that there are very substantial variations in the shapes of 
the curves and that the minimum value of x also varies considerably as a  varies. 
Figure 3.6 shows curves corresponding to the range 0 < 7 < 8 (i.e. 0 < a  < | 7r), 
or, equivalently, 16 < 7 < 24 (i.e. | 7r < a < 2ir). Those corresponding to the 
intermediate range, 8 < 7 < 16 (i.e. |w < a  < | 7r) are displayed in Figure 3.7.
When the wedge angle is a  =  | 7r (7 =  8) the neutral stability curve is unimodal 
and displays the usual characteristic for boundary layer flows of having a max­
imum wavenumber for which instability may be expected. As the wedge angle 
decreases from this value towards zero the curve rises and the critical distance 
increases. The reason for this may be understood in terms of the effect of the 
second term in the basic vertical velocity which is negative, and increasingly so as 
a  decreases. If, crudely speaking, we were to assume that instability takes place 
when the maximum streamwise velocity within the boundary layer attains a cer­
tain threshold value, then the decrease in this velocity due to the second term 
in the basic flow boundary layer analysis means that a greater distance from the 
leading edge is required before instability can take place.
On the other hand, when a  increases from | 7r, the second term in the boundary 
layer flow increases the upwards velocity making the flow more susceptible to 
instability. This is seen quite clearly in Figure 3.7, where the neutral curve is 
also found to attain a more complicated bimodal form. In this case, as a —» |x ,
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the singular case mentioned above for which the asymptotic expansion breaks 
down, the critical value of x gets increasingly close to zero.
The results from Figures 3.6 and 3.7 are summarised in Figure 3.8 in which is 
displayed the variation with 7 of the local extrema of the neutral curves. We see 
that there is very little variation of the critical value of x over most of this range, 
thereby lending confidence to analyses based only on the leading order boundary 
layer flow. However, anomalous results occur in the region fairly close to a  =  0 
and a  =  | 7r due to the incipient breakdown of the asymptotic analysis, and it is 
highly likely that a much more accurate representation of the basic flow will be 
required for such cases, and this may very well need to involve a full solution of 
the elliptic governing equations.
Another summary of stability results are shown in Figure 3.9, where the critical 
wavenumbers are plotted against the scaled wedge angle 7. There is also little 
variation of of critical value of k over most of the range, but large variations do 
occur near 7 =  0 and 16.
For Pr  =  0.7
Equivalent results for the case of air, for which Pr  =  0.7, are shown in Figures 3.10 
to 3.15. The first order basic boundary layer velocity profiles show identical 
behaviour to that observed for the water case: when a  =  | 7r or 7 =  8, F{ =  0; 
when a  < | 7r then F[ < 0 and when | 7r <  a < | 7r then F[ >  0.
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Again the neutral curve corresponding to the leading order boundary layer flow is 
given by the case 7 =  8 in Figure 3.12, and the curve is unimodal. As 7 decreases 
towards zero the neutral values of x increase in general, but the detailed evolution 
is complicated by the fact that the neutral curve becomes bimodal. When 7 is 
close to 8 the left hand minimum corresponds to the smaller minimum, whereas 
the right hand one assumes this dominance as 7 decreases.
Figure 3.13 shows that the neutral values of x decrease towards zero as 7 increases 
towards 16 (or a  towards | 7r); in this regard the behaviour is identical to that 
shown in Figure 3.7. However, the curves assume increasingly bizarre shapes as 
7 increases.
The overall variation in the extrema of the neutral curves with a  is given in 
Figure 3.14. In the ranges 1 < 7 < 5 and 17 < 7 <  21 (i.e. -^ < a/w < ^  
and if  < ck/tt < | | )  there is very little variation in the critical value of x. But 
outside of these ranges there is a very strong variation suggesting that the thermal 
boundary layer flow of air is particularly sensitive to the external geometry in 
terms of its stability characteristics.
A large variation of critical wavenumbers against 7 is seen in Figure 3.15. Al­
though for water the variation in kc is generally small (see in Figure 3.9), for the 
case of air, it is very significant.
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3.7 Conclusions
Over much of the range of wedge angles the criterion for the onset of wave convec­
tion in water does not vary greatly from that found when using only the leading 
order basic flow. However, when the wedge angle is close to 47r/3  (or to 0) the 
results become unreliable due to the fact that the second term  in the asymptotic 
expansion becomes unbounded and the asymptotic expansion ceases to be uni­
formly valid. For wedge angles less than this value, the basic flow is increased in 
strength relative to the leading order flow and instability is enhanced, whereas 
the opposite effect is found at wedge angles greater than | 7r. For air the neutral 
distance is much more sensitive to a  than for water.
It is generally recognised that there is a fundamental inconsistency in the study of 
the stability of boundary layer flows when using the parallel flow approximation. 
The basic flow is derived on the basis of an asymptotic theory as x —> oo, but 
the stability analysis yields a finite, sometimes fairly small, value of x. It may 
be argued that the basic flow may still be particularly accurate, despite it being 
the first term of an asymptotic theory. In the present chapter it is clear that 
the leading order thermal boundary layer using water is quite accurate since the 
variation in the stability criterion with wedge angle is small over almost all the 
range of angles. However, the parallel flow approximation, which is used in the 
stability analysis is also an approximation, and it may yield spurious results, as 
seen in Figure 3.13.
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The equivalent analysis for vortex instabilities in convective boundary layers in 
porous media was undertaken by Storesletten &; Rees (1998) who also found a very 
substantial variation in the critical distance with wedge angle. In that context 
higher order terms in the basic flow become infinite only as a  —► 0+. However, 
the conclusion there is that the variation in the value of x c with a  is too great 
for the theory to be deemed reliable. This is due to the fact that the basic flow 
is not sufficiently well-represented by the three-term asymptotic expansion used 
by them.
For the present flow we would recommend in general that the stability character­
istics should be studied using a more accurate basic flow, but the determination 
of this involves the computation of a steady elliptic system of partial differential 
equations which is of equal difficulty to a detailed unsteady simulation of the full 
equations, and therefore a direct fully numerical approach should be adopted. 
Such work has been undertaken and appears in Chapter 5 of this thesis.
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Chapter 4
The influence o f higher order 
effects on the vortex instability  
o f therm al boundary layer flow  
from inclined surfaces
4.1 Summary
In the present chapter we again consider the influence of higher order effects 
on the stability of free convective boundary layer flow. Now however we study a 
generally inclined boundary layer and assume that the disturbances have the form 
of longitudinal vortices. As in Chapter 3, we assume that the fluid is bounded
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by two semi-infinite flat plates. One of these is the heated upward facing surface, 
the other is either insulated or is at the ambient temperature of the medium. 
The surfaces again form a wedge of angle a , and the heated surface is inclined at 
an angle 6 to the vertical (see Figure 4.1). Although the leading order basic flow 
may be written in a form which is independent of both a  and 6, further terms 
are functions of a  and 6. We investigate the effect on the stability of varying a  
and S. In general we find that the critical distance is very strongly dependent on 
both these factors.
The basic flow used in the analysis is a two-term boundary layer approximation 
using the method of matched asymptotic expansions. A modified version of the 
Keller-box method is again used to solve the linearised disturbance equations 
numerically, whilst the basic flow is solved by a standard shooting method em­
ploying Newton-Raphson iteration techniques. We consider two types of fluids, 
air (Pr  =  0.7) and water (Pr  =  6.7) as working fluids.
In § 4.2 we derive the governing equations for thermal boundary layer flow from 
an inclined surface. A basic flow analysis is presented in § 4.3 using matched 
asymptotic expansions. The equations satisfied by the vortex disturbances are 
derived in § 4.4 using a small perturbation technique. The stability results are 
presented briefly in § 4.5. We give our conclusions in § 4.6.
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4.2 Governing equations of m otion
We consider the instability of free convective boundary layer flow from an in­
clined semi-infinite heated plate. A sketch of the flow configuration is shown in 
Figure 4.1. The equations which describe free convection are taken to be the 
incompressible continuity, Navier-Stokes, and energy equations. The unsteady 
equations of motion subject to the Boussinesq approximation are written in the 
nondimensional form,
du dv dw . .
^ + ^ + & = 0’ (41)
du du du du d P  d2u d2u d2u , .
m + u t e  + v a ;  + w t e  = - d ; + w  + w  + d ?  + 9 m s 6 ’ (42)
dv dv dv dv d P  d2v d2v d2v .
m + u d i  + v d i  + w d~z = - f y + w  + W 2 + d ? + ' ( }
dw dw dw dw dP  d2w d2w d2w .
m + u t e + v ^ + w d ;  = - - d ; + w  + w  + M '  (4-4)
39 39 39 39 1 (329 3 29 329\
T t + u d i  + v ^  + w ¥ z - f r ( w  + d i 2 w J '  ( }
Here x , y and z are the streamwise, cross-stream and spanwise Cartesian coordi­
nates, and u, v and w are the corresponding fluid velocity components, P  is the 
dynamical pressure, 0 is the fluid temperature, t is time, and Pr  is the Prandtl 
number. In equations (4.1)-(4.5) the angle of inclination of the semi-infinite sur­
face from the vertical is 6, where 0 < 6 < 7r/2  corresponds to an upward facing 
surface with the leading edge placed below the rest of the surface.
Equations (4.1)-(4.5) have been nondimensionalised in such a way that the Grashof
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number has been set to unity; this procedure is identical to that described in 
Chapter 3.
The surface y = 0, x >  0, is isothermal and is maintained at the nondimensional 
tem perature 0 = 1, whilst the other surface is held at the tem perature 6 = 0 
or else is insulated. The corresponding boundary conditions may be written as 
follows
u = v = w = 0, 0 = 1 at y = 0, £ > 0 ,  on <f> = 0 (4.6)
u = v = w = 0, 0 = 0 on (j> = a  (4.7)
Here <j> is measured counter clockwise from the heated surface.
4.3 Basic flow analysis
In this section we determine the two-term solution of the undisturbed basic
boundary layer flow using the method of matched asymptotic expansions. Very
similar asymptotic expansions were derived in Chapter 3 to analyse the basic 
flow. The basic flow is steady and two-dimensional and may be written in 
streamfunction-vorticity form. If we assume that all z  and t derivatives are zero 
and set
d ^ B  j  d ^ B fA oN„ =  _  and v = ~ —  (4.8)
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into equations (4.1)-(4.22), then we obtain the following set of equations for the 
basic flow,
V V *  =  lob (4.9)
2 d^BduB d^sduB dOs £ , dOB . £ / A m\=  —-----------------      — cos o -(- —— sm d (4.10)
ay ox ox ay ay ox
1 T72/9 d&B d ^ B 90 B (\ m
T ? 6b  ~ d ^ ~ d i  (4 1 1 )
subject to the boundary conditions,
=  0, 9b =  1, at y =  0, on </> =  0 (4.12)
Oy
i>B =  i>Bn = 0» 0b = o, on (l> = a. (4.13)
Here n as a subscript denotes the normal derivative.
The basic flow analysis follows in roughly the same way as in Chapter 3, where a 
matched asymptotic expansion was used to determine a series solution for the flow 
and temperature field. In the boundary layer region (x y) these expansions 
for the streamfunction and temperature are taken to be
i/jb =  #3/4(cos 6)1/4[F0(77) +  x~3^ 4Fi(r)) + ..........] (4.14)
6b  = H0(ri) +  x - ^ H ^ r i )  + .......... (4.15)
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where the similarity variable rj is given by
' i = xh*  (cos^)1/4- (4-16)
The functions To, T\, Ho, and Hi which appear in equations (4.14)-(4.15) satisfy 
the following ordinary differential equations
K "  + f FoF" -  \F qFq + Hq = 0, (4.17)
H'i + \ P r F 0H'0 = Q, (4.18)
F[" + |F o F "  -  \ F ’F{ + Hx =  1 tarn S(cos S)-1' 4 (r,H0 -  £  H0( t)d t )  , (4.19)
H"  +  \ P r  (FoHi)' = 0, (4.20)
At rj =  0 these functions satisfy the boundary conditions
F0 = Fi =  Fi = F[ =  0, (4.21)
H0 =  1, Hi  =  0. (4.22)
whilst the boundary conditions which allow an asymptotic match with the outer
region flow (i.e. as rj —► oo) are that
F ' - O ,  —|F 0(oo)(cos«)-1/4c o t( |a )  (4.23)
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Ho —► 0, H\ —► 0. (4.24)
We have omitted the details of the outer flow for the sake of brevity.
We note that the system of equations (4.17)-(4.24) have to be solved numerically 
using a standard shooting method scheme which was discussed in Chapter 3. 
Given the form of the similarity variable in (4.16) the leading order boundary 
layer flow is not dependent on a  and S. But the second term  is dependent on 
these parameters. The basic solution again has a singularity when a = 0 and |7r.
4 . 4  L i n e a r  s t a b i l i t y  a n a l y s i s
In this section we develop the linear stability equations for the basic flow given 
above. It is well-known that the primary mode of instability for an upward facing 
inclined hot surface usually takes the form of streamwise vortices (Sparrow &; 
Husar (1969)) and hence we will restrict attention to small amplitude disturbances 
of this form. We will also assume that the disturbances are locally independent 
of x ; the same assumption was made by Kahawita & Meroney (1974), Chen & 
Tzuoo (1982), and Haaland Ik Sparrow (1973a) to examine the vortex instabilities 
of free convection flow along inclined surfaces. Therefore we perturb the basic 
solutions by setting
u ( x , y , z , t )  =  uB{ x , y )  +  e u ( x , y , z , t )
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v (x , y , z , t )  =  vB(x,y)  +  ev(x,  y , z , t )
w(x , y ,z , t )  = t w(x, y , z , t )  (4.25)
P(x , y, t) =  Pb(x, y) +  e P(x,  y, z, t)
6(x ,y ,z , t )  = 0B(x,y) + t0 (x ,y , z , t )
where a hat corresponds to the disturbance component. The amplitude param­
eter e is assumed to be small asymptotically (e <C 1) and the substitution of 
equations (4.25) into the full governing equations (4.1)-(4.5) gives the following 
set of linearised disturbance equations,
du dv dw „ / .
Tx + d~y + T z = " '  (4-26)
du du *duB du *duB dP d2u d2u d2u -
+  — + +  +  —  +  —  +  — +  0 cos 6, (4.27)
Ot ox ox oy oy ox dxz oyz o z l
dv dv *dvB dv dvB A dP d2v d2v d2v * . , Ana\
d t +UBd i  + U~d^ + VBd^ + ~ d i V ~ ~ d ^  + d ^ + d ^  + d ? + m '^ '
dw dw dw dP d2w d2w d2w .
l j i + UBl h + VB~ f y = ~ l h + a ? ’  ^ *
dO dO .dOB dOA dOB 1
f t +UBTx + U^  + VBT y + V ^ - T r W  + W 2 + d72) '
(4.30)
and the appropriate boundary conditions required to solve the above disturbance 
equations are
u = v = w = 0 = 0J at y = 0, (4-31)
u, u, w, 0 —> 0, as y —► oo. (4.32)
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Experimental results (see Sparrow &; Husar (1969) and Lloyd &; Sparrow (1970)) 
indicate that the vortices which appear at some distance from the leading edge 
are steady and amplify downstream. These vortices must of necessity have a 
fixed spanwise wavenumber k , and therefore we will assume that the onset of 
convection corresponds to A =  0 if all disturbances are taken to be proportional 
to eXt. We also assume that at neutrality, the disturbances are independent of x\ 
in this regard we follow Chen h  Tzuoo (1982), and Haaland h  Sparrow (1973a) 
since our aim here is to determine how a more accurate representation of the basic 
flow affects the stability criterion. In view of all these considerations we assume 
that the various components of the vortex disturbances are functions of y and 
z, and are periodic in the spanwise direction z. Consequently, the disturbance
A A
quantities u, u, tt>, 0, and P  may be Fourier decomposed as
u = F(y)  cos k z , (4.33)
v = G(y)  cos k z , (4-34)
w = H(y)  sin kz,  (4.35)
0 = S(y)  cos k z , (4.36)
P = Q(y) cos kz. (4-37)
where F(y),  G(y),  H( y ), S( y ), and Q(y)  are functions of y, and k is the spanwise 
wavenumber of the disturbances.
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Equations (4.33)-(4.37) may now be substituted into equations (4.26)-(4.32). For 
computational convenience, we eliminate Q and H  to obtain three equations 
involving only F , G, and S. We then make a change of variables from (x , y) 
to (x , 77) where r) is defined in equation (4.16). The disturbance equations now 
become
F" -  vb X F '  -  fib2 +  ^ )  X 2F  =  X 2 ( j ^ G  -  Scots (4.38)
Giv -  vb XG'"  - \ 2k2 +  X 2G" +  k2vBX 3G' + k2 fib2 +  ^ )  X*G
= - k 2^ - X 4F  +  k2X 4S  sin S (4.39)
S “ -  Pr  vBX S '  -  k2X 2S  = Pr  X 2 +  ^ ~ G')  (4.4°)
where X , a scaled streamwise coordinate, is defined as
* < * ■ '> - f c f s f  ( 4 J 1 )
and where primes represent derivatives with respect to 77. The corresponding 
boundary conditions to be satisfied by the disturbance equations are that
F  = G = G' = S  = 0, at 77 =  0, (4.42)
and
F, G, G', S -► 0, as 77-> 00. (4.43)
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The system of equations (4.38)-(4.43) is homogeneous and form an 8th order real 
eigenvalue problem for x in terms of k and Pr.  Non-trivial solutions may be 
obtained by defining the normalisation condition
S'(0) =  1. (4.44)
Equations (4.42)-(4.44) now contain nine conditions to solve the eighth order 
system of equations (4.38)-(4.40) together with the eigenvalue, k.
Again to summarise the stability results, it is necessary to find out the value 
of the critical distance x c. However this value is a function of wavenumber k. 
Therefore it is necessary to minimise x  with respect to k. In order to do this, we 
implement equations (4.38)-(4.40) with a further new set which is obtained from 
(4.38)-(4.40) by differentiating with respect to k and setting | |  =  0. If we now 
define F,  Q and S  according to,
^  dF  „ dG „ d S
*  =  W  S = d k  and  s = d k  ( 4 4 5 )
then T ,  Q and S  satisfy
T "  -  vBX F '  -  ( k 2 +  ^ j  X 2T  = X 2 -  s  coss \  + 2k X 2F  (4.46)
Giv- v Bxg'" -  (2k2 + x 2g"+k2vBx 3g'+k2 ( i t2 +  ^ )  x*g
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=  k2X 4S  sin 6 -  k2^ - X 4T  - 2 k ^ - X 4F  - 2 k v BX 2G'
OX ox
+ 4k X 2G" -  2k (2k2 +  vB) X 4G + 2 k X 4Ss inS  (4.47)
S"  -  Pr  vBX S '  -  k2X 2S  = Pr  X 2 +  2 k X 2S  (4.48)
and the corresponding boundary conditions are
f  = Q = Q' = S  = 0 at 7/ =  0 (4.49)
F , G , G ' , S —> 0 as 77 —> 00. (4.50)
The normalisation condition at 77 =  0 is derived from (4.44) and is
S'(0) =  0. (4.51)
Now the equations (4.38)-(4.40) and (4.46)-(4.48) are a 16th order ordinary system 
of equations together with the eigenvalues X  and k. This system of equations 
must be solved with 18 boundary conditions which are specified in (4.42)-(4.44) 
and (4.49)-(4.51).
We again use a suitable modified version of the Keller-box method to solve this 
ordinary differential eigensystem. The method is identical to that used for the 
wave instability problem discussed in Chapter 3 and differs only in the fact that 
we are solving an 8th order rather than a 16th order eigenvalue problem (or 16th 
order rather than a 32nd order system when allowing for the minimisation of x c
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over k). Once more the basic flow equations (4.17)-(4.24) were solved using a 4th 
order Runge-Kutta method coupled to a shooting method algorithm.
We have used rjoo =  10 with dr) =  0.1 for Pr  =  0.7 and 6.7 and found that 
sufficiently accurate results are obtained for the stability analysis.
4.5 Num erical results
In this section we present details of the numerical results. We have scaled the 
critical distance x c and wavenumber kc with respect to the inclination 6 (0° < 
S < 90°) using
xc =  xc64/3, (4.52)
%c =  (4.53)
The reason for these scalings is that when 6 is close to 0 (i.e. the surface is 
close to vertical), the critical distance x c becomes infinite, but the new scaling 
gives a finite critical distance, x c =  26.35 (for Pr  =  0.7), as 8 —► 0. A similar 
type of scaling was used by Storesletten &; Rees (1998) and Hsu & Cheng (1979) 
to analyse vortex instabilities in porous media, although the power of 6 used in 
those studies is different. Therefore we will present the results of the variation of 
x c, x c and kCJ kc with both wedge angle a  and inclination angle 6 in considering 
both the one-term and two-term basic boundary layer flow.
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Before presenting the detailed results of our stability analysis it is necessary 
to consider first some of the implications of the dependence of F[ on a. One 
component of the solution for F[ is proportional to cot |a ;  see the boundary 
condition (4.23). Although this function is zero when a  =  | 7r =  120°, the two- 
term boundary layer solution is not identical to the one-term solution, because 
there is a second component of F[ which corresponds to the inhomogeneous term 
in (4.19). Therefore the two-term stability results when a  = \ ts will not be 
identical to those obtained using only the one-term solution. This is unlike the 
case considered in the previous chapter where F[ is proportional to cot | 7r.
Again, when a  =  0 and a  =  | 7r =  240°, F[ is infinite and the asymptotic 
series breaks down in these limits. Furthermore, the function cot | a  has period 
| 7r and therefore all the results for the range 0 < a  <  | 7r also apply for the 
range | 7r < a  < 2ir. Finally we note that F[ is positive when |x  <  a  <  | 7r, 
and therefore the two-term streamwise velocity is greater than that given by the 
one-term only. For other values of a  the basic flow is slower.
4.5.1 N eutral stability for Pr  =  0.7
First we present here the stability characteristics for air by choosing the Prandtl 
number, Pr  =  0.7. These are summarised in Figures 4.2 to 4.8.
Figure 4.2 displays the variation of the critical distance x c against the inclination 
angle S for air. A selection of wedge angles has been taken in the range 0° <  a  <
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240°; a detailed choice of a  values is shown clearly in Figure 4.4. We note that 
the dashed curve corresponds to taking only the one-term solutions of the basic 
boundary layer flow; this is also true in the following Figures 4.3, 4.4, and 4.5. 
For all values of a  the critical distance x c increases as 8 decreases. This implies 
that when the isothermal plate approaches the vertical, the free convective flow 
is more stable with respect to vortex disturbance. In this situation, the critical 
distance x c becomes infinite and hence the vortex mode of instability does not 
take place. This is due to the decreasing effect of the buoyancy force in the 
normal direction of the plate and shows that the streamwise vortices are a thermo- 
convective instability in this context. Unfortunately it is impossible to compare 
this behaviour with experimental work, such as Lloyd & Sparrow (1970), since 
waves take over as the dominant instability mechanism as 8 decreases.
Figure 4.2 also shows that there is a very substantial variation in the critical 
value of x c as a  varies for fixed values of 8. This suggests that the external flow 
has a substantial effect on the stability criterion.
The variation of the critical wavenumber, fcc, with inclination angle, 8, is plotted 
in Figure 4.3. As the angle of inclination increases, kc increases. This may 
be understood if one were to assume that the wavelength of the vortex always 
remains roughly of the same order of magnitude as the boundary layer thickness. 
Now since x c decreases as 8 increases, the boundary layer thickness at onset also 
decreases and therefore kc should be expected to increase.
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From Figure 4.3 we see that for any fixed value of 8 the value of kc is almost 
independent of the wedge angle a. This is a surprising result given the variation 
of x c with a  and the above argument.
Figure 4.4 displays the variation of the scaled critical distance x c against the 
inclination angle 8 for the previous set of discrete values of a  in the range 5° < 
a  <  235°. We note here again that for the dashed curve, which corresponds to 
taking only the one-term solution of the basic boundary layer flow, this result 
is very close to that obtained for a  =  130°. In this case, for which the heated 
surface is inclined, the two-term approach to the basic flow when a  =  | 7r =  120° 
is not identical to the one-term approach, unlike when the surface is vertical.
Figure 4.4 shows more clearly than Figure 4.2 the variation of the neutral dis­
tance with a , and confirms that the variation is very substantial. Therefore it is 
clearly understood that the external domain exerts a very large influnce on the 
stability characteristics of the flow. However, when the heated surface is close 
to the vertical, i.e. 8 is small, then there appears to be little variation in the 
critical distance x c. The unsealed value x c is asymptotically large as 8 —> 0, 
and therefore the second term in the boundary layer expansion is asymptotically 
small compared with the one term  basic boundary layer solution.
Although we omit presentation of detailed (x-k ) neutral curves, these again be­
come increasingly bizarre shapes as a  approaches 240°; this is why the curves
A
for large values of a  terminate prematurely. Although the variation in kc with
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a , shown in Figure 4.5, appears to be larger than is shown in Figure 4.3, the 
vertical scale used in Figure 4.5 is greatly expanded. Again this confirms the 
near independence of Jcc with respect to a.
Figures 4.2 to 4.5 used 6 as the abscissa; the corresponding variation of the neutral 
values with a  as the abscissa are depicted in Figures 4.6 to 4.8.
Figure 4.6 displays the effect on the critical distance x c of varying the wedge angle 
a. Here we have chosen to use different surface inclinations 6 =  5°, 10°, 20°, 30°, 
40°, 50°, 60°, 70°, and 80°. The dotted (•) results correspond to considering only 
the leading order basic flow. The computed value x c shows quite marked variation 
with cl. The number of terms in the basic flow has a very significant effect on 
the critical distance and this effect increases as 6 increases. When 6 is very small 
(e.g. 6 =  5°), there is little difference between the results using the one-term and 
two-term approximations, and it is within this regime that waves are more likely 
to appear. However, when a  is close to either 0° and 240°, x c begins to show 
large variations. As mentioned in Chapter 3, the first order velocity component 
(Fj) becomes very large in these limits. When S increases, this variation also 
increases and is quite large even at 6 =  40°.
Figure 4.7 appears to show clearly that x c does not vary much with a , in contra­
diction to the conclusion based on Figure 4.6. However this is simply a m atter 
of the vertical scale used in the figure where the absolute variations are more 
evident than relative variations. However Figure 4.8 confirms emphatically our
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earlier observation that the wavenumber is almost independent of a.
4.5.2 Neutral stability for Pr  =  6.7
Equivalent results for the case of water, for which P r = 6.7, are shown in Fig­
ures 4.9 to 4.15. The general trends described above for air also occur for water.
Figure 4.9 shows the same trend that the critical distance x c becomes infinite 
as 6 —> 0. In general, comparing with the results for air, the critical distances 
for water are smaller. However, this is true only in terms of the nondimensional 
distances and is not necessarily always true for the dimensional distances. To 
illustrate this, consider a particular case. The nondimensional neutral distance 
derived for air (Pr  =  0.7) at 8 =  40° and a  =  120° is x c =  36.369, and for water 
(Pr  =  6.7) it is x c =  23.468.
The length scale is defined in Chapter 3 (see equation 3.13). For a given situation 
consider g and AT are to be the same. We need to compare
/ 2 \ 1/3 / 2 \  1/3
36.369 I V—  ) and 23.468 I V—  IP) ■ \ P)~ /  air \  ' / water
In fact, if we consider A T  =  10oC and g =  9.81 JV, at the Atmospheric pressure 
the values of u, ft are 1.50 x  10- 5m 2s _1, 3.40 x lO-3^ -1 for air and 10.04 x 
10- 7m2s -1, 2.1 x  10~4K ~ X for water respectively. Therefore the dimensional 
neutral distance for air is x c = 3.189cm and for water is x c = 0.858cm, smaller
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than for air. Hence this also suggests that the destabilisation takes place nearer 
to the leading edge for water.
Figures 4.10 and 4.12 also show the same trend that the critical wavenumber 
decreases towards zero as 8 —> 0. But the variation of critical wavenumbers with 
a  is greater than that for air. This is opposite to the variation of critical distances 
with a , see Figure 4.11, where x c has less variation with a. than for air.
Figures 4.13 to 4.15 depict the variation of neutral values with a  as the ab­
scissa. When S is small, the difference between the results using the one-term 
and two-term boundary layer approximations is little. Figure 4.15 also shows the 
wavenumber is almost independent of a  -  which was same observation for the 
case of air.
4.6 Conclusions
We have used the theory of matched asymptotic expansions to determine a two- 
term approximation to the basic free convective boundary layer flow which is 
induced by an inclined heated surface. This flow has been analysed for stability 
with respect to vortex disturbances using the parallel flow approximation. The 
aim has been to determine what influence a more accurate representation of the 
basic flow has on the computed stability criteria.
Although the critical distance x c is strongly dependent on the angle of inclination
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6, we have found that it also varies substantially with changes in the wedge angle 
a. In this regard we may say that stability criteria derived using the leading 
order boundary layer flow are unreliable in general since the basic flow is clearly 
inadequately represented using one-term. However, the presence of the second 
term in the basic flow yields stability criteria which are dependent on the overall 
shape of the convective domain. The only exception to this situation is when 
the heated surface is close to the vertical, for it is only in this limit that the 
second boundary layer terms are small compared with the leading order terms, 
and therefore the leading order criterion is accurate. However, it is in this regime 
that wave-like instabilities become more important than vortices.
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Chapter 5
R eceptiv ity  of free convection  
flow from a heated vertical 
surface. I. Linear waves
5.1 Summary
Our objective is to perform a numerical investigation of the linear instability 
of thermal boundary layer flow over a vertical surface by introducing thermal 
disturbances near the leading edge. The nonlinear elliptic time-dependent Navier- 
Stokes equations are solved to obtain the steady state flow, and this solution is 
then used to linearise the full equations. The fully elliptic linearised perturbation 
equations are then solved in order to determine the stability characteristics of the
boundary layer.
The imposition of a localised thermal disturbance at one point in time and near 
to the leading edge is found to develop in both space and time. As the leading and 
trailing edge of the developing disturbance both accelerate downstream and leave 
the computational domain, the wave instability is confirmed as being convective 
(advective) in nature.
The majority of this chapter is concerned with the response of the boundary layer 
to time-periodic variations in the surface temperature near the leading edge. This 
may be regarded as a thermal equivalent of the classical vibrating ribbon exper­
iment. We find that the response of the boundary layer consists of a transient, 
which is advected along the boundary layer and eventually disappears from the 
computational domain, and a time-periodic flow. The amplitude of the time- 
periodic response depends very strongly on the forcing frequency, but it is found 
that the forcing frequency which gives the largest response varies with the loca­
tion at which the amplitude is measured. This optimum frequency increases with 
disturbance downstream. The results of these elliptic calculations are compared 
with those obtained by assuming the parallel flow approximation, as described 
by the “two-term” solutions of Chapter 3.
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5.2 Equations o f motion and boundary condi­
tions
5.2.1 Governing equations
We consider the two-dimensional free convective boundary layer flow from a ver­
tical semi-infinite heated plate. A schematic diagram of the flow domain showing 
the coordinate directions, the transformed coordinates and the boundary condi­
tions is shown in Figure 5.1. A Cartesian frame of reference is chosen, where 
the z-axis is aligned vertically upwards with the heated surface, and the y-axis 
is perpendicular to this. The equations which describe the free convection from 
a vertical plate are taken to be the incompressible continuity, Navier-Stokes, and 
energy equations subject to the Oberbeck-Boussinesq approximation. For un­
steady two dimensional flow this system is written in the dimensional form
where u and v are the velocity components in the x  and ^-directions, respectively, 
P  is the dynamic pressure, T  is the temperature of the fluid, t is the time, g is 
the gravitational acceleration in the negative ^-direction, p is the density of the 
fluid, v is the kinematic viscosity, k is the diffusivity and is the coefficient of 
thermal expansion.
In non-dimensionalising the variables, the following dimensionless groups of vari­
ables have been introduced,
(x,y) = d (x ,y ),
(u,u) =  U(u,v),
_ d
t = u t ’
T - T 00 = (TW-  TX )B, (5.5)
where natural length and velocity scales are given by,
U =  ( g P A T v f 3 . (5.6)
Here Tw is the temperature of the plate and Too is the ambient temperature of the 
fluid with Tw > T ^ .  On using those dimensionless variables which are defined in 
equations (5.5) and (5.6), the continuity, Navier-Stokes, and energy conservation 
equations may be rewritten in non-dimensional stream function (^), vorticity
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(u>), and temperature (0) form,
V 2ip =  lj ,  (5.7)
du) _ 2 dip du dipduj 00 , oX
~ d t= I h f y  ~  Ih jl fr  + f y '  ^
&Q 1 t-72/i dip 00 dip 06 t .
( 5 - 9 )
where the stream function is defined by u =  ipy, v =  — ipx and the vorticity is 
defined by (5.7). In equation (5.9) the Prandtl number is given by Pr  =  i///c. It 
is important to note that our scalings do not cause a Grashof number to appear in 
the governing nondimensional equations. That this is acceptable follows from the 
fact that there is no externally defined length scale in the idealised configuration 
being studied, and that the lengthscale defined in equation (5.6) is equivalent to 
setting the usual Grashof number to unity; such a procedure has also been used 
in studies of vortex disturbances in thermal boundary layer flows in porous media 
undertaken by Rees (2001) and Rees (2002).
5.2.2 Coordinate transform ation
The usual boundary layer approximation to equations (5.7)-(5.9) is satisfied by 
the solutions
ip =  x3/4f(r)), 0 = g(rj), u; =  x llAf n(r]) (5.10)
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(see Pohlhausen (1921); Ostrach (1953)) where rj =  y / x 1^ * is the similarity vari­
able and the functions /  and g satisfy the leading order boundary layer equations,
subject to the boundary conditions
/ ( 0) = /'(0) = </(0) - 1 = 0, (5.13)
f  ,g  0 as rj —+ oo. (5.14)
This form of the similarity variable motivates the use of the Schwartz-Christoffel 
transformation
f ( f +  **7 )]4 =  (z +  *y)3 (5.15)
which we use because it guarantees an orthogonal grid optimising the iterative 
numerical solution of Poisson equations such as (5.7) by maintaining diagonal 
dominance. In polar coordinates, the transformation may be written in the form,
£ =  | r 3/4 cos \<f>, (5-16)
V =  | r3 4^ sin \4>i (5-17)
where r  is the nondimensional radial distance from the origin and <f) is the angle
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from the upward vertical. In terms of £ and 77, equations (5.7) to (5.9) become
W  W  ~ ( }
d u  d2u  d 2u  dipdu) dtpdw ^,112 f  ^  • 1 1 1
c  *  -  ^  +  a ?  +  i f  3 T  s ?  « f +  c ' ( 5 " " ! * + 5 J “ • i * J • <5 1 9 >
r 9 0 _ J _ ( 9 ^  , ^ \  drpdO_d>pde  
dt  Pr  \ d £ 2 d r f )  d£ dr, dr, d f  [ J
where the function, C, is given by
^ M i r ^ 2) 173- (5-2i)
We note that it is not possible to write these equations explicitly in terms of £ 
and 77, but the ^-dependent terms in (5.19) may easily be computed using the 
definitions of £ and 77 in equation (5.16).
5.2.3 Boundary conditions
The corresponding boundary conditions to be used to solve the equations (5.18)-
(5.20) are
=  -07, =  0, 0 = 1 on 77 =  TJmin = 0, (5.22)
0  =  ^  =  0, =  0 on (  = tmin, (5.23)
ipr, =  o, u  = 0, 0 =  0 on 77 =  Tjmax. (5.24)
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The conditions on %!> on rj =  rjmin and £ =  fmin correspond to the no-slip condi­
tion, while the conditions on if) and u  given in (5.24) correspond to the conditions 
satisfied by the self-similar boundary layer solution and therefore r)max must be 
sufficiently large to contain the developing disturbances. The thermal bound­
ary conditions correspond to a unit temperature heated surface, a zero ambient 
temperature and an insulated surface at f  =  fmtn.
In our computations we take £mtn =  20; this means that the corresponding curved 
surface is nearly horizontal, as displayed in Figure 5.1. Given the form of C in 
equation (5.21) and its presence multiplying the left hand sides of (5.19) and
(5.20), the value of £mt-n chosen allows us to use the DuFort-Frankel method to 
march the solution in time. If had been chosen to be 0, which corresponds 
to a second plane surface at an angle of 120° to the heated surface, then a more 
difficult and computationally slower fully implicit method, such as that used by 
Rees Sz Bassom (1993), would need to be adopted. Although the present choice 
of tmin is a device which simplifies the computational code development, the fact 
that the flow is advectively unstable, rather than absolutely unstable, suggests 
that the effect of this slight change in the computational domain is minimal.
The boundary conditions at outflow at f  =  £max are discussed at length and are 
given in § 5.3.
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5.2.4 Boundary layer approximation
The steady state boundary layer approximation may also be recovered from equa­
tions (5.18)-(5.20) in the following forms
d2V> / 3 2/3
Of}'* =  (f{ ) W, (5.25)
d 2u  d t p d u  di>du> , 3 y / 3 d &  . .
+  +  W  d j  =  ° '  (5 '26)
1 520 +  w e e  _  W  =  o, (5.27)
P r  0772 drj drj d£ 
where it has been assumed that { rj. The solution in this coordinate system is
V>~f£ /(v)>  u  ~  ( I f ) 1/3 /"(»/)> 0~s(>?)> (5-28)
where /  and g satisfy equations (5.11), (5.12) and where ~  x3/4 when { >> 77, 
as may be seen from (5.15).
5.2.5 Linearisation techniques
We consider a small disturbance in the steady flow and the flow variables are 
written as
HZi ^  *) =  <?(£> *7) +  *?> *)» (5*29)
w ( f , »7,0  =  6>(f»*7) +  «^(£> V, t), (5.30)
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H it  >?, 0  =  i )  +  *Hit <)i (5.31)
where e is asymptotically small, so that powers of e may be neglected. Fur­
thermore an overbar denotes the steady flow variables and a hat denotes the 
perturbation variables.
Substituting (5.29)-(5.31) into equations (5.18)-(5.20) and dropping terms that 
are nonlinear in e leads to two sets of equations: one for the steady flow and the 
other for the perturbation flow. The steady flow equations are given by (5.18) 
to (5.20) with the addition of the overbar on all dependent variables and the 
omission of the time-derivative terms. The perturbation equations are given by
d H  82i>
( 5 - 3 2 )
duj d2u  d2Cj fd ^d C j dtydCbX f  du) dip d C jd ^ \
dt d£2 drj2 \  d£ dr) drj d£ J \  dr) d (  d( dr))
+ C 1/2 sin cos t y )  , (5.33)
80 _  1 ( 8 29 820 \  (di>8$ 84>d$\ 1 89 8j> 89dj>\
dt ~  Pr [ d ?  + dr)2)  + \ 8 £  dt) dr) 8 ( )  + \8rj 8 (  d ( d r ) ) ’ '
and the corresponding boundary conditions are
%j) =  =  0, <9 =  0 on r) =  r)min = 0, (5.35)
^  ^  =  0, <9^ =  0 on £ =  £min, (5.36)
i>n = 0, u  =  0, 0 =  0 on rj =  r)max (5.37)
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The general procedure the solving the perturbation equations is as follows. First, 
we compute the steady state basic flow satisfying the nonlinear equations (5.18)-
(5.20). The reason for needing this is that the solution of the boundary layer 
equations departs quite markedly from the solution of steady elliptic equations 
near £ =  fmtn. Secondly, we solve the linearised disturbance equations (5.32)- 
(5.34) for a variety of initial conditions/boundary conditions in order to study 
the stability characteristics of the boundary layer flow.
5 . 3  N u m e r i c a l  m e t h o d
5.3.1 Overview
Finite difference techniques were used to solve the system of nonlinear equa­
tions (5.18)-(5.20) and the system of linear equations (5.32)-(5.34). The overall 
numerical scheme is second order accurate in both time and space.
The time-dependent equations are discretised using central differences and the 
DuFort-Frankel method is used for the time-derivative and diffusion terms.
The Jacobian terms are approximated using the Arakawa formulation (Arakawa 
1966) which was designed to be particularly suitable for flows which are unstable. 
In this method, the physical quantities such as the kinetic energy, vorticity, and 
momentum itself are conserved in the absence of diffusion. Thus non-linear com­
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putational instabilities cannot occur as the quadratic quantities are conserved 
using this finite difference approximation. This follows from the fact that if the 
quadratic quantities are conserved with time when summed over all grid points 
in a domain, the quantity itself will be bounded, at every individual grid point, 
throughout the entire duration of a long-term integration.
Derivative boundary conditions are approximated using a standard fictitious 
point approach, for although a straightforward first order approximation at a 
boundary does not destroy overall second order accuracy, the fictitious point 
method has a smaller absolute error.
The Poisson equation for the streamfunction has been solved using a multigrid 
correction scheme to accelerate iterative convergence. It incorporates a V-cycling 
algorithm involving the line Gauss-Seidel relaxation procedure. The method is 
based on that described in Briggs (1987). The sweeps are performed on the 
matrix of equations, which are in central difference approximation form, with 
both horizontal and vertical line sweeps per relaxation procedure. Two relax­
ation sweeps are undertaken on each level before moving on to either finer or 
coarser grids. The matrix equation is in tri-diagonal form and is solved using a 
tri-diagonal matrix algorithm. Some of these numerical methods are discussed 
separately in following subsections.
81
5.3.2 Central differences and the DuFort-Frankel m ethod
The time dependent vorticity and energy equations are discretised using central 
difference approximations, which are second order accurate in both time and 
space. The DuFort-Frankel method is based on Richardson’s method, which 
is well-known to be unconditionally unstable. The DuFort-Frankel method is 
obtained by replacing the central term in the finite difference molecular form of 
the diffusion term by the appropriate average of the values between the previous 
and the new time values. To illustrate this we use Fourier’s two-dimensional 
equation in Cartesian coordinates,
dt d x2 dy2’  ^ ^
where C is a representative variable. This may be discretized using Richardson’s 
method as
/ • n + l    /■n—1 /■n   0 /" n  _L f n   9 / -71 _L
S i,j S i , j  _  S i - 1 , j  i S i+ l , j  , S i , j - 1  ^ S i , j  *1" S iJ + 1  /K orkX
m  “  s P  +  w  ’ { ’
where Qj is the numerical approximation to C(zt-, y j , tn). The grid points for t , x 
and y are defined by tn = n6t, X{ =  iSx , and yj =  j6 y , where the step lengths 6t, 
6x , and Sy are constant. This method has second order accuracy in both time 
and space, but it is unconditionally unstable. The method of DuFort-Frankel is 
obtained by replacing by ( Q /1 +  which not only retains the second
order accuracy, but also gains unconditional stability for Fourier’s equation. The
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DuFort-Frankel discretisation of (5.38) can be written down in moleculer form
as,










using standard finite difference molecule notation.
This method is unconditionally stable for the one, two and three-dimensional 
Fourier’s equation. A great advantage of the DuFort Frankel method is that 
it is technically an implicit method, but that it may be encoded as an explicit 
scheme, thereby combining the advantages of both implicit and explicit schemes. 
On the other hand the Crank Nicholson method, which is frequently used for 
problems similar to that of (5.38), requires iteration at each timestep and iterative 
convergence is not guaranteed for nonlinear equations.
The DuFort-Frankel method as applied to (5.38) is unconditionally stable, but 
when nonlinear terms are added to the governing equations, the method loses 
this property. Although this is a drawback, other implicit methods, even if they 
were to be formally stable for nonlinear equations, may not converge.
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5.3.3 Arakawa formulation for the non-linear term s
The non-linear terms in the equations are evaluated using the Arakawa (1966) 
formulation. This method overcomes non-linear computational instabilities as­
sociated with other central difference approximations for the Jacobian. In this 
method, the mean vorticity, mean kinetic energy and mean square vorticity are 
conserved in time (in the absence of diffusion) by combining three different ap­
proximations to the Jacobian. The method is given by
T / . m  d A d B  d B d A  J ( A ,B )  =
dx dy dx dy 
1
(A + ij A i- ltj)(B ij+1 Bitj - 1)12SxSy
+(A+i,j)(#t+i,j+i -  Bi+ij-i) -  (Ai-ij)(Bi-ij+i -  B{-i,j_i) 
—(Aij+i)(Bi+itj+i — Bi-ij+i) + (Aij-i)(Bi+ij-i — Bi-ij-i) 
+(#t\j+i)(A i+i j +i — Ai-ij+ i) — (B ij- i) (A i+ ij- i  — i j - i )
- ( B i+ljj ) ( A i+i tj +i — A i + i j - i )  + (Bt_itj)(At_ij+i -  Aj-ij-i) (5.41)
where the grid is again defined by X{ = iSx and yj =  j6y. This formulation 
is easy to implement and less numerically diffusive than upwinding schemes for 
example, whilst retaining second-order accuracy. One drawback however, is that 
it may only be applied to a uniform grid in its present form. Its application
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to non-uniform meshes has not been investigated as far as we are aware and is 
beyond the scope of this thesis.
5.3.4 Derivative boundary condition approximation
On £ = £min, (i =  0), equation (5.18) may be approximated by
“  (5.42)
since 0 o,j =  0 on the surface. At the { =  fmtn boundary, 0^ =  0, which implies 
that
01,j -  0 -1 ,j
2 S(
=  0 => =  0i, j (5.43)
Using equations (5.42) and (5.43) the vorticity at the £ =  £mt-„ boundary may be 
expressed in terms of 0  on the internal points only, and is given by
2
c mw0J «  r H c tv ' k j  (5-44)
This is often known as the ghost point or fictitious point method because of its 
use of 0 - i j  which lies outside the computational domain.
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5.3.5 Multigrid scheme
The method is based on that described in Briggs (1987). In describing the multi­
grid method we follow the notation of Briggs which is completely unrelated to
the notation of the rest of the thesis.
The Poisson equation (5.7) may be written in the form
Lu = / ,  (5.45)
where u is the exact solution of the discretised system of partial differential equa­
tions, L represents the finite difference operator and /  is the right hand forcing 
function. If an approximate solution, u, is given then the error is expressed as
e =  u — v. (5.46)
The residual, r, is a measure of the amount by which the approximation v fails 
to satisfy the system of equations and it is defined by,
r = f  — Lv. (5-47)
A very useful relation between the error and the residual, known as the residual
86
equation, may therefore be formed,
Le = r. (5.48)
Typical relaxation schemes such as Gauss-Seidel or Successive Over-Relaxation 
possess what is known as the smoothing property, which makes them very effective 
at eliminating high-frequency, oscillatory components of the error, but they are 
far less effective at removing low-frequency, smooth components. On a coarse
grid, the low frequency errors from the point of view of the fine grid, look more
oscillatory (i.e. are higher frequency errors) and therefore the smoothing property 
of the relaxation scheme is more effective on the coarse grid. This forms the basis 
of the Multigrid method where the residual equation is used to relax on the error 
on successively coarser grids.
For a two level grid, with the fine grid having half the grid spacing of the coarse 
grid, the routine loosely follows the following strategy where superscripts denote 
the steplength corresponding to the grid being considered,
• Relax on L huh = f h on Clh to obtain an approximation vh,
• Compute the residual rh =  f h — L hvh,
• Transfer (restrict) the residual from grid Cth to £l2h : rh —► r2h,
• Relax on the residual equation L2he2h =  r2h on Ct2h to obtain an approxi­
mation to the error e2/l,
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• Transfer (prolong) the error from grid Q2h to Qh : e2h —> eh,
• Correct the approximation obtained on Q,h with the error estimate obtained 
on £l2h : vh —> vh +  eh.
Here Qh and Cl2h define the fine and coarse grids respectively and h denotes the 
steplength. When the maximum residual, as defined in equation (5.48) falls below 
a suitably small limit to get the accurate solutions of the difference equations, 
the procedure is deemed to have converged.
The prolongation operator is a straightforward linear interpolation routine de­
noted by =  V*, and defined by
V l v  =
= t o # +
1&1 A+1 =  i  ( * #  +  V & J + Vff+1 + (5.49)
T h e restr iction  operator takes th e  form  o f  a  fu ll w e ig h tin g  rou tin e defined by  
I l hV h = V 2h, w here
(^2i+l,2j+l +  ^ 2 i-l,2 j- l  +  ^ 2i+ l,2j-l "b ^ 2i-l,2j+ l
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+ 2 ( ^ +i,y  +  V2l 1M +  Vfit2j+1 +  V * ^ )  + (5.50)
The alternative would be to utilise an injection operator, where the coarse grid 
value is taken direcly from the corresponding fine grid point -  such a method, 
though more straightforward to encode, results in a less efficient algorithm.
The relaxation procedure utilised to solve for the approximation v and the error 
e is a straightforward Gauss-Seidel line relaxation procedure. It uses the most 
recent approximation in order to calculate the new approximation. Sweeps are 
performed on the m atrix of equations, which are in central difference approxima­
tion form, with both horizontal and vertical line sweeps per relaxation procedure. 
Two relaxation procedures axe undertaken on each level before moving on to ei­
ther finer or coarser grids. The central difference operator L in equation (5.45) 
forms a block tri-diagonal matrix and is solved using a tri-diagonal matrix algo­
rithm. The details of the tri-diagonal matrix algorithm are very well known and 
will not be repeated here.
5.3.6 Outflow boundary conditions
The conditions to be applied on the outflow boundary follow the methodology 
introduced by Kloker et al (1993). The naive imposition of boundary conditions 
involving either the first or second derivatives of dependent variables result in 
the progressive upstream propagation of spatially pointwise oscillations which
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eventually degrade the evolving solution. Kloker et al (1993) discuss at length 
six different strategies for dealing with outflow conditions and conclude that, 
for the Blasius boundary layer at least, a very satisfactory method is to use an 
absorbing buffer region. Such a region is used to damp out disturbances to the 
basic flow. The method has also been used very satisfactorily in other flows; 
see Haddad h  Corke (1998), Collis h  Lele (1999), Wanderley & Corke (2001), 
and Fasel (2002).
For the present problem the concept of a buffer region translates into setting
Xd is t  =  B F ( 0  x Xd i s t  (5-51)
at each timestep. Here Xd is t  represents either the vorticity or temperature 
disturbances, x°ld is the computed value of x  obtained using the DuFort Frankel 
method subject to the boundary condition d x /d (  =  0 at £ =  and x new is 
the value of x which is used to compute x at subsequent timesteps. The buffer 
function, BF(£), takes the value, 1, in most of the computational domain, but 
is a 6th order polynomial in f  which decreases from 1 at the start of the buffer 
region to 0 at outflow. At both the beginning (£ =  £&i) and the end (£ =  £&2) 
of the buffer region the function has zero first and second derivatives. In more 
detail, the buffer function used was
B F ( 0  = 1 f  < 61
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B F ( t )  =  1 -  10<73 +  15<t4 -  6<r5 t i l  < ( <  (t2 (5.52)
B F (Q  =  0 (  >  62
where
, =  i z & L .
( b 2 ~  ( b l
For nonlinear problems, such as those involving the computation of the basic 
steady flow and the unsteady flows which are considered in the next chapter, the 
outflow formula, (5.51), may be written in the following form which is suitable 
for solving for the true variables, rather than for disturbances,
=  B F (() x Xold +  [1 -  BF(()]  x x basic (5.53)
where x bastc represents the basic boundary layer solutions of the corresponding 
variable (vorticity or temperature) which is obtained from the steady solutions 
of equations (5.18)-(5.20).
5.3.7 Grid generation and com putational domain
The Poisson equation for the streamfunction was solved using the multigrid V- 
cycling scheme which is described in § 5.3.5. In our computations we took £max = 
620, fmin =  20, rjmax = 12 and rjmin =  0, with a regular grid of 480 points in 
the f  direction and 48 points in the rj direction. This size of grid was chosen
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as a compromise between accuracy of solution and realistic computational times. 
Hence = 58r), and so a line relaxation method (as opposed to a pointwise 
method) is required. We were able to take 5 multigrid levels and each V-cycle 
was comprised of 2 sweeps in both coordinate directions on the finest grid. The 
buffer region extended from the 400</l to the 480^ point in the £ direction.
5.3.8 Overall algorithm
At each timestep the vorticity and temperature fields are updated for the new 
time level, followed by the solution of the Poisson equation for the streamfunction 
and finally the boundary vorticity is computed using the method given in equation 
(5.44).
5.3.9 Steady state solutions
Here we discuss how to find the steady state solutions from the unsteady elliptic 
equations (5.18)-(5.20) using the numerical methods discussed above.
Starting with the boundary layer solution as given in equation (5.28) on all grid 
points as the initial condition, the flow evolves rapidly near the leading edge 
which induces a large thermal wave to form and then to propagate downstream. 
This wave becomes highly nonlinear very rapidly and very thin internal shear 
layers develop which are resolved very poorly by the grid we use. Consequently
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the method becomes unstable at later times and eventually yields temperatures 
which are outside of the range 0 to 1. Therefore we adopted an ad hoc strategy 
of removing highly nonlinear disturbances by interpolating both the 0 and u> pro­
files from either side of the nonlinear wave. As the wave had by this time already 
propagated downstream of the leading edge region in which the wave had been 
generated, the resulting modified flow, when integrated forward in time, does 
not produce a wave of such a large amplitude. This procedure was continued as 
often as was necessary to “clean” the boundary layer of unsteady components 
in order to get the steady-state solution of the full equations. The procedure 
works only because the flow is convectively (or, less confusingly, in the context 
of free convection, advectively) unstable as opposed to being absolutely unsta­
ble. In an advectively unstable flow a local disturbance diffuses both upstream 
and downstream but here wave packets travel downstream faster than can be 
counteracted by upstream diffusion thereby leaving behind a steady undisturbed 
boundary layer. In an absolutely unstable flow the wave packet manages to dif­
fuse upstream against the mean flow -  a local disturbance placed at sufficiently 
large radius in the Von Karman boundary layer on a rotating disk is an example 
of this (see Lingwood 1997).
Figure 5.2 shows the steady state solutions which are obtained from the non­
linear elliptic equations (5.18)-(5.20) using above numerical techniques. Frame
(A) in this figure represents the contours of the streamfunction (t/>), while frames
(B) and (C) represent the contours of the vortices (u>) and isotherms (0) respec­
tively. In each frame 10 levels of contour are plotted between their maximum
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and minimum values. The maximum value of the streamfunction is calculated to 
be i>(xmax, ymax) — 748 and it is minimum at the origin (xmin, ymin)- The steady 
state temperature which is bounded between 1 and 0, while the maximum and 
minimum values of the vorticis are 7.45 and —1.45 respectively.
5.4 R esults and discussion
In this section we focus on presenting the numerical simulation results. We 
discuss the effect of three different types of localised disturbance placed near the 
leading edge: (i) the evolution of a disturbance placed within the boundary layer 
at one point in time and space; (ii) the evolution of a distributed disturbance 
which is continuous in space, and finally (iii) time periodic local variations in 
the boundary temperature in order to determine the detailed effect of different 
disturbance frequencies.
Case (i) and (ii) are effectively initial value problems, while in (iii) we are more 
concerned with the long-term response to periodic forcing. In our computations 
we have restricted attention to air (Pr  =  0.7) as the working fluid.
Given that the leading edge of the heated surface is at £ =  20, which corresponds 
to x min ~  36.9928, we may define an rc-coordinate relative to this value according
which gives the leading edge at x* =  0.
5.4.1 Evolution o f a point disturbance
A disturbance was introduced by setting 0 = 1 at the point (£,?/) =  (45,1.5), 
i.e. at (x,7)) ~  (110,1.5) or (x*,rj) ~  (73,1.5), which is fairly close to the leading 
edge. 7000 timesteps of length St =  0.1 were used. Although such a point distur­
bance introduces a checkerboard pattern in the tem perature profile at subsequent 
timesteps, the effect does not last long since the timestep is quite small, given 
that the time derivative terms in (5.19) and (5.20) are multiplied by C(f, 77); see 
(5.21).
As time advances the disturbance diffuses outwards from its point of introduction 
and travels along the boundary layer due to the overall upwards movement of the 
fluid. The perturbation temperature field in the x-y plane has been recorded at 
different times from t =  25 to t = 400 and these are displayed in Figure 5.3 — 
it is very important to note that the depicted aspect ratios of the cells are very 
different from what would be observed in an experiment, since in this Figure 
x max ~  3600 and ymax — 60 and therefore the cells will be greatly elongated in 
reality.
From these contours, both the diffusion and advection of the evolving disturbance 
are seen clearly with well-defined advancing leading and trailing edges. The cells 
at t = 250 show a distinctive “boomerang” shape. Such a shape arises because
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the maximum velocity of the basic flow occurs away from the surface. The 7th 
frame (t =  300) corresponds to that point in time just before the advancing front 
encounters the buffer region. In subsequent figures the buffer region absorbs the 
disturbance with minimal upstream influence.
The variation in the perturbation surface rate of heat transfer _q is displayed 
as a contour plot in Figure 5.4. The contours shown correspond to various plus 
and minus powers of 10. The lower boundary of the contours in Figure 5.4 shows 
how quickly the advancing front of the disturbance propagates downstream and, 
given the decreasing slope, is seen to accelerate. This is consistent with the 
fact that the basic boundary layer flow also accelerates, since the stream wise 
velocity is proportional to x 1!2. The upper boundary of the contours corresponds 
to the trailing edge of the wave packet, which also accelerates, and therefore 
the instability is confirmed as advective in nature. On the right hand side the 
buffer region corresponds to x > 3000 and is seen to dampen the disturbances. 
Although this region appears to have a significant effect on the flow, and indeed 
this is the intention, it has an almost negligible influence on the region upstream 
of it. This was tested by using a larger buffer region, and comparison of the 
profiles outside this larger region showed virtually no difference between the two 
simulations.
The disturbance depicted in Figure 5.4 grows rapidly as it travels downstream 
as evidenced by the fact that the contours at x ~  2800 and t ~  400 correspond 
to a perturbation which is more than 106 times stronger than at the depicted
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trailing edge of the disturbance. It is also interesting to note that there seems to 
be a distinctive timescale associated with the evolving disturbance; the interval 
between successive zeros in the perturbation heat transfer may be guaged by the 
vertical distance between isotherms in Figure 5.4.
Figure 5.5 displays the instantaneous surface rate of heat transfer at time t =  250 





This figure corresponds to the isotherms given in the 6th frame of Figure 5.3. 
If the boundaries between the cells are defined to be where the surface rate of 
heat transfer of the perturbation is zero, as marked by circles in Figure 5.5, then 
we may define as a spatial “period” the distance which two neighbouring cells 
occupy, although we note that the train of cells is not periodic in space. The 
spatial frequency, k , is then 27r divided by the period. Figure 5.5 clearly shows 
the spatial extent of the wavepacket, but also shows how the wavelength increases 
with distance from the leading edge. Again, this is consistent with the fact that 
the basic flow accelerates in the streamwise direction.
We have also investigated the effect of changing the location of the initiating 
disturbance, but the overall qualitative nature of the response of the boundary 
layer is the same. Therefore we have not presented further results of this type. 
However, this section provides the context into which may be set the response of 
the boundary layer to time-periodic disturbances.
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5.4.2 The effect o f a distributed disturbance
A thermal disturbance was introduced at t =  0 in the region near the leading 
edge and which is given by
6(t,r}) = r i e - ' e - ^ - ^ 2 (5.56)
where a =  0.1 is the scaling factor and fo =  20 (=  £mtn)- We again used 7000 
timesteps of length St = 0.1 in all the computations. This disturbance is contin­
uous in space and no checkboard patterns were observed in the early stages of 
the simulation.
In Figure 5.6, the perturbation temperature field in the x-y plane has been 
recorded at different times from t =  25 to t = 400. It is again noted that 
the depicted aspect ratios of the cells are different from what would be observed. 
These are very similar to the point disturbance case shown in Figure 5.3. The 
main difference between Figures 5.3 and 5.6 lies in the fact that the disturbance 
extends back to the leading edge, at least for early times.
Figure 5.7 represents the variation of the surface rate of heat transfer as a contour 
plot. These contours also correspond to various plus and minus powers of 10. 
Again this figure is very similar to Figure 5.4 although there are again some 
differences near the leading edge due to the different nature of the disturbance.
Figure 5.8 displays the surface rate of heat transfer (H ( x ), defined in equation
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5.55) at time t =  250. This figure also shows clearly the spatial extent of the 
wavepacket and how the wavelength increases with distance from the leading 
edge. The amplitude of H  is much less than that observed in Figure 5.5 because 
the evolving disturbance decays near the leading edge before it enters an unstable 
region, at least as defined by parallel flow theory.
We have also investigated the effect of changing the location and spatial extent of 
the initial disturbance, but again we observed that the overall qualitative nature 
of the response of the boundary layer is qualitatively the same.
5.4.3 Some exam ples o f the response to  tim e-periodic dis­
turbances
A time periodic thermal disturbance was introduced at the heated surface in the 
region near the leading edge (£o =  {mm =  20) which is given by
6 =  e-a^- ^ 2 sin(At) at 77 =  0, (5.57)
where A is the temporal frequency and a =  0.1 is chosen to be the scaling factor. 
We need not investigate the effect of different amplitudes of disturbance as the 
present chapter is concerned solely with linearised disturbances. We used 10000 
timesteps of length St =  0.1 in all the computations. In all cases considered this 
length of time is more than sufficient for transient effects to decay, and for a time-
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periodic response to be established. Although we are unaware of experimental 
work which has used time-periodic disturbances to determine the receptivity of 
thermal boundary layers, such disturbances were investigated by Dietz (1999) 
where a vibrating ribbon was positioned upstream of a flat plate to study the 
receptivity of an isothermal boundary-layer flow. Also there are some recent 
works by Brooker et al (1997) on the sidewall-heated cavity, where a sinusoidal 
time dependent external heat source was added near the leading edge to initiate 
disturbances for the case of direct stability analysis. A similar idea has also been 
used by Brooker et al (2000).
As in the last section, we have found that variations in the location, £o? where the 
disturbance is centred leads to no significant downstream change in the boundary- 
layer response. In a similar fashion, only slight quantitative differences are found 
when different values of the scaling factor a are used, and therefore we concentrate 
exclusively on variations in the frequency, A.
In Figures 5.9-5.15, we have plotted the time variation of the perturbation surface 
rate of heat transfer as contours for different values of A. The rate of surface heat 
transfer is defined as
d6(x,r},t)
H T (x , t )  = (5.58)
77=0drj
The contours in these figures are scaled with respect to the maximum and mini­
mum values of H T ( x , t) in each frame, and successive contour levels are again the 
maximum value of \HT(x,t )\  multiplied by plus and minus successive powers of 
10. The intention is to obtain a qualitative feel for the boundary layer response.
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From Figure 5.9, it may be seen that there are two very different timescales 
present: (i) a relatively long one (length 207r) which is associated with the forcing 
frequency A, and which is most evident at later times, and (ii) a relatively short 
one which is effectively a starting transient. Near the point (x,t )  ~  (300,100) the 
transient first becomes evident and the contour bands associated with the starting 
transient are very similar indeed to those of the initial disturbance case, plotted 
in Figures 5.4 and 5.6. Clearly this is associated with the sudded imposition of 
the thermal forcing.
Once the transient has died away, the flow after t ~  650 is essentially time- 
periodic. The contour spacing at x =  1000 does not vary greatly and therefore 
we may conclude from this evidence that the disturbance is essentially neutral for 
this value of A. However, there is clearly fairly strong decay in the region x < 100 
(x* < 63), which is the region where one expects all disturbances to decay since 
it lies below the neutral stability curve first computed by Nachtsheim (1963).
Figure 5.10 shows the response when A =  0.2. The transient response to the 
disturbance dies out slightly more quickly than for the A =  0.1 case. From the 
figure we see that there is approximately a tenfold increase in the disturbance 
amplitude near x  =  1000 when t is large, as compared with the A =  0.1 case 
shown in Figure 5.9.
Figure 5.11 shows the response when A =  0.3. The transient response to the dis­
turbance dies out slightly more quickly than for the A =  0.2 case, but the eventual
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periodic response now grows markedly. From the figure we see a greater than 100- 
fold increase in the disturbance amplitude between x  =  500 and x =  2000 in the 
periodic regime. There remains a disparity between the computed frequency of 
the transient response and the imposed frequency as shown by the different spac­
ing of the contours in the t-direction. However, the respective frequencies are 
fairly close, and this is what causes a beat-like variation in the envelope of the 
transient contours; an example is seen close to (x,t)  ~  (2500,400).
Figure 5.12 shows the response when A =  0.4. This frequency is roughly the same 
as that of the transient, and therefore the eventual time-periodic response grows 
very substantially as it propagates downstream. The magnification in amplitude 
between x =  600 and x  =  2400 is approximately 105 suggesting that we have what 
is essentially a resonance between the forcing and the boundary-layer response. 
This aspect will be dealt with more in quantitative detail below.
We now present a case corresponding to the frequency A =  0.5, and the response 
returns to the situation where there are two different timescales observed (see 
Figure 5.13). The transient frequency is now smaller than that of the forcing 
frequency, which is opposite to the cases for which A < 0.4. This figure shows 
clearly the decay of the periodic response near x =  500 and its subsequent growth 
a little further downstream.
Two different time scales remain for frequency A =  0.6 (see Figure 5.14). The 
region over which the periodic response decays has now increased quite markedly
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in size, and does so increasingly as A increases, although the overall growth which 
occurs within the computational domain is still substantial.
The final case we present corresponds to the frequency A =  0.7, and is displayed 
in Figure 5.15. This figure is quite similar to Figures 5.4 and 5.7 apart from near 
x* =  0 where the periodic forcing decays. The forcing frequency, A =  0.7, is quite 
high here which appears to cause decay in the time-periodic response.
In Figures 5.16 to 5.22, we have displayed the perturbation isotherms at differ­
ent points in time to see how the disturbance varies with time and frequency. 
The contour levels are set at ±10-n max^,* \$\ for n =  1,2, •••. These figures 
correspond to Figures 5.9 to 5.15, respectively.
Figure 5.16 represents perturbation isotherms for frequency A =  0.1. Initially 
at time t — 25 the disturbance grows, and transient starts to grow at t = 100. 
The transient response leaves the computational domain when 150 < t < 625. 
It is clearly observed from these frames that there are two spatial scales present, 
which correspond to the time scales seen in the heat transfer plots shown in 
Figure 5.9. After t = 625 there is a periodic response observed although the 
sampling time interval chosen (25) makes the cells to appear to travel backward 
and is an aliasing effect.
For the frequency A =  0.2 (Figure 5.17) the transient dies out a little earlier 
than we observed for the case A =  0.1 (Figure 5.16). At t =  575, the transient 
response finally leaves the computational domain and after that the flow is time
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periodic. At t — 800 for example, we see that the wavelength increases with x, 
which confirms the effect of the acceleration of the basic flow.
There are a relatively large number of cells appearing in Figure 5.18, which 
corresponds to A =  0.3, and the wavelength for the periodic flow and transient 
are very much closer. In these contour plots it is quite difficult to distinguish 
between the transient cells and the periodic cells. The wavelength still increases 
spatially in the streamwise direction.
The downstream growth over many orders of magnitude may be seen in Fig­
ure 5.19 for which the frequency is A =  0.4. The initial response involves cells of 
relatively large wavelength but periodic flow with cells of smaller wavelength is 
established quite rapidly.
Figures 5.20 and 5.21 show the response to the frequencies A =  0.5 and A =  0.6. 
For these values we see the first clear sign of decay near the leading edge before 
growth occurs further downstream. As A increases from these values the region 
of spatial decay becomes larger until at A =  0.7 (see in Figure 5.22) there is no 
evidence of growth, at least as shown in the perturbation isotherms.
It is also instructive to show the variation with time of the isotherms over a half of 
one period after the decay of the transient flow, in order to see more clearly how 
the form of the disturbance varies with both t and A. Such variations are displayed 
in Figures 5.23 to 5.29 where the contour levels are set at ±10-n max^^f |0| 
for n =  1,2, • • •. In these figures the contours appear to fill the whole of the
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computational domain from y =  0 to the outer edge of the boundary layer. 
However, the contours at the outer edge correspond to values of |0| which are at 
most 10-3 multiplied by the local maximum absolute value.
Figure 5.23 shows the perturbation isotherms for A =  0.1, where the temporal 
period is 20tt. The spatial growth over distance of the wavelength of each cell 
is clearly seen in this figure, as is the fact, previously noted, that there is very 
little variation in the amplitude of the disturbance as it tracks downstream. The 
maximum length of a cell in the ^-direction corresponds to the penultimate cell in 
the middle frame; its length is approximately 980, which yields a cell aspect ratio 
in excess of 16, an unusually large value. When A takes smaller values the length 
of the cells can be expected to increase further, and the size of the computational 
domain ceases to be sufficient to represent the disturbances well.
For A =  0.2 the corresponding contours are plotted in Figure 5.24. We see that 
there are now considerably more cells within the computational domain. More 
cells appear in Figure 5.25 for A =  0.3 and the cells decay away from the heated 
surface more rapidly than in the previous two figures.
The corresponding isotherms for A = 0.4 are shown in Figure 5.26. Immediately 
we see that there are considerably more cells within the computational domain. 
Moreover the decay of the cells away from the heated surface is much greater than 
for A =  0.1, as evidenced by the number of contours between the local extrema 
and the outer boundary. Over the whole domain the disturbance appears to grow
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as x increases (although there is a short region of decay near the leading edge; see 
Figure 5.32) and is only damped by the buffer region. Again we see the dramatic 
growth in the disturbance as it tracks downstream. The distinctive boomerang 
shape of the cells noted earlier also occurs here.
When A =  0.5 the wavelength of the cells has decreased yet further; see Fig­
ure 5.27. From the leading edge up to approximately x =  500 the disturbance 
clearly decays, but then commences growing at larger values of x. For larger 
values of A the region over which decay occurs becomes larger -  see Figures 5.28 
and 5.29 which correspond to A =  0.6 and 0.7, respectively. When growth occurs 
it still occurs dramatically over many order of magnitude. Later we will discuss 
how the length of the region of decay is related to the neutral stability curve 
obtained using the parallel flow approximation by Nachtsheim (1963).
5.4.4 Overview o f the response to  tim e-periodic distur­
bances
Figure 5.30 summarises Figures 5.23-5.29 in terms of the variation with x of the 
spatial wavelength of the periodic response. This variation is shown for many 
different values of A. The horizontal coordinate of each circle represents the 
position, x , of either a maximum or a minimum rate of surface heat transfer, 
while the vertical coordinate gives the distance between the nearest positions 
of zero surface heat transfer, i.e. half a “wavelength” , //2. For all values of A
106
the curves rise with increasing x  suggesting that an increasing wavelength with
whole of the heated surface (37 < x < 3600). This quantity is defined by
maximum transient response of the boundary layer, including the transient stage, 
and M  is maximised over time 0 <  t <  800. The curve (b) represents only the 
maximum over one period of the final periodic response, although, for simplicity 
of programming the maximisation took place over the range 800 <  t <  1000 -  
this response we call the maximum asymptotic response.
In many cases there is a substantial difference between the maximum transient 
response and the maximum asymptotic response. This is especially so near A =  
0.3 and A =  0.6. Indeed, for A < 0.3 and A > 0.6 the maximum asymptotic 
response is very small compared with the values near to A =  0.4. When A ~
distance is indeed a global feature of this boundary layer flow, which accelerates.
We also note that the spatial wavelength decreases monotonically with increasing
values of the temporal frequency A. In this regard slightly anomalous behaviour
occurs when A is at and above 0.55. This may be traced to the fact that there is
an adjustment in the shape of the disturbance near to the point where the heat
transfer is smallest; see Figures 5.27 to 5.29.
Figure 5.31 shows the maximum absolute surface rate of heat transfer over the
M  =  max 
(€.*)
(5.59)
and is a function of the forcing frequency A. The curve (a) corresponds to the
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0.411 both maxima take the same value (M  ~  7981), which is the strongest 
response obtainable by this boundary layer within the computational domain 
used, and therefore this value of A constitutes the most dangerous disturbance 
frequency overall. There is also a small range of values of A near to 0.411 where 
the maximum transient and asymptotic responses are identical. We note here 
that we have studied 90 cases choosing discrete values of A between A =  0.05 and 
A =  1.0.
However, we need to be careful about making absolute statements regarding 
which excitation frequency is the most dangerous since the computational domain 
is necessarily finite. That this is so may be gleaned from Figure 5.32 which shows 
how the maximum local asymptotic response of the boundary layer varies with 
x for various values of A. Specifically we plot the variation of K  against x
K (x ,  A) =  log10 (d0\ max —80o<t<iooo ydrj  y Q (5.60)
In other words K(x ,  A) corresponds to the maximum absolute rate of heat transfer 
over one period at any chosen value of x after transients have died out.
In all cases K  decreases rapidly as x increases from x ~  37 (x* =  0), since the 
leading edge of the heated surface is in a stable region, and therefore it is to 
be expected that disturbances should decay there. For the larger values of A 
this decay lasts for a considerable distance and the decay is over many orders of 
magnitude. When A > 0.45 the K -curves display a sudden dip just before they
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begin to increase; this is related to the change in the shape of the cell referred to 
above, and seems to be a fairly ubiquitous phenomenon for the larger values of 
A. However, when A takes relatively small values such as 0.05, the disturbance is 
seen to decay slowly. Our previous comment regarding the near neutrality of the 
A =  0.1 case is borne out by the fact that K  hardly varies with x  once x > 1000.
At intermediate values of A, such as 0.3, 0.35 and 0.4, we see that the maximum 
asymptotic response depends on where in the boundary layer one needs the in­
formation. For example, at x ~  500, the most dangerous frequency of excitation, 
in the sense of yielding the largest response, corresponds to A =  0.3. Similarly 
A =  0.35 is the most dangerous frequency when considering the response of the 
boundary layer at x ~  1300, whereas A =  0.4 corresponds to x  ~  2500. Given 
the behaviour of the A =  0.45 curve we have no reason not to expect that it will, 
in its turn, take over as the most dangerous excitation frequency at a larger value 
of x , one which is outside of the present computational domain.
By running the numerical code for 0.2 < A < 0.42 in steps of 0.01 we have found 
the maximum local asymptotic response at each value of x  over all the different 
values of A, and this is defined as
K max =  max K ( x ,  A). (5.61)A
Here we see in Figure 5.33 that initially the response is decaying and becomes 
neutral at x ~  160 (x* ~  123). When x < 160, decaying responses are obtained
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as x  lies under the neutral curve (i.e. in the stable region) that we have obtained 
from the PFA results. But when x > 160, we confirmed that the region is unstable 
and the response grows.
The values of A (Aopt) which maximise K  in (5.61) are shown in Figure 5.34. This 
figure shows that the frequency which maximises the boundary layer response 
depends on the position x. This optimum value of A increases with x and we 
suspect that it will continue to do so for larger computational domains.
5.4.5 Comparison with parallel-flow linear theory
Finally, it is necessary to compare the present results, which are based upon 
numerical simulations of the fully elliptic equations, with those obtained using 
the standard linear stability theory based upon the parallel flow approximation 
(PFA). Such a comparison is shown in Figure 5.35 for five different values of 
the excitation frequency (A =  0.25,0.35,0.45,0.55, and 0.65). This figure shows 
(i) the neutral curve for the onset of convection using the PFA, (ii) curves which 
correspond to the above values of A obtained by again assuming the PFA, and 
(iii) the variation of the x* values at which the local perturbation heat transfer 
is zero with the local wavenumber (k = 2ir/l, where I is depicted in Figure 5.30).
When A =  0.55 the agreement between the present simulations and the PFA 
results is very good when x* > 750 and for A =  0.65 it is when x* >  1250. 
At smaller values of x  the poor comparison is assumed to be caused by the
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change in the shape of the cells, a phenomenon which is unlikely to occur in the 
PFA computations which are strictly local. As A decreases the comparison is 
decreasingly good suggesting that the elliptic effects become sufficiently strong, 
so that the PFA is no longer a suitable assumption to make. Indeed, this clearly 
must be the case for relatively small values of x* (i.e. those close to the base of 
the neutral curve) since the spatial wavelength of the resulting cells is the same 
order of magnitude as the neutral distance, as shown by the vertical spacing of 
the symbols.
5.5 Conclusions
In this chapter we have sought to understand how the classical vertical thermal 
boundary layer from a uniform temperature heated surface responds to three 
different types of disturbance (two were different types of initial disturbance, 
and the third was a time-periodic thermal forcing). To this end we have solved 
the unsteady, fully elliptic equations of motion, rather than using approximate 
methods. This has meant that the flow is able to evolve freely in space and time 
without having its wavelength prescribed, or being computed using parabolic 
methods.
Our chief conclusion is that it is not possible to determine a most dangerous 
disturbance frequency as a global criterion. Rather, each location in the boundary 
layer has associated with it its own most dangerous frequency, at least in terms
111
of the heat transfer response to otherwise identical disturbances. We have seen 
that this frequency increases with increasing distance.
We have also confirmed numerically that the present boundary layer is advec- 
tively, rather than absolutely, unstable, and that the acceleration of the flow as it 




R eceptivity  o f free convection  
flow from a heated vertical 
surface. II. Nonlinear waves
6 . 1  S u m m a r y
In Chapter 5 we performed a detailed numerical investigation of the linear insta­
bility of the thermal boundary layer flow over a vertical surface by introducing 
thermal disturbances near the leading edge. The main aim in the present chapter 
is to extend the numerical investigation of Chapter 5 into the nonlinear regime. 
Attention is confined to introducing only unsteady thermal disturbances.
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Although the introducing thermal disturbance amplitude is kept at 1 in Chap­
ter 5, we find that for the nonlinear waves the magnitude of this disturbance 
amplitude is very im portant and the development of flows depends strongly on 
it. W ith the presence of nonlinear terms we find that various types of transient 
responses exist which are dependent on both the forcing frequency and amplitude.
6.2 Equations o f motion and boundary condi­
tions
6.2.1 Governing equations
The equations which describe the free convection from a vertical plate are taken 
to be the incompressible continuity, Navier-Stokes, and energy equations. For 
unsteady two dimensional flow this system, subject to the Boussinesq approxi­
mation, is written in the form
d?  di? '  ^ ^
_ d u  d 2u  d2u  d ip d u  d ^ d u  _ 1/2 (39  . dO . \  ,  .
de 1 ( d 2e d2e \  d^de  d^de
dt Pr \ d e  dr}2)  df} d r j d ^
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where the function, C, is given by
< % > ?)=  (§ )2/3(*2 +  0 1/3, (6.4)
and where the coordinates { and rj are as defined in equations (5.16) and (5.17).
The boundary conditions used are given in § 5.2.3.
6.2.2 Nonlinearisation techniques
In Chapter 5 we studied the linearised disturbance equations. For nonlinear flows 
it proves convenient to solve the full disturbance equations. As in Chapter 5 we
consider a disturbance in the steady flow by setting
V’(£>’M ) =  V’(£>’/) +  ^(£> ’?><)> (6-5)
=  (6.6)
0(£,>?>o =  0(£i + (6.7)
where an overbar denotes the steady basic flow variables and a hat denotes the 
perturbation about the steady flow.
The substitution of (6.5)-(6.7) into equations (6.1)-(6.3) leads to two sets of equa­
tions: one for the steady flow and another for the perturbation flow. The pertur-
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bation equations are given by
d2j> d24> _
W  W ~  ’ ( )
dw _  d 2u  d 2u  fdi/idC; di}> d w \  f d w d ip  du  ctyA
~ d t  +  \ d i ~ d r j  ~  V *7 ~
(dtpduj d^ dC j \  1/2 / dO . x 30 1 \
c '  ( s i 1■■■ i** s r “  i * J  • ( M >
C— -  —  ( —  ^  ( d ^ d e _ d
d t ~  P r \ d ?  + dr)2) +  [dtdridr) d i )  +  \d r ,  d£
and the boundary conditions are
ip = Tpv = 0, 0 = 0 on r) = rjmin = 0, (6.11)
^ =  ^  =  0, 0 ^ =0  on t  = Uin, (6.12)
%j>n = 0, u> = 0, <9 =  0 on rj = r)max. (6.13)
The general procedure for solving the nonlinear perturbation equations is as fol­
lows. First, we compute the steady state basic flow satisfying the nonlinear 
equations (6.1)-(6.3); the process by which this was obtained is given in § 5.3.9. 
Secondly, we solve the nonlinear disturbance equations (6.8)-(6.10) for a variety 
of boundary conditions (i.e. different frequencies and amplitudes) in order to 
determine the nonlinear stability characteristics of the boundary layer flow. The
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numerical method used, together with the imposition of boundary and outflow 
conditions, are as given in Chapter 5 (§ 5.3).
Finally we introduce the growth of instabilities in the same way as in Chapter 5, 
namely, by introducing a time-periodic thermal disturbance on the heated surface 
near the leading edge:
0(:r,O) =  Ae-a^ - ^ 2 sin(Atf) (6-14)
where A is the temporal frequency, a = 0.1 is the scaling factor, £o =  20 denotes 
the leading edge of the heated surface, and A  is the amplitude of the disturbance. 
As we are considering nonlinear waves, the magnitude of A  is now important. 
In fact when A  is sufficiently large (e.g. A  =  10-5 when A =  0.4) the starting 
transient is sufficiently powerful that narrow regions with rapid change are formed 
(i.e. regions of high shear and rate of heat transfer). The very poor resolution 
associated with these regions causes the numerical method to become unstable. 
Therefore we adopted an ad hoc procedure whereby A  is regarded as a function 
of t which rises slowly from 10-8 (a level where no instability forms for all values 
of A) to the required amplitude. Thus the effects of the stability transient are 
reduced substantially and the flow is able to settle to a time-periodic state. We 
used the following expression for A(t):
logio [^M l =  - 8  +  d( 1 -  e~bt)2 (6.15)
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where it may be seen that A(0) =  10-8 but A(t) —► 10“8+d as t —> oo. The value 
b =  0.01 was found to yield suitable results when 15000 time steps of length 0.1 
were taken.
6.3 Some results for A = 0.4
Our investigations of how nonlinearities affect the results presented in Chapter 5 
began by repeating the same cases for a variety of amplitudes, A. For all forcing 
frequencies, if the amplitude is sufficiently small, then the periodic response of the 
boundary layer is essentially the same as for linearised theory. Although waves 
can grow in strength through many values of magnitude as they travel down­
stream, it was found that an amplitude, A  =  10-8 , is too small for nonlinearities 
to become significant within our computational domain.
In this section we consider the forcing frequency A =  0.4 since this is approxi­
mately the most dangerous frequency for the linear regime. We have found that 
the maximum value of A  for which we were able to find solutions is A  =  2 x 10-5 . 
At larger values the strength of the nonlinearity is such that the above-mentioned 
large gradients in ip, 0, and uj generated cause numerical instability due to poor 
spatial resolution. Therefore we will concentrate on this maximum value of A.
Various views of the flow generated at this value of A  are given in Figures 6.1 to 
6.4. Figure 6.1 shows how the time variation of the surface rate of heat transfer
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changes with location along the boundary layer. As the magnitude of the heat 
transfer varies substantially with { each curve in Figure 6.1 has been normalised 
to display the same amount of variation, and the mean value is located at the 
appropriate value of £. This convention also applies to other figures of the same 
type.
Once more the accelerating nature of the basic boundary layer may be seen by 
tracking the motion of, say, the local maximum perturbation heat transfer. For 
small values of £ the variation in the heat transfer is sinusoidal. However a wave 
steepening occurs at relatively large values of £.
At a large value of { (such as f  =  520 or x  =  2850) the perturbation surface 
temperature gradient is seen to rise very slowly and then to decrease sharply 
until the next slow rise. As the temperature gradient of the basic flow is negative 
(for which convention has that the rate of heat transfer is positive) this means 
that the overall rate of heat transfer suffers a sharp rise, after which it drops 
slowly. The sharp rise is associated with the region near the heated surface just 
upstream of where the isotherms displayed in Figures 6.2 and 6.3 are widely 
spaced (e.g. see the black triangle in Figure 6.3).
In Figures 6.2 and 6.3 we see how the evolving wave disturbances have become 
sufficiently strong that a severe distortion of the overall thermal field is obtained. 
When A  is chosen to take larger values then the amount of distortion seen in 
Figure 6.2 arises further upstream -  this has been tested by choosing amplitudes
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which are higher than A  = 2 x 10 5, but we were unable to obtain periodic flows 
due to numerical instabilities.
Figure 6.3 has been plotted to look closely at the variation of the temperature 
gradients in a small region of x from 2500 to 3080. The black triangle indicates 
where the surface rate of heat transfer is a minimum over a period. At this 
position, the spacing of the isotherms grows slowly from t =  1484.3. This means 
that the magnitude of the temperature gradient decreases, at t = 1492.1 it is at 
its minimum. When t increases above 1492.1 the isotherms get closer rapidly and 
the heat transfer rises. This accords with the curves at { =  520 in Figure 6.1.
Figure 6.4 shows contours of the perturbation surface rate of heat transfer as 
a function of both x  and t. Of particular interest here is how the symmetry 
between positive and negative rates is broken as the flow becomes nonlinear. At 
the large values of x  the “nose” corresponding to |£  
a smaller value of x than does that corresponding to drj 
lack of symmetry is caused by an essential difference in the thermal response to 
a strong flow towards the surface and one away from it. In the former case cold 
fluid is pushed rapidly towards the surface and this causes a large but negative 
change in the temperature gradient relative to that of the basic flow. In the latter 
case, the hot fluid is pulled away from the surface, but the overall temperature 
gradient cannot become positive since that would imply the existence of a region 
of fluid which is hotter than the surface -  such an occurrence is impossible unless 
there is internal heat generation or viscous dissipative effects present. Therefore
=  —8 x 10 2 occurs at
T?=0
= 8 x 10"2. This
77= 0
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the perturbation surface temperature gradient is bounded above by zero but is 
effectively unbounded below.
We obtain quantitatively similar results to those shown in Figure 6.1 to 6.4 when 
A takes values fairly close to 0.4, although it is possible to use larger values of A  
in these cases. However, when A differs substantially from 0.4, other nonlinear 
effects arise and these form the subject of the next few sections.
6.4 Superharmonic transitions (A < 0.4)
In the previous section we presented a typical case of nonlinear wave generation 
where the forcing frequency is 0.4. In this section we will cover those cases for 
which the forcing frequency is less than 0.4. We find that, when A is sufficiently 
small, the presence of nonlinearities serves to modify substantially the manner 
in which waves travel downstream, and the patterns obtained are entirely dif­
ferent from those given by linearised theory. That this should happen is easily 
understood if, when considering the evolution with £ of a A =  0.2 disturbance, 
it is realised that nonlinear interactions of the corresponding wavetrain with it­
self generates waves with double the local wavenumber. Such waves are then of 
roughly the same wavelength as those generated by a A =  0.4 disturbance, and 
will therefore grow preferentially. This could be termed a 1 : 2 superharmonic 
transition since the local wavenumber doubles at a position in the boundary layer 
which is dependent on the amplitude of the initiating disturbance.
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We also present other superharmonic transitions, 1 : 3 and 1 : 4, which occur at 
successively smaller values of A.
6.4.1 1 :2  Superharmonic transition
The nonlinear evolution of the flow for values of A close to 0.2 is considered. The 
manner in which the flow develops is depicted in a variety of ways in order to 
gain some understanding of the role played by the amplitude and frequency of 
the thermal disturbance. This development is shown in Figures 6.5 to 6.10.
Figure 6.5 shows the development of the waveform where the disturbance am­
plitude is A = 2 x 10-3 (i.e. d, =  5.30 in equation (6.15)) and A =  0.18. The 
waves are plotted at the different values of £ as a pertubation rate of heat trans­
fer against time t. Again we have normalised these perturbation values before 
plotting. It is clearly shown from this figure that there are two different oscilla­
tion wavelengths present. The first region is f  6 (70,320), where the instability 
waves oscillate with the forcing frequency A =  0.18. These waves are generated 
directly by the thermal forcing. At the end of the first region there is a fairly 
rapid transition to a regime which oscillates with double the original frequency; 
this is the second region for which £ > 320. The temporal frequency within the 
second region is 0.36 which is close to that of the most dangerous frequency found 
in Chapter 5.
In Figure 6.6 we show the limit cycles of the phase trajectories of the surface rate
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of heat transfer at various different positions along the surface. In this figure, 
as with others of its type presented later, the horizontal coordinate is the local 
value of |^  _q while the vertical coordinate is its time rate of change which was 
calculated using a one-sided finite difference approximation in time. Although 
formally of 1st order accuracy we are not interested in the quantitative data, but 
rather the shape of the phase trajectories and how they change.
Frame (a) in Figure 6.6 is close to being an ellipse which indicates that the waves 
are roughly sinusoidal. As time progresses, as shown by successive frames, the 
flow becomes progressively contaminated by the growing superharmonic wave. 
At a point just downstream of £ = 288 and upstream of f  =  300 (frames (c) 
and (d), respectively) we see a loop developing in the phase trajectory, and it is 
this position which may be considered to mark the transition point. At £ =  500 
(frame (i)) the second loop is almost identical to the first loop and this represents 
the full establishment of the superharmonic flow.
We emphasise that the transition from frame (a) to (i) is not a period doubling, 
since the curves are drawn over only one forcing period. This represents a pe­
riod halving, and is one which occurs spatially, rather than temporally or as a 
governing parameter changes.
In Figure 6.7, we have plotted a corresponding set of perturbation isotherms over 8 
equally spaced time intervals of a complete period in time since 1473.8 —1438.9 =  
34.9 ~  27r/0.18. Successive contours in this figure again correspond to a ratio of
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10 between the values of maximum and minimum amplitude of the perturbation 
isotherms. It is noted that the values of maximum and minimum perturbation 
isotherms shown are +10-2 and —10-2 respectively. The black triangles shown 
in Figure 6.7 represent one wavelength corresponding to the thermal forcing fre­
quency. As t increases the leading cell of the two elongates compared with the 
second and eventually splits into three by the generation of a small cell -  this is 
a fairly typical scenario.
Zero level contours of surface rate of perturbation heat transfer over the last few 
periods in time have been plotted in Figure 6.8. Here the temporal frequency 
value remains at A =  0.18, but we display contours for a selection of forcing 
amplitudes. In this figure cells are delineated by the contours, and the number of 
cells which exist at a chosen value of x may be determined by placing a vertical 
line at that value of x and counting the intervals in between the intersections 
of the contours with the line. Figure 6.9 (which is a close-up view of frame 
(iv)) shows an example where we draw three vertical lines near the transition 
region. At the left vertical line position 6 cells (3 pairs) exist but which undergo 
a complex transformation to 12 (6 pairs) at the right vertical position. The 
middle line shows the manner in which the new cells appear.
The cells shown in Figure 6.7 correspond to the contours in frame (iv) of Fig­
ure 6.8. The position marked by ‘a’ in Figure 6.8 correspond to the appearance 
new cells.
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In Figure 6.8 we see that there is a variation in the way in which the superhar­
monic transition takes place as the forcing amplitude varies. At large values of A  
(e.g. A  =  2 x 10“3, frame (iv)) a region with a negative surface temperature gra­
dient perturbation spawns an internal region with a positive perturbation, while 
where A  is as small as A  =  2 x 10-4 (frame (i)) it is a positive region which splits. 
At intermediate values of A  there is a smooth transition between these states. In 
frame (iv) we first see a small positive region develop which has a small negative 
region just downstream of it. This negative region very soon disappears as the 
positive region grows large, after which it reappears when the positive region has 
become quite elongated.
It is clear from Figure 6.8 that the position at which the appearance of new cells 
occurs depends on the forcing amplitude, A. Figure 6.8 suggests cell-splitting 
occurs nearer to the leading edge as A  increases. This has been investigated 
using many more values of A  than are represented in Figure 6.8 and for the three 
values, A =  0.18,0.2, and 0.22, the results are shown in Figure 6.10. The curves 
shown in Figure 6.10 correspond to the first incipient creation of a new cell, or, 
in mathematical terms, where the heat transfer contours in Figure 6.8 have a 
turning point. We denote by x c this position.
Figure 6.10 shows clearly the general trend for x c to increase as the forcing am­
plitude decreases, although the evolution of x c with A  is not straightforward. On 
taking the A =  0.18 curve, it is seen that there are three values at log10 A  =  —3.4 
(i.e. A  «  3.8 x 10-4) which corresponds with the three turning points displayed
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in frame (iv) of Figure 6.8. Thus as A  decreases for A =  0.18 the value of x c in­
creases to approximately 1960 after which it jumps to near 2130. Similar jumps 
occur at the other values of A. We also see the general trend for x c to increase as 
A increases (at least over the range of values presented).
6.4.2 1 : 3 Superharmonic transition
In this section we present the nonlinear evolution of the flow considering those 
values of the forcing frequency which are close to A =  |  x 0.4. In this case the 
nonlinear interactions of the wavetrain should generate new waves with three 
times the local wavenumber. This development is displayed in Figures 6.11 to 
6.15 in a similar fashion to those for the 1 : 2 superharmonic case.
Figure 6.11 shows the development of the waveform where the disturbance am­
plitude is A  =  4 x 10“2 (i.e. d =  6.60 in equation (6.15)) and A =  0.13. Again the 
wave amplitude is a normalised perturbation surface rate of heat transfer for each 
value of £. It is clearly shown from this figure that there are now three different 
oscillation wavelengths present in three different regions which are approximately, 
{ G (70,190), £ G (190,320) and £ e (320,520).
The first region is in £ £ (70,190), is where the waves oscillate with the forcing 
frequency A =  0.13 -  these waves are again generated directly by the thermal 
forcing. At the end of the first region there is a transition to a regime which 
oscillates with double the original frequency. The temporal frequency within this
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second region, i.e. at £ <E (190,320) is 0.26 -  this phenomenon is quite similar to 
that seen in Figure 6.5 of the 1 : 2 superharmonic transition. At the end of the 
second region there is another transition and the waves now oscillate with three 
times the original frequency. Within this third region the temporal frequency is 
0.39, which is very close to the optimum frequency found in Chapter 5.
In Figure 6.12 we show the limit cycles of the phase trajectories of the surface 
rate of heat transfer at various different positions along the surface. Frame (a) 
in the figure is again close to being an ellipse which indicates that the waves are 
roughly sinusiodal. As time progresses, as shown in the successive frames, the 
flow becomes progressively contaminated by the growing superharmonic waves. 
Between frames (b) and (c) the first transition occurs. Two well-established loops 
appear at £ =  313 (frame (e)), but these are of very different amplitudes. This 
may be seen clearly just below £ =  320 in Figure 6.11 where the wavetrain has 
alternating amplitudes. The second transition occurs just upstream of £ =  338 
(frame (f)). At £ =  450 (frame (i)) the three loops are almost identical and 
elliptical.
In Figure 6.13 we have plotted again a corresponding set of perturbation isotherms 
in 8 equally spaced time intervals of a complete period in time (n.b. 1487.0 — 
1439.6 =  48.3 «  27r/0.13). The successive contours in this figure correspond to 
negative integer powers of 10 multiplied by the values of the maximum (+10-1) 
and the minimum (—10”1) amplitude of the perturbation isotherms. The black 
triangles shown in this figure represent one wavelength corresponding to the ther­
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mal forcing frequency. As t increases the trailing cell of the two elongates first 
compared with the second and splits into three with the generation of a new small 
cell. For t > 1463.7 the leading cell now elongates, splits, generates a new cell 
and finally becomes three.
Zero level contours of the surface rate of perturbation heat transfer over the last 
few periods in time have been plotted in Figure 6.14. We again display contours 
for a selection of forcing amplitudes for the temporal frequency at A =  0.13. 
Again it is clearly shown that the manner of the superharmonic transition is 
dependent on the forcing amplitude. For small values of A  (e.g. A  =  1.4 x 10“2 
and frame (i)) a positive surface perturbation temperature gradient spawns two 
internal regions with negative perturbation -  while for the 1 : 2 superharmonic 
case it was one. On the other hand in frames (ii)-(v) both positive and negative 
regions generate cells with the opposingly signed heat transfer. In this figure the 
positions marked by ‘a’ and ‘b’ correspond to the appearance of new cells. Once 
more as A  increases the cell-splitting positions get closer to the leading edge.
Figure 6.15 is a blow-up of frame (v) of Figure 6.14. Vertical lines are again 
drawn to count easily the number of cells. The left vertical line has 8 cells while 
it becomes 16 at the third line and 24 at the fourth line. Although the third line 
from the left has 16 intervals, they are unequal in size which corresponds to the 
unequal loops of frames (d) and (e) of Figure 6.12.
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6.4.3 1 : 4 Superharmonic transition
This is the final section of the superharmonic transition. Here we present the 
nonlinear evolution of the flow on considering a value of the forcing frequency 
which is close to A =  0.1. This is termed a 1 : 4 superharmonic transition as 
the nonlinear self-interaction of the wavetrain generates new waves which finally 
become four times the original local spatial wavenumber. These results are shown 
in Figures 6.16 to 6.20.
Figure 6.16 shows the waveform development where the disturbance amplitude is 
A  = 2 x 10-1 (i.e. d =  7.30 in equation (6.15)), and A =  0.09. This figure shows 
clearly that there are four different oscillating wavelengths present. The first 
region is in £ € (70,132), where the waves oscillate with the forcing frequency A =  
0.09. At the end of this region there is the first transition and two unequal waves 
appear within each forcing period. Thus the second region is in £ € (132,257). 
Here the waves constituting each pair are close to one another with a relatively 
undisturbed region in between pairs. It is in this region that a new wave develops 
(hence three waves per period in £ £ (257,300)) and subsequently a second wave 
(hence four waves for £ >  300). At £ =  500 each wave appears identical to each 
other wave and they are equivalent to those generated by a A =  0.36 thermal 
forcing.
Figure 6.17 shows the limit cycles of the phase trajectories of the surface rate of 
heat transfer at various different positions along the surface. Like previous cases
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frame (a) shows almost elliptic shape, again indicating that near the leading edge 
the waves are sinusoidal. The development of superharmonic flow is very clear 
downstream; for examples see frame (d) -  double loops, frame (g) -  triple loops, 
and finally frame (1) -  quadruple loops.
In Figure 6.18 we have plotted a corresponding set of perturbation isotherms 
over 8 equally spaced time intervals of a complete period in time since 1491.3 — 
1421.4 =  69.9 ~  27r/0.09. Successive contours in this figure again correspond to 
negative integer powers of 10 multiplied by the values of the maximum (-J-10-1) 
and the minimum (—10-1) amplitude of the perturbation isotherms. Black tri­
angles shown in this figure again represent one spatial wavelength corresponding 
to the thermal forcing. As t progresses the leading cell elongates compared with 
the trailing cell and finally it splits into seven by generating successively six small 
cells.
Zero level contours in Figure 6.19 also represent the splitting of cells. The position 
of the appearance of new cells is marked by ‘a’, ‘b ’, and ‘c’. In this figure we see 
a complicated variation in the way the superharmonic transition takes place as 
A  increases. In frame (i) a region of positive perturbation rate of heat transfer 
generates two negative regions (so one cell becomes five) while a negative region 
generates one positive region (so one cell becomes three). As the positions marked 
by a, b and c are at roughly the same value of x this means that we have a very 
sudden change from, say, one pair of cells to four pairs.
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Similar comments may be made about frame (ii) which corresponds to a larger 
forcing amplitude. However the cell marked ‘a’ now appears before that marked 
‘b ’. As A increases further cell-splitting occurs much closer to the leading edge 
and the manner in which the 1 : 4 transition takes place alters markedly. When 
A  is as large as 1.34 x 10-1 (frame (iv)) the first cell splitting creates a “positive” 
cell which subsequently splits to create a “negative” cell. At larger amplitudes 
three “positive” cells appear within a negative cell, as displayed in Figure 6.18.
A detailed indication of how the turning points displayed in Figure 6.19 vary with 
A  is shown in Figure 6.20.
6.5 Subharmonic transitions (A > 0.4)
In §6.4 we presented some superharmonic transition cases by considering the 
forcing frequency to be less than 0.4. In the present section we will present some 
cases for which the forcing frequency is greater than 0.4 with various values of 
the forcing amplitude. We find exactly the opposite transitional effects here. We 
find that for a wide range of the forcing frequency (A E (0.55,1.0)) the developing 
nonlinearity causes cell merging which means that the wavetrain loses half of its 
cells, and the local wavenumber halves. Examples are given for the frequency 
A =  0.8. This could be termed a subharmonic transition and these results are 
shown in Figures 6.21 to 6.23.
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However, in Figure 6.21 we will first provide an overview of our results for different 
values of both the forcing amplitude and the forcing frequency. The results are 
presented in terms of the relative maximum local asymptotic response, M( x )  
which is defined as
M( x )  =  Mi ( x)  -  Mi ( x min) (6.16)
where
(89max —
tmax 200<t<tmoj y (JTJ J  qMi ( x )  =  log10
and the relative minimum local asymptotic response, N ( x )  as
(6.17)
N( x )  =  Nl (x)  -  (6.18)
where
N i(x) = log10 (do\mm —
tmax 200<t<fmoi J  q (6.19)
The value M\ ( x)  is the logarithm of the maximum perturbation temperature 
gradient at the surface over time, and is a measure of how strong the waves are. 
The quantity M( x )  measures this strength relative to that at x =  x min. Thus the 
computed curves for M( x )  should be identical once A  is sufficiently small and 
hence nonlinear effects are negligible.
In Figure 6.21 each solid curve corresponds to values of M( x )  while the dashed 
curve corresponds to values of N( x) .  In each frame we have plotted four pairs 
of curves each for different values of A  and which are marked by ‘a’, ‘b ’, ‘c’, and
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‘d \  Frame (i) of this figure shows that there is no differece between the results 
M( x)  and N ( x ), and even against A. Thus the development of the waves follows 
the linearised theory of Chapter 5 (see Figure 5.32 for A =  0.55).
For A =  0.6 and 0.65 the situation is almost exactly the same, although the curves 
for the largest amplitude, A  =  0.01, are beginning to be distinct from those of 
smaller amplitudes. When A is as large as 0.8 and 1.0 the curves for the different 
amplitudes are very distinct, and the shapes of the curves could be interpreted 
in a variety of ways, including the possibility of mean flow saturation effects. 
However, linear theory leads us to expect that all the curves for A =  0.8 and 1.0 
should decay, but three of them do not. Therefore we have investigated this more 
closely in Figures 6.22 and 6.23.
These figures display isotherms over two forcing periods for A =  0.8 and for 
A  =  10-2 and 10“3, respectively. It is essential to note that nonlinear effects are 
sufficiently strong that there is an appreciable change in the mean perturbation 
tem perature field, and therefore we plot contours of 0 — 0mean rather than 0 only. 
In these figures 50000 timesteps are taken to obtain time periodic solutions.
The immediate response in the region near to the leading edge consists of the 
travelling waves of the type which is consistent with linearised theory for A =  0.8. 
However, much further downstream the cells are more consistent with the A =  0.4 
case.
Black triangles are used in Figures 6.22 and 6.23 to show clearly the transition
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between these two states. At t = 4984.3 the two triangles on the left hand side 
contain 4 cells over 2 complete periods. As time increases to t = 5000 these 
transform into what is effectively 2 cells between the two right black triangles by 
a process of cell merging. This is what we call a subharmonic transition where 
the wavenumber becomes half of its original value.
Figure 6.23 shows a similar trend of the subharmonic transition where A  =  10~3. 
This corresponds to the results corresponding to curves (b) of frame (v) in Fig­
ure 6.21. Again 2 complete periods in between the two left black triangles become 
1 in between the two right black triangles. On comparing with Figure 6.22, it is 
clear that the transition takes place further from the leading edge as A  decreases 
since the nonlinearities are less effective at smaller amplitudes.
6.6 Conclusions
In this chapter we have studied the nonlinear boundary layer instabilities of the 
free convection flow from a vertical heated flat plate. A time periodic thermal 
disturbance is introduced near the leading edge to generate waves and to find 
its receptivity in the boundary layer. We have found that the nonlinearity has a 
great effect on the evolution of waves in the boundary layer and the waveforms 
are strongly dependent on the thermal forcing frequency and initial disturbance 
amplitude.
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First, we have studied a case by considering the forcing frequency value 0.4 -  
this value is very close to the most dangerous value found in Chapter 5. However 
when A < 0.4 we found that different types of superharmonic transition take 
place. In these cases the nonlinear interaction of the corresponding wavetrain 
with itself generates new waves with double, triple, or quadruple the local spatial 
wavenumber.
Finally, we studied some subharmonic transition cases which correspond to higher 





We have studied the stabilty of free convective flow from a uniform heated surface 
with the respect of wave (vertical surface) and vortex (inclined surface) distur­
bance mechanisms. We have dealt with four related problems with a variety of 
analytical and numerical techniques. First we considered a general investigation 
of the linear stability of the vertical boundary layer with small 2D wave distur­
bances. This uses the well-known method where the Navier-Stokes and energy 
equations are used to derive Orr-Sommerfeld type equations. Many authors have 
formulated such stability analyses for a variety of boundary layer flows, but they 
have considered only the leading term of the boundary layer approximation as 
the basic flow. The novelty of our approach was to find a more accurate solution 
of the basic flow using matched asymptotic theory, and then study its stability. 
Chapter 3 contains the details of this analysis where we consider the two fluids,
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water (Pr  =  6.7) and air (Pr  =  0.7). In general we find that the shape of the 
external domain has a large influence on the stability criterion.
In Chapter 4 we used the same methods to study the vortex mode of instabilities 
from inclined surfaces. Experimental work indicates that this is the primary 
mode except when the heated surface is close to the vertical. An extra parameter 
now appears -  the inclination angle. For a fixed value of the inclination angle we 
found that the critical distance is again strongly dependent on the wedge angle. 
The only exception to this general conclusion is when the surface is near to the 
vertical, but in this regime wave instabilities are more important.
We have performed a full numerical investigation of wave instabilities in Chap­
ter 5. The numerical method uses second order accurate finite differences in both 
time and space. Here we have considered full elliptic linearised Navier-Stokes and 
energy equations rather than the boundary layer approximation. The growing 
shape of the boundary layer was accounted for using a Schwartz-Christoffel co­
ordinate transformation. First we solved directly the nonlinear system to obtain 
the steady state solution. Secondly, we used these steady solutions to linearise the 
full equations. Finally full elliptic linearised perturbation equations have been 
solved to study the stability characteristics.
Our main objective in Chapter 5 was to see how the heated thermal boundary 
layer responds to both initial conditions and time-periodic disturbances. Both 
point and distributed disturbances placed in the boundary layer at t =  0 were
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formed to travel downstream and elongate spatially. Eventually they leave the 
computational domain at outflow and therefore the instability is confirmed as 
convective. For unsteady perturbations the amplitude of the response depends 
very strangly on the disturbance frequency. Both global and local values of the 
most dangerous disturbance frequency were obtained, and comparisons made 
with PFA theory.
We extended the numerical computations to the full nonlinear system in Chap­
ter 6. When the disturbance amplitude is small we can recover the results of 
Chapter 5. But when it is larger, we obtain a variety of nonlinear self-interactions. 
When A < 0.4 there can exist what is called here a superharmonic transition since 
the relatively long travelling waves split into two or more cells, thereby increasing 
the local wavenumber. On the other hand, for A > 0.4 there can be a correspond­
ing subharmonic transition with cell merging.
7.1 Recom m endation for future work
In view of the work accomplished to date, the following extensions are envisaged
• Three-dimensional numerical simulations using full nonlinear Navier-Stokes 
and energy equations. Many different aspects of stability could be covered 
with such a code. The weakly nonlinear study of vortex merging on in­
clined surfaces by Chen et al (1991) may be validated and extended into
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the nonlinear regime. The possibility of oblique TS-waves embedded in a 
primary vortex structure may be evaluated. Szewczyk’s (1962) observa­
tion of a secondary vortex instability in the presence of primary waves in a 
vertical boundary layer may also be investigated.
• Use the Parabolised Stability Equations (PSE) technique to study linear 
and nonlinear wave instability. PSE is an approximate technique, a fairly 
recent development by Bertolotti et al (1992). In this method, streamwise 
properties are assumed to vary very slowly, hence the boundary layer ap­
proximation is utilised.
• Finally most of the quoted experimental studies of external thermal bound­
ary layer flows were performed approximately 30 years ago. The recent up­
surge in DNS studies brought about by greatly increased computer speeds 
and storage has meant that such studies are now very advanced. It is 
essential to conduct suitable experiments to determine possible modes of 
secondary instability for both vertical and inclined surfaces.
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Figure 3.1: Schematic diagram of the flow configuration showing the coordinate 










. 0 0 . 0 5 . 2 0 . 2 5. 1 5
k
Figure 3.2: Neutral curves for (a) Pr  =  6.7 and (b) Pr  =  0.7 corresponding to 









Figure 3.3: Variation of the disturbance frequency (—A/) on the neutral curves 
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Figure 3.4: First order streamwise velocity profiles of the basic flow for water 
(Pr =  6.7), corresponding to 7 =  0.2, 0.3, 0.4, 0.6, 0.8, 1, 2, 4, 6, 8 where 
7 =  12a /7r. This corresponds to a  varying between just above 0 and 27r/3.
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Figure 3.5: First order streamwise velocity profiles of the basic flow for water 
(Pr = 6.7), corresponding to 7 =  8, 9, 12, 14, 14.4, 14.6, 14.8, 15, 15.2, 15.4, 
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Figure 3.6: Neutral curves for water (Pr = 6.7), corresponding to 7 =  0.2, 0.3, 
0.4, 0.6, 0.8, 1, 2, 4, 6, 8 where 7 =  12a/x. This corresponds to a  varying 
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Figure 3.7: Neutral curves for water (Pr = 6.7), corresponding to 7 =  8, 9, 12, 
14, 14.4, 14.6, 14.8, 15, 15.2, 15.4, 15.6, 15.8, where 7 =  12a/a\ This corresponds 













Figure 3.8: Variation of the critical distances on the neutral curves with 7 =  
12a / 7r for water {Pr =  6.7). M  denotes a local maximum while m  denotes a 
local minimum.
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Figure 3.9: Variation of the critical wavenumbers on the neutral curves with 
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Figure 3.10: First order streamwise velocity profiles of the basic flow for air 
(Pr =  0.7), corresponding to 7 =  0.2, 0.3, 0.4, 0.6, 0.8, 1, 2, 4, 6, 8 where 
7 =  12o;/7r. This corresponds to a. varying between just above 0 and 27t/3.
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Figure 3.11: First order streamwise velocity profiles of the basic flow for air 
(Pr  =  0.7), corresponding to 7 =  8, 9, 12, 14, 14.4, 14.6, 14.8, 15, 15.2, 15.4, 
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Figure 3.12: Neutral curves for air (Pr  =  0.7), corresponding to 7 =  0.2, 0.3, 0.4, 
0.6, 0.8, 1, 2, 4, 6, 8 where 7 =  12a /7r. This corresponds to a  varying between 









7 =  15.8
. 05 . 2 0 . 2 5 . 3 0
k
Figure 3.13: Neutral curves for air (Pr =  0.7), corresponding to 7 =  8, 9, 12, 14, 
14.4, 14.6, 14.8, 15, 15.2, 15.4, 15.6, 15.8, where 7 =  12a /7r. This corresponds to 
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Figure 3.14: Evolution of the critical distances on the neutral curves against 














Figure 3.15: Variation of the critical wavenumbers on the neutral curves against 





Figure 4.1: A sketch of the flow domain and coordinate system displaying the 
















Figure 4.2: The variation of critical distance xc with inclination angle 8 for air 
(Pr =  0.7) and a = 5° to 235°; see Figure 4.4 for the choice of a  values. The 


















Figure 4.3: The variation of critical wavenumber kc with inclination angle 6 for 
air (Pr = 0.7) and a  = 5° to 235°. The dashed line corresponds to the result for 
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Figure 4.4: The variation of critical distance xc with inclination angle 6 for air 
(Pr =  0.7) and a  =  5° to 235°. The dashed line corresponds to the result for the 
one-term basic boundary layer solution.
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Figure 4.5: The variation of critical wavenumber kc with inclination angle 6 for 
air (Pr  =  0.7) and a =  5° to 235°. The dashed line corresponds to the result for 
the one-term basic boundary layer solution.
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Figure 4.6: The variation of critical distance xc with wedge angle a  for air (Pr = 
0.7) and 6 = 5°, 10°, 20°, 30°, 40°, 50°, 60°, 70°, 80°. The symbol, • denotes 
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Figure 4.7: The variation of critical distance xc with wedge angle a  for air (Pr = 
0.7) and 6 = 10°, 20°, 30°, 40°, 50°, 60°, 70°, 80°. The symbol, • denotes 
corresponding results for the one-term basic boundary layer solution.
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Figure 4.8: The variation of critical wavenumber kc with wedge angle a  for air 
(Pr =  0.7) and 6 = 5°, 10°, 20°, 30°, 40°, 50°, 60°, 70°, 80°. The symbol, • 
denotes corresponding results for the one-term basic boundary layer solution.

















Figure 4.9: The variation of critical distance xc with inclination angle 8 for water 
(Pr =  6.7) and a  =  5° to 235°; see Figure 4.11 for the choice of a  values. 
The dashed line corresponds to the result for the one-term basic boundary layer 
solution.
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6Figure 4.10: The variation of critical wavenumber kc with inclination angle 8 for 
water (Pr =  6.7) and a  =  5° to 235°. The dashed line corresponds to the result 












Figure 4.11: The variation of critical distance xc with inclination angle S for water 
(Pr =  6.7) and a = 5° to 235°. The dashed line corresponds to the result for the 
one-term basic boundary layer solution.
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Figure 4.12: The variation of critical wavenumber kc with inclination angle 6 for 
water (Pr  =  6.7) and a = 5° to 235°. The dashed line corresponds to the result 










Figure 4.13: The variation of critical distance xc with wedge angle a for water 
{Pr = 6.7) and 6 = 5°, 10°, 20°, 30°, 40°, 50°, 60°, 70°, 80°. The symbol, • 













Figure 4.14: The variation of critical distance xc with wedge angle a for water 
(Pr = 6.7) and 6 =  20°, 30°, 40°, 50°, 60°, 70°, 80°. The symbol, • denotes 
corresponding results for the one-term basic boundary layer solution.
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Figure 4.15: The variation of critical wavenumber kc with wedge angle a  for 
water (Pr =  6.7) and 6 = 5°, 10°, 20°, 30°, 40°, 50°, 60°, 70°, 80°. The symbol, 
• denotes corresponding results for the one-term basic boundary layer solution.
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Figure 5.1: A schematic diagram of the flow configuration showing the coordinate 
directions and boundary conditions for direct numerical simulations.
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Figure 5.2: Steady state solutions obtained using direct numerical simulations: 
(A) contours of streamfunction (^), (B) contours of vortices (u>), and (C) contours 
of isotherms (0). In each frame 10 levels of contour are plotted between their 
maximum and minimum values.
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Figure 5.3: Contours of the perturbation isotherms depicting the response of the 
boundary layer to a point disturbance. Individual frames correspond to the times 
* =  25, 50, 100, 150, 200, 250, 300, 350 and 400. The contour levels in each frame 
are plotted for the values of 6 = 0min +  i  ^^  for * =  0, 1, 2, . . . JV and
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Figure 5.4: Variation of the surface rate of heat transfer with time after the 
introduction of a point disturbance at (x,rj) ~  (110,1.5). The contour levels at 
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Figure 5.5: The variation with x of the surface rate of heat transfer at time 
t = 250, after introducing a point disturbance.
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Figure 5.6: Contours of the perturbation isotherms depicting the response of 
the boundary layer to a distributed disturbance equal to rje~T]e~a^ ~ ^  where 
a =  0.1. Individual frames correspond to the times, t = 25, 50, 100, 150, 200, 
250, 300, 350 and 400. The contour levels in each frame are plotted for the values 
of 0 = 0min +  i ^rnax-Omm^  for j =  q, 1, 2, . . . N  and where N  = 11.
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Figure 5.7: Variation of the surface rate of heat transfer with time after the 
introduction of a distributed disturbance equal to rje~v at the leading 
edge, where a =  0.1. The contour levels at the bottom left hand corner are 
i lO -9 . Successive bands are at levels of ±10-8 , ±10-7 to ±10-3 .
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Figure 5.8: The variation with x of the surface rate of heat transfer at time 
t = 250, after introducing a distributed disturbance equal to rje~T1e~a^ ~ ^  .
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Figure 5.11: Variation of the surface rate of heat transfer with time due to a time- 
periodic disturbance equal to e-a^ - °^)2 sin(At), where the temporal frequency is 
A =  0.3 and the scaling factor is a =  0.1.
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Figure 5.12: Variation of the surface rate of heat transfer with time due to a time- 
periodic disturbance equal to e“a^ “ °^)2 sin(A£), where the temporal frequency is 
A =  0.4 and the scaling factor is a =  0.1.
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Figure 5.13: Variation of the surface rate of heat transfer with time due to a time- 
periodic disturbance equal to sin(At), where the temporal frequency is
A =  0.5 and the scaling factor is a =  0.1.
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Figure 5.14: Variation of the surface rate of heat transfer with time due to a time- 
periodic disturbance equal to sin(A<), where the temporal frequency is
A =  0.6 and the scaling factor is a = 0.1.
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Figure 5.15: Variation of the surface rate of heat transfer with time due to a time- 
periodic disturbance equal to e_a^ - 0^^ 2 sin(A£), where the temporal frequency is 
A =  0.7 and the scaling factor is a = 0.1.
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Figure 5.16: Contours of the perturbation isotherms depicting the response to a
time periodic disturbance. Individual frames correspond to times, * =  25, 50, 75
,... 800, where A =  0.1.
191




=  400 
=  375 
=  350 
=  325 
=  300 
=  275 
=  250 
=  225 
=  200 
=  175 
=  150 
=  125 
=  100 
=  75 




frV  i  i  j  j  o . fezJ 3 m
t =  650
ID
t =  575
t = 550
t =  525
t =  500
t =475
t =  450o
f =425
Figure 5.17: Contours of the perturbation isotherms depicting the response to a
time periodic disturbance. Individual frames correspond to times, t =  25, 50, 75
,... 800, where A =  0.2.
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Figure 5.18: Contours of the perturbation isotherms depicting the response to a
time periodic disturbance. Individual frames correspond to times, t =  25, 50, 75
,... 800, where A =  0.3.
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Figure 5.19: Contours of the perturbation isotherms depicting the response to a
time periodic disturbance. Individual frames correspond to times, t = 25, 50, 75
,... 800, where A =  0.4.
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Figure 5.20: Contours of the perturbation isotherms depicting the response to a
time periodic disturbance. Individual frames correspond to times, * =  25, 50, 75
,... 800, where A =  0.5.
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Figure 5.21: Contours of the perturbation isotherms depicting the response to a
time periodic disturbance. Individual frames correspond to times, * =  25, 50, 75
,... 800, where A =  0.6.
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Figure 5.22: Contours of the perturbation isotherms depicting the response to a
time periodic disturbance. Individual frames correspond to times, t =  25, 50, 75
,... 800, where A =  0.7.
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Figure 5.23: Contours represent the perturbation isotherms at 7 equally spaced
points in time in a half period for the temporal frequency A=0.1.
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Figure 5.24: Contours represent the perturbation isotherms at 7 equally spaced
points in time in a half period for the temporal frequency A=0.2.
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Figure 5.25: Contours represent the perturbation isotherms at 7 equally spaced
points in time in a half period for the temporal frequency A=0.3.
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Figure 5.26: Contours represent the perturbation isotherms at 7 equally spaced
points in time in a half period for the temporal frequency A=0.4.
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Figure 5.27: Contours represent the perturbation isotherms at 7 equally spaced
points in time in a half period for the temporal frequency A=0.5.
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Figure 5.28: Contours represent the perturbation isotherms at 7 equally spaced
points in time in a half period for the temporal frequency A=0.6.
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Figure 5.29: Contours represent the perturbation isotherms at 7 equally spaced
points in time in a half period for the temporal frequency A=0.7.
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Figure 5.31: The maximum absolute surface rate of heat transfer as a function 
of A for (a) the transient response and (b) the asymptotic response.
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Figure 5.32: The variation with x of K , the maximum local asymptotic response 









Figure 5.33: The maximum local asymptotic response to the time-periodic forcing 
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Figure 5.34: Variation with x of the optimum frequency which maximises the 
local maximum asymptotic response.
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Figure 5.35: Comparison between the present elliptic linear stability results and 
those obtained by assuming the parallel flow approximation.
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Figure 6.1: Variation of the normalised perturbation heat transfer with t for 
many values of £. Here the forcing frequency is A =  0.4 and A  =  2 x 10“5.
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Figure 6.2: Full isotherm (0) contours at 8 equally spaced time intervals in the 
last period for A =  0.4 and A = 2 x 10~5. Contours are at intervals of 0.1.
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t = 1490.2 t = 1496.1t = 1484.3
Figure 6.3: Close view of the isotherms (0) of Figure 6.2. Each frame is plotted 
in the x range 2500 to 3080. The black triangle indicates where the surface rate 
of heat transfer is at its minimum.
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Figure 6.5: Waveforms showing the 1:2 superharmonic transition in the case when 
A =  0.18 and A  =  2 x 10“3. The wave amplitude is normalised for each value of 
(•
215
Figure 6.6: Limit cycles of the phase trajectories of the surface rate of heat 
transfer at various positions along the surface for A =  0.18, A — 2 x 10-3 , and 
(a) i  =  175, (b) f  = 270, (c) £ = 288, (d) (  =  300, (e) f  = 313, (f) f  =  325, (g) 
f  =  350, (h) (  = 425, (i) £ = 500. The horizontal axis is the local value of 
while the vertical axis is its time rate of change.
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Figure 6.7: Contours of perturbation isotherms (0) at 8 equally spaced time 
intervals in a period (period considered at late stage when the oscillation is steady 
state periodic) for A = 0.18 and A = 2 x 10-3. Corresponding contour levels are 
plotted for 9 = ±  (10“2, 10-3 , 10“4, 10“5, 10“6, 10-7). The black triangles mark 
the start and end of a complete cell pair at t = 1438.9 which becomes four at 
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Figure 6.8: Contours of the zero level surface rate of heat transfer over the last 
few periods in time for A =  0.18, and where (i) A  =  2 x 10-4 , (ii) A = 3 x 10“4, 






50 1 0 0 150 2 0 0 250
x/10
Figure 6.9: Close-up view of Figure 6.8(iv) where A = 3.8 x 10-4 and A = 0.18. 
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Figure 6.10: Variation with A  of the position of the 1:2 superharmonic transition 









Figure 6.11: Waveforms showing the 1:3 superharmonic transition in the case 
when A = 0.13 and A = 4 x 10-2. The wave amplitude is normalised for each 
value of {.
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Figure 6.12: Limit cycles of the phase trajectories of the surface rate of heat 
transfer at various positions along the surface for A =  0.13, A  =  4 x  10—2, and 
(a) £ =  75, (b) £ =  175, (c) £ =  225, (d) £ =  275, (e) £ =  313, (f) £ =  338, (g) 
£ =  363, (h) £ =  400, (i) £ =  450. The horizontal axis is the local value of 
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Figure 6.13: Contours of perturbation isotherms (0) at 8 equally spaced time 
intervals in a period (period considered at late stage when the oscillation is steady 
state periodic) for A = 0.13 and A = 4 x 10-2 . Corresponding contour levels are 
plotted for 6 =  ±  (10“1, 10-2, 10-3 , 10-4, 10-5 , 10-6). The black triangles mark 
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Figure 6.14: Contours of the zero level surface rate of heat transfer over the last 
few periods in time for A =  0.13, and where (i) A  =  1.4 x 10“2, (ii) A — 1.6 x 10—2, 
(iii) A  =  4 x 10‘ 2, (iv) A  =  5.2 x 10"2, (v) A  =  5.6 x 10“2, (vi) A = Qx  10"2.
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Figure 6.15: Close-up view of Figure 6.14(v) where A  =  5.6 x 10-2 and A = 0.13. 
Each vertical line is drawn in order to count the number of cells per forcing 
period.
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Figure 6.16: W aveform s showing th e  1:4 superharm onic tran sitio n  in  th e  case 
when A = 0.09 and A =  2 x 10-1. T he wave am plitude is  norm alised for each








Figure 6.17: Limit cycles of the phase trajectories of the surface rate of heat 
transfer at various positions along the surface for A =  0.09, A  =  2 x 10-1 , and 
(a) £ = 50, (b) £ =  125, (c) £ = 175, (d) £ =  200, (e) £ =  225, (f) £ =  238, (g)
£ =  313, (k) £ =  338, (1) £ =  450. The 
while the vertical axis is its time rate
£ =  250, (h) £ =  263, (i) £ =  288, (j)
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Figure 6.18: Contours of perturbation isotherms ($) at 8 equally spaced time 
intervals in a period (period considered at late stage when the oscillation is steady 
state periodic) for A = 0.09 and A = 2 x 10”1. Corresponding contour levels are 
plotted for 9 =  ±  5(10“1, 10-2, 10-3, 10~4, 10“5, 10-6). The black triangles mark 
the start and end of a complete cell pair at t = 1421.4 which becomes eight at 
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Figure 6.19: Contours of the zero level surface rate of heat transfer over the last 
few periods in time for A =  0.09, and where (i) A  =  0.5 x 10-1, (ii) A  =  1 x 10-1, 
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Figure 6.20: Variation of the turning points of the heat transfer with amplitude 
A for A =  0.09. Curves marked ‘a’, ‘b ’, and ‘c’ are the positions of three different 
turning points in Figure 6.19.
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Figure 6.21: Curves representing the growth of instabilities for frequencies greater 
than 0.4: M(x)  for solid curves and N(x)  for dashed curves which are defined in 
equations (6.16) and (6.18). Here (a) A  =  10“2, (b) A =  10-3 , (c) A =  10"4, and 
(d) A  =  10“5.
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Figure 6.22: Contours of — 9mean at 8 equally spaced time intervals in the last 
two periods of time. Here A = 0.8 and the maximum amplitude is at A = 10-2. 
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Figure 6.23: Contours of 0 — dmean at 8 equally spaced time intervals in the last 
two periods of time. Here A =  0.8 and the maximum amplitude is at A = 10-3. 
The corresponding contour levels are at ±6.5(10“4,10-5 ,10“6, 10“7,10-8).
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