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Abstract 
 
In this paper, we present the results of two methods developed to forecast cutset (intra-regional 
transmission line) power flows. The first method involving neural network load forecasting and 
simultaneous equations can only be applied to radial electricity networks. This method was applied to 
forecast the cutset flows in a simplified radial formulation of the Queensland electricity network with 
an error of approximately 5%. The second method of forecasting the cutset flows directly from the data 
set utilising a neural network can be applied to any radial or meshed electricity network. This direct 
method was tested on a more complex model of Queensland’s electricity network and gave cutset 
forecasts with an error of approximately 10% MAE. Results indicate that the cutset flow forecasting 
tool is accurate, robust and adaptable to suit the requirements of other utilities.
 
 
 
1. INTRODUCTION 
 
A complex electricity network is often represented by a 
system of zones or regions interconnected by 
transmission lines. These transmission lines, or more 
formerly CUTSETS, provide a path for power flow 
between zones to ensure generation meets demand 
throughout the system. 
 
The forecasting of cutset flows is necessary to assist 
power utility support staff to better plan for activities on 
the network. It assists coordination of scheduled 
maintenance, aids decisions regarding load management 
and provides a means of dynamic state estimation to 
help minimise transmission line losses and satisfy 
constraints. Scheduled outages can result in a reduction 
in network capacity thus promoting non-optimal market 
outcomes for generation corporations and energy 
retailers.  
 
In the deregulated electricity market there is pressure to 
increase capital returns by maximising infrastructure 
utilisation. To do so an accurate and reliable method is 
needed to forecast the cutset flows to ensure certainty of 
business objectives. In auction based electricity markets 
such as Australia’s National Electricity Market (NEM) 
the order of generator dispatch is dependent on the nodal 
price at the location of the generator. The nodal price is 
determined by the magnitude and direction of power 
flows in the cutsets connecting the generator to the price 
reference node. Consequently, cutset flow forecasts are 
essential in accurately predicting generator dispatch 
order and forecasting future electricity prices and 
generation revenues at various points in an electricity 
network. 
 
The short term cutset flow forecasting techniques 
developed in this paper have been designed based on the 
now well established application of Artificial Neural 
Networks (ANN) to load forecasting.  
 
2. THE DATA SET  
 
The data was provided by Powerlink Queensland and 
represents half-hour generation and cutset flow values in 
MW for the relevant generators and cutsets in 
Queensland from November 1, 2000 to the 30th April 
2001. Weather information was also provided for six 
major airports throughout the state including Cairns, 
Archerfield, Mackay, Rockhampton, Townsville and 
Bundaberg. The weather details included recordings of 
wind direction, wind speed, relative humidity, 
temperature, air pressure and rain levels. 
 
Powerlink Queensland defined the electricity network 
into 10 zones that are delineated by sections of the 
275kV transmission grid.  From the data provided a load 
profile of each zone was constructed to investigate any 
periodic trends in the data and help identify 
inconsistencies. Inconsistent data considered to be 
erroneous was removed from the training. Historical 
holiday data was unavailable therefore holidays were 
removed from the training and test sets also.  
2.1 Data pre-processing 
 
The NN models discussed in this paper incorporate 
hyperbolic tan activation functions that are naturally 
bounded by the interval [-1,1].  As a result large input 
variables will promote saturation of the neurons 
threshold functions and make convergence to a solution 
unlikely or comparatively slow. To make the process 
more effective all data was normalised to fall within the 
range  [-1,1].  The data set was partitioned such that 
approximately 80% of the data was available for training 
and 20% for testing the performance of the networks.  
 
3. CUTSET FLOWS IN RADIAL SYSTEMS  
 
This approach models an electricity network as a system 
of regional loads supplied by generation units and 
interconnected by cutsets. The system can be defined by 
a series of simultaneous equations incorporating 
regional load, generation dispatch and cutset flows. 
Regional loads are forecast individually using a series of 
NNs and results are utilised in conjunction with given 
generation pre-dispatch forecasts to solve these 
equations and arrive at the cutset flow forecasts. 
Queensland’s Transmission Network can be simplified 
as a radial system by reducing the ten predefined zones 
into the three larger regions of: Northern (NQ), Central 
(CQ) and Southern (SQ). A large proportion of Qld’s 
generation is located in CQ with relatively high power 
transfers from CQ to NQ and CQ to SQ. In this 
approach two cutsets interconnect these regions, one 
from CQ to NQ and the other from CQ to SQ as in 
Figure 1.  There is only one possible path for power 
flow between regions, therefore the system is a radial 
network. 
 
From Figure 1 the following simultaneous equations 
were developed: 
 
 A + B + C = Total regional load

 a + b + c = Total regional generation 

 A + B + C = a + b + c - f 

 A = a + d 

 B = b - d - e 

 C = c + e – f 
 
Where: 
♦ A, B and C are the NQ, CQ and SQ regional loads 
respectively. 
♦ a, b and c are the NQ, CQ and SQ regional 
generations respectively. 
♦ d is the cutset flow north between NQ and CQ  
♦ e is the cutset flow south between CQ and SQ and f is 
the interstate cutset flow south to NSW. 
♦ f is the export of power to NSW. 
 
 
Figure 1 Queensland’s electricity system defined as a 
radial network 
 
3.1 Selection of inputs 
 
The selection of the appropriate inputs to a NN is 
perhaps one of the most important factors in optimum 
network design. The ability of a NN to adequately 
model the dynamic behaviour of the load is highly 
dependent on the chosen inputs. The process of selecting 
the relevant network inputs has to be based upon an 
intuitive knowledge of the various influencing factors, 
together with a careful validation of these assumptions 
[4]. Load variations are not only influenced by weather, 
time of day, day type and season, but also highly 
dependent on past and current load variables. [1][3][5]  
 
Historical hourly loads are incorporated as inputs to the 
network to provide the network with load shape and 
magnitude reference. These variables attempt to capture 
the load trend over the recent past. Powerlink identified 
a strong correlation existing between any one day’s load 
and the previous week’s same day load. Regression 
analysis was performed between regional load and each 
weather variable at the airport closest to the region. The 
strongest correlations were found to exist between 
humidity, temperature and load, therefore the inclusion 
of these variables as inputs to the NN can significantly 
improve forecast accuracy. 
As the data set is less than six months duration seasonal 
variation could not be quantified or trained for.  
 
To determine the relationships between the various daily 
load profiles a regression analysis was performed 
between each day and every other day. The 
classification of two different days into one day type 
was performed based on R2 > 0.98. The following 
classifications were made: 
♦ Monday, Saturday and Sunday are in three unique day 
type classes. 
♦Tuesdays, Wednesdays, Thursdays and Fridays are of 
the same type. 
 
The load profile varies significantly between these four 
day types so four NNs (one for each day type) were 
trained for each region. The following inputs (as shown 
in Table 1) are presented to the NNs to provide a 48 * ½ 
hour load forecast for each region. 
 
Table 1 Inputs for load forecasting NN
 
Inputs  Description 
 
1-48  {L(d, h)  h = 1 – 48} 
49-56  {T(d, p)  p = 1 – 8} 
57-64  {H(d, p)  p = 1 – 8} 
65-112  {L(d-1, h) h = 1 – 48} 
113-120  {T(d-1, p) p = 1 – 8} 
121-128  {H(d-1, p) p = 1 – 8} 
129-176  {L(d-6, h) h = 1 – 48} 
177-184  {T(d-6, p) p = 1 – 8} 
185-192  {H(d-6, p) p = 1 – 8} 
193-200  {T(d+1, p) p = 1 – 8} 
201-208  {H(d+1, p) p = 1 – 8} 
 
Outputs  Description 
 
1-48  {L(d+1, h) h = 1 – 48} 
 
d = day index; h = half hour of the day index; p = time of the day 
index where 1-8 = (03:00, 06:00, 09:00, 12:00, 15:00, 18:00, 21:00, 
24:00) respectively; L = Load; H = Humidity; T = Temperature. 
 
3.2 Load forecast networks 
In the application to load forecasting, the most common 
NN topology is the three layer, feed forward model, 
trained by the error back-propagation algorithm [6]. This 
topology has demonstrated an ability to approximate any 
continuous function with arbitrary accuracy [4]. As a 
result it has been employed in the application to many 
different load forecasting problems and consistently 
attains a more accurate result than most of the 
conventional approaches. [7] - [9].  This topology has 
been preserved in each of the regional load forecast 
models discussed here.  
 
3.3 Network Optimisation 
A total of 12 NN were developed, each forecasting load 
for one of the four day types (Mon, Tues-Fri, Sat, Sun) 
in one of the three regions. The networks have a single  
 
 
hidden layer with hyperbolic tan activation functions 
and pure linear activation functions on the output layer. 
The networks were trained in a supervised manner with 
varying numbers of hidden neurons to determine the 
best network architecture for the application. The 
number of neurons in the hidden layer of each of the 
twelve networks was decided based on network 
performance on the test set. All NNs are feed forward 
trained in batch mode according to the error back-
propagation algorithm, with scaled conjugate gradient 
decent optimisation [2]. The networks weights were re-
initialised several times to ensure convergence to the 
global minimum.  
 
Once regional load forecasts were performed the 
simultaneous equations were solved to calculate the 
cutset flow forecasts. Therefore, the accuracy of cutset 
forecasts relies on the accuracy of regional load 
forecasts and generation dispatch forecasts. 
 
4. RESULTS FROM RADIAL SYSTEMS 
 
The Mean Absolute Percent Error (MAPE) and Standard 
Deviation (S.D) were used to assess the performance of 
the networks on the test set. The results for regional load 
forecasts have been provided in Table 2. The cutset flow 
forecast results were calculated based on these regional 
load predictions and have been presented in Table 3. 
 
The overall MAPE for all day types was 5.26% for CQ-
SQ and 5.44% for CQ-NQ. The best performance was 
achieved by the Tuesday-Friday day type forecasts with 
a MAPE of 4.88% for the CQ-SQ cutset and 4.83% for 
the CQ-NQ cutset with standard deviations of 3.83 and 
3.25 respectively. By comparison the Sunday day type 
forecasts performed poorly with a MAPE of 6.85% for 
the CQ-SQ cutset and 6.79% for the CQ-NQ cutset with 
standard deviation of 3.98 and 3.88 respectively. More 
often the Tuesday-Friday networks provide a more 
accurate cutset forecast than any other network. This is 
likely to be as a result of the larger data set used in 
training these networks therefore providing for a more 
robust and comprehensive model in most cases.  
 
The magnitude of error associated with the cutset 
forecasts is typically larger than that of the error 
associated with regional load forecasts. This suggests 
that compound error has a significant effect on the 
accuracy of cutset forecasts. This is perhaps the biggest 
downfall associated with using simultaneous equations 
to calculate cutset flow predictions. 
 
 Table 2 – Regional load forecast results 
 
 
Table 3 – Cutset flow forecast results 
 
Figures 2-5 are representative of the cutset flow 
forecasts versus actual flow profiles for both the CQ-SQ 
and CQ-NQ cutsets. The figures illustrate the day with 
the smallest forecast error (Figures 2 & 4 - best case) 
and the day with the highest forecast error (Figures 3 & 
5 - worst case). 
 
The simultaneous equation approach has proven to be 
successful in forecasting cutset flows with acceptable 
accuracy. The forecast cutset profiles bear a strong 
correlation with the actual flow profiles suggesting the 
method is suitable in this application. The performance 
of the cutset forecasts is dependent on the accuracy of 
three individual regional load forecasts and although the 
 
Figure 2 – Forecast and actual load profiles for CQ-SQ 
best case 
 
Figure 3 - Forecast and actual load profiles for CQ-SQ 
worst case 
 
Figure 4 - Forecast and actual load profiles for CQ-NQ 
best case 
 
Figure 5 - Forecast and actual load profiles for CQ-NQ 
worst case 
error may be reasonably small in this study, there is no 
guarantee that future forecasts will provide the same 
performance.  
 
5. CUTSET FLOWS IN MESHED SYSTEMS 
As electricity networks around the world expand with a 
more interconnected nature, the number of paths for 
current flow increases. Where multiple current paths are 
available it becomes necessary to utilise a different 
cutset forecasting approach. To perform the 
simultaneous equation cutset forecast method in meshed 
networks a large amount of system detail is required. 
Information such as line impedances, network voltage 
levels, tap change transformer settings, reactive and real 
power demands and generations are necessary. The 
requirement for these details and the need for network 
simulation software make this method prohibitively 
cumbersome. 
 
To overcome the requirement for simultaneous 
equations and network simulation software a method 
was developed to forecast the cutest flows directly from 
the data set using one NN. This single NN was 
optimised and trained to provide a forecast of all cutest 
flows in the meshed network at any particular instant in 
time.  The meshed transmission network is represented 
by the original ten zones defined by Powerlink 
Queensland. There are 21 cutsets interconnecting the 10 
zones and multiple paths for current flow. 
 
5.1 Selection of inputs 
 
Load data is not provided to the model the system. The 
network is trained with historical cutest flow values 
[MW], generation and weather data then cutset forecasts 
for any instant are performed using generation pre-
dispatch and weather forecast variables for that same 
instant. The following inputs are presented to the NN to 
provide the cutset flow for all cutsets in the system at 
time t. 
 
Inputs  Description 
 
1-22  {G(t)  G = 1-22} 
23-28  {T(t)  T = 1-6} 
29-34  {H(t)  H = 1-6} 
 
Outputs  Description 
 
1-21  {F(t) h = 1 – 48} 
 
 
t = instant in time; G = Generation pre-dispatch forecast (for each of 
the 22 Generation utilities at time t); T = Temperature (at each of the 6 
airports at time t); H = Humidity((at each of the 6 airports at time t); F 
= Cutset flow in MW (for each of the 21cutsets at time t) NOTE: As 
the system has not been extended to include the NSW network, the 
import/export of power from NSW is treated as a supply (even if 
negative).  
 
5.2 Network optimisation 
 
As with the regional load forecasting networks, various 
architectures were investigated in an attempt to find the 
optimum number of hidden layer neurons. The NN 
model was the same as those for the load forecasting  
application except that a second hidden layer of neurons 
was added to the network also with hyperbolic tan 
activation functions and a neuron bias. The best forecast 
accuracy was achieved using a NN with 19 neurons in 
the first hidden layer and 2 in the second hidden.  
 
6. RESULTS FROM MESHED SYSTEMS 
 
Table 4 summarises the testing results. The average flow 
in MW has been provided to indicate larger MAPE are 
commonly achieved with variables of smaller 
magnitude.  
 
 
Table 4 – Direct cutset flow forecast results. 
 
It must be noted here that the mean absolute percent 
error and standard deviation do not provide a suitable 
indication of the network’s perf ormance, as several 
cutset flows are particularly small, some in the vicinity 
of 1 MW.  As an example a cutset flow forecast of 
2.8MW, when in fact the actual value is 1MW, produces 
an absolute percent error (APE) of 180%. Although the 
APE is significantly large, in terms of the power system 
itself the forecast is quite good. These large absolute 
percentage errors force the mean absolute percent error 
(MAPE) to values that indicate poor network 
performance. In fact it is quite the contrary. This 
technique is capable of being applied to both radial and 
meshed networks and provides promising results for the 
cutset flow forecasting application. 
 
7. DISCUSSION AND CONCLUSIONS 
 
In this research we developed feed forward NN models 
to forecast regional load and applied these load forecasts 
through a set of simultaneous equations to predict the 
cutset flows in a radial transmission network.  This 
method was applied to the Queensland transmission 
system producing promising forecasts with MAPE 
errors of 5.26% for the CQ to SQ cutset and 5.24% for 
the CQ to NQ cutset. 
 
The simultaneous equation method could not be applied 
to more complex meshed transmission networks so an 
innovative multilayer feed forward NN model was 
developed to directly forecast cutset flows from an 
historical database. Applying this direct method to the 
Queensland transmission network resulted in a cutset 
forecast (for significant cutset flows greater than 
50MW) with an average error of 9.8% MAE. 
 
It may be argued that the neural networks should be 
trained with as much data as practically possible. This 
allows the network to capture information about 
seasonal trends that is simply not possible with smaller 
training sets. The majority of NN studies in the literature 
utilised several years of data to capture these trends. By 
comparison, in this research less than six months of data 
was available to train the networks to forecast regional 
load. On this basis, the neural networks can be 
considered to have performed remarkably well. In the 
event more data was available, significant improvements 
in cutset flow forecasts may have been achieved. 
 
Although the results are promising, more research is 
necessary to draw conclusive statements on the 
suitability of the models used. This may include further 
investigation into other neural network topologies, 
training algorithms and optimisation techniques along 
with extensive training and testing on a significantly 
larger data set. It may be useful to incorporate higher 
levels of intelligence such as fuzzy logic or expert 
systems. 
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