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Abstrak 
 
Hidden Markov Model  (HMM)  adalah  peluasan  dari  rantai Markov  di mana  statenya 
tidak  dapat  diamati  secara  langsung  (tersembunyi),  tetapi  hanya  dapat  diobservasi melalui 
suatu  himpunan  pengamatan  lain.  Pada  HMM  terdapat  tiga  permasalahan mendasar  yang 
harus diselesaikan yakni evaluation problem, decoding problem, dan learning problem.  
  Dalam paper ini, akan dijelaskan tentang Hidden Markov Model(HMM) dan solusi dari 
ketiga masalah mendasar dalam HMM  tersebut, yakni evaluation problem dengan algoritma 
forward, decoding problem dengan algoritma viterbi, dan learning problem dengan algoritma 
Baum‐Welch. 
Kata kunci : Hidden Markov Model, evaluation problem, decoding problem, learning problem  
 
1. Pendahuluan 
Proses  stokastik  adalah  keluarga  peubah  acak  ,  T  disebut 
himpunan parameter. Himpunan nilai  – nilai yang mungkin dari   disebut 
Ruang State.  
},{ TtX t ∈
tX
Proses stokastik dengan ruang state (keadaan) diskrit, serta mempunyai sifat di 
mana state “saat ini” hanya tergantung pada state “sebelumnya” dan bebas dari 
histori yang lalu disebut dengan rantai markov.  
Pada  rantai Markov  setiap  state dapat diamati  secara  langsung. Seperti 
kasus cuaca, keadaan cuaca esok hari dapat kita prediksi melalui keadaan cuaca 
hari ini. Andaikan cuaca dikelompokkan menjadi tiga (cerah, hujan, berawan), 
maka  dengan  diberikan  peluang  perubahan  cuaca,  kita  dapat  menentukan 
peluang  cuaca  esok  hari  dan  beberapa  hari  berikutnya.  Akan  tetapi  bila 
seseorang berada dalam ruang tertutup dan dia tidak mengetahui cuaca di luar, 
kemudian dia disuruh menebak keadaan  cuaca  esok hari. Dalam hal  ini  state 
cuaca  tidak  dapat  diamati  secara  langsung,  namun  pengamatan  dapat 
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dilakukannya  dengan  memperhatikan  apakah  orang  masuk  ke  ruangan 
tersebut membawa  payung  atau  tidak.  Kasus  ini  dapat  dimodelkan  sebagai 
Hidden Markov Model (HMM).  
Pada  paper  ini  akan  diberikan  ulasan  tentang  HMM  dan  tiga  masalah 
mendasar yang ada dalam HMM beserta solusinya, yakni   Evaluation problem,
  Decoding problem, 
      Learning problem.  
HMM  ini  bermanfaat  dalam  menyelesaikan  kasus‐kasus  dimana 
pengamatan tidak  
dapat  dilakukan  terhadap  suatu  state,  tetapi  kita  dapat  menentukan 
peluang  proses  berada  dalam  stste  tertentu.  Pembahasan  pada  paper  ini 
dibatasi hanya pada pengamatan diskrit saja.  
 
2. Metode Penelitian 
Pertama‐tama dilakukan kajian ulang tentang rantai markov diskrit, agar 
dapat memberi  gambaran  tentang HMM,  kemudian  dipelajari  tentang  Teori 
Hidden Markov Model  (HMM).  Untuk  lebih  jelasnya  diberikan  suatu  contoh. 
Kemudian  dibahas  tiga  masalah  mendasar  dalam  HMM,  yakni  evaluation 
problem,  decoding  problem,  dan      learning  problem.  Untuk  evaluation  problem 
diselesaikan dengan Algoritma Forward  , untuk memecahkan decoding problem 
digunakan Algoritma Viterbi, serta untuk learning problem digunakan algorithm 
Baum‐Welch. Sebagai gambaran, diberikan studi kasus tentang masalah cuaca. 
 
3. Pembahasan 
3.1 Rantai Markov Diskrit 
  Misalkan  { },...3,2,1,0, =tQt   adalah  proses  stokastik  parameter  (waktu) 
diskrit dengan ruang state  .  ,...},,{ 321 sss
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Jika  ),...,,|(
11001 itiiijt
sQsQsQsQP ====+  
                                     )|( 1 itjt sQsQP === +
                                                                          
(1)                              
ija=
maka  proses  disebut  rantai  markov  waktu  diskrit  dan  disebut  peluang 
transisi dari state s
ija
i ke state   sj. Apabila  tidak    tergantung pada n maka   
disebut peluang  transisi  stasioner. Matriks
ija ija
ija⎡ ⎤= ⎣ ⎦A , dengan   disebut 
matriks peluang transisi.  
1
0
=∑∞
=j
ija
 
Dengan mengetahui distribusi inisial dan peluang transisi, suatu rantai markov 
dapat dikenali secara lengkap, seperti terlihat pada persamaan berikut 
titii
sQsQsQP === ,...,,(
10 10
) 
          =  ),...,|(
10 10 −=== − tt itiit sQsQsQP . ),...,( 10 10 −== − titi sQsQP  
                =  . )|(
11 −== − tt itit sQsQP ),...,( 10 10 −== − titi sQsQP  
                = 
tt ii
a
1− ),...,( 10 10 −== − titi sQsQP  
                =  ...... 
                =                           
(2) 
)(... 0010121 iQPaaa iiiiii tttt =−−−
)( 00 iQP = disebut  peluang  inisial  .  ),....)0(),0(()0( 10 πππ = dimana  )()0( 0 jj sQP ==π   
disebut distribusi inisial. Sebagai gambaran, perhatikan contoh berikut: 
Contoh 1 
Misalkan  cuaca  dalam  satu  hari  dapat  dikelompokkan  menjadi  cerah, 
hujan, dan berawan. Perubahan cuaca dalam hari yang berurutan dinyatakan 
dalam peluang pada tabel berikut : 
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Cuaca besok Cuaca hari ini 
cerah  hujan  berawan
cerah  0.8  0.05  0.15 
hujan  0.2  0.6  0.2 
berawan  0.2  0.3  0.5 
 
           Tabel 1. Peluang perubahan cuaca pada hari yang berurutan 
Jika cuaca pada hari pertama (t = 1) adalah cerah, berapa peluang cuaca pada 5 
hari berikutnya cerah‐hujan‐berawan‐hujan‐hujan. 
Jawab: Misalkan State 1 (  ) : cerah, state 2 ( ) : hujan, state 3 ( ) : berawan. 1s 2s 3s
Dengan menggunakan persamaan (2) diperoleh : 
  ),,,,,( 252433221110 sQsQsQsQsQsQP ======   
        =  )|()|()|()|()|()( 2425332422331122101110 sQsQPsQsQPsQsQPsQsQPsQsQPsQP ===========     
       =  22322312111 ...).0( aaaaaπ   
       = (1)(0.8)(0.05)(0,2)(0,3)(0,6)  = 0,00144 
3.2 Hidden Markov Model 
  Dari  contoh 1 di atas  terlihat bahwa  state  (cuaca) dapat diamati  secara 
langsung.  Akan  tetapi,  jika  seseorang  dikunci  dalam  satu  ruangan  tertutup 
sehingga dia  tidak dapat mengetahui keadaan cuaca diluar,   kemudian orang 
tersebut  disuruh  menerka  keadaan  cuaca,  maka  pengamatan  yang  dapat 
dilakukan  hanyalah  dengan melihat  apakah  orang  yang masuk  ke  ruangan 
terkunci  tersebut  membawa  payung  atau  tidak.  Masalah  seperti  ini  dapat 
dimodelkan dalam bentuk Hidden Markov Model (HMM). 
Elemen‐elemen dari HMM adalah: 
1. N,  yaitu  jumlah  state,  dengan  ruang  state  { }1 2, ,..., NS s s s= dan  state  pada 
waktu t dinyatakan dengan  . Untuk kasus di atas adalah keadaan cuaca. tQ
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2. M, yaitu jumlah pengamatan (observasi) tiap state, dengan ruang observasi 
{ }1 2, ,..., MV v v v= , untuk  kasus di  atas,  orang datang membawa payung  atau 
tidak membawa payung.  
3. , yaitu matriks peluang transisi.  
ija⎡ ⎤= ⎣ ⎦A
4. ,  yaitu matriks peluang  bersyarat  observasi    jika proses  berada 
pada state j, dimana: 
jmb⎡= ⎣B ⎤⎦ mv
       ( ) ( )tj m j t t m jb b O P O v Q s= = = = ,  Nj ≤≤1  dan 1 m M≤ ≤ .                                            
(3)     
5. iπ  yaitu distribusi state awal. 
Sehingga Hidden Markov Model dapat dituliskan dalam notasi  ( ), ,λ π= A B . Jika 
diberikan  N, M,  A,  B,  dan  π ,  HMM  dapat  digunakan  sebagai  pembangkit 
barisan observasi:   TOOOOO ,...,,, 321=
Jika  seseorang  dikurung  dalam  ruangan  tertutup  dan  ia  tidak  mengetahui 
keadaan cuaca di luar. Peluang cuaca pada hari ke‐t  ( )tQ , dengan kemungkinan 
{ }1 2 3=cerah, =hujan, = berawans s s   hanya  bisa  diperoleh  berdasarkan  observasi 
, dengan   atau tO membawa payungtO = tidak membawa payungtO = .  
Untuk menyimpulkan cuaca di luar berdasarkan observasi bahwa orang 
masuk membawa payung atau  tidak, digunakan ukuran untuk peluang, yang 
disebut kemungkinan (L): 
( )1 11 1,..., ,...,T Ti T i m T mL Q s Q s O v O v= = = =  
( ) ( ) (1 11
1 2
t t t
T T
t m t i i t i t i
t t
P O v Q s P Q s P Q s Q s −−= =
= = = ⋅ = ⋅ = =∏ ∏ )1 t            (4)           
 
3.3 Tiga Masalah Dasar HMM 
  Agar  HMM  dapat  diaplikasikan  ke  berbagai  masalah  nyata,  ada  tiga 
masalah mendasar dalam HMM yang harus diselesaikan, yakni: 
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a. Evaluation problem 
  yakni akan dicari  (P O )λ atau peluang dari barisan observasi 
  { }1 21 2, ,..., Tm m TO O v O v O v= = = = m  jika diberikan HMM;  ( ), ,λ π= A B .  
 
Peluang  ini dapat ditentukan  secara  induksi dengan menggunakan  algoritma 
forward.  
Definisikan variabel forward  ( )t iα : 
  ( 11( ) ,..., ,tt m t m ti P O v O v Q s )iα λ= = = =                                                             
(5)    
yaitu  peluang  barisan  observasi    dan  state    pada  waktu  t  jika 
diberikan 
1 2, ,..., tO O O is
λ . 
Secara induktif  ( )P O λ dapat dihitung sebagai berikut : 
(i)  Inisialisasi 
                          
(6)   
( ) ( )1 1i ii b Oα π= 1 i N≤ ≤
(ii) Induksi 
   ( ) ( ) ( )1 1
1
N
t t ij j
i
j i a bα α+ +
=
⎡ ⎤= ⎢ ⎥⎣ ⎦∑ tO ,1 1t T≤ ≤ −   1 j N≤ ≤                
(7) 
(iii) Akhir ;  ( ) ( )
1
N
T
i
P O iλ α
=
=∑                                
(8) 
b. Decoding problem 
Akan dicari barisan  state yang optimal  { }* * * *1 2, ,..., TQ Q Q Q=   jika diberikan 
barisan observasi  { }1 2, ,..., TO O O O=  dan model  ( ), ,λ π= A B . Barisan state terbaik yang 
akan ditentukan yaitu berupa  lintasan  tunggal yang  terhubung dari  . 1,2,...,t T=
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Seperti  yang  terlihat  pada  gambar  1,  begitu  banyak  lintasan  tunggal  yang 
mungkin. Kemudian akan dipilih satu lintasan tunggal yang memiliki peluang 
tertinggi diantara semua lintasan yang mungkin. 
 
 
Gambar 1. Barisan state (lintasan) yang mungkin 
untuk 1  dan 1i N t T≤ ≤ ≤ ≤  
 
Untuk menyelesaikan decoding problem ini digunakan algoritma Viterbi. 
Dalam algoritma Viterbi digunakan dua variabel bantu, yaitu: 
1. ( ) ( )1 1
1 2 1
1 1, ,...,
max ,..., , ,...,
t
t
t i t i mQ Q Q
i P Q s Q s O v O vt mδ λ
−
= = = = =                                                                      
Dengan induksi diperoleh: 
( ) ( ) (1 1maxt t ij ji Nj i a bδ δ+ ≤ ≤ ⎡ ⎤= ⋅ ⋅⎣ ⎦ )1tO +                                                                                                                      
2      ( ) ( )1 1
1 2 1
1 1
, ,...,
arg max ,..., , ,...,
t
t
t i t i m
Q Q Q
i P Q s Q s O v O vt mψ λ
−
= = = = =                                            
                                                                                          
Langkah‐langkah  dalam  algoritma  Viterbi  untuk menentukan  barisan 
state terbaik yaitu: 
1. Inisialisasi 
  ,                        1                             
(9) 
( ) ( )1 i ii b Oδ π= ⋅ 1 i N≤ ≤
M
K
K
K
K
state 
s1
s 2
s3
s N
t T1t = 2t = 3t ==
waktu 
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  ( )1 0iψ =                                                                                                                    
(10) 
2. Rekursi 
  ( ) ( ) ( )11maxt t iji N j tj i a b Oδ δ −≤ ≤ ⎡ ⎤= ⎣ ⎦ ⋅ ,            2 t T≤ ≤ ,  1 j N≤ ≤                             
(11) 
  ( ) ( )1
1
arg maxt t
i N
ijj i aψ δ −≤ ≤ ⎡= ⎣ ⎤⎦ ,          2 t T≤ ≤ ,  1 j N≤ ≤                             
(12) 
3. State terbaik pada waktu T  ( )TQ  
                                                                                                       
(13)                                           
( )*
1
max Ti NP δ≤ ≤= ⎡⎣ i ⎤⎦
T i  ( )*
1
arg maxT
i N
Q δ
≤ ≤
= ⎡ ⎤⎣ ⎦                                                                                             
(14) 
4. Barisan state terbaik pada  1, 2,...,1t T T= − −   
  ,                                                                    (15) ( )* 1 1*t t tQ Qψ + += 1, 2,...,1t T T= − −
c. Learning problem 
  Jika  diberikan  sebuah  HMM,  dan  barisan  observasi  , 
bagaimana mengatur parameter model 
TOOOO ,...,, 21=
( , , )λ π= A B  agar  )|O(P λ  maksimum. 
  Untuk menyelesaikan masalah ini digunakan Algoritma Baum‐Welch. 
Dalam  algoritma  Baum‐Welch,  didefinisikan  empat  variabel,  yaitu  :  variabel 
forward, variabel backward, variabel  ( , )t i jξ , dan variabel  ( )t iγ . Variabel  forward 
dan variabel  backward akan digunakan dalam perhitungan variabel  ( , )t i jξ  dan 
variabel  ( )t iγ . 
  Variabel pertama, variabel    forward  telah didefinisikan pada persamaan 
(5), serta tahapan induksi diberikan oleh persamaan (6) – (8).  
  Variabel kedua, yakni variabel backward didefinisikan sebagai, 
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  1 2( ) ( , ,..., | , )t t t T t ii P O O O Q sβ λ+ += =
T
                                                 
(16) 
yaitu, peluang dari barisan observasi parsial  , diberikan  state   
pada  waktu  t  dan  model 
1 2, ,...,t tO O O+ + is
λ .    Selanjutnya,  ( )t iβ   dapat  diselesaikan  secara 
induksi sebagai berikut: 
1.  Inisialisasi 
  ( ) 1,                       1T i i Nβ = ≤ ≤
N≤ ≤
                          
(17) 
2.  Induksi 
                                  
(18) 
1 1
1
( ) ( ) ( ),   1, 2,...,1,  1
N
t ij j t t
j
i a b O j t T T iβ β+ +
=
= = − −∑
     
Variabel ketiga, yakni variabel  ( , )t i jξ  didefinisikan sebagai, 
  1( , ) ( , | , )t t i t ji j P Q s Q s Oξ λ+= = =                                                                     
(19) 
yaitu, peluang proses pada saat t  berada pada state si dan pada saat t + 1 berada 
pada state  sj, jika diberikan barisan   dan model O λ .  
Persamaan (19) dapat ditulis 
  1
( , , |
( , )  
( | )
t i t j
t
P Q s Q s O
i j
P O
)λξ λ
+= ==                                     
(20)                 
atau dapat diekspresikan dengan variabel forward‐backward sebagai  
1 1
1 1
1 1
( ). ( ). ( ).
( , )
( ). . ( ). ( )
t t j t ij
t N N
t ij j t t
i j
i j b O a
i j
i a b O j
α βξ
α β
+ +
+ +
= =
=
∑∑
                                                                           
(21) 
  Variabel keempat, yakni variabel  ( )t iγ  didefinisikan sebagai: 
Matematika  209
Firdaniza, Nurul G, Akmal 
  ( ) ( | , )t t ii P Q s Oγ λ= =                              
(22) 
yaitu, peluang proses berada pada state   saat waktu t,  jika diberikan barisan 
observasi  ,  dan  model 
is
O λ .  Persamaan  (22)  dapat  diekspresikan  dengan 
variabel forward‐backward sebagai berikut, 
 
1
( ). ( )( )
( ). ( )
t t
t N
t t
i
i ii
i i
α βγ
α β
=
=
∑
                                                                                          
(23)  
Peluang proses berada pada state si saat t, jika diberikan barisan pengamatan O,   
1
( ) ( , )
N
t t
j
iγ ξ
=
=∑ i j
s
                                           
(24) 
Sehingga, 
                                   
(25) 
1
1
( ) Ekspektasi jumlah transisi dari  
T
t i
t
iγ−
=
=∑
Sama  halnya,  jika  ( , )t i jξ   dijumlahkan  atas  indeks  waktu  t  (dari    ke 
) dapat diartikan sebagai perkiraan banyaknya  transisi dari  state   ke 
state 
1t =
1t T= − is
js . Jadi, 
                                (26) 
1
 
1
( , ) Ekspektasi jumlah transisi dari ke  
T
t i
t
i j s sξ−
=
=∑ j
  Dengan menggunakan persamaan (25) dan (26) di atas, maka diperoleh 
rumus re‐estimasi sebagai berikut: 
  iπ =Ekspektasi frekuensi dalam state   ketika is 1t =  
       = 1( ),                         1i i Nγ ≤ ≤                           
(27) 
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             ija = Ekspektasi jumlah transisi dari   ke  
Ekspektasi jumlah transisi dari  
i j
i
state s state s
state s
 
        
1
1
1
1
( , )
,                        1 ,  1
( )
T
t
t
T
t
t
i j
i N j N
i
ξ
γ
−
=
−
=
= ≤ ≤
∑
∑
≤ ≤
                 (28) 
     
Ekspektasi lamanya dalam   dan simbol pengamatannya ( )
Ekspektasi lamanya dalam  
k
j
state j vb k
state j
=  
          
1
s.t 
1
( )
,                                  1 ,  1
( )
t k
T
t
t
O v
T
t
t
j
j N k
j
γ
γ
=
=
=
= ≤
∑
∑
M≤ ≤ ≤                      
(29) 
Persamaan  (27)  sampai  (29)  dikenal  dengan  rumus  re‐estimasi,  yang  dapat 
memperbaharui  (mengatur  kembali)  parameter  model  ( , , )λ π= A B .  Aspek 
yang  sangat  penting  dari  prosedur  re‐estimasi  adalah  batasan  stokastik 
parameter HMM yang selalu dipenuhi pada setiap iterasi, yakni:  
1
1
=∑
=
N
i
π                               (30) 
Nia
N
j
ij ≤≤=∑
=
1,1
1
                           (31) 
Njkb
M
k
j ≥≤=∑
=
1,1)(
1
                          (32) 
Jika model  awal  adalah  ),,( πλ BA=   dan  proses  dilaksanakan    sehingga 
diperoleh    taksiran  parameter  ),,( πλ BA= .  Maka  dengan  algoritma  Baum 
Welch tadi diperoleh  λ  lebih “optimal” dibandingkan dengan  λ  dalam artian 
)|()|( λλ OPOP > ,  yaitu  diperoleh  model  baru  λ   sehingga  barisan 
pengamatan  lebih  mirip  untuk  dihasilkan.  Jika  proses  tersebut  dilakukan 
berulang‐ulang  sampai  dipenuhinya  syarat  tertentu  maka  peluang  barisan 
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pengamatan dapat di observasi dari model dapat ditingkatkan. Langkah yang 
dilakukan diatas adalah Algoritma Baum‐Welch.   
3.4 Studi Kasus 
Misalkan seseorang dikurung di dalam ruangan tertutup selama beberapa hari, 
dan  tidak  mengetahui  cuaca  yang  sedang  terjadi  di  luar.  Jika  ia  diminta 
menebak  keadaan  cuaca  di  luar, maka  pengamatan  yang  ia  lakukan  adalah 
dengan  melihat  apakah  orang  yang  datang  ke  ruangan  tersebut  membawa 
payung atau tidak. Asumsikan keadaan cuaca; cerah, hujan 
dan berawan.  
Andaikan diberikan matriks peluang transisi 
0,8 0,05 0,15
0, 2 0,6 0, 2
0, 2 0,3 0,5
ija
⎡ ⎤⎢ ⎥⎡ ⎤= =⎣ ⎦ ⎢ ⎥⎢ ⎥⎣ ⎦
A   dan  
matriks peluang observasi 
0,1 0,9
0,8 0, 2
0,3 0,7
j mb
⎡ ⎤⎢ ⎥⎡ ⎤= =⎣ ⎦ ⎢ ⎥⎢ ⎥⎣ ⎦
B . 
Bagaimana barisan cuaca yang paling mungkin untuk tiga hari pertama ? 
Dengan menggunakan algoritma Viterbi (matlab), diperoleh  
   Q(1) = 3  
   Q(2) = 2  
   Q(3) = 2  
     seperti digambarkan oleh gambar 2. 
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state 
 
            
Gambar 2  Barisan state terbaik untuk kasus 1 
      Artinya, barisan cuaca yang paling mungkin untuk tiga hari berturut‐turut 
adalah   
      berawan, hujan, hujan. 
 
4. Kesimpulan dan saran 
  Dari pembahasan di atas, dapat disimpulkan: 
1. Hidden  Markov  Model  merupakan  perluasan  dari  Rantai  Markov  Waktu 
diskrit, dimana state tidak dapat diamati secara langsung. 
2. Untuk menyelesaikan evaluation problem dalam HMM,  yakni mencari  
      (P O )λ  atau peluang dari barisan observasi, dapat digunakan algoritma 
     forward.  
3. Untuk menyelesaikan  decoding  problem  pada HMM,  yakni mencari  barisan 
state  yang  optimal  { }* * * *1 2, ,..., TQ Q Q Q=   jika  diberikan  barisan  observasi 
{ }1 2, ,..., TO O O O=  dan model  ( ), ,λ π= A B  dapat menggunakan algoritma Viterbi. 
berawan 
( )cerah 
hujan 
waktu 
3 1 0, 0019δ =
( )3 2 0, 0269δ =
( )3 3 0, 0052δ =
1t = 2t 3t= =
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4. Untuk menyelesaikan learning problem pada HMM yakni mengatur parameter 
model  ( , , )λ π= A B   sehingga  ( | )P O λ   maksimum,  dapat  menggunakan 
algoritma Baum‐Welch.  
5. Konsep HMM dapat digunakan dalam  berbagai masalah nyata, dalam hal 
ingin  mengetahui  peluang  suatu  proses  berada  dalam  keadaan  tertentu, 
sementara  statenya  tidak  dapat  diamati  secara  langsung,  seperti,  kasus 
cuaca  dengan  orang  terkurung,  pengenalan  pola,  pengenalan  suara, 
pengenalan DNA, dan lain‐lain. 
6. Dapat dilakukan studi lanjut HMM untuk waktu kontinu. 
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