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Quasilinear degenerate Keller–Segel systems
Generalized Fujita’s exponent
This paper deals with the quasilinear degenerate Keller–Segel
system (KS) of “parabolic–parabolic” type. The global existence
of weak solutions to (KS) with small initial data is established
when q  m + 2N (m denotes the intensity of diffusion and
q denotes the nonlinearity). In the system of “parabolic–elliptic”
type, Sugiyama and Kunii (2006) [13, Theorem 3] and Sugiyama
(2007) [12, Theorem 2] state the similar result; note that q =m+ 2N
corresponds to generalized Fujita’s critical exponent. However,
the super-critical case where q  m + 2N has been unsolved for
“parabolic–parabolic” type. Therefore this paper gives an answer to
the unsolved problem.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and results
The Keller–Segel model was proposed by Keller–Segel [7] in 1970, and is still investigated (see
e.g., Kozono and Sugiyama [8], Winkler [17]). The model describes a part of cellular slime molds
with the chemotaxis at the life cycle. Usually u(x, t) shows the density of cellular slime molds and
v(x, t) shows the density of the semiochemical at place x and time t . Biological and mathematical
generalizations of Keller–Segel model are done; note that porous medium-type diffusion is motivated
from a biological point of view (see Szymanska, Morales-Rodrigo, Lachowicz and Chaplain [15]) and
nonlinear diffusion has been suggested by Hillen and Painter (see their survey [5]).
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The known results for (KS), (KS)0 and (KS)m .
(KS) (KS)0 (KS)m
q <m + 2N Global existence
([13, Theorem 1]: qm,
[6]: q <m+ 2N )
Global existence
[13, Theorem 2]
Global existence (q = 2)
[2, Theorem 2.4]
qm + 2N Unsolved Global existence with small data
[13, Theorem 3]
There exist initial data such that
(KS)m has the blow-up solution
[16]Blow-up with large data (q = 2)
[11, Theorem 1.3]
In this paper we deal with the following quasilinear degenerate Keller–Segel system and consider





= ∇ · (∇um − uq−1∇v) in RN × (0,∞),
∂v
∂t
= v − v + u in RN × (0,∞),
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ RN ,
(KS)
where N  2, m 1, q 2. The initial data (u0, v0) satisﬁes




v0  0, v0 ∈ L1
(
R
N)∩ L∞(RN), v0 ∈ L N2 +1(RN)∩ L N2 (q−m)+1(RN)∩ L∞(RN). (1.2)
To conﬁrm current results we introduce the following two problems:
• (KS)0: the parabolic–elliptic Keller–Segel model; the second equation is replaced with
0 = v − v + u
(cf. Sugiyama [11], Sugiyama and Kunii [13]).
• (KS)m: the non-degenerate parabolic–parabolic Keller–Segel model with Neumann boundary con-
dition in a ball; um is replaced with (u + δ)m for some δ > 0 (cf. Cies´lak and Winkler [2,
Theorem 2.4], Winkler [16]).
In these problems, the studies in Table 1.1 are currently known.




= um − ∇uq−1 · ∇v − uq−1v. (E1)
In (KS)0, substituting the second equation v = v − u into (E1) implies
∂u
∂t
= um − ∇uq−1 · ∇v + uq − uq−1v; (E2)
note that the nonlinear term −uq−1v in (E1) yields uq in (E2). Comparing the diffusion term
um with uq , they derived the Lr- and L∞-estimate of u and obtained the global solvability of the
parabolic–elliptic type (KS)0 when q <m + 2N or when qm + 2N and the initial data are suﬃciently
S. Ishida, T. Yokota / J. Differential Equations 252 (2012) 2469–2491 2471small. On the other hand, in the parabolic–parabolic type (KS), it is impossible to rewrite (E1) as (E2).
In our previous paper [6] we proposed a way to overcome the diﬃculty, that is, we employed maximal
Sobolev regularity in parabolic evolution equations (see e.g., Hieber and Prüss [4, Theorem 3.1]):
‖v‖Lp(0,T ;Lp(RN ))  ‖v0‖Lp(RN ) + C〈p〉‖u‖Lp(0,T ;Lp(RN )),
where C〈p〉 > 0 is a constant. This inequality implies that −uq−1v in (E1) acts like uq in (E2), and so
we could extend the condition qm in [13] to q <m + 2N in [6]; note that qc :=m + 2N corresponds
to generalized Fujita’s exponent. The exponent qc seems critical because qc is the border between
the global existence and blow-up in the case (KS)0 without restriction on the size of initial data.
Moreover, in the case (KS)m there exist initial data such that the corresponding solution blows up for
each qm + 2N . However, the super-critical case where qm + 2N has been unsolved for (KS).
Our purpose in this paper is to establish the global existence of weak solutions to (KS) with small
initial data when qm + 2N . That is, we give an answer to the unsolved part in Table 1.1.
Before stating our result we deﬁne global weak solutions to (KS).
Deﬁnition 1.1. Let T > 0. A pair (u, v) of non-negative functions deﬁned on RN × (0, T ) is called a
weak solution to (KS) on [0, T ) if
(a) u ∈ L∞(0, T ; Lp(RN )) (∀p ∈ [1,∞]), um ∈ L2(0, T ; H1(RN )),
(b) v ∈ L∞(0, T ; H1(RN )),

















In particular, if T > 0 can be taken arbitrary, then (u, v) is called a global weak solution to (KS).
We now state our main result in this paper.
Theorem 1.1. Let N  2, m 1, q 2, T > 0. Let m and q satisfy
qm + 2
N

























satisfy the following smallness conditions:





q0 + q − 1‖v0‖
q0+q−1
Lq0+q−1 < min{δv,q0+1, δv,q∗+1, δv,r2+1},
1 ‖v0‖q∗+1Lq∗+1 +
1 ‖v0‖q∗+q−1Lq∗+q−1 < min{δv,q0+1, δv,q∗+1, δv,r2+1},q∗ q∗ + q − 1
2472 S. Ishida, T. Yokota / J. Differential Equations 252 (2012) 2469–2491where q0 = N2 , q∗ = N2 (q−m), r2 = max{3,q0,2q∗ −m+ 1,N −m+ 1,q∗ + q− 1}, δu,r = δu,r(r,m,q,N)
and δv,r = δv,r(r,m,q,N) are positive constants deﬁned as in (4.6) and (4.7) in Section 4. Then there exists
a non-negative (global) weak solution (u, v) to (KS) on [0, T ). Moreover, um ∈ C((0, T ); Lploc(RN )) (∀p ∈[1,∞)) and the following estimates hold:






(q −m) + 1,∞
])
, (1.3)






(q −m) + 1,∞
))
, (1.4)
where K1 = K1(r,‖u0‖Lr ,‖v0‖Lr ,‖v0‖Lr ,m,q,N, T ) > 0 and K2 = K2(K1, T ) > 0 are constants.
The key to the proof of Theorem 1.1 lies in the Lr- and L∞-estimate of u. Using maximal Sobolev













 Mr− N2 ,
where M = M(m,q,N) > 0 is a constant. In order to obtain the L∞-estimate of u, if r → ∞, then it
should be v0 = 0. For this reason, we try to derive the L∞-estimate based on the method of L∞-Lr-
estimate in Suzuki [14]. His method is developed for the following equation:
∂u
∂t
= um + a∇up + uq in RN × (0, T ),
where a = 0. Noting that this equation is similar to (E2) and referring to his method, once we have the
Lr∗ -estimate for some r∗ , we obtain the L∞-estimate of u. Thus we construct a global weak solution
to (KS) with small initial data when qm + 2N .
In [17], they studied (KS) with m = 1, q = 2 and homogeneous Neumann boundary conditions in
a smooth bounded domain. They established the following assertion. If the initial data (u0,∇v0) is
small, then the solution is global in time and bounded and asymptotically behaves like the solution
of a discoupled system of linear parabolic equations (see also Corrias and Perthame [3]). On the
other hand, because of the use of our key tool “maximal Sobolev regularity”, our assertion needs the
smallness conditions involving v0 and does not give the boundedness and asymptotic behavior of
the solution. So we would like to replace the smallness conditions for the initial data by appropriate
hypotheses and study the behavior of the solution more precisely in our future work. Moreover, in
order to somehow complete the lower left (unsolved) box in Table 1.1, we will discuss the case where
qm + 2N with large initial data in our forthcoming paper.
This paper is organized as follows. In Section 2 we introduce some basic inequalities. In Section 3
we introduce an approximate problem and explain how to construct global approximate solutions.
Section 4 gives the proof of Lr-estimates of approximate solutions. Section 5 presents the proof of L∞-
estimates of approximate solutions, which is the main part of this paper. Finally we prove Theorem 1.1
in Section 6.
2. Basic inequalities
We start with the fundamental estimates of solutions to the following Cauchy problem for inho-





= z − z + f in RN × (0, T ),
N
(LH)z(x,0) = z0(x), x ∈ R .
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heat semigroup (see [13, Lemma 5]) and by using a particular consequence of well-known results
on maximal Sobolev regularity in parabolic evolution equations (see [4, Theorem 3.1], Ladyženskaja,
Solonnikov and Ural’ceva [9, Section 3, Chapter IV]). The constant C〈p〉 in (2.5) originates in Stein [10,
Theorem 3, Chapter IV].
Lemma 2.1. Let N ∈ N, T > 0, 1 p ∞ and z0 ∈ Lp(RN ). If f ∈ L1(0, T ; Lp(RN )), then (LH) has a unique
mild solution z ∈ C([0, T ]; Lp(RN )) given by
z(t) = e−tetz0 +
t∫
0
e−(t−s)e(t−s) f (s)ds, t ∈ [0, T ],




4t f (y, t)dy. Moreover, the following estimates for the solution z
hold.
(I) Lp-Lq-estimates. Assume that 1  q  p  ∞, 1q − 1p < 1N , z0 ∈ W 2,p(RN ) and f ∈ L∞(0, T ;
W 1,q(RN )). Then for every t ∈ [0, T ],
∥∥z(t)∥∥Lp(RN )  e−t‖z0‖Lp(RN ) + C0‖ f ‖L∞(0,T ;Lq(RN )), (2.1)∥∥∇z(t)∥∥Lp(RN )  e−t‖∇z0‖Lp(RN ) + C0‖ f ‖L∞(0,T ;Lq(RN )), (2.2)∥∥z(t)∥∥Lp(RN )  e−t‖z0‖Lp(RN ) + C0‖∇ f ‖L∞(0,T ;Lq(RN )), (2.3)
where C0 is a positive constant depending on p, q and N.
(II) Maximal Sobolev regularity. Assume that 1 < p < ∞ and f ∈ Lp(0, T ; Lp(RN )). Then for every
t ∈ [0, T ],
‖z‖Lp(0,t;Lp(RN ))  ‖z0‖Lp(RN )
(
1− e−pt) 1p + C〈p〉‖ f ‖Lp(0,t;Lp(RN )), (2.4)
where C〈p〉 = C〈p〉(p,N) > 0 is a constant. In particular, when p > 2, C〈p〉 is given by
C〈p〉 = A0
(










where A0 = A0(N), A1 = A1(N) and A2 = A2(N) are positive constants.
The following lemma is given by the Gagliardo–Nirenberg type inequality, which is proved by [11,
Lemma 2.4].
Lemma 2.2. Let N ∈ N, m  1, a > 2, u ∈ Lq1 (RN ) with q1  1 and u r+m−12 ∈ H1(RN ) with r > 2. If q1 ∈
[1, r +m − 1] and q2 ∈ [ r+m−12 , a(r+m−1)2 ] satisfy
⎧⎪⎪⎨
⎪⎪⎩
1 q1  q2 ∞ (N = 1),
1 q1  q2 < ∞ (N = 2),
1 q1  q2 
N(r +m − 1)
(N  3),N − 2
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c(N,a) ( r+m−12  q1),
c0(N,a)
1
β (1 q1 < r+m−12 ),






r +m − 1 +
(
1− 2q1






The following lemma is derived from the usual Gagliardo–Nirenberg inequality and the Young
inequality (see [14, Lemma 2.9]).
Lemma 2.3. Let N ∈ N, m  1, q  2, r m + q − 2 and I = [a,b] ⊂ R. Let α = 2(r−q+1)r+m−q , α˜ = 2( αN + 1),



















|∇ f |2 dxdt
]
,
where C(N) is a positive constant depending only on N.
3. Construction of approximate solutions





= ∇ · (∇(uε + ε)m − (uε + ε m−1q−2 )q−2uε∇vε) in RN × (0, T ), . . . (1)ε
∂vε
∂t
= vε − vε + uε in RN × (0, T ), . . . (2)ε
uε(x,0) = u0ε(x), vε(x,0) = v0ε(x), x ∈ RN ,
(KS)ε
where N ∈ N, m 1, q  2 and ε ∈ (0,1); note that the exponent of ε is different from [13] and [6].
The initial data u0ε, v0ε ∈ C∞0 (RN ) are given as u0ε := (ρε ∗ u0)ζε , v0ε := (ρε ∗ v0)ζε , where ρε is a
molliﬁer such that
0 ρε ∈ C∞0
(
R




and ζε is a cut-off function, i.e., ζε(x) := ζ(εx), where ζ is a ﬁxed function in C∞0 (RN ) such that
0 ζ  1, ζ(x) = 1 (|x| 1), ζ(x) = 0 (|x| 2).
First we state the existence result on local solutions to (KS)ε .
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there exists T1 = T1(ε,‖u0ε‖W 2,N+2 ,‖v0ε‖W 1,∞ ,‖v0ε‖L∞ ,m,q,N) > 0 such that (KS)ε has a unique non-
negative solution (uε, vε) on [0, T1) such that





N))∩ L∞(0, T1;W 2,N+2(RN)),
vε ∈ C1
([0, T1); LN+2(RN))∩ C([0, T1);W 2,N+2(RN))∩ L∞(0, T1; L∞(RN)).
Moreover, uε has the mass conservation law:
∥∥uε(t)∥∥L1(RN ) = ‖u0ε‖L1(RN ), t ∈ [0, T1). (3.1)
This proposition is essentially proved in [13, Proposition 8, Lemmas 11 and 12] by linearizing the ﬁrst
equation (1)ε and applying the analytic semigroup theory (Amann [1, Theorem IV.1.5.1]) and using the
contraction mapping principle.
Remark 3.1. Let T > 0. Let uε be a local solution to (KS) on [0, T ) in Proposition 3.1. Then the follow-
ing continuity holds:
∥∥uε(t)∥∥Lr(RN ) ∈ C([0, T ]) (∀r ∈ [1,∞)). (3.2)
Indeed, reading the standard argument to construct the local (approximate) solution again, we see
that for every α ∈ (N,∞),
uε ∈ W 1,α
(
0, T ; Lα(RN))∩ L∞(0, T ;W 2,α(RN)).
In particular,
uε ∈ C
([0, T ]; Lα(RN)).
This fact together with the mass conservation law (3.1) implies the continuity (3.2). This continuity
will be used in Section 4.
Next we state two key propositions for Lr- and L∞-estimates of approximate solutions. Their
proofs will be given in the next two sections.
Proposition 3.2 (Lr-estimate (1 r  r2)). Let N  2, m  1, q  2, ε ∈ (0,1) and T > 0. Let (uε, vε) be a




and (u0, v0) satisﬁes the smallness conditions as in Theorem 1.1. Then the following estimate holds:
sup
0<t<T
∥∥uε(t)∥∥Lr(RN )  Kε,r (∀r ∈ [1, r2]), (3.4)
where Kε,r = Kε,r(ε, r,‖u0ε‖Lr ,‖v0ε‖Lr+1 ,‖v0ε‖Lr+q−1 ,m,q) (r1  r  r2), Kε,r = ‖u0ε‖L1 + Kε,r1
(1 r < r1), r1 = r1(m,q,N) and r2 = r2(m,q,N) are positive constants.
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solution to (KS)ε on [0, T ). Assume further that m and q satisfy (3.3) and (u0, v0) satisﬁes the smallness
conditions as in Theorem 1.1. Then the following estimate holds:
‖uε‖L∞(0,T ;L∞(RN ))  Kε,∞, (3.5)
where Kε,∞ > 0 is a constant.
Once we obtain the L∞-estimate of the ﬁrst component uε of the solution (uε, vε) to the approx-
imate problem, the W 2,N+2-estimate follows from [13, Lemma 13].
Proposition 3.4. Let N ∈ N, m 1, q 2, ε ∈ (0,1) and T > 0. Let (uε, vε) be a unique solution to (KS)ε on
[0, T ). Assume that
‖uε‖L∞(0,T ;L∞(RN ))  Kε < ∞.
Then there exists a constant Mε = Mε(ε,u0ε, v0ε, Kε,m,q,N, T ) > 0 such that
‖uε‖L∞(0,T ;W 2,N+2(RN ))  Mε.
Combining Propositions 3.3 and 3.4, we can construct a global solution to (KS)ε .
Proposition 3.5 (Global existence of approximate solutions). Let N  2, m 1 and q 2. Assume further that
m and q satisfy (3.3) and (u0, v0) satisﬁes the smallness conditions as in Theorem 1.1. Then (KS)ε has a unique
non-negative global solution (uε, vε) such that
uε ∈ W 1,N+2
(
0, T ; LN+2(RN))∩ L∞(0, T ;W 2,N+2(RN)) (∀T > 0),
vε ∈ C1
([0, T ); LN+2(RN))∩ C([0, T );W 2,N+2(RN))∩ L∞(0, T ; L∞(RN)) (∀T > 0).
Proof. Let (uε, vε) be the unique non-negative solution to (KS)ε on [0, T1) obtained by Proposi-
tion 3.1. From (3.5) we can apply Proposition 3.4, and so we have
‖uε‖L∞(0,T ;W 2,N+2(RN ))  Mε, (3.6)
where Mε = Mε(ε,u0ε, v0ε, Kε,∞,m,q,N, T1) > 0 is a constant. Applying (2.1), (2.2) and (2.3) with
z = vε and f = uε , we see from (3.6) that
sup
0<t<T1
∥∥vε(t)∥∥W 1,∞(RN )  M ′ε, sup
0<t<T1
∥∥vε(t)∥∥L∞(RN )  M ′ε,
where M ′ε > 0 is a constant. Therefore it follows that (uε, vε) can be extended as a solution to (KS)ε
on [0, T1 + T2) for some T2 > 0. Repeating this argument, we conclude that (KS)ε has a unique global
solution. 
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In this section we prove the Lr-estimate (3.4) of approximate solutions. We consider estimates of
the diffusion (good) term (see I1 below) and the nonlinear (bad) term (see I2 below) like those in [6,
Section 4].
Proof of Proposition 3.2. Let r ∈ (1,∞). Multiplying the ﬁrst approximate equation (1)ε (see Sec-





∥∥uε(t)∥∥rLr(RN ) = −
∫
RN









) · ∇ur−1ε dx
=: −I1 + I2. (4.1)
First we deal with I1:
−I1 = −m(r − 1)
∫
RN
(uε + ε)m−1∇uε · ur−2ε ∇uε dx
 −m(r − 1)
∫
RN
∣∣u r+m−32ε ∇uε∣∣2 dx−m(r − 1)εm−1
∫
RN
∣∣u r−22ε ∇uε∣∣2 dx
= − 4m(r − 1)
(r +m − 1)2
∥∥∇u r+m−12ε (t)∥∥2L2(RN ) − 4m(r − 1)εm−1r2
∥∥∇u r2ε (t)∥∥2L2(RN )
=: −I ′1 − I ′′1. (4.2)





τ + ε m−1q−2 )q−2τ r−1 dτ , s 0, ε ∈ (0,1)
and noting that F (s) 2q−2[sr+q−2/(r + q − 2) + εm−1sr/r] (s 0, ε ∈ (0,1)), we have
I2 
2q−2(r − 1)








urε|vε|dx =: I ′2 + I ′′2.
Using Hölder’s inequality, maximal Sobolev regularity (2.4) and Young’s inequality with the (mutually
dual) exponents r+q−1 ( r+1 > 1 due to q 2) and r+q−1r+q−2 , we see that for r max{ N2 , N2 (q−m)},






















































we can apply Lemma 2.2 with q1 = N2 (q −m), q2 = r + q − 1 and
a =
{3 (when N = 1,2),
2N
N−2 (when N  3).

















∥∥∇u r+m−12ε (s)∥∥2L2(RN ) ds
]
, (4.4)
where C ′2 = C ′2(c(N), r,m,q,N) > 0 is a constant. Let N  2 and r  r1 := max{r0,N −m + 1,m − 3}.

















∥∥∇u r2ε (s)∥∥2L2(RN ) ds
]
, (4.5)
where C ′′2 = C ′′2(c(N), r,N) > 0 is a constant. Now we set
q0 := N
2










m(r + q − 2)















m(r + q − 2)





Integrating (4.1) over (0, t), we see from (4.2), (4.4) and (4.5) that







+ 2q−2(r − 1)C ′′2
∥∥uε(s)∥∥Lq0 (RN )





− 4mr(r − 1)
(r +m − 1)2 +
2q−2r(r − 1)C ′2
r + q − 2
∥∥uε(s)∥∥q−mLq∗ (RN )
]∥∥∇u r+m−12ε (s)∥∥2L2(RN ) ds











Note that ‖uε(s)‖Lq0 (RN ),‖uε(s)‖Lq∗ (RN ) ∈ C([0, T ]) (see Remark 3.1). From this continuity, if
‖u0ε‖Lq0  δu,q0 and ‖u0ε‖Lq∗  δu,q0 , then we can ﬁnd a time t1 from (4.8) with r = q0 such that
for t ∈ (0, t1),
∥∥uε(t)∥∥q0Lq0 (RN )  ‖u0ε‖q0Lq0












If ‖u0ε‖Lq0  δu,q∗ and ‖u0ε‖Lq∗  δu,q∗ , then there exists a time t2 from (4.8) with r = q∗ such that
for t ∈ (0, t2),
∥∥uε(t)∥∥q∗Lq∗ (RN )  ‖u0ε‖q∗Lq∗
























q∗ + q − 1‖v0ε‖
q∗+q−1
Lq∗+q−1 min{δv,q0+1, δv,q∗+1},
then (4.9) and (4.10) hold for all t ∈ (0,2min{t1, t2}). Repeating this argument, we obtain (4.9)
and (4.10) for t ∈ (0, T ). Assume that u0ε and v0ε satisfy





q0 + q − 1‖v0ε‖
q0+q−1





q∗ + q − 1‖v0ε‖
q∗+q−1
Lq∗+q−1 min{δv,q0+1, δv,q∗+1, δv,r2+1},
where r2 will be determined in (5.19). Then we conclude that if r1  r  r2 then










=: K ′ε,r .
On the other hand, if 1  r < r1, then we see from the Hölder inequality, the mass conservation
law (3.1) and the Young inequality that
∥∥uε(t)∥∥Lr(RN )  ‖u0ε‖L1 + ∥∥uε(t)∥∥Lr1 (RN ).
Hence we obtain the desired Lr-estimate (3.4) with Kε,r := K ′
1
r
ε,r (r1  r  r2) and Kε,r := ‖u0ε‖L1 +
Kε,r1 (1 r < r1). 
5. L∞-estimates
In this section we shall show the L∞-estimate of uε . The proof is based on the method of L∞-Lr-
estimates in [14, Section 4].
Lemma 5.1. Let N ∈ N, m 1, q 2, ε ∈ (0,1), T > 0 and 0 t1 < t2  T . Let (uε, vε) be a unique solution




Then for r  q,
ψ(t2)









∥∥uε(t)∥∥r−q+1Lr−q+1(RN ) dt + 2q−2(r − q + 1)(r − q)r − 1 Yr + 2q−2εm−1(r − q)Yr−q+2, (5.2)
where




and C〈r〉 is a constant as in Lemma 2.2.
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where I1 and I2 are those in (4.1). Since 0ψ  1, we see by an argument similar to (4.2) and (4.3)







− 4mr(r − 1)








∥∥∇u r2ε ∥∥2L2(RN ) dt
+ 2
q−2r(r − 1)




Replacing r with r − q + 1 in (5.3), we obtain (5.2). 
Lemma 5.2. Let N ∈ N, m  1, q  2, ε ∈ (0,1) and T > 0. Let (uε, vε) be a unique solution to (KS)ε in
Proposition 3.5. Put I = [τ , τ + s] and I ′ = [τ −σ ,τ + s] with 0 < σ < τ < τ + s < T . Put q∗ := N2 (q−m),
h := supt∈[0,T ] ‖uε(t)‖q∗q∗ and H := max{2,h}. Assume further that m and q satisfy (5.1) and δ satisﬁes
σδq−1  1. (5.4)








δ−q+1 + 2q−2(r − q)(2+ C〈r〉 + C〈r−q+2〉) + 1
}
Z I ′,r, (5.5)




v0 , (s + σ)1−
1















and Mv0 := ‖v0ε‖q∗+q−1Lq∗+q−1 + ‖v0ε‖
q∗+1
Lq∗+1 .















ψ˜(t) := t − τ + σ
t˜ − τ + σ , t˜1 := τ − σ , t˜2 := t˜
and noting that 0  ψ˜  1, ψ˜(t˜1) = 0, ψ˜(t˜2) = 1, 0  ψ˜ ′(t) = 1t˜−τ+σ  1σ and [t˜1, t˜2] ⊂ I ′ , we can












ur−q+1ε dxdt + 2
q−2(r − q + 1)(r − q)
r − 1 Y
′




1, t ∈ [τ , τ + s],
−σ−2(t − τ )2 + 1, t ∈ [τ − σ ,τ ], tˆ1 := τ − σ , tˆ2 := τ + s
and noting that 0 ψˆ  1, ψˆ(tˆ1) = 0, ψˆ(tˆ2) = 1, 0 ψˆ ′(t) 2σ and I ⊂ [tˆ1, tˆ2] ⊂ I ′ , we can substitute
ψˆ , tˆ1 and tˆ2 into ψ , t1 and t2 in (5.2). Hence we see that
4m(r − q + 1)(r − q)
(r +m − q)2
∫
I







ur−q+1ε dxdt + 2
q−2(r − q + 1)(r − q)
r − 1 Y
′
r + 2q−2εm−1(r − q)Y ′r−q+2. (5.7)


















q−1(r − q + 1)(r − q)
r − 1
[





+ 2q−1εm−1(r − q)
[






We consider the estimate of the right-hand side of (5.8). Set
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{
x ∈ RN ; uε(x, t) δ
}
, q∗ := N
2
(q −m), h := sup
t∈[0,T ]
∥∥uε(t)∥∥q∗Lq∗ (RN ).






















urε dxdt + δr−q∗−q+1h(s + σ). (5.9)
Using Hölder’s inequality, we see that
‖v0ε‖rLr + ‖v0ε‖r−q+2Lr−q+2  Mv0‖v0ε‖
r−q∗−q+1
L∞ , (5.10)∥∥uε(t)∥∥r−q+2Lr−q+2  ∥∥uε(t)∥∥rLr + h ∥∥uε(t)∥∥rLr + Hr−q∗−q+1, (5.11)
where
Mv0 = ‖v0ε‖q∗+q−1Lq∗+q−1 + ‖v0ε‖
q∗+1
Lq∗+1 , H := max{2,h}.
On the other hand, using Lemma 2.3 with f = u
r+m−q
2


















∥∥∇u r+m−q2ε ∥∥2L2(RN ) dt
}
. (5.12)



















+ 3(s + σ)
σ
δr−q∗−q+1h
+ 2q−1(r − q)[Mv0‖v0ε‖r−q∗−q+1L∞ + (1+ C〈r−q+2〉)(s + σ)Hr−q∗−q+1], (5.13)
where ν1 = ν1(m,q,N) := ν0/C(N) 1k . Adding
s + σ
δr−q∗−q+1h + Mv0‖v0ε‖r−q∗−q+1L∞ + (s + σ)Hr−q∗−q+1σ









+ s + σ
σ














+ [2q−1(r − q) + 1]Mv0‖v0ε‖r−q∗−q+1L∞























Since σδq−1  1 and















































(s + σ)1− 1k . (5.17)
Applying (5.15)–(5.17) to the left-hand side of (5.14) and using the inequality (A + B) 1k  A 1k + B 1k
(A, B > 0), we have






































where μ0 := min{ν1,h1− 1k ,M1−
1
k
v0 , (s + σ)1−
1
k }. Thus we obtain (5.5). 
Lemma 5.3. Let N  2, m 1, q 2, ε ∈ (0,1), T > 0 and 0 < χ < τ < τ + s < T . Let (uε, vε) be a unique
solution to (KS)ε in Proposition 3.5. Assume that m and q satisfy (5.1) and δ satisﬁes
χδq−1  1.
Then the following estimate holds:
‖uε‖r2−(q∗+q−1)L∞(τ ,τ+s;L∞(RN ))



















where k = 1 + 2N , q∗ = N2 (q − m), r2 = r2(m,q,N) and B = B(Mv0 ,h, r2,χ, δ,m,q,N) are positive con-
stants.
Proof. Let q∗ := N2 (q −m), λ0 := q∗ + q − 1, k := 1 + 2N and let {λn}n ⊂ R be the sequence satisfying
the following:
{
λn = (λn−1 − q + 1)k +m − 1,
λ1 = r2 := max{3, r1,q∗ + q − 1} (r1: see Section 4). (5.19)
Then we have
λn = λ0 + (r2 − λ0)kn−1. (5.20)
Since k = 1+ 2N > 1, it follows that λn satisﬁes
λn+1 > λn, r2  λn  r2kn−1 and lim
n→∞λn = ∞.
Put In := [τ − 2−n+1χ,τ + s] and take δ > 0 such that χδq−1  1. Then δ satisﬁes (5.4):
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τ − 2−nχ)− (τ − 2−n+1χ)}δq−1 = (2−nχ)δq−1  1 (n 1).





















+ 2q−2(λn − q)(2+ C〈λn〉 + C〈λn−q+2〉) + 1
}
J n. (5.21)
Now we consider the estimates of the coeﬃcients in (5.21). First, from the deﬁnition of μ0 in










v0 } =: μn0 (1 n n0).
(5.22)
Next, noting that 2−nχδq−1  1, we see that
4
2−nχδq−1









λn(2+ C〈λn〉 + C〈λn−q+2〉). (5.23)
Finally, it follows from the representation (2.5) of C〈r〉 that for r  3,
C〈r〉 = A0
(












where A3 = A3(A1, A2,N) = A3(N) is a positive constant. Since λn  r2kn−1, we see from (5.21)–






)1− 1k [ 2q−1
2−nχδq−1
r2k









































J n (n 1),
where












kn−2 × · · · × [B22] J 1
= [4B] 1kn−1 + 1kn−2 +···+1[2k2] 2(n−1)kn−1 + 2(n−2)kn−2 +···+ 2k J 1. (5.26)
From the deﬁnition of J n and (5.20) we see that
lim inf
n→∞ { J n+1}
1















Lλn+1 (τ ,τ+s;Lλn+1 (RN ))
= ‖uε‖r2−λ0L∞(τ ,τ+s;L∞(RN )).
Therefore it follows from (5.26) that
‖uε‖r2−λ0L∞(τ ,τ+s;L∞(RN ))
 lim inf





[4B] 1kn−1 + 1kn−2 +···+1[2k2] 2(n−1)kn−1 + 2(n−2)kn−2 +···+ 2k J 1



















Hence we obtain (5.18). 
Proof of Proposition 3.3. Let 0 < τ < τ + s < T . Taking χ and δ such that χ = δ−(q−1) = τ2 in (5.18),

































T Kr2ε,r2 + T 1+
r2−q∗−(q−1) h + Mv0‖v0ε‖r2−(q∗+q−1)L∞ + T Hr2−(q∗+q−1)
]
=: Kε,∞, (5.27)
where B∗ := 2q+1A3r
7
2
2 max{( 2τ )1−
1
k ,μ−1n0 }. Thus we obtain (3.5). 
Remark 5.1. From the deﬁnition of u0ε and v0ε: u0ε := (u0 ∗ ρε)ζε and v0ε := (v0 ∗ ρε)ζε , it follows
that
‖u0ε‖Lr  ‖u0‖Lr






(q −m) + 1,∞
])
.
Hence the deﬁnitions of Kε,r and Kε,∞ (see Section 4 and (5.27), respectively) imply that
Kε,r < Kr, 1 r  r2,
Kε,∞ < K∞,
where Kr and K∞ are constants independent of ε; note that ‖uε(t)‖Lr(RN )  Kr := K1 + K∞ (r2 
r < ∞).
6. Proof of Theorem 1.1
In this section we discuss the convergence of approximate solutions. The following three lemmas
are obtained by similar arguments to those in [6, Lemmas 5.1, 5.2 and 5.3].
Lemma 6.1. Let N  2, m 1, q 2, ε ∈ (0,1) and T > 0. Let (u0, v0) satisfy (1.1) and (1.2). Let (uε, vε) be




and (u0, v0) satisﬁes the smallness conditions as in Theorem 1.1. Then the following estimate holds:
4m
(m + 1)2
∥∥∇(uε + ε)m+12 ∥∥2L2(0,T ;L2(RN ))
 1
2
‖u0‖2L2(RN ) + M0T
(‖v0‖Lq∗ (RN ) + 1+ Cq∗,N Kq∗),
where q∗ = N2 (q −m) and M0 = M0(q, K q(q∗+1)q∗ , K 2(q∗+1)q∗ ) > 0 is a constant and Kr is given in Remark 5.1.
Lemma 6.2. Let N  2, m  1, q  2, ε ∈ (0,1) and T > 0. Let (u0, v0) satisfy (1.1) and (1.2). Let (uε, vε)
be a unique solution to (KS)ε in Proposition 3.5. Assume that m and q satisfy (6.1) and (u0, v0) satisﬁes the







∥∥√t∇umε (t)∥∥2L2(RN )  M ′0,
where M ′0 > 0 is a constant independent of ε.
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a unique non-negative global solution to (KS)ε in Proposition 3.5. Assume that m and q satisfy (6.1) and
(u0, v0) satisﬁes the smallness conditions as in Theorem 1.1. Then there exist subsequences {uεn }, {vεn }
and non-negative functions u, v such that u ∈ L∞(0, T ; Lp(RN )) (∀p ∈ [1,∞]), u m+12 ∈ L2(0, T ; H1(RN )),
v ∈ L∞(0, T ;W 1,p(RN )) (∀p ∈ [2,∞]) and
uεn → u weakly∗ in L∞
(
0, T ; Lp(RN)) (∀p ∈ [1,∞]), (6.2)
uεn → u strongly in C
([δ, T ]; Lploc(RN)) (∀δ > 0, ∀p ∈ [1,∞)), (6.3)
∇(uεn + εn)
m+1
2 → ∇u m+12 weakly in L2(0, T ; L2(RN)), (6.4)
vεn → v weakly∗ in L∞
(
0, T ; Lp(RN)) (∀p ∈ [2,∞]), (6.5)
∇vεn → ∇v weakly∗ in L∞
(
0, T ; Lp(RN)) (∀p ∈ [2,∞]). (6.6)
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Let T > 0 and ϕ ∈ C∞0 (RN × [0, T )). Multiplying (1)εn and (2)εn (see Section 3)


















First we deal with (1)εn . Using (6.3), (6.4) and the estimate ‖uε‖L∞(0,T ;L∞(RN ))  K∞ , we see that










∇um · ∇ϕ dxdt.







uεn∇ϕ → uq−1∇ϕ a.a. x ∈ RN , t ∈ (0, T ).







uεn |∇ϕ| (K∞ + 1)q−2K∞|∇ϕ| ∈ L1
(
0, T ; L2(RN)).







uεn∇ϕ → uq−1∇ϕ strongly in L1
(
0, T ; L2(RN)).
















uq−1∇v · ∇ϕ dxdt.


























Therefore the above convergences imply that (u, v) is the non-negative global solution to (KS). Finally
we prove (1.3) and (1.4). It follows from (6.2) and Remark 5.1 that
‖u‖L∞(0,T ;Lr(RN ))  lim infn→∞ ‖uεn‖L∞(0,T ;Lr(RN ))  Kr
(∀r ∈ [1,∞]). (6.7)
Applying (2.1) with q = p = r and noting that ‖v0ε‖Lr  ‖v0‖Lr (∀r ∈ [ N2 (q−m)+1,∞]), we see from
Remark 5.1 that for t ∈ (0, T ),






(q −m) + 1,∞
])
. (6.8)
Combining (6.5) with (6.8), we have






(q −m) + 1,∞
])
. (6.9)
Therefore (1.3) follows from (6.7) and (6.9). Moreover, applying (2.4) with p = r implies that for each
r ∈ [ N2 + 1,∞),
‖vε‖Lr(0,T ;Lr(RN ))  ‖v0ε‖Lr(RN )
(
1− e−rt) 1r + C〈r〉‖uε‖Lr(0,T ;Lr(RN ))
 ‖v0ε‖Lr(RN ) + C〈r〉Kε,r T
1
r .
From Remark 5.1, we have
‖vε‖Lr(0,T ;Lr(RN ))  ‖v0‖Lr(RN ) + 1+ C〈r〉KrT
1
r .
This inequality and (1.3) yield (1.4). This completes the proof of Theorem 1.1. 
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