ABSTRACT The quantitation of morphology information of X-ray angiography image has an important value in the diagnosis of coronary artery disease. This paper proposes an automatic morphology estimation method by using directed graph construction for X-ray angiography images. The quantitation of vascular tree morphology is achieved in three steps, including undirected graph construction, edge direction estimation, and directed graph construction. First, an undirected graph is constructed to represent the primary topology of the vessel tree. Vessel centerline is extracted and is then split and reassembled as edges of the undirected graph. Second, each edge is assigned with a direction by an iterative algorithm, where graph structure and geometrical parameters of vessels are used as constraints. Third, each edge is assigned to its parent based on a matching function, and the directed graph is finally constructed according to the parent-child relation between edges. As the output of the proposed method, the directed graph can provide the morphology information of the vessel tree, including the radius of each vessel segment, the blood flow direction, and the connectivity between vessel segments. The proposed method is validated with the simulated data and the real clinical coronary angiography data. An average edge parent accuracy of 97.44% and an average edge direction accuracy of 99.44% can be archived.
I. INTRODUCTION
According to the report of the World Health Organization, the worldwide incidence of coronary artery disease (CAD) has been high for years [1] Plaque accumulates in the inner vascular wall of the CAD patient, and this scenario may lead to narrowed arteries and decrease oxygen supply to the heart. Therefore, CAD has the characteristic of abruptness and high mortality [2] . Given its fast speed and high resolution, X-ray angiography remains the most widely adopted imaging modality for CAD diagnosis [3] . The morphology information of coronary artery, including the connectivity between vessel segments (topological structure), blood flow direction, and geometrical parameters like curvature and radius, is the data basis for quantitative diagnosis and treatment of CAD,
The associate editor coordinating the review of this manuscript and approving it for publication was Sun-Yuan Hsieh.
and it is the necessary component of many applications such as hemodynamic analysis of coronary artery [4] , [5] , intraoperative registration [6] , arterial stenosis detection [7] , [8] , and X-ray angiogram simulation [9] . However, for X-ray angiography, 3-D vessel is projected onto a 2-D plane, and the projected 2-D vessels may overlap with each other. Thus, it is extremely difficult to extract the morphology information in 2-D angiographic images, and the difficulties can be summarized as the following two points: (1) According to the perspective projection principle, the projection of crossing vessels may generate false connections. (2) If the endpoint of the vessel is projected onto the internal of the other vessel, then the endpoint may be lost. To achieve quantitative diagnosis and treatment of CAD, we need to restore the true topological structure of the coronary artery from 2-D angiographic images. Therefore, the algorithm for morphology estimation for coronary artery has great clinical value. Over the past two decades, considerable researches have been conducted on analysis of morphology properties of tree-like structures. Tree-like structures are common in nature. Some of the well-studied trees include airways of the lung [10] , [11] , lightning [12] , [13] plant roots [14] , and vessels [15] - [17] . In general, vessel junctions are detected and classified as bifurcations, branches, or crossovers, and they can be utilized as powerful biometric features for image registration [18] . Azzopardi and Petkov [19] presented an automatic method based on the combination of shifted filter responses to detect vascular bifurcations in segmented retinal images. The filter used in their work is a set of trainable detectors that are selective for a number of prototype bifurcations. In the method proposed by Bhuiyan et al. [20] , the vessel geometry is utilized and classification of vessel junctions is achieved using support vector machine. Moreover, the overlapped vessels are separated and classified into arteries and veins. The most studied methods for this application include rule-based method [21] , tracking-based method [22] , [23] , and piecewise Gaussian model [24] . Dashtbozorg et al. [25] developed a graph-based method to classify retinal vessels into arteries and veins, and a graph is utilized to overcome the uneven illumination of the retina image. For another type of topology reconstruction methods, 3-D vascular structure is reconstructed in accordance with the epipolar constraint principle from 2-D images. Zeng et al. [26] proposed an approach to reconstruct 3-D tree models by using a single image of tree without leaves. By determining the direction, parent, and first child of each edge, the topology connection can be built. A comprehensive method for estimating the most likely topology tree was proposed by Estrada et al. [27] that estimated the edge direction and valid partitions of nodes through a greedy linear-time algorithm and a heuristic search algorithm. Satisfactory results are obtained on retinal vessel and rice-root data For the 3-D reconstruction of coronary artery, we introduce our team's previous work. Yang et al. [28] proposed a non-linear optimization method for coronary artery reconstruction from two uncalibrated monoplane angiographic images. In addition, deformable model is used to derive the improved reconstruction accuracy [29] , [30] , thereby effectively assisting physicians in the identification and correlation of vascular structures. Xiao et al. [31] proposed a novel shape context and projection geometry constraint method to match and identify coronary artery structures to mainly solve the jump matching problem when the epipolar line is very close to the vessels.
To the best of our knowledge, most of current 2-D morphology estimation algorithms are designed for retinal vessels. However, the morphology estimation of coronary artery is a more challenging task, which can be explained as follows.
(1) The retinal vessel is very close to being planar, while the coronary artery is distributed on an approximate ellipsoid. Thus, the difference between the original and projected angles of the coronary artery is larger than those of the retinal vessel, and this scenario reduces the robustness of the prior on the angles [27] . (2) Given the long-term effects of myocardial motion, the coronary vessel has a greater degree of local bending than retinal vessel, therefore it is difficult to accurately estimate the direction and width of the vessels. As far as we know, the automated morphology estimation of 2-D coronary artery images has received limited attention and is still a major challenge in the coronary artery analysis field.
In this study, we propose a directed graph construction based method to realize the automated morphology estimation from 2-D coronary artery images. The proposed method has three major steps, namely, undirected graph construction, edge direction analysis, and directed graph construction. First, the vessel centerline is obtained by applying a thinning algorithm to the segmented vessel image. The centerline is then split into a set of connected segments that constructs the edges of the undirected graph. Second, graph constraint and geometrical constraint are introduced to determine the direction of each edge. A competition principle is added to this iterative algorithm to include more global information, and therefore the robustness can be improved Third, each edge is assigned to a parent edge selected from the adjacent edges by using the proposed matching function (MF). Based on the parent-child relation of edges, a directed graph is finally constructed to represent the morphology of the vessel tree. The flow chart of the proposed method is shown in Fig. 1 .
The contribution of this paper is threefold. First, we propose a novel algorithm to extract the undirected graph from a 2-D vessel image, which converts the vessel information from the pixel level to the topology level. Second, we present an iterative algorithm with hybrid constraints that can effectively determine the edge directions of a rooted undirected graph. The edge direction corresponds to the direction of the blood flow, therefore, this algorithm has important clinical value. Third, we propose an automatic method for coronary artery morphology analysis, which is a powerful tool for the doctors to effectively extract the morphology information of X-ray angiography images.
II. UNDIRECTED GRAPH CONSTRUCTION
This section aims to construct an undirected graph which is the first step to represent the topology of the vessel network. Each edge represents a vessel segment without branches and each node represents a vessel junction that connects adjacent vessel segments. For clarity, we use edge to refer to the vessel segment, whereas node is used to refer to the vessel junction. To obtain the undirected graph, we first extract the vessel centerline using a thinning algorithm. Then, the vessel centerline is split into a set of segments according to the neighborhood information of each centerline point. Afterwards, the segments are further refined to construct the edges of the undirected graph. Finally, we estimate the vascular parameters of the undirected graph, including the direction and the width of the edge, which will be used in geometrical constraint in the next section.
A. CENTERLINE EXTRACTION
We used an iterative thinning algorithm proposed by Guo and Hall [32] to obtain the centerline of the coronary artery. For each iteration, the outermost pixels of the vessel area are checked and selectively removed according to the predefined template. To maintain connectivity, the iteration stops when the vessel area is reduced to the minimum. The result of vessel centerline extraction is shown in Fig. 2(c) .
B. VESSEL CENTERLINE PARTITION
We assume that an edge is a set of sequentially connected centerline points Q = {q j } j=1∼n , where q j is a centerline point and n = |Q| is the number of points in Q. Let q 1 and q n represent the endpoints, respectively. The other points of Q are defined as inner points. Considered as the basic unit of the undirected graph, Q should meet these two conditions: (1) For each point q j in Q, the number of adjacent inner points is less than two, and (2) different edges are connected only by their eight adjacent endpoints. Condition (1) ensures that a complicated structure, such as bifurcation, is excluded from a single edge. Condition (2) prevents the endpoints from connecting to the inner points of another edge. To generate edges that fulfill such constraints, we propose a three-step centerline partition algorithm as follows.
If there are k points adjacent to q j , q j is defined as a d k point. First, we choose d 1 point as seed point and track along d 2 points until d m (m≥ 3) point is encountered. All points on the tracking path are marked with the same edge label as the seed point. Second, we choose the unmarked d 2 point as seed point and track both sides by using the same strategy of the first step. Third, the connected domain of the unmarked points is analyzed. For the component with a length of 1, we merge it to any of the adjacent edges. For the component with a length greater than 1, we assign a new edge label. The tracking process of the algorithm is demonstrated in Fig. 3 .
The result of the centerline partition is shown in Fig. 2(d) , where the different edges are distinguished by their corresponding colors. Thus, the primary topology of the coronary artery can be represented by an undirected graph as follows:
where Q is the edge of G and J is the node of G. J consists of the endpoints of adjacent edges as follows:
where m = |J i | is the degree of node J i . For the result of the thinning algorithm, there may exist erroneous descriptions of the vessel morphology in the constructed undirected graph. The existing problems are generally threefold: (1) Uneven vessel contour may cause small burrs on the centerline, as shown in Fig. 4(a) . (2) The junction of vessel crossing can be thinned to a short segment instead of a point, as shown in Fig. 4(b) . (3) When a projected vessel intersects itself, a circle is generated, as shown in Fig. 4(c1) . For situations (1) and (2), when the length n of Q i is less than 5, we remove Q i from G and connect all the edges near Q i . In this research, we mainly deal with acyclic graph. Thus, for condition (3), we split circle Q i into Q i1 and Q i2 by adding a new node in the middle of Q i , as shown in Fig. 4(c2) .
C. VASCULAR PARAMETER QUANTIFICATION
The vascular parameters used in this research includes the direction and width of the edge. It describes the shape of the coronary artery, which is necessary for edge direction estimation in the subsequent section. Let q 1 and q n represent the endpoints of Q i . Each endpoint is associated with a couple of vascular parameters {V k , w k } k=1,n , where V k and w k are the vessel direction and width near q k , respectively. In this research, the centerline points near the endpoint are used to estimate the vascular parameters. However, as shown in Fig. 5(b) , centerline points near the nodes can be affected by the contour of other edges in the thinning process, thus leading to the deviation from the real vessel direction.
Inspired by the retinal vessel quantification method proposed by Martinez-Perez et al. [33] , we use a small sequence of centerline points to estimate the coronary vascular parameters, and this sequence is acquired as follows. First, we estimate the shortest distance between q k and the vessel contour points as r q k , and then derive an ''inner circle'' centered in q k with radius of r q k . We assume that the centerline points within the circle can be affected; thus, the sequence Q i = {q j } j=x1∼x2 for parameter estimation should be extracted outside the circle. Assuming that the index of q k in {q j } j=1∼ n is 1, then the indexes for Q i can be calculated as follows:
where L 1 is the length of Q i which is adjusted to fit datasets with different resolutions. The parameter setting of L 1 in this research is provided in Table 1 . For the estimation of the direction V k Q i is fitted as a straight line, which corresponds to two vectors in opposite directions: V 1 k and V 2 k . We define the ''absolute direction'' of Q i near q k as follows:
where V(a,b) represents the angle between vector a and b, and v 0 equals the vector from q x2 to q x1 which represents the approximate direction from which blood flows out of q k . The absolute direction near the endpoint describes the morphological characteristics of the vessels and is independent from the direction of the blood flow. Q i is also used to estimate the vessel width near q k . As shown in Fig. 5 (c), w k can be calculated as follows:
where r q j is the radius of the inner circle centered in q j .
III. DIRECTED GRAPH CONSTRUCTION
In coronary angiography, the projection of 3-D vessels onto a 2-D plane may cause erroneous expression of the coronary morphology. For example, when the endpoint of a segment is projected onto the area of another segment, these two non-intersecting segments appear as a bifurcation in the undirected graph. Hence, the undirected graph constructed above is not enough to correctly express the morphology, and more information, such as the direction of edge, should be added.
Given that the blood in a vessel segment only has two flow directions, we define the direction d i of Q i as follows: if the blood flows out of the endpoint q 1 , then d i = 1; otherwise d i = −1 Notably, the value of d i depends on both the direction of the blood flow and the position of q 1 Thus, we define a directed graph describing the morphology of coronary artery, such that:
where Q i is the edge of G d , UP i is the parent edge of Q i and Q rt is the root of the vessel tree. Blood flows through UP i to Q i , which means that the direction of Q i can be depicted by the relative position of Q i and UP i . Directly estimating the parent edge is difficult, but the difficulty can be reduced if the edge direction is known [27] . Hence, we implement a two-step strategy to construct the directed graph, in which the edge direction is analyzed before the parent edge.
As shown in Fig. 6 , edge direction analysis consists of graph constraint and geometrical constraint. Since it is an iterative algorithm, the direction information acquired in the previous iteration may mislead the current iteration if some of the clues are incorrect. To reduce this negative effect, we take the strategy in which the relatively ''easy'' conditions are first considered to provide a good result basis for the analysis of the subsequent ''difficult'' conditions. ''Easy'' conditions are defined as the conditions that meet the requirements of the graph constraint. In addition, we introduce a competition principle to the geometrical constraint when a contradiction exists between the results of different endpoints of the same edge.
A. GRAPH CONSTRAINT
The graph constraint only utilizes the information of edge connections, and it includes root and leaf recognition, cut edge recognition, and in/out-degree check We recall that root Q rt is a special edge from which any node of the tree can be reached via directed edges. Assuming that J 1 rt and J 2 rt are the nodes adjacent to Q rt . The superscript ''1'' in J 1 rt indicates that the endpoint q 1 of Q rt is included in J 1 rt . Thus, the direction of Q rt can be determined as follows:
where the node with degree of 1 (referred to as J rt ) is the starting point of the whole vessel tree. In our constructed coronary angiography image data set, the catheter is the source of the contrast agents that are subsequently projected to the full vessel area. Therefore, we define the root as the edge corresponding to the catheter. In our data set, only the catheter intersects with the upper edge of the image, and thus, the root can be readily located. Except for the root, an edge is defined as a leaf if there exists an adjacent node with a degree of 1. Leaves are the terminus of the vessel tree, and thus, the direction of the leaf can be determined as follows:
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The second graph constraint used in this study is the constraint of the cut edge. Assuming that G is a connected graph, G−e represents the graph from which edge e is removed from G. If G−e is disconnected, then e is defined as a cut edge. Similarly, for the coronary artery image, assuming that the cut edge Q i is removed from G, then G is split into two graphs G 1 and G 2 , where root Q rt is contained in G 1 . Blood flows from G 1 to G 2 via Q i . Thus, the direction of Q i can be determined as follows:
where J 1 i and J 2 i are the nodes adjacent to Q i , and the endpoint q 1 is contained in J 1 i . The third graph constraint used in this research is the constraint of the in/out-degree. Assuming that the in-degree and out-degree of node J i are deg − (J i ) and deg + (J i ), respectively. Hence, for any node other than J rt , we have
In some situations, only one connected edge of the node is undirected. Thus, the direction of this edge can be determined as an inflow/outflow of the node if all the other edges are outflows/inflows of the node.
B. GEOMETRICAL CONSTRAINT
The geometrical constraint is introduced to estimate the edge directions in terms of particular vessel structures, including D-3 structure, D-4 structure, and I-structure. The basic idea in this sub-section is as follows. For the edges that are connected by a node, there are at least two edges that are anatomically connected, i.e. these two edges belong to the same vessel segment. If the direction of one edge is available, then the direction of the other edge can be determined. Thus, our goal is to find the possible connected edges in each node and then determine their directions. To this end, we design an MF and a series of geometrical constraints to compare the similarity of the adjacent edges, given that the target edges share a similar appearance and their geometrical parameters should be restricted to specific constraints We use the route to refer to such connected edges, in-edge to refer to the edge with an inflow of the node, and out-edge to refer to the edge with an outflow of the node. 
1) D-3 AND D-4 STRUCTURE ESTIMATION
A D-3 structure consists of a node with three connected edges, as shown in the first row of Fig. 7 . D-3 structure corresponds to two possible vessel structures: bifurcation and pseudo-bifurcation. Pseudo-bifurcation occurs when the endpoint of a vessel segment is projected onto another vessel segment. Given that at least one route exists in both bifurcation and pseudo-bifurcation, we focus on seeking the most possible route to estimate the direction of edges rather than focusing our efforts on recognizing of bifurcation and pseudo-bifurcation. Such a finding can be achieved after the morphology estimation. To estimate the similarity of the adjacent edges, we define MF as follows:
where V i and V j are the absolute directions of Q i and Q j near the node, V (V i , −V j ) is the angle difference term, and
is the width difference term. k m is a weight coefficient that balance these terms, and we empirically set k m = 1 in our implementation. A small MF value represents a small shape difference between two edges and a high possibility that Q i and Q j can form a route. For node J * and the connected edges, assuming that the edge pair with the lowest MF value comprise Q 1 and Q 2 , the rest edge is Q 3 . Hence, the geometrical constraints for the D-3 structure can be determined as follows: (1) Width constraint. If w 3 > max(w 1 ,w 2 ), then we stop the estimation in J * Q 3 can be an unconnected edge projected onto the route or simply the branch of the in-edge. In both cases, the route should be thick enough to shade the terminus of Q 3 ; otherwise a crossing structure is generated. 
where w 3 is the width of Q 3 near the other endpoint. In general, the angle between the branch and the in-edge is small. Thus, we consider constraint (12) as a strict constraint that can reduce the possibility of false positives. The value of the angle threshold θ 1 can be found in Table 1 . The vessel width near the upstream side of the edge is theoretically wider than that near the downstream side. However, considering the influence from the overflow of the contrast agent and the projection angle, it is possible that the downstream side can be wider than the upstream side to a certain extent. If the ratio of w 3 to w 3 is lower than 3/2, then Q 3 is likely to be a branch of Q in . A D-4 structure consists of a node with four connected edges. As shown in the second row of Fig. 7 , we label the four edges as Q 1 , Q 2 , Q 3 , and Q 4 depending on their absolute directions near the node. The vessel structure of a D-4 structure can be a vessel crossing or an in-edge with three branches. However, in this study, we focus on the possibility that the edge pair Q 1 −Q 3 (and Q 2 −Q 4 ) can form a route. Let Q i and Q j represent the two edges of an edge pair If the angle difference V (V i , −V j ) is less than θ 2 , then Q i −Q j is considered a route. The direction can then be determined if a clue is available. The value of θ 2 can be found in Table 1 in Section 4.
2) I-STRUCTURE ESTIMATION
An I-structure consists of two nodes with a degree of 3 with connected edges, as shown in the third row of Fig. 7 . When two vessels cross a small angle, the intersection part may be thinned to a line segment (referred to as a ''middle edge'') due to the limitations of the thinning algorithm. The I-structure is a wrong expression of the vessel crossing, therefore it should be properly recognized and handled. For each edge Q i we check the possibility of it being the middle edge of an I-structure as follows:
(1) Let J 1 i and J 2 i represent the adjacent nodes of Q i . We stop the estimation of Q i , if the following two conditions are not satisfied:
In general, the middle edge of an I-structure is a short segment, and constraint (15) is set to improve the processing speed. The optimal value of L 2 is related to the size of the input image, for which the parameter setting is demonstrated in Table 1 . (2) We label the adjacent edges of Q i as Q 1 − Q 4 , as shown in Fig. 7(c3) . Given that a route cannot be formed by two leaves, we stop the estimation of Q i if both Q 1 and Q 3 are leaves, or both Q 2 and Q 4 are leaves. (3) In some cases, the edge pair Q 1 − Q 2 and Q 3 − Q 4 correspond to two vessel routes that are very close to each other, i.e., Q i is not the middle edge of an I-structure. This case can be checked by the constraint as follows:
where a small value of V (V 1 ,−V 2 ) indicates a high possibility that Q 1 and Q 2 form a route. If the constraint is satisfied, the estimation of Q i is stopped. (4) We consider Q i as the middle edge of an I-structure, if the following angle constraint and width constraint are satisfied:
max( w 13 , w 24 ) < w t ,
where V Once the I-structure is identified, the edge pairs Q 1 −Q 3 and Q 2 −Q 4 are considered as vessel routes. Then, the directions of the edges in the route can be determined if clue is available.
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C. COMPETITION PRINCIPLE
There are at most two nodes connected to an edge. When geometrical constraints are applied to each of the nodes, opposite-direction results can be received. To improve the robustness of the proposed method, we introduce a competition principle to the geometrical constraint as follows. Assuming that q k i (k = 1, 2) represents the endpoint of Q i and q k i is included in node J k i . When the direction of Q i is estimated as d k i in J k i , we simply record the MF value of the route, rather than immediately determine its direction as follows:
where the initial values of M 1 i and M 2 i are 0, and Q j is the other edge of the route. If Q i is the branch of a D-3 structure then Q j is set to the in-edge. Once the estimation of a particular vessel structure (D-3 structure, D-4 structure, or I-structure) is completed, we determine the edge direction based on the recorded MF values as follows. If only one term in M 1 i and M 2 i is nonzero or both are positive or negative, then there is no dispute over the direction, i.e., the direction can be directly determined. Otherwise, the dispute can be solved by the following condition:
Here, a small MF value indicates a high possibility that the edge pair can form a vessel route.
D. DIRECTED GRAPH CONSTRUCTION
In this section, we complete the morphology estimation by constructing the directed graph G d = (Q i ,UP i ,Q rt ), which consists of two steps: parent edge estimation and node reassignment. The root has no parent edge, and thus, we set UP rt = 0. For the identified vessel routes, the in-edge is the parent edge of the out-edge. For the rest cases, the parent edge of Q i exists in edges {Q j } j=1∼ m, which are inflows of the adjacent nodes of Q i . We adopt the simple idea in which the shape difference between Q i and its parent edge is the smallest among all the candidates. Therefore, the parent edge can be calculated as follows:
In the second step, the nodes are updated depending on the parent-child relation of the edges. If Q i is the parent edge of several edges {Q j }, then a node is created by the endpoint of Q i and the endpoints of {Q j } that are connected to Q i With this technique, the pseudo-bifurcation problem mentioned above can be solved. For real bifurcation, one edges is the parent of the rest edges. For pseudo-bifurcation, the parent edge has only one child.
IV. EXPERIMENTAL RESULTS
To validate the effectiveness of the proposed method, we conducted a series of experiments on three data sets, including the simulated coronary data set, the routine clinical coronary angiography data set, and the retinal vessel data set. The simulated coronary data were generated by projecting a simulated 3-D coronary artery onto a 2-D plane with different angles. The routine clinical coronary images were obtained from a monoplane cardiac X-ray angiographic system (Philips Medical System, Netherlands) at the Peking UNION Hospital in Beijing, China. This study was approved by the ethical committee of the Peking UNION Hospital, and all patients signed the informed consent. In addition, a qualitative test was conducted on the retinal vessel data set named high-resolution fundus (HRF) [34] . The proposed method involves 7 parameters to be set, which are provided in Table 1 .
The parameters L 1 and L 2 require adjustment for datasets with different resolutions, and the rest of the parameters are set to fixed values. These parameters are selected according to the information collected in the process of edge direction estimation, and the one with best results is chosen as the final parameter.
A. SIMULATED DATA EVALUATION
The algorithm proposed by Song et al. In this study, we introduced a three-set criteria to quantify the similarity between the results of our algorithm and the ground truth. (1) Edge direction accuracy (EDA): EDA is equal to the ratio of the number of the edges with correct directions to the total number of edges. (2) Edge parent accuracy (EPA): EPA is equal to the ratio of the number of the edges with correct parents to the total number of edges. (3) I-structure accuracy (ISA): ISA is equal to the ratio of the number of correctly recognized I-structures to the total number of I-structures. The middle edge of the I-structure has two parent edges. If only one of the parent edges is correctly analyzed, then we record 0.5 point in the numerator of EPA. When the angle of the crossing vessel segments is larger than 90 • , the middle edge of the generated I-structure is actually the overlapping projection of the vessels in opposite direction. In such a case, the direction of the middle edge is meaningless for the 2-D plane and is thus not considered in the EDA.
The ground truth of the simulated coronary data is obtained as follows. First, the 2-D vessel images are obtained from the projection of the rotated 3-D data. Second, the 2-D images are processed with the proposed vessel segment partition algorithm to obtain the vessel centerline and the edges. Afterward, each 2-D edge is assigned with a 3-D vessel segment on the basis of the correspondence between the 3-D points and the 2-D points. The parent-child relation between 2-D edges can then be obtained which is considered as the ground truth of the simulated coronary data. The terminus of the root can be projected onto another edge. In such a case, the root is missed. Since the root is a necessary input of the proposed method, we exclude such images from the simulated coronary data. The number of 2-D images that are tested in experiment is 1346, which account for 98.32% of all the generated images.
The morphology estimation of the simulated coronary data consists of three steps: undirected graph construction, edge direction estimation, and directed graph construction. We offer the position of the root to the proposed algorithm as input. Fig. 8(b) and (c) illustrate the 2-D images and the corresponding results, respectively. For the images of the first two rows, we can obtain fully correct results compared with the ground truth. However, the accuracy for the third row is lower than the average. The arrows in Fig. 8(d3) and (e3) highlight the edges with incorrect directions, which can be attributed to the very large angles (>120 • ) between the wrongly estimated edges and their parent edges. In other words, the algorithm recognizes the edge as the branch of another edge and the wrong direction is obtained. Table 2 shows the accuracy values of the direction estimation and the parent edge estimation of the simulated coronary data. We classify the accuracy values according to the vessel width. The last row of the table contains the results of all vessels, while the remaining rows contain the results of different vessel width intervals. Table 3 shows the accuracy of different vessel levels. The 3-D vessels can be divided into four levels. Thus, according to the correspondence between 3-D edges and 2-D edges, the 2-D vessel segments can also be divided into four levels. Given that some of the middle edges of the I-structures are not considered in the direction estimation, the number of edges in EDA is slightly smaller than that in EPA. . 9 shows the accuracy values of EDA and EPA with different projection parameters. The zero-value points represent the excluded images where the roots are lost. Fig. 9 also shows that the EDA and EPA change with some regularity, where the low-value points are concentrated near r x = 90 • , r y = −45 • . This phenomenon may be explained by high number of overlapping projections in such projection parameters. Therefore, estimating the morphology is more difficult than other cases.
The proposed method is compared with the graph analysis algorithm presented by Dashtbozorg et al. [25] , which is a part of their automatic graph-based approach for retina artery/vein classification (we use AGAVC to refer this method). Given that the result of AGAVC is a decision on the type of the nodes, we use three sets of criteria to evaluate the performances of both methods as follows. (1) ISA: We recall that ISA is equal to the ratio of the number of correctly recognized I-structures to the total number of I-structures. Table 4 shows the results of the proposed method and AGAVC for the simulated coronary data set. Our method outperformed the AGAVC in all the criteria. The difference of the results may be explained by the difference of structure between the retinal vessel and the coronary artery. Although AGAVC is proposed for retinal images, it achieves high accuracy in recognizing bifurcation and pseudo-bifurcation for coronary images. In summary, the experiments in this section demonstrate that our method is reliable for morphology estimation of coronary images. The results depict high robustness, even in cases with complicated overlapping projections.
B. CLINICAL CORONARY ANGIOGRAPHY DATA EVALUATION
In the above experiments, different methods are tested on the simulated coronary data set. Our method is very effective and can achieve high accuracy when estimating the edge direction and the parent. Hence, in this part, we use the clinical coronary data to examine the performance of the proposed method. The images used in this part and the corresponding results are shown in Fig. 10 . The first column shows the original gray images. The second column shows the input images associated with the morphology of the ground truth. The third and fourth columns show the partial enlarged views of the ground truth and that of the proposed method, respectively. The clinical coronary data used in this study is a new coronary angiography data set that includes 21 gray images with sizes of 512 × 512 pixels. We manually segmented the gray images to obtain the vessel images, which are used as inputs of the proposed method. To facilitate processing, vessel images are added with black borders and then enlarged to the size of 2228 × 2228 pixels To quantify the effectiveness of the proposed method, we manually obtained the morphology of each image, where each edge is assigned an index number and the corresponding parents. We selected four images in the clinical coronary data set to show the results of the proposed method. The first two images obtained fully correct results, which correspond to the first two rows of Fig. 10 . For the other two images, the accuracy is lower than the average, which correspond to the last two rows of Fig. 10 . The edges with wrong directions are represented by the red arrows, while the edges with wrong parents are represented by the green arrows, as shown in the fourth column of Fig. 10 . Table 5 lists the accuracy values of the proposed method by referring to the clinical coronary data set, which is classified according to vessel widths. Table 6 shows the comparative results in relation to the AGAVC algorithm. For each criterion (except for ISA), the accuracy values are higher than that In (c4), the label ''48-(47)'' means that edge 48 has a parent edge with the index number of 47. In (c3), edge 54 is the middle edge of an I-structure with no direction. However, the proposed algorithm failed to recognize this I-structure, thus, we obtain the wrong parent edge (denoted by the green arrow) and the wrong direction (denoted by the red arrow).
of the simulated coronary data set. The reason may be that the projection angles of the real coronary angiography in clinical practice are often carefully adjusted to reduce the overlapping of vessels. Hence, the morphology of the clinical data is less complicated than that of the simulated data, which is generated from all projection angles. The reduction of ISA can be explained by the larger number of local bending of the clinical data than the simulated data, which makes it more difficult to apply prior knowledge on the angles of I-structures. In summary, on the basis of the high accuracies of EDA = 99.44% and EPA = 97.44% of the clinical coronary data set, the proposed method is highly effective for the morphology estimation of real angiographic images for clinical applications. 
C. RETINAL VESSEL DATA EVALUATION
In this part, we test the proposed method on the retinal vessel data set. Our goal is to separate the overlapping vessel trees of the retinal vessel network, as shown in Fig. 11 . We removed the vessels in the optic disk by using the parameters provided by the HRF data set, and largest connected component (referred to as I 0 ) is selected as the input. Unlike the coronary vessel, I 0 consists of several overlapped rooted graphs (referred to as G 1 ∼G n ). The location of the root is indicated by the arrows in Fig. 11(b) .
We adjusted our algorithm so it can accept multiple roots as inputs. The morphology of I 0 is estimated and a separated rooted graph is built with a root and all of its offspring. Since there are less overlapping projections in retinal vessel images, the morphology estimation task is easier when compared with the coronary artery. Actually, the proposed algorithm works well and can correctly separate the six vessel trees. The results are shown in Fig. 11(c) , where different rooted graphs are distinguished by different colors. The experiment in this sub-section proves that the proposed method has great applicability potential for use with other vessel images besides the coronary angiography images.
V. CONCLUSION AND DISCUSSION
The vascular morphology estimation of 2-D coronary angiography images is of great importance to the automated quantitative diagnosis and treatment of coronary diseases. In this research, we propose a directed graph construction based morphology estimation method for 2-D coronary artery images. To the best of our knowledge, this is the first automated method able to estimate morphology of coronary artery in X-ray angiography images. In relation to the existing methods, the innovations realized in this study are threefold. (1) We decompose the task of morphology estimation into three sub-tasks, including undirected graph construction, edge direction estimation, and directed graph construction. This strategy can reduce the difficulty to directly analyze the topology structure, and its effectiveness is proved by the high accuracy obtained on experiments in simulated data and clinical data. (2) Unlike the previous methods that highly depend on geometrical constraint, we introduce the graph constraint to the proposed iterative algorithm. The graph constraint is first used before the geometrical constraint to provide a good result basis for the next iteration. The combination of graph constraint and geometrical constraint can greatly reduce the possibility of wrong edge direction. (3) In edge direction estimation, a competition principle is introduced to handle the conflicting direction results in which more global information is considered, and therefore the robustness can be improved.
The implementation of the proposed method comprised three steps. First, we propose a novel algorithm to transform the vessel image to an undirected graph that contains the initial topology information. As shown by the experiments, our algorithm can be directly applied to retinal vessel images. Second, to reduce the difficulty of morphology estimation, we use the strategy in which edge direction is estimated before the parent. Third, based on the proposed MF, the parent edge is selected from the adjacent edges. The morphology of the vessel tree is obtained by reassigning the nodes according to the parent-child relation of edges. The proposed method is validated with simulated and clinical coronary data sets, and quantitative evaluation is conducted by using three criteria of EDA, EPA, and ISA.
The developed method is compared with the retinal vessel node type classification method AGAVC. Given that both the AGAVC and the proposed method can identify the types of nodes, three sets of criteria (ISA, D3CA, and D4CA) are used to evaluate the classification accuracy. The experimental results of the simulated and clinical data set demonstrate the effectiveness of the proposed method and its robustness for the morphology estimation of coronary vessels. The simulated data set includes 1346 vessel images, and the average EPA is 91.14%. For the clinical data set, the average EPA is 97.44%. We therefore conclude that the proposed algorithm is highly effective and robust and can be employed in computer-aided coronary disease diagnosis and many related applications. 
