0. Introduction. The purpose of this note is to show how the phrase \Vassiliev invariants are like polynomials" can be a useful working paradigm. This has been illustrated in other talks at this conference: Deguchi used Vassiliev invariants because they are computable in polynomial time (see below) and Burri 4] demonstrated that, for a xed shadow, Vassiliev invariants are polynomial functions in the gleams.
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Here three other results are presented which re ect the motto in some manner. They are as follows: the fact that Vassiliev invariants form a ltered algebra; Dean and Trapp's criterion for an invariant to be of nite type; and a partial solution to the problem of integrating a weight system.
Two results with a polynomial avour which don't quite t into the framework of this note are that the value of an invariant of degree n on a knot with c crossings is bounded by a polynomial of degree n in c and that the value is calculable in similarly polynomial time. These follow from Stanford's algorithm 11] for calculating Vassiliev invariants and were also proved by Bar-Natan 2].
For simplicity all invariants will take values in Q.
Recall Birman and Lin's axiomatic reformulation of Vassiliev invariants 3].
Definition. For i 2 f0; 1; 2; : : :g, let X i be the set of (oriented) \knots with i double points" or \i-singular knots", i.e. maps S 1 ! R 3 such that the only possible singularities are i transversal self-intersections, considered up to rigid vertex isotopy. For instance, X 0 is just the set of usual knots up to ambient isotopy. Suggestive language will be used for the extension of a knot invariant to knots with double points:
Definition. Given a knot invariant V : X 0 ! Q, de ne its ith derivative, V
: X i ! Q, inductively via the so-called Vassiliev skein relation:
Remark. (i). It is straight-forward to check that this de nition is independent of the order in which the double points are resolved.
(ii). The \Vassiliev-space" way of thinking of this is that the space of knots with double points is strati ed, each stratum being co-oriented in the one above, so the invariant can be naturally extended from \chambers" to \walls" (see Fig. 1 ) by measuring the \jump" in the invariant when passing through the wall in a positive direction. The key idea for this note, observed in 1], is that this condition is analogous to the vanishing derivative condition for polynomials. where J = f1; : : :; ignJ and the multi-index notation means that for J = fj 1 ; : : : ; j l g one has @x J = @x j1 @x j2 : : : @x j l .
In fact an analogous theorem holds for knot invariants. First, introduce a little bit of extra notation: for P an invariant of knots with l double points, and k a knot with i double points, let I = f1; : : :; ig be a labeling set for the double points, then for J I, jJj = l let P(k J ) be the average of P evaluated on 2 i?l knots with l double points An immediate corollary of this is that the space of nite type invariants is a ltered algebra or in other words: This can now be used to prove that various classical invariants are not of nite type. Corollary 6 5, 12] Unknotting number, signature, genus, bridge number, and crossing number are not of nite type.
As an example, consider the unknotting number, U, evaluated on the twisted Whitehead doubles of the unknot (see Fig. 2 Remark. Stanford 10] has generalized these ideas to \tangle maps". In this case K 0 is a knot which has a diagram which intersects some disc as l parallel strands. He shows that if fT 1 ; : : : ; T j g is a set of commuting, pure l-tangles, and K(i 1 ; : : : ; i j ) is the knot of degree at most n.
Integration. An important notion is that of anti-di erentiation, or integration |
going from an invariant of knots with n double points to an invariant of knots with n ? 1 double points | if an invariant is de ned on the walls can it be extended to the chambers? So, say that R: X n?1 ! Q is a rst integral of P: X n ! Q if P( ) = R( ) ? R( ):
One would like to know when given a P one can nd such an R, i.e. when P can be integrated; and further when P can be repeatedly integrated to an actual knot invariant.
From Stanford we have the following criterion. So say that an invariant is integrable if it satis es these hypotheses. Unfortunately this theorem is inadequate in at least the following two senses: it says nothing about the possibility of integrating R; and it is purely an existence theorem. In fact, if R exists then it is only de ned up to \constants of integration"; in the case that R is itself integrable, these constants are known as weight systems. (In other words, if R is an integrable rst integral of P, then S is also an integrable rst integral of P precisely when R ? S is a weight system.) 3.1. Weight systems. When a degree n polynomial is di erentiated n times, the result is a constant function. Analogously we look at the nth derivatives of type n Vassiliev invariants.
Definition. A weight system of type n is an integrable invariant of knots with n double points, W: X n ! Q, which di erentiates to zero (W 0 = 0). So if V : X 0 ! Q is a type n knot invariant then V (n) is a weight system. One goal is to integrate a given weight system all the way to a knot invariant. From the Kontsevich integral (see 1]) this can certainly be done over Q but the Kontsevich integral is neither constructive nor described in this axiomatic framework. Perhaps the polynomial analogy can help with integration.
3.2. Introducing symmetry. For a singular knot, k, let k be its mirror image (see (ii). If g: R ! R is a degree n polynomial then one can add a polynomial, g 1 , of lower degree so that (g + g 1 )(x) = (?1) n (g + g 1 )(?x) for all x 2 R.
In the case of polynomials there is a semi-systematic way of integrating from a constant function to a polynomial which is either even or odd depending on the parity of the degree. This is done as follows. A constant function is even and integrates uniquely to an odd function, this resulting function will integrate | regardless of constants of integration | to an even function. This even function integrates to a unique odd function, and so on (see Fig. 3 ). It is in this sense that half of the constants of integration can be set.
At this point, the reader will not be surprised to discover that an analogous procedure can be carried out for knot invariants. Call an invariant P: X n ! Q even if for all k 2 X n P(k) = P(k), and odd if P(k) = ?P(k). Theorem 8 ( 15] ) (i). If P: X n ! Q is an even integrable invariant of knots with n double points, then P has a unique odd rst integral and this is also integrable.
(ii). Every rst integral of an odd invariant is even. In fact the situation is slightly better because there is actually a combinatorial formula for the odd rst integral, R, of an even invariant, P. A path in knot-space between an (n?1)-singular knot k and its mirror image k can be obtained from a diagram by just switching each of the crossings, one after another (see Fig. 4 ). The di erence between R(k) and R(k) is just the sum of the jumps when each of the crossing changes occurs. This is the sum (with suitable signs) of P evaluated on the n-singular knots obtained by smashing each of the crossings in turn. However R is odd, so R(k) = ?R(k) and hence R(k) is half of this sum. (An explicit formula for this can be found in 15].)
All that is required then for a canonical integration from weight system to genuine knot invariant, is a canonical way of integrating even integrable invariants. Polynomial intuition has not yet been able to o er any help with this problem.
