In Section II, we review the biology of gene expression and describe how we can use microarray and next-generation sequencing (NGS) technology to measure gene expression. Furthermore, we review data preprocessing and normalization algorithms to address technical and biological variability in the data. In Section III, we review data mining methods for exploratory analysis, feature selection, and classification. Exploratory analysis methods can discover relationships within the data, e.g., clustering subgroups within a set of patient expression profiles. Feature selection methods can reduce data size and identify biomarkers, resulting in improved diagnostic classifier performance. Classifiers can categorize the samples based on features selected. We review methods for building disease classification models and discuss commonly encountered pitfalls. In Section IV, we review computational and experimental techniques for interpretation and validation. While robust algorithms for biomarker identification and classification may produce mathematically valid results, these results must be biologically validated prior to clinical application. The results of validation also provide performance measures and feedback to improve data mining methods, particularly in the feature selection step. Various tools exist for validating analytical results using the literature, annotated biological databases, or clinical experiments. In Section V, we present a case study that analyzes several CVD microarray datasets consisting of samples from diseased patients and healthy control patients. The case study illustrates all steps in the bioinformatics pipeline, with the goal of identifying differentially expressed biomarkers for predicting CVD presence.
SECTION II EXPERIMENTAL METHODS
The functional state of cells may be estimated by quantifying gene expression using genomic assay methods. The first step in gene expression is DNA transcription to produce mRNA. Then, functional proteins are produced from mRNA by translation [2] . Because of posttranscriptional modifications, mRNA levels are not directly correlated with protein levels. Although with better understanding of posttranscriptional agents such as microRNA (i.e., miRNA or noncoding mRNA that affect mRNA levels), the complex role of transcriptional regulation may be better understood, in particular, for diseases such as CVD [3] . As such, numerous reviews have been published, for instance, that focus on the role of miRNA in CVD [4] . Recent studies have also suggested that genomic (as well as proteomic) biomarkers, whether in the form of mRNA or miRNA, may improve the accuracy of cardiovascular risk identification on an individual basis using panels of tests or multimarker (i.e., multigene) assays [5] . Other studies have focused on detecting gene expression changes in tissues involved in various stages of atherosclerotic plaque formation [6] , [7] , [8] .
Emerging technologies such as genome-wide association (i.e., detection of single nucleotide polymorphisms, SNPs), deep sequencing, and miRNA arrays [3] , [9] , [10] have improved our understanding of the genetic basis of CVD [11] . In this section, we focus on genomic data acquisition and data preprocessing in microarrays and NGS, which may be used for quantification of SNPs, mRNA, or miRNA. Although specific analytical and experimental methods exist for SNPs, mRNA, and miRNA, among others, we limit the scope of this paper to focus on general methods that may be applied to a wide variety of genomic assays. We also describe challenges encountered in microarray technology and potential solutions to these challenges made possible by NGS technology. Furthermore, we discuss current challenges with NGS technology and its potential for replacing or complementing microarray technology.
A. Quantifying Gene Expression With Microarrays
The concept that underlies microarray technology is the specific hybridization, or binding, of labeled nucleotide sequences-i.e., isolated and fluorescently tagged mRNA molecules-to predefined arrays of complementary sequences. The fluorescence intensity of each location on the array indicates the amount of mRNA, or gene expression, from the original biological sample. Several variants of microarray technologies exist, with the most widely used being cDNA and oligonucleotide microarrays [12] . cDNA microarrays, developed by Schena et al., are based on long sequences of cDNA (complementary DNA) that are immobilized onto a substrate (a glass slide or a nylon membrane) in a spotted matrix [13] . Each spot on the array corresponds to a specific gene or transcript selected from a library of gene sequences. Oligonucleotide microarrays consist of short nucleotide sequences instead of the longer sequences of cDNA microarrays. A photolithographic technique developed by Affymetrix enables production of high-density microarrays by building nucleotide sequences directly onto a substrate such as a silicon wafer [14] . This technique limits the length of sequences to about 20-25 nucleotides and reduces the specificity of hybridization. Careful selection of multiple unique probe sequences for each mRNA can improve specificity [12] . After hybridization, optical scanners quantify the fluorescence intensity of each spot on the array to produce raw gene expression signals that require further processing before analysis.
Microarray data preprocessing involves normalization, or summarization, of quantified fluorescent signals to estimate gene expression and to detect or correct data quality issues. Several preprocessing algorithms exist for the popular Affymetrix oligonucleotide arrays such as distribution free weighted [15] , factor analysis for robust microarray summarization [16] , genechip robust multiarray average [17] , Affymetrix MicroArray Suite 5.0 [18] , model based expression index [19] , probe logarithmic intensity error estimation [20] , robust multiarray average (RMA) [21] , variance-stabilizing normalization [22] , and caCORRECT [23] . Similar normalization methods exist for Illumina arrays [24] , [25] , [26] , [27] . Comparisons of these methods often find that there is some variability in performance, and the choice of a "best" normalization algorithm can vary from project to project [28] . Some studies have found significant differences among normalization methods that can greatly affect downstream analysis [29] . However, a more recent study comparing microarray normalization methods to TaqMan RT-PCR arrays concludes that the differences among multiple methods are not statistically significant [30] . Finally, data quality plays an important role in the adoption of microarrays for clinical applications. Thus, normalization methods often include functions for assessing data quality. For instance, both RMA and caCORRECT can identify and reduce the effect of spatial artifacts in microarray data [21] , [23] , [31] . caCORRECT also computes a quality score for the purpose of discarding arrays with significant, irreversible technical artifacts. Other metrics such as correlation or quantity of outlier spots may be used for outlier array detection [32] . Similar methods exist for detecting biological microarray outliers using principal component analysis (PCA) [33] . Despite the abundance of robust methods for processing microarray data, concerns with data quality still hinder adoption of the technology for clinical applications.
A recent study by the FDA-led microarray quality control (MAQC) consortium revealed conflicting reports of reproducibility in inter-platform and cross-laboratory microarray studies [34] . For example, Tan et al. reported considerable divergence across different platforms [35] , whereas Petersen et al. reported high reproducibility across platforms [36] . In light of these conflicts, the MAQC consortium has conducted a multiplatform and multitest site experimental design to show that microarrays are reproducible [34] . Moreover, the MAQC study consists of a number of more focused studies. For example, Canales et al. have compared five microarray platforms to three quantitative and low-throughput gene expression technologies such as TaqMan, standardized RT-PCR, and QuantiGene assays [37] . They found that the quantitative results of all platforms generally agreed with the exception of a few genes due to weak expression or due to differences in probe sequence. Furthermore, Patterson et al. have compared one-color and two-color microarray platforms in terms of reproducibility, sensitivity, specificity, and accuracy, and found that these platforms are identical in terms of data quality [38] .
In addition to issues with reproducibility addressed by the MAQC consortium, other limitations of microarrays including 1) dynamic range (i.e., genes expressed at very low or very high levels are not correctly quantified because of background hybridization or signal saturation), 2) probe design (i.e., genes can only be detected if the correct probes are used, limiting the discovery of new splice variants), and 3) a high level of technical noise that, when combined with small-sample size, can lead to false discoveries [39] . Initial research suggests that emerging NGS technology is capable of addressing these issues and potentially replacing microarrays for some applications.
B. Quantifying Gene Expression With NGS
NGS technology provides potential solutions to current microarray limitations. We briefly describe 1) a general overview of NGS experimental protocols, 2) the benefits of NGS compared to microarray technology in the context of gene expression measurement, and 3) current challenges in NGS bioinformatics.
NGS refers to high-throughput sequencing of short nucleotide chains on a massively parallel scale. Some commercially available NGS platforms include 454 pyrosequencing [40] , Applied Biosystems SOLiD sequencing [41] , Illumina Genome Analyzer, and Helicos/ Heliscope [42] , [43] . These platforms differ primarily in experimental protocol, but the basic steps remain the same: 1) after library preparation, DNA fragments are isolated and attached to a matrix and 2) the fragments are amplified and sequenced in parallel. The iterative parallel sequencing steps produce a large dataset of fluorescence images that are converted into sequence reads by base calling algorithms [44] , [45] . Applications of NGS include, but are not limited to, complete genome sequencing [46] , quantification of gene expression [47] , and metagenomic sequencing [48] . In this paper, we focus on current advances in gene expression quantification, or RNA-Seq, using NGS technology.
In the context of RNA-Seq, NGS technology directly addresses dynamic range and probe design limitations of microarray technology. RNA-Seq measures gene expression by counting the number of short sequences that align to or "hit" a region of a reference genome [47] . In contrast to microarrays, RNA-Seq relies on computational matching of RNA sequences to known gene sequences rather than chemical hybridization of fluorescently labeled RNA fragments to complementary probes. This approach gives NGS a much greater dynamic range compared to microarrays because as little as a single RNA molecule to as many as all RNA molecules can be quantified from a sample (provided that there is sufficient sequencing depth). For example, NGS has been shown to be highly correlated with quantitative real-time polymerase chain reaction (qRT-PCR) over several orders of magnitude, a dynamic range much larger than typical microarrays [49] , [50] . Moreover, RNA-Seq is not limited by probe design. That is, all RNA molecules expressed by a cell can be detected and quantified without the requirement of designing a specific probe sequence.
Thus, aligning RNA-Seq samples to a whole genome reference can not only quantify known genes, but can also identify new genes and splice variants [51] . Finally, it is widely believed that microarrays suffer from a high level of technical noise that can result in high false discovery rates [39] . Although there have been few studies directly comparing microarray and NGS false discovery rates, initial studies suggest that, for applications such as miRNA detection, microarray and NGS platforms perform similarly [52] , [53] . Thus, NGS technology appears to address some, but not all, shortcomings of microarray technology.
Challenges remain in NGS bioinformatics research because of the continuing evolution of the technology and the availability of many different platforms, making it difficult for research in algorithm development. The accuracy of RNA-Seq alignment to reference genomes depends on 1) sequence quality or sequencing error profiles (i.e., substitutions, deletions, and insertions of nucleotide bases during the sequencing phase), 2) the sequence alignment algorithm, and 3) expression normalization after alignment. Each NGS platform has a unique error profile [54] . Thus, many alignment algorithms have been developed to exploit the advantages of each NGS platform (see [55] for a review of sequence alignment algorithms). After sequence alignment, raw "hits" must be converted, summarized, and normalized into interpretable gene expression values using algorithms similar to those of microarray normalization algorithms. However, there is no consensus in the NGS community for selecting these algorithms for applications such as differential gene detection [56] . Thus, several studies have proposed algorithms for normalization, taking into consideration factors such as gene length [57] or assumptions that most genes are not differentially expressed [58] .
The development of NGS technology for genomic bioinformatics addresses some of the issues associated with microarray technology. Because of advantages such as improved dynamic range and correlation with qRT-PCR, NGS technology appears poised to replace microarrays. However, for some applications, microarrays may dominate for the foreseeable future-e.g., for assays of small genomes or low-cost screening of large numbers of samples. NGS and microarrays may be considered complimentary, for example, in cases where a deeper analysis of the genome for a subset of samples is desired after screening with microarrays [49] . As with microarray technology in the past, there are analytical and experimental challenges in quantifying NGS data, e.g., handling the large volume of data and understanding the confounding factors of alignment algorithm, normalization algorithm, and NGS platform. Thus, many research opportunities remain in genomic bioinformatics.
SECTION III STATISTICAL ANALYSIS AND DATA MINING
Following acquisition and preprocessing are statistical analysis and data mining for genomic data analysis (see Fig. 1 ). This includes 1) exploratory analysis, i.e., discovering biologically interesting relationships in the data, 2) feature selection, i.e., mining for biomarkers, and 3) classification, i.e., building statistical models for disease diagnosis and prognosis. In the following sections, we discuss commonly used methods in each step and identify challenging and open research questions, in particular, for cardiovascular genomic bioinformatics.
A. Exploratory Analysis
Exploratory analysis methods can reveal the natural organization of genomic data and identify patterns [59] . Unsupervised clustering methods are one such group of exploratory analysis methods that can identify groups of genes with similar expression patterns, or groups of samples with similar molecular profiles [60] . For example, clustering has revealed related gene groups in several cardiovascular-related studies, including coronary artery disease (CAD) and atherosclerosis [61] , [62] , [63] . The most common unsupervised clustering method applied to gene expression data is hierarchical clustering [64] . Other methods include Formula-means clustering [65] , PCA, [66] , biclustering [67] , and selforganizing maps (SOMs) [68] . In this section, we briefly describe the underlying concepts for each of these methods.
Hierarchical and Formula-means clustering algorithms group samples or features based on similarity metrics such as Euclidean distance, Manhattan distance, Mahalanobis distance, and various correlations [69] . Hierarchical clustering is an agglomerative technique; i.e., initially, there are several single member clusters that are iteratively combined based on distance until only a single cluster remains [70] . Hierarchical clustering is very useful for microarray or NGS analysis because its results can be visualized using dendrograms, or treelike structures that capture the iterative formation of these data clusters. These visualizations often include heatmaps that represent gene expression, with genes and samples arranged based on hierarchical clustering. Simultaneous clustering of genes and samples is referred to as biclustering, which enables not only identification of biological samples with similar genetic profiles, but also identification of correlated genes [67] . SOMs are artificial neural networks that are well suited for clustering high-dimensional gene expression data. Generally, they are able to represent high-dimensional data in a low-dimensional space, while spatially preserving the similarity of data points [68] . Fig. 2 illustrates both the dendrogram and heatmap resulting from hierarchical clustering. Unlike hierarchical clustering, Formula-means clustering is initialized with a predefined number of clusters. Each sample is then randomly assigned to one of Formula clusters. The algorithm then iteratively reassigns samples to clusters based on distance. After reassigning a sample, the algorithm recomputes the centroids of the altered clusters.
Although clustering methods are applicable to large dimensional datasets, reducing data dimensionality may produce more meaningful and less noisy clustering results. For example, a large number of genes in a high-throughput genomic dataset may be irrelevant to the biological problem of interest (e.g., CVD). In such cases, data dimensionality may be reduced by removing such genes from the dataset without losing any important features. In other cases, it may also be desirable (or simpler) to represent a large number of relevant genes in a reduced dimensional space. PCA is a common method for reducing the dimensionality of gene expression data without discarding important information [71] . However, a drawback of PCA is that the results of feature selection or clustering after applying PCA are not easy to interpret because principal components are not a one to one representation of genes. Instead, each principal component is a linear combination of the original data dimensions (i.e., genes). Despite this, PCA remains useful for gene expression analysis [72] , [73] , [74] .
Although clustering and dimensionality reduction methods are useful tools for revealing the underlying structure of unlabeled (or unclassified) data, they are not useful for biomarker identification. Supervised learning methods, i.e., methods that work on labeled data, can more precisely identify specific factors that are capable of differentiating samples in distinct disease groups.
B. Supervised Feature Selection
Many genomic experiments generate microarray or NGS data using samples with known underlying grouping or clustering information. This information can be used to supervise the identification of genes that are differentially expressed. These genes are called biomarkers and are valuable because of their potential in diagnostic screening for diseases such as atherosclerosis [75] , [76] . There are numerous approaches in supervised feature selection, and each selects genes based on properties of the data that capture the degree of differential expression. Feature selection methods can be categorized into three groups: filter, wrapper, and embedded methods [77] . Here, we describe basic properties of these feature selection methods and discuss factors that must be taken into consideration when selecting a method. An important factor to consider in feature selection is sample size. We discuss methods for determining minimum sample size to accurately identify differentially expressed genes, and then describe methods that attempt to reduce uncertainty by integrating domain knowledge.
Filter methods identify differentially expressed genes by examining the intrinsic properties of the data [77] . Usually, features are scored using a metric for determining degree of differential expression, and then low-scoring features are removed. In classification applications, filter methods are applied to the data independent of the classifier. Thus, filter methods are fast and scalable to large datasets, especially for univariate methods such as fold-change, significance analysis of microarrays (SAM) [78] , and rank products [79] . There is a comprehensive review of univariate filter methods (also known as gene ranking methods) [80] . Univariate filter methods assume independence among features and can possibly lead to lower classification or clustering performance. On the other hand, multivariate filter methods such as the minimum redundancy, maximum relevance (mRMR) method can address this issue by identifying groups of genes that may have low predictive value when acting independently, but are good predictors when acting in concert [81] . However, multivariate methods are hard to optimize in a very large search space (e.g., all combinations of gene sets for tens of thousands of genes). Wrapper methods have been proposed to address this issue. Wrapper methods evaluate feature sets by training and testing a classifier model [77] . That is, the feature search is wrapped around a classifier so that the interaction of features and classifiers is considered during optimization. Wrapper methods can search the feature space in a deterministic (e.g., sequential forward selection [82] ), or randomized (e.g., genetic algorithms [83] ) manner. One disadvantage of wrapper methods is that they can be very computationally costly. As an improvement, embedded methods are very similar to wrapper methods, but are computationally cost effective because the feature search is built into the classifier construction phase [77] . An example of an embedded method is the support vector machine (SVM) recursive feature elimination method [84] .
High-throughput genomic experiments pose unique problems in data analysis. Because of the small-sample size compared to the large feature size, feature selection often suffers from lack of statistical power. Thus, methods have been developed to estimate minimum sample size for achieving a desired sensitivity in detecting differentially expressed genes [85] . Although small-sample size gene expression studies are considered to be a serious problem, it is still not realized by all practitioners [86] . Knowledge-based methods have emerged as an alternative approach for handling small-sample data.
Feature selection algorithms can produce widely varying results and it is not clear which algorithms produce the most biologically relevant results. Algorithms that rely on both data and knowledge tend to perform better than those that rely on data alone. Purely data-driven feature selection algorithms require a larger number of patient samples in order to adequately represent the problem space. There are several examples of knowledge integration in the literature that specifically target feature selection [87] , [88] , [89] . Aerts et al. combined data from several resources to prioritize genes relevant to diseases of interest [90] . Their data sources included gene ontology (GO) databases, published literature, microarray repositories, and sequence information. They extracted "training" genes-genes tagged as differentially expressed in, or related to, the biological problem-from these databases and ranked test genes according to how similar they were in comparison to training genes. Kuffner et al. identified groups of genes that simultaneously correlate to genes mentioned in the relevant literature and to differential components of expression profiles [91] . Kong et al. searched for combinations of genes that are differentially regulated based on multivariate Hotelling's T2 statistic and that also correlate with GO and other pathway databases [92] . Mukherjee and Roberts developed a theoretical framework to compare feature ranking metrics in the presence of control features [93] . Chen et al. modified an independent component analysis (ICA) method for detecting biomarkers using inferred biological knowledge [88] . They showed that their knowledge-guided method improved the efficiency of detecting biomarkers compared to traditional ICA methods. Both of these studies-Mukherjee and Chen-are similar to the study by Phan et al., which used biological knowledge in the form of validated biomarkers to identify the best feature ranking method within a population of methods. The authors showed that a knowledge-guided iterative approach to feature selection improved the efficiency of identifying relevant biomarkers [87] . Alternative approaches to biomarker identification use knowledge in the form of protein or gene interaction networks. These methods give preference to candidate biomarkers that are highly connected to, or are statistically associated with, known interaction networks [94] , [95] .
Although both exploratory and supervised feature selection methods in bioinformatics have been studied in detail, challenges remain, especially in the context of CVD genomics. Primarily, genetic factors tend to be weakly associated with CVD risk. This supports a CVD "polygenic theory" that multiple genetic variants contribute to overall disease risk [96] . Thus, there is a need for biomarker algorithms that can identify multiple genetic factors acting in concert to predict CVD risk.
C. Classification
Exploratory analysis and feature selection ultimately lead to predictive analysis, an important aspect of diagnostic and prognostic bioinformatics. An increasing number of bioinformatics studies have focused on genetic screening to determine susceptibility to cardiovascular-related diseases [97] , [98] , [99] , [100] , [101] , [102] , [103] , [104] . Some of these studies stress the importance of multifactorial tests (i.e., tests that consider multiple genotypes as well as environmental factors) because of the complex nature of the disease [97] , [104] . Regardless of the biological feasibility of predicting disease state based on genetics alone, statistical models must be evaluated in a systematic manner [105] , [106] , [107] , [108] , [109] .
Simon and Quackenbush et al. examined key steps and common pitfalls involved in building clinically predictive models [105] , [108] . The most common pitfall is incorrect estimation of the accuracy of prediction models when classifying future samples. The correct method involves proper division of samples into training and testing sets such that information about test samples does not "leak" into the prediction models, resulting in biased performance estimates. Fig. 3 illustrates the correct method for estimating prediction performance using cross validation. Internal cross validation is used for identifying the best protocol for deriving a predictive model from the data. The protocol includes a feature selection method and classifier parameters. External cross validation is used to estimate the performance of the protocol on independent data. A final prediction model can then be derived by applying the protocol to the entire dataset to obtain a specific classifier and features. The final model should be evaluated using an independent testing dataset. Moreover, the predictive performance of the final model should be compared to existing clinical prediction models. For example, the Framingham Risk Score estimates ten-year CVD risk in individuals based primarily on clinical factors and life style. However, up to 20% of CVD patients have none of these traditional risk factors, hence the need for potentially more accurate genetic predictors [110] . Michiels et al. reinforces the recommendations of Simon and Quackenbush after reanalyzing several large cancer prediction studies [106] . Their results indicated that many of these studies predicted no better than random chance because the selection of features greatly depends on the samples. They recommended a method of repeated random sampling to better estimate the mean and variance of prediction error. The best practice protocol, as well as common pitfalls, for building predictive models has been summarized [111] , [112] , [113] . Most recently, the FDA-led MAQC consortium published a comprehensive study to report issues related to microarray classification for clinical genomic testing and provided guidelines for proper statistical evaluation [114] . The MAQC study examined multiple prediction problems ranging from toxicology to cancer, but did not include cardiovascularrelated datasets. Although there exists a large multicenter predictive study, which validated a 23-gene CAD diagnostic test [100] , a more comprehensive study for other cardiovascularrelated diseases designed in a similar framework as the MAQC study would be informative.
SECTION IV INTERPRETATION AND VALIDATION
Following the biomarker identification process, we must interpret and validate the results in a clinically meaningful way. There are a variety of approaches to interpret and validate selected biomarkers. One way is by using literature, for instance ontologies. Gene ontologies are organized terminologies that classify gene products into three major classes: molecular function, biological process, and cellular component. These vocabularies are by no means exhaustive; instead, they represent significant progress towards a common standard for biological function annotation. The GO Project [115] is a collaborative effort to create a consistent annotation for gene products across various databases. More recently, the Cardiovascular GO Annotation Initiative has identified and annotated over 4000 cardiovascular-related genes (http://www.ucl.ac.uk/cardiovasculargeneontology/). By locating selected biomarkers in the biological context of an ontological tree, we can gather more evidence to support or refute the significance of these biomarkers. GoMiner [116] is one of many software tools available that provides information from GO databases linking biomarkers to biological functions, molecular structures, and pathways. Closely related to ontologies are biomarker databases curated from the literature. These databases may be used to verify the relevance of biomarker identification algorithms or to guide algorithm selection [87] . Databases exist for general human disease genes [117] and for CVD-related genes [118] .
Besides ontologies, considerable effort has been dedicated to molecular and cellular pathways, in particular, to model pathways that are potentially involved in pathological expression. Using microarrays and NGS, networks of cellular pathways may be sampled and visualized simultaneously to obtain a systems-level view. As is the case with ontologies, selected biomarkers may be verified by their location in the annotated pathway visualizations. For instance, the Pathway Explorer [119] developed by the Institute of Genomics and Bioinformatics at Graz University of Technology in Austria is a popular webbased tool for visualizing biological pathways derived from databases such as KEGG [120] , BioCarta, and GenMapp [121] . The drawback for using annotated pathway visualizations is that, because this field is still in its infancy, the number of available curated pathways is minimal, and thus, these pathways are not always consistently annotated. Some of these pathway tools have been used for CVD studies [122] . Another way to interpret and validate selected biomarkers is by using experimental methods. For instance, we can validate microarray mRNA transcripts using qRT-PCR. By eliminating some variables involved in a microarray experiment, a qRT-PCR experiment can increase the statistical confidence of measured gene expression levels. Clinical studies are a third way to interpret and validate selected biomarkers. A significant amount of due diligence must be dedicated to issues such as cost, practical, and ethical considerations before clinical studies can be conducted.
SECTION V MICROARRAY CASE STUDY
We illustrate the genomic data analysis pipeline with a case study analyzing several CVD microarray datasets from the Gene Expression Omnibus (GEO), a public repository of gene expression data. Table I lists four datasets with unique prediction models (determined at the end of the data analysis pipeline) and accuracy for each dataset.
A. Preprocessing and Normalization
As described in Fig. 1 , the first step after data acquisition in the bioinformatics pipeline is preprocessing and normalization. Many of the cardiovascular datasets available in GEO are composed of Affymetrix arrays. In cases where raw data files are available, we use caCORRECT to convert the raw Affymetrix probe expression to gene expression values. caCORRECT detects spatial statistical artifacts on each array and generates images indicating regions of high variance [23] . As illustrated in Fig. 4 , caCORRECT identifies several arrays in Dataset 1 (Blood Gene Exp. CAD, Table I ) with spatial artifacts. caCORRECT replaces these regions with a mean or median value across all arrays, reducing their overall effect on the final gene expression values. Alternatively, we can identify array outliers using caCORRECT's quality score. However, because of the small-sample sizes in these datasets, we rely on caCORRECT to remove artifacts. For each dataset in Table I , we use caCORRECT when raw Affymetrix data are available. Otherwise, we download preprocessed data from GEO.
B. Exploratory Analysis
The second step in the data analysis pipeline is exploratory analysis. We use hierarchical clustering software created by Eisen et al. [64] to explore Dataset 4 (Monocytes Athero.). This dataset examines monocyte gene expression in patients with and without atherosclerosis. Because clustering large datasets can be computationally demanding, gene expression datasets are usually filtered to remove uninformative genes prior to clustering. We use SAM to identify the top 50 genes differentially expressed between patients with and without atherosclerosis [78] . Although filtering with SAM, a univariate method, can result in a loss of information (as described in Section III-B), we use it here simply to illustrate an exploratory analysis method. Hierarchical clustering of this reduced dataset (95 samples and 50 genes) using complete linkage and Euclidean distance reveals underlying groups in both the samples and the genes (see Fig. 5 ). Microarray samples (clustered horizontally) generally fall into three groups: Cluster 1 and cluster 2 contain a mixture of control patients and patients with atherosclerosis. The third cluster contains only patients with atherosclerosis. This clustering suggests that gene expression profiles can reveal underlying groups of atherosclerosis that are not represented in the original sample labels. Relationships revealed in exploratory analysis can guide the feature selection (see Section V-C) and classification (see Section V-D) steps by proposing new labels for the data prior to supervised analysis. Genes (clustered vertically) also tend to group together due to correlated expression. For example, genes in the rightmost cluster of Fig. 5 (including  CCL4, CCL3L1, CCL3 , TNF, CD83, etc.) tend to have higher expression in the Cluster 1 (mostly control) group of microarray samples.
C. Feature Selection
Supervised feature selection is the third step in the data analysis pipeline. Ranking genes in Dataset 4 (Monocytes Athero.) using supervised feature selection methods identifies several genes common among the ranking methods (see Table II ). We used seven filter methods, including fold change, T-test, rank sum, SAM, rank products, and two mRMR methods [78] , [79] , [81] to rank genes in the dataset. We consider these genes to be candidate biomarkers whose function and clinical utility need to be verified using literature, biological databases, or more specific low-throughput experimental assay methods such as qRT-PCR (see Section V-E).
The resulting lists of genes in Table II are evidence that feature selection methods can produce highly variable results. One of the methods to combat this variability involves the use of known, or validated, differentially expressed genes to select an optimal feature selection method. That is, the validated genes should be ranked favorably. Thus, we can validate the expression of some of the genes in Table II and use them to identify a biologically relevant feature selection method. The biologically relevant method should increase the probability of correctly identifying additional biomarkers while reducing the number of false discoveries [87] .
D. Classification
Classification, or predictive modeling, is the fourth step in the data analysis pipeline. We analyze all CVD-related microarray datasets in Table I using nested cross validation with several classifiers and feature selection methods with the goal of identifying predictive modeling parameters that produce the highest accuracy. We use four classifiers (SVM, logistic regression, Bayesian, and Formula-nearest neighbors) and seven feature selection methods (fold change, T-test, rank sum, SAM, rank products, and two mRMR methods), varying feature sizes from 1 to 20. We compute the internal and external cross-validation performance as in Fig. 3 . Ten iterations and three folds of internal cross validation estimate the predictive performance of each model (i.e., each combination of classifier, feature selection method, and feature size). The best performing model is then used to compute external cross-validation performance. In Fig. 6 , we plot internal cross-validation performance and the corresponding external validation performance for each iteration of external validation.
As reported in the MAQC Phase II article published in Nature Biotechnology, using an ANOVA test, the predictive performance of models derived from gene expression are most influenced by dataset [114] . That is, regardless of the algorithmic or modeling tools used, the biological endpoint of interest determines the expected prediction performance. Moreover, for some datasets in the MAQC-II study, data analysis teams could only identify good modeling parameters with predictive accuracy similar to random chance, despite a wide variety of methods employed. Predictive analysis of the cardiovascular-related datasets in Table I yields results similar to the MAQC-II study. In Fig. 6 , we see that Dataset 1 and Dataset 3 (Blood Gene Exp. CAD and Monocytes Familial Hyper.) are difficult to predict. Biologically, this suggests that gene expression profiles assayed for these datasets cannot discriminate the samples into the groups of interest. On the other hand, gene expression profiles in Dataset 2 (Baseline Macrophages Athero.) are able to predict the presence of atherosclerosis with an accuracy of around 70% to 80% (see Fig. 6, orange) . Moreover, gene expression profiles in Dataset 4 (Monocytes Athero.) are able to predict the presence of atherosclerosis with accuracy greater than 90% (see Fig. 6 , magenta). As described in Section III-C, a final predictive model for each dataset, including candidate biomarkers, can be derived by applying the optimal protocol (i.e., feature selection method and classifier parameters that result in highest internal cross-validation performance) to the entire dataset. Unfortunately, we cannot evaluate the performance of the final predictive model because of a lack of available independent datasets in this case study.
E. Interpretation and Validation
Interpretation and validation of candidate biomarkers is the fifth step of the data analysis pipeline. The final predictive model should generally include biomarkers identified using the optimal feature selection method, as described in the previous section. However, since crossvalidation performances are very similar for Dataset 4, we consider the results of several feature selection methods (see Table II ) for this example of interpretation and validation. A literature search reveals that some of the candidate biomarkers for prediction of atherosclerosis in Dataset 4 (Monocyte Athero.) (see Table II ) are biologically relevant. For example, IL1B has been linked to obesity and CVD [125] . CCL3L1 copy number variations have been linked to immune response, but may also be linked to cardiovascular-related diseases [126] . GSK3B is known as an Alzheimer's disease-related gene, but supports the theory that Alzheimer's disease and CVD may share some biological mechanisms [127] . ALKBH5 and ARL6IP6 have no obvious relation to CVD in the scientific literature, but appear to be highly ranked for several feature selection methods. Such novel or surprising results derived from the genomic data analysis pipeline, after appropriate validation, may provide clues or stimulate further promising research in CVD genomics. GO analysis with GOEAST reveals several biological processes over-represented in the list of genes identified as differentially expressed in Dataset 4 [128] . These biological processes, rendered by the GOEAST application and annotated in Fig. 7 , tend to group into categories that include protein modification, lipid metabolism, and response to stimulus. Lipid metabolism is particularly interesting because it has been linked to atherosclerosis and obesity in numerous studies [129] .
After interpretation and validation, the resulting prediction models will have been 1) optimized to maximize performance using data-driven and knowledge-driven parameter selection methods, 2) statistically validated using independent external data, and 3) biologically validated to improve the clinical feasibility.
SECTION VI CONCLUSION
Genomic technologies, primarily microarray and NGS, enable us to obtain molecular profiles and to identify biomarkers that can potentially improve clinical diagnostic and prognostic applications. Genomic data generally have a small number of samples (i.e., corresponding to patients) and a relatively large number of features (i.e., corresponding to genes). Because of these data properties, we must make special considerations during data analysis. In this review, we have presented a high-throughput data analysis pipeline that aims to help researchers construct predictive, biologically relevant disease models. This pipeline consists of the following steps: 1) data acquisition, 2) preprocessing and normalization, 3) exploratory analysis, 4) feature selection, 5) classification, and 6) interpretation and validation. For each step, we described common bioinformatics methods and current challenges related to the specific clinical application of predicting CVD risk. Although other reviews also focus on cardiovascular genomics [130] , this review is unique because it provides an in-depth view of current bioinformatics methods in each step of the pipeline. Moreover, it provides a broad case study that applies the pipeline to several datasets and presents specific examples for each step.
In the case study, we examined several microarray datasets comparing biological samples of CVD-related conditions (i.e., atherosclerosis) to control samples. The case study highlights some current challenges in genomic bioinformatics for CVD. First, compared to genomic cancer datasets, there are far fewer publicly available CVD-related datasets (see Table I ). This limits the ability for bioinformatics researchers to validate algorithmic results using external datasets. Second, even for datasets with a large number of samples, there are very few differentially expressed genes. In general, genetic factors tend to be weakly associated with CVD. This supports a "polygenic theory" that CVD is the result of multiple genetic variants acting in concert. The lack of definitive biomarkers in some of the case study datasets also explains the modest classification performance and reinforces the "polygenic theory" such that multibiomarker panels are necessary to adequately characterize CVD [5] . The case study we presented is far from comprehensive and only serves as an example of the bioinformatics data analysis pipeline. Thus, opportunities remain for bioinformatics researchers to 1) propose more cardiovascular genomic questions and engage biologists and clinicians to generate more data, 2) address the problem of multibiomarker panels that might improve disease prediction accuracy, and 3) conduct a comprehensive study that mirrors the FDA-led MAQC study by examining a large number of datasets representing a broad overview of CVD. Genomic data analysis pipeline. Beginning with a clinical problem, the aim of the pipeline is to find a clinical solution. This is achieved by identifying biomarkers that can uncover the underlying biological mechanisms of disease or that can predict disease presence or treatment outcome. After data acquisition, analytical steps in the pipeline include 1) preprocessing and normalization, 2) exploratory analysis, 3) feature selection, 4) classification, and 5) interpretation and validation. Exploratory analysis is optional, but can be an informative step prior to feature selection. Classification optionally follows feature selection if the target clinical solution is of a diagnostic or prognostic nature. Example of estimating predictive model performance using Formula-fold cross validation (in this case, threefold). The estimated predictive performance is an average of the validation scores from each of the Formula-folds (and often from multiple iterations of Formula-fold CV). The folds are randomly partitioned training and testing groups. It is important that feature selection and classifier parameter selection occur within the cross validation in order to avoid estimation bias. caCORRECT identifies spatial artifacts in microarrays from Dataset 1 (Blood Gene Exp. CAD). These spatial artifacts represent regions of high variance. We can qualitatively assess the integrity of each microarray by examining the coverage of the artifact masks. Spatial artifacts resembling scratches or other statistically unlikely shapes can indicate defects in the microarray or substandard experimental procedures. Hierarchical clustering of Dataset 4 (Monocytes Athero.), an atherosclerosis microarray dataset with 95 samples and 50 genes (filtered from 24 350 genes using SAM). Microarray samples, clustered horizontally, fall into three large clusters with varying degrees of atherosclerosis. Clusters 1 and 2 contain a mixture of control and atherosclerosis samples. The remaining samples cluster into a large group containing all atherosclerosis samples. Genes (clustered vertically) also tend to cluster into groups with similar expression. Hierarchical clustering was performed using complete linkage and Euclidean distance. Nested cross-validation performance of several cardiovascular-related disease datasets. Predictive performance was optimized using four classifiers (linear SVM, KNN, logistic regression, and Bayesian), seven feature selection methods (fold change, T-test, SAM, rank sum, rank products, mRMRD, and mRMRQ), and feature sizes ranging from 1 to 20. Predictive performance greatly depends on dataset. Differentially expressed genes profiled from monocytes of atherosclerosis and control patients are involved in biological processes associated with protein modification, lipid metabolism, and response to stimulus. This hierarchy of biological processes was generated using the GOEAST application that identifies statistically over-represented GO terms.
