On a novel inverse scattering scheme using resonant modes with enhanced
  imaging resolution by Liu, Hongyu et al.
ON A NOVEL INVERSE SCATTERING SCHEME USING RESONANT
MODES WITH ENHANCED IMAGING RESOLUTION
HONGYU LIU, XIAODONG LIU, XIANCHAO WANG, AND YULIANG WANG
Abstract. We develop a novel wave imaging scheme for reconstructing the shape of
an inhomogeneous scatterer and we consider the inverse acoustic obstacle scattering
problem as a prototype model for our study. There exists a wealth of reconstruction
methods for the inverse obstacle scattering problem and many of them intentionally
avoid the interior resonant modes. Indeed, the occurrence of the interior resonance may
cause the failure of the corresponding reconstruction. However, based on the observa-
tion that the interior resonant modes actually carry the geometrical information of the
underlying obstacle, we propose an inverse scattering scheme of using those resonant
modes for the reconstruction. To that end, we first develop a numerical procedure
in determining the interior eigenvalues associated with an unknown obstacle from its
far-field data based on the validity of the factorization method. Then we propose two
efficient optimization methods in further determining the corresponding eigenfunc-
tions. Using the afore-determined interior resonant modes, we show that the shape
of the underlying obstacle can be effectively recovered. Moreover, the reconstruction
yields enhanced imaging resolution, especially for the concave part of the obstacle. We
provide rigorous theoretical justifications for the proposed method. Numerical exam-
ples in 2D and 3D verify the theoretically predicted effectiveness and efficiency of the
method.
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2010 Mathematics Subject Classification: 35Q60, 35J05, 31B10, 35R30, 78A40
1. Introduction
This paper is concerned with imaging the shape of an unknown/inaccessible object
from the associated wave probing data. This type of problem arises in a variety of
important practical applications including radar/sonar, medical imaging, geophysical
exploration and nondestructive testing. We aim to develop a novel shape reconstruction
scheme with enhanced imaging resolution in certain scenarios of practical interest. To
that end, we consider the inverse acoustic obstacle scattering problem as a prototype
model for our study. Next, we first briefly describe the inverse acoustic obstacle problem.
Let k = ω/c ∈ R+ be the wavenumber of a time harmonic wave with ω ∈ R+ and
c ∈ R+, respectively, signifying the frequency and sound speed. Let Ω ⊂ Rn(n = 2, 3) be
a bounded domain with a Lipschitz-boundary ∂Ω and a connected complement Rn\Ω.
Furthermore, let the incident field ui be a plane wave of the form
ui := ui(x, θˆ, k) = eikx·θˆ, x ∈ Rn ,
where i =
√−1 is the imaginary unit, θˆ ∈ Sn−1 denotes the direction of the incident wave
and Sn−1 := {x ∈ Rn : |x| = 1} is the unit sphere in Rn. Physically, Ω is an impenetrable
obstacle that is assumed to be unknown or inaccessible, and ui signifies the detecting
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wave field that is used for probing the obstacle. The presence of the obstacle interrupts
the propagation of the incident wave, leading to the so-called scattered wave field us. Let
u := ui + us signify the total wave field. The forward scattering problem is described by
the following Helmholtz system,
∆u+ k2u = 0 in Rn\Ω,
u = ui + us = 0 on ∂Ω,
lim
r→∞ r
n−1
2
(
∂us
∂r
− ikus
)
= 0,
(1.1)
where r := |x|. The Dirichlet boundary condition in (1.1) signifies that Ω is a sound-soft
obstacle and the last limit is the Sommerfeld radiating condition which holds uniformly
in xˆ := x/|x| ∈ Sn−1 and characterizes the outgoing nature of the scattered wave field us.
The well-posedness of the scattering system (1.1) is known [9, 23]. In particular, there
exists a unique solution u ∈ H1loc(Rn\D) and the scattered field admits the following
asymptotic expansion,
us(x, θˆ, k) =
ei
pi
4√
8kpi
(
e−i
pi
4
√
k
2pi
)n−2
eikr
r
n−1
2
{
u∞(xˆ, θˆ, k) +O
(
1
r
)}
as r →∞ (1.2)
which holds uniformly with respect to all directions xˆ := x/|x| ∈ Sn−1. The complex
valued function u∞ in (1.2) defined over the unit sphere Sn−1 is known as the scatter-
ing amplitude or far-field pattern with xˆ ∈ Sn−1 signifying the observation direction.
The inverse obstacle scattering problem is to recover Ω by knowledge of the scattering
amplitude u∞(xˆ, θˆ, k) for xˆ, θˆ ∈ Sn−1 and k in a certain open interval, namely,
u∞(xˆ, θˆ, k)→ Ω, (xˆ, θˆ, k) ∈ Sn−1 × Sn−1 × I, (1.3)
where I is an open interval in R+.
The inverse acoustic obstacle problem is a prototype model for many wave probing
problems of practical importance as mentioned earlier. There exists a wealth of re-
construction methods developed in the literature including optimization-based methods,
iterative methods and sampling-type methods; see [1–3, 5, 7–9, 13, 14, 16–18, 21, 24, 26]
and the references therein for these methods and some other related developments. It is
known that the linear sampling method [8] and the factorization method [14] only succeed
at wavenumbers which are not Dirichlet Laplacian eigenvalues in Ω. Hence, in order to
achieve satisfactory shape reconstructions, one needs to avoid those resonant wavenum-
bers. However, in this paper, we show that those longly overlooked interior modes may
produce even enhanced shape reconstructions in certain scenarios of practical interest.
Indeed, we develop an inverse scattering scheme of reconstructing the shape of an ob-
stacle by its far-field data via the use of the associated interior resonant modes. To that
end, we first develop a numerical procedure in determining the interior eigenvalues of
the obstacle from its multiple-frequency far-field data. This is achieved by proving an
interesting and distinct characterization of the performance of the factorization method
which connects the validity of the method to the occurrence of the interior resonance.
We are aware of some recent studies of determining the interior eigenvalues with the help
of the linear sampling method [6, 22]. Nevertheless, the use of the factorization method
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can provide a more solid foundation for such a numerical determination procedure. After
the determination of the interior eigenvalues, we then proceed to develop a numerical
procedure in further recovering the corresponding interior eigenfunctions. This is done
by solving a constrained optimization problem associated with the far-field equation by
using the same set of far-field data in the first step. We develop two efficient schemes in
solving the aforementioned optimization problem, respectively, referred to as the Fourier-
total-least-squares method and the gradient-total-least-squares method. Finally, using
the obtained interior eigenfunctions, we design a certain imaging functional whose quan-
titative behaviour can be use to yield the reconstruction of the shape of the unknown
obstacle.
Several remarks of the newly proposed inverse scattering scheme are in order. First,
reconstructing the shape of the unknown obstacle by using the interior eigenfunctions can
be viewed as probing the obstacle from its interior. This is in sharp difference from most
of the existing inverse scattering schemes where the probing of the obstacle is conducted
from its exterior. For the shape reconstruction from the exterior, it is a notorious fact
that the reconstruction of the concave part of the obstacle usually deteriorates due to the
multiple scattering and the ill-posedness of the inverse scattering problem. Intuitively,
seeing from the interior, the concave part of the obstacle observed from the exterior
becomes convex, and hence one may expect that using the interior resonant modes, the
reconstruction of the concave part of the obstacle can be improved. This is confirmed in
our numerical examples. Second, recovering both the interior eigenvalues and the interior
eigenfunctions requires the knowledge from multiple-frequency far-field data. This is
different from most of the existing methods which are also applicable with the far-field
data at a single frequency. This point can be unobjectionably justified in the following
aspects. On the one hand, in many practical scenarios, instead of the frequency-domain
data, it is usually the time-domain data that are available (cf. [11, 12]). In such a case,
by applying the Fourier transform to the collected time-domain data, one can actually
obtain the desired multiple-frequency data. On the other hand, as also mentioned earlier,
one of the main purposes of this work is to show the usefulness of the longly overlooked
interior resonant modes for the inverse scattering problems. In certain applications,
one may combine our method with the other methods for hybridization of respective
merits. Finally, we would like to point out that we only consider the inverse acoustic
scattering problem from sound-soft obstacles for the development of the novel imaging
scheme, and there are several extensions for the future investigation. It can be extended
to deal with more complicated obstacles such as sound-hard ones or mixed-type ones.
The method can also be extended to deal with inverse medium scattering problems or
inverse electromagnetic scattering problems.
The rest of the paper is organized as follows. In the next section, we briefly go through
the factorization method which shall be needed in our subsequent study. We then proceed
in Subsection 3.1 to describe a novel interior Dirichlet eigenvalue reconstruction method
based on the validity of the factorization method. After that, we introduce in Subsection
3.2 an effective numerical method for the interior Dirichlet eigenfunction reconstruction.
Based on these results, a novel imaging method for the scatterer reconstruction based on
the interior resonant modes is proposed Subsection 3.3. The eigenfunction reconstruction
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plays an important role in the scatterer reconstruction. To get satisfactory reconstruc-
tions, we reformulate the eigenfunction reconstruction algorithm into an optimization
problem. Two optimization techniques will be introduced and analyzed in Section 4.
Finally, in Section 5, we present numerical results for some benchmark problems in both
two and three dimensions.
2. Preliminary knowledge on the factorization method
In this section, we briefly discuss the factorization method for the inverse obstacle
scattering problem (1.3). We mainly present some pertinent results that shall be needed
in our subsequent study and we refer to [14] for more detailed study.
The factorization method is a sampling-type method and its core is an indicator func-
tion whose quantitative behaviour can be used to decide whether a given sampling point
belongs to the interior or the exterior of the obstacle. To introduce the indicator function,
for any point z ∈ Rn, we define φz ∈ L2(Sn−1) by
φz(xˆ) = e
−ikz·xˆ, xˆ ∈ Sn−1. (2.1)
The essential ingredient of the factorization method is to look for a solution gz ∈ L2(Sn−1)
of the following integral equation
(F ∗kFk)
1/4gz = φz, (2.2)
where the far-field operator Fk : L2(Sn−1)→ L2(Sn−1) is defined by
(Fkg)(xˆ) =
∫
Sn−1
u∞(xˆ, θˆ, k) g(θˆ) ds(θˆ) , xˆ ∈ Sn−1 . (2.3)
The mathematical basis of the factorization method is summarized in the following the-
orem [13].
Theorem 2.1. Assume that k2 is not a Dirichlet eigenvalue of −∆ in Ω. Then
z ∈ Ω if and only if (2.2) is solvable.
Theorem 2.1 provides an accurate characterization for any point z belonging to the
interior of the obstacle Ω or not, which is both necessary and sufficient. Using such a
characterization, one can introduce the following indicator function
IFMk (z) :=
1
‖gz‖L2(Sn−1)
, z ∈ Rn. (2.4)
It is noted that by Theorem 2.1, if z ∈ Rn\Ω, gz is undefined since (2.2) is not solvable.
Nevertheless, one can still use the standard least-squares method to numerically deter-
mine a "pseudo-solution". It is unobjectionable to expect that for such a numerically
determined gz, the indicator function defined in (2.4) possesses a relatively smaller value
when z ∈ Rn\Ω, whereas it possesses a relatively larger value when z ∈ Ω. In fact, this
indicating behaviour has been confirmed by numerous numerical examples in the liter-
ature. The factorization method has been successfully developed to a variety of inverse
scattering problems of practical importance [14]. According to Theorem 2.1, the success
of the factorization method critically relies on the suitable choice of the wavenumber k
which cannot be an interior eigenvalue. There are several strategies developed in the
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literature in order to avoid the interior eigenvalue problem. In [15], a modified factoriza-
tion method was proposed which can avoid the interior eigenvalue problem in a certain
scenario. However, things always have two sides and in the present article, the invalidity
of the factorization method when meeting the interior eigenvalues shall play a critical role
for the development of the newly proposed imaging scheme. In fact, we shall make use of
the “failure” of the factorization method to determine the associated interior eigenvalues
of the unknown obstacle by its far-field data. This shall be rigorously derived in the next
section.
3. Imaging from the interior by resonant modes
We are in a position to present the novel imaging scheme by using the interior resonant
modes. Our development of the scheme shall be divided into three steps. In the first
step, we show the determination of the interior eigenvalues by the associated far-field
data of the unknown obstacle. In the second step, we further show the determination
of the corresponding eigenfunctions based on the determined eigenvalues in the first
step. Finally, in the third step, we present the imaging scheme based on the determined
eigenfunctions in the second step.
3.1. Eigenvalue determination from the far-field data. In this subsection, we con-
sider the determination of the Dirichlet Laplacian eigenvalues by given the far-field data
as specified in (1.3). Throughout, it is assumed that I contains at least one interior
eigenvalue. We first recall the Herglotz wave function of the following form
(Hkg)(x) = vg(x) :=
∫
Sn−1
eikx· dg(d)ds(d), x ∈ Rn, (3.1)
where g ∈ L2(Sn−1) is called the Herglotz kernel of vg. Introduce the following far-field
equation,
Fkg = φz, (3.2)
where φz is given in (2.1) with z ∈ R. As discussed in Section 2, we shall make use of the
“failure” of the factorization method to determine the corresponding interior eigenvalues.
To that end, we first derive a relation between the solutions to (2.2) and (3.2).
Theorem 3.1. For any z ∈ Ω, suppose that gz ∈ L2(Sn−1) verifies (2.2). For  ∈ R+,
we let g = gz, ∈ L2(Sn−1) be the Tikhonov-approximation of (3.2), i.e. g is the unique
solution of (I + F ∗kFk)g = F
∗
kφz. Then there holds
|vgz,(z)| ≤ ‖gz‖L2(Sn−1), (3.3)
where vgz, is the Herglotz wave function with the kernel gz,.
Proof. We first recall that the far-field operator Fk : L2(Sn−1) → L2(Sn−1) is compact
and normal [13, 14]. Therefore by the spectral property for compact normal operators,
there exists a complete set of orthonormal eigenfunctions ψm ∈ L2(Sn−1) associated to
the corresponding eigenvalues λm ∈ C, m = 1, 2, · · · . In particular, the spectral property
also implies the following expansions
Fkg =
∞∑
m=1
λm(g, ψm)L2(Sn−1)ψm, g ∈ L2(Sn−1),
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and
F ∗k g =
∞∑
m=1
λm(g, ψm)L2(Sn−1)ψm, g ∈ L2(Sn−1).
Consequently we obtain the Tikhonov regularized solution gz, to (3.2) as
gz, =
∞∑
m=1
λm
|λm|2 + (φz, ψm)L2(Sn−1)ψm.
Then the value of the corresponding Herglotz wave function at z is given by
vgz,(z) =
∞∑
m=1
λm
|λm|2 + 
∣∣(φz, ψm)L2(Sn−1)∣∣2. (3.4)
If (2.2) is verified for gz ∈ L2(Sn−1) then
(φz, ψm)L2(Sn−1) =
(
(F ∗kFk)
1/4gz, ψm
)
L2(Sn−1)
= (gz, (F
∗
kFk)
1/4ψm)L2(Sn−1)
=
√
|λm|(gz, ψm)L2(Sn−1). (3.5)
Inserting (3.5) into (3.4), one can readily deduce that
vgz,(z) =
∞∑
m=1
λm|λm|
|λm|2 + 
∣∣(gz, ψm)L2(Sn−1)∣∣2. (3.6)
Finally, the inequality (3.3) follows from (3.6) by using the Parseval’s inequality.
The proof is complete. 
Theorem 3.1 implies that |vgz,(z)| is always smaller than ‖gz‖L2(Sn−1). If k2 is not an
interior Dirichlet eigenvalue of −∆ in Ω, one can show that lim→0 |vgz,(z)| is equivalent
to ‖gz‖L2(Sn−1), see e.g. [4] for a proof. Next, we show the quantitative behaviour of the
solution to the equation (2.2) when k2 is an interior Dirichlet eigenvalue to −∆ in Ω.
Theorem 3.2. Assume that k2 is an interior Dirichlet eigenvalue of −∆ in Ω. For
almost every z ∈ Ω, let the equation (2.2) be verified. Then the norm ‖gz‖L2(Sn−1) can
not be bounded.
Proof. By absurdity argument, we assume on the contrary that ‖gz‖L2(Sn−1) is bounded.
From Theorem 3.1, we find that vgz,(z) is uniformly bounded with respect to the reg-
ularization parameter . By the definition (3.1) of the Herglotz wave function, it is
readily seen that vgz, is an analytic function in Rn. This further implies ‖vgz,‖H1(Ω) is
uniformly bounded with respect to the regularization parameter . However, under the
assumption that k2 is an interior Dirichlet eigenvalue of −∆ in Ω, for almost every z ∈ Ω,
‖vgz,‖H1(Ω) can not be bounded as → 0 (see e.g., Theorem 2.1 in [6]). We thus arrive
at a contradiction and ‖gz‖L2(Sn−1) can not be bounded.
The proof is complete. 
Combining Theorems 2.1 and 3.2, we readily have the following result for the solution
of the equation (2.2).
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Theorem 3.3. For almost every z ∈ Ω, let the equation 2.2 be verified. Then the norm
‖gz‖L2(Sn−1) is bounded if k2 is not an interior Dirichlet eigenvalue of −∆ in Ω, and
unbounded otherwise.
Theorem 3.3 immediately yields a numerical procedure to determine the interior eigen-
values as follows. Let z be any given point of Ω. Here, it is noted that Ω is unknown,
but with the far-field data given in (1.3), one can apply, e.g. the direct sampling method
in [21], to easily find a point inside Ω. Then associated with the far-field data given in
(1.3) and for each k ∈ I, one can solve the discretized linear integral equation (2.2) by the
Picard’s theorem. Let gkz denote the corresponding numerical solution. By Theorem 3.3,
‖gkz‖L2(Sn−1) possesses a relatively large value if k2 is an interior eigenvalue of Ω and a
relatively small value if k2 is not an interior eigenvalue.
3.2. Eigenfunction determination from the far-field data. After the determination
of the interior eigenvalues in the previous subsection, we proceed to further determine
the corresponding interior eigenfunctions. To that purpose, we shall need the following
lemma concerning an approximation property to the solution of the Helmholtz equation
by using Herglotz waves [27].
Lemma 3.1. Denote by H(Rn) the set of all Herglotz wave functions of the form (3.1).
Define, respectively,
H(Ω) := {u|Ω : u ∈ H(Rn)}
and
U(Ω) := {u ∈ C∞(Ω) : ∆u+ k2u = 0 in Ω}.
Then H(Ω) is dense U(Ω) with respect to H1(Ω)-norm.
Then the eigenfunction determination is based on the following theorem.
Theorem 3.4. Suppose that k2 is a Dirichlet eigenvalue of −∆ in Ω. For any sufficiently
small  ∈ R+, there exists g ∈ L2(Sn−1) such that
‖Fkg‖L2(Sn−1) = O() and ‖vg‖H1(Ω) ∼ 1, (3.7)
where Fk is the far-field operator defined in (2.3) and vg is the Herglotz wave function
defined in (3.1) with the kernel g.
Proof. Let uk be a Dirichlet eigenfunction for Ω with respective to the Dirichlet eigenvalue
k2. Then uk ∈ H1(Ω) is a solution of the following Dirichlet boundary value problem
∆uk + k
2uk = 0 in Ω, uk = 0 on ∂Ω.
By Lemma 3.1, for any sufficiently small  > 0, there exists g ∈ L2(Sn−1) such that
‖vg − uk‖H1(Ω) < ,
where vg is the Herglotz wave function with the kernel g. Therefore by the triangle
inequality,
‖vg‖H1(Ω) ≤ ‖vg − uk‖H1(Ω) + ‖uk‖H1(Ω) < + ‖uk‖H1(Ω).
Similarly,
‖vg‖H1(Ω) ≥ ‖uk‖H1(Ω) − ‖vg − uk‖H1(Ω) > ‖uk‖H1(Ω) − .
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Hence, one must have that ‖vg‖H1(Ω) ∼ 1. Next, using the trace theorem, there exits
C1 > 0 such that
‖vg − uk‖H1/2(∂Ω) ≤ C1‖vg − uk‖H1(Ω) < C1.
Noting that uk = 0 on ∂Ω, we then obtain
‖vg‖H1/2(∂Ω) < C1. (3.8)
From the definition of the far-field operator we see that Fkg is the far field-pattern of
the Helmholtz system (1.1) associated with the incident field being vg . Therefore, by
(3.8) and the well-posedness of the forward scattering system (1.1), we can immediately
conclude that
‖Fkg‖L2(Sn−1) = O().
The proof is complete. 
By Theorem 3.2 and normalisation if necessary, we readily have that the following
constrained inequality exists at least one solution g ∈ L2(Sn−1),
‖Fkg‖L2(Sn−1) ≤ , and ‖vg‖L2(Ω) = 1, (3.9)
for  ∈ R+ sufficiently small, when k2 is an interior Dirichlet eigenvalue to Ω. It is noted
that for the subsequent computational convenience, we replace the H1-norm in (3.7) to
be the L2-norm in (3.9). These two formulations are equivalent since vg is an entire
solution to the Helmholtz equation.
In what follows, we give several remarks concerning the solution to the constrained
inequality (3.9), which are of critical importance for our current study.
First, we shall justify that vg is indeed an approximation to a Dirichlet eigenfunction
associated to the eigenvalue k2. In fact, generically, this is the case as explained in what
follows. As also mentioned in the proof of Theorem , Fkg is actually the far field-pattern
of the Helmholtz system (1.1) associated with the incident field being vg . Let usg be
the corresponding scattered field and clearly, u∞g = Fg. By the homogeneous Dirichlet
boundary condition on ∂Ω, we readily see that
usg = −vg on ∂Ω. (3.10)
The classical Rellich’s theorem (cf. [9]) states that if u∞ ≡ 0, then us ≡ 0 in Rn\Ω. A
quantitative version of the Rellich’s theorem was proved in [10], which states that under a
certain condition of the scattering system (1.1), if ‖u∞‖L2(Sn−1) ≤ , then ‖us‖H1(BR\Ω) ≤
ψ(), where BR is a ball containing Ω, and ψ is of a double logarithmic form, and
satisfying lim→+0 ψ() = 0 nonetheless. The condition required on the scattering system
(1.1) for the quantitative Rellich’s theorem to hold in [10] is that us is Hölder continuous
locally near ∂Ω and ∂Ω satisfies a uniform cone property. Hence, in the case of our current
study, if we require that ∂Ω is piecewise C1,1 continuous, then by the local regularity
estimate (cf. [23]), we have that usg is locally H
2, and hence Hölder continuous near the
boundary ∂Ω. If a uniform cone property is also satisfied by Ω, then by the quantitative
Rellich’s theorem, we readily have by (3.10) that
‖vg‖H1/2(∂Ω) = ‖usg‖H1/2(∂Ω) ≤ ‖usg‖H1(BR\Ω) ≤ ψ()→ 0 as → +0. (3.11)
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We note that the uniform cone property is a mild geometrical requirement on Ω. The
Hölder continuity of usg near ∂Ω and the uniform cone property of Ω are only sufficient
conditions to guarantee (3.11). The quantitative Rellich’s theorem may hold in more
general scenarios [19, 20, 25]. We shall not further explore this point and only assume
that the quantitative Rellich’s theorem holds. Hence, one has that the solution vg to
(3.9) possesses a nearly vanishing boundary value on ∂Ω. Indeed, this nearly vanishing
property of vg is all that we shall need for the reconstruction of ∂Ω. Nevertheless, noting
that k2 is a Dirichlet eigenvalue in Ω and vg satisfies (3.11), by a standard elliptic PDE
argument, one can show that
vg = v0 + v,
where v0 is a Dirichlet eigenfunction associated to k2 in Ω and ‖v‖H1(Ω) ≤ Cψ(),
where C is a positive constant depending only on k and Ω. That is, vg is indeed an
approximation to an interior Dirichlet eigenfunction.
Second, k2 being an interior eigenvalue is a sufficient condition to guarantee the exis-
tence of a solution to (3.9). It may occur that (3.9) still possesses a solution but k2 is
not an interior eigenvalue. However, this won’t affect the proposed imaging scheme. In
fact, per our earlier discussion, we first use the strategy in Section 3.1 to determine the
interior eigenvalues, and at those determined interior eigenvalues, we seek solutions to
(3.9). The validity of the latter determination is guaranteed by Theorem 3.2. Further-
more, the determined Herglotz wave is an approximation to an interior eigenfunction. In
what follows, we shall use the nearly vanishing behaviour of the derived Herglotz wave
function to find the shape of the unknown obstacle Ω. Moreover, we shall discuss in
Section 4 strategies in finding solutions to (3.9).
3.3. Imaging scheme by the interior resonant modes. With the above prepara-
tions, we are ready to present the proposed imaging scheme via the use of the interior
resonant modes. It mainly consists of the following three steps.
First, one collects the far-field data as specified in (1.3), and uses it to determine the
interior eigenvalues lying within I. To be more specific, for a fixed point z ∈ Ω, we solve
the equation (2.2) by the Picard theorem, i.e., we express the solution to (2.2) in terms of
a singular system. Then we plot the L2(Sn−1)-norm of the aforesaid solution against the
wavenumber, and a peak shall appear if k2 happens to be a Dirichlet eigenvalue. Hence,
by locating the places where peaks occur, one can determine the corresponding interior
eigenvalues within I.
Second, having determined the Dirichlet eigenvalue k2, we next determine the corre-
sponding interior eigenfunctions. Following our discussion about the constrained problem
(3.9), we can solve the problem numerically to obtain an approximation to the relevant
eigenfunction. It is noted that if the multiplicity of the eigenvalue k2 is bigger than 1, the
solution to (3.9) is not unique. In Section 4, we shall develop two deterministic strategies
to calculate a numerical solution to (3.9), which shall be respectively referred to FTLS
and GTLS.
Third, the determination of approximations to the corresponding eigenfunctions paves
the way for the shape determination. A natural idea is to find the boundary ∂Ω by
locating the zeros of the Herglotz wave function vg obtained from the second step. Here,
we would like to mention that the location of vanishing of eigenfunctions is an important
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area of study in the classical spectral theory for the Dirichlet Laplacian. Considerable
effort has been spent on the properties of the so-called nodal set, which is the set of points
in the domain such that the eigenfunction vanishes. The celebrated Courant nodal do-
main theorem states that the first eigenfunction corresponding to the smallest eigenvalue
cannot have any nodes inside the domain, whereas the eigenfunction corresponding to the
m-th eigenvalue counting multiplicity, divides the domain Ω into at least 2 and at most
m pieces. The common feature of the Dirichlet eigenfunctions is that they all vanish on
the boundary. Based on these facts, we propose an indicator function associated with a
single interior eigenvalue as follows:
IResonantk (z) := − ln |vgk(z)|. (3.12)
The value of the indicator function is always relatively large if the sampling point is
located on the boundary ∂Ω, otherwise the value is relatively small unless z belongs to
the nodal set of the eigenfunction. According to the Courant nodal domain theorem
discussed above, if k is the first eigenvalue, then the value of IResonantk (z) for z ∈ ∂Ω is
always larger than the value of IResonantk (z) for z ∈ Ω. This indicating behaviour clearly
helps to locate ∂Ω. We also propose the following indicator function by making use of
multiple resonant modes:
IResonantKL (z) := − ln
∑
k∈KL
|vgk(z)|, (3.13)
where KL = {k1, k2, · · · , kL} denotes a set of the L (L ∈ Z+) distinct eigenvalues. Since
the common feature of those eigenfunctions is that they vanish on the boundary ∂Ω, it
is natural to expect that generically, the indicator function IResonantKL (z) possess a larger
value for z ∈ ∂Ω than that for z ∈\ ∂Ω. This indicating behaviour has been nicely
confirmed in our subsequent numerical experiments.
Summarizing the above discussion, we formulate the imaging scheme for the shape
reconstruction by the interior resonant modes as follows:
Recovery scheme by the interior resonant modes:
• Step 1. Collect the far field data u∞(xˆ, θˆ, k) for m incident directions, m obser-
vation directions, and M frequencies distributed in (kmin, kmax).
• Step 2. For a proper point z ∈ Ω, solve the equation (2.2) for different wavenum-
ber k. Plot the L2 norm of the solutions against the wavenumber, and then pick
the wavenumbers such that peaks appear.
• Step 3. With the obtained resonant wavenumbers, solve the equation (3.9) by
the FTLS method or the GTLS method in Section 4, to obtain the corresponding
Herglotz kernels gk.
• Step 4. With the calculated resonant wavenumbers and the corresponding Her-
glotz wave functions vgk , plot the indicator functions (3.12) or (3.13) in a proper
domain containing the scatterer Ω.
4. Numerical methods for eigenfunction approximation
In this section we describe the numerical methods to carry out Step 3 in our recon-
struction scheme. Since Ω is unknown, the constraint in (3.9) is unrealizable in practice.
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We tackle this issue by considering the following optimization problem instead:
min
g∈L2(Sn−1)
‖Fkg‖L2(Sn−1) s.t. ‖g‖L2(Sn−1) = 1, (4.1)
where we replace the original constraint ‖vg‖L2(Ω) = 1 by the modified constraint ‖g‖L2(Sn−1) =
1. To justify the modification (n = 3), consider the spherical harmonic expansion
g(d) =
∞∑
n=0
n∑
m=−n
gˆmn Y
m
n (d),
where Y mn are the standard spherical harmonic functions. By the Funk-Hecke formula [9],
we have
vg(x) =
∞∑
n=0
n∑
m=−n
4pi
in
gˆmn jn (k|x|)Y mn (−xˆ), x ∈ R3,
where jn are the n-th order Bessel functions of the first kind. Let N ∈ N+ be fixed and
gN =
N∑
n=0
n∑
m=−n
gˆmn Y
m
n (d)
be an N−dimensional low-frequency approximation of g and
vgN (x) = Hk
[
gN
]
(x) =
N∑
n=0
n∑
m=−n
4pi
in
gˆmn jn(k|x|)Y mn (−xˆ).
Clearly we have ‖vgN ‖L2(D) ≤ C1‖gN‖L2(S2) for some positive constant C1 independent
of g. Without loss of generality, assume Ω contains the origin and let BR be a ball
centered at the origin and contained in Ω. Then
‖vgN ‖2L2(D) ≥ ‖vgN ‖2L2(BR) =
N∑
n=0
n∑
m=−n
(4pi)2 |gˆmn |2
∫ R
0
r |jn(kr)|2 dr ≥ C2‖gN‖2L2(S2)
for some positive constant C2 independent of g. Hence the two constraints are equivalent
if g is restricted to the finite dimensional subspace UN ⊂ L2(S2) consisting of the basis
functions {Y mn : n ≤ N}. The two-dimensional case can be justified following a similar
argument.
4.1. Fourier-Total-Least-Square (FTLS) method. The above analysis motivates us
to consider the following finite dimensional version of (4.1),
min
gN∈UN
‖FkgN‖L2(Sn−1) s.t. ‖gN‖L2(Sn−1) = 1. (4.2)
Note that the cut-off frequency N also plays the role of the regularization parameter.
Further discretization of (4.2) leads to the following total-least-square problem:
min
gˆ∈Cq
‖Agˆ‖2 s.t. ‖gˆ‖2 = 1, (4.3)
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where the matrix A ∈ Cp×q can be computed from the discrete version of the far-field
operator. In the two-dimensional case for example, let Fˆk(i, j) = Fk(θi, φj) be the mea-
sured data of the far-field pattern at equally spaced observation angles θi and incident
angles φj for 1 ≤ i ≤ I, 1 ≤ j ≤ J . Let
gN (φ) =
N∑
n=−N
gˆne
inφ, φ ∈ [0, 2pi]
be the Fourier series expansion of g with cut-off frequency N . Then we set the matrix
A = FˆkTN , where Fˆk ∈ CI×J and the matrix TN ∈ CJ×(2N+1) is given by TN (j, n) =
einφj , |n| ≤ N . The three-dimensional problem can be discretized in the same way except
the Fourier expansion should be replaced by the spherical harmonic expansion.
Let A = USV be the singular value decomposition of A, then the solution of (4.3) is
nothing but the singular vectors in V associated with the smallest singular value in S.
The solution procedure in this subsection is referred to as the Fourier-Total-Least-Square
(FTLS) method in this paper.
4.2. Gradient-Total-Least-Square (GTLS) method. Another approach to discretiza-
tion is the collocation method. Let gN = [g(di)], where {di : i = 1, · · · , N} are appropri-
ately chosen grid points on Sn−1. We arrive at a discrete problem in the same form as
(4.3). However, numerical experiments showed the solutions are too oscillatory to yield
satisfactory results. To suppress the oscillations, we add a penalty term to (4.1) to obtain
the regularized problem
min
g∈L2(Sn−1)
‖Fkg‖L2(Sn−1) + α‖∇g‖L2(Sn−1) s.t. ‖g‖L2(Sn−1) = 1, (4.4)
where α > 0 is the regularization parameter. Further discretization of (4.4) leads to the
problem
min
x∈CM
x∗Bαx s.t. ‖x‖2 = 1, (4.5)
where
Bα = Fˆ
∗
k Fˆk + αD
∗D
and D denotes a discretization of the differential operator ∇. Among the many choices
of D, we choose the two-point finite difference method, i.e.
D =
1
h

−1 1 0 · · · 0 0
0 −1 1 · · · 0 0
· · · · · ·
0 0 0 · · · −1 1
1 0 0 · · · 0 −1
 ,
where h > 0 denotes the grid size.
The solution of (4.5) is nothing but the eigenvectors of Bα corresponding to the small-
est eigenvalue. The solution procedure in this subsection is referred to as the Gradient-
Total-Least-Square (GTLS) method in this paper.
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(a) Pear (b) 3D-Kite
Figure 1. Shapes considered in the numerical experiments. (a) pear-
shaped domain in 2D; (b) kite-shaped domain in 3D, the gray shadows
are projects of the domain on coordinate planes.
5. Numerical experiments
To carry out step 1 of the proposed scheme, we adopt the finite element method to com-
pute the synthetic data u∞(xˆi, dj), i = 1, 2, · · · ,M, j = 1, 2, · · · , N , where xˆi denotes the
observation directions and dj denotes the incident directions. For two-dimensional prob-
lems, the observation and incident directions are chosen to be equidistantly distributed
points on the unit circle. For three-dimensional problems, the observation angles are
chosen to be the nodal points of a pseudo-uniform triangulation of the unit sphere. In
order to simplify the calculation of the differential operator ∇ on the sphere, the incident
angles are chosen to be the grid points of a uniform rectangular mesh of [0, pi]× [0, 2pi].
These far field data are then stored in the matrices F ∈ CM×N , where F (i, j) =
u∞(xˆi, dˆj). We further perturb F with random noise by setting
F δ = F + δ‖F‖ R1 +R2i‖R1 +R2i‖ ,
where δ > 0 is the relative noise level, R1 and R2 are two M × N matrixes containing
pseudo-random numbers drawn from a normal distribution with mean zero and standard
deviation one.
For the numerical experiments, we consider a pear-shaped domain in the two dimension
(c.f. Figure 1 (a)), which is parameterized as
x(t) = (2 + 0.3 cos 3t)(cos t, sin t), t ∈ [0, 2pi],
and a kite-shaped domain in the three dimension (c.f. Figure 1 (b)), which is parame-
terized as
x(t) = (cos t+ 0.65 cos 2t− 0.2, 1.5 sin t cos τ, 1.5 sin t sin τ), t ∈ [0, pi], τ ∈ [0, 2pi].
5.1. Recover eigenvalues. The first example is to test the recovery of eigenvalues in
step 2 of our reconstruction scheme. Let Ω be the pear shaped domain shown in Figure
1(a). The synthetic far-field data are computed at 64 observation directions, 64 incident
directions and 301 equally distributed wave numbers in [1, 4]. In Figure 2, we plot the
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(a) no noise
(b) 5% noise
Figure 2. Recover eigenvalues for the Pear; solid blue lines: the norm
‖gkz‖L2(S1) for z = (0.3, 0.2) against k ∈ [1, 5]; red dashed line: location of
eigenvalues computed by the FEM method.
value of ‖gkz‖L2(S1) against k ∈ [1, 5] (solid blue lines) for the fixed test point z = (0.3, 0.2).
As expected, we observe clear spikes from which we can pick up the eigenvalues. As a
comparison, the dashed dot lines indicate the location of the eigenvalues computed from
the exact shape by the finite element method. For noise-free data, the eigenvalues can be
accurately picked up even if some of them are close to each other (e.g. the 6th and 7th
eigenvalue). For noisy data, the spikes become less sharp and some of the eigenvalues
can not be identified (e.g. the 3rd and 5th eigenvalue). However, the accuracy for
those reconstructed eigenvalues are still robust to the noise. Table 1 shows the first few
eigenvalues obtained from Figure 2. We emphasize that the missed eigenvalues would
not cause major difficulties since the reconstruction of the shape does not rely on the
availability of all the eigenvalues.
5.2. Reconstruct shapes. With the recovered eigenvalues, we proceed to the recon-
struction of the Herglotz kernels gk in step 3 of the scheme. Once the Herglotz kernel is
recovered, we proceed to step 4 of our scheme, i.e. compute the approximate eigenfunc-
tion from the kernel and plot the indicator functions in a sampling region.
5.2.1. Single-frequency reconstruction. We first test the reconstruction scheme with eigen-
values computed from the exact shape and noise-free far-field data associated with those
eigenvalues. In Figure 3 we plot the indicator function (3.12) for the first three eigen-
values and far-field data using the FTLS and GTLS methods, respectively. The cut-off
frequency is chosen to be N = 10, 20, 30 respectively for the FTLS method and the
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Index of eigenvalue 1 2 3 4 5 6 7 8 9 10
FEM 1.24 1.93 2.63 2.65 3.24 3.37 3.38 3.94 4.09 4.15
FM: no noise 1.24 1.93 2.63 2.65 3.24 3.37 3.38 3.94 4.09 4.15
FM: 5% noise 1.23 1.92 2.65 3.37 3.94 4.08 4.15
Table 1. The first few Dirichlet eigenvalues of the pear shaped do-
main. FEM: computed from the exact shape by the FEM method; FM:
reconstructed from the far-field data through the factorization method.
(a) k1 = 1.24 (b) k2 = 1.93 (c) k3 = 2.63
(d) k1 = 1.24 (e) k2 = 1.93 (f) k3 = 2.63
Figure 3. Reconstruct the Pear: single-frequency indicator function for
the exact eigenvalues and noise-free far-field data. (a)–(c): FTLS method;
(d)–(f): GTLS method
regularization parameter is chosen to be α = 0 for the GTLS method. The reason for
using the same regularization parameter for different eigenvalues in the GTLS method
is that the reconstruction for different eigenvalue is insensitive to the choice of α. This
could be considered as an advantage of of the GTLS method over the FTLS method.
For the first eigenvalue k1 = 1.24, the boundary of the obstacle can be clearly identified
from the closed nodal line in the center of the sampling region. In view of the celebrated
Courant’s nodal line theorem, the eigenfunction associated with the first eigenvalue is
nonzero in the interior of the domain. Hence the boundary of the obstacle can be identi-
fied very well by using the first eigenvalue alone for good behaved domain. Moreover, the
quality of the reconstruction is beyond the resolution limit in terms of the wavelength
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(a) k1 = 1.23 (b) k2 = 1.92 (c) k3 = 2.65
(d) k1 = 1.23 (e) k2 = 1.92 (f) k3 = 2.65
Figure 4. Reconstruct the Pear: single-frequency indicator function for
the noisy far-field data and eigenvalues computed form the factorization
method. (a)–(c): FTLS method; (d)–(f): GTLS method.
λ1 = 2pi/k1 = 5.07. For larger eigenvalues, nodal lines could appear in the interior of the
domain and deteriorate the results.
Next we test the scheme with noisy far-field data and eigenvalues computed from
those data through the factorization method. Note that there are two types of data
noise that are linked to each other: the noise in the far-field data leads to error in the
eigenvalues, and the far-field data associated with those eigenvalues are further perturbed
with random noise.
With 5% relative noise in the far-field data, we obtain the eigenvalues as listed in Table
1. Figure 4 shows the indicator functions for the first three eigenvalues (k3 corresponds
to the 4-th exact eigenvalue) and the associated far-field data. Due to the presense of
data noise, we use smaller cut-off frequencies N = 4, 6, 8 for the FTLS method and a
larger regularization parameter α = 10−2 for the GTLS method. Clearly the indicator
function for single frequency data is sensitive to the data noise.
5.2.2. Multi-frequency reconstruction. From the previous numerical experiments we see
the indicator functions have nodal lines not only tracing along the boundary of the
domain but also extending to the interior and exterior of the domain. However, the nodal
lines in the interior and exterior appear in different locations and shapes for different
eigenvalues. Hence the boundary of the domain will stand out if we superimpose the
indicator functions for multi-frequency data. Among the many choices for the method
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(a) L = 2 (b) L = 5 (c) L = 10
(d) L = 2 (e) L = 5 (f) L = 10
Figure 5. Reconstruct the Pear: multi-frequency indicator function with
the first L eigenvalues. (a)–(c): FTLS method; (d)–(f): GTLS method.
of superposition, we find the indicator function defined in (3.13) yields the best results
in most experiments.
Using the same far-field data and eigenvalues as the previous test, we obtain the results
in Figure 5, which shows the multi-frequency indicator function (3.13) with the first 2, 5
and 10 eigenvalues, respectively. The cut-off frequency is N = 4, 8, 12 for the FTLS
method and the regularization parameter is α = 10−2 for the GTLS method. Compared
with single-frequency data, multi-frequency data yields reconstructions with progressively
sharper and more accurate boundary as the number of frequencies increases.
5.2.3. 3D reconstruction. Finally we consider the more challenging problem of recon-
structing 3D shapes. Let Ω be the 3D-Kite as shown in Figure 1. Using the multi-
frequency indicator function with the first 10 eigenvalues (computed from the FEM
method) and the associated far-field data perturbed with 1% random noise, we obtain
the results in Figure 6 by using the FTLS method with cut-off frequency N = 40 and the
results in Figure 7 by using the GTLS method with regularization parameter α = 10−4.
In the isosurface plots, the gray shadows are projections of the isosurface on each coor-
dinate plane and the red dashed lines are the projections of the boundary of the exact
shape. In the slice-view plots, the red dashed lined are the intersection of the planes and
the boundary of the exact shape. Clearly both methods produce accurate reconstructions
of the shape including the concave part.
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(a) isovalue 2.5 (b) isovalue 3.0 (c) isovalue 3.5
(d) plane x = 0 (e) plane y = 0 (f) plane z = 0
Figure 6. Reconstruct the 3D-Kite: multi-frequency indicator function
using the FTLS method. (a)–(c): isosurface; (d)–(f): slice-view.
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(a) isovalue 2.5 (b) isovalue 3.0 (c) isovalue 3.5
(d) plane x = 0 (e) plane y = 0 (f) plane z = 0
Figure 7. Reconstruct the 3D-Kite: multi-frequency indicator function
using the GTLS method. (a)–(c): isosurface; (d)–(f): slice-view.
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