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Abstract
The general spectral radius of a graph G, denoted by Θ(G,α), is the maximal
eigenvalue of Mα(G) = A(G) + αD(G) (α ≥ 0), where A(G) and D(G) are the
adjacency matrix and the diagonal matrix of vertex degrees of G, respectively. A
graph G is called Θα-maximal in a class of connected simple graphs G if Θ(G,α)
is maximal among all graphs of G. A t-cone c-cyclic graph is the join of a com-
plete graph Kt and a c-cyclic connected simple graph. Let pi =
(
d1, d2, . . . , dn
)
and pi′ =
(
d′1, d
′
2, . . . , d
′
n
)
be two non-increasing degree sequences of t-cone c-cyclic
graphs with n vertices. We say pi is strictly majorized by pi′, denoted by pi ⊳ pi′, if
pi 6= pi′,
∑n
i=1 di =
∑n
i=1 d
′
i, and
∑k
i=1 di ≤
∑k
i=1 d
′
i for k = 1, 2, . . . , n − 1. Denote
by Γ(pi, t; c) the class of t-cone c-cyclic graphs with pi as its degree sequence. In this
paper, we determine some properties of Θα-maximal graphs of Γ(pi, t; c) and char-
acterize the unique Θα-maximal graph of Γ(pi, t; 0)
(
resp. Γ(pi, t; 1) and Γ(pi, t; 2)
)
.
Moreover, we prove that if pi⊳pi′, G and G′ are the Θα-maximal graphs of Γ(pi, t; c)
and Γ(pi′, t; c) respectively, then Θ(G,α) < Θ(G′, α) for c ∈
{
0, 1
}
, and we also
consider the similar result for c = 2.
Keywords: General spectral radius; Θα-maximal graph; t-cone c-cyclic graph; De-
gree sequence; Majorization.
Mathematics Subject Classification 2010: 05C50; 15A18.
1 Introduction
Let G =
(
V (G), E(G)
)
be a connected simple graph with n vertices and m edges. If
m = n+c−1, thenG is called a c-cyclic graph, where c is an integer with 0 ≤ c ≤
(
n
2
)
−n+1.
∗This work is supported by NNSF of China (Nos. 11571123, 11501139), and Guangdong Province
Ordinary University Characteristic Innovation Project (No.2017KTSCX020). E-mail address: liu-
muhuo@163.com (M. Liu, Corresponding author), fayger@qq.com (Y. Huang).
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Particularly, if c = 0, 1 and 2, then G is called a tree, unicyclic graph and bicyclic graph,
respectively. Let NG(u) and dG(u), short for N(u) and d(u) if there is no risk of confusion,
denote the neighbor set and degree of vertex u of G, namely, d(u) = |N(u)|. Denote by
δ(G) the minimum degree of G. Hereafter, we suppose that V (G) =
{
v1, v2, . . . , vn
}
.
If di = d(vi) for 1 ≤ i ≤ n, then we call the sequence pi = (d1, d2, . . . , dn) the degree
sequence of G. Throughout this paper, we enumerate the degrees in non-increasing order,
i.e. d1 ≥ d2 ≥ · · · ≥ dn. Consequently, d(v1) ≥ d(v2) ≥ · · · ≥ d(vn). Hereafter, let Γ(pi)
be the class of connected simple graphs with pi as its degree sequence. Let Cn, Kn and Pn
denote the cycle, complete graph and path with n vertices, respectively. For all undefined
notations and terminologies of this paper, the readers may refer to [3, 4].
As usual, we use A(G) and D(G) to denote the adjacency matrix and the diagonal
matrix of vertex degrees of G, respectively. Then, the matrix Q(G) = A(G) + D(G) is
called the signless Laplacian matrix of G. As A(G) and Q(G) are both real symmetric, we
can use ρ(G) and µ(G), respectively, to denote the spectral radius and signless Laplacian
spectral radius of G, that is, the maximum eigenvalues of A(G) and Q(G), respectively.
As a natural extension to A(G) and Q(G), Liu et al. [14] constructed the general matrix
Mα(G) = A(G) + αD(G) for a graph G. In view of the real symmetry of Mα(G), we
use Θ(G,α) to denote the maximal eigenvalue of Mα(G), and call Θ(G,α) the general
spectral radius of G. For convenience, if Θ(G,α) is maximal among all graphs in a class
of connected simple graphs G, then we call G as a Θα-maximal graph of G. From these
involving definitions, one can easily see that M0(G) = A(G) and M1(G) = Q(G), and so
Θ(G, 0) = ρ(G) and Θ(G, 1) = µ(G). With the similar reason, Θ(G, 0)-maximal graph
and Θ(G, 1)-maximal graph are always simplify called ρ-maximal graph and µ-maximal
graph, respectively.
Let y=
(
y1, y2, . . . , yn
)
and z=
(
z1, z2, . . . , zn
)
be two non-increasing sequences of real
numbers. If
k∑
i=1
yi ≤
k∑
i=1
zi for k = 1, 2, . . . , n− 1, and
n∑
i=1
yi =
n∑
i=1
zi,
then y is said to be majorized by z [17], and denoted by yE z. If yE z and y6= z, then y
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is called strictly majorized by z, which will be denoted by y⊳ z hereafter.
Extremal results on spectral radius and/or signless Laplacian spectral radius in some
fixed graph categories have received much attention in recent years. In this line, Bıyıkog˘lu
and Leydold [2] firstly considered the extremal problem of spectral radius in a class of con-
nected simple graphs with given degree sequence, and they also proved the majorization
theorem between two ρ-maximal trees with different tree degree sequences, that is,
Theorem 1.1 [2] Let pi and pi be two different non-increasing degree sequences of trees
with pi ⊳ pi′. If T and T ′ are, respectively, the ρ-maximal trees of Γ(pi) and Γ(pi′), then
ρ(T ) < ρ(T ′).
Simultaneously, Zhang [18] proved the similar majorization theorem for the (signless)
Laplacian spectral radius of trees, and characterized the corresponding unique µ-maximal
tree of Γ(pi) for any prescribed tree degree sequence pi. Since then, similar problems have
been studied extensively. The majorization theorems for (signless Laplacian) spectral
radius of unicyclic graphs and bicyclic graphs were also discovered, and the unique ρ-
maximal (µ-maximal) graph of Γ(pi) were characterized for unicyclic graph and bicyclic
graph degree sequences pi, respectively [1, 6, 7, 11, 15, 19]. Here we have to point out
that the majorization theorem of (signless Laplacian) spectral radius can not hold for all
c-cyclic graphs, as counterexamples show that the majorization theorem for the (resp.,
signless Laplacian) spectral radius of 3-cyclic (resp., 4-cyclic) graphs does not hold [7,13].
Besides, Liu et al. [9–11] proved the majorization theorems for (signless Laplacian) spectral
radius of c-cyclic graphs with additional restrictions and they also proved the majorization
theorem for (signless Laplacian) spectral radius of pseudographs [8]. For more results on
this field, one may refer to [12, 13, 20].
Let G1 and G2 be two vertex-disjointed graphs. Let G1∨G2 denote the join graph of G1
and G2, which is obtained by joining each vertex of G1 and each vertex of G2. Let n and t
be two integers with 0 ≤ t ≤ n−2, and let c be an integer with 0 ≤ c ≤
(
n−t
2
)
−n+t+1. If
G is a connected simple (c-cyclic) graph with n− t vertices, then Kt∨G is called a t-cone
(c-cyclic) graph with n vertices. Here, K0 denotes the null graph, which is defined as a
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graph with empty vertex set. According to the above definitions, K0∨G = G which is the
usual (c-cyclic) graph, and K1 ∨G is also called a single-cone (c-cyclic) graph in [16]. For
simplification, t-cone 0-cyclic graph, t-cone 1-cyclic graph and t-cone 2-cyclic graph, are
also called the t-cone tree, t-cone unicyclic graph and t-cone bicyclic graph, respectively.
Let pi be a degree sequence of t-cone c-cyclic graph. Different from the definition of
Γ(pi), denote by Γ(pi, t; c) the class of t-cone c-cyclic graphs with pi as its degree sequence.
Here we would like to point out that Kt ∨H ∈ Γ(pi) can not guarantee the connectivity
of H and hence Γ(pi, t; c) ⊆ Γ(pi). For simplification, we denote by Γ(pi, t; 0) = T (pi, t),
Γ(pi, t; 1) = U (pi, t) and Γ(pi, t; 2) = B(pi, t).
Recently, Luo et al. [16] proved the majorization theorems for the (signless Lapla-
cian) spectral radius of single-cone trees and single-cone unicyclic graphs respectively,
but they characterize neither the ρ-maximal graphs nor the µ-maximal graphs of T (pi, 1)
and U (pi, 1). Motivated by their research but further than that, in this paper, we first
characterize the Θα-maximal graphs of Γ(pi, t; c), and then consider the majorization the-
orems for the general spectral radius of t-cone trees, t-cone unicyclic graphs and t-cone
bicyclic graphs, respectively.
The rest of this paper is organized as follows. In Section 2, we recall some basic notions
and lemmas which are useful in the proof of our main results. In Section 3, some properties
of Θα-maximal graphs of Γ(pi, t; c) are determined, and they will play an important role in
the characterization of the unique Θα-maximal graph of T (pi, t), U (pi, t) and/or B(pi, t),
respectively, in Section 4. In Section 5, the majorization theorems for the general spectral
radius of t-cone trees, t-cone unicyclic graphs and t-cone bicyclic graphs are considered,
respectively. Finally, we present many related published results in Section 6, which can
be deduced from our new results straightly.
In what follows
(
including all results
)
, for the sake of simplification, unless spe-
cial indicated, α always defines a non-negative real number, t and n are two integers
such that 0 ≤ t ≤ n − 2; let pi =
(
d1, d2, . . . , dn
)
and pi′ =
(
d′1, d
′
2, . . . , d
′
n
)
be two non-
increasing degree sequences of t-cone c-cyclic graphs such that pi ⊳ pi′, and denote by
Gπ and Gπ′ the Θα-maximal graphs of Γ(pi, t; c) and Γ(pi
′, t; c), respectively; denote by
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pi∗ =
(
d∗t+1, d
∗
t+2, . . . , d
∗
n
)
, where d∗j = dj − t for j ∈
{
t + 1, t + 2, . . . , n
}
, then pi∗ is the
degree sequence of a c-cyclic graph with n− t vertices; besides, by G = Kt∨H ∈ Γ(pi, t; c)
or G = Kt ∨ H being a t-cone graph with n vertices, we means that H is a c-cyclic
graph with n − t vertices, and denoted by V (H) =
{
vt+1, vt+2, . . . , vn
}
; we use PG(u, v)
to denote a shortest path connecting the vertices u and v in G, and distG(u, v) to denote
the distance between u and v in G, namely, distG(u, v) is equal to the number of edges of
PG(u, v).
2 Preliminaries
Let G be a connected simple graph with n vertices. Let ϕ =
(
ϕ(v1), ϕ(v2), . . . , ϕ(vn)
)T
∈
Rn be a unit column vector defined on V (G) =
{
v1, v2, . . . , vn
}
. Then, the Rayleigh
quotient [5] of the general matrix Mα(G) = A(G) + αD(G) is defined as:
RMα(G)(ϕ) = ϕ
TMα(G)ϕ = 2
∑
uv∈E(G)
ϕ(u)ϕ(v) + α
∑
v∈V (G)
d(v)ϕ2(v).
When G is connected, since α ≥ 0 and Mα(G) is a nonnegative irreducible matrix, by
the famous Perron-Frobenius theorem for nonnegative irreducible matrix [5], there exists
a unique unit positive eigenvector f =
(
f(v1), f(v2), . . . , f(vn)
)T
such that Mα(G)f =
Θ(G,α)f , and
Θ(H,α) < Θ(G,α) holds for any proper subgraph H ⊂ G. (2.1)
Moreover, this eigenvector f is called the Perron vector of Mα(G). If not specified in the
following, we always use the notation fG =
(
fG(v1), fG(v2), . . . , fG(vn)
)T
to denote the
Perron vector of Mα(G), and fG(v) is called the Θα-weight of vertex v. By the Rayleigh-
Ritz theorem [5], for any unit column vector ϕ defined on V (G), we have
Θ(G,α) ≥ RMα(G)(ϕ),
where the equality holds if and only if ϕ = fG, namely, ϕ is the Perron vector of G.
Moreover, for every vertex v ∈ V (G), we have
Θ(G,α)fG(v) =
(
Mα(G)fG
)
(v) =
∑
u∈N(v)
fG(u) + αdG(v)fG(v). (2.2)
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The following two theorems on graph operations, usually called shifting and switching
respectively, are very useful in the research of extremal theory of graph spectrum.
Theorem 2.1 [12] Let u, v be two vertices of a connected simple graph G, and w1, w2, . . . , wk
(
1 ≤ k ≤ d(v)
)
be some vertices of N(v) \
(
N(u)∪ {u}
)
. Let G′ = G+w1u+w2u+ · · ·+
wku− w1v − w2v − · · · − wkv. If fG(u) ≥ fG(v), then Θ(G
′, α) > Θ(G,α).
Theorem 2.2 [12] Let G be a connected simple graph such that uv ∈ E(G), xy ∈ E(G),
uy /∈ E(G) and xv /∈ E(G). Let G′ = G + uy + xv − uv − xy. If G′ is connected,
fG(u) ≥ fG(x) and fG(y) ≥ fG(v), then Θ(G
′, α) ≥ Θ(G,α), with equality if and only if
fG(u) = fG(x) and fG(y) = fG(v).
Corollary 2.1 Let G = Kt∨H be a t-cone graph. Let u, v ∈ V (H) such that w1, w2, . . . , wk
(
1 ≤ k ≤ dH(v)
)
are k vertices of NH(v)\
(
NH(u)∪{u}
)
. Let H ′ = H+w1u+w2u+ · · ·+
wku−w1v−w2v−· · ·−wkv and G
′ = Kt∨H
′. If fG(u) ≥ fG(v), then Θ(G
′, α) > Θ(G,α).
Proof. Obviously, G′ = G+ w1u+ w2u+ · · ·+ wku− w1v − w2v − · · · − wkv. It follows
from Theorem 2.1 that we obtain the desired result. 
Corollary 2.2 Suppose Gπ = Kt ∨ H with uv ∈ E(H), xy ∈ E(H), uy /∈ E(H) and
xv /∈ E(H). Let H ′ = H + uy+ xv− uv− xy and G′ = Kt ∨H
′. If H ′ is connected, then
(i) fG(u) > fG(x) if and only if fG(y) < fG(v);
(ii) fG(u) = fG(x) if and only if fG(y) = fG(v); Moreover, fG(u) = fG(x)
(
or fG(y) =
fG(v)
)
if and only if G′ is also a Θα-maximal graph of Γ(pi, t; c).
Proof. Note that G′ = Gπ+uy+xv−uv−xy, and G
′ ∈ Γ(pi, t; c) since H ′ is connected.
By Theorem 2.2 and the definition of Gπ, the result follows immediately. 
In order to describe the structure of Gπ, namely, the Θα-maximal graphs in the class
Γ(pi, t; c), we need to introduce the following concepts.
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Definition 2.1 [2, 18] Let G be a connected simple graph with V (G) =
{
v1, v2, . . . , vn
}
.
We call a well-ordering v1 ≺ v2 ≺ · · · ≺ vn of V (G)
(
shortly written as ≺
)
as a breadth-
first-search ordering
(
BFS-ordering for short
)
and call G a BFS-graph if ≺ satisfies the
following two conditions:
(i) dG(v1) ≥ dG(v2) ≥ · · · ≥ dG(vn), and hG(v1) ≤ hG(v2) ≤ · · · ≤ hG(vn), where
hG(vi) = distG(vi, v1) for i = 1, 2, . . . , n;
(ii) Let v ∈ NG(u) \NG(x) and y ∈ NG(x) \NG(u) with hG(u) = hG(x) = hG(v)−1 =
hG(y)− 1. If u ≺ x, then v ≺ y.
Definition 2.2 Let G = Kt ∨ H be a t-cone graph with n vertices, where V (H) =
{
vt+1, vt+2, . . . , vn
}
. If a well-ordering vt+1 ≺ vt+2 ≺ · · · ≺ vn of V (H) satisfies the
following (i), (ii) and (iii), then ≺ is called a good BFS-ordering of V (H), and G is
called a good t-cone BFS-graph.
(i) For any two vertices {u, v} ⊆ V (H), if dG(v) > dG(u), then fG(v) > fG(u);
(ii) dG(vt+1) ≥ dG(vt+2) ≥ · · · ≥ dG(vn), fG(vt+1) ≥ fG(vt+2) ≥ · · · ≥ fG(vn), and
hH(vt+1) ≤ hH(vt+2) ≤ · · · ≤ hH(vn), where hH(vi) = distH(vi, vt+1) for i = t + 1, t +
2, . . . , n;
(iii) Let v ∈ NH(u)\NH(x) and y ∈ NH(x)\NH(u) with hH(u) = hH(x) = hH(v)−1 =
hH(y)− 1. Then fG(u) > fG(x) if and only if fG(y) < fG(v), and fG(u) = fG(x) if and
only if fG(y) = fG(v).
Let G = Kt ∨H be a good t-cone BFS-graph with n vertices, and ≺ be a good BFS-
ordering of V (H). We use the notation u ≡ v to indicate that we can interchange the
positions of u and v in ≺ to obtain another good BFS-ordering of V (H).
Proposition 2.1 Let G = Kt∨H be a good t-cone BFS-graph. For
{
u1, u2, u3
}
⊆ V (H),
(i) if hH(u1) = hH(u2), then u1 ≡ u2 if and only if fG(u1) = fG(u2);
(ii) if hH(u1) = hH(u2) = hH(u3), u1 ≡ u2 and u2 ≡ u3, then u1 ≡ u3.
Proof. We first prove (i). On one hand, we notice that u ≺ v in a good BFS-ordering
≺ of V (H) implies fG(u) ≥ fG(v). For this reason, if u1 ≡ u2, then u1 ≺ u2 is in a
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good BFS-ordering ≺ of V (H) and u2 ≺
′ u1 is in another good BFS-ordering ≺
′ of V (H),
which confirms that fG(u1) ≥ fG(u2) and fG(u2) ≥ fG(u1), that is, fG(u1) = fG(u2).
On conversely, we are provided that fG(u1) = fG(u2). We interchange the positions of
u1 and u2 in a good BFS-ordering ≺ of V (H) to obtain a new ordering ≺
′ of V (H). Since
fG(u1) = fG(u2), we have dG(u1) = dG(u2) by Definition 2.2 (i). Combining this with
{
u1, u2
}
⊆ V (H) and hH(u1) = hH(u2), we conclude that the ordering ≺
′ of V (H) satisfies
Definition 2.2, as ≺ satisfies Definition 2.2. Therefore, ≺′ is also a good BFS-ordering of
V (H), and so (i) holds.
Now, we turn to prove (ii). In view of hH(u1) = hH(u2) = hH(u3), since u1 ≡ u2 and
u2 ≡ u3, then by (i) we get fG(u1) = fG(u2) = fG(u3), and again by (i) we obtain the
desired result. 
Proposition 2.2 If G = Kt ∨H is a good t-cone BFS-graph, then H is a BFS-graph.
Proof. On one hand, since G = Kt ∨H is a good t-cone BFS-graph, then there is a good
BFS-ordering vt+1 ≺ vt+2 ≺ · · · ≺ vn of V (H). Note that dH(v) = dG(v)−t for each vertex
v ∈ V (H), then by Definition 2.2 (ii), we have dH
(
vt+1
)
≥ dH
(
vt+2
)
≥ · · · ≥ dH
(
vn
)
, and
hence the ordering ≺ of V (H) satisfies Definition 2.1 (i).
On the other hand, to ensure the ordering ≺ of V (H) satisfies Definition 2.1 (ii), we
need to prove that v ≺ y if u ≺ x, where v ∈ NH(u) \ NH(x) and y ∈ NH(x) \ NH(u)
with hH(u) = hH(x) = hH(v) − 1 = hH(y) − 1. Since u ≺ x leads to fG(u) ≥ fG(x) by
Definition 2.2 (ii), we shall consider the following two cases.
Case 1. fG(u) > fG(x). By Definition 2.2 (iii), we have fG(v) > fG(y), which implies
that v ≺ y by the choice of the ordering ≺ of V (H).
Case 2. fG(u) = fG(x). By Definition 2.2 (iii), we have fG(v) = fG(y) and hence
dH(v) = dH(y) by Definition 2.2 (i). Then by the fact that hH(v) = hH(y), fG(v) = fG(y)
and Proposition 2.1 (i), we have v ≡ y, which means we can assert that v ≺ y. Otherwise,
if y ≺ v, then we interchange the positions of v and y in the ordering ≺ of V (H) to obtain
a new good BFS-ordering ≺′ of V (H). It is easily checked that the ordering ≺′ of V (H)
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satisfies Definition 2.1 (i), and we can go forward by considering this new good BFS-
ordering ≺′ of V (H). 
3 Properties of Θα-maximal graphs of Γ(pi, t; c)
In this section, we study the properties of Θα-maximal graphs Gπ of Γ(pi, t; c). If G =
Kt∨H ∈ Γ(pi, t; c), then for any two different vertices u and v ofH , since dH(v) = dG(v)−t
and dH(u) = dG(u)− t, we obtain that
dG(v) > dG(u) iff dH(v) > dH(u), and dG(v) = dG(u) iff dH(v) = dH(u). (3.1)
Lemma 3.1 For any two vertices
{
v, u
}
⊆ V
(
Gπ
)
, if dGπ(v) > dGπ(u), then fGπ(v) >
fGπ(u); furthermore, if fGπ(v) = fGπ(u), then dGπ(v) = dGπ(u).
Proof. We suppose that Gπ = Kt∨H . Then, it will suffice to show that dGπ(v) > dGπ(u)
implying fGπ(v) > fGπ(u), as it indicates that fGπ(v) = fGπ(u) deducing dGπ(v) = dGπ(u).
In what follows, by contradiction, we assume that u and v are two vertices of Gπ with
dGπ(v) > dGπ(u), but fGπ(v) ≤ fGπ(u).
Case 1. v ∈ V (Kt) and u ∈ V (H). Now by the definition of t-cone graph, uv is the
shortest path connecting u and v. Denote by W = NGπ(v) \
(
NGπ(u) ∪ {u}
)
. Since
|W | = k := dGπ(v) − dGπ(u) > 0, we can suppose that W =
{
w1, w2, . . . , wk
}
. Let
G1 = Gπ−vw1−vw2−· · ·−vwk+uw1+uw2+ · · ·+uwk. In this case, G1 = Gπ and hence
G1 ∈ Γ(pi, t; c). However, Theorem 2.1 leads to Θ(Gπ, α) < Θ(G1, α), a contradiction.
Case 2. {v, u} ⊆ V (H). By (3.1), we have k := dH(v)−dH(u) > 0. SinceH is connected,
we can choose vertices W = {w1, w2, . . . , wk} ⊆ V (H) such that W ⊆ NH(v)\NH(u) and
W ∩ V
(
PH(u, v)
)
= Ø. Let H2 = H − vw1 − vw2 − · · · − vwk + uw1 + uw2 + · · ·+ uwk.
It is easily checked that H2 is connected, and then G2 = Kt ∨H2 ∈ Γ(pi, t; c). Then, by
Corollary 2.1, we get Θ(Gπ, α) < Θ(G2, α) contradicting the definition of Gπ. 
Let p(q) be the q copies of an integer number p.
Lemma 3.2 Let G be a connected simple graph with n vertices, and let u and v be two
vertices of G. If dG(u) = dG(v) = n− 1, then fG(u) = fG(v).
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Proof. Note that NG(u) \ {v} = NG(v) \ {u} = V (G) \ {u, v}, then by (2.2) it follows
that
(
Θ(G,α)− α(n− 1) + 1
)(
fG(u)− fG(v)
)
= 0. (3.2)
Recall that V (G) =
{
v1, v2, . . . , vn
}
. Thus, d(v1) = d1 = n − 1, and by setting
ϕ =
(
1, 0(n−1)
)
, it follows from the Rayleigh-Ritz theorem [5] that Θ(G,α) ≥ RMα(G)(ϕ) =
α(n− 1). Combining this with (3.2), we have fG(u) = fG(v), as desired. 
Now, from Lemmas 3.1 and 3.2, it immediately follows that
Corollary 3.1 For any three vertices {u, v, w} ⊆ V
(
Gπ
)
. If dGπ(u) = dGπ(v) = n− 1 >
dGπ(w), then fGπ(u) = fGπ(v) > fGπ(w).
Let Gπ = Kt ∨ H . By Corollary 3.1, all vertices of Kt are symmetry and have the
largest Θα-weight, and each of them is adjacent with all vertices of H . So to describe the
structure of Gπ, namely, the Θα-maximal graphs of Γ(pi, t; c), we only need to consider
the structure of H . In what follows, we shall prove that Gπ is a good t-cone BFS-graph.
Lemma 3.3 Let Gπ = Kt ∨ H, where V (H) =
{
vt+1, vt+2, . . . , vn
}
. Then there is a
well-ordering ≺ of V (H) satisfying Definition 2.2 (i) and (ii).
Proof. Clearly, we can give an ordering vt+1 ≺ vt+2 ≺ · · · ≺ vn of V (H) such that
vi ≺ vj whenever dGπ(vi) > dGπ(vj), or dGπ(vi) = dGπ(vj) and fGπ(vi) ≥ fGπ(vj), where
t + 1 ≤ i < j ≤ n. By Lemma 3.1, dGπ(vi) > dGπ(vj) implies that fGπ(vi) > fGπ(vj),
where t + 1 ≤ i < j ≤ n. Hence fGπ(vt+1) ≥ fGπ(vt+2) ≥ · · · ≥ fGπ(vn) and dGπ(vt+1) ≥
dGπ(vt+2) ≥ · · · ≥ dGπ(vn).
To complete the proof of this result, it suffices to prove that hH(vi) ≤ hH(vi+1) holds
for any i = t + 1, t + 2, . . . , n − 1 by induction on i. Obviously, for i = t + 1, we have
hH(vt+1) = 0 ≤ hH(vt+2) and hence the assertion holds. Now we may assume that the
assertion already holds for t + 1 ≤ i ≤ k − 1, namely, we already have hH(vt+1) ≤ · · · ≤
hH(vk−1) ≤ hH(vk), and we will prove hH(vk) ≤ hH(vk+1), where t + 2 ≤ k ≤ n− 1. We
consider the following two cases.
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Case 1. fGπ(vk) > fGπ(vk+1).
Since H is connected, there exists the smallest integer s ∈
{
t + 1, t + 2, . . . , k
}
such
that vs is adjacent to some vertex
(
say vq
)
in
{
vk+1, vk+2, . . . , vn
}
.
Claim 1. hH(vs) ≥ hH(vk)− 1.
By contradiction, suppose that hH(vs) < hH(vk) − 1. Thus s 6= k, and it leads to
t+1 ≤ s ≤ k−1. Moreover, vsvk /∈ E(H)
(
otherwise, hH(vs) ≥ hH(vk)−1, contradicting
our hypothesis
)
. Let p = min
{
j | vj ∈ NH(vk)
}
. If vp ≺ vs or vp = vs, then t + 1 ≤ p ≤
k−1, and bearing in mind that vp ∈ NH(vk), it follows from the induction hypothesis that
hH(vk) ≤ hH(vp) + 1 ≤ hH(vs) + 1 < hH(vk), a contradiction. Hence vs ≺ vp, and we get
fGπ(vs) ≥ fGπ(vp) ≥ fGπ(z) for every z ∈ NH(vk) by the choice of p. Since s ≤ k − 1 and
q ≥ k + 1, we have fGπ(vs) ≥ fGπ(vk) > fGπ(vk+1) ≥ fGπ(vq). Note that H is connected
and vsvk /∈ E(H), there exists a shortest path, say PH(vs, vk) = vs · · · yvk from vs to
vk in H , where vs 6= y 6= vk. Besides, since fGπ(vk) > fGπ(vq), by Lemma 3.1 we have
dGπ(vk) ≥ dGπ(vq), and then dH(vk) ≥ dH(vq) by (3.1).
In what follows, we will prove that there exists z ∈ NH(vk)\NH(vq) such thatH
′ = H+
vsvk+vqz−vsvq−vkz is connected, and then G
′ := Kt∨H
′ = Gπ+vsvk+vqz−vsvq−vkz ∈
Γ(pi, t; c). If vsvq ∈ E
(
PH(vs, vk)
)
, then since dH(vk) ≥ dH(vq) and vs ∈ NH(vq) \NH(vk),
there must exist vertex z ∈ NH(vk) \ V
(
PH(vs, vk)
)
such that vqz /∈ E(H), as desired.
Now we suppose that vsvq /∈ E
(
PH(vs, vk)
)
. If vqy /∈ E(H), then z = y as desired.
Otherwise, vqy ∈ E(H). In such case, again by the fact that dH(vk) ≥ dH(vq) and
vs ∈ NH(vq) \ NH(vk), there must exist vertex z ∈ NH(vk) \ V (PH(vs, vk)) such that
vqz /∈ E(H), as desired.
Since we have proved that fGπ(vs) ≥ fGπ(vp) ≥ fGπ(z) for any z ∈ NH(vk) and
fGπ(vk) > fGπ(vq), it follows from Theorem 2.2 that Θ(G
′, α) > Θ(Gπ, α), contradicting
the definition of Gπ. Therefore, Claim 1 holds.
Let PH
(
vt+1, vk+1
)
be a shortest path from vt+1 to vk+1 in H , and let vr be the last
vertex belonging to
{
vt+1, vt+2, . . . , vk
}
on the path PH
(
vt+1, vk+1
)
. If s ≤ k − 1, then
hH(vs) ≤ hH(vr) by the induction hypothesis and the choice of vs. If s = k, by the choice
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of vs we have r = s = k, and then hH(vs) = hH(vr). Combining these with Claim 1, we
obtain that
hH(vk+1) ≥ hH(vr) + 1 ≥ hH(vs) + 1 ≥ hH(vk).
Case 2. fGπ(vk) = fGπ(vk+1).
Let d = min
{
i | fGπ(vi) = fGπ(vk+1) and i ≥ t + 1
}
. Then t + 1 ≤ d ≤ k
and fGπ(vd) = fGπ(vd+1) = · · · = fGπ(vk) = fGπ(vk+1). By Lemma 3.1, we have
dGπ(vd) = dGπ(vd+1) = · · · = dGπ(vk) = dGπ(vk+1). At this time, we relabel V (H)
by the following method: If j /∈
{
d, d + 1, . . . , k, k + 1
}
, then let v′j = vj ; if j ∈
{d, d + 1, . . . , k, k + 1
}
, then let v′d+p−1 = vj if and only if hH(vj) is the p-th smallest
value among
{
hH(vd), hH(vd+1), . . . , hH(vk), hH(vk+1)
}
. Then by the induction hypothe-
sis, there is an ordering v′t+1 ≺ v
′
t+2 ≺ · · · ≺ v
′
n of V (H) =
{
v′t+1, v
′
t+2, . . . , v
′
n
}
such that
dH
(
v′t+1
)
≥ dH
(
v′t+2
)
≥ · · · ≥ dH
(
v′n
)
, fGπ
(
v′t+1
)
≥ fGπ
(
v′t+2
)
≥ · · · ≥ fGπ
(
v′n
)
, and
hH
(
v′t+1
)
≤ hH
(
v′t+2
)
≤ · · · ≤ hH
(
v′d−1), hH(v
′
d
)
≤ hH
(
v′d+1
)
≤ · · · ≤ hH
(
v′k
)
≤ hH
(
v′k+1
)
.
Clearly, if d = t+1, the result already holds; if d ≥ t+2, we get fGπ
(
v′d−1
)
> fGπ
(
v′d
)
by
the choice of d, and analogously as the proof of Case 1 we obtain that hH
(
v′d−1
)
≤ hH
(
v′d
)
.
Therefore,
hH
(
v′t+1
)
≤ hH
(
v′t+2
)
≤ · · · ≤ hH
(
v′d−1
)
≤ hH
(
v′d
)
≤ hH
(
v′d+1
)
≤ · · · ≤ hH
(
v′k
)
≤ hH
(
v′k+1
)
.
This completes the proof. 
Theorem 3.1 If Gπ = Kt ∨ H, then Gπ is a good t-cone BFS-graph and H is a BFS-
graph.
Proof. By Lemma 3.3, there exists a well-ordering ≺ of V (H) satisfying Definition 2.2
(i) and (ii). Now it suffices to show that the ordering ≺ of V (H) satisfies Definition 2.2
(iii). By the condition that v ∈ NH(u) \ NH(x) and y ∈ NH(x) \ NH(u) with hH(u) =
hH(x) = hH(v)−1 = hH(y)−1 in Definition 2.2 (iii), let H
′ = H+uy+xv−uv−xy and
G′ = Kt ∨H
′. It can be checked that H ′ is connected. Thus, Corollary 2.2 implies that
12
Definition 2.2 (iii) holds. Hence Gπ is a good t-cone BFS-graph, and so H is a BFS-graph
by Proposition 2.2. 
Lemma 3.4 Let Gπ = Kt ∨H. Let uv be an edge on a cycle of H and P = wx1x2 · · ·xs
(s ≥ 1) be a path of H such that fGπ(xs) < min
{
fGπ(u), fGπ(v)
}
. Suppose that NH(v) ∩
{
w, x2, x4, x6, . . . , xq1
}
= Ø and NH(u)∩
{
x1, x3, x5, . . . , xq2
}
= Ø, where q1 + 1 = s = q2
if s is odd and q1 = s = q2 + 1 if s is even. Then, fGπ(u) > fGπ(w).
Proof. By contradiction, suppose that fGπ(u) ≤ fGπ(w). Let H
′ = H + vw+ ux1− uv−
wx1 and G
′ = Kt∨H
′. Since uv is an edge on a cycle of H , then H ′ is connected. In view
of the definition of Gπ, by Corollary 2.2 and the assumption fGπ(u) ≤ fGπ(w), we get
fGπ(v) ≤ fGπ(x1). Let H
′′ = H+ux1+ vx2−uv−x1x2 and G
′′ = Kt∨H
′′. Clearly, H ′′ is
connected by the fact that uv being an edge on a cycle of H . Since fGπ(v) ≤ fGπ(x1). It
follows from Corollary 2.2 and the definition of Gπ that fGπ(u) ≤ fGπ(x2). By repeating
similar arguments, we finally deduce that min
{
fGπ(u), fGπ(v)
}
≤ fGπ(xs), contradicting
the condition fGπ(xs) < min
{
fGπ(u), fGπ(v)
}
. 
Let G = Kt∨H be a t-cone c-cyclic graph with n vertices. If c ≥ 1, then we define the
basic graph of H , denoted by B(H), as the graph obtained from H by recursively deleting
pendant vertices (that is, those vertices of degree one), to the resultant graph until no
pendant vertices remain. From the definition of basic graph, B(H) is unique and it is also
a c-cyclic graph.
Theorem 3.2 Let Gπ = Kt ∨ H. If u ∈ V
(
B(H)
)
and w ∈ V (H) \ V
(
B(H)
)
, then
fGπ(u) > fGπ(w).
Proof. Note that u ∈ V
(
B(H)
)
and w ∈ V (H) \ V
(
B(H)
)
. If dH(w) = 1, since
dH(u) ≥ 2, then fGπ(u) > fGπ(w) by (3.1) and Lemma 3.1. In the following, we assume
that dH(w) ≥ 2.
Case 1. u lies on some cycle C of H . By the definition of B(H) and since w 6∈ V
(
B(H)
)
,
there exists some pendant path in H , say P = wx1x2 · · ·xs (s ≥ 1), where dH(xs) = 1,
13
V (P )∩V
(
B(H)
)
= Ø, and NH(u)∩
{
x1, x2, . . . , xs
}
= Ø. By the choice of P , there exists
an edge uv in the cycle C such that vw /∈ E(H) and
(
NH(u)∪NH(v)
)
∩
{
x1, x2, . . . , xs
}
=
Ø. Moreover, since min
{
dH(u), dH(v)
}
≥ 2 and dH(xs) = 1, by (3.1) and Lemma 3.1 we
get min
{
fGπ(u), fGπ(v)
}
> fGπ(xs), and so fGπ(u) > fGπ(w) follows from Lemma 3.4.
Case 2. u does not lie on any cycle of H . In such case, u lies on a path P ′ of H ,
where P ′ is the unique path connecting two cycles, say C1 and C2, of H . Suppose that
{x} = V (P ′)∩V (C1) and {y} = V (P
′)∩V (C2). Notice that there is a good BFS-ordering
vt+1 ≺ vt+2 ≺ · · · ≺ vn of V (H) by Theorem 3.1, we consider the following two subcases.
Subcase 2.1 u ∈ V
(
PH(vt+1, x)
)
or u ∈ V
(
PH(vt+1, y)
)
. By the symmetry of x and y,
without loss of generality, we suppose that u ∈ V
(
PH(vt+1, x)
)
. Then by Theorem 3.1,
we have fGπ(u) ≥ fGπ(x). Moreover, since x lies on cycle C1, similarly as the proof of
Case 1, we have fGπ(x) > fGπ(w) and so fGπ(u) ≥ fGπ(x) > fGπ(w), as desired.
Subcase 2.2 u /∈ V
(
PH(vt+1, x)
)
∪ V
(
PH(vt+1, y)
)
. In such subcase, it is easily checked
that u lies on some cycle of H , which is a contradiction. 
Theorem 3.3 Let Gπ = Kt ∨ H with
{
u, v
}
⊆ V
(
B(H)
)
. If dB(H)(u) > dB(H)(v), then
fGπ(u) > fGπ(v). Moreover, fGπ(u) = fGπ(v) implies that dB(H)(u) = dB(H)(v)
Proof. It suffices to show that dB(H)(u) > dB(H)(v) implying fGπ(u) > fGπ(v), as this
indicates that fGπ(u) = fGπ(v) deducing dB(H)(u) = dB(H)(v). If dH(u) > dH(v), then
by (3.1) and Lemma 3.1, we obtain that fGπ(u) > fGπ(v). So we may assume that
dH(u) ≤ dH(v) in the following. Combining this with dB(H)(u) > dB(H)(v), we conclude
that there exists some vertex z such that z ∈ NH(v) \NH(u) and z ∈ V (H) \ V (B(H)).
On the other hand, again by the fact that dB(H)(u) > dB(H)(v), there exists some vertex
w ∈ NB(H)(u) \ NB(H)(v) such that w /∈ V
(
PB(H)(u, v)
)
. By Theorem 3.2, we have
fGπ(w) > fGπ(z). Let H
′ = H + uz + vw − uw − vz and G′ = Kt ∨ H
′. Clearly, H ′ is
connected. Hence by Corollary 2.2, we get fGπ(u) > fGπ(v). 
An internal path joining u1 and uk+1
(
need not be distinct
)
of G is a path Q =
u1u2 · · ·uk+1 such that dG(u1) ≥ 3, dG(uk+1) ≥ 3, and dG(ui) = 2
(
if exist
)
for 2 ≤ i ≤ k.
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Let T be a tree such that V (G) ∩ V (T ) = Ø. If we obtain a new graph G′ from T and G
by identifying one vertex v of T and some vertex of G, then T is called a root tree of G′,
and v is called the root of T .
Lemma 3.5 Let Gπ = Kt ∨H and Q = u1u2 · · ·uk+1
(
k ≥ 1
)
be an internal path of H
(
or B(H)
)
. If k ≥ 2 and u1 6= uk+1, then Q is a part of some cycle of H. Furthermore,
if k = 2, u1 6= u3 and there is a pendant vertex not on the root tree with root u2, then
u1u3 ∈ E(H).
Proof. Note that V (H) has a good BFS-ordering vt+1 ≺ vt+2 ≺ · · · ≺ vn by Theorem
3.1. By contradiction, we assume that Q is not a part of any cycle of H when k ≥ 2
and u1 6= uk+1. Then, Q is the unique path of H connecting u1 and uk+1. Combining
this with the connectivity of H , either u2 ∈ PH
(
vt+1, u1
)
or u2 ∈ PH
(
vt+1, uk+1
)
. Then
by Theorem 3.1, fGπ(u2) ≥ min
{
fGπ(u1), fGπ(uk+1)
}
. On the other hand, since Q is an
internal path of H
(
or B(H)
)
, we have dH(u2) = 2 < 3 ≤ min
{
dH(u1), dH(uk+1)
} (
or
dB(H)(u2) = 2 < 3 ≤ min
{
dB(H)(u1), dB(H)(uk+1)
})
, and it follows from (3.1) and Lemma
3.1
(
or Theorem 3.3
)
that fGπ(u2) < min
{
fGπ(u1), fGπ(uk+1)
}
, a contradiction. Now, we
can conclude that Q is a part of some cycle of H .
Next, we turn to prove the ‘Furthermore’ part. Now k = 2, u1 6= u3, and we suppose
that u1u3 6∈ E(H) by contradiction. Let x be a pendant vertex of H not on the root tree
with root u2. Without loss of generality, we may suppose that distH(u1, x) ≤ distH(u3, x)
by symmetry. Since dH(x) = 1 and u1 6= u3, we can suppose that PH(u1, x) = wx1x2 · · ·xs
by setting w = u1 and xs = x, where s ≥ 1. Moreover, bearing in mind that distH(u1, x) ≤
distH(u3, x) and u1u3 /∈ E(H), we have NH(u3) ∩
(
PH(u1, x) \ {x1}
)
= Ø, that is,
NH(u3) ∩
{
w, x2, x3, . . . , xs
}
= Ø. According to the definitions of Q and x, we have
NH(u2) ∩
{
x1, x2, . . . , xs
}
= Ø. Note that min
{
dH(u2), dH(u3)
}
≥ 2 > dH(x) = 1, thus
min
{
fGπ(u2), fGπ(u3)
}
> fGπ(x) by (3.1) and Lemma 3.1. Then by taking uv = u2u3
with v = u3, and P = PH(u1, x) = wx1x2 · · ·xs in Lemma 3.4, we have fGπ(u2) > fGπ(u1).
However, since dH(u1) ≥ 3 > 2 = dH(u2)
(
or dB(H)(u1) ≥ 3 > 2 = dB(H)(u2)
)
by the fact
that Q is an internal path of H
(
or B(H)
)
, then by (3.1) and Lemma 3.1
(
or Theorem
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3.3
)
, we get fGπ(u2) < fGπ(u1), a contradiction. 
Theorem 3.4 Let Gπ = Kt ∨ H with δ(H) = 1, and Q = u1u2 · · ·uk+1
(
k ≥ 1
)
be an
internal path of H. (i) If u1 = uk+1, then k = 3; (ii) If u1 6= uk+1, then k ≤ 2, and
u1u3 ∈ E(H) when k = 2.
Proof. We shall prove the results by contradiction, that is, we may assume that k ≥ 4
when u1 = uk+1, and k ≥ 3 when u1 6= uk+1. No matter which case happens, we always
have dH(u2) = dH(u3) = · · · = dH(uk) = 2, and Q is a part of some cycle of H
(
this
conclusion is inevitable in the former case, and can be deduced from Lemma 3.5 in the
latter case
)
. So, V (B(H)) 6= Ø. Since δ(H) = 1, there exists some pendant path in
H , say P = wx1x2 · · ·xs
(
s ≥ 1
)
, such that dH(xs) = 1 and V (P ) ∩ V
(
B(H)
)
=
{
w
}
.
Clearly, dH(w) ≥ 3. Moreover, by the definition of Q, either u2w 6∈ E(H) or u3w 6∈
E(H), w 6∈
{
u2, u3
}
, and
(
NH(u2) ∪ NH(u3)
)
∩
{
x1, x2, . . . , xs
}
= Ø. Without loss of
generality, we may suppose that u3w 6∈ E(H) by the symmetry of u2 and u3. Note
that min
{
dH(u2), dH(u3)
}
= 2 > dH(xs) = 1, thus min
{
fGπ(u2), fGπ(u3)
}
> fGπ(xs)
by (3.1) and Lemma 3.1. By considering the edge uv = u2u3 with v = u3 in Lemma
3.4, we will deduce that fGπ(u2) > fGπ(w), contradicting to Lemma 3.1 and (3.1), as
dH(w) ≥ 3 > dH(u2) = 2. Thus, k ≤ 3 when u1 = uk+1
(
there must be k = 3 since Gπ is
simple
)
, and k ≤ 2 when u1 6= uk+1.
If k = 2 and u1 6= u3, then since dH(u2) = 2 and δ(H) = 1, there is a pendant vertex
not on the root tree with root u2, and so u1u3 ∈ E(H) by Lemma 3.5. 
Theorem 3.5 Let Gπ = Kt ∨ H with δ(H) = 1, and Q = u1u2 · · ·uk+1
(
k ≥ 1
)
be an
internal path of B(H). (i) If u1 = uk+1, then k = 3; (ii) If u1 6= uk+1, then k ≤ 2;
furthermore, when k = 2, then either u1u3 ∈ E(H) or all the pendant vertices of H are
on the root tree with root u2.
Proof. Clearly, k ≥ 3 when u1 = uk+1. By contradiction, we will prove the results by
assuming that k ≥ 4 when u1 = uk+1, and k ≥ 3 when u1 6= uk+1. No matter which case
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happens, Q is a part of some cycle of H (this conclusion is inevitable in the former case,
and can be derive from Lemma 3.5 in the latter case).
If dH(u2) = 2, then we suppose that dH(u2) = dH(u3) = · · · = dH(uq) = 2 < 3 ≤
dH(uq+1), where 2 ≤ q ≤ k. Then, Q
′ = u1u2u3 · · ·uq+1 is an internal path of H . Since
we assume that k ≥ 4 when u1 = uk+1 and k ≥ 3 when u1 6= uk+1, we can deduce that
2 ≤ q < k by Theorem 3.4. Once again, since u1 6= uq+1 by 2 ≤ q < k and Q
′ is an internal
path of H , by Theorem 3.4 (ii) we deduce that q = 2 and u1u3 ∈ E(H). Note that Q is
an internal path of B(H). On one hand, we have dB(H)
(
uj
)
= 2 for j ∈
{
2, 3, . . . , k
}
. On
the other hand,
{
u1, u2, u4
}
⊆ NB(H)(u3) and then dB(H)
(
u3
)
≥ 3, a contradiction. Thus,
dH(u2) ≥ 3.
We also claim that dH(u3) ≥ 3. Otherwise, we have dH(u3) = 2, then we suppose
that dH(u3) = dH(u4) = · · · = dH(uq) = 2 < 3 ≤ dH(uq+1), where 3 ≤ q ≤ k, and this
implies that Q′′ = u2u3 · · ·uq+1 is an internal path of H . Since u2 6= uq+1, it follows from
Theorem 3.4 (ii) that q = 3 and u2u4 ∈ E(H). Thus,
{
u1, u3, u4
}
⊆ NB(H)(u2) and so
dB(H)
(
u2
)
≥ 3, a contradiction. This contradiction confirms our claim. With the similar
reason, we can conclude that dH(uj) ≥ 3, that is, uj is a root of some root tree for any
j ∈
{
2, 3, . . . , k
}
.
Now, we let x
(
resp., y
)
be a vertex in the neighbor set of u2
(
resp., u3
)
such that
x
(
resp., y
)
is in the root tree of H with root u2
(
resp., u3
)
. It is easily checked that
{
x
}
∩
(
NH(u3) ∪NH(u4)
)
= Ø and
{
y
}
∩
(
NH(u1) ∪ NH(u2)
)
= Ø. On one hand, since
{
u3, u4
}
⊆ B(H) and x ∈ V (H) \ V
(
B(H)
)
, we have min
{
fGπ(u3), fGπ(u4)
}
> fGπ(x)
by Theorem 3.2, and hence fGπ(u3) > fGπ(u2) by Lemma 3.4, as u4u2 6∈ E(H). On
the other hand, it follows from Theorem 3.2 that min
{
fGπ(u1), fGπ(u2)
}
> fGπ(y)
(
since
{
u1, u2
}
⊆ B(H) and y ∈ V (H) \ V
(
B(H)
))
, then by Lemma 3.4 we have fGπ(u2) >
fGπ(u3), as u1u3 6∈ E(H). It is a contradiction.
All in all, we deduce that k = 3 when u1 = uk+1, and k ≤ 2 when u1 6= uk+1. Finally,
if k = 2, u1 6= u3 and there exists at least one pendant vertex not on the root tree with
root u2, then by Lemma 3.5, we have u1u3 ∈ E(H), and this completes the proof. 
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4 The unique Θα-maximal graph of Γ(pi, t; c) for c ∈
{
0, 1, 2
}
In this section, we will prove that the Θα-maximal graph of Γ(pi, t; c) is unique for c ∈
{
0, 1, 2
}
. Recall that pi =
(
d1, d2, . . . , dn
)
is a non-increasing degree sequence of t-cone
c-cyclic graph, and pi∗ =
(
d∗t+1, d
∗
t+2, . . . , d
∗
n
)
, where d∗j = dj− t for j ∈
{
t+1, t+2, . . . , n
}
.
Firstly, we have the following assertion on pi and pi∗, which follows from the definition of
t-cone c-cyclic graph.
Proposition 4.1 If 0 ≤ c ≤
(
n−t
2
)
− n + t + 1, then d1 = d2 = · · · = dt = n − 1 and
∑n
i=t+1 d
∗
i = 2(n− t+ c− 1). Moreover, we have
(i) if c = 0, then
(4.0.1) 0 ≤ t ≤ n− 2 and d∗t+1 ≥ d
∗
t+2 ≥ · · · ≥ d
∗
n = 1;
(ii) if c = 1, then one of the following holds:
(4.1.1) 0 ≤ t ≤ n− 3 and d∗t+1 = d
∗
t+2 = · · · = d
∗
n = 2;
(4.1.2) 0 ≤ t ≤ n− 4, d∗t+1 ≥ 3, d
∗
t+2 ≥ d
∗
t+3 ≥ 2 and d
∗
t+4 ≥ d
∗
t+5 ≥ · · · ≥ d
∗
n = 1;
(iii) if c = 2, then one of the following holds:
(4.2.1) 0 ≤ t ≤ n− 5, d∗t+1 = 4 and d
∗
t+2 = d
∗
t+3 = · · · = d
∗
n = 2;
(4.2.2) 0 ≤ t ≤ n− 4, d∗t+1 = d
∗
t+2 = 3 and d
∗
t+3 = d
∗
t+4 = · · · = d
∗
n = 2;
(4.2.3) 0 ≤ t ≤ n− 6, d∗t+1 ≥ 5, d
∗
t+2 = d
∗
t+3 = d
∗
t+4 = d
∗
t+5 = 2 ≥ d
∗
t+6 ≥ d
∗
t+7 ≥ · · · ≥
d∗n = 1;
(4.2.4) 0 ≤ t ≤ n − 5, d∗t+1 ≥ d
∗
t+2 ≥ 3, d
∗
t+3 ≥ d
∗
t+4 ≥ 2, and d
∗
t+5 ≥ d
∗
t+6 ≥ · · · ≥
d∗n = 1.
Before starting our main results, we need to introduce a special t-cone tree (resp.,
t-cone unicyclic graph and t-cone bicyclic graph) as follows.
When pi =
(
d1, d2, . . . , dn
)
is the degree sequence of a t-cone tree, then pi∗ =
(
d∗t+1, d
∗
t+2, . . . , d
∗
n
)
is a tree degree sequence, and we use the following breadth-first-search method to con-
struct a tree Tπ∗ with pi
∗ as its degree sequence:
(i) Put s0 = 1, select a vertex v0,1 as a root of Tπ∗ and begin with v0,1 of the zeroth
layer;
18
(ii) Put s1 = d
∗
t+1, select s1 vertices
{
v1,1, v1,2, . . . , v1,s1
}
of the first layer such that
they are adjacent to v0,1, and so dTπ∗ (v0,1) = s1 = d
∗
t+1;
(iii) The remaining vertices of Tπ∗ appear in a BFS-connecting, that is: assume that all
vertices of the p-th layer of Tπ∗ have been constructed and they are
{
vp,1, vp,2, . . . , vp,sp
}
;
by using the induction hypothesis, now we construct all the vertices of the (p+1)-st layer;
let dTπ∗ (vp,i) = d
∗
t+i+
∑p−1
j=0
sj
for i = 1, 2, . . . , sp
(
here, we shall stop if t+ i+
∑p−1
j=0 sj > n
)
;
select sp+1 =
∑sp
i=1 dTπ∗ (vp,i) − sp vertices
{
vp+1,1, vp+1,2, . . . , vp+1,sp+1
}
for the (p + 1)-st
layer such that dTπ∗ (vp,i)− 1 vertices are adjacent to vp,i for i = 1, 2, . . . , sp.
In this way, we obtain a unique tree Tπ∗ with pi
∗ as its degree sequence, and it can be
easily checked that Tπ∗ is a BFS-tree. Furthermore, for any given tree degree sequence
pi∗, Zhang [18] had shown that the corresponding BFS-tree is unique and it is isomorphic
to Tπ∗ . Let T
(t)
π = Kt ∨ Tπ∗ . Then, T
(t)
π is a t-cone tree with pi as its degree sequence. For
example, let pi1 =
(
18(2), 6(2), 5(4), 4, 3(10)
)
be a non-increasing degree sequence of a 2-cone
tree with 19 vertices. Then, T
(2)
π1 is the corresponding 2-cone tree as shown in Fig. 4.1.
s
s ss s
s s s s s s s s s
s s s
v0,1
v1,2
v1,3v1,1
v1,4
v2,1 v2,2 v2,3 v2,4 v2,5 v2,6 v2,7 v2,8 v2,9
v3,1 v3,2 v3,3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.
..
.
..
..
.
..
..
..
..
..
..
..
..
.
.
..
..
..
.
..
..
.
..
.
..
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
..
.
..
..
..
..
..
..
..
..
..
..
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
s
s✫✪
✬✩
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
K2
✏✏
✏
✚
✚
✚ ...
PPP❩
❩
❩
...
◗◗
◗◗◗◗
◗◗ ◗◗ ◗◗ ◗◗ ◗◗ ◗◗ ◗◗ ◗◗ ◗◗
◗◗ ◗◗ ◗◗
PP
PP ✏✏
PP ✏✏
PP PP PP PP PP PP PP PP PP
PP PP PP
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π1
Theorem 4.1 If c = 0, then Gπ ∼= T
(t)
π .
Proof. Let Gπ = Kt ∨ T . By Theorem 3.1 and c = 0, T is a BFS-tree with tree degree
sequence pi∗. As mentioned before, Tπ∗ is the unique BFS-tree with tree degree sequence
pi∗. So T ∼= Tπ∗ , and then Gπ ∼= T
(t)
π , as desired. 
In the following, we turn to consider the Θα-maximal unicyclic graph of U (pi, t). When
pi is the degree sequence of a t-cone unicyclic graph, then pi∗ is a unicyclic graph degree se-
quence. According to Proposition 4.1, if pi satisfies (4.1.1), then pi =
(
(n− 1)(t), (t+ 2)(n−t)
)
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and pi∗ =
(
2(n−t)
)
, in such case we let U
(t)
π = Kt ∨Cn−t; if pi satisfies (4.1.2), then we first
construct a special unicyclic graph Uπ∗ with pi
∗ as its degree sequence:
(i) Put s0 = 1, select a vertex v0,1 as a root of Uπ∗ and begin with v0,1 of the zeroth
layer;
(ii) Put s1 = d
∗
t+1, select s1 vertices
{
v1,1, v1,2, . . . , v1,s1
}
of the first layer such that
there are adjacent to v0,1, and v1,1 is adjacent to v1,2. Then, dUπ∗ (v0,1) = s1 = d
∗
t+1;
(iii) Let dUπ∗(v1,i) = d
∗
t+i+1 for i = 1, 2, . . . , s1
(
we shall stop if t + i+ 1 > n
)
. Select
s2 =
∑s1
i=1 dUπ∗ (v1,i) − s1 − 2 vertices
{
v2,1, v2,2, . . . , v2,s2
}
of the second layer such that
dUπ∗ (v1,1)− 2 vertices are adjacent to v1,1, dUπ∗ (v1,2)− 2 vertices are adjacent to v1,2 , and
dUπ∗ (v1,i)− 1 vertices are adjacent to v1,i for i = 3, 4, . . . , s1;
(iv) The remaining vertices of Uπ∗ appear in a BFS-connecting.
In this way, we obtain only one unicyclic graph Uπ∗ with pi
∗ as its degree sequence.
It can be seen that Uπ∗ is a BFS-unicyclic graph. Besides, U
(t)
π := Kt ∨ Uπ∗ is a t-cone
unicyclic graph with pi as its degree sequence. As an illustrated example to U
(t)
π for pi
satisfying (4.1.2), let pi3 =
(
16(2), 6(2), 5(4), 4, 3(8)
)
be a non-increasing degree sequence of
2-cone unicyclic graph with 17 vertices, then U
(2)
π3 is the corresponding 2-cone unicyclic
graph as shown in Fig. 4.2.
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Proposition 4.2 Suppose that pi∗ satisfies (4.1.2), and let U∗ be a BFS-unicyclic graph
with pi∗ as its degree sequence such that B(U∗) = C3 with V (C3) =
{
vt+1, vt+2, vt+3
}
. Then
U∗ ∼= Uπ∗.
Proof. Note that d∗t+1 ≥ 3 and d
∗
t+2 ≥ 2 by (4.1.2). If d
∗
t+1 = 3 and d
∗
t+2 = 2, since
B(U∗) = C3, then U
∗ shall be obtained from Pn−t−3 and C3 by adding one edge between
20
one end vertex of Pn−t−3 and one vertex of C3, and it can be checked that U
∗ ∼= Uπ∗ .
Otherwise, d∗t+1 ≥ 4 or d
∗
t+2 ≥ 3. Let pi2 =
(
d∗t+1 + d
∗
t+2 + d
∗
t+3 − 6, d
∗
t+4, d
∗
t+5, . . . , d
∗
n
)
:=
(
d′′1, d
′′
2, d
′′
3, . . . , d
′′
n−t−2
)
. Since
∑n−t−2
i=1 d
′′
i =
∑n
j=t+1 d
∗
j − 6 = 2
(
(n − t − 2) − 1
)
and
d′′1 = d
∗
t+1 + d
∗
t+2 + d
∗
t+3 − 6 ≥ d
∗
t+3 ≥ d
′′
2 = d
∗
t+4 ≥ d
′′
3 = d
∗
t+5 ≥ · · · ≥ d
′′
n−t−2 = d
∗
n, then
pi2 is a non-increasing tree degree sequence and so there is a unique BFS-tree Tπ2 with
pi2 as its degree sequence by the former arguments. Clearly, U
∗ and Uπ∗ are both BFS-
unicyclic graphs with pi∗ as their degree sequence such that B(U∗) = B(Uπ∗) = C3 with
V (C3) =
{
vt+1, vt+2, vt+3
}
. So the graph obtained from U∗
(
resp., Uπ∗
)
by contracting
the C3 is isomorphic to Tπ2 . Now, it is easy to see that the positions of
{
vt+4, vt+5, . . . , vn
}
of U∗
(
resp., Uπ∗
)
is fixed by the uniqueness of Tπ2 , and so U
∗ ∼= Uπ∗ . 
Theorem 4.2 If c = 1 and 0 ≤ t ≤ n− 3, then Gπ ∼= U
(t)
π .
Proof. If pi satisfies (4.1.1), then U (pi, t) = {Kt∨Cn−t}, and hence Gπ ∼= U
(t)
π = Kt∨Cn−t,
as desired. Otherwise, pi satisfies (4.1.2). Let Gπ = Kt ∨ H . By Theorem 3.1, we may
suppose that vt+1 ≺ vt+2 ≺ · · · ≺ vn is a good BFS-ordering of V (H).
Since c = 1, we let Cg be the unique cycle ofH , where g ≥ 3. Notice that {vt+1, vt+2, vt+3} ⊆
V (Cg) by Theorem 3.2. Next, we need to show that g = 3. By contradiction, suppose
that g ≥ 4, then there exists a vertex x ∈ V (Cg) \ NH(vt+1). Since Cg is the unique
cycle of H and since d∗t+1 ≥ 3 by (4.1.2), there exists a vertex y ∈ NH(vt+1) \ V (Cg).
On one hand, since y ∈ NH(vt+1) and x /∈ NH(vt+1), then hH(y) < hH(x), which leads
to fGπ(y) ≥ fGπ(x) by Definition 2.2 (ii). On the other hand, since x ∈ V (Cg) and
y /∈ V (Cg), then by Theorem 3.2, we get fGπ(x) > fGπ(y), a contradiction. Therefore,
we conclude that g = 3 and then V (C3) =
{
vt+1, vt+2, vt+3
}
. Now by Theorem 3.1, H is
a BFS-unicyclic graph with B(H) ∼= C3 and V (C3) =
{
vt+1, vt+2, vt+3
}
, so H ∼= Uπ∗ by
Proposition 4.2, and it follows that Gπ ∼= U
(t)
π , as desired. 
Finally, we shall discuss the Θα-maximal bicyclic graph of B(pi, t). We first introduce
three notations and we will use them hereafter without specified indicated: let B(n1, n2)
denote the bicyclic graph obtained from two cycles Cn1 and Cn2 by adding one edge
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connecting a vertex of Cn1 and a vertex of Cn2 ; let C(n1, n2) denote the bicyclic graph
obtained from two cycles Cn1 and Cn2 by identifying a vertex of Cn1 with a vertex of Cn2;
and let θ(p, r, q) denote the bicyclic graph obtained from three vertex-disjoint paths, say
Pp+1, Pr+1, and Pq+1, respectively, by identifying the three initial (resp. terminal) vertices
of them, where q ≥ r ≥ 1 and p ≥ q ≥ 2.
When pi is the degree sequence of a t-cone bicyclic graph, then pi∗ is a bicyclic graph
degree sequence. By Proposition 4.1, pi should be one of the following four cases, and we
can construct a special t-cone bicyclic graph B
(t)
π with pi as its degree sequence:
Case 1. pi satisfies (4.2.1). Let B
(t)
π = Kt ∨ C(3, n− t− 2);
Case 2. pi satisfies (4.2.2). Let B
(t)
π = Kt ∨ θ(n− t− 2, 1, 2);
Case 3. pi satisfies (4.2.3). Let B
(t)
π = Kt∨B
⋆, where B⋆ is the bicyclic graph with n− t
vertices obtained from C(3, 3) by attaching d∗t+1 − 4 paths of almost equal lengths
(
i.e.
their lengths are different at most by one
)
to the maximum degree vertex of C(3, 3);
Case 4. pi satisfies (4.2.4). Then we shall construct a t-cone bicyclic graphB
(t)
π = Kt∨Bπ∗
such that pi∗ is the degree sequence of Bπ∗ :
(i) Put s0 = 1, select a vertex v0,1 as a root of Bπ∗ and begin with v0,1 of the zeroth
layer;
(ii) Put s1 = d
∗
t+1, select s1 vertices
{
v1,1, v1,2, . . . , v1,s1
}
of the first layer such that
there are adjacent to v0,1, and v1,1 is adjacent to v1,2 and v1,3. Then, dBπ∗ (v0,1) = s1 = d
∗
t+1;
(iii) Let dBπ∗ (v1,i) = d
∗
t+i+1 for i = 1, 2, . . . , s1
(
we shall stop if t + i + 1 > n
)
. Select
s2 =
∑s1
i=1 dBπ∗ (v1,i) − s1 − 4 vertices
{
v2,1, v2,2, . . . , v2,s2
}
of the second layer such that
dBπ∗ (v1,1) − 3 vertices are adjacent to v1,1, dBπ∗ (v1,2) − 2 vertices are adjacent to v1,2,
dBπ∗ (v1,3)− 2 vertices are adjacent to v1,3, and dBπ∗ (v1,i)− 1 vertices are adjacent to v1,i
for i = 4, 5, . . . , s1;
(iv) The remaining vertices of Bπ∗ appear in a BFS-connecting.
In this way, we obtain the unique bicyclic graph Bπ∗ with pi
∗ as its degree sequence.
It can be seen that Bπ∗ is a BFS-bicyclic graph. Moreover, B
(t)
π = Kt ∨ Bπ∗ is a t-cone
bicyclic graph with pi as its degree sequence. For instance, pi4 =
(
14(2), 6(2), 5(4), 4, 3(6)
)
is a non-increasing degree sequence of 2-cone bicyclic graph with 15 vertices, and B
(2)
π4 is
22
the corresponding 2-cone bicyclic graph as shown in Fig. 4.3.
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(2)
π4
Analogously as the proof of Proposition 4.2, we have the following statement.
Proposition 4.3 Suppose that pi∗ satisfies (4.2.4), and let B∗ be a BFS-bicyclic graph
with pi∗ as its degree sequence such that B(B∗) = θ(2, 1, 2) with V
(
B∗
)
=
{
vt+1, vt+2, vt+3, vt+4
}
,
vt+1 and vt+2 are the two vertices of degree three in θ(2, 1, 2). Then, B
∗ ∼= Bπ∗.
Theorem 4.3 If c = 2 and 0 ≤ t ≤ n− 4, then Gπ ∼= B
(t)
π .
Proof. Let Gπ = Kt ∨ H . By Proposition 4.1, we need to consider the following four
cases.
Case 1. pi satisfies (4.2.1). Then H ∼= C(p, n− t+ 1− p), where n− t+ 1− p ≥ p ≥ 3.
By Theorem 3.1, we may assume that NH(vt+1) =
{
w1, w2, w3, w4
}
,
{
w1, w2
}
⊆ V (Cp)
and
{
w3, w4
}
⊆ V (Cn−t+1−p). Clearly, dH(vt+1) = 4 > dH(w1) = dH(w2) = dH(w3) =
dH(w4) = 2. Suppose that H ≇ C(3, n−t−2). Then there exist vertices x and y such that
x ∈ NH(w1)\{vt+1, w2} and y ∈ NH(w3)\{vt+1, w4}. Let H1 = H+vt+1x+w1w3−w1x−
vt+1w3 and G1 = Kt ∨ H1. Since fGπ(vt+1) > fGπ(w1) by (3.1) and Lemma 3.1, then by
the fact that H1 is connected and by Corollary 2.2, fGπ(x) < fGπ(w3). Let H2 = H+xy+
w1w3−w3y−w1x and G2 = Kt∨H2. Clearly, G2 = G+xy+w1w3−w3y−w1x ∈ B(pi, t).
Since fGπ(w1) ≥ fGπ(y) by Theorem 3.1 as hH(w1) < hH(y), and recall that fGπ(w3) >
fGπ(x), it follows from Theorem 2.2 that Θ(G2, α) > Θ(Gπ, α), which is contrary with
the definition of Gπ. Thus, H ∼= C(3, n− t− 2) and so Gπ ∼= B
(t)
π = Kt ∨C(3, n− t− 2).
Case 2. pi satisfies (4.2.2). Suppose that H ≇ θ(n − t − 2, 1, 2). Then by Theorem
3.1, either H ∼= θ(n − t − p, 1, p) or H ∼= B(p, n − p − t), where n − p − t ≥ p ≥ 3,
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NH(vt+1) = {vt+2, vt+3, vt+4}, and dH(vt+1) = dH(vt+2) = 3 > dH(vt+3) = dH(vt+4) = 2.
Bearing in mind that H ≇ θ(n − t − 2, 1, 2), then there exist vertices x and y such
that x ∈ NH(vt+3) \
{
vt+1, vt+2
}
and y ∈ NH(vt+2) \
({
vt+1, vt+3, vt+4, x
}
∪ NH(x)
)
. Let
H3 = H+vt+2vt+3+xy−vt+2y−vt+3x and G3 = Kt∨H3, whenever H ∼= θ(1, p, n− t−p)
or H ∼= B(p, n − p − t). Then, H3 is connected and so G3 ∈ B(pi, t). By (3.1), Lemma
3.1 and Theorem 3.1, we have fGπ(vt+2) > fGπ(x) since dH(vt+2) = 3 > dH(x) = 2, and
fGπ(vt+3) ≥ fGπ(y) since y /∈ NH(vt+1) =
{
vt+1, vt+3, vt+4
}
. Thus, Theorem 2.2 implies
that Θ(G3, α) > Θ(Gπ, α), contrary with the choice of Gπ. This contradiction confirms
that Gπ ∼= B
(t)
π = Kt ∨ θ(n− t− 2, 1, 2).
Case 3. pi satisfies (4.2.3). Since d∗n = 1, it follows from Theorem 3.4 that B(H)
∼=
C(3, 3). Combining this with Theorem 3.1, it is easy to see that Gπ ∼= B
(t)
π = Kt ∨ B
⋆,
where B⋆ is the bicyclic graph with n − t vertices obtained from C(3, 3) by attaching
d∗t+1 − 4 paths of almost equal lengths to the maximum degree vertex of C(3, 3).
Case 4. pi satisfies (4.2.4). According to Theorems 3.1 and 3.5, we just need to consider
the following three subcases:
Subcase 4.1 B(H) ∼= B(3, 3). By Theorems 3.2 and 3.3, we haveNH
(
vt+1
)
∩V
(
B(3, 3)
)
=
{
vt+2, vt+3, vt+4
}
and dB(3,3)
(
vt+1
)
= dB(3,3)
(
vt+2
)
= 3 > dB(3,3)
(
vt+3
)
= dB(3,3)
(
vt+4
)
= 2.
Suppose that x ∈ NB(3,3)
(
vt+2
)
and x 6= vt+1. Let H4 = H + vt+2vt+3+ vt+4x− vt+3vt+4−
vt+2x and G4 = Kt ∨ H4. Since H4 is connected, G4 = Kt ∨ H4 ∈ B(pi, t). Note that
fGπ
(
vt+2
)
> fGπ
(
vt+4
)
by Theorem 3.3, and fGπ
(
vt+3
)
≥ fGπ(x) by Theorem 3.1
(
since
vt+3 ∈ NH(vt+1) and x /∈ NH
(
vt+1
))
. Hence we get Θ(G4, α) > Θ(Gπ, α) by Theorem 2.2,
contrary with the definition of Gπ.
Subcase 4.2 B(H) ∼= C(3, 3). It follows from Theorems 3.2 and 3.3 that NH(vt+1) ∩
V
(
C(3, 3)
)
=
{
vt+2, vt+3, vt+4, vt+5
}
and dC(3,3)
(
vt+1
)
= 4 > dC(3,3)
(
vt+2
)
= dC(3,3)
(
vt+3
)
=
dC(3,3)
(
vt+4
)
= dC(3,3)
(
vt+5
)
= 2. Since dH
(
vt+2
)
≥ 3 by Theorem 3.1 and (4.2.4), there
exists a vertex u such that u ∈ NH
(
vt+2
)
\V
(
C(3, 3)
)
. We may suppose that
{
vt+5, vt+4
}
6∈
N(vt+2). Let H5 = H + vt+2vt+4 + vt+5u− vt+4vt+5 − uvt+2 and G5 = Kt ∨H5. It can be
easily checked that H5 is connected, and thus G5 ∈ B(pi, t). Since fGπ(vt+4) > fGπ(u) by
Theorem 3.2, and fGπ(vt+2) ≥ fGπ(vt+5) by Theorem 3.1, we have Θ(G5, α) > Θ(Gπ, α)
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by Theorem 2.2, also contrary with the choice of Gπ.
Subcase 4.3 B(H) ∼= θ(2, 1, 2). By Theorems 3.1, 3.2 and 3.3, H is a BFS-bicyclic
graph such that B(H) = θ(2, 1, 2), V
(
H
)
=
{
vt+1, vt+2, vt+3, vt+4
}
, vt+1 and vt+2 are the
two vertices of degree three in θ(2, 1, 2). Hence H ∼= Bπ∗ by Proposition 4.3, and so
Gπ ∼= B
(t)
π = Kt ∨ Bπ∗ . 
5 Majorization theorems for the general spectral radius of t-
cone trees, t-cone unicyclic graphs and t-cone bicyclic graphs
If y = (y1, y2, . . . , yn) is a non-increasing integer sequence and yi ≥ yj + 2, then the
following operation is called a unit transformation from i to j on y: subtract 1 from yi
and add 1 to yj. To begin with, we need to introduce the following important result.
Lemma 5.1 [17] Let y =
(
y1, y2, . . . , yn
)
and z =
(
z1, z2, . . . , zn
)
be two positive non-
increasing integer sequences. If y⊳ z, then y can be obtained from z by a finite sequence
of unit transformations.
Recall that pi =
(
d1, d2, . . . , dn
)
and pi′ =
(
d′1, d
′
2, . . . , d
′
n
)
always denote two non-
increasing degree sequences of t-cone c-cyclic graphs such that pi ⊳ pi′, and Gπ and Gπ′
are the Θα-maximal graphs of Γ(pi, t; c) and Γ(pi
′, t; c), respectively. If pi and pi′ differ only
in two positions where the difference is 1
(
namely, pi can be obtained from pi′ by a unit
transformation
)
, then pi ⊳ pi′ is called a star majorization and denoted by pi ⊳∗ pi′. This
implies that, if pi⊳∗pi′, then d′p = dp+1, d
′
q = dq−1, and di = d
′
i for i ∈
{
1, 2, . . . , n
}
\
{
p, q
}
,
where 1 ≤ p < q ≤ n.
Remark 5.1 By Lemma 5.1, if pi ⊳ pi′, then there exist a series of non-increasing degree
sequences of t-cone c-cyclic graphs, say pi1, pi2, . . . , pik−1, such that (pi =) pi0 ⊳ pi1 ⊳ · · ·⊳
pik−1 ⊳ pik (= pi
′), and pii ⊳
∗ pii+1 holds for any i ∈
{
0, 1, . . . , k − 1
}
. Therefore, without
loss of generality, we may just simplify assume that pi⊳∗ pi′ if pi⊳pi′ when considering the
majorization theorems in the sequel.
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Remark 5.2 If pi ⊳∗ pi′, since dj = d
′
j = n − 1 for 1 ≤ j ≤ t, we may suppose that
d′p = dp + 1, d
′
q = dq − 1, and di = d
′
i for i ∈
{
1, 2, . . . , n
}
\
{
p, q
}
, where t + 1 ≤ p <
q ≤ n. Let Gπ = Kt ∨ H and recall that PH
(
vp, vq
)
is a shortest path from vp to vq.
By Theorem 3.1, there is a good BFS-ordering vt+1 ≺ vt+2 ≺ · · · ≺ vn of V (H) such
that dGπ(vi) = di for i ∈
{
t + 1, t + 2, . . . , n
}
. If there is a vertex w ∈ V (H) such that
w ∈ NH(vq) \
(
NH(vp) ∪ {vp}
)
and w /∈ V
(
PH(vp, vq)
)
, then we call w a surprising vertex
of Gπ.
Lemma 5.2 If pi ⊳∗ pi′ and Gπ contains a surprising vertex, then Θ(Gπ, α) < Θ(Gπ′, α).
Proof. We follow the notations in Remark 5.2. If Gπ = Kt ∨ H contains a surprising
vertex, say w, then letH1 = H+vpw−vqw andG1 = Kt∨H1. Since w /∈ V
(
PH(vp, vq)
)
,H1
is connected, and so G1 ∈ Γ(pi
′, t; c). It follows from Theorem 3.1 that fGπ(vp) ≥ fGπ(vq),
as p < q. By Corollary 2.1 and the definition of Gπ′, Θ(Gπ, α) < Θ(G1, α) ≤ Θ(Gπ′, α).

When c ∈
{
0, 1, 2
}
, it is easily checked that there is at most one non-increasing degree
sequence of t-cone c-cyclic graph when n − t ≤ c + 2, and so we may suppose that
n− t ≥ c+ 3 in the sequel. Now we are ready to state our main results of this section.
Theorem 5.1 If c = 0 and 0 ≤ t ≤ n− 3, then Θ(Gπ, α) < Θ(Gπ′, α).
Proof. Since pi⊳pi′, we may assume that pi⊳∗pi′ by Remark 5.1. Following the notations in
Remark 5.2, and according to (4.0.1), we can conclude that d′p = dp+1, dq = d
′
q+1 ≥ t+2,
and dj = d
′
j ≥ t + 1 for j ∈
{
t + 1, t + 2, . . . , n
}
\
{
p, q
}
, where t + 1 ≤ p < q ≤ n. By
Theorem 4.1, we have Gπ ∼= Kt ∨ Tπ∗ , where Tπ∗ is the unique BFS-tree with pi
∗ as its
degree sequence. Note that NTπ∗
(
vq
)
contains exactly one vertex in the path PTπ∗
(
vp, vq
)
.
Combining this with dTπ∗ (vq) = dG(vq) − t = dq − t ≥ 2, it is easily checked that Gπ
contains a surprising vertex, and hence Θ(Gπ, α) < Θ(Gπ′, α) by Lemma 5.2. 
Theorem 5.2 If c = 1 and 0 ≤ t ≤ n− 4, then Θ(Gπ, α) < Θ(Gπ′, α).
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Proof. Since pi ⊳ pi′, we may suppose that pi ⊳∗ pi′ by Remark 5.1.
Case 1. pi satisfies (4.1.1). In this case,
pi =
(
(n− 1)(t), (t+ 2)(n−t)
)
and pi′ =
(
(n− 1)(t), t + 3, (t+ 2)(n−t−2), t + 1
)
.
So Gπ = Kt ∨ Cn−t. Since n − t ≥ 4, denote by Cn−t = w1w2w3w4 · · ·wn−tw1. If
fGπ(w2) ≥ fGπ(w3), then let H1 = Cn−t − w4w3 + w4w2 and G1 = Kt ∨ H1. It can be
seen that G1 ∈ U (pi
′, t). By Corollary 2.1, we get Θ(Gπ, α) < Θ(G1, α) ≤ Θ(Gπ′, α). If
fGπ(w2) ≤ fGπ(w3), then let H2 = Cn−t − w1w2 + w1w3 and G2 = Kt ∨ H2. Note that
G2 ∈ U (pi
′, t). Once again, Corollary 2.1 implies that Θ(Gπ, α) < Θ(G2, α) ≤ Θ(Gπ′, α).
Case 2 pi satisfies (4.1.2). In this case, by Theorem 4.2 we have Gπ ∼= Kt ∨ Uπ∗ , where
Uπ∗ is a unique BFS-unicyclic graph with pi
∗ as its degree sequence and B(Uπ∗) = C3.
Following the notations in Remark 5.2, we may suppose that V (C3) =
{
vt+1, vt+2, vt+3
}
,
d′p = dp + 1, dq = d
′
q + 1, and di = d
′
i for i ∈
{
t + 1, t + 2, . . . , n
}
\
{
p, q
}
, where
t+ 1 ≤ p < q ≤ n.
Subcase 2.1 q = t+ 2 or t+ 3. Note that d′t+1 ≥ d
′
t+2 ≥ d
′
t+3 ≥ t+ 2, as Gπ′ = Kt ∨H
′
and H ′ contains a cycle. Thus, dq = d
′
q + 1 ≥ t+3 and so dUπ∗
(
vq
)
= dq − t ≥ 3, we have
vp ∈ V (C3) and NUπ∗
(
vq
)
\ V (C3) 6= Ø. Thus, there is a vertex w ∈ NUπ∗
(
vq
)
\ V (C3)
such that w /∈ NUπ∗
(
vp
)
.
Subcase 2.2 q ≥ t + 4. Since d′q ≥ t + 1, we have dq = d
′
q + 1 ≥ t + 2, and so
dUπ∗
(
vq
)
= dq − t ≥ 2. Note that NUπ∗
(
vq
)
contains exactly one vertex in PUπ∗
(
vp, vq
)
,
and q ≥ t + 4. Therefore, there is vertex w ∈ NUπ∗
(
vq
)
\ V (PUπ∗
(
vp, vq)
)
such that
w /∈ NUπ∗
(
vp
)
∪
{
vp
}
.
For both subcases above, w is a surprising vertex of Gπ, and hence Θ(Gπ, α) <
Θ(Gπ′, α) by Lemma 5.2. 
Theorem 5.3 If c = 2, 0 ≤ t ≤ n− 5, and pi ⊳∗ pi′ except for
(
(n− 1)(t), t+ k + 3, t+ 3, (t+ 2)(n−t−k−2), (t+ 1)(k)
)
⊳
∗
(
(n− 1)(t), t+ k + 4, (t+ 2)(n−t−k−1), (t+ 1)(k)
)
,
where 1 ≤ k ≤ n− t− 5, then Θ(Gπ, α) < Θ(Gπ′, α).
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Proof. According to Proposition 4.1, we consider the following four cases.
Case 1. pi satisfies (4.2.1). In this case, pi =
(
(n− 1)(t), t+ 4, (t+ 2)(n−t−1)
)
, and
G ∼= B
(t)
π = Kt ∨ C(3, n − t − 2) by Theorem 4.3. According to Theorem 3.1 and
Lemma 3.1, we may assume that NH(vt+1) = {w1, w2, w3, w4}, {w1, w2} ⊆ V (C3), and
{w3, w4} ⊆ V (Cn−t−2), and we may suppose that fGπ(w1) = max
{
fGπ(wi) | 1 ≤ i ≤ 4
}
.
Subcase 1.1 pi′ =
(
(n− 1)(t), t+ 5, (t+ 2)(n−t−2), t+ 1
)
. Thus, n−t ≥ 6, and then there
exists a vertex x ∈ NC(3,n−t−2)(w4) \
{
vt+1, w3
}
. Let B1 = C(3, n− t− 2) + vt+1x− w4x
and G1 = Kt ∨ B1. Clearly, G1 ∈ B(pi
′, t). Since fGπ(vt+1) > fGπ(w4) by Lemma 3.1,
then by Corollary 2.1 and the choice of Gπ′ , we have Θ(Gπ, α) < Θ(G1, α) ≤ Θ(Gπ′, α).
Subcase 1.2 pi′ =
(
(n− 1)(t), t+ 4, t+ 3, (t+ 2)(n−t−2), t+ 1
)
. Note that n− t ≥ 5, and
there exists a vertex x ∈ NC(3,n−t−2)(w3)\{vt+1}. Let B2 = C(3, n−t−2)+w1w3−xw3 and
G2 = Kt∨B1. Then, G2 ∈ B(pi
′, t) and fGπ(w1) ≥ fGπ(x) by Theorem 3.1. Now, it follows
from Corollary 2.1 and the choice of Gπ′, we have Θ(Gπ, α) < Θ(G2, α) ≤ Θ(Gπ′, α).
Case 2. pi satisfies (4.2.2). In this case, pi =
(
(n− 1)(t), (t+ 3)(2), (t+ 2)(n−t−2)
)
, and
G ∼= B
(t)
π = Kt ∨ H , where H = θ(n − t − 2, 1, 2) by Theorem 4.3. By Theorem 3.1
and Lemma 3.1, we may assume that NH(vt+1) = {vt+2, w1, w2}, dH(vt+2) = 3 and
{
vt+1, vt+2, w1
}
induce a triangle in H .
Subcase 2.1 pi′ =
(
(n− 1)(t), t+ 4, (t+ 2)(n−t−1)
)
. Note that n − t ≥ 5, and then
there exists a vertex x ∈ NH(vt+2) \
{
vt+1, w1, w2
}
. Let B3 = H + vt+1x − vt+2x and
G3 = Kt ∨ B3. Clearly, G3 ∈ B(pi
′, t), and fGπ
(
vt+1
)
≥ fGπ
(
vt+2
)
by Theorem 3.1.
Subcase 2.2 pi′ =
(
(n− 1)(t), (t+ 3)(3), (t+ 2)(n−t−4), t+ 1
)
. Note that n − t ≥ 5, and
then there exists a vertex x ∈ NH(vt+2)\{vt+1, w1, w2}. Let B4 = H+ vt+2w2−vt+2x and
G4 = Kt ∨B4. It can be seen that G4 ∈ B(pi
′, t), and fGπ(w2) ≥ fGπ(x) by Theorem 3.1.
Subcase 2.3 pi′ =
(
(n− 1)(t), t+ 4, t+ 3, (t+ 2)(n−t−3), t+ 1
)
. Note that n − t ≥ 5,
and there exists a vertex x ∈ NH(w2) \ {vt+1, vt+2}. Let B5 = H + xvt+1 − xw2 and
G5 = Kt ∨ B5. Clearly, G5 ∈ B(pi
′, t), and fGπ(vt+1) > fGπ(w2) by Theorem 3.1.
For Subcases 2.1-2.3, we always have Θ(Gπ, α) < Θ(Gπ′, α) by Corollary 2.1 and the
choice of Gπ′, and so the result follows.
Case 3. pi satisfies (4.2.3). In this case, pi =
(
(n− 1)(t), t+ k + 4, (t+ 2)(n−t−k−1), (t+ 1)(k)
)
,
28
where 1 ≤ k ≤ n − t − 5. By Theorem 4.3, G ∼= B
(t)
π = Kt ∨ B
⋆, where B⋆ is the bi-
cyclic graph with n − t vertices obtained from C(3, 3) by attaching dt+1 − 4 − t paths
of almost equal lengths to the maximum degree vertex of C(3, 3). By Theorems 3.1 and
3.2, we may assume that NH(vt+1) =
{
vt+2, vt+3, vt+4, vt+5
}
, vt+2vt+3 ∈ E
(
C(3, 3)
)
and
vt+4vt+5 ∈ E
(
C(3, 3)
)
.
Subcase 3.1 pi′ =
(
(n− 1)(t), t+ k + 4, t+ 3, (t+ 2)(n−t−k−3), (t+ 1)(k+1)
)
. It is easily
checked that vt+5 ∈ NB⋆(vt+4) \
(
NB⋆(vt+2)∪ {vt+2}
)
and fGπ(vt+2) ≥ fGπ(vt+4) by Theo-
rem 3.1. Let B6 = B
⋆+vt+5vt+2−vt+5vt+4 and G6 = Kt∨B6. Clearly, G6 ∈ B(pi
′, t), and
then by Corollary 2.1 and the choice of Gπ′ , we get Θ(Gπ, α) < Θ(G6, α) ≤ Θ(Gπ′, α).
Subcase 3.2 pi′ =
(
(n− 1)(t), t+ k + 5, (t+ 2)(n−t−k−2), (t+ 1)(k+1)
)
. Thus, n− t− k −
2 ≥ 4, and then n− t− k − 1 ≥ 5. Combining this with the structure of B⋆, there exists
a vertex x /∈ V
(
C(3, 3)
)
with dB⋆(x) = 2, and further there exists a vertex y such that
y ∈ NB⋆(x) and y /∈ V
(
PB⋆(x, vt+1)
)
. Let B7 = B
⋆ + vt+1y − xy and G7 = Kt ∨ B7.
Obviously, G1 ∈ B(pi
′, t) and fGπ(vt+1) ≥ fGπ(x) by Theorem 3.1. By Corollary 2.1 and
the choice of Gπ′, we get Θ(Gπ, α) < Θ(G7, α) ≤ Θ(Gπ′, α).
Case 4. pi satisfies (4.2.4). In this case, we have G ∼= B
(t)
π = Kt ∨Bπ∗ by Theorem 4.3 ,
where Bπ∗ is the unique BFS-bicyclic graph with pi
∗ as its degree sequence and B(Bπ∗) ∼=
θ(2, 1, 2). Following the notations in Remark 5.2, we may suppose that V
(
θ(2, 1, 2)
)
=
{
vt+1, vt+2, vt+3, vt+4
}
, dθ(2,1,2)
(
vt+1
)
= dθ(2,1,2)
(
vt+2
)
= 3, d′p = dp + 1, dq = d
′
q + 1, and
di = d
′
i for i ∈
{
t+ 1, t+ 2, . . . , n
}
\
{
p, q
}
, where t+ 1 ≤ p < q ≤ n.
Subcase 4.1 q ≥ t+5. Since d′q ≥ t+1, then dq = d
′
q+1 ≥ t+2, and dBπ∗ (vq) = dq−t ≥ 2.
Note that NBπ∗ (vq) contains exactly one vertex in PBπ∗ (vp, vq), and q ≥ t+5. Hence there
is vertex w ∈ NBπ∗
(
vq
)
\ V
(
PBπ∗ (vp, vq)
)
such that w /∈ NBπ∗
(
vp
)
∪
{
vp
}
.
Subcase 4.2 q = t + 3 or q = t + 4. Notice that d′t+3 ≥ d
′
t+4 ≥ t + 2 by (4.2.4), as pi
′
is also a non-increasing degree sequence of t-cone bicyclic graph. Then, dq = d
′
q + 1 ≥
t + 3. Bearing in mind that dBπ∗ (vq) = dq − t ≥ 3, we have vp ∈ V
(
θ(2, 1, 2)
)
and
NBπ∗
(
vq
)
\ V
(
θ(2, 1, 2)
)
6= Ø. So there exists a vertex w ∈ NBπ∗
(
vq
)
\ V
(
θ(2, 1, 2)
)
such
that w /∈ NBπ∗
(
vp
)
∪
{
vp
}
.
Subcase 4.3 q = t + 2. Then p = t + 1. According to (4.2.4), we have dt+2 − t ≥ 3. If
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dt+2 = t+ 3, then d
′
t+2 = t + 2, and so it follows from (4.2.3) and (4.2.4) that
pi′ =
(
(n− 1)(t), t+ k + 4, (t+ 2)(n−t−k−1), (t+ 1)(k)
)
, and
pi =
(
(n− 1)(t), t+ k + 3, t+ 3, (t+ 2)(n−t−k−2), (t+ 1)(k)
)
,
where 1 ≤ k ≤ n− t− 5, contrary with the condition. Otherwise, dt+2 ≥ t+4, and hence
there exists a vertex w ∈ NBπ∗ (vt+2) \
(
NBπ∗ (vt+1) ∪
{
vt+1
})
.
For all subcases above, w is a surprising vertex of Gπ, and by Lemma 5.2 we have
Θ(Gπ, α) < Θ(Gπ′ , α), as desired. 
At the end of this section, we would like to point out that in Remark 3.2.2 of [12], the
condition pi ⊳∗ pi′ should be added.
6 Concluding Remark
As a supplement of [16], by taking t = 1 and α ∈
{
0, 1
}
in Theorems 4.1 and 4.2, we
have the following Corollary 6.1. Besides, the following Corollary 6.2 can be obtained
from Theorems 5.1 and 5.2 by taking t = 1 and α ∈
{
0, 1
}
, which are the main results
of [16].
Corollary 6.1 Let pi be a non-increasing degree sequence of single-cone c-cyclic graph.
(i) If c = 0, then T
(1)
π is the unique ρ-maximal and the unique µ-maximal graph in the
class of single-cone trees with pi as its degree sequence.
(ii) If c = 1, then U
(1)
π is the unique ρ-maximal and the unique µ-maximal graph in
the class of single-cone unicyclic graphs with pi as its degree sequence.
Corollary 6.2 [16] Let G and G′ be the ρ-maximal
(
resp., µ-maximal
)
graphs in the
classes of single-cone c-cyclic graphs with degree sequences pi and pi′, respectively. If pi⊳pi′
and c ∈
{
0, 1
}
, then ρ(G) < ρ(G′)
(
resp., µ(G) < µ(G′)
)
.
Moreover, by taking t = 0 and α ∈
{
0, 1
}
in Theorems 4.1, 4.2, 4.3, 5.1 and 5.2, we
can deduce the main results of [1, 2, 6, 11, 15, 18, 19] as follows:
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Corollary 6.3 [1,2,6,15,18,19] Let pi be a non-increasing degree sequence of tree (resp.
unicyclic graph, bicyclic graph). Then T
(0)
π
(
resp., U
(0)
π , B
(0)
π
)
is the unique ρ-maximal and
the unique µ-maximal graph in the class of trees
(
resp., unicyclic graphs, bicyclic graphs
)
with pi as its degree sequence.
Corollary 6.4 [2, 11, 18, 19] Let G and G′ be the ρ-maximal
(
resp., µ-maximal
)
graphs
in the classes of c-cyclic graphs with degree sequences pi and pi′, respectively. If pi⊳pi′ and
c ∈
{
0, 1
}
, then ρ(G) < ρ(G′)
(
resp., µ(G) < µ(G′)
)
.
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