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Abstract— The problem of optimally transferring a linear
dynamical system between affine varieties arises in a number
of applications such as path planning and robot coordination.
In this paper, this problem, as well as generalizations to
switched linear systems, is solved in the context of minimum
energy control. In particular, we present a novel algorithmfor
obtaining the globally optimal solution through a combination
of Hilbert space methods and dynamic programming. As a
driving application, the problem of leader-based multi-agent
coordination is considered, and we show how our proposed
algorithm can be used for optimal coordination purposes.
I. I NTRODUCTION
This paper focuses on the problem of controlling a net-
work of interacting mobile robots in a coordinated fashion.
In particular, we consider heterogeneous networks, parti-
tioned into leader and follower agents. The idea is that the
followers execute a relatively simple, decentralized control
program, designed with the explicit purpose of keeping the
team together. At the same time, the leaders are assumed
to have access to global information and their movements
are to be defined in such a way as to take an overall
performance objective into account.
By partitioning the network into followers and leaders,
a balance is struck between information flow management
and task completion. Such heterogeneous networks were
first introduced in [1], [2], through a study of so-called
anchor node networks. Following this, a number of issues
concerned withleader-follower networkshave been cov-
ered. For instance, controllability was discussed in [3], [4
and the problem of transferring the network between quasi-
static equilibrium points was the topic of [5]. The problem
of boundary value control was the concern in [6], and in
this paper we focus on the issue of optimal control.
The particular example scenario under consideration in
this paper is that ofrepeated redeployment, in which the
overall mission is specified through a collection of way-
points. These waypoints are moreover defined as pairs of
interpolation times and subformations, characterizing the
desired positions of a subset of the agents at the particular
interpolation times. The interpretation here is that additional
degrees of control freedom is obtained from the fact that
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the remaining agents are unconstrained at the interpolation
times.
If we let the local interactions, defining the followers’
motions, be linear, the resulting problem is that of optimal
transfer of a linear system between multiple affine varieties.
In fact, this problem will be solved using a combination
of Hilbert’s projection theorem and dynamic programming,
and the outline of this paper is as follows: In Section II,
we formulate the problem under consideration as well as
give an overview over the graph-based coordination control
mechanisms needed for its formulation. For the sake of
readability, we defer the derivation of the general solution o
Sections IV and V, and give the solution to the formation
control problem in Section III. Subsequently, Section IV
recalls the problem of driving a linear system between
boundary points as a minimum norm problem in Hilbert
spaces, and a dynamic programming algorithm is given in
Section V for stitching together multiple such solutions
in order to move between multiple affine varieties in an
optimal fashion.
II. L EADER-BASED MULTI -AGENT COORDINATION
ConsiderN mobile robots, each of which is given by a
point in Rn. We will assume that the dynamics associated
with each agent is given bẏxi = ui, i = 1, . . . , N ,
which means that, along each dimension, the dynamics can
be decoupled. Hence, we can, without loss of generality,
consider each dimension independently. In other words, let
xi ∈ R, i = 1, . . . , N , be the position of theith agent, and
x = (x1, x2, . . . , xN )
T be the aggregated state vector. A
widely adopted distributed control strategy for such system




(xi − xj), (1)
where j ∈ N(i) means that there is a connection (i.e. a
communication link) between agentsi andj.
Throughout this paper we will assume that the network
topology is static, i.e. thatN(i) does not vary over time.
In fact, the consensus equation in Equation 1 has been
thoroughly studied for static as well as dynamic networks.
A representative sample of some of the highlights in this
area of research can be found in [7], [8], [9], [10], [11],
[12], [13], [14], [15].
Now, algebraic graph theory (see for example [16]) pro-
vides us with the tools for analyzing such control strategies:
A graph G = (V, E) consists of a set of nodesV =
{v1, v2, . . . , vN}, which corresponds to the different agents,
and a set of edgesE ⊂ V × V , which relates to a set
of unordered pairs of agents. A connection exists between
agenti andj if and only if (vi, vj) = (vj , vi) ∈ E, and the
interpretation here is that(vi, vj) ∈ E if and only if agentsi
andj have established a communication link between them.
Furthermore the decentralized control law in Equation 1
can be written as
ẋ = −L(G)x, (2)
whereL(G) is the graph Laplacian for the graphG, given
by L(G) = D(G)−A(G), whereD(G) is the degree matrix,
andA(G) is the adjacency matrix associated withG.
The leader-follower structure of the heterogeneous net-
work is obtained by partitioning the nodes (agents) into
leaders and followers respectively. We will assume that this
partitioning is done by assuming that the firstNf < N
robots are followers and the remainingNl = N−Nf robots
are leaders, i.e.x = (xTf x
T
l )
T , wherexf ∈ RNf are the
followers’ positions andxl ∈ RNl are the leaders’ positions.







whereLf ∈ RNf×Nf , Ll ∈ RNl×Nl , and lfl ∈ RNf×Nl .
Assuming that we can control the velocities of the leader












or ẋ = Ax + Bu.
What we want to do is drive this system through a collec-
tion of waypoints defined as pairs of interpolation times and
corresponding desired positions for particular subsets ofhe
agents. This task can be described through a collection of
specific affine varieties (defined at the interpolation times)
as
Gix(Ti) = di, i = 0, . . . , q, (4)
where theq is the total number of waypoints, theTi’s are
the interpolation times, and where, for alli, Gi has full
rank, rank(Gi) ≤ n, and di ∈ Rrank(Gi). (For example,
in three dimensions{x : Gix = di} represents a plane
if rank(Gi) = 1, a line if rank(Gi) = 2, or a point if
rank(Gi) = 3.)
We want to achieve this repeated transfer between affine
varieties while minimizing the control energy expended, i.e.





Note that we, under the problem formulation in this paper,
allow for edges to appear and/or disappear at the interpo-
lation times as long as the graph stays connected. Such
changes correspond to changes in the dynamics (different
A andB matrices), which calls for a hybrid, optimal control
approach, which will be the consideration of Sections IV
and Section V. However, before we go ahead and solve the
general affine variety transfer problem, we will present the
solution to an example multi-agent problem, which is the
topic of the next section.
III. SOLUTION FOR AN EXAMPLE FORMATION
As an example, consider the situation in which the planar
agents interact through a network topology encoded through




Fig. 1. A multi-agent network is shown, where agentv4 is the sole leader.
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If we now let x = (x1 x2 x3 x4)T be the agent positions
in the x direction and y = (y1 y2 y3 y4)T be the
agent positions in they direction, we obtain the following
completely controllable dynamical systems along the two
dimensions
ẋ = −Lx + e4u, ẏ = −Ly + e4v,
wheree4 is the unit vector with a 1 in the fourth position,
and whereu, v are the scalar control inputs.
Now, the particular repeated redeployment task that we
consider is as follows: Given initial positions for all the
agentsx(T0) = x0 and y(T0) = y0, we want to drive the
system in such a way that the followers interpolate specific
positions at specific times, i.e.xf (Ti) = xfi andyf (Ti) =
yfi, i = 1, . . . , q. Since the leader position is unconstrained,
we obtain a problem involving affine varieties, and since
both the dynamics and the affine varieties are decoupled
along the two dimension, we can solve the problem along
each dimension independently. In fact, in Figure 2, the
optimal solution is given for the minimum energy problem
in which all the four agents start ”close to”(xi, yi)T ≈
(0, 50)T , i = 1, . . . , 4, at timet = 0. The leader then moves
the followers close to(xi, yi)T ≈ (0, 0)T , i = 1, 2, 3, at
t = 5 in an optimal fashion, and finally drives them to
(xi, yi) ≈ (50, 0)T , i = 1, 2, 3, at time t = 10. Figure 2
shows this optimal coordinated maneuver.
IV. OPTIMAL TRANSFERBETWEEN AFFINE VARIETIES
Even though the main goal of the following sections is to
derive an algorithm for transferring the state of a dynamical
system between affine varieties, we will start by recalling
the solution to the point to point transfer problem.











Fig. 2. Starting at a formation close to(0 50)T at timet = 0 the leader
(thick curve) maneuvers the followers to the new positions clo e to(0 0)T
at t = 5 and close to(50 0)T at t = 10. This is done while expending
the smallest possible control energy.
A. Optimal Point to Point Transfer
The point to point transfer problem involves driving
a linear system of differential equations between given
boundary states, i.e.
{
ẋ = Ax + Bu
x(T0) = x0, x(T1) = x1,
whereu ∈ Rm is the control signal,x ∈ Rn the state vector,
A ∈ Rn×n, andB ∈ Rn×m.
The point to point transfer should be done in such a
way that a cost functional is minimized with respect to the






which can be interpreted as the energy of the control signal.
The two point boundary value problem can be rewritten






Although the point to point transfer problem can be
solved in a number of ways, we will view it as a minimum-
norm problem in an infinite dimensional Hilbert-space (e.g.
[17]). This approach is not new (for example, see [18] and
[17]), but we choose to include this construction in order
to highlight and derive tools that will be of use in later
sections.
Let H be the Hilbert space ofm dimensional vectors
















under the condition that
Lu = d.
Observe that this problem only has a solution ifd ∈
Im(L). Let us assume this is in fact the case. ThenLu = d
is an affine variety, i.e. a translated linear subspace inH ,
and the Projection theorem guarantees the existence of a
unique minimizeru∗. (For an accessible treatment of this
subject, see [17].) Furthermore, we also know thatu∗ ⊥
ker(L).
Let L∗ : Rn → H be the adjoint ofL, i.e. 〈a, Lu〉Rn =
〈L∗a, u〉H for any a ∈ Rn and anyu ∈ H . We then
have the following fundamental relation betweenL∗ and
L Im(L∗) = (ker(L))⊥. And, sinceu∗ ∈ (ker(L))⊥, we









By assuming that the system is completely controllable,
and using the well-known expressions forL∗ and M , we
finally get
u∗(t) = BT eA
T (T1−t)M−1(x1 − e
A(T1−T0)x0)
and
J(u∗) = (x1 − e
A(T1−T0)x0)
T M−1(x1 − e
A(T1−T0)x0).
V. OPTIMAL TRANSFERBETWEEN MULTIPLE AFFINE
VARIETIES
The goal is to drive the system in such a way that the
solution lies on specific affine varieties at given times, as
illustrated in Figure 3. The dynamics of the system may









Fig. 3. Transfer between q+1 affine varieties.
ẋ(t) = A1x(t) + B1u(t) ẋ(t) = A2x(t) + B2u(t) ẋ(t) = Aqx(t) + Bqu(t)
tT0 T1 Tq−1 TqT2
Fig. 4. System of q+1 affine varieties together with a switched linear
system.
Again, as in the point to point transfer, we want to
minimize the energy of the control signal. And, if we denote







ẋ = Aix + Biu for t ∈ (Ti−1, Ti), i = 1, . . . , q
x(Ti) ∈ Si, i = 0, . . . , q.
A. Dynamic Programming
Now, we will use the solution to the optimal point to
point transfer problem to formulate a dynamical program-
ming problem from which we can solve for the optimal
intersection points on the affine varieties.
Dynamic programming divides the problem into stages
with a decision required at each stage. Every stage has
a state associated with it. In our case the stages are
represented by the times we are supposed to be on an affine
variety, and the state is the state vector at this time. From
the point to point problem, we know that given the state at
a stage there is a unique path of minimum cost that takes
the system to a specific point at the succeeding stage. So
the decision to be made at each stage is where on the affine
variety at the succeeding stage we want to end up, given
the state we are in at the current stage.
Let ci(a, b) be the cost of going from a statea in stage
i − 1 to a stateb in stagei, and letfi(a) be the minimum
cost of going to the affine variety at the final stage, via the
intermediate affine varieties, when starting at statea in stage
i, as illustrated in Figure 5. Letxi = x(Ti) for 0 ≤ i ≤ q,
we then have the following Bellman recursion:
fi−1(xi−1) = min
xi∈Si
(ci(xi−1, xi) + fi(xi)), 0 < i ≤ q.
t
Stage 0 Stage 1 Stage 2 Stage q-1 Stage q
State x0 State x1 State x2 State xq−1 State xq




Fig. 5. Transfer costs in the dynamic programming algorithm.




Using the cost from the point to point problem gives us
ci(a, b) = (b − e
Ai∆Tia)T M−1i (b − e
−Ai∆Tia),
where ∆Ti = Ti − Ti−1 and Mi is the controllability
Grammian associated with the pair(Ai, Bi).
We will assume that the systems are completely control-
lable. ThusMi is a symmetric, positive definite matrix and
so is the inverseM−1i . Let us denoteM
−1
i by Qi. Then
ci(a, b) = (b−e
Ai∆Tia)T Qi(b−e
Ai∆Tia) = ‖b−eAi∆Tia‖2Qi .
B. Main Result
Since stageq is the final stagefq(a) = 0, ∀a ∈ Rn.
With this as the starting condition we can work our way
backwards using the Bellman recursion until we get an
expression forf0(x0). We then minimizef0(x0) to get
the minimizerx∗0. By this time we will know the relation
betweenx∗0 and the remaining optimal points on the affine
varieties. Once all the optimal points on the affine varieties
have been determined, all we need to do is to compute a
sequence of point to point transfers:
fq−1(xq−1) = min
xq∈Sq







Now, define the finite dimensional Hilbert spaceHq =
R
n with inner product
〈x, y〉Hq = 〈x, y〉Qq = x
T Qqy
for x, y ∈ Hq. SinceSq defines an affine variety
V dqq = {x ∈ Hq : Gqx = dq}
in Hq what we want is to findxq ∈ V
dq
q closest topq =









According to Hilbert’s projection theorem [17] this prob-






as seen in Figure 6, whereV 0⊥q = {x : 〈x, y〉Hq =
xT Qqy = 0 ∀ y ∈ V 0q } is the orthogonal complement of
the linear subspaceV 0q = {x ∈ Hq : Gqx = 0}. And, since
Im(GTq ) = Ker(Gq)
⊥, we have
V 0⊥q = {x ∈ Hq : ∃λ ∈ R




V 0⊥q + pq
pq
V dqq ∩ (V
0⊥
q + pq)
Fig. 6. The process of finding the point inV
dq
q closest topq ∈ Hq .
Now, since the optimal solution is given byx∗q = V
dq
q ∩
(V 0⊥q + pq), this results in the following linear system of
































Since the system has a unique solution according to
the projection theorem,P−1q exists. Denote the upper left
n × n matrix of P−1q by (P
−1
q )11 and the upper right














Claim: x∗k can be written as an affine function ofxk−1
i.e. x∗k = Hkxk−1 − hk, 0 < k ≤ q.
We have already seen that this is true fork = q. Let us
have a look at an arbitraryk, 0 < k < q.
Assume that the claim holds for alli, k < i ≤ q.
fk−1(xk−1) = min
xk∈Sk
(ck(xk−1, xk) + fk(xk)),



































k+1 hk+1 + p
(j−1)
k+1 , j = 2 . . . q − k.
Define the finite dimensional Hilbert spaceHk = Rn ⊕
. . . ⊕ Rn with inner product





for x = (x, x(1), . . . , x(q−k)), y = (y, y(1), . . . , y(q−k)) ∈
Hk. Define the affine varietyV
dk
k as


















So the problem is to findxk = (xk, x
(1)
k , . . . , x
(q−k)
k ) ∈
V dkk closest topk = (pk, p
(1)
k , . . . , p
(q−k)
k ) ∈ Hq. Again,





pk), whereV 0⊥k is the orthogonal complement to the linear
subspaceV 0k given by
{x ∈ Hk : Gkx = 0, F
(1)
k x




with V 0⊥k given by






(j−k) = GTk λ}.









































































k ) = G
T
k λk

































Let (P−1k )11 be the upper leftn× n matrix of P
−1
k and
























So, if the claim holds for alli such thatk < i ≤ q the
claim holds fork. Since the claim holds fork = q, by
induction, the claim holds for allk, 0 < k ≤ q.
Now we know how to computef0(x0) so all that remains
































1 h1 + p
(j−1)
1 , j = 2 . . . q
Define the finite dimensional Hilbert spaceH0 = Rn ⊕






for x = (x(1), . . . , x(q)), y = (y(1), . . . , y(q)) ∈ H0.
Define the affine variety
V d00 = {x ∈ H0 : G0x = d0, F
(1)
0 x




(q) = x, for somex ∈ Rn}.











i.e. find x0 = (x
(1)
0 , . . . , x
(q)
0 ) ∈ V
d0
0 closest top0 =
(p
(1)
0 , . . . , p
(q)
0 ) ∈ H0. Again, there exists a unique optimal
solution x∗0 ∈ H0 but x
∗
0 may not be uniquely defined
by x∗0. In fact x
∗
0 is uniquely defined if and only if
Ker(G0) ∩ Ker(F
(1)
0 ) ∩ . . . ∩ Ker(F
(q)
0 )) = {0}.
Using the definition of orthogonality inH0 and the fact
that Im(GT0 ) = Ker(G0)
⊥, we get







(j) = GT0 λ}.
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As mentioned earlier the solution to this system may not
be unique. However if we only need to find one solution
we can use the Moore-Penrose inverse to get the solution
of minimum norm.
VI. CONCLUSIONS
To summarize: We have obtained an algorithm that solves
the problem of optimal transfer between multiple affine
varieties. This algorithm is based on dynamic programming
and minimum norm optimization in nested Hilbert spaces.
And, the multi-agent coordination problem considered in
Section II is solved in Figure 2 using this algorithm for
computing the optimal leader maneuver.
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