Test-retest data can reflect systematic changes over varying intervals of time in a "time-lag" design. This article shows how latent growth models with planned incomplete data can be used to separate psychometric components of developmental interest, including internal consistency reliability, test-practice effects, factor stability, factor growth, and state fluctuation. Practical analyses are proposed using a structural equation model for longitudinal data on multiple groups with different test-retest intervals. This approach is illustrated using 2 sets of data collected from students measured on the Woodcock-Johnson-Revised Memory and Reading scales. The results show how alternative time-lag models can be fitted and interpreted with univariate, bivariate, and multivariate data. Benefits, limitations, and extensions of this structural time-lag approach are discussed.
retest design, participants are measured on a battery of tests and then, at some specific interval of time, the same participants are measured again on the same tests. Test-retest data are often collected over short periods of time to examine the test-retest reliability of a test or a battery of tests (e.g., Stanley, 1971) . When data have been collected over longer intervals of time, the stability of the trait is highlighted and the terms longitudinal and panel analyses are used (e.g., see Nesselroade & Baltes, 1979) .
Researchers interested in the reliability or stability of a psychological attribute often report a test-retest correlation for a specific test. This correlation can be informative under certain traditional assumptions about the test and the persons under study. But this correlation can be misleading when these persons change in a nonrandom or systematic way during the interval of time between test and retest. Tests measuring traits that change over time will demonstrate lowered test-retest correlations. These effects on the correlation can come as a result of the short-term impacts of practice and retention or from longer term impacts of growth or maturation. In these cases, the results from test-retest studies confound concepts of trait stability with test reliability, and the quality usefulness of the tests may be compromised. These issues are well known in psychometric theory (e.g., Anastasi, 1954; Cattell, 1957; Gulliksen, 1950; Nunnally, 1978; Traub, 1994) , but few studies have overcome these fundamental test-retest problems.
A great deal of research has demonstrated how it is possible, even advantageous in some cases, to estimate some developmental within-person variation from complete longitudinal information (e.g., see Nesselroade & Baltes, 1979) . These growth models work best when large numbers of participants are measured at many occasions on many variables, but this kind of data collection is often not possible (Cohen, 1991) . Thus, various alternative models have been used to analyze incomplete longitudinal convergence or cohort-sequential data (Bell, 1953; Schaie, 403 1965) and some of these have used new techniques in linear structural equation modeling (SEM) techniques (e.g., Aber & McArdle, 1991; Anderson, 1993; Horn & McArdle, 1980; McArdle & Anderson, 1990; McArdle & Hamagami, 1992) . These structural models provide some consideration for data that differ in interval of time between repeated testings-here called the "time-lag." The main purpose of this article is to illustrate this time-lag methodology and show how it can be used to enhance the usefulness of the traditional test-retest design.
This article is organized into several sections. First, we present a brief introduction on components of change with test-retest data. Second, a time-lag design is introduced and illustrated with two samples of time-lag data: (a) a short-term univariate study of memory, and (b) a longer term multivariate study of memory and reading. Third, we introduce a latent growth model and show how it can be used to examine changes over time-lags. Fourth, we discuss model estimation to illustrate how and why these longitudinal models can be fitted using only two occasions of measurement on each person in a planned incomplete data design. Univariate structural results for both data sets are based on using standard SEM computer programs (e.g., LISREL, MX). For clarity, only key technical issues are discussed and technical notes are presented in the Appendix. We then expand the time-lag model to include a multivariate organization of growth and change, and we present some multivariate results from the second data set. Finally, we discuss some benefits, limitations, and extensions of this time-lag methodology.
Internal Consistency and Stability
Basic psychometric concepts of reliability are often formulated from studies with "split-half or "parallel forms" (see Gullikson, 1950; Nunnally, 1978; Stanley, 1971) . In these classical test theory models, it is assumed that the observation of a participant's test performance (here termed Y) reflects an underlying construct. This construct may be termed either a trait or a true score or a common factor (termed F). We also assume that any test score includes some error of measurement (termed £), and these errors are typically assumed to be independent of the true scores. More recent work in item response theory modeling (IRT) also retains many of these traditional assumptions (e.g., Reise, Widaman, & Pugh, 1993; cf. Vinsonhaler & Meredith, 1966 ).
An illustration of a true-score model for two alternative forms is presented in the first path diagram of Figure 1A . In this path diagram, squares are used to represent observed or measured variables (Y a and Y b ); circles are used to represent unobserved or theoretical variables (e.g., E a , E b , and F); one-headed arrows are used to represent regression coefficients (e.g., F <-Y a is fixed at a value of 1); and two-headed arrows are used to represent estimated correlation or variance terms (e.g., F <-> F = Vf>. More details on these kinds of path diagrams are given by McArdle and Boker (1990) .
These path diagrams can be used to illustrate many classical test theory results (see Traub, 1994) . For example, the variance of the observed score (V y ) may be calculated as the sum of the variance of the trait (V f ) plus the variance due to error (V e ) . In this simple model the ratio of the variance due to the trait (V f ) compared with the total variance of the observed test performance (V y ) can be written as a standardized variance component or ratio (Vf = V f /V^. Under these assumptions, the expected variance component Vf is identical to the observed correlation between measures (R aib ) for split-half, alternative form, or parallel form data. This coincides closely with one common definition of the internal-consistency reliability ratio (R ic ) , and this definition is often used as a primary index of the quality and usefulness of a test.
Stability and Change
The same measure may be observed on more than one occasion. In Figure IB the time of measurement is indexed within brackets (y [l] and Y[2] ). In this test-retest model, we include the covariance over time (C y [! 2 j) between the two factor scores, and this allows us to consider additional sources of variance in tests and traits. For instance, we may be interested in the factor-stability-the degree to which the common factor scores F remain the same over time. If we assume that the observed variances are equal over time, then the observed correlation over time (/f^i^i) is a direct index of factor stability. In this case, the factorstability ratio and the internal-consistency ratio can be calculated using similar formulae (i.e., R ab = /? y[1 , 2 ] = Vf). However, these simple model assumptions might not hold, so the size of the factor stability is not necessarily an index of test quality. In more general terms, factor stability is a characteristic of development and change (Burr & Nesselroade, 1990; McCall, Appelbaum, & Hogarty, 1973; Nesselroade, 1983; Wohlwill, 1973) .
There are a variety of practical cases where the factor stability can provide different information from the internal-consistency reliability. When occasions are spaced at shorter lengths of time we often expect a test-practice or test-retention effect (see Horn, 1972; Hundal & Horn, 1977; Jones, 1962; Nunnally, 1978, pp. 233-234; Woodworth, 1938, pp. 50-68) . In some cases, a practice effect may be conceived of as an independent source of individual differences that only impacts observed scores after the first occasion of measurement.
The path diagram of Figure 1C shows a model that looks like Figure 1A with an additional latent variable P. This additional influence can increase (or decrease) the variance of the test at a second occasion (by the variance labeled V p ). If this is a practice effect, or virtually any additional source of variance, the observed test-retest correlation (R y[1 jj) will not equal the standardized factor stability (Vf). To clarify this distinction, we need some practical way to separate the factor stability from the test practice-retention variance. We also want to account for any increases or decreases in the mean score as a result of practice or retention of the specific test material. These basic issues are raised again in analyses presented later.
More Complex Growth and Change Components
These theoretical conceptions can be expanded on in a number of ways. If we measure individuals over a long enough period of time we may find individual differences in the growth or maturation in a trait. Cattell (1957, pp. 343-344) used the terms trait changes and function fluctuation to indicate nonrandom and systematic changes in the factor scores over time. We use the term factor growth in a similar way here (after Horn, 1972; McArdle & Hamagami, 1992; Nesselroade & Bakes, 1979) . Figure ID is an illustration of one kind of alternative model for test-retest studies. This model includes a factor score at a first occasion (F[l] ) and a score on the same factor at the second occasion (F[2] ). We have included a regression arrow with a unit value between the two factor scores, and this leads to a latent difference score (AF n ) that is possibly correlated with the initial factor score (i.e., in algebraic , McArdle & Nesselroade, 1994) .
This model leads to a set of expectations about the observed scores over time and can be used to organize and test hypotheses about change in the true-scores.
Recent controversies about the "reliability of change scores" can also be formalized using this kind of model (e.g., Burr & Nesselroade, 1990; Rogosa & Willett, 1985; Willett, 1988) . In more advanced models these developmental concepts can be related to systematic changes in the observed group means over time (as in Meredith & Tisak, 1990; McArdle & Hamagami, 1992 , 1996 .
Even more complex differences between reliability and stability are based on the need to account for psychological states. The most obvious state concepts in mental test performance include temporary fatigue, anxiety, and impulsivity, although other constructs may be involved as well (Cattell, 1957, pps. 349, 639-640, 683) . The influences of psychological states on psychological performances are often defined as transitory or temporary features of behavior (e.g., Nesselroade & Bartsch, 1977; cf. Steyer, 1989; Steyer, Schwenkmezger, & Auer, 1990) . These influences may vary in a systematic way across different variables within a specific time of measurement but also vary between times of measurement. In a multivariate model, we may consider the common state as a characteristic of a common factor that only occurs within a specific time point. Cattell (1957 Cattell ( , 1964 used the term state fluctuation to deal with these components, and he suggested some unique ways to calculate state variance from empirical data. We explore these issues in more detail later.
Adding Time-Lags to

Test-Retest Measurement
The developmental concepts raised above are difficult to examine, even when multiple-occasion longitudinal data are collected. To add to these problems, longitudinal data are among the most difficult data to collect. Unintended retesting effects can occur over short periods of time, and unintended attrition of participants can occur over longer periods of time (see Cohen, 1991; Nesselroade & Baltes, 1979 (G) and an effect of practice-retention (P) both lead to increases in the means and variances at a second time point, so there is no easy way to separate such components (e.g., Jones, 1962) . This kind of confounding also occurs with three or more time points as well (see Heise, 1969) .
It is possible to improve the usefulness of two time points of measurement if we consider variation in the time-lag between tests. That is, previous research has shown how some developmental concepts can be examined if we consider issues related to time between measurements. Some time-lag models were illustrated by Thorndike (1931) in a study of repeated IQ measurements taken at different lengths of time delays.
Thorndike fitted a relatively sophisticated regression model to these data-z-transformed correlations were the dependent variable and the time-lag between tests was the independent variable-so he could estimate the intercept of this regression model as the "instantaneous reliability" (the intercept) and the "change in reliability" (the slope) due to the time delay (also see Hartigan & Wigdor, 1989) . In another more complex model, Vinsonhaler & Meredith (1966) developed an item response model that allowed for systematic change due to practice effects in repeated testings.
Only a few researchers have studied time-lags in the context of a designed experiment (e.g., Schlesselman, 1973; Woodworth, 1938) . The broad theme of using some features of time-lags in modeling analyses is adapted and extended in the rest of this paper.
Structural Equation Modeling of
Test-Retest Data
The models to be used here reflect a mixture of traditional logic in reliability and change analysis. SEM techniques have been used for several decades to estimate reliability and stability from longitudinal data, especially using three or more points in time (e.g., Blok & Saris, 1983; Werts, Breland, Grandy & Rock, 1980; Heise, 1969; Hertzog & Nesselroade, 1987; Joreskog & Sorbom, 1979; McDonald, 1980 McDonald, , 1985 Raffalovich & Bohmstedt, 1987; Steyer, 1989) .
More recently, these SEMs have been used to examine growth and maturation in longitudinal data (e.g., Bergmann, 1993; McArdle, 1988; McArdle & Aber, 1990; McArdle & Epstein, 1987; McArdle & Nesselroade, 1994; Meredith, 1991; Meredith & Tisak, 1990 ). These new longitudinal structural analyses offer more flexible features for structured variation over time and models for mean changes using the same developmental functions, and allow the addition of psychometric measurement model parameters.
In a broader sense, the resulting longitudinal models are similar to classical variance components models of generalizability theory (e.g., Cronbach, Gleser, Nanda, & Rajaratnam, 1972; Shavelson & Webb, 1991; Whitman, 1988) . In several ways, these models also resemble a multilevel or hierarchical modeling approach to longitudinal data analysis (e.g., Bryk & Raudenbush, 1993; McArdle & Hamagami, 1996) .
The concepts of planned incomplete data appear in many other research designs, including analysis of variance (ANOVA) and multidimensional scaling (MDS; for review, see McArdle, 1994) . Building on this prior work, we now further develop models that can use the time-lag between two measurements of the same tests.
Time-Lag Data
Planning Time-Lags in Test-Retest Measurement
The models examined here are based on repeated measurements collected over a variety of time-lags.
The layout of Figure 2 presents one potentially useful plan for test-retest measurement.
This layout mimics the traditional test-retest data with one key exception-in this model the time between the test and retest is defined by time-lag /, and this time-lag is not the same for each group studied.
Each column defines an independent group based on the variables we do collect (the observed squares) and the variables we do not collect (the unobserved circles). By convention, a zero time-lag (t = 0) is used to indicate the initial time of measurement. Included in a first group (column 1) are persons measured only at t -0 and t = 1. For this group, we assume variables at time t > 1 are not measured again and we treat these occasions as latent variables. In the second group (column 2) we include persons measured only at t = 0 and t = 2. Here the time-lag of t = 2 indicates some predefined interval of time (e.g., measurements at time t -1 or at t > 2. The overall pattern of incomplete data shown here yields 7 independent groups, with the seventh group also measured twice, but at t = 0 and t = 7.
This planned time-lag layout of Figure 2 requires each participant to be measured at two occasions with a defined time-lag between tests. Where possible, we can accumulate the individuals into "timelag groups" on the basis of a common unit(s) of time.
The aggregation of persons into groups is not a formal necessity, and it requires several extra statistical assumptions (e.g., homogeneity of the persons, homogeneity of time-lag, etc.). This kind of aggregation will be used here mainly because it leads to convenient statistical displays and standard analyses.
We initially assume that there is no relationship between the scores at the first occasion (¥[0] ) and the time-lag t chosen for each participant or group. This is a reasonable assumption when the time-lag between testings can be randomly assigned by the investigator and not selected by the participants. As it turns out, randomization to groups can be tested and may even be relaxed in more complex models. More flexible definitions of the time-lags can be based on substantive interest (e.g., 1 day, 1 month, etc.), equal intervals are not required, and more complex incomplete data collection plans can be effective (see Schlesselman, 1973; McArdle, 1994; McArdle & Hamagami, 1992 , 1996 .
Study 1: A Univariate Example of Daily Time-Lag Data
As a first illustration of a time-lag design we present data from a short-time test-retest study of the Woodcock-Johnson Psycho-Educational BatteryRevised (WJ-R; Woodcock & Johnson, 1989; McGrew, Werder, & Woodcock, 1991; see Appendix A) .
In this first study, 1,364 participants aged 5 to 19 were selected from the WJ-R standardization sample and participated in a short-term test-retest study of the WJ-R Memory-for-Names (MEMNAM) task. Scores on the first occasion were based on the number of "novel name-picture associations" held in memory at several points in the task. The retest occurred at a random selected time between 1 and 8 days later (with an average lag of about 3 days). At this second occasion these participants were asked to recall the picture associated with given names.
In theory, these data should show a pattern of change over time reflecting greater losses of memory with longer time delays. A univariate model will be developed in later sections to formally examine these ideas, and these models will be based on the time-lag data presented in Table 1 and Figure 3 .
The top of Table 1 is a list of summary statistics for MEMNAM at two occasions. After adjusting these scores for the wide range of age differences (ages 5-19; see Appendix A) the means are centered at 0 (0.1 ± 12.6) at the first occasion, decline about 10 points (-9.9 ± 12.6) by the second occasion, and the overall (i.e., within age) test-retest correlation is Ryii2\ = -637. These summary statistics are listed separately for the eight independent groups defined by the daily time-lag between tests. For each retest group, this list includes the sample size, the observed age-adjusted means, standard deviations, and testretest correlations. Among many fluctuations, the means decrease, the deviations increase and decrease and the correlations are relatively high. The expected values listed in the bottom of Table 1 are the numerical results from a structural model and these will be discussed later.
In Figure 3 we present plots of the changes in these statistics over time for each variable. Figure 3A is a Because of the random assignment, the initial t = 0 means (and deviations) should be statistically similar for all groups, but a smaller mean for Group 6 is apparent. Figure 3B is a plot of the mean difference between the two occasions within each time-lag group (Myifj -M y [o] for t = 1 to 8 groups). These mean differences are somewhat erratic but there are steady decreases over time. Figure 3C is a similar plot except here we depict the decreasing then increasing differences over time in the standard deviations (£* v [,j - Figure 3D is a plot of the observed test-retest correlation over time (R v^0 ,j). These correlations decrease with an increasing time-lag except for the slightly higher correlation at Day 4 (for N = 80 with no outliers). These plots do not now include confidence boundaries for the wide range of sample sizes (ranging from N = 525 at t -2 to only N = 24 at t = 8), but these will be estimated in later models.
Study 2: A Multivariate Example of Monthly Time-Lag Data
A different organization of time-lag data were collected in a longer term retest study of the WJ-R (see McGrew et al., 1991;  Horn, 1972 Horn, , 1988 McGrew et al., 1991) . The (Note that for each time-lag group in row t, the 3 correlations for Y in Table 2 can be combined with the 3 correlations for X in Table 3 , and diese 6 correla- Figure 4B we depict the differences over time in the standard deviations (AO yM -D ym ), and changes here are similar to the mean changes. Figure 4C is a plot of the test-retest correlations over time, and this erratic behavior may be an important source of misfit in later models. Figure 4D is a plot of the within-time correlation between these two variables over time, and these kinds of statistics will be used in later bivariate and multivariate time-lag analyses.
Time-Lag Models
A Time-Lag Structural Equation Model
Let us write a first structural model as
(D Figure 1A , and this model can be useful when there is no systematic change over time. A more complex longitudinal structural model can be written as This SEM approach allows a variety of other mod- els of components of change in a univariate timeseries. We can next write
with the additional factor score P and factor loadings Alt]. This model now includes multiple latent growth curves, and such models have recently been discussed by Meredith and Tisak (1990) and McArdle and Anderson (1990) , among others. In this case, we add further restrictions to the loadings Alt] so that P can reflect a practice or testing-effect score. & Willett, 1985; Willett, 1988 ). An equivalent model can be written with this covariance estimated as a regression coefficient (as in Tucker, Damarin, & Messick, 1966 ). More critically, we have also assumed that the practice factor P is not correlated with either the initial level 7 or the growth G. These restrictions lead to a unique identification of parameters related to the P component, but such assumptions may be altered later as needed.
A Summary Path Diagram
A latent growth model of a univariate time-series is presented as a path diagram in Figure 5 (as in McArdle, 1988; McArdle & Hamagami, 1991) . Following current traditions, we represent the observed variables as squares, the unobserved variables as circles, the regression coefficients as one-headed arrows, and the covariance terms as two-headed arrows.
One atypical feature of this graphic notation is the representation of all variance terms as two-headed arrows attached to the specific variables. Another unusual feature of this diagram is that the unit constant is included as a triangle, and the latent variable means (Mj, Mg, and M p ) are all represented in this diagram as the regression coefficient of a variable regressed on the constant. In this way, this path diagram explicitly includes all parameters needed to write all model matrices and expectations for the means and covariances (see McArdle & Boker, 1990) .
The use of circles within squares in Figure 5 is also unusual, but it is a shorthand way of indicating the possible presence or absence of a measured variable (after McArdle, 1994) . Following the data layout of M, 
Defining Patterns of Change
The data collected reflect a specific time series so several parameters describe patterns of change over time. Perhaps most critical here are the common factor loadings of the unknown coefficients B [t] and A [t] . Whenever possible, we like to estimate separately the functional relationships over time (B[i\ and A[f\) as well as the means (M), deviations (D), and correlations (K) for all latent components (/, G, P, and U[t] ). Estimation requires consideration of a variety of further substantive and mathematical model restrictions. The key questions now become: "How do we formalize an effect of growth or maturation?'' ' 'How do we formalize an effect of practice or training?" and ' 'How do we distinguish growth effects from practice effects?"
To deal with these patterns, we first reexpress the model using standard factor analysis notation. In a model for, say, T = 5 occasions we can write 4) or, even more compactly for all persons N, as
where L is a (T x 3) matrix of common factor loadings, Q = [I, G, P] is a (3 x JV) vector of common factor scores, and U = U[t] is a (5 x N) vector of independent unique scores. In a similar matrix fashion, all means, variances, and covariances among the latent variable scores Q can be represented as average cross-products or moments matrix (M,,,; see Browne & Arminger, 1995; McArdle, 1988; Meredith & Tisak, 1990) , and these expectations can be combined to generate expectations about the observed cross-products matrix (M yy ; for further details, see the Appendix).
Given this factor notation, we can now consider some alternatives based solely on restrictions of the factor loading parameters. First we consider some simple models where the loadings are fixed at some a priori value. In an initial model, we could require all written to begin at the initial time point (t = 0), but this will be considered a negative growth process rather than a practice effect (see Jones, 1962; McArdle & Hamagami, 1996; Vinsonhaler & Meredith, 1966) .
B[t] =
Other alternative models can be written to allow a mixture of both growth and practice components.
These models are generally hard to estimate without a clear separation of the two developmental components, and we do not deal with all these issues here.
However, one potentially useful alternative includes 
Including these loadings in a model permits some examination of the parameters for all three common factor components /, G, and P of Figure 5 .
In principle, it may be useful to fit more complex 
Time-Lag Expectations and Estimation
Plotting Some Time-Lag Model Expectations
Some properties of the theoretical models can be understood in terms of the statistical observations generated. This requires a further translation of the linear equations (for Y) into a set of statistical expectations C£) for the means and covariances of all observed measures over all occasions. These expectations can be formed algebraically or from the popular path analysis tracing rules (see McArdle & Boker, 1990; Wright, 1982) ; they will be compared with the observed statistics to form the optimal parameters, and they can be theoretically informative as well.
The plots of Figure 6 illustrate some basic time-lag principles. Here we show the theoretical trajectory over time for some of the expected time-lag statistics for a single variable. In each plot here we use the four factor-loading patterns of Equations 6 to 9 with identical parameters for latent means and covariance (for numerical details, see the Time-Lag Model Mathematical Expectations section in the Appendix). In model % 0 we define all growth and practice terms to be zero, so this model is termed "no changes." Model , is the "linear growth" model. Model ^2 is th e "exponentially decreasing practice" model. Model "83 is the "linear growth with practice shift" model. The algebraic basis of each plot of Figure 6 is based on the model of Figure 5 , and these are presented in detail next.
Expectations About the Means
Using standard rules of statistical expectation we can write all univariate means as These equations imply that the initial mean is based on a single parameter (A/,) and the mean changes over time-lags (M >l[r j -M yioi ) are dependent on the factor loadings and factor means. Figure 6A is a display of the means over time implied by the four models, ^0 to ^3, and here the four models are easily differentiated. The two linear patterns C8j and "S 3 ) are much different from the decreasing practice (& 2 ) or the no-change fg 0 ) model, and all patterns over time depend on the factor loadings.
Expectations About the Variances
The expectations of the variances over time are given as
which seems more complex than the corresponding expectations for the means. If we further assume that B[01 = 0 and AlO] = 0, then these expectations can be simplified and written as
so the variance changes over time are dependent on the factor loadings and factor variances. As shown in Figure 6B , these variance expectations exhibit a general pattern of increases (and decreases) over time that are similar to the means squared (i.e., {M^,]} 2 ). A plot of the expected deviations (i.e., %{D y[t] } = V8{V yW }) would look very similar to the plot of the expected means.
Expectations About the Covariances
The expectations of the covariances over time can be written aŝ
Each term here can be seen as a separate tracing in the path diagram, but these are complex and different for each pair of occasions t and t + k. These equations become still more complex if we assume additional non-zero correlations among all model components. In the two-occasion test-retest data (e.g., Figure 2 ) we again focus on the initial occasion of measurement 
This equation does not directly reflect a path tracing, and it remains complex because of the variance term (1 2 ) shows an increasing correlation over time is due to the eventual elimination of practice variance (e.g., Jones, 1962) .
Expectations About Variance Proportions
We can also formalize some developmental com- Many different models can be fitted from summary matrices of mean and covariance structures (for details, see Browne & Arminger, 1995; Horn & McArdle, 1980; McArdle, 1988 McArdle, , 1994 Meredith & Tisak, 1990 ). parameters. So, although these practical calculations can provide good initial estimates, they are neither efficient nor general solutions to this time-lag problem.
These statistical considerations suggest we use a more advanced approach to model estimation and testing, and we use statistical theory based on SEM for incomplete or missing data (Allison, 1987; Horn & McArdle, 1980; Kiiveri, 1987; Little & Rubin, 1987; McArdle, 1994; McArdle & Anderson, 1990; McArdle & Hamagami, 1991 , 1996 Muthen, Kaplan, & Hollis, 1987; see Appendix) . The SEM analyses we present next are based on maximum-likelihood estimation (MLE) of the means and covariances to account for the incomplete patterns and different sample sizes, but other weighted fitting functions (e.g., GLS)
could be used as well.
Estimation Using Standard SEM Software
The .05) and this overall criterion of fit will be used here.
Calculation of statistical power for incomplete data designs is also possible using MLE techniques (see McArdle, 1994; McArdle & Hamagami, 1992) . These and other useful properties of MLE are often based on assumptions of multivariate normality of the model residuals (see Browne & Arminger, 1995) , so other fitting functions may be needed.
Time-Lag Results
Study 1: Results for the Daily Univariate WJ-R Data
We fit a variety of longitudinal models to the daily MEMNAM statistics of Table 1 (i.e., eight groups, each with one correlation, two deviations, and two means). The results for five alternative models are listed in Table 4 .
The first column of parameters (labeled 'J&Q) in Table 4 is based on a ' 'no growth and no practice'' or "initial level only" model fitted to the summary statistics of Table 1 . To fit this model we estimated only Note. This table is based on age-partialled data with N = 1,384 from Table 1 and maximum-likelihood estimates from LISREL-8 and Mx-92. An asterisk indicates parameter that is larger than 1.96 times its standard error; equal sign indicates a parameter has been fixed for identification. M, and V, are the result of the age-regression adjustments. The 
Study 2: Results for the Monthly Univariate WJ-R Data
Similar univariate longitudinal models have been fitted to the data from the second WJ-R study. All univariate models were fitted to the 55 independent test statistics for each composite variable listed in Tables 2 and 3 Table 5 .
Model 'gj of Table 5 gives estimates for a "no growth or practice only" model fitted to the data on the WJ-R Short Term Memory score (of Table 2 ). In this initial univariate model we have fixed the uniqueness at a value based on the previously published internal consistency (i.e., V B = 25.8; the Appendix's section on WJ-R data). This no-growth model (i.e., Table 5 gives the result of a "no practice or growth only" model fitted to the data on the WJ-R Broad Reading score of Table 3 . We again fixed the factor loading (at H = 1) and the uniqueness at a value specified by the internal consistency (i.e., 
Summary of Univariate Results
In Study 1, we expected the memory losses would increase with longer time between test and retest in the daily Memory-for-Names task. We also expected substantial individual differences in these memory shows the group has an initial 8-point loss for 1 day, a 9-point loss for 2 days, a 10-point loss for 3 days, and so on. However, the large initial-level variance and very small growth variance suggests this decline reflects only the group means and is not related to a single source of systematic individual differences indicated by the covariances. Thus, a general decline in memory over time was found, but after we hold constant the contamination due to simple practice effects, These univariate models demonstrate our general approach to modeling, but the substantive results can be enhanced and clarified in several ways. It would be informative to make direct comparisons between variables, especially comparisons based on individual differences. Also, we would like to be able to estimate the unique variance (V B was fixed above) and also make some estimate of state variance (V s was not estimated above). These substantive issues lead us to consider more complex multivariate data and models. Tables 2-3 and maximum-likelihood estimates from LISREL-8 and Mx-92. An asterisk indicates parameter that is larger than 1.96 times its standard error; equal sign indicates a parameter has been fixed for model identification; less-than sign (<) indicates a parameter that remained on a boundary. Basis B are fixed equal to linear trend with 1 year proportion (i.e., 1/12). y, = MEMSEN; Y 2 = MEMWRD; Y 3 = LWIDNT; K 4 = PSGCMP.
A Multivariate Time-Lag Extension
Including a Multivariate Measurement Model
There are many ways to expand the models of the previous sections. To include a complete empirical separation of all developmental concepts discussed earlier, we need to expand to a multivariate form. One way to do this is to write a factor measurement model for the observed scores as r_ = (19) where, for each separate variable Y^, w is a numerical index (with scores Y 1 , Y 2 , Y 3 , etc.), the coefficients H w are common factor loadings, the F is the unobserved common factor or true score, and the U K is the unique factor score. As in standard factor analytic treatments, this unique score is theoretically the sum of an errorof-measurement score and a specific factor score. One way to add a time-lag to this model is to write
where the factor scores F[t\ are assumed to change with time but the factor pattern H is assumed to have factorial invariance over time (Horn & McArdle, 1980 , 1992 McArdle, 1988; Meredith & Tisak, 1990 ).
Let us further assume that the previous growth model can be directly applied to the factor scores by Steyer, 1989; Steyeretal., 1990) , this state variable is considered as the nongrowth or transitory component of the factor score within each time (after Horn & Little, 1966; Horn, 1972; Nesselroade, 1993 By combining the previous equations we can also write the model for observed scores as 
Multivariate Expectations and Variance Components
The multivariate expectations are more complex but can be formed by a combination of the previous concepts and equations (for details, see the Multivariate Time-lag Expectations section in the Appendix).
The expectations for the multivariate means require the possibility of an arbitrary scaling constant or intercept M iw for each variable (not drawn in Figure 7 ).
We then write all observed score means in terms of the factor means A/ /w and the factor loadings H n .
Similarly, expectations for the covariances within In this multivariate framework we have an added opportunity to define ratios that are trait-specific. In these ratios, the denominator is the common factor variance (V/[,j) at occasion /. A factor stability ratio state-fluctuation ratio (/? s / w ) may be defined as the independent common factor variance in the factor scores at any time t. This last coefficient is common to all variables within an occasion and will be separate from the test-specific unique variance (VJ W ). These trait-specific proportions can be written so the sum is unity within any time point t (i.e., R fsW + R fM + R sf [l] = 1) so these proportions are only useful when we have a meaningful starting point (/ = 0).
Results from Multivariate Time-Lag Models
Results From Bivariate Factor Models
Several bivariate models were fitted to the monthly WJ-R data (Study 2) discussed earlier. These models were each based on only two variables following the path diagram of Figure 7 . To identify all model parameters here we used standard factor analytic identification constraints: (a) We fixed the factor loading for one variable (H w = 1). (b) We estimated the second loading and both unique variances, (c) We equated the loadings at the second occasion (i.e., factorial invariance). (d) We allowed separate intercepts for each variable (M iw ). (e) We equated these intercepts at the second occasion, (f) We forced all mean differences over time to be accounted for by the common factors (F[f]) .
A single factor model %-, was initially fitted to all memory and reading time-lag data of Tables 2 and 3 . This analysis includes 14 parameters fitted to 154 summary statistics (for 11 groups, each with 4 means, 4 variances, and 6 correlations). This bivariate model proved to be extremely cumbersome to fit and a variety of additional boundary conditions were needed to produce numerical convergence (i.e., V, > 0, V p > 0). The relative loadings for Memory (f/j = 1.00) and 
Alternative Developmental Components and Hypotheses
All previous model estimates can be recast as developmental components, and these are calculated for each variable in the columns of Table 6 . In contrast to the initial univariate estimates, these bivariate calculations show the factor stability coefficients are raised, and the state-fluctuation variances are nearly zero. In comparable cases, the overall pattern of changes in the latent common factor can be seen as enhanced versions of the univariate estimates.
The models above presented only the most restrictive hypotheses about practice and growth. But a variety of alternative models can be fitted before making any firm conclusions. Table 7 presents goodness-offit indices for some of these models. The first row of Table 7 gives the overall fit indices (LRT and df) for a model where all parameters have been fit to each dataset. All of these initial fits are excellent except for the bivariate General factor and Reading factor model discussed above.
The second row of Table 6 gives the fit for the no-growth hypotheses (i.e., M g = V s = C ig -0) from all previous datasets. Because this second model is a nested subset of the first model we can calculate the difference in fit, and this shows a clear pattern in both univariate and bivariate models: No growth is reasonable for common Memory scores (ALRT = 4 on Ad/ = 3) but is not reasonable for common Reading scores (ALRT = 56 on Ad/ = 3). The next row gives results for the no-practice hypothesis (i.e., M pw = V pw = 0), and these multivariate results are less than clear: No practice seems unreasonable for Memory scores (ALRT = 7 on Ad/ = 2) but does seem reasonable for Reading scores (ALRT = 3 on Ad/ = 2). The last model sets all practice and growth parameters to zero. A "no changes" model shows a marked loss of fit for all cognitive data described here.
Results From Multivariate Factor Models
Two final multivariate models were fitted using all four WJ-R scales together. That is, for each of the 11 monthly groups, these analyses included eight means, eight standard deviations, and 28 correlations (for a total of 484 summary statistics; not listed here). Table 8 gives the results for a two-common factor model ("8 10 ) and a one-common factor model <^p "i (»n)-Model "810 includes two common factors, a Memory factor (based on Y l and Y 2 ) and a Reading factor (based on Y 3 and Y 4 ). This factor model includes two sets of factor loadings, H = [1.00, .75; 1.00, .97], and two sets of trait change parameters. In addition, this model also includes covariance parameters (Cf) relating the developmental components among the factors. This is a restrictive multivariate model because the only covariances allowed are between the initial levels and growth parameters. The resulting test and trait coefficients are very similar to bivariate estimates (in *8 3 and 1 9 of Table 5 ), and only a few of the latent trait covariances are noteworthy. The correlation of the initial levels is RH , 2 = .55 (calculated from the estimated variance and covariances; 137/-V330 x Vl92), but the covariance of all other latent growth components is nearly zero. The goodness-of-fit of this restrictive two-factor model with 32 parameters is quite good (LRT = 744 on df = 452; RMSEA = .045).
Model "K!! is based on the same data, but it includes only one common factor. This model includes three free factor loadings H = .64, .79, 1.00, and .86, and posits all individual differences in both initial level and growth can be organized by a single general factor. The model parameters for the loadings are all relatively high (H w > .6), but all common growth variance is nearly zero. Perhaps more importantly, the goodness of fit of this 24 parameter model is no longer adequate (LRT = 1165 on df = 460; RMSEA = .069). The difference in fit between the twocommon factor model ^1 0 and this one-common factor model %n is relatively large (ALRT = 421 on Ad/ = 8), so we conclude that the one-factor model does not fit these data.
Summary of Multivariate Results
The results from the monthly time-lag multivariate data on Reading and Memory (Study 2) yield some interesting substantive results. First, simultaneous estimation of all parameters, including both the unique variances (V u ) and the state variance (V s ), was esti- .045
One-factor % ,
.069
Note. This table is based on grade-partialled data with N = 330 from Tables 2 and 3 and maximum-likelihood estimates from ). An asterisk indicates parameter that is larger than 1.96 times its standard error; equal sign indicates a parameter has been fixed for model identification; less-than sign indicates a parameter that was restricted to a boundary. Basis B\i\ fixed equal to linear trend with 1-year proportion (i.e.. 1/12). Y, = Memory for Sentences; Y2 = Memory for Words; Y3 = Letter-Word Identification; y4 = Passage Comprehension. Prob = probability of; RMSEA = root mean square error of approximation.
roade, 1994). This final latent change result may be our most informative.
Discussion
Theoretical Issues
The psychometric evaluation of a test and the trait it measures is limited when made from only one occasion of measurement. A second time of measurement opens up some further possibilities but testretest data are usually limited when the interval of time between tests is fixed at an arbitrary value. In these cases, test reliability is confounded with testpractice and other kinds of trait changes. In this article we used a varying time-lag test-retest interval to explore the separation of these components.
The time-lag design used here reinforces some well-known features of the differences between test reliability and trait stability. In the special case of parallel measures with equal means and equal variances, the internal consistency of a test can be estimated as the correlation between the two parallel measures. However, when these simplifying assumptions are not met (e.g., the observed variances over time are not equal) the factor-stability coefficient (S /s ) is not a substitute for, or counterpart of, the internalconsistency coefficient (/? fc ). Similarly, if the trait scores change over time in a systematic way then the simple correlation over time /Jj, [i. 2] no longer reflects the same concepts about "continuity" over time (see McCall, Appelbaum & Hogarty, 1973; Wohlwill, 1973) . Two-occasion data provide the initial basis of the measurement of developmental change, even when additional measurements are obtained (Burr & Nesselroade, 1990) . Choosing the most informative interval of time between these tests is a complex theoretical problem, which is not the same for all measures (see Gulliksen, 1950, p. 197; Cattell, 1957, pp. 343-344; Nunnally, 1978, p. 230) . However, in theory, one reasonable use of the time-lag design will be at the beginning of an investigation when relatively little is known about the characteristics of the tests of the traits.
The main purpose of any structural equation analysis is to provide information about the validity of a theoretical construct (see McArdle & Prescott, 1992 ). As we have demonstrated here, tests measuring traits that change over time, whether as a result of the initial impact of practice or from longer term growth, will demonstrate lowered test-retest correlations. In these cases of systematic changes, it may be a serious mistake to assume that these lowered correlations are a reflection of lowered test quality. Of course, increases in growth are not the only possible explanation for a lowered test-retest correlation, and the identification of systematic growth remains an empirical issue.
Practical Issues
The practical implementation of a time-lag design can be relatively easy. Rather than measure the total sample at only one interval of time, the sample can be subdivided into different time-lag groups. Some previous research suggests that many different forms of incomplete data models can have reasonable power in these situations (McArdle & Hamagami, 1992) . The resulting power to test basic growth hypotheses will vary as a function of the type of time-lag pattern selected, the number of occasions of measurement, and the cornmunality of the variables used to indicate the common factors. Some researchers, most notably Schlesselman (1973) and Helms (1992) , have pointed out both problems and benefits of time-lag designs.
In many studies, this time-lag data collection may serve to reduce the burden on the investigator. For example, not all participants need to be "retested in November" or "on each birthday." In other cases, this design may also mean that some increased burdens of data collection may now tend to fall on the investigator, especially if the design adds more sources of influence (i.e., confounds) than they were designed to rule out (i.e., control). In general, the practical utility of this time-lag design will vary among different kinds of psychological investigations (e.g., Bergmann, 1993; Cohen, 1991) .
The time-lag design can provide some empirical basis for the determination of an optimal time-lag. In our illustrations, the relationships between the cognitive factors and other achievement cluster do vary over time, even with the relatively short daily and monthly time-lags. These results suggest some benefits in using longer time-lags between tests, especially for the cognitive factors. This time-lag approach might initially be used to determine a small enough aggregation of time-lag so we can pick up twice the hypothesized change patterns (i.e., the socalled "Nyquist limit"). When viewed as an empirical issue, the lowest level of aggregation may be desired and the model may best be fitted to individual level data (as in McArdle, 1994; McArdle & Hamagami, 1996) . In many recent studies the specific time-lag between measurements is unplanned, unclear, or unreported. At very least, our highlighting of the time-lag may influence some researchers to consider these issues.
Final substantive results can also be practically presented in a form of the theoretical curves (see Figure   6 ) to illustrate the critical results of time-lag models.
These parameters of any fitted model can also be used to form an expectation for the individuals involved in a specific testing. That is, we can calculate the likelihood of any specific vector of observed (Y[t] a ) scores compared with the expected group profiles. Of course, the individual inferences need to be made with appropriate caution. Any set of observed data, as presented in Figures 3 and 4 here, are not likely to be as simple or as smooth as the structural expectations of our theoretical models (e.g., Figure 6 ). In practice, it is likely that more elaborate models of developmental change will be needed to account for other important features of tests and traits.
Future Research Issues
It is also possible to consider more complex versions of this model where we estimate "an increasing growth function" and a "decreasing practice function" (see the Appendix). In related research (see McArdle & Hamagami, 1992 , 1996 , we have found that we can recover many additional parameters from these kinds of time-lag data, including multiple exponential and latent growth curve parameters. However, the power to detect differences among complex alternatives is greatly diminished when using only two occasions of measurement. More than two occasions, possibly using different time-lags, are indicated. In the WJ-R examples presented here, another retesting of some of these same individuals again at a later time would provide three time-points and this allows additional models not possible here (i.e., correlated components, more extended practice effects, more complex second-order coefficients, etc.).
Other aspects of these models can be expanded using nonconventional SEM. As noted previously, aggregated time-lag groups are not strictly needed because individual likelihood models can be written for individual time-lag distances (McArdle, 1994; Neale, 1993) . When using a model with a more accurate account of the individual time between tests we found similar results. However, in general, an expanded time-lag data set should yield more informative and stable estimates (McArdle & Hamagami, 1992; Schlesselman, 1973) . Further multivariate extensions allow the testing of many unique and informative hypotheses (e.g., Bergmann, 1993; Horn, 1972 Horn, , 1988 McArdle, 1988; Woodcock, 1990) .
The scientific utility of our time-lag extension of the test-retest design is an issue for future research.
Any two-occasion test-retest design that incorporates a time-lag feature permits the structural separation of some potentially important developmental components. We think the WJ-R illustrations demonstrate that additional growth and change information can be substantively informative. The SEM approach presented here may be used with many other kinds of time-lag designs and data to help tease apart some interesting parameters related to reliability, stability, and change. We hope these ideas will be both useful in current practical applications and further extended in future theoretical developments.
scale: In these units the average raw score was 500.5 at the first occasion, 490.5 at the second occasion, and the overall test-retest correlation was R y[ , 2] = .898.
In Study 2 we selected a stratified random sample of individuals from the same norming sample for a longer term retesting. Out of 402 students contacted, 361 (89.9%) agreed to be tested again (245 kindergarten-Grade 12 and 116 college students) and 330 students had complete data.
This sampling approach resulted in an average retest delay between tests of 245 days, with a minimum of 21 days, a maximum of 482 days, and a small correlation between age and time-lag (R a , = -.14).
All WJ-R scores used here were age-adjusted residuals from a fourth-order polynomial model: To define the latent means and covariances we write
The factor-analytic basis of the latent growth model has been discussed in other research (e.g., see McArdle, 1988; Meredith & Tisak, 1990; Browne & Arminger, 1995) . We can expand 
Multiple Group Estimation With Incomplete Data
The expected covariance matrix and mean vectors for W observed variables and K latent variables can always be formed using RAM formulas (see McArdle & McDonald, 1984; McDonald, 1985) In the case of multiple independent groups, the usual likelihood function is weighted by the appropriate sample size by calculating
Several other tests of goodness-of-fit (e.g., Browne & Cudeck, 1993 ) statistical power analyses (e.g., McArdle, 1994) can now be formed from these indices.
SEM Programming Devices
Various computer programs used in this article can all be obtained as ASCII files under the title of JJM.TTMELAG96 from the Anonymous FTP server at the University of Virginia (FTP FTP.VIRGINIA.EDU). These formal models can be analyzed by both the LISREL-8 computer program (Joreskog & Sorbom, 1993) and the MX program (Neale, 1993) . Both programs allow us to write patterns for the means, deviations, and correlations of the time-lag groups (as described in Tables 1, 2 , and 3). These patterns are defined by parameters that are (a) free to be estimated using numerical procedures, (b) fixed at some specific value, or (c) equal to to another parameter (i.e., invariant).
A slightly nonstandard matrix approach to model representation was used to simplify all models here. The univariate latent growth model of Figure 5 was fitted to eight groups (of Table 1 ) in the following way. First, a matrix specification was set up for each group with three observed variables (F[0] , Y [t] , and one unit constant), and 14 total variables (all variables in Figure 5 ). We used a fixed-filter matrix F (3 x 14) containing only ones and zeros, an asymmetric regression matrix A (14 x 14) containing all oneheaded arrows, and a symmetric covariance matrix S (14 x 14) containing all two-headed arrows. With this approach the matrix entries precisely match the parameters in the path diagram of Figure 5 and, although the program is a bit slow, it is easy to use the input and output.
This same model was then used to specify the one-factor model simply by placing zeros in the appropriate rows and columns. In multivariate models, parameters representing the factor mean vector (J) are needed.
This kind of incomplete data take advantage of the special use of the RAM filter matrix. Then for each group, we write a separate filter matrix that defines the available measurements for that specific group. For example, if we have a unit constant and two measurements at t = 0 and t = 1 and only eight total variables, we would write In general, the placement of the unit value in the last row indicates the available data for each time-lag group, and this is the only parameter that is altered from one group to another. Following McArdle and Anderson (1990) we write one set of model parameters in super-matrices A and S. This approach allows the specification of invariance of all other model parameters in matrices A (8) and S (g) . There are numerous ways to produce the correct model expectations, but these require much more complex programming.
The calculation of standard errors for the variance components poses a special problem that was not detailed in the previous sections. In general, the variance terms (e.g., V;) have an asymmetric distribution, so we estimated their confidence intervals by estimating the comparable standard deviations (e.g., D,) and their standard errors. The calculation of confidence intervals for the standardized variance components (e.g., Vf) is more complex. These proportions include several model parameters and the correlations among these estimates need to be taken into account as well (as in the calculation of the standard errors for indirect effects). These standard error calculations can be built into the model estimation by adding extra parameters to the models (i.e., the PAR command) and then using nonlinear constraints (i.e., the CO commands) to form these ratios.
Time-Lag Model Mathematical Expectations
We examined all expectations plotted in Figure 6 using the matrix expressions defined above. All other variances, correlations, and variance proportions listed in Figure 6 were created by substitution in the same way. The parameters used to create these four models are listed in the design outlined in Table 1A :
Multivariate Time-Lag Expectations
The multivariate path diagram may be written algebraically in a number of ways. To simplify matters here, we have written the multivariate expectations needed as separate elements.
Structural expectations for the means may be written for 
A few test-specific developmental ratios within the factor model may be written as and *Wi ' < A17 )
A few trait-specific developmental ratios for the factor model may be written as 
