The ability to detect individual impurity atoms has been greatly enhanced by the development of aberration-corrected electron microscopes. The reduced depth of focus potentially enables three-dimensional reconstructions of impurity atoms from through-focal series. We test the robustness of this depth-sectioning method for detecting impurity atoms in gate oxides using multislice simulations. For amorphous materials, dopants can be reliably imaged, and are accurately described by a simpler three-dimensional linear imaging model. For crystalline materials, however, channeling artifacts can render the signal uninterpretable. These artifacts can be eliminated by orienting the crystal slightly off the zone axis, which still preserves atomic resolution. © 2008 American Institute of Physics. ͓DOI: 10.1063/1.2828990͔ High-dielectric constant materials are key to continued scaling of commercial silicon devices below 50 nm gate dimensions. HfO 2 and its derivatives are the leading candidates for the replacement of SiO 2 ; however, one of the critical issues of its performance is reduced channel mobility, which may result from defects in the oxide. Therefore, the continuous scaling of complementary metal-oxide semiconductor technology requires a strict control of the number and location of impurity atoms. The two-dimensional ͑2D͒ imaging of individual impurity atoms inside semiconductor devices 1 has been greatly enhanced by the development of aberrationcorrected scanning transmission electron microscopy ͑STEM͒.
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2 The dramatically reduced depth of focus potentially allows for the three-dimensional ͑3D͒ reconstruction of impurity atoms in amorphous layers by recording a throughfocal series in a similar manner to optical confocal microscopy. In Sheppard's notation, 3 this is the confocal type-I scanning transmission electron microscopy ͑STEM͒ configuration where the signal is collected in the diffraction plane, rather than the more familiar ͑at least in light optics͒ confocal type-II geometry where the signal is recorded in the image plane. The type-II configuration has been theoretically analyzed for aberration-corrected STEM 4 and experimental work is in progress to implement such a system, which should prove less sensitive to chromatic aberrations than the type-I configuration. 5 Type-II confocal STEM has also been used to image micron-thick samples, where correctors are not needed. 6 Experiments 7-9 using type-I optical sectioning reported the localization of individual hafnium atoms in the interfacial layer of SiO x between the HfO 2 and the silicon substrate. In order to evaluate the reliability of the method, two questions need to be answered. First, when is the signal produced by depth sectioning linearly related to the underlying structure? Second, how reliably can we locate impurity atoms in crystalline materials where linear models are known to fail? 4 The linear imaging model [10] [11] [12] is a simple model which convolves the point spread function ͑PSF͒ of the electron optic system with the scattering cross section of the material. It assumes the probe shape does not change across the sample, an approximation that could fail if the beam spreads significantly due to scattering and channeling in the sample. Currently, results from experiments 9 show a factor of five to ten discrepancy from this theory ͑with the experiment showing an apparently narrower depth resolution than the ideal theory͒. To better understand this discrepancy, we compare the linear imaging model against the annular dark field ͑ADF͒ STEM through-focal image series simulated by the multislice method, which includes dynamical scattering and all quantum effects. 13, 14 Depth sectioning of dopant atoms in zone-axis crystals can give confusing and unreliable images due to strong channeling along atomic columns. Simulations 15 show that channeling in crystalline silicon ͑c-Si͒ would not only lead to a depth shift of the maximum but could also results in more than one intensity maximum as a function of defocus. The latter effect would prohibit the determination of the number of dopant atoms in a single atomic column. To avoid this issue, Einsphar and Voyles 4 suggested using low-symmetry, nonchanneling crystal orientations. Unfortunately, this will result in lost lattice fringes. We propose that, instead, a much smaller tilt away from the on-axis channeling condition could suppress or delay the beam channeling while still preserving atomic resolution.
To produce a similar analysis for technologically relevant HfO 2 transistor gate stacks, we created an artificial 70 Å ϫ 75 Å ϫ 75 Å c-Si/ SiO 2 / HfO 2 structure based on the c-Si/ SiO 2 structure of Baumann et al. 16 Figure 1͑a͒ is the simulated ADF-STEM image of the artificial sample using a two-dimensional linear imaging model ͑300 KeV STEM with C 3 = −0.0778 mm, C 5 = 100 mm, df = −113.3 Å, and ␣ max = 23 mrad͒. The specimen contains two types of c-Si/ SiO 2 / HfO 2 interface structures, one on each side of c-Si. The interface on the left is sharp, but roughened by a sinusoidal wave on the right side. ͑The sine wave was introduced to simulate the interface roughness in a real material.͒ a͒ Electronic mail: hx35@cornell.edu.
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0003-6951/2008/92͑1͒/013125/3/$23.00 Figure 1͑a͒ shows an ADF-STEM image obtained from this artificial structure. In this method, where the entire sample is in focus, the scattering cross sections of atoms in the specimen are projected to the x-y plane, linearly summed, and then convolved with a 2D point spread function at the optimal defocus setting. This treatment is typically accurate for an uncorrected STEM, where the depth of focus is typically much larger than the sample thickness. However, the depth of focus in a through-focal series of a C3/C5 aberration-corrected STEM is typically comparable to or smaller than the thickness of the specimen. In this case, different vertical parts of the specimen are subjected to a significantly different 2D PSF. Therefore, we need to use a 3D linear imaging model to describe the image formation. As a matter of computational efficiency, the specimen is first sliced into equally thin slabs, which have a thickness much smaller than the depth of focus. Then each thin slab of projected material is convolved with the 2D PSF at its specific depth. The final ADF-STEM image for a single lens defocus is the summation over the sample thickness of the convolution results of all the different slabs. By changing the lens defocus setting, the electron probe moves relative to the sample in depth. Thus, we can simulate the ADF-STEM images at successively deeper focal levels. For example, applying this 3D model to the same structure as in Figs. 1͑a͒, 1͑c͒ , and 1͑d͒ demonstrate the effect of reducing the depth of focus to less than the sample thickness, when the beam is focused on the top surface and the bottom surface, respectively.
In Fig. 1͑c͒ , the hafnium atom placed on the top surface is bright. When the probe is moved to the bottom ͓Fig. 1͑d͔͒, the hafnium atom is no longer visible.
As expected, our 3D imaging model demonstrates that depth-dependent information can be obtained by taking a through-focal series. However, the interaction of an electron beam with the material is not always simply linear. Especially in crystalline materials, channeling effects should greatly alter the probe shape and produce artifacts in the final images.
Figures 2͑a͒, 2͑b͒, and 2͑f͒ show the comparison between the 3D linear imaging model and the multislice method in amorphous material. In Fig. 2͑a͒ , a 191-Å-thick amorphous SiO 2 ͑a-SiO 2 ͒ sample with a Hf atom buried at z = 77 Å is convolved with the PSF of a typical 300 KeV aberration-corrected STEM in the 3D linear imaging model. Figure 2͑b͒ is the simulated depth sectioning of the same sample by recording a through-focal series, obtained using the multislice method ͑with ADF-STEM images calculated at 32 different focus settings͒. The two 2D depth profiles look very similar to each other. By overlaying a through-focal line profile through the hafnium atom in both Figs. 2͑a͒ and 2͑b͒ ͓Fig. 2͑f͔͒, we see that the 3D linear imaging model is an accurate and easy-to-calculate description of what the depth sectioning of a single dopant atom in a thin amorphous material would be for an aberration-corrected STEM. Furthermore, with a Gaussian fit to the depth sectioning of Fig. 2͑f͒ , the depth resolution for this setting is determined to be 65 Å. The precision in measuring the depth of an impurity atom is ±18.5 Å with a signal-to-noise ratio of 5 / 1 assumed. This result neglects chromatic aberration. A typical chromatic aberration ͑C c = 1.5 mm, ⌬E = 0.3 eV, E = 300 KeV͒ could result in a defocus spread of 15 Å. Consequently, a precision better than ±18.5 Å in measuring the depth of a dopant atom directly is physically implausible.
In crystalline materials, the probe shape is changed greatly due to the channeling of electrons along the zone axis. Figures 2͑c͒-2͑e͒ show the multislice simulations of the depth sectioning of a hafnium atom that substitutes for a silicon atom at the top ͑z =0 Å͒, middle ͑z = 76.8 Å͒ or bottom ͑z = 153 Å͒ of the 191-Å-thick ͓110͔ zone-axis c-Si sample. The intensity profiles of the hafnium atom in c-Si greatly deviate from the PSF. Especially in Fig. 2͑e͒ , two maxima are present at 90 Å apart in depth, despite there being only one hafnium atom present at a depth different from either of the two maxima. Without knowing the potential for such artifacts, one might incorrectly conclude that results such as those in Fig. 2͑e͒ represent two impurity atoms 90 Å apart.
The shift in apparent depth and overcounting of an individual Hf atom as demonstrated in Fig. 2͑d͒ and 2͑e͒ , prohibit reliable localization of impurity atoms with reference to the high-resolution lattice images of the host crystalline matrix. We propose that tilting samples slightly away from the on-axis channeling condition can eliminate these artifacts while preserving atomic resolution. In our study, it was a pleasant surprise to find that by tilting the sample 1.42°͑ semiconvergent angle of the beam plus the first Bragg angle of the two dumbbell columns͒ away from the zone axis, the channeling effect almost fades away ͓Fig. 3͑c͔͒. By further tilting to 2°͓Fig. 3͑d͔͒, the image presents no confusion. In the latter two cases, the Hf atom can be reliably located relative to the Si lattice. Even though the Si dumbbell cannot be resolved, the larger lattice fringes are still preserved. This tilting technique is easily implemented and does not require any adjustment to the optics system.
Aside from its simplicity and ability to eliminate channeling effects, another advantage of tilting is that some additional depth information can be obtained from the subangstrom lateral resolution. The detection of dopant atoms in the same atomic column is mainly limited by the depth resolution and channeling effects, which is a hundredfold worse than the lateral resolution for a typical aberration-corrected STEM. However, by tilting the sample slightly away from the zone-axis, channeling effects are eliminated and the dopant atoms are shifted apart laterally, which allows individual dopant atoms to be resolved and independently localized. This work was supported by the Cornell Center for Nanoscale systems, a NSF NSEC, and the Semiconductor Research Corporation. We thank Frieder Baumann for the Si/ a-SiO 2 structural model, and Peter Ercius and Z.-P. Li for illuminating input. 
