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Re´sume´
Dans ce papier, nous introduisons une nouvelle tech-
nique de filtrage pour les re´seaux de contraintes. Elle est
base´e sur une proprie´te´ appele´e cohe´rence structurelle. Il
s’agit d’une cohe´rence parame´trable que nous noterons
w-SC. Cette cohe´rence est base´e sur une approche signi-
ficativement diffe´rente de celles en usage. Alors que les
cohe´rences classiques s’appuient ge´ne´ralement sur des
proprie´te´s locales e´tendues a` l’ensemble du re´seau, cette
cohe´rence partielle conside`re a` l’oppose´ la cohe´rence glo-
bale de sous-proble`mes. Ces sous-proble`mes sont de´finis
par des graphes de contraintes partiels dont la largeur
arborescente est borne´e par une constante w, qui cor-
respond au parame`tre associe´ a` la cohe´rence. Nous in-
troduisons un algorithme de filtrage qui permet d’obtenir
la w-SC cohe´rence. Cette cohe´rence est ensuite analyse´e
pour la positionner par rapport aux cohe´rences classi-
quement utilise´es dans les CSP. Cette e´tude montre que
cette nouvelle cohe´rence est ge´ne´ralement incomparable
avec celles figurant dans la litte´rature. Enfin, nous pre´-
sentons des re´sultats expe´rimentaux pre´liminaires pour
e´valuer l’utilite´ de cette approche.
1 Introduction
Un CSP (Constraint Satisfaction Problem [16]), par-
fois e´galement appele´ re´seau de contraintes, est ex-
prime´ par la donne´e d’un ensemble fini de variables X,
qui doivent eˆtre affecte´es dans leurs domaines (finis)
de valeurs donne´s par D, et une solution doit satisfaire
un ensemble fini de contraintes C. Pour re´soudre un
CSP, les approches usuelles sont base´es sur les algo-
rithmes de type backtracking, dont la complexite´ en
temps est de l’ordre de O(e.dn) ou` n est le nombre
de variables, e est le nombre de contraintes et d est
la taille maximum des domaines. Pour re´soudre effica-
cement un CSP, ces algorithmes exploitent en ge´ne´ral
des techniques de filtrages, soit avant la recherche sous
forme de pre´-traitements, soit durant la recherche. La
qualite´ de l’outil de filtrage utilise´ joue alors un roˆle
crucial au niveau de l’efficacite´ de la recherche.
Les effets d’une me´thode de filtrage consistent ge´-
ne´ralement en la suppression de valeurs dans les do-
maines. Ces valeurs peuvent eˆtre supprime´es car nous
avons la garantie qu’elles ne peuvent figurer dans au-
cune solution (elles sont dites incohe´rentes). Ainsi, les
filtrages sont-ils base´s sur la notion de cohe´rence.
Dans la mesure ou` la suppression de toutes les
valeurs incohe´rentes est ge´ne´ralement irre´aliste d’un
point de vue pratique (c’est un proble`me NP-difficile),
les filtrages sont base´s sur des proprie´te´s de cohe´rences
moins fortes, appele´es cohe´rences partielles. Ainsi, une
valeur peut satisfaire une cohe´rence partielle, meˆme
si elle n’apparaˆıt dans aucune solution (elle est glo-
balement incohe´rente). A l’oppose´, d’autres valeurs
peuvent contredire la cohe´rence partielle conside´re´e, et
ainsi eˆtre retire´es des domaines, sans alte´rer la satisfia-
bilite´ d’un CSP. Les cohe´rences partielles qui ont e´te´
de´finies jusqu’a` pre´sent [2] sont ge´ne´ralement de´finies
par des proprie´te´s de cohe´rence locale dont l’exploita-
tion est e´tendue a` l’ensemble du re´seau de contraintes
conside´re´. Par exemple, pour satisfaire la cohe´rence
d’arc (AC) qui est la cohe´rence partielle la plus uti-
lise´e, une valeur doit posse´der au moins une valeur
compatible (appele´e support) dans le domaine des va-
riables figurant dans son voisinage au niveau du re´seau
de contraintes. Sinon, cette valeur est retire´e de son
domaine (filtre´e) et cette suppression peut conduire a`
d’autres suppressions dans les domaines des variables
voisines. En utilisant un me´canisme appele´ propaga-
tion de contraintes, la premie`re suppression peut eˆtre
e´tendue a` l’ensemble du re´seau. Ainsi, les cohe´rences
partielles correspondent ge´ne´ralement a` des proprie´te´s
locales qui doivent finalement eˆtre ve´rifie´es sur l’en-
semble du re´seau. D’un point de vue pratique, l’inte´-
reˆt d’une cohe´rence partielle est lie´ a` son pouvoir de
filtrage ainsi qu’au couˆt de sa re´alisation (en termes
de complexite´ en temps et en espace).
Dans cette contribution, nous introduisons une nou-
velle forme de cohe´rence partielle qui doit satisfaire
principalement deux crite`res, en particulier sur les jeux
de donne´es (instances) les plus difficiles a` re´soudre :
– l’efficacite´ pratique,
– la puissance de filtrage.
Pour cela, cette nouvelle cohe´rence devra eˆtre :
– parame´trable, de sorte a` controˆler la complexite´
du filtrage, et donc a priori, son efficacite´ pra-
tique,
– adapte´e a` la structure du re´seau de contraintes,
en exploitant ses sous-structures,
– adapte´e a` la durete´ des contraintes, en privile´giant
l’exploitation des contraintes les plus difficiles a`
satisfaire.
Cette nouvelle cohe´rence est appele´e w-SC car il
s’agit d’une cohe´rence parame´tre´e (w est le parame`tre
conside´re´) qui est base´e sur des proprie´te´s Structu-
relles du re´seau.
Elle est de´finie en conside´rant une relaxation du
CSP (i.e. un sous-proble`me) qui sera constitue´e par
un re´seau de contraintes partiel dont la largeur arbo-
rescente (sa tree-width) est borne´e par une constante
w [15]. Nous avons choisi ce type de sous-proble`mes
car leur traitement peut s’appuyer sur des algorithmes
dont la complexite´ en temps est polynomiale en w,
mais aussi du fait des progre`s observe´s ces dernie`res
anne´es au niveau des techniques dites de de´compo-
sitions, qui peuvent de´sormais les re´soudre de fac¸on
extreˆmement efficace d’un point de vue pratique (voir
par exemple [13]). De plus, alors que les cohe´rences
partielles classiques conside`rent les contraintes sans
ve´ritablement tenir compte de leur durete´, ici, nous au-
rons la possibilite´ de prendre en compte celle-ci assez
naturellement en se´lectionnant le sous-proble`me ser-
vant au filtrage de sorte a` ce que les contraintes les
plus dures y figurent.
Plus pre´cise´ment, e´tant donne´ un sous-re´seau de
contraintes correspondant a` un graphe partiel de lar-
geur arborescente borne´e, nous dirons qu’une valeur
ve´rifie la w-SC cohe´rence si celle-ci figure au moins
dans une solution de ce sous-proble`me.
Il s’agit donc d’une approche fonde´e sur une ide´e
similaire a` la notion de cohe´rence inverse [11], meˆme
si formellement, elle est de nature diffe´rente.
Ainsi, cette nouvelle cohe´rence nous permet de de´-
finir un nouveau type de filtrage qui s’ave`re finale-
ment tre`s diffe´rent de ceux en usage dans les CSP.
Notamment, nous montrerons que la w-SC cohe´rence
est incomparable avec les me´thodes reconnues parmi
les plus efficaces dans le domaine, comme AC ou SAC
[7]. En particulier, les expe´riences montreront que le
comportement de la w-SC cohe´rence est radicalement
diffe´rent de celui d’AC ou de SAC, e´tant notamment
plus efficace pour les jeux de donne´es difficiles, tout en
s’ave´rant moins efficace sur des jeux de donne´es faciles
(proble`mes sous-contraints).
D’un point de vue ope´rationnel, nous introduisons
ici un algorithme de filtrage dont la complexite´ en
temps est O(n2.w.dw+2).
Ce papier est organise´ comme suit. La section sui-
vante rappelle les notions classiques de cohe´rences par-
tielles et les filtrages qui leur sont associe´s. Dans la
section 3, nous introduisons la w-SC cohe´rence et le
filtrage qui lui est associe´. La section 4 pre´sente une
analyse the´orique sur les relations qui peuvent se pre´-
senter entre la w-SC cohe´rence et les autres proprie´te´s
de cohe´rence alors que la section 5 fournit une analyse
expe´rimentale de ce filtrage. Enfin, la section 6 pre´-
sente les suites qui pourront eˆtre donne´es a` ce travail.
2 Notions de base
2.1 Notations
Un proble`me de satisfaction de contraintes a` do-
maines finis ou re´seau de contraintes fini (X,D, C)
est de´fini par la donne´e d’un ensemble de variables
X = {x1, . . . xn}, d’un ensemble de domaines D =
{D(x1), . . . D(xn)} (le domaine D(xi) contient les
valeurs possibles pour la variable xi), et d’un en-
semble de contraintes C portant sur les variables.
Une contrainte ci ∈ C est de´finie d’une part par
sa porte´e SC(ci) et d’autre part par une relation
de compatibilite´ associe´e RC(ci). La porte´e d’une
contrainte est un sous-ensemble ordonne´ de variables,
c’est-a`-dire SC(ci) = (xi1 , xi2 , . . . xiai ) ou` ai est ap-
pele´e arite´ de la contrainte ci. La relation RC(ci) ⊆
D(xi1)×D(xi2) · · · ×D(xiai ) de´finit les combinaisons
de valeurs compatibles pour les variables de SC(ci),
chaque combinaison de valeurs compatibles permet-
tant de satisfaire la contrainte. Ici, nous noterons par
SC l’ensemble des porte´es de contraintes, a` savoir
SC = {SC(c1), SC(c2) . . . SC(ce)} ou` e = |C| est le
nombre de contraintes. Une solution de (X, D, C) est
une affectation de l’ensemble des variables qui satis-
fait l’ensemble des contraintes. Sans manque de ge´-
ne´ralite´, nous supposerons que chaque variable appa-
raˆıt une fois au moins dans la porte´e d’une contrainte.
Si toutes les contraintes d’un CSP sont binaires (i.e.
elles portent sur deux variables exactement), alors la
structure de ce re´seau binaire (appele´ dans ce cas CSP
binaire) peut eˆtre repre´sente´e par un graphe (X,SC)
appele´ graphe de contraintes.
Nous supposerons que les relations ne sont pas vides
et peuvent eˆtre repre´sente´es par des tables comme
dans le cadre de la The´orie des Bases de Donne´es
Relationnelles. De plus, et sans manque de ge´ne´ra-
lite´, nous supposerons que le re´seau de contraintes est
connexe et normalise´ (deux contraintes diffe´rentes ont
des porte´es diffe´rentes) et pour simplifier le propos,
nous ne conside´rerons ici que les re´seaux binaires. Une
contrainte ck telle que SC(ck) = (xi, xj), ck sera alors
note´e cij . En ge´ne´ral, les CSP sont re´solus en utilisant
des algorithmes de type backtracking qui peuvent eˆtre
re´ellement efficaces en pratique, notamment s’ils ex-
ploitent judicieusement des me´thodes de filtrage avant
et/ou pendant la recherche, afin d’e´viter l’exploration
de zones de l’espace de recherche inutiles. Ces filtrages
sont formellement base´s sur des notions dites de cohe´-
rences partielles.
2.2 Cohe´rences partielles
La cohe´rence partielle la plus ancienne et si l’on
peut dire, la plus populaire, est appele´e cohe´rence d’arc
(AC). Etant donne´ un CSP P = (X,D, C), une valeur
vi ∈ D(xi) ve´rifie la cohe´rence d’arc vis-a`-vis de la
contrainte cij ∈ C si et seulement s’il existe une valeur
valide vj ∈ D(xj) telle que (vi, vj) ∈ RC(cij). On dit
alors que vj est un support de vi pour la contrainte cij .
Une valeur vi ∈ D(xi) ve´rifie la cohe´rence d’arc si vi
ve´rifie la cohe´rence d’arc vis-a`-vis de chaque contrainte
cij ∈ C. Un domaine D(xi) ve´rifie la cohe´rence d’arc
sur cij si et seulement si ∀vi ∈ D(xi), la valeur vi ve´ri-
fie la cohe´rence d’arc, et le CSP P = (X, D, C) ve´rifie
la cohe´rence d’arc si et seulement si ∀D(xi) ∈ D, le
domaine D(xi) ve´rifie la cohe´rence d’arc pour toute
contrainte cij ∈ C. Un filtrage des domaines base´ sur
AC revient a` supprimer les valeurs qui ne ve´rifient pas
la cohe´rence d’arc. Quand une valeur vi est suppri-
me´e, un me´canisme appele´ propagation de contraintes
est mis en œuvre de sorte a` supprimer les valeurs dont
l’unique support e´tait la valeur supprime´e vi (aucune
autre valeur de D(xi) n’est compatible avec elle), et
ce processus peut eˆtre e´tendu a` toutes les autres va-
leurs, sous les meˆmes conditions. Pour les re´seaux bi-
naires, plusieurs algorithmes tre`s efficaces ont e´te´ pro-
pose´s comme, par exemple, AC-2001 [5] ou AC3rm
[14]. La meilleure complexite´ en temps obtenue est
O(e.d2). Ce type d’algorithmes est ve´ritablement ef-
ficace en pratique, a` tel point que le filtrage peut e´ga-
lement eˆtre mis en œuvre au sein d’un algorithme de
recherche de solutions. Ne´anmoins, le pouvoir de fil-
trage d’AC se re´ve`le parfois limite´ du fait de l’aspect
tre`s local inhe´rent a` la de´finition de la cohe´rence asso-
cie´e. Aussi, des proprie´te´s de cohe´rence plus forte, et
qui permettent donc l’obtention de filtrages plus puis-
sants ont donc e´te´ de´finies. Notamment, [9] a introduit
la notion de k-cohe´rence qui est de´finie en conside´rant
des sous-ensembles de k variables. Pour la k-cohe´rence,
une nouvelle contrainte d’arite´ e´gale a` k − 1 est ajou-
te´e au re´seau lors du filtrage a` partir du moment ou`
une affectation pourtant cohe´rente sur k − 1 variables
ne peut eˆtre e´tendue a` une ke`me variable. Si le re´-
seau ve´rifie la i-cohe´rence, pour 2 ≤ i ≤ k, le CSP
est dit fortement k-cohe´rent. A titre de rappel, la co-
he´rence appele´e Strong-PC aussi dite cohe´rence forte
de chemin correspond a` la forte 3-cohe´rence. Plus la
valeur de k est e´leve´e, plus la puissance du filtrage
est forte. Malheureusement, la complexite´ en temps et
en espace est alors O(nk.dk) [6] et ce type de filtrage
rece`le ainsi des inconve´nients conside´rables. Du fait
de cette complexite´, ces filtrages se re´ve`lent ge´ne´rale-
ment inutilisables, meˆme pour de petites valeurs de k
(k = 3 s’ave`re souvent irre´aliste en pratique). De plus,
ce type de filtrage va rajouter de nouvelles contraintes
dans le re´seau, dont l’arite´ est de l’ordre de k − 1,
et pour lesquelles l’espace requis se re´ve`le ainsi tre`s
rapidement prohibitif, meˆme pour des petites valeurs
de k. Afin d’e´viter de tels proble`mes, principalement
le second induit par l’ajout de contraintes addition-
nelles, d’autres proprie´te´s de cohe´rences partielles ont
e´te´ propose´es dans la litte´rature. Par exemple, [11] a
propose´ la k-inverse cohe´rence. Le filtrage associe´ sup-
prime les valeurs qui ne peuvent eˆtre e´tendues a` k− 1
variables pour former une affectation cohe´rente. Pour
ce filtrage, plus puissant qu’AC, le proble`me relatif a` la
complexite´ en espace n’est certes plus pre´sent, mais le
proble`me de la complexite´ en temps demeure dans la
mesure ou` celle-ci est de l’ordre de O(nk.dk). Aussi,
ces auteurs ont-ils naturellement sugge´re´ de limiter
l’exploitation de cette cohe´rence a` de petites valeurs
de k. Dans [11], une autre sorte de cohe´rence inverse,
qui est de´finie dans un esprit similaire, a e´te´ intro-
duite. Elle est appele´e NIC pour neighborhood-inverse
consistency (cohe´rence de voisinage inverse). Ici, le fil-
trage d’un domaine est induit par la compatibilite´ des
valeurs associe´es aux variables par rapport au sous-
proble`me de´fini par son voisinage dans le re´seau. De
fait, la complexite´ est alors lie´e au degre´ maximum ∆
d’une variable dans le graphe de contraintes, et l’algo-
rithme qui a e´te´ propose´ posse`de donc une complexite´
en O(∆2.(n + e.d).d∆+1).
Une autre fac¸on pour de´finir des cohe´rences par-
tielles est fonde´e sur la prise en compte de sous-
proble`mes induits par des affectations de la forme
xi = vi, en testant alors leur cohe´rence partielle. Par
exemple, un CSP est dit Singleton arc-cohe´rent (ce
qui est note´ SAC ) [7] si pour tous les domaines et
pour toutes leurs valeurs vi ∈ D(xi), le sous-proble`me
induit par l’affectation xi = vi ve´rifie la cohe´rence
d’arc sur les sous-domaines. La complexite´ en temps
du meilleur algorithme connu pour le filtrage associe´
est O(e.n.d3) [4].
Pour conclure ce rapide panorama sur les cohe´rences
partielles et filtrages associe´s, nous devons rappeler
que les cohe´rences partielles ge´ne´ralement conside´re´es
comme e´tant les plus inte´ressantes d’un point de vue
pratique en termes de filtrages sont AC ou SAC qui
semblent receler le meilleur compromis entre le couˆt
en temps (et donc l’efficacite´ pratique) et la puissance
de filtrage.
3 La Cohe´rence Structurelle
3.1 La w-SC Cohe´rence
La Cohe´rence Structurelle est base´e sur la notion
de graphe partiel dont la largeur arborescente (tree-
width) est borne´e par une constante w. La largeur ar-
borescente d’un graphe se de´finit a` partir de la notion
de de´composition arborescente (tree-decomposition)
qui fut introduite formellement dans [15]. Elle a de´ja`
e´te´ exploite´e dans le domaine des CSP notamment
pour de´finir des classes d’instances polynomiales [12]
mais aussi, et surtout, pour proposer des me´thodes
de re´solution particulie`rement efficaces pour re´soudre
des re´seaux de contraintes, sous la re´serve que ceux-
ci posse`dent des proprie´te´s topologiques inte´ressantes
[8, 13].
Notre objectif ici s’ave`re cependant diffe´rent de ces
pre´ce´dents travaux puisque nous allons exploiter ces
notions essentiellement afin de de´finir des cohe´rences
partielles. Pour cela, nous introduisons la notion de
w-PST (pour partial spanning tree-decomposition) qui
consiste en un graphe partiel dont la de´composition ar-
borescente est de largeur w. Avant cela, nous rappelons
la de´finition de de´composition arborescente :
De´finition 1 Une de´composition arborescente d’un
graphe G = (V,E) est une paire (N, T ) ou` T = (I, F )
est un arbre avec un ensemble de nœuds I et d’areˆtes
F , et N = {Ni : i ∈ I} une famille de sous-ensembles
de V , telle que chaque sous-ensemble (appele´ cluster)
Ni est un nœud de T et ve´rifie :
(i) ∪i∈INi = V ,
(ii) ∀{x, y} ∈ E, ∃i ∈ I avec {x, y} ⊆ Ni, et
(iii) ∀i, j, k ∈ I, si k est sur le chemin entre i et j dans
T , alors Ni ∩Nj ⊆ Nk.
La largeur w d’une de´composition arborescente
(N, T ) est e´gale a` maxi∈I |Ni| − 1. La largeur arbo-
rescente w∗ de G est la largeur minimale sur toutes
ses de´compositions arborescentes.
Nous de´finissons maintenant des graphes partiels
posse´dant une largeur arborescente donne´e.
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Fig. 1 – (a) Un graphe de largeur arborescente 3 et
la de´composition arborescente correspondante. (b) Un
2-PST du graphe donne´ en (a), et une de´composition
arborescente.
De´finition 2 Etant donne´ un graphe G = (V,E), un
graphe partiel de G est un graphe G′ = (V,E′) ou`
E′ ⊆ E. Une de´composition arborescente partielle re-
couvrante de largeur w pour G, note´e w-PST, est un
graphe partiel de G dont la largeur arborescente est w.
Le graphe donne´ dans la figure 1(a) est un 3-PST
parce que sa largeur arborescente vaut 3 (une de´com-
position arborescente optimale est donne´e dans cette
figure). Dans la figure 1, nous avons le graphe partiel
induit par la suppression des areˆtes {2, 4} et {9, 10}
dans le graphe donne´ dans la figure 1(a). Il s’agit d’un
2-PST car sa largeur arborescente vaut 2 comme per-
met de s’en assurer la de´composition arborescente op-
timale donne´e dans cette figure.
Nous introduisons maintenant la notion de sous-
proble`me d’un CSP induit par l’affectation d’une va-
riable.
De´finition 3 Etant donne´ un CSP P = (X, D, C),
une variable xi ∈ X et une valeur vi ∈ D(xi), le
sous-proble`me de P induit par l’affectation xi = vi
est P |xi=vi = (X,D
′, C ′) ou` D′(xi) = {vi} et pour
tout j 6= i, D′(xj) = D(xj) et C
′ = C, excepte´ pour
les relations associe´es aux contraintes incluant xi qui
sont restreintes aux tuples ou` figure la valeur vi.
Avant de de´finir la cohe´rence structurelle base´e sur
un w-PST, nous devons introduire la notion de pro-
ble`me relaxe´ qui est de´fini par un sous-ensemble de
contraintes d’un CSP donne´.
De´finition 4 Etant donne´ un CSP P = (X, D, C) et
W ⊆ SC , le proble`me relaxe´ de P induit par W est le
CSP P (W ) = (X, D, C ′) ou` W = SC′ .
Pour de´finir la w-SC cohe´rence, le proble`me relaxe´
est de´fini par un sous-ensemble de contraintes formant
une de´composition arborescente partielle recouvrante
de largeur w.
Algorithme 1: Comp-w-SC (In : (X, W ) : Graph ;
InOut : P = (X, D, C) : CSP)
1 for xi ∈ X do
2 D′(xi) ← ∅;
3 for xi ∈ X do
4 for vi ∈ D(xi) do
5 if vi 6∈ D
′(xi) then
6 if Solution(P (W )|xi=vi , Sol) then
7 for vj ∈ Sol do
8 D′(xj) ← D
′(xj) ∪ {vj}
9 else D(xi) ← D(xi)− {vi}
De´finition 5 Etant donne´ un CSP P = (X,D, C) et
un w-PST G = (X, W ) de (X, SC) :
– La valeur vi ∈ D(xi) est w-SC-cohe´rente par rap-
port a` G si et seulement si P (W )|xi=vi posse`de
une solution.
– Le domaine D(xi) est w-SC-cohe´rent par rapport
a` G si et seulement si ∀vi ∈ D(xi), la valeur vi
est w-SC-cohe´rente par rapport a` G.
– Le CSP P = (X, D, C) est w-SC-cohe´rent par
rapport a` G si et seulement si ∀D(xi) ∈ D, D(xi)
est w-SC-cohe´rent par rapport a` G.
Il faut noter que cette de´finition de cohe´rence est
associe´e a` la notion d’affectation de variable a` des va-
leurs de domaines. Elle peut aise´ment eˆtre ge´ne´rali-
se´e a` des affectations plus larges, qui porteraient sur
des sous-ensembles de variables. Par manque de place,
et pour simplifier cette pre´sentation, nous limiterons
la de´finition de w-SC-cohe´rence a` l’affectation d’une
seule variable.
3.2 Filtrage associe´
Comme il est d’usage classiquement pour les co-
he´rences dans les CSP, le filtrage associe´ a` la w-SC-
cohe´rence consiste tout simplement a` supprimer les va-
leurs qui ne satisfont pas la proprie´te´ correspondante.
De´finition 6 Etant donne´ un CSP P = (X, D, C) et
un w-PST G = (X, W ) de (X, SC), le CSP filtre´ par
l’exploitation de la w-SC-cohe´rence est le CSP note´
w-SC(P,W ) = (X, D′, C ′) ou` :
– D′ = {D′(x1), . . . D
′(xn)} ou` ∀D
′(xi) ∈ D
′,
D′(xi) = {vi ∈ D(xi) : vi est w-SC-cohe´rente par
rapport a` G}.
– SC′ = SC .
– ∀c′ij ∈ C
′, RC′(c
′
ij) = RC(cij) ∩D
′(xi)×D
′(xj).
Notons qu’e´tant donne´ un CSP et un w-PST (X,W )
de (X, SC), w-SC(P,W ) est unique. De plus, pour
s’assurer que la w-SC-cohe´rence de´finit un filtrage va-
lide, nous devons nous assurer qu’aucune valeur fil-
tre´e n’apparaˆıt dans une solution du CSP conside´re´.
C’est ne´cessairement le cas puisque les valeurs e´li-
mine´es n’apparaissent dans aucune solution du CSP
relaxe´ conside´re´. Nous pre´sentons maintenant l’algo-
rithme appele´ Comp-w-SC qui re´alise le filtrage w-
SC correspondant. Contrairement aux algorithmes de
filtrage classiques, comme notamment ceux re´alisant
AC, l’obtention de cette cohe´rence partielle ne ne´ces-
site pas le recours a` des me´canismes de propagation
une fois qu’une suppression de valeur a e´te´ re´alise´e. En
effet, alors que les algorithmes classiques re´alisent des
suppressions, puis propagent celles-ci, dans Comp-w-
SC, une fois qu’une valeur vi a e´te´ valide´e en obtenant
une solution dans laquelle elle figure, elle ne pourra
plus eˆtre supprime´e et ainsi vi se trouve de´finitive-
ment valide´e. Ceci est tout simplement duˆ au fait que
la valeur vi apparaˆıt dans une solution du CSP relaxe´,
en compagnie d’autres valeurs (que l’on peut assimiler
aux supports de la valeur vi). De plus, puisque ces va-
leurs figurent dans une solution, elles ne pourront plus
eˆtre supprime´es car ces valeurs se trouvent elles aussi
valide´es et pour elles, il ne sera pas ne´cessaire de tester
leur w-SC cohe´rence.
Dans l’algorithme Comp-w-SC, la fonction
Solution(P (W )|xi=vi , Sol) est appele´e pour re´a-
liser le test de cohe´rence. Si vi apparaˆıt dans une
solution Sol = (v1, v2, . . . vi, . . . vn) de P (W ), la
fonction renvoie true et Sol constitue l’autre re´sultat
de cet appel. Dans le cas contraire, la valeur false
est renvoye´e. Dans Comp-w-SC, D′ correspond a`
l’ensemble des domaines contenant les valeurs de´ja`
valide´es et donc me´morise´es pendant la phase de
filtrage. Ainsi, si une valeur vi est de´ja` pre´sente dans
D′(xi), c’est tout simplement parce que cette valeur
figure de´ja` dans une solution calcule´e et il ne sera
donc pas ne´cessaire de tester ulte´rieurement sa w-SC-
cohe´rence. Notons enfin qu’a` la fin de l’exe´cution de
Comp-w-SC, pour toutes les variables xi, nous avons
D(xi) = D
′(xi).
The´ore`me 1 La complexite´ en temps de Comp-w-SC
est O(n2.w.dw+2) alors que sa complexite´ en espace
est O(n.w.ds) avec s la taille du plus grand se´parateur
dans le w-PST.
Preuve : La fonction Solution(P (W )|xi=vi) est ap-
pele´e au plus n.d fois et le couˆt d’un appel a` cette
fonction est borne´ par n.w.dw+1. En effet, elle peut
eˆtre imple´mente´e en utilisant des algorithmes de re´so-
lution base´s sur les de´compositions arborescentes de
CSP comme TC [8] notamment, ou encore, pour eˆtre
plus efficace en pratique comme BTD [13].
De plus, nous savons que la complexite´ en espace
d’une me´thode de re´solution par de´composition
comme BTD est relative a` la taille des se´parateurs
entre les clusters de la de´composition arborescente.
Aussi, si s est la taille du plus grand se´parateur dans
le w-PST, comme le nombre de se´parateurs est majore´
par n − 1, la complexite´ en espace se trouve borne´e
par O(n.w.ds). ✷
4 Relations avec les autres cohe´rences
Pour e´valuer la puissance de filtrage de w-SC, nous
pre´sentons ici une analyse qui est de´veloppe´e dans un
esprit similaire a` celui qui a guide´ l’analyse pre´sente´e
dans [7] qui fournit une comparaison entre plusieurs
cohe´rences locales. Ici, nous conside´rerons AC, SAC,
Strong-PC, et plus ge´ne´ralement, la k-cohe´rence forte
ainsi que la k-inverse cohe´rence. Ce type de compa-
raisons est base´ sur l’existence de relations formelles
entre cohe´rences dont nous rappelons le principe. Nous
dirons qu’une cohe´rence CO1 est plus forte qu’une co-
he´rence CO2 (ce sera note´ CO2 ≤ CO1) si pour tout
CSP P pour lequel CO1 est ve´rifie´e, alors CO2 est e´ga-
lement ve´rifie´e. Ainsi, tout algorithme obtenant CO1
supprimera au moins les valeurs qui seront supprime´es
en utilisant CO2. Nous dirons qu’une cohe´rence CO1
est strictement plus forte qu’une cohe´rence CO2 (ce
sera note´ CO2 < CO1) si CO2 ≤ CO1 et s’il existe
au moins un CSP P pour lequel CO2 est ve´rifie´e alors
que CO1 ne l’est pas. Notons par ailleurs que ces rela-
tions sont naturellement transitives. Finalement, nous
dirons que CO1 et CO2 sont incomparables si aucune
relation entre elles n’est ve´rifie´e.
The´ore`me 2 1-SC < AC et pour w > 1, w-SC et AC
sont incomparables.
Preuve : Il est clair qu’un 1-PST correspond exac-
tement a` un arbre (sous l’hypothe`se de connexite´).
Aussi, puisque dans un re´seau de contraintes constitue´
par un arbre, une valeur apparaˆıt dans une solution si
et seulement si elle ve´rifie AC, 1-SC ne peut filtrer
plus de valeurs que ne le fait la cohe´rence d’arc, qui
pour sa part va conside´rer l’ensemble des contraintes
du proble`me. Par conse´quent, nous avons de´ja` 1-SC
≤ AC. De plus, puisque d’autres valeurs du re´seau
peuvent eˆtre supprime´es par AC via l’exploitation de
contraintes qui n’apparaissent pas dans le 1-PST consi-
de´re´, nous avons plus pre´cise´ment 1-SC < AC.
Maintenant, si nous conside´rons w-SC et AC avec
w > 1, ces deux cohe´rences s’ave`rent incomparables.
En effet, il suffit de constater que pour AC, une
valeur du domaine d’une variable est supprime´e si
elle ne posse´de pas de support pour une contrainte
qui n’apparaˆıt pas dans un w-PST. Dans ce cas, cette
valeur sera peut eˆtre conserve´e par un filtrage de type
w-SC. Inversement, une valeur peut eˆtre supprime´e
par un filtrage de type w-SC mais pas par AC. En
effet, si nous conside´rons un CSP constitue´ de trois
variables x1, x2 et x3 ayant toutes le meˆme domaine
avec deux valeurs et de trois contraintes de diffe´rence
c12, c13 et c23, AC ne filtre aucune valeur alors que
2-SC applique´ sur l’ensemble du proble`me (qui est un
2-PST) va supprimer toutes les valeurs. ✷
The´ore`me 3 1-SC < SAC et pour w > 1, w-SC et
SAC sont incomparables.
Preuve : Puisque 1-SC < AC et puisque AC < SAC,
par transitivite´ de <, nous avons 1-SC < SAC.
Par ailleurs, puisque SAC conside`re toutes les
contraintes qui apparaissent dans le re´seau, ne´ces-
sairement, le filtrage peut supprimer les valeurs qui
n’ont pas e´te´ supprime´es par 2-SC. Inversement, si on
conside`re l’exemple (c) pre´sente´ en page 216 de [7]
et qui est un 2-PST satisfaisant SAC, nous pouvons
facilement voir que 2-SC supprimera une valeur. Par
conse´quent, 2-SC et SAC sont incomparables. Ainsi,
plus ge´ne´ralement, w-SC et SAC sont incomparables.✷
Avant d’e´tablir d’e´ventuelles relations avec des cohe´-
rences plus fortes, nous e´tablissons les relations entre
diffe´rents niveaux de w-SC cohe´rence. Pour les rela-
tions entre w-SC avec diffe´rentes valeurs de w, nous
supposerons prendre en compte des CSP qui pos-
se`dent des de´compositions arborescentes partielles re-
couvrantes de largeurs diffe´rentes telles que w-PST ⊆
(w + 1)-PST (i.e. les areˆtes du w-PST conside´re´ sont
incluses dans celles du (w + 1)-PST). Sans cela, nous
ne disposerions d’aucune garantie sur la comparison
entre w-SC et (w + 1)-SC.
The´ore`me 4 Si w-PST ⊆ (w + 1)-PST, alors w-SC
< (w + 1)-SC.
Preuve : Si w-PST ⊆ (w + 1)-PST, les valeurs
supprime´es par w-SC cohe´rence en conside´rant le
w-PST sont ne´cessairement supprime´es en conside´-
rant le (w + 1)-PST. De plus, puisqu’il existe des
contraintes dans le (w + 1)-PST qui ne figurent pas
dans le w-PST, des valeurs supple´mentaires seront
de´truites par la (w + 1)-SC cohe´rence en conside´rant
le (w + 1)-PST. Par conse´quent, nous avons w-SC <
(w + 1)-SC. ✷
Sur ces bases, et en appliquant le meˆme principe
que dans le the´ore`me 2, nous e´tablissons la proprie´te´
suivante qui peut eˆtre vue comme sa ge´ne´ralisation :
The´ore`me 5 k-SC < (k+1)-cohe´rence forte.
Preuve : Il est facile de voir que la largeur [10]
d’un w-PST est exactement w. Par conse´quent,
en appliquant les re´sultats pre´sente´s dans [10] et
qui mettent en relation la largeur d’un re´seau de
contraintes avec le niveau de cohe´rence forte ve´rifie´e,
ne´cessairement, chaque valeur qui apparaˆıt dans un
domaine ve´rifiant la (k+1)-cohe´rence forte appartient
a` une solution de ce k-PST. Ainsi, elle ne sera pas
supprime´e par l’obtention de la k-SC cohe´rence. En
outre, puisque d’autres valeurs de ce re´seau peuvent
eˆtre supprime´es par la (k + 1)-cohe´rence forte en
exploitant des contraintes qui n’apparaissent pas dans
le w-PST (avec w = k), il est facile de voir que la
(k+1)-cohe´rence forte peut supprimer plus de valeurs
que le filtrage par k-SC cohe´rence, et par conse´quent,
nous avons bien k-SC < (k + 1)-cohe´rence forte. ✷
The´ore`me 6 Pour k > 2, la k-cohe´rence forte et k-
SC sont incomparables.
Preuve : Pour montrer que pour k > 2, k-SC et
la k-cohe´rence forte sont incomparables, il est alors
suffisant de montrer que certaines valeurs peuvent
eˆtre supprime´es par k-SC alors qu’elles ne sont
pas filtre´es par la k-cohe´rence forte. Conside´rons le
CSP correspondant au proble`me de la k-coloration
d’un graphe complet a` k + 1 sommets. Ce re´seau
est un k-PST mais il n’admet pas de solution. Par
conse´quent, l’obtention de la k-SC cohe´rence sur
ce re´seau supprimera toutes les valeurs. Par contre,
si maintenant nous conside´rons l’application de la
k-cohe´rence forte, aucune valeur ne sera supprime´e.
Par ailleurs, comme la k-cohe´rence forte prend en
compte plus de contraintes qu’il n’en apparaˆıt dans
un k-PST, des valeurs seraient supprime´es par la
k-cohe´rence forte alors qu’elles ne peuvent l’eˆtre
par k-SC. Par conse´quent, pour w > 2, k-SC et la
k-cohe´rence forte sont incomparables. ✷
Corollaire 1 2-SC < Strong-PC.
Finalement, notons que nous pouvons tout a` fait
remplacer la k-cohe´rence forte par la k-inverse-
cohe´rence [11] dans l’e´nonce´ du the´ore`me 4. Il est e´ga-
lement facile d’e´tablir que NIC et w-SC (pour w > 2)
sont incomparables.
La figure 2 synthe´tise les relations entre cohe´rences
usuelles. Les fle`ches repre´sentent les relations de type
> alors que les lignes pointille´es indiquent que les deux
cohe´rences concerne´es sont incomparables.
1−SCSAC AC
2−SC3−SC
k = w > 3
NIC
w−SC
strong−PC
strong−3−consistency
strong−k−consistency
Fig. 2 – Relations entre cohe´rences
5 Expe´rimentations
5.1 Protocole expe´rimental
La qualite´ du filtrage re´alise´ par w-SC de´pend for-
tement du w-PST conside´re´. Dans les re´sultats expe´ri-
mentaux pre´sente´s ici, le calcul du w-PST est obtenu
en utilisant une me´thode heuristique qui s’appuie sur
la notion de k-arbre [1]. L’exploitation des k-arbres se
justifie ici car il s’agit de graphes, qui, pour une lar-
geur arborescente donne´e, posse`dent le nombre maxi-
mum d’areˆtes et devraient ainsi potentiellement conte-
nir le nombre maximum de contraintes. Un graphe G
est un k-arbre si G est le graphe complet a` k som-
mets (il s’agit alors du k-arbre trivial) ou s’il existe un
sommet x de degre´ k dont le voisinage est un graphe
complet et si le graphe obtenu en supprimant de G le
sommet x et toutes les areˆtes qui lui sont incidentes est
un k-arbre. Sur la base de cette de´finition inductive,
on constate que les k-arbres peuvent eˆtre construits en
commenc¸ant par un graphe a` k sommets, et que pour
chaque ajout de sommet x, celui-ci est connecte´ aux
sommets d’une k-clique de´ja` pre´sents dans le graphe
pre´ce´dent. Dans le cadre de nos expe´rimentations, et
pour la me´thode heuristique que nous utilisons, nous
choisirons a` chaque e´tape le sommet x qui minimise∏
cij
tij ou` cij est une contrainte recouverte par la
clique forme´e par x et les sommets de la k-clique consi-
de´re´e dans le graphe pre´ce´dent et tij est le rapport
entre le nombre de tuples interdits et le nombre to-
tal de tuples potentiels. tij est ge´ne´ralement appele´e
la durete´ de la contrainte cij . La clique initiale sera
par ailleurs choisie en utilisant un proce´de´ similaire.
Les choix ope´re´s par cette heuristique sont donc mo-
tive´s par la volonte´ d’obtenir des sous-proble`mes les
plus contraints possibles (cf. choix d’un maximum de
contraintes de durete´ maximum) de sorte a` obtenir la
puissance de filtrage la plus forte. Nous avons e´gale-
ment imple´mente´ une autre me´thode qui consiste a`
calculer d’abord un k-arbre graˆce a` la me´thode de´crite
pre´ce´demment puis a` essayer d’ajouter heuristique-
ment autant de contraintes que possible tout en garan-
tissant que la largeur arborescente ne de´passe pas w.
Les contraintes sont conside´re´es dans l’ordre de´crois-
sant de leur durete´. Dans les re´sultats fournies, nous
noterons w-SC1 (respectivement w-SC2) les re´sultats
obtenus lors de l’application de notre algorithme avec
un w-PST construit selon la premie`re me´thode (res-
pectivement la seconde). Dans les deux cas, nous ex-
ploitons un k-arbre avec k = w et le sous-proble`me
relatif au w-PST conside´re´ est re´solu graˆce a` la me´-
thode de de´composition BTD [13].
Pour le filtrage AC, nous avons imple´mente´ AC2001
[5]. Le choix de AC2001 pourrait se discuter au ni-
veau expe´rimental si on tient compte du temps de cal-
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Fig. 3 – Re´sultats obtenus sur des instances ale´atoires pour les classes (200,20,5970,t) : (a) temps d’exe´cution
en millisecondes, (b) nombre d’instances incohe´rentes de´tecte´es.
cul dans la mesure ou` d’autres algorithmes peuvent se
re´ve´ler plus rapides, mais, nous verrons qu’ici, cette
question ne se pose finalement pas. Pour le filtrage
SAC, nous avons utilise´ une imple´mentation na¨ıve de
SAC. Tous les algorithmes sont imple´mente´s en C. No-
tons que nous avons e´galement compare´ nos re´sultats
avec une version plus e´labore´e de SAC (en l’occur-
rence SAC3 [3] fournie dans le solveur Java Abscon).
Concernant le temps d’exe´cution, notre imple´menta-
tion est parfois moins efficace que SAC3 mais cela ne
change en rien la nature de la comparaison avec w-SC.
Bien suˆr, les deux versions de SAC ont exactement le
meˆme pouvoir de filtrage. Aussi, nous conside´rons uni-
quement notre version na¨ıve dans les re´sultats fournis.
On pourrait, en premie`re analyse, penser que ce
type de filtrage est particulie`rement adapte´ aux pro-
ble`mes structure´s (au sens d’une largeur arborescente
de petite valeur). Cependant, ce n’est pas le cas, car,
dans la mesure ou` w-SC travaille sur des graphes par-
tiels, il ne semble pas ne´cessaire de se focaliser sur
des graphes structure´s. Les re´sultats expe´rimentaux
montrent d’ailleurs que w-SC s’ave`re plus inte´ressant
que SAC, par exemple, que ce soit en temps d’exe´cu-
tion ou en capacite´ de filtrage quand la densite´ s’ac-
croˆıt et que par conse´quent la largeur arborescente
augmente.
Ces trois algorithmes ont e´te´ compare´s sur des ins-
tances ale´atoires. Le ge´ne´rateur1 conside`re 4 para-
me`tres en entre´e : n, d, e et t. Il ge´ne`re des CSP de la
classe (n, d, e, t) avec n variables dont la taille uniforme
des domaines vaut d et qui posse`dent e contraintes bi-
naires (0 ≤ e ≤ n(n−1)2 ) pour lesquelles t tuples sont
1Voir la page http ://www.lirmm.fr/∼bessiere/generator.html
interdits (0 ≤ t ≤ d2). Les re´sultats pre´sente´s cor-
respondent aux moyennes observe´es sur des jeux de
50 instances (ayant toutes des graphes de contraintes
connexes) par classe. Les expe´rimentations ont e´te´ re´a-
lise´es sur un PC sous Linux e´quipe´ d’un processeur In-
tel Pentium IV 3, 2 GHz et dote´ de 1 Go de me´moire.
5.2 Comparaisons d’AC et SAC avec w-SC
Nous avons teste´ plusieurs classes d’instances obte-
nues en faisant varier le nombre de variables (jusqu’a`
200 variables), la taille des domaines (jusqu’a` 40 va-
leurs), la densite´ du graphe de contraintes et la du-
rete´ des contraintes. Toutefois, par manque de place,
nous ne fournirons ici que les re´sultats obtenus en fai-
sant variant t pour 200 variables, 20 valeurs par do-
maine et 5970 contraintes (densite´ de 30%) dans la
figure 3 et les re´sultats obtenus sur quelques classes
re´pre´sentatives dans le tableau 1. Notons que nous
ne fournissons pas dans la figure 3 les re´sultats ob-
tenus par w-SC2 car ils sont tre`s proches de ceux de
w-SC1 (w-SC2 de´tecte simplement quelques instances
supple´mentaires comme e´tant incohe´rentes tout en de-
mandant un temps d’exe´cution le´ge`rement plus impor-
tant).
Avant de comparer notre algorithme avec AC ou
SAC, nous nous inte´ressons d’abord au choix d’une
valeur convenable pour w. Dans la figure 3, si on
conside`re le nombre d’instances de´tecte´es comme in-
cohe´rentes par w-SC, nous pouvons constater que ce
nombre augmente lorsque la valeur de w croˆıt. Un tel
re´sultat est pre´visible dans la mesure ou` avec de plus
grandes valeurs pour w, w-SC prend en compte plus
de contraintes et est donc capable d’accomplir un fil-
Classes AC SAC 6-SC1 6-SC2
(n,d,e,t) tps #inc #suppr tps #inc #suppr tps #inc #suppr tps #inc #suppr
(100,20,495,275) 1,8 0 9,24 198 50 104,68 70 20 486,82 441 48 79,20
(100,20,990,220) 2,4 0 0,22 11987 11 92,04 105 21 566,08 240 48 79,32
(100,20,1485,190) 3,4 0 0 4207 0 0,40 286 31 494,40 187 49 38,30
(100,40,495,1230) 4,6 0 0,92 3239 50 345,06 270 21 621,94 5709 48 106,76
(100,40,990,1030) 5,8 0 0 13229 0 0,08 515 30 809,34 4954 48 176,42
(100,40,1485,899) 8,2 0 0 11166 0 0 1622 32 902,14 1854 48 181,18
(200,10,1990,49) 2,6 0 20,96 88 50 38,28 128 22 350,62 72 48 56,36
(200,10,3980,35) 5,8 0 0,92 10503 49 261,74 248 0 34,86 637 0 249,56
(200,10,5970,30) 7,8 0 0,24 11335 0 11 423 0 54,62 708 2 241,34
(200,20,995,290) 4,6 0 57,58 224 50 65,52 190 26 670,32 7464 49 78,42
(200,20,1990,245) 6 0 3,36 3716 50 256,62 192 32 592,96 1109 50 20
(200,20,3980,195) 12,4 0 0,04 34871 0 1,82 573 25 808,46 592 49 70,48
(200,20,5970,165) 17 0 0 23307 0 0,04 2242 10 1179,88 1600 43 280,3
Tab. 1 – Temps d’exe´cution (en ms), nombre d’instances de´tecte´es comme incohe´rentes et nombre moyen de
valeurs supprime´es. Toutes les instances conside´re´es n’ont aucune solution.
trage plus puissant. Ce phe´nome`ne est e´galement vrai
pour le temps qui augmente avec w. Selon nos obser-
vations, la valeur 6 pour w semble correspondre au
meilleur compromis entre le temps d’exe´cution et la
puissance de filtrage. D’une part, en exploitant des
6-PST, 6-SC1 (ou 6-SC2) prend en compte suffisam-
ment de contraintes pour assurer un filtrage efficace.
D’autre part, avec des valeurs de w plus grandes, le
nombre de valeurs supprime´es et donc le nombre d’ins-
tances incohe´rentes de´tecte´es n’augmentent gue`re tan-
dis que le temps d’exe´cution et l’espace requis peuvent
croˆıtre significativement par rapport a` ceux observe´s
pour w = 6. Ensuite, si nous comparons w-SC1 et
w-SC2, nous pouvons observer dans le tableau 1 que
ge´ne´ralement w-SC2 de´tecte plus d’instances incohe´-
rentes que w-SC1. Une fois de plus, un tel re´sultat est
pre´visible car w-SC2 exploite plus de contraintes que
w-SC1. Pour la meˆme raison, w-SC2 est souvent plus
couˆteux en temps que w-SC2.
Maintenant, si nous comparons le filtrage de w-SC
avec celui de AC ou de SAC, nous pouvons noter dans
la figure 3 que 3-SC de´tecte autant d’inconsistance que
AC tandis que SAC se re´ve`le tantoˆt meilleur, tantoˆt
moins bon que w-SC selon la valeur de w. Ne´anmoins,
nous pouvons observer que 6-SC de´tecte souvent plus
d’instances incohe´rentes que SAC. Sur les 650 ins-
tances conside´re´es dans le tableau 1, SAC est souvent
meilleur que 6-SC1 (310 instances de´tecte´es comme in-
cohe´rentes par SAC contre 270 par 6-SC1) mais moins
bons que 6-SC2 (310 instances contre 530).
Concernant le temps d’exe´cution, selon la figure
3(a), AC est ge´ne´ralement plus rapide que w-SC, sauf
pour les instances qui sont trivialement incohe´rentes.
Dans ce dernier cas, w-SC parvient tre`s souvent a` de´-
tecter l’incohe´rence simplement en supprimant toutes
les valeurs de la premie`re variable conside´re´e alors que
AC effectue beaucoup de suppressions. Par rapport
a` SAC, w-SC est plus couˆteux en temps sur les ins-
tances qui ne sont pas suffisamment dures (pour t < 50
sur la figure 3(a)) et donc trivialement cohe´rentes, car
de nombreux appels a` BTD sont requis. En revanche,
quand la durete´ est proche du seuil cohe´rent / inco-
he´rent ou au-dela`, w-SC s’ave`re plus rapide que SAC.
En effet, w-SC a besoin de supprimer moins de valeurs
que SAC pour de´tecter l’incohe´rence car, par construc-
tion, il ve´rifie (et e´ventuellement supprime) chaque va-
leur d’une variable avant de traiter la variable suivante
alors que dans AC ou SAC, les valeurs d’une variable
donne´e sont ge´ne´ralement supprime´es a` des moments
diffe´rents (du fait du me´canisme de propagation). Ceci
explique e´galement les diffe´rences au niveau du nombre
de valeurs filtre´es entre 6-SC1 et 6-SC2 dans le tableau
1. Enfin, nous avons constate´ que le comportement de
w-SC par rapport a` AC ou SAC s’ame´liore quand la
densite´ du graphe de contraites augmente. Par conse´-
quent, w-SC parvient a` obtenir des temps d’exe´cution
nettement meilleurs que SAC et a` de´tecter plus d’ins-
tances incohe´rentes qu’AC et SAC dans la zone voisine
du seuil cohe´rent / incohe´rent.
6 Discussion et conclusion
Nous avons propose´ une nouvelle cohe´rence par-
tielle parame´tre´e appele´e w-SC-cohe´rence qui per-
met d’exploiter les proprie´te´s internes d’un re´seau de
contraintes, a` la fois au niveau structurel mais aussi
au niveau de la durete´ des contraintes. En l’e´tat, cette
nouvelle cohe´rence permet de de´finir des filtrages de
domaines, a` savoir la suppression de valeurs poten-
tielles pour les variables. Cette nouvelle cohe´rence par-
tielle diffe`re dans son approche de celles qui avaient
e´te´ propose´es dans la litte´rature jusqu’a` pre´sent. Ceci
peut se constater a` la fois au niveau de sa comparai-
son the´orique avec les cohe´rences partielles classiques
mais e´galement au niveau des premie`res expe´rimenta-
tions que nous avons re´alise´es. En effet, sur le plan
the´orique, le pouvoir de filtrage est en ge´ne´ral incom-
parable avec les cohe´rences usuelles telles que la co-
he´rence d’arc et ses ge´ne´ralisations mais aussi avec la
cohe´rence SAC. Sur le plan pratique, nous avons pu
e´galement observer (non reporte´ dans la partie expe´-
rimentale) que ses capacite´s de filtrage font que ce ne
sont pas les meˆme valeurs qui sont supprime´es et que
les temps de calculs diffe`rent au niveau des re´gions par
rapport aux cohe´rences usuelles.
Il s’agit donc potentiellement d’une approche com-
ple´mentaires a` celles qui existaient pre´ce´demment.
Ceci conduit naturellement a` proposer comme suite
a` ce travail, l’e´laboration de proprie´te´s de cohe´rences
hybrides qui pourraient combiner w-SC avec d’autres
cohe´rences telles que AC ou SAC, de sorte a` four-
nir des filtrages a` la fois plus robustes en termes de
temps de calculs, mais aussi et surtout plus puissants
en termes de pouvoir filtrant. Parmi les extensions po-
tentielles a` ce travail, w-SC pourrait e´galement eˆtre
e´tendue aux contraintes d’arite´ quelconque, ce qui ne
semble pas particulie`rement difficile d’un point de vue
technique. Nous pouvons e´galement ge´ne´raliser w-SC
en e´tendant le filtrage a` des affectations partielles, par
exemple en de´finissant le principe d’une k-w-SC co-
he´rence qui produirait de nouvelle contraintes d’arite´
k. Dans les travaux qu’il faut e´galement de´velopper,
meˆme si 6-SC s’ave`re plus rapide et constitue un fil-
trage plus puissant que SAC notamment, du moins sur
les jeux d’instances que nous avons teste´s, il serait utile
de mieux identifier les bonnes valeurs du parame`tre w.
Comme cette cohe´rence s’appuie sur la notion de re´-
seaux de contraintes partiels, formellement introduits
ici en termes de graphes w-PST, une piste de recherche
naturelle serait d’e´valuer la densite´ requise des w-PST
a` conside´rer pour une valeur donne´e de w. Une autre
extension naturelle de ce travail consisterait e´galement
en l’inte´gration de cette nouvelle cohe´rence pour l’ex-
ploitation de son filtrage pendant une recherche, alors
que nous avons focalise´ notre travail pour le moment
uniquement au niveau des pre´-traitements. Ce type
d’e´tude pourrait eˆtre entrepris tout d’abord dans le
cadre des me´thodes de re´solution classiques base´es sur
le backtracking, mais aussi, et du fait de la proximite´
naturelle avec les me´thodes fonde´es sur la de´composi-
tion de re´seaux, sur les techniques a` base justement de
de´composition. Enfin, une e´tude approfondie devrait
eˆtre mene´e sur le cadre ge´ne´ral propose´ dans [17] en
e´tudiant diffe´rents types de sous-proble`mes, pas seule-
ment ceux lie´s aux de´compositions arborescentes par-
tielles recouvrantes, mais ce type de de´veloppement
de´borde du simple cadre de l’extension du travail sur
la w-SC cohe´rence.
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