Extreme learning machine (ELM), which can be viewed as a variant of Random Vector Functional Link (RVFL) network without the input-output direct connections, has been extensively used to create multi-layer (deep) neural networks. Such networks employ randomization based autoencoders (AE) for unsupervised feature extraction followed by an ELM classifier for final decision making. Each randomization based AE acts as an independent feature extractor and a deep network is obtained by stacking several such AEs. Inspired by the better performance of RVFL over ELM, in this paper, we propose several deep RVFL variants by utilizing the framework of stacked autoencoders. Specifically, we introduce direct connections (feature reuse) from preceding layers to the fore layers of the network as in the original RVFL network. Such connections help to regularize the randomization and also reduce the model complexity. Furthermore, we also introduce denoising criterion, recovering clean inputs from their corrupted versions, in the autoencoders to achieve better higher level representations than the ordinary autoencoders. Extensive experiments on several classification datasets show that our proposed deep networks achieve overall better and faster generalization than the other relevant state-of-the-art deep neural networks.
Introduction
Deep or multi-layer neural network has become a popular machine learning method in recent years. From image classification to action recognition to many other tasks, deep neural networks (DNNs) are ubiquitously used [1] . The power of deep learning, also known as representational learning, stems from its meaningful feature extraction capabilities via multiple hidden layers [2] . Deep neural networks are successful because they can extract complex structures and build an internal representation from several hidden layers [3] . One among many techniques of creating a deep neural network is based on an autoencoder (AE). Multiple AEs are stacked together to create a deep neural network. The AE performs meaningful feature extraction and thus, used as a building block to create a deep neural network [4] .
Even though the deep neural networks are widely used and are very successful, they are not a panacea for all types of problems [5] . The conventional DNNs are trained with back-propagation (BP) to optimize the model parameters. Specifically, a gradient of the loss function is computed with respect to the network parameters (synaptic weights) and the weights are iteratively changed in the direction of the negative gradient so as to minimize the loss function. The problems with back-propagation based optimization method are slow training process, failure to converge to a single global minimum if there exists many local minima and sensitivity to learning rate setting [6] . Also, large amount of training data is required to optimize thousands of model parameters. Thus, the training of such conventional DNN is too cumbersome and time consuming [7] .
To accelerate the training process, randomization based neural networks have been extensively employed recently to build deep learning models. Randomization based methods with closed form solution avoid the above mentioned issues of conventional back-propagation based neural networks [8, 9, 10, 11] . They are faster to train and have demonstrated good learning performance [12, 13, 14] . Among the randomization based methods, Extreme learning machine (ELM) [15] , a variant of Random Vector Functional Link (RVFL) [16] , has been widely used for building multi-layer or deep neural networks [17, 18, 19] . RVFL/ELM is a single layer feed-forward neural network (SLFN) in which the weights and biases of the hidden neurons are randomly generated within a suitable range and kept fixed while the output weights are computed via a simple closed form solution [16, 20] . To create deep models, multiple randomization based AEs [21] are stacked together as done in conventional deep learning models such as stacked autoencoders (SAEs) [22] , deep belief network (DBN) [23] . Among several variants of randomization based deep neural networks, a popular framework is Hierarchical ELM (H-ELM) [18] that consists of two components: unsupervised multi-layer feature encoding and supervised feature classification. For the feature extraction part, several randomization based autoencoders trained independently are stacked together while the original ELM is employed for feature classification part. This architecture has also been utilized for other learning methods such as semi-supervised learning [24] and unsupervised learning [25] .
Randomization based neural networks greatly benefit from the presence of direct links from the input layer to the output layer as in RVFL network [26, 27, 28] . The direct links act as a regularization for the randomization resulting in impressive performance of RVFL over ELM [29, 30] . It also helps to keep the model complexity low with the RVFL network being thinner and simpler compared to its counterpart ELM [31, 32] . With the Occam's Razor principle and PAC learning theory [33] advocating for simpler and less complex models, this makes the RVFL network attractive to use compared to ELM.
In this paper, we extend the randomization based deep neural network, H-ELM framework, by using direct links as in the original RVFL network while maintaining its advantages of lower complexity and training efficiency. The key contributions of this paper are summarized as follows:
• We extend the H-ELM framework [18] by using direct connections from the preceding layers to the fore layers of the network. Based on this idea, we propose several deep variants known as deep RVFL networks. The direct connections enable feature reuse which enables the neural network to generalize better. This work is similar to the works in [34, 35] but there are several key differences. First, the deep neural networks proposed in this paper do not require back-propagation based learning. Second, unlike in [34, 35] , the deep networks proposed in this paper are created by stacking several randomization based AEs followed by a RVFL classifier where each randomization based AE is an independent feature extractor.
• To extract better higher level representation by the unsupervised feature extraction part, we introduce a denoising criterion in the autoencoders. We also propose a deep RVFL network with both direct connections and denoising criterion.
• With extensive experiments on several classification datasets, we show that our proposed methods generalize better and faster compared to other relevant state-of-the-art deep neural networks.
The rest of this paper is organized as follows. Section 2 introduces the related works, including the fundamentals of RVFL, ELM and AE with some of the notable ELM based multi-layer neural network frameworks. Section 3 describes various RVFL inspired multi-layer (deep) neural network frameworks. Section 4 compares the performance of our proposed frameworks with other relevant learning algorithms. The summary of the paper is presented in Section 5. Finally, we conclude the paper with future works in Section 6.
Related Works
In this section, we discuss the fundamentals of RVFL, ELM as a variant of RVFL, Kernel ELM, autoencoder (AE) and denoising autoencoder (DAE). To facilitate the understanding of how AEs (or DAEs) are used to build multilayer neural networks, we briefly review the concepts of Stacked AE (SAE) and Stacked DAE (SDA). We also present a detailed review of ELM based multilayer neural networks.
Random Vector Functional Link (RVFL)
RVFL [16] is a single layer feed-forward neural network in which the weights and the biases of the hidden neurons are randomly generated within a suitable range and kept fixed. The output layer of the RVFL receives both non-linearly transformed features H from the hidden layer neurons and original input features X via direct links (see Figure 1 (a)). Specifically, if d be the input data features and J be the number of hidden neurons, then there are total d + J inputs for each output node. Since the hidden layer parameters are randomly generated and kept fixed, the learning objective is reduced to computing output weights, β, only. The learning objective can be mathematically represented as:
where D = [H X] is the concatenation of features from the hidden layer H and original input features X, λ is the regularization parameter and Y is the target matrix.
A closed form solution for Eq. (1) can be obtained by using either regularized least squares (i.e. λ = 0) or Moore-Penrose pseudoinverse (i.e. λ = 0) [36] . Using Moore-Penrose pseudoinverse, the solution is given by: β = D + Y while using the regularized least squares (or ridge regression), the closed form solution is given by:
Depending on the number of training samples or total feature dimensions (i.e. input features plus total number of hidden neurons), primal or dual solution can be used to reduce the complexity of the matrix inversion [6] .
Extreme Learning Machine (ELM)
ELM [15] , developed in 2004, can be viewed as a variant of RVFL without the direct links from the input to the output layer and bias term in the output layer (see Figure 1 (b)). Thus, Eq. (1) becomes:
Its solution is:
Kernel ELM
Kernel ELM [15] is obtained by applying kernel trick to Eq. (5). The kernel trick avoids explicit mappings to higher dimensions via kernel functions. Specifically, the kernel trick replaces the inner product H T H by K where K is a kernel matrix. It has the same final solution formulation as that of Kernel Ridge Regression (KRR) [37] . Based on the Representer Theorem [38] , β can be expressed as a linear combination of the samples in the feature space φ(x) as β = i α i φ(x i ). The learning objective thus, becomes:
Its closed form solution is:
where K is a kernel matrix and K ij = k(x i , x j ) = φ(x i ), φ(x j ) . Thus, instead of implicitly mapping each data point to a higher dimensional space via a transformation φ and computing the inner product, one can easily get the inner product in a higher dimensional space via the kernel function. Commonly used kernel functions are Gaussian kernel, linear kernel, and polynomial kernel.
Autoencoder (AE)
An autoencoder (AE) consists of two parts, an encoder and a decoder. The output of the encoder transforms the original representation into some rich, meaningful representation such that the decoder is able to reconstruct the original representation form the encoder's representation.
Encoder The encoder is a function f that maps an input x ∈ R d to hidden representation h(x) ∈ R d . It consists of an affine mapping followed by a nonlinearity:
where a f is a non-linear activation function, W is a d × d weight matrix and b h is a bias vector of dimension d . The parameter set is represented by
Decoder The decoder function g maps the hidden representation h back to a reconstruction y:
where a g is the decoder's activation function, typically a linear activation function. The decoder's parameters represented by Θ are a bias vector b g and weight matrix W .
An autoencoder training consists in finding the parameters Θ and Θ that minimize the reconstruction error on a training set of examples X = {x 1 , x 2 , . . . , x n } by solving the following optimization problem:
where L is the reconstruction error. For linear reconstruction, the squared error L(x, y) = ||x − y|| 2 is used.
Denoising Autoencoder (DAE)
One amongst the several variants of AE is Denoising Autoencoder or DAE [4] . The DAE is expected to learn a stable and robust higher level representation without simply copying the input representation or learning an identity mapping. This is achieved by corrupting the input X before sending it through the autoencoder, which is trained to reconstruct the clean version (i.e. to denoise). This lead to the following optimization problem:
whereX is the corrupted versions of X obtained from a corruption process q(X|X). Typically, the input is corrupted by either adding Gaussian noisẽ X = X + , ∼ N (0, σ 2 I) or by using a binary masking noise, where a fraction ν of randomly chosen input components have their value set to 0. The degree of the corruption (σ or ν) controls the degree of regularization.
Stacked (Denoising) Autoencoders (SAE or SDA)
In Stacked (Denoising) Autoencoders (SAE or SDA) [4] , several AEs (or DAEs) are stacked on top of each other. SAE (or SDA) is particularly used to initialize a deep network. After training a first level (denoising) autoencoder, its learnt encoding function f (1) Θ is used on the original or clean input. The resulting representation is then used to train a second level (denoising) autoencoder to learn a second level encoding function f (2) Θ . The procedure is repeated until certain number of layers. The final step involves fine-tuning the whole network.
ELM based Multi-layer Neural Network
With the growing surge of representational (or deep) learning, randomized neural network has also been used as a building block for multi-layer or deep neural networks [17, 18, 19] . Such randomized neural networks are a preferable choice because of their faster training time, and lower computational requirements. A randomization based AE was first introduced in [17] . Using such randomization based AEs, several variants of multi-layer ELM have been proposed in the literature. In this section, we briefly review randomization based autoencoder with some of the notable multi-layer ELM networks in case of supervised learning especially for classification tasks.
Randomization based Autoencoder
In a randomization based AE [17] , the input (X) is first randomly mapped to a latent representation h by the encoder. Thus, the encoder parameter set Θ is randomly generated and kept fixed. Depending on the type of regularization imposed in learning the weight matrix W of the decoder, three variants of randomization based AE have been proposed so far as discussed below.
Randomization based AE with l 2 regularization. To obtain the decoder parameter set Θ for the reconstruction of the input, either Eq. (5) or Eq. (6) is utilized depending on the complexity. Specifically, in [17] , the weight matrix of the decoder W is obtained using the following equations:
Dual Space:
Randomization based AE with l 1 regularization. According to the authors of [18] , since the above formulation uses l 2 penalty, the reconstructed features tend to be dense and might have redundancy. Thus, to extract sparse features, the authors of [18] proposed a sparse AE regularized with l 1 norm. The objective function of the sparse randomization based AE is given by:
The above optimization problem is solved using a fast iterative shrinkage thresholding algorithm (FISTA) [39] . Randomization based AE with elastic-net regularization. To further increase the robustness of the AE, the authors in [40] , employed elastic net regularization. The optimization problem then is given by:
where α controls the proportion of l 1 and l 2 norm and λ is the regularization parameter for elastic-net penalty. Alternating Direction Method of Multipliers (ADMM) [41] is used to solve the above optimization problem.
Kernel-Randomization based AE. Similar to the AE as discussed above, KELM-AE [19] learns the data transformation from the hidden layer to the output layer except that the input matrix is mapped into a kernel matrix as discussed in Section 2.3.
Using these randomization based AE as building blocks, following variants of multi-layer ELM have been built.
Multi-layer ELM (ML-ELM)
The ML-ELM uses randomization based AE with l 2 regularization [17] . The original inputs are decomposed into multiple hidden layers, and the outputs of the previous layer are used as the inputs of the current one. The AEs are simply stacked layer by layer in the hierarchical structure with the final layer used for decision making (classification). Since the encoded outputs are directly fed into the final decision making layer without random feature mapping, such framework fails to exploit the advantages of randomization based neural networks [18] .
Hierarchical ELM (H-ELM)
The H-ELM [18] consists of two components: feature encoding using ELM and an ELM based classifier as shown in Fig. 2 . For feature extraction, it uses sparse AE (ELM regularized with l 1 norm). The extracted features are then used by ELM classifier (ELM regularized with l 2 norm) for final decision making.
Multi-layer kernel ELM (ML-KELM)
The architecture of ML-KELM is similar to H-ELM except that the hidden layers of randomization based AE and ELM classifier are replaced by a kernel matrix K. For the details regarding ML-KELM, we refer the readers to [19] .
Neural-response-based ELM (NR-ELM)
The NR-ELM [40] also follows the architecture of H-ELM with multi-layer ELM based feature mapping with ELM classifier. It employs ELM with elasticnet regularization to learn more compact and meaningful output weights. The NR-ELM is especially used for image classification where the SIFT descriptors [42] are used to extract local features before feeding into the NR-ELM.
RVFL based deep neural network
In this section, we propose three deep RVFL variants. Since the deep learning models are built hierarchically with high level feature extraction followed by final classification layer, all three variants utilize H-ELM architecture with unsupervised feature extraction using randomization based AE followed by RVFL classifier for decision making. Our proposed frameworks differ from multi-layer ELMs introduced in Section 2.5 in such that we introduce feature re-use at different parts of the networks via direct links from the preceding layers and also replace the ELM classifier by RVFL. Figure 2 : Architecture of H-ELM [18] . It consists of feature encoding using multi-layer network built with randomization based AE and ELM classifier for final decision making.
Deep RVFL with direct links (sdRVFL(d))
In the sdRVFL(d) framework ( Fig. 3 ), before unsupervised feature extraction, the input raw data is randomly mapped to a feature space to exploit hidden information in the original input space. Then, a L-layer unsupervised learning is performed to obtain complex high-level features. The output of each hidden can be written as:
where H i is the output of the i-th layer, H i−1 is the output of the (i-1)th layer, a(·) denotes the activation function of the hidden layers, and β represents the output weights. Each hidden layer of sdRVFL(d) is an independent feature extractor. As the layers increase, the resulting feature becomes more compact or complex. it is defined as:
Convolutional RVFL(CRVFL) [43] employs similar technique with direct links from the input to the final decision making layer. However, sdRVFL(d) differentiates itself from convolutional RVFL (CRVFL) in such that the sdRVFL(d) is built hierarchically where RVFL classifier follows unsupervised feature extraction. That means, unlike in CRVFL, the concatenated features in sdRVFL(d) are randomly perturbed before passing to the RVFL classifier to improve the generalization performance [18, 44] .
Deep RVFL with dense direct links (sdRVFL(dense))
In the sdRVFL(dense) framework (Fig. 4) , the direct connections are introduced from any layer to all subsequent layers. Thus, the input to the subsequent layer is the features from all preceding layers. Because of its dense connectivity, we refer to this sdRVFL architecture as sdRVFL(dense). If X (L) is the input to the L-th layer, it is represented as: where [X, H 1 , . . . , H L−1 ] refers to the concatenation of the features obtained from the layers 0, . . . , L − 1. As discussed above, each randomization based AE acts as an independent feature extractor. By reusing the features from the lower complexity levels, the aim is to extract more meaningful and compact features.
sdRVFL(dense) with denoising autoencoders (sdRVFL-D(dense))
In case of non-linear mapping such as neural networks, training with noise has different effect to training with l 1 or l 2 weight decay and results in qualitatively different outcome (features) than training with a weight decay regularization [4] . Thus, to extract better higher level representations, the inputs to the randomized based AE are corrupted by adding Gaussian noise as discussed in Section 2.4.1. Otherwise, the architecture of sdRVFL-D(dense) is identical to that of sdRVFL(dense).
Experiments and Analysis

Experimental Settings
In this section, we compare the performance of our proposed methods with relevant multi-layer (deep) ELMs. Multi-layer ELMs, H-ELM and ML-KELM have been shown to outperform other multi-layer neural networks such as SAE, SDA, Deep Boltzman Machines (DBM), multilayer perceptron (MLP-BP) and ML-ELM in [18, 19] . Even though our proposed methods can be integrated with any multi-layer ELM frameworks, in this paper, we use H-ELM as our base framework as it follows the common architecture of deep learning models with separate feature extraction followed by a classification part and also it has good generalization capability [18] . To show the effectiveness and efficiency of our proposed methods, we conduct extensive experiments and analysis. The analysis is done over two parts: 1) individually: comparison of the multi-layer algorithms with the same weight regularization 2) jointly: overall comparison with the relevant state-of-the-art multi-layer ELMs.
The algorithms are first compared over 20 UCI datasets. For a fair comparison, we use the publicly available data partitions (training, validation and testing partitions) of [45] . Following the practice in [18, 19] , the number of hidden layers L is set to 3 for all experiments. The number of hidden nodes for an AE is tuned over 10:200 with a step-size of 10 while the hidden nodes for ELM/RVFL classifier is tuned over 100:2000 with a step-size of 100. Meanwhile, the regularization parameter λ in each layer is set to be (1/C) where C is set as 10 x , {x = -7,-5,. . . ,7}. For ML-KELM, RBF kernel is used as in [19] and the kernel parameter σ in each layer is set as 10 x , {x = -7,-5,. . . ,7}. For deep RVFL using denoising AE, the noise variance is tuned over {0.05, 0.1, 0.15, 0.3, 0.5, 0.75} [4] . The H-ELM and ML-KELM algorithms are implemented using the source codes 1 2 available online.
The UCI datasets used in this paper are summarized in Table 1 .
Performance Comparison in UCI datasets
As mentioned above, the algorithms are compared over two parts. In the first part, we compare the deep networks using the same weight regularization separately. In Tables 2, 3 and 4, we present the classification accuracies of each method in each dataset. As can be seen from these tables, sdRVFL-D(dense) algorithms have the highest average accuracies for each type of regularization followed by sdRVFL(dense) and sdRVFL(d). The base frameworks, H-ELM algorithms have the lowest accuracies in each case. However, comparing the classifiers using average accuracy is susceptible to outliers and may atone for a classifier's poor performance in one dataset with an excellent performance on the other. Thus, we follow the procedure of [45, 46] , and use the friedman rank of each classifier to assess its performance. In this approach, each classifier is ranked based on its performance, that means, the highest performing classifier is ranked 1, the second highest rank 2, and so on in each dataset. From the same tables, we can see that sdRVFL-D(dense) is the top ranked algorithm in each case followed by sdRVFL(dense) and sdRVFL(d). This shows that our We follow the naming convention of [45] .
proposed deep neural networks with direct and dense connections consistently perform better than other algorithms. We also perform a statistical comparison of the algorithms for each regularization type using the Friedman test [47, 48, 49] . The Friedman test compares the average ranks of the classifiers, R j = i r j i where, r j i is the rank of the j-th of the m classifier on the i-th of M data sets. The null hypothesis is that the performance of all the classifiers are similar with their ranks R j being equal.
Let M and m denote the number of data sets and classifiers respectively. When M and m are large enough, the Friedman statistic
is distributed according to χ 2 F with (m-1) degrees of freedom under the null hypothesis. However, in this case, χ 2 F is undesirably conservative. A better statistics is given by which is distributed according to F -distribution with (m-1) and (m-1)(M -1) degrees of freedom. If the null-hypothesis is rejected, the Nemenyi post-hoc test [50] can be used to check whether the performance of two among m classifiers is significantly different. The performance of two classifiers is significantly different if the corresponding average ranks of the classifiers differ by at least the critical difference (CD)
where critical values q α are based on the Studentized range statistic divided by √ 2. α is the significance level and is equal to 0.05 in this paper. Based on simple calculations we obtain, χ 2 F (l 1 ) = 40.98, χ 2 F (l 2 ) = 41.82, χ 2 F (elastic) = 31.92 and F F (l 1 ) = 40.93, F F (l 2 ) = 43.7 and F F (elastic) = 21.59. With 4 classifiers for each regularization type and 20 data sets, F F is distributed according to the F -distribution with 4 − 1 = 3 and (4 − 1)(20 − 1) = 57 degrees of freedom. The critical value for F (4, 56) for α = 0.05 is 2.76, so we reject the null-hypothesis. Based on the Nemenyi test, the critical difference is CD = q α (m(m + 1))/(6M ) = 2.569 * 4 * 5/(6 * 20)
1.04. From Figure 5 , we can see that our proposed methods are statistically significantly better than the base frameworks or H-ELM multi-layer networks.
To determine the best network, we also perform an overall comparison of the networks presented in this paper. First, we compute the average Friedman H-ELM(l 2 ) is the hierarchically built ML-ELM [17] with separate feature extraction and classification. The results for ELM and RVFL are copied from [32] .
rank of all the algorithms as shown in Table 5 . From the table, we can see that our proposed methods are the top-ranked algorithms. We also perform a statistical comparison of the algorithms to test the significance between each pair of algorithms. Based on simple calculations we obtain, χ 2 F = 171.24 and F F = 29.91. With 15 classifiers and 20 data sets, F F is distributed according to the F -distribution with 15 − 1 = 14 and (15 − 1)(20 − 1) = 266 degrees of freedom. The critical value for F (14, 266) for α = 0.05 is 1.72, so we reject the null-hypothesis. Based on the Nemenyi test, the critical difference is CD = q α (m(m + 1))/(6M ) = 3.391 * 15 * 16/(6 * 20)
4.79. The outcome of the statistical test is reported in Table 6 . The empty entry indicates that no statistically significant difference is observed. s+ means the method in the corresponding row is statistically better than the method in the corresponding column, Similarly, s-means the method in the corresponding row is statistically worse than the method in the corresponding column.
Complexity Analysis
In this section, we compare the multi-layer (deep) networks in terms of model complexity (number of hidden nodes) and training time. The training time of H-ELM based networks depends on the number of hidden nodes, J while that of ML-KELM depends on the size of the training data, N . Since the autoencoder part of the network requires less number of hidden neurons, the training time of H-ELM based networks is heavily influenced by the number of hidden nodes in the classifier part of the network (ELM/RVFL with l 2 regularization) which requires matrix inversion of size N × N or J × J whichever is smaller. In a standard implementation, the matrix inversion of a matrix of size (N × N ) requires O(N 3 ) time and O(N 2 ) memory [51] . For RVFL classifiers, direct links should also be considered when computing J × J. ML-KELM, on the other hand, requires the matrix inversion of the kernel matrix of size N × N . For the complexity analysis, we select the largest and the smallest datasets used in this paper, bank and glass dataset respectively. We report the number of hidden nodes in each layer and training time of each algorithm in these two datasets in Table 7 and 8 respectively. From these tables, we can see that our proposed methods have substantially lower model complexity (less number of hidden nodes) and require less training time than H-ELM networks and ML-KELM. Because of the direct connections (feature reuse), the RVFL classifier in our proposed methods requires less number of hidden neurons for decision making. Also, the autoencoders in our proposed algorithms are able to extract better higher level representations compared to other algorithms which is verified by the accuracy of the classifier that uses it as input in the above section.
Parameter Sensitivity Analysis
In sdRVFL neural networks, there are a number of parameters that need to be properly selected. Specifically, the number of hidden layers L, the number of
sdRVFL(dense-l 2 ) hidden units N , the regularization parameter C and the noise level ν (in case of sdRVFL-D) need to be determined using validation dataset. In this section, we conduct a parameter sensitivity analysis on two datasets: spambase and contrac using sdRVFL-D(dense-l 1 ) method. Using the hyperparameter values described in the experimental settings (Section 4.1), we employ a grid search strategy to vary these parameters. As can be seen from Fig. 6 , different combinations of the parameters result in different performance. Therefore, it is necessary to determine the suitable values of the parameters for each dataset.
Performance Comparison with state-of-the-art Deep Neural Networks
In this section, we evaluate the performance of our proposed methods on two datasets described below and compare with other state-of-the-art neural networks. [15] 13.07 ML-KELM [19] 12.95 RVFL(l2) [16] 12.25 H-ELM(l2) [17] 11.22 H-ELM(l1) [18] 10.6 H-ELM(elas) [40] 10.15
3.1 † are the methods introduced in this paper. Lower rank reflects better performance.
Income Prediction: The income prediction dataset [52] consists of a person's social background such as race, sex, work-class etc. and the task is to predict whether this person makes over 50K a year. The dataset consists of 32,561 training samples and 16,281 testing samples. We evaluate the performance of our proposed methods using the network structure as described in [53] . Specifically, neural networks with two hidden layers trained using the target propagation N N T argetP rop [54] and standard back-propagation N N BackP rop respectively are implemented in [53] . We use the same number of hidden layers and compare the performance of neural network based methods 3 in Table  9 . For other hyperparameters, we follow the experimental settings described in Section 4.1. From the table, we can see that our methods are either comparable or outperform the neural networks trained with both target propagation and standard back-propagation.
Prediction of pulsars in the HTRU2 dataset: The High Time Resolution Universe Survey (HTRU2) dataset [55] consists of 1,639 real pulsars and 16,259 spurious signals. The task here, is to identify pulsars in radio signals. For the comparison, we use the experimental settings of [1] . The number of hidden units and layers are selected from the values presented in Table 10 . For other hyperparameters, we follow the experimental settings described in Section 4.1. We compare our methods with seven other deep neural networks (top-7 of [1] ) in terms of AUC in Table 11 . From the table, we can see that our methods are either comparable or outperform the other state-of-the-art feed-forward neural 
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s-s-s-s-s-s-s-s-s+ means the method in the corresponding row is statistically better than the method in the corresponding column. Similarly, s-indicates that the method in the corresponding row is statistically worse than the method in the corresponding column.
networks (FNNs).
Summary
In this paper, we proposed several deep RVFL networks using stacked randomization based autoencoders. Specifically, inspired by the better performance of RVFL over ELM, we extended the H-ELM framework by incorporating direct connections from different parts of the network as in the original single hidden layer RVFL network. To extract better higher level representations, we also introduced the denoising criterion with such networks. The direct links (feature reuse) improve the performance of the deep networks as they do in case of shallow (single) RVFL network as evident by the better performance of deep RVFL networks compared to the ELM networks. They also result in lower model complexity as the RVFL networks require less number of hidden neurons than its counterpart ELM networks. These results are congruent with The best performing algorithm for this dataset is in bold. the results obtained in [28, 31] for shallow (single) hidden layer RVFL network.
Future Works
There are still some limitations of the proposed approach leading to interesting future research directions. The randomization based autoencoder and RVFL classifier with l 2 regularization involves matrix inversion. Furthermore, the sdRVFL(d) and sdRVFL(dense) variants reuse features from different parts (f) contrac of the network. When a dataset has large number of samples and feature dimension, the matrix inversion can be expensive in both time and memory. One of the possible ways to circumvent this issue is using incremental learning [56] . In- (j) contrac Figure 6 : Performance variation of the proposed sdRVFL-D(dense-l 1 ) method in terms of accuracy (%) for fixed L, C and ν (first row), for fixed L and ν (second row), for fixed L and C (third row), for fixed L and N (fourth row), and for fixed C and ν (fifth row). Different parameter combinations may result in different performance. stead of using all the training data at once, it can be divided into small chunks of data and used to update the network parameters incrementally as in [57] . Also, the number of network parameters (weights and biases) increases rapidly with the depth of the network for all sdRVFL variants. Techniques such as Dropout [58] and DropConnect [59] can be employed to reduce the parameters that need to be computed by randomly dropping the units. The proposed methods can also be applied in other learning tasks beyond classification in areas such as regression [27] , forecasting [14, 28, 57] and semi-supervised learning [24] . Since ensembles of neural networks are known to be much more robust and accurate than individual networks, the application of ensembles of randomized deep RVFL networks [60] is another interesting research direction. 
Method
Accuracy(%) N N T argetP rop 84.91 N N BackP rop 85.34 sdRVFL(dense-l 1 ) † 85.38 sdRVFL(dense-l 2 ) † 85.33 sdRVFL(dense-elas) † 85.34 sdRVFL-D(dense-l 1 ) † 85.42 sdRVFL-D(dense-l 2 ) † 85.36 sdRVFL-D(dense-elas) † 85.41 † are the methods introduced in this paper. The results for N N T argetP rop and N N BackP rop are copied from [53] . For a two-hidden layer neural network, sdRVFL(d) and sdRVFL(dense) have the same network structure. Thus, we report the performance for the latter i.e. sdRVFL(dense). 
