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1 Introduction
In the last 50 years, miniaturization of electronic devices became the most important
task in the modern world. People learnt to create circuits below the macroscopic scale
and entered the regime of mesoscopic physics or nanophysics. In this limit, quantum
mechanics already plays an important role, thus new techniques had to be created
which close the gap between the microscopic and the well-known macroscopic world.
With more and more expertise in manufacturing high quality semiconductor devices,
physicists all over the world gained a playground with new phenomena and also a tool
to verify the existing theories in this so far unexplored limit. Nanostructures with
reduced dimensionalities such as two-dimensional electron gases, quantum wires and
quantum dots are not only of major interest for fundamental research but also provide
candidates for new electronic or spintronic devices which may find their right to exist
in a conventional computer or even hold the breakthrough in quantum computing.
A milestone in the history of mesoscopic physics was the discovery of the integer quan-
tum Hall effect [4, 10, 17, 19] by K. von Klitzing in 1980. This quantum mechanical
phenomenon, which keeps us busy throughout the whole thesis, was awarded with the
Nobel Prize in 1985. It can be observed in a two-dimensional Hall bar with a perpen-
dicular magnetic field of typically some Tesla. The main feature is the conductance
quantization e2/(2pi~) which can be measured with extremely high precision. As a con-
sequence, the Hall measurement can be utilized to determine the fine-structure constant
with high accuracy as suggested in von Klitzing's first publication [19]. Two years later,
H. Störmer and D. Tsui found that also fractions of the conductance e2/(2pi~) can be
observed once the perpendicular field exceeds 5 Tesla [42]. This discovery, which was
called fractional quantum Hall effect, and a theoretical approach by R. Laughlin [21],
was honored with the Nobel Prize in 1998. Whereas the integer quantum Hall effect
can be explained within the mesoscopic theories by a one-particle picture, the latter is
a many-body effect which requires a profound understanding of quantum field theory
and the interaction between particles. Thus, a complete description of all underlying
effects, which lead to a fractional conductance, has not been given yet.
About 20 years after von Klitzing's discovery, U. Zeitler, H. Schumacher et. al. [49]
exposed strong anisotropies of the longitudinal resistance in coincidence measurements
1
1 Introduction
performed on a Si/GeSi Hall bar, i.e. they observed anisotropies in transport mea-
surements on a quantum wire in the integer quantum Hall regime with an additional
magnetic field in the plane of the two-dimensional system which is tuned such as the
spin-polarized energy bands of neighboring Landau levels overlap due to the Zeeman
splitting. The anisotropy is with respect to the orientation of the in-plane field, that
is the resistance at the coincidence differs for a lateral magnetic field which is parallel
or perpendicular to the direction of transport. The reason for this effect is unknown
but one of the explanations pointed to the complex band structure of silicon1. How-
ever, this possibility was refused one year later when W. Pan, H. Störmer, D. Tsui et.
al. [26] encountered very similar anisotropies in an (Al)GaAs quantum well structure,
a semiconductor with a direct band gap and therefore no valley splitting. Another
idea considered spin hot spots [11] and the influence of spin-orbit interaction which
may have a noticeable, possibly anisotropic2 contribution to the band structure at the
crossing of the spin-polarized levels. Since this proposal is checked within the frame-
work of the present thesis, we want to spend some lines to present the concepts and
the outcome of the coincidence measurements in detail. For this purpose, we stick to
the publication of W. Pan et. al. [26] where they had used an (Al)GaAs system which
we take as example in subsequent chapters.
The two-dimensional system is a 35 nm wide GaAs quantum well sandwiched by
Al0.24Ga0.76As. The conducting region is quadratic (5mm × 5mm) and contacted
by eight indium leads placed symmetrically around the perimeter. The electron den-
sity is such that two subbands of the quantum well are occupied which is quantitatively
mapped in Fig. 2.3 (p. 15) using a harmonic approximation of the confinement. The
measurements were performed in the integer quantum Hall regime at filling factors of
ν = 4, 6, 8 which requires a perpendicular magnetic field of about 3T. Additionally an
in-plane magnetic field up to 30T is used to increase the Zeeman splitting until the
spin-polarized bands of neighboring Landau levels overlap. This process is sketched
schematically in Fig. 4.4 (p. 77) for a narrow quantum wire with zero perpendicular
field and also given quantitatively in Fig. 3.2 (p. 32) for the given Hall bar. The
in-plane field is parallel or perpendicular to the current and all experimental results
were obtained at low temperatures (< 0.1K). The outcome of the transport measure-
ments are shown in Fig. 1.1 for the three filling factors. As we know from the integer
1Note that equivalent points in the Brillouin zone of the indirect band gap semiconductor silicon are
the reason for additional splitting of the Landau levels, which is called valley splitting [49].
2However, note that without external magnetic field a 2DEG in the presence of Bychkov-Rashba and
Dresselhaus SOI exhibits an anisotropic, current-induced spin accumulation but the conductivity
remains isotropic [41].
2
Figure 1.1: Longitudinal resistances Rxx, Ryy of the given Hall bar with an in-plane
magnetic field parallel (solid lines) and perpendicular (dashed lines) to the current
respectively. For the tilt angle Θ it holds Bip = tan(Θ)Bz (comp. p. 32) and the
measurement on the lhs was performed at an electron density of n = 4.2 · 1011 cm−2.
Source: Ref. [26].
quantum Hall effect, the longitudinal resistance develops peaks whenever the Fermi
energy is located at an energy level of the bulk. Else, backscattering is suppressed
due to the spatial separation of the states carrying current to opposite directions and
the resistance drops down to nearly zero. We can identify the peaks in Fig. 1.1 with
spin-polarized energy levels arising from two different Landau levels which approach for
an increasing magnetic field due to the Zeeman splitting. At the level coincidence we
observe a strong anisotropy of the resistance, i.e. the peaks overlap if the in-plane field
is parallel to the Hall bar (Rxx), but the minimum persists for a magnetic field which
is perpendicular to the current (Ryy). The difference of the longitudinal resistance for
both orientations of the lateral field as displayed in Fig. 1.1 is obvious.
If this anisotropy is caused by the spin hot spots, it cannot be due to the Dressel-
haus spin-orbit interaction [12, 18, 45, 51] of systems with bulk inversion asymmetry,
because of the experiments of U. Zeitler et. al. [49], where silicon, a material with
diamond structure, was used. Hence, in the present work any Dresselhaus contribution
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was neglected for convenience. However, a two-dimensional approach to the influence
of Bychkov-Rashba spin-orbit interaction [12, 18, 45, 51] at the level crossing via degen-
erate perturbation theory [28, 37] failed to explain the anisotropies for the dimensions
of the given system. A straightforward generalization of this work implies the influ-
ence of the orbital effects of the large in-plane magnetic fields that were used in these
experiments. This is a connatural, though different problem compared to the investi-
gation of the coupling between the cyclotron motion in a perpendicular field and the
spin-orbit interaction, which has recently been studied by Ref. [36, 46, 50]. One of the
main tasks of this thesis was to derive a formalism which accounts for the orbital effects
of lateral fields and to check the possibility of anisotropic transport due to spin-orbit
interaction. Nevertheless, it turned out that also considering the third dimension and
the orbital effects, the Bychkov-Rashba spin-orbit coupling was not capable to explain
the measured anisotropies of Ref. [26, 49] as we can see in Chapter 4.
In opposite to the theory of spin hot spots, it was speculated about the formation of
stripe phases [9], an energetically more advantageous state of electrons that arrange
in charge-density waves rather than Landau levels. These have already been found in
bilayer quantum Hall systems at odd integer filling factors [5, 27] and it sounds rea-
sonable in this context [5] due to the large widths of the quantum wells of the given
systems and also the high in-plane magnetic fields (up to 30T) which are necessary in
these experiments. A possible explanation via stripe phases has already been suggested
by U. Zeitler, H. Schumacher et. al. [49].
Nevertheless, orbital effects of large lateral magnetic fields play an important role for
all quantitative descriptions in this regime. For instance, taking the calculations of spin
relaxation rates in quantum dots by P. Stano and J. Fabian [40], we find that the results
are in good agreement for small, but deviate significantly for large in-plane magnetic
fields as they did not account for these effects. For quantum dots and pure in-plane
fields, an effective Hamiltonian, which includes Dresselhaus spin-orbit interaction and
the orbital effects of the field, has already been given by V. Fal'ko, B. Altshuler et. al.
[13]. The goal in the present work was to use similar techniques to deduce a formalism
which is applicable for quantum wires considering Bychkov-Rashba spin-orbit coupling.
This thesis is organized as follows. In Chapter 2 we recapitulate the main conclusions of
the effective mass approximation [3, 4, 45] which is commonly used in a two-dimensional
form to describe heterostructures, quantum wells and other confined systems. We also
discuss ways to improve the Hamiltonian considering adequate adjustments of the effec-
tive mass and the Landé factor (g-factor) and give first insight into the orbital effects of
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lateral magnetic fields. Chapter 3 is dedicated to the derivation of a three-dimensional
description of quantum wires which fully accounts for the orbital effects within a har-
monic approximation, i.e. all confinements are approximated by harmonic potentials
with appropriate parameters. In this sense, we calculate the eigenenergies of quantum
wires with arbitrarily orientated magnetic fields in Chapter 3.1 using the invariant
eigen-operator method [14, 22] and continue with a more profound investigation of the
orbital effects when we look into details of the transformations that decouple two model
Hamiltonians, one for an in-plane field parallel to the direction of transport, the other
perpendicular to the wire (Chap. 3.2). The impact of Bychkov-Rashba spin-orbit inter-
action is discussed in Chapter 3.3 when we also attend to the spin hot spots as to the
coincidence measurements discussed above. Chapter 3.4 is dedicated to the derivation
of effective Hamiltonians which incorporate all previously discussed effects and provide
a deeper understanding of spin-orbit coupling in these systems. The appearance of
anisotropies and the conditions for anisotropic behavior are highlighted in Chapter 4,
when we also give quantitative examples and suggestions for experimental verification.
Chapter 5 completes the thesis with a short summary, closing remarks and an outlook
for future efforts.
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2 2D Effective Mass Approximation
It is a very common technique to describe quasi two-dimensional electron systems
(quasi-2DES) with a Schrödinger equation that does not contain the full Hamiltonian
of the problem but instead a rather simple one that takes care of many embedded
effects of the crystal with the help of only a few altered quantities. This effective
mass Hamiltonian (2.1) [3, 4, 45] can either be derived from the envelope function
approximation [12, 45] or constructed from band diagrams that have been measured in
experiments or calculated in computer simulations with the tight binding model [1, 4]
or other methods. In the basic form this Hamiltonian describes non-interacting Bloch
electrons of the conduction band with a quasi-momentum ~k close to a given point1 in
the reciprocal space ~k0 in terms of free electrons with an effective mass and an effective
Landé g-factor. The characteristics of the lattice-periodic parts of the Bloch functions
[1, 3, 12, 45], which are altered by spin-orbit coupling and possible external electric
and magnetic fields, are hidden in the band structure and enter the formalism via the
adapted quantities. The effective mass Hamiltonian for semiconductors with inversion
symmetry reads
H3D = Ec +
(
~P + e ~A
)2
2m
+ V (~R) +
g
2
µB~σ ~B , (2.1)
where Ec is the band-edge energy of the conduction band, ~A is the vector potential,
~B = ∇× ~A is the magnetic field, m = βme is the effective mass and g is the effective
Landé factor of the bulk semiconductor, me is the free-electron mass, µB = e~2me is
the Bohr magneton, −e is the electron charge and V (~R) is a potential term that may
describe confinement, impurities or external electric fields. In order to account for
anisotropic band structures, one can consider an anisotropic effective mass in (2.1) [1].
Note that within this approach the band-edge energy Ec is usually set to zero which
is what we will do in the following.
1For direct band semiconductors with zinc blende structure such as GaAs, InSb, or CdTe it is usually
enough to concentrate on the vicinity of the Γ point.
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In a two-dimensional system (x-y plane) it holds that the potential splits up into two
parts V (~R) = V (X,Y ) + V (Z), with V (Z) describing a confinement of the electrons
that is stronger than any confinement in the x- or y-direction. The shape of V (Z) is
usually approximated with a triangular potential for heterostructures and a harmonic
potential or hard-wall potential well for quantum wells. Without a magnetic field and
due to the special form of V (~R) the wave function can be separated [4]. In the z-
direction the wave function is bound with discrete eigenenergies Ezn′ which are denoted
as electric subbands. The energy spacings thereof are large compared to the spacings
of the remaining system. It follows that for small electron densities there are one or
only a few electric subbands occupied and the system is said to be two-dimensional or
quasi two-dimensional respectively. For the moment we will focus on two-dimensional
systems for simplicity. A discussion on quasi two-dimensional systems will be given
afterwards (p. 13).
With non-zero magnetic field the situation is somewhat more difficult. It depends on
the gauge and orientation of the field whether the Hamiltonian can be written in a two-
dimensional form. It is surely possible if the magnetic field is normal to the plane, since
the Lorentz force acts perpendicular to the magnetic field and therefore the dynamics of
the electrons along the z-direction do not change. However, a two-dimensional effective
mass Hamiltonian for arbitrarily orientated magnetic fields is an approximation that
neglects any orbital effects of in-plane magnetic fields. This becomes clear when we
look at the vector potential in symmetric gauge:
~A =
1
2
 ZBy − Y BzXBz − ZBx
Y Bx −XBy
 . (2.2)
A 2D Hamiltonain that describes the x-y plane should not depend on the z-coordinate.
Moreover the explicit z-dependence should have vanished as well. What is left from
(2.2) is the vector potential
~A =
1
2
(
−Y Bz
XBz
)
, (2.3)
which cannot account for the in-plane magnetic fields since the corresponding com-
ponents have disappeared. One can also argue that keeping the z-component and
the z-dependence of (2.2), the wave function can in general not be separated any
more. However, we can use (2.3) to write down naively the two-dimensional effective
mass Hamiltonian for zero or small in-plane magnetic fields. According to (2.1) it
reads
H2D = Ez0 +
(Px + eAx)
2
2m
+
(Py + eAy)
2
2m
+ V (X,Y ) +
g
2
µB~σ ~B . (2.4)
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Note that possible in-plane components of ~B are left only within the Zeeman term.
Since this is an approximation it is natural to ask for the validity of the formula and
for possible ways to include the orbital effects of in-plane magnetic fields into the
formalism. To face this question we start with a model system where an analytical
solution is possible [17]. Assume we have an infinite two-dimensional electron gas
(2DEG) in the x-y plane, a harmonic confining potential in z-direction and a magnetic
field along the x-direction. If we use Landau gauge ~A = (0,−ZB, 0) and the effective
mass Hamiltonian (2.1), the Schrödinger equation reads[
p2x
2m
+
(py − eBz)2
2m
+
p2z
2m
+
1
2
mω2zz
2
]
ψ(~r) = Eψ(~r) , (2.5)
where we omitted the Zeeman term for simplicity. Since there is no confinement in the
plane we use a plane wave ansatz of the wave function
ψ(~r) = eikxxeikyy Φ(z) ,
and after some simple algebra we obtain[
~2k2x
2m
+
~2k2y
2m
η−1 +
p2z
2m
+
1
2
mω˜2(z + zky)
2
]
ψ(~r) = Eψ(~r) , (2.6)
where we used the substitutions
ω˜ :=
√
ω2z + ω2c , zky :=
~kyωc
mω˜2
, η :=
ω˜2
ω2z
(2.7)
and the cyclotron frequency ωc := eBm . Defining the effective mass in y-direction
my := mη = m
(
1 +
ω2c
ω2z
)
(2.8)
the eigenenergies of the system read
En′(kx, ky) =
~2k2x
2m
+
~2k2y
2my
+ ~ω˜
(
n′ +
1
2
)
. (2.9)
From (2.6) we can read off the effects of the in-plane field on the system which are
visualized in Fig. 2.1. We observe that the frequency of the harmonic potential has
increased. This implies an increase of the energy spacings and a shift of the subbands
9
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Figure 2.1: Effects of an in-plane magnetic field (x-direction) on a 2DEG (x-y plane).
Left: Shape of the Fermi sphere with (dashed line) and without (solid line) magnetic
field. The sphere has become elliptical because of the altered mass in y-direction.
Right: Diamagnetic shift of the subbands and spatial shift of the confining potential
for a finite magnetic field (dashed lines). The electrostatic potential (B=0) is given
for comparison (solid lines).
Ezn′ to higher energies which is called diamagnetic shift. We will denote the shifted
subband energies as Ez∗n′ in the following. We also note that the parabolic confinement
has moved in real space by zky (2.7) which is proportional to B. Although this effect
does not influence the eigenenergies (2.9) of the system, it will be important for the
effective mass and g-factor as we will see later (p. 12). The last thing to mention is the
appearance of an anisotropic mass. The effective mass perpendicular to the magnetic
field has increased by the factor η (2.8) and, as a consequence, the density of states
increases as well [17, 33]. With m¯ = √m my = m√η being the average effective mass,
the density of states per energy and unit area for this quasi two-dimensional system of
a parabolic quantum well reads
dPQW(E,B) =
m
pi~2
∞∑
n=0
Θ
(
E − ~ω˜
(
n+
1
2
))
. (2.10)
So if we used (2.4) to describe a system with finite in-plane magnetic fields, we would
not include the diamagnetic shift of the eigenenergies, spatial shift of the eigenstates
and the anisotropic effective mass which leads to an increased density of states. Thus
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the two-dimensional effective mass Hamiltonian (2.4) is valid only as long as these
effects are negligible. This is the case if ωc ¿ ωz, hence the validity depends on the
confinement and the effective mass of the semiconductor. For instance if we compared
the magnetic length lB =
√
~/mωc =
√
~/eB of an AlGaAs/GaAs/AlGaAs quantum
well with the oscillator length l =
√
~/mωz ≈ 12 nm, the approximation would be
valid for in-plane fields up to about 1T. For narrow quantum wells with l ≈ 3 nm the
formula would hold up to 10T. This specifies the meaning of "weak in-plane fields" in
this context.
In the following we will discuss some methods to extend the formalism to improve
the accuracy at higher fields. We have seen that an in-plane magnetic field along the
x-direction results in an increased effective mass in the y-direction and shifted energy
levels. One way to take these effects into account is to put the altered mass (2.8)
and the diamagnetically shifted energy Ez∗0 into the two-dimensional effective mass
Hamiltonian (2.4) by hand [13]:
H2D = Ez∗0 +
(Px + eAx)
2
2m
+
(Py + eAy)
2
2my
+ V (X,Y ) +
g
2
µB~σ ~B . (2.11)
Note that this Hamiltonian is valid only for a magnetic field with its in-plane component
along the x-direction. For the moment it is not clear why (2.11) should give a reasonable
description of confined systems since my was derived for an infinite system. To explore
this issue consider a harmonic confinement in y-direction V (X,Y ) = V (X)+ 12mω2yY 2.
The wave function can be separated and its y-dependence is the solution of the har-
monic oscillator. Since the mass that comes along with the momentum operator is the
altered effective mass my, the mass within the potential must be adapted. We need
to rewrite the potential as V (Y ) = 12my(ωy/
√
η)2Y 2 and note that the frequency has
changed. The new frequency is given by
ω˜y :=
ωy√
η
=
ωy ωz√
ω2z + ω2c
(2.12)
which yields the effects of an in-plane magnetic field on a confined system. It turns
out that this is indeed a very good approximation for pure in-plane fields as we will
show later in Chapter 3 (p. 29).
Another effect of the magnetic field, which we have not mentioned yet, is a modification
of the g-factor. Both an in-plane and a perpendicular field influence the Landé factor
of a heterostructure or quantum well in the effective mass approximation. This has
11
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been studied experimentally and theoretically by many authors [6, 7, 8, 16, 23, 29, 38,
39, 45, 48]. Since there is no closed analytic formula for this problem we will not go
into detail. Instead we discuss the dependence on the magnetic field qualitatively to
deliver insight into the nature of the alteration.
As an example consider an Al0.3Ga0.7As/GaAs/Al0.3Ga0.7As quantum well where the
bulk g-factors read [16]
g(GaAs) = −0.44 , g(Al0.3Ga0.7As) = +0.46 .
Note that the height of the well is finite (about 300meV) and the wave function pene-
trates the walls of the well. Therefore there is a finite probability to find the electron
in the region of AlGaAs which increases the average g-factor of the electron. The pene-
tration and thus the Landé factor increases for strong in-plane fields due to the spatial
shift of the magnetic confinement (Fig. 2.1) and for decreasing well width. Addition-
ally, we have to take the diamagnetic shift into account. For large energies, that is high
magnetic fields, large quasi-momenta ~k or, in a Hall bar, high Landau level indices, the
effective mass approximation lacks accuracy. This is because the dispersion relation
is assumed to be parabolic which is in fact not true. Due to the non-parabolicity of
the band structure the effective mass and the g-factor change as the energy levels are
shifted towards higher energies. Of course the well width and the diamagnetic shift
influence the eigenenergies directly and the mismatch of these quantities compared to
bulk values must be considered. Since both in-plane and perpendicular fields account
for diamagnetic shifts and an in-plane field increases the penetration of the wave func-
tion because the magnetic confinement is spatially shifted dependent on the strength
of the field, the g-factor differs from the bulk g-factor of GaAs. For narrow quantum
wells and, where required, strong magnetic fields the Landé factor of an (Al)GaAs QW
may become zero or even positive. In the following we will write g∗ to stress that the
g-factor differs from the bulk value.
The non-parabolicity of the band structure leads to an additional effect that should be
included in the effective mass equation (2.11). As mentioned above the possible energy
levels of the electrostatic or magneto-electric confinement in the z-direction increase
for small quantum wells and high fields. As a consequence the effective mass of the
confined electron differs from the bulk value at the ~k0-point (comp. p. 7) and equation
(2.11) should be adapted. It is ad hoc not clear how exactly the effective mass changes
but one can assume that the properties of the electron on a subband with specific
energy are equivalent to the properties of bulk electrons at the same energy [38]. In
the following we will denote the adapted effective mass m∗ and the adapted effective
12
mass in y-direction (2.8) m∗y.
In a nutshell we are left with the improved two-dimensional effective mass Hamiltonian
that describes systems with a tilted magnetic field with its in-plane component along
the x-direction:
H2D = Ez∗0 +
(Px + eAx)
2
2m∗
+
(Py + eAy)
2
2m∗y
+ V (X,Y ) +
g∗
2
µB~σ ~B . (2.13)
So far we have omitted spin-orbit coupling effects that arise due to inversion asym-
metry, namely the appearance of the Bychkov-Rashba and Dresselhaus Hamiltonians
[12, 18, 51]. This can, in principle, be included and the effect of a magnetic field can
be incorporated via minimal coupling in a known way [12, 45, 51]. However up to now
it is not clear how exactly the contributions are altered by arbitrarily orientated and
strong magnetic fields. For a system with structure inversion asymmetry we will face
this question in Chapter 3.3 and 3.4 when we discuss the Bychkov-Rashba spin-orbit
interaction in the diamagnetic shift approximation. This will yield a way to measure
the Bychkov-Rashba parameter α for a wide range of magnetic field strengths. Effects
that arise due to bulk inversion asymmetry (Dresselhaus spin-orbit interaction) are
neglected here as we are mainly interested in the effects that appear in 2DEGs of any
material.
Let us complete this discussion with some remarks on quasi two-dimensional systems.
Typically "quasi two-dimensional" states that there are exactly two energy levels of
the confining potential in z-direction occupied and in the following we will use this
notation. If we neglect intersubband scattering we can treat each subband indepen-
dently and the description becomes quite simple. However it is important to note that
different subbands may have different scattering times (τ), different electron densities
(n) and different effective masses (m), thus they are not equal and must be treated
individually. For each subband we can use the improved two-dimensional effective
mass Hamiltonian (2.13) with the appropriate quantities. To illustrate the important
features of a quasi-2DES we will use a concrete example2.
Consider a harmonic confinement in the growth-direction (z-axis) of an (Al)GaAs sys-
tem with an electron density such as two electric subbands are populated. Experimen-
tally the electron densities of both subbands (n0, n1) can be determined by analyzing
Shubnikov-de Haas (SdH) oscillations [4]. Once we know the densities we can use
2The example is a harmonic approximation of the setup used by W. Pan et. al. in Ref. [26].
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Figure 2.2: Dispersion relation of a free quasi two-dimensional electron gas. The
paraboloids of revolution are shifted by the energy spacing of the electric subbands.
the Fermi wavelength of a spin-degenerate two-dimensional system (λ2Df =
√
2pi/n)
to determine the Fermi energy relative to the subbands and thus the energy spacing
between the levels (∆E = Ez1 − Ez0). This allows us to calculate the frequency of the
harmonic confinement, which may be of interest for ongoing calculations (Chap. 3), via
ωz = ∆E/~. The subband spacing defines the offset in the 2D dispersion relation. For
a free 2DEG without magnetic field we have two paraboloids of revolution3 shifted in
energy by ∆E (Fig. 2.2). In the integer quantum Hall regime the states are localized
and the paraboloids become flat energy levels independent of the wave vector. The
Landau Levels are created for each electric subband by the magnetic confinement sep-
arately. Fig. 2.3 visualizes this situation and gives a quantitative description of the
given example. Note that the energy of the conduction band edge was set zero.
The 2D Hamiltonians of the subbands and the dispersion relation of the system change
according to the effects previously discussed when an in-plane magnetic field is applied.
An appropriate treatment of the situation is based on the improved two-dimensional
effective mass Hamiltonian (2.13)
H2Dn′ = E
z∗
n′ +
(Px + eAx)
2
2m∗n′
+
(Py + eAy)
2
2m∗n′y
+ V (X,Y ) +
g∗n′
2
µB~σ ~B , (2.14)
3A paraboloid is defined by x2
a
+ y
2
b
= z (Cartesian coordinates; a, b ∈ R). A paraboloid of revolution
is given by the additional condition a = b.
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Figure 2.3: Energy levels of a quasi two-dimensional electron gas in the integer quan-
tum Hall regime. The electrostatic confinement in z-direction (~ωz = 7.24meV;
dotted curve) of the (Al)GaAs system creates equidistant electric subbands (dot-
ted lines) and for each the magnetic confinement (ωc = eB/m , Bz = 2.9T; solid
curves, shifted for clarity) creates Landau Levels (solid lines). The Fermi energy
(dashed line) indicates a filling factor of ν = 6. Note that the graph does not
show the Zeeman splitting which would additionally shift the spin-polarized levels
by ±0.04meV. The electron density of the system is n = 4.2 ·1011 cm−2 which splits
up into n0 = 3.1 · 1011 cm−2 and n1 = 1.1 · 1011 cm−2 for the states originating from
the lowest and first excited electric subband respectively.
where n′ = 0, 1 denotes the subband index. Note that since the g-factor depends
on the non-parabolicity of the band structure and therefore on the position in the
energy scale, it may differ significantly from one subband to the other and needs to be
indexed as well. We have seen that an in-plane field increases the energy spacing of the
subbands (Fig. 2.1) which may lead to depopulation of the upper level once the Fermi
energy becomes less than Ez∗1 + 12~ωc [17]. In this case the quasi-2DES becomes two-
dimensional and we do not need to worry about other subbands any more. However,
from this point of view we cannot give a detailed prediction of the conditions for this
effect to happen since we do not have analytic expressions for the adapted effective
mass m∗ or the diamagnetic shift.
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In this chapter we deal with the consequences of a tilted magnetic field on a quasi-
2DES within a simple model. It is a one-particle picture based on the effective mass
Hamiltonian in three dimensions (2.1) where the confining potentials are assumed to
be harmonic. We have already discussed the effects of a magnetic field on the two-
dimensional effective mass Hamiltonian qualitatively (2.13), now we want to investigate
the diamagnetic shift (Fig. 2.1) and the anisotropic effective mass (2.8) quantitatively
within a harmonic approximation, the diamagnetic shift approximation (DSA), where
an analytic solution is possible.
Our starting point is a Hamilton operator describing a quantum wire that is aligned
along the x-direction. It reads
H3D =
(
~P + e ~A
)2
2m
+ Vy(Y ) + Vz(Z) , (3.1)
where−e is the electron charge,m is the effective mass of the conduction band electrons
and
Vy(Y ) =
1
2
mω2y Y
2 , Vz(Z) =
1
2
mω2z Z
2
are the confinements in y- and z-direction respectively. Note that for now we omit
the Zeeman splitting and spin-orbit coupling for convenience. The role of spin will be
discussed separately in Chapter 3.3. The 2DES is supposed to be in the x-y plane,
thus we have the condition ωy ¿ ωz. An infinite 2DEG can be constructed using the
limit ωy → 0.
For further analysis we use a plane wave ansatz in x-direction 〈x|k〉 = 1√
2pi
eikx which is
possible for adequate gauges. The time independent Schrödinger equation reads
H3D |k〉 ⊗ |ψ〉 = E |k〉 ⊗ |ψ〉
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and since H3D does not have any constraint in x-direction, we can formally write〈
k|H3D|k〉 = Hk, i.e. doing the substitution "Px → ~k", and thus
Hk |ψ〉 = Ek |ψ〉 . (3.2)
Note that the Hamiltonian Hk depends explicitly on the wave number k, indicated
by the superscript, from which follows the k-dependence of the eigenenergy. In this
picture, the wave number needs to be seen as parameter since any new value gives rise
to a different Hamiltonian and thus to a new system.
In the following we restrict ourselves to the two most important situations which we
call "system 1©" and "system 2©". A general treatment for arbitrarily orientated
magnetic fields can, in principle, be constructed using the same methods. However, we
focus especially on the difference between the systems 1© and 2© by using both cases
separately. They are defined as follows:
1© Bx = 0: The magnetic field lies in the y-z plane, that is perpendicular to the
direction of transport. Using the vector potential ~A 1© = (ZBy−Y Bz, 0, 0) in the
Landau gauge the Hamiltonian reads
H 1©k =
(~k + e (ZBy − Y Bz))2
2m
+
P 2y
2m
+
P 2z
2m
+
1
2
mω2y Y
2 +
1
2
mω2z Z
2 ,
which can be written as
H 1©k =
P 2y
2m
+
1
2
mΩ2y,czY
2 − ~kωczY+
+
P 2z
2m
+
1
2
mΩ2z,cyZ
2 + ~kωyZ −mωcyωczY Z + ~
2k2
2m
,
(3.3)
where we have defined
Ωy,cz :=
√
ω2y + ω2cz , Ωz,cy :=
√
ω2z + ω2cy , (3.4)
and the partial cyclotron frequencies ωcy := eBym and ωcz :=
eBz
m .
2© By = 0: The magnetic field lies in the x-z plane, that is the in-plane component
of ~B is parallel to the direction of transport. Using the Landau gauge the vector
potential reads ~A 2© = (−Y Bz, 0, Y Bx) and the Hamiltonian is given by
H 2©k =
(~k − eY Bz)2
2m
+
P 2y
2m
+
(Pz + eY Bx)
2
2m
+
1
2
mω2y Y
2 +
1
2
mω2z Z
2 ,
which can be rewritten as
H 2©k =
P 2y
2m
+
1
2
mΩ2y,cx,czY
2−~kωczY + P
2
z
2m
+
1
2
mω2zZ
2+ωcxY Pz+
~2k2
2m
, (3.5)
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where we have defined
Ωy,cx,cz :=
√
ω2y + ω2cx + ω2cz (3.6)
and the partial cyclotron frequencies ωcx := eBxm and ωcz :=
eBz
m in analogy to
system 1©.
For these cases, we study the Schrödinger equation (3.2) within the DSA in subsequent
chapters. They are structured as follows: In Chapter 3.1 we determine the eigenener-
gies of the model systems with the invariant eigen-operator method (IEO method) and
compare the results with well known common approximations. In Chapter 3.2 we derive
explicit transformations that decouple both systems and end up with exact Hamiltoni-
ans which also account for anisotropic effective masses due to the magnetic field. Using
these transformations on can include the effect of Bychkov-Rashba spin-orbit interac-
tion (BR-SOI) into the theory (Chap. 3.3) and investigate SOI induced anisotropies.
Chapter 3.4 is dedicated to the derivation of effective Hamiltonians for these systems
which are useful to compare the different approximations.
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3.1 Invariant Eigen-Operator Method
In this chapter we will use the invariant eigen-operator method (IEO method) [14, 22]
to derive the k-independent part of the eigenenergies of the two Hamiltonians (3.3)
and (3.5). The IEO yields information about the energy spacings of the system, and
since we assume the (k-independent part of the) transformed Hamiltonians to be of
the form
H˜ =
P 2y˜
2my˜
+
1
2
my˜ ω
2
y˜ Y˜
2 +
P 2z˜
2mz˜
+
1
2
mz˜ ω
2
z˜ Z˜
2
we will obtain the frequencies ωy˜ and ωz˜ through this method. However we will neither
gain any information about the explicit transformation H ↔ H˜ nor will we be able
to account for possible anisotropic masses my˜, mz˜. We will face these questions in
Chapter 3.2 when we discuss in detail how the systems 1© and 2© are decoupled.
The IEO method takes place in the Heisenberg picture. Hence we will start with
a short reminder on the pictures of quantum mechanics, namely the Schrödinger and
Heisenberg picture, and continue with a general introduction to the method afterwards.
Once we got the gist of IEO, we will derive the decoupled frequencies and close the
chapter with a general discussion on validity and limits of ωy˜ and ωz˜ compared to other
approximations.
Parenthesis: Schrödinger and Heisenberg Picture
In the Schrödinger picture, the time dependence is carried by the states and the equa-
tion of motion is the well-known time-dependent Schrödinger equation
i~
d
dt
|ψ(t)〉 = Ht |ψ(t)〉 ,
where the subscript indicates a possibly explicit time dependence of the Hamiltonian.
One can define a unitary time evolution operator U(t, t′) for which it holds
|ψ(t)〉 = U(t, t0) |ψ(t0)〉 .
Hence the equation of motion for the time evolution operator reads
i~
d
dt
U(t, t0) = Ht U(t, t0)
and the solution is given by the von Neumann series
U(t, t0) = T e
− i~
R t
t0
dt′Ht′
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which simplifies to
U(t, t0) = e−
i
~ (t−t0)H
for a time-independent Hamiltonian. T denotes the Dyson time-ordering operator,
which is defined by
TAt1Bt2 =
{
At1Bt2 , t1 > t2
Bt2At1 , t2 < t1
.
In the Heisenberg picture the states
|ψH〉 := |ψ(t0)〉 = U †(t, t0) |ψ(t)〉
are time independent and, as a consequence, the dynamics is inclosed by the operators.
They transform according to
AH(t) = U †(t, t0) At U(t, t0) ,
for an operator At in the Schrödinger picture, which may have an explicit time depen-
dence. The equation of motion reads
i~
d
dt
AH(t) = [AH(t),HH] + i~ U †(t, t0)
(
∂
∂t
At
)
U(t, t0) . (3.7)
3.1.1 Introducing the IEO Method
The IEO method uses the equation of motion (3.7) of an operator QH(t) in the
Heisenberg picture without explicit time dependence in the Schrödinger picture to
deduce the energy gap between certain levels. This is possible as, for two eigenstates
|m〉, |n〉 of a system described by H0 with eigenenergies Em and En respectively, it
holds
〈m|
(
i~
d
dt
)2
QH(t) |n〉 = 〈m| [[QH(t), H0] , H0] |n〉 =
= 〈m| (QH(t)H20 − 2H0QH(t)H0 +H20QH(t)) |n〉 =
= (Em − En)2 〈m|QH(t) |n〉 =
= G2mn 〈m|QH(t) |n〉
(3.8)
where
Gmn := |Em − En| .
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The formula indicates that it is possible to construct information about the eigenen-
ergies of H0, however an intelligent choice of QH(t) is necessary.
Assume that the operatorQH(t), which has at least one non-zero matrix element
〈m|QH(t) |n〉 6= 0 (3.9)
where |m〉 and |n〉 are eigenstates with different eigenenergies, satisfies the operator
identity1 (
i~
d
dt
)2
QH(t) ≡ G2QH(t) , with G ∈ R fixed. (3.10)
It follows that G = Gmn, i.e. we found the energy difference between |m〉 and |n〉
by solving (3.10). Of course G depends on the choice of QH(t) which is not unique.
Moreover QH(t) may be "degenerate", that is there are two or more invariant eigen-
operators satisfying (3.10) with the same G.
Although the problem reduces to equation (3.10), it can still be challenging to find the
IEOs. A solution of (3.10) cannot be derived analytically but rather be guessed as we
will see later. In order to approach this task, it proves useful to mention the crucial
commutation relations [32] [
Xi, F (~P )
]
= +i~
∂F
∂Pi
,[
Pi, F ( ~X)
]
= −i~ ∂F
∂Xi
(3.11)
for any function F that can be expressed as power series in its arguments. The deriva-
tive of an operator is defined via
∂
∂A
An = nAn−1 .
3.1.2 Determining the Eigenenergies of 1© and 2©
We will now use the IEO method to derive the k-independent eigenenergies of the
systems 1© and 2©, that is we will determine IEOs for the relevant Hamiltonian and
calculate the corresponding G respectively. They will be proportional to the frequen-
cies ω− and ω+ which will define the energy levels of the decoupled harmonic oscilla-
tors.
1The operator identity "≡" states that the relation holds for all states of the given Hilbert space.
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1© In order to find an IEO of the Hamiltonian
H 1©k =
P 2y
2m
+
1
2
mΩ2y,czY
2 − ~kωczY+
+
P 2z
2m
+
1
2
mΩ2z,cyZ
2 + ~kωcyZ −mωcyωczY Z + ~
2k2
2m
(same as 3.3)
we calculate some basic commutation relations. We get2[
Y (t), H 1©k
]
= +i~
1
m
Py(t) ,[
Z(t), H 1©k
]
= +i~
1
m
Pz(t) ,[
Py(t), H 1©k
]
= −i~ (mΩ2y,cz Y (t)− ~kωcz −mωcyωcz Z(t)) ,[
Pz(t), H 1©k
]
= −i~ (mΩ2z,cy Z(t) + ~kωcy −mωcyωcz Y (t)) ,
and therefore we assume an IEO to be of the form
Q(t) = Y (t) + g1Z(t) + g2 , (3.12)
which we will use in the following. Note that we could also choose the IEO based
on the momentum operators, i.e.
Q′(t) = Py(t) + g′1Pz(t) + g
′
2 ,
which would indeed be an adequate alternative. However it turns out that Q′(t)
in (3.10) leads to the same energy spacings G, thus it is equivalent to Q(t). For
our calculation we stick to (3.12).
Substituting Q(t) into (3.10) we get(
i~
d
dt
)2
Q(t) =
[[
Q(t),H 1©k
]
,H 1©k
]
=
= ~2
[(
Ω2y,cz − g1ωcyωcz
)
Y (t) +
(−ωcyωcz + g1Ω2z,cy)Z(t) + ~km (g1ωy − ωcz)
]
=
=~2
(
Ω2y,cz−g1ωcyωcz
)[
Y (t)+
(
−ωcyωcz+g1Ω2z,cy
Ω2y,cz−g1ωcyωcz
)
Z(t)+
(
~k
m
g1ωy−ωcz
Ω2y,cz−g1ωcyωcz
)]
=
!= G2 [Y (t) + g1Z(t) + g2] .
2Note that in this chapter we will suppress the subscript "H" for convenience. An operator is said
to be in the Heisenberg picture if it is presented as a function of time, e.g. A(t).
23
3 Diamagnetic Shift Approximation
This implies a quadratic equation for g1 with its solutions
g1 =
Ω2y,cz − Ω2z,cy
2ωcyωcz
±
√√√√1 +(Ω2y,cz − Ω2z,cy
2ωcyωcz
)2
.
Hence we have
G2=~2
(
Ω2y,cz−g1ωcyωcz
)
=
~2
2
(
Ω2y,cz +Ω
2
z,cy ±
√(
Ω2y,cz − Ω2z,cy
)2 + 4ω2cyω2cz) .
To put it in a nutshell, the ansatz (3.12) gave rise to two different IEOs with two
energy spacings G+ and G−. We argued above (p. 20) that the decoupled system
will consist of harmonic oscillators again, thus the k-independent eigenenergy
levels of system 1© read
En,n′ = ~ω 1©−
(
n+
1
2
)
+ ~ω 1©+
(
n′ +
1
2
)
,
where
ω 1©− =
1
~
G− =
√
1
2
(
Ω2y,cz +Ω2z,cy
)− 1
2
√(
Ω2y,cz − Ω2z,cy
)2 + 4ω2cyω2cz ,
ω 1©+ =
1
~
G+ =
√
1
2
(
Ω2y,cz +Ω2z,cy
)
+
1
2
√(
Ω2y,cz − Ω2z,cy
)2 + 4ω2cyω2cz . (3.13)
These frequencies yield information about the diamagnetic shift ωz → ω 1©+ and
first evidence about in-plane orbital effects ωy → ω 1©− of a magnetic field perpen-
dicular to the direction of transport in an electron waveguide or Hall bar.
2© In this system, where the in-plane component of the magnetic field is parallel to
the direction of transport (x-direction), the Hamiltonian is given by
H 2©k =
P 2y
2m
+
1
2
mΩ2y,cx,czY
2 − ~kωczY+
+
P 2z
2m
+
1
2
mω2zZ
2 + ωcxY Pz +
~2k2
2m
(same as 3.5)
which is somewhat more complicated to handle due to the momentum-position
coupling as we will see later. However it is as simple to find the k-independent
energy eigenvalues as it is for system 1© if we make use of the IEO method. This
is what we will do in the following.
24
3.1 Invariant Eigen-Operator Method
To get an idea how an IEO of H 2©k could look like, we start calculating basic
commutation relations as we did in the previous case. We get[
Y (t),H 2©k
]
= +i~
1
m
Py(t) ,[
Z(t),H 2©k
]
= +i~
(
1
m
Pz(t) + ωcxY (t)
)
,[
Py(t),H 2©k
]
= −i~ (mΩ2y,cx,cz Y (t)− ~kωcz + ωcx Pz(t)) ,[
Pz(t),H 2©k
]
= −i~mω2zZ(t) .
Hence we assume that an IEO should look like
Q(t) = Y (t) + g1Pz(t) + g2 , (3.14)
or like
Q′(t) = Py(t) + g′1Z(t) + g
′
2 .
It can be shown that both IEOs lead to the same energy spacings and we will
use (3.14) for ongoing calculations.
Substituting Q(t) into (3.10) we get(
i~
d
dt
)2
Q(t) =
[[
Q(t),H 2©k
]
,H 2©k
]
=
= ~2
[(
Ω2y,cx,cz + g1mω
2
zωxc
)
Y (t) +
(
1
m
ωcx + g1Ω2y,cx,cz
)
Pz(t)− ~k
m
ωcz
]
=
= ~2
(
Ω2y,cx,cz + g1mω
2
zωxc
) [
Y (t) +
(
ωcx + g1mΩ2y,cx,cz
mΩ2y,cx,cz + g1m2ω2zωxc
)
Pz(t)+
+
(
~k
m
−ωcz
Ω2y,cx,cz + g1mω2zωxc
)]
!= G2 [Y (t) + g1Pz(t) + g2] .
By comparing the coefficients we get a quadratic equation for g1, thus
g1 =
Ω2y,cx,cz − ω2z
2mωcxω2z
±
√√√√ 1
m2ω2z
+
(
Ω2y,cx,cz − ω2z
2mωcxω2z
)2
and therefore
G2=~2
(
Ω2y,cx,cz+g1mω
2
zωcx
)
=
~2
2
(
Ω2y,cx,cz+ ω
2
z ±
√(
Ω2y,cx,cz − ω2z
)2+ 4ω2cxω2z) .
25
3 Diamagnetic Shift Approximation
We conclude that by choosing the ansatz (3.14) we also get two IEOs with energy
differencesG+ and G− respectively. We assumed the k-independent eigenenergies
of system 2© to be harmonic oscillator levels, therefore they read
En,n′ = ~ω 2©−
(
n+
1
2
)
+ ~ω 2©+
(
n′ +
1
2
)
,
with the frequencies given by
ω 2©− =
1
~
G− =
√
1
2
(
Ω2y,cx,cz + ω2z
)− 1
2
√(
Ω2y,cx,cz − ω2z
)2 + 4ω2cxω2z ,
ω 2©+ =
1
~
G+ =
√
1
2
(
Ω2y,cx,cz + ω2z
)
+
1
2
√(
Ω2y,cx,cz − ω2z
)2 + 4ω2cxω2z . (3.15)
These are the formulas that possess information about the diamagnetic shift
ωz → ω 2©+ and some in-plane orbital effects ωy → ω 2©− that a magnetic field with
its in-plane component along the direction of transport generates.
Parenthesis: General Solution for Arbitrary Orientations As mentioned be-
fore, one can also derive the eigenenergy levels of a quantum wire in an arbitrarily
orientated magnetic field with the help of the IEO method. Once we merge system 1©
and 2© and follow the same procedure as above, we find that the IEO must depend on
all operators. Thus, we insert the ansatz
Q(t) = Y + g1Py + g2Z + g3Pz + g4
into equation (3.10) and obtain the MEFs
ω± =
√√√√√12 ∑
i=y,z,
cx,cy,cz
ω2i ±
1
2
√√√√ ∑
i,j=y,z,
cx,cy,cz
ω2i ω
2
j − 4
(
ω2yω
2
cy + ω2zω2cz + ω2yω2z
)
in their most general form. Nevertheless, we stick in the following to the physically
most important cases described by 1© and 2© which yield best insight into all important
features of the orbital effects due to transverse magnetic fields.
Why "k-independent" eigenenergies? Let us dedicate a few lines to face the
question why we have always stressed that the IEO method did not give us any k-
dependence of the eigenenergies of the systems 1© and 2©. First, since we have used
the formal transformation (3.2) of the Hamiltonian H3D (3.1), k lost its operator
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character. As a scalar, it commutes with any operator, particularly with all terms in
Hk, so it cannot satisfy the Heisenberg equation of motion (3.7) which is essential for
the IEO method. The term ~2k22m drops out automatically. Second, the k-dependent
linear terms in H 1©k and H
2©
k shift the parabolas in real space but do not alter the
frequencies Ωy,cz, Ωz,cy or Ωy,cx,cz, ωz. It follows that the k-dependencies of these
terms result in a constant term proportional to k2 which drops out as well. Third,
since the conductor is assumed to be infinite in x-direction, the energy eigenvalues lack
discretization and IEO would not be applicable for this coordinate anyway.
As a consequence, the eigenenergies calculated by the IEO method cannot account for
any k-dependence. Nevertheless it is present and will be derived in Chapter 3.2 when
we discuss the transformations to decouple the systems in detail. We will find that the
eigenenergies of both systems can be written as
En,n′(k) = ~ω−
(
n+
1
2
)
+ ~ω+
(
n′ +
1
2
)
+
~2k2
2µ
,
with corresponding frequencies and effective masses µ for the two systems respec-
tively.
3.1.3 Discussion and Summary
On the previous pages we have used
H3D =
(
~P + e ~A
)2
2m
+ Vy(Y ) + Vz(Z) , (same as 3.1)
with the electrostatic confinements
Vy(Y ) =
1
2
mω2y Y
2 , Vz(Z) =
1
2
mω2z Z
2
to calculate the energy eigenvalues for a non-zero magnetic field with its in-plane
component perpendicular ( 1©) or parallel ( 2©) to the direction of transport. Whereas
for vanishing magnetic field we get the energy levels
En,n′(k) = ~ωy
(
n+
1
2
)
+ ~ωz
(
n′ +
1
2
)
+
~2k2
2m
,
we found the eigenenergies for a finite field to be
En,n′(k) = ~ω−
(
n+
1
2
)
+ ~ω+
(
n′ +
1
2
)
+
~2k2
2µ
,
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with the magneto-electric frequencies (MEFs)
ω 1©− =
√
1
2
(
Ω2y,cz +Ω2z,cy
)− 1
2
√(
Ω2y,cz − Ω2z,cy
)2 + 4ω2cyω2cz ,
ω 1©+ =
√
1
2
(
Ω2y,cz +Ω2z,cy
)
+
1
2
√(
Ω2y,cz − Ω2z,cy
)2 + 4ω2cyω2cz , (same as 3.13)
Ωy,cz =
√
ω2y + ω2cz , Ωz,cy =
√
ω2z + ω2cy (same as 3.4)
for system 1©, and
ω 2©− =
√
1
2
(
Ω2y,cx,cz + ω2z
)− 1
2
√(
Ω2y,cx,cz − ω2z
)2 + 4ω2cxω2z ,
ω 2©+ =
√
1
2
(
Ω2y,cx,cz + ω2z
)
+
1
2
√(
Ω2y,cx,cz − ω2z
)2 + 4ω2cxω2z , (same as 3.15)
Ωy,cx,cz =
√
ω2y + ω2cx + ω2cz (same as 3.6)
for system 2© respectively. It is obvious that the transition ωz → ω+ describes the
diamagnetic shift (2.7) and ωy → ω− reflects in a sense the anisotropic effective mass
(2.8) which was introduced in Chapter 2. Thus the altered frequencies ω− and ω+ yield
a quantitative generalization of the improved 2D effective mass Hamiltonian (2.13).
In this section we will show that the results of the model system in Chapter 2 can be
obtained from the MEFs ω± and check the validity of the anisotropic effective mass, i.e.
equation (2.12). We will end this chapter with a discussion on possible anisotropies and
deliver insight into the complication of calculating energy levels at very high magnetic
fields.
Let us verify the MEFs by checking their limits with well-known situations, starting
with the Quantum Hall Effect (QHE). The QHE of a Hall bar described by the effective
mass Hamiltonian (3.1) in Landau gauge [4, 17] leads to the magneto-electric frequency√
ω2y + ω2cz of the in-plane confinement while ωz remains unchanged. Thus the MEFs
for both systems need to converge with this result as there should not be any difference
between 1© and 2© for zero in-plane fields.
In system 1© the frequencies are given by (3.13). In the quantum Hall regime the
partial cyclotron frequency ωcy vanishes and the MEFs reduce to
ω 1©− =
√
1
2
(
ω2y + ω2cz + ω2z
)− 1
2
√(
ω2y + ω2cz − ω2z
)2 =√ω2y + ω2cz ,
ω 1©+ =
√
1
2
(
ω2y + ω2cz + ω2z
)
+
1
2
√(
ω2y + ω2cz − ω2z
)2 = ωz
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as expected.
In system 2© the frequencies of (3.15) for ωcx = 0 reduce to
ω 2©− =
√
1
2
(
ω2y + ω2cz + ω2z
)− 1
2
√(
ω2y + ω2cz − ω2z
)2 =√ω2y + ω2cz ,
ω 2©+ =
√
1
2
(
ω2y + ω2cz + ω2z
)
+
1
2
√(
ω2y + ω2cz − ω2z
)2 = ωz ,
which coincides with the previous result. We notice that the MEFs derived by the IEO
method match for zero in-plane fields and confirm the known results from the QHE,
thus fulfill validity in the limit of zero in-plane field.
Now we approach the situation of (2.5) discussed in Chapter 2, that is a pure in-
plane magnetic field ~B = (B, 0, 0). Within the model of an infinite 2DEG we got a
diamagnetic shift ωz →
√
ω2z + ω2cx and an effective mass perpendicular to the ~B-field
(2.8) which gave rise to the modified frequency
ω˜y =
ωy√
η
=
ωy ωz√
ω2z + ω2cx
. (same as 2.12)
Of course we need to use system 2© to verify these statements.
The MEFs (3.15), with the partial cyclotron frequency ωcz = 0, read
ω 2©− =
√
1
2
(
ω2y + ω2cx + ω2z
)− 1
2
√(
ω2y + ω2cx − ω2z
)2 + 4ω2cxω2z ,
ω 2©+ =
√
1
2
(
ω2y + ω2cx + ω2z
)
+
1
2
√(
ω2y + ω2cx − ω2z
)2 + 4ω2cxω2z .
As it holds ωy ¿ ωz we can do a Taylor expansion in ωy and get
ω 2©− =
ωy ωz√
ωz2 + ωcx2
− ωz ωcx
2
2 (ωz2 + ωcx2)
5/2
ωy
3 +O
(
ωy
5
)
,
ω 2©+ =
√
ωz2 + ωcx2 +
ωcx
2
2 (ωz2 + ωcx2)
3/2
ωy
2 +O
(
ωy
4
)
,
which verifies the statement above up to higher orders in ωy. It is obvious that the
MEFs derived by the IEO method provide a better description of the diamagnetic shift
and of the effects on the in-plane magneto-electric confinement in a quantum wire than
the model system (2.5) of Chapter 2 which assumes an infinite 2DEG.
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Figure 3.1: Magneto-electric frequencies of both system 1© and 2© for ωy = 0 and
~ωz = 7.24meV. The upper area is given by ~ω+ and the lower lying one demon-
strates ~ω−. Note that the planes touch only for a vanishing in-plane field.
Let us now focus on general behavior and possible anisotropies of the magneto-electric
frequencies. For the limit ωy → 0, i.e. an infinite 2DEG, the MEFs are indeed isotropic.3
They can be rewritten as
ω± =
√
1
2
(
ω2cip + ω2cz + ω2z
)
± 1
2
√
ω4cip + ω4cz + ω4z + 2
(
ω2cipω
2
cz + ω2cipω2z − ω2czω2z
)
,
for both systems, where ωcip = ωcy and ωcip = ωcx for system 1© and 2© respectively.
The general behavior of the MEFs in this case are visualized in Fig. 3.1. Hence for any
3So is the total system. Although the effective masses µ that couple with the parameter k and define
the curvature of the dispersion relation, are different for system 1© and system 2©, they diverge for
vanishing ωy and, as a consequence, the kinetic term disappears. Explicit expressions for µ will be
derived in the next chapter.
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anisotropy to occur the condition ωy 6= 0 is mandatory - it is a boundary effect. This
implies that for very wide electron waveguides, i.e. bulk states, the MEF and therefore
the energy levels of the system are isotropic.
For narrow wires, ωy 6= 0, the system is anisotropic, i.e. the MEFs differ for an in-plane
magnetic field perpendicular or parallel to the direction of transport. However since
we have started with a two-dimensional electron system, we still have the condition
ωy ¿ ωz which implies that anisotropic effects due to the confinement remain small.
Nevertheless, they are discussed in Chapter 4 in detail.
The magneto-electric frequencies (3.13) ( 1©), (3.15) ( 2©) for the model system described
by (3.1) are, in principle, valid for arbitrarily strong magnetic fields. On the other hand
the calculation is based on the effective mass Hamiltonian, which is an approximation
itself. We remind that for both large energies and high magnetic fields we have to
take non-parabolicity of the band structure and spatial shift of the states into account,
that is we have the same problems as described in Chapter 2. The MEFs provide an
approximation for diamagnetic shift and in-plane magneto-electric confinement, but
in order to calculate energy levels for very high magnetic fields particularly with a
dominant Zeeman term, one would need expressions that describe the energy and field
dependence of the effective mass and Landé factor. We have already stated that they
are hard to find and we would rather refer to [6, 7, 8, 16, 23, 29, 38, 39, 48] for further
details. Nevertheless we will close this chapter with a model calculation of the energy
levels that correspond to the setup used by W. Pan et. al. in Ref. [26], a system with
a very high in-plane field.
The system of interest is a 5mm wide Hall bar which is based on an Al0.24Ga0.76As /
GaAs / Al0.24Ga0.76As quantum well. Due to the large width of the system, we expect
boundary effects to be negligible and use ωy = 0, i.e. the system is isotropic and we
can use either 1© or 2©. We will describe the magnetic field in terms of the tilt angle
Θ = ](zˆ, ~B), thus we have the relations
| ~B| = Bz
cos(Θ)
=
Bip
sin(Θ)
.
The setup was used to investigate transport in the integer quantum Hall regime (Bz ∼
2.9T) with a very strong in-plane field (Bip ∼ 25T). In our calculations the quantum
well is approximated by a harmonic confinement with ~ωz = 7.24meV. The bulk
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Figure 3.2: Energy levels of an infinitely wide (Al)GaAs Hall bar with g∗ = −0.4
and m∗ = 0.067me. The spin-polarized levels (solid and dash-dot lines) cross for
Bz ≈ 2.9T and Bip ≈ 23T (i.e. Θ > 83◦). The dashed lines indicate the in-plane
magnetic field dependent on the perpendicular field for the three tilt angles.
values of g-factor and effective mass for GaAs read
g(GaAs) = −0.44 , m(GaAs) = 0.067me .
For the g-factor and effective mass in the current situation we assume to have
g∗ = −0.4 , m∗ = 0.067me ,
with a slightly different Landé factor due to the effects discussed in Chapter 2 [7, 29, 38].
The author stated that in this regime the spin-polarized bands of neighboring Landau
levels may cross and also eigenenergies of different subbands may coincide. With the
parameters given above we can verify a possible crossing of spin-polarized levels (Fig.
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3.2) for the given magnetic field and tilt angle, but a coincidence of eigenenergies orig-
inating from different subbands seems to be impossible4 due to a large diamagnetic
shift. Therefore it seems conceivable that transport anisotropies, as reported in Ref.
[26], may have the origin in band crossing of neighboring Zeeman split Landau levels.
We will pick up this idea again in Chapter 3.3 when we discuss the effect of BR-SOI
at the crossing, but we will find that this contribution is isotropic in the given setup
since ωy = 0, thus this experiment cannot be explained by our results.
For now, let us investigate Fig. 3.2 in more detail. The k-independent eigenener-
gies
En,n′ = ~ω−
(
n+
1
2
)
+ ~ω+
(
n′ +
1
2
)
± g
∗
2
µB| ~B|
are displayed for different tilt angles dependent on the perpendicular field. Since, for
fixed Θ, changing Bz also changes the in-plane component linearly, we can also plot
Bip which is given by the dashed lines and belongs to the scalings of the right axes
each. Note that the plots only show the first eight Landau levels of the lowest subband.
Since we have ω− ¿ ω+, the levels of the second subband are beyond the scaling of
these graphs. This means that this initial quasi-2DEG (comp. Fig. 2.3) becomes two-
dimensional due to the diamagnetic shift ωz → ω+ of the in-plane magnetic field. With
increasing tilt angle the Zeeman split Landau levels start to overlap and the crossing
at a perpendicular field of Bz ≈ 2.9T happens for Θ = 83◦, that is an in-plane field of
Bip ≈ 23T. Higher order mixing may occur beyond this for larger tilt angles. Note,
however, that the parameters g∗ and m∗ were held constant for all plots of Fig. 3.2 and
one would need to consider different values for fields significantly different to 25T.
4Recall that we are working with an one-particle picture that neglects electron-electron interaction.
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3.2 Orbital Effects
In this chapter we are interested in the explicit transformations that decouple the
systems 1© and 2©. Once we know how the eigenstates change due to the tilted magnetic
field, we get insight into the orbital effects. The derived transformations can then also
be applied to spin-orbit coupling terms to get an idea of magnetic impact on these.
In the first section we will deal with system 1© and derive the MEFs and the explicit
transformation for a magnetic field perpendicular to the direction of transport with the
help of archetype 2 (Appendix A). In Section 3.2.2 we will repeat this but with system
2© using archetype 3 (Appendix A). Subsequent to this we will dedicate one section to
show that the derived MEFs match with the MEFs obtained by the IEO method and
close this chapter with a discussion on the transformations.
3.2.1 Decoupling System 1©
Our starting point is the Hamiltonian
H 1©k =
P 2y
2m
+
1
2
mΩ2y,czY
2 − ~kωczY+
+
P 2z
2m
+
1
2
mΩ2z,cyZ
2 + ~kωyZ −mωcyωczY Z + ~
2k2
2m
(same as 3.3)
which needs to be transformed in two steps using the methods given in Appendix A.
The first substitution implies a shift of the x-axis which is dependent on the wave
vector k. The new position operators read
Y ′ := Y − ωcz ω
2
z
ω2cy ω
2
y + ω2cz ω2z + ω2y ω2z
~k
m
,
Z ′ := Z +
ωcy ω
2
y
ω2cy ω
2
y + ω2cz ω2z + ω2y ω2z
~k
m
,
(3.16)
and the HamiltonianH 1©k in the shifted coordinate system can be written as
H 1©k =
P 2y′
2m
+
1
2
mΩ2y,cz Y
′2 +
P 2z′
2m
+
1
2
mΩ2z,cy Z
′2 + γ Y ′Z ′ +
~2k2
2µ
,
where we used the transformed frequencies defined in (3.4). The coupling strength is
given by γ = −mωcy ωcz and the effective mass µ, which describes the effect of the
magnetic field on transport properties of the system, is
µ := m
(
1 +
ω2cz
ω2y
+
ω2cy
ω2z
)
. (3.17)
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The operators Y ′ and Z ′ are still coupled, thus the second step will be to perform the
transformation of archetype 1. This is a rotation of the angle θ = arctan(−ξ) around
the shifted x-axis, with ξ being an essential, although k-independent parameter of the
transformation. It holds
ξ = Ξ±
√
1 + Ξ2 with Ξ =
Ω2y,cz − Ω2z,cy
2ωcy ωcz
(3.18)
and the rotated operators are given by
Y˜ = N
(
Y ′ + ξZ ′
)
, Z˜ = N
(−ξY ′ + Z ′) , N = 1√
1 + ξ2
. (3.19)
This leaves us with the final form of the Hamiltonian (3.3)
H 1©k =
P 2y˜
2m
+
1
2
mω 1©y˜
2 Y˜ 2 +
P 2z˜
2m
+
1
2
mω 1©z˜
2 Z˜2 +
~2k2
2µ
, (3.20)
which consists out of two independent harmonic oscillators and a k-dependent term
describing the dispersion relation of free electrons with an effective mass µ (3.17).
The eigenenergies of the system read
En,n′(k) = ~ω 1©y˜
(
n+
1
2
)
+ ~ω 1©z˜
(
n′ +
1
2
)
+
~2k2
2µ
, (3.21)
which verifies the statement on page 27. The MEFs are found to be
ω 1©y˜ =
√
N2
(
ξ2Ω2z,cy +Ω2y,cz +
2γξ
m
)
,
ω 1©z˜ =
√
N2
(
Ω2z,cy + ξ2Ω2y,cz −
2γξ
m
)
.
(3.22)
We will prove later that (3.22) is indeed equivalent to the MEFs ω± derived by the
IEO method (3.13).
3.2.2 Decoupling System 2©
The Hamiltonian of interest in this case reads
H 2©k =
P 2y
2m
+
1
2
mΩ2y,cx,czY
2−~kωczY + P
2
z
2m
+
1
2
mω2zZ
2+ωcxY Pz+
~2k2
2m
(same as 3.5)
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with the characteristic momentum-position coupling. To deal with this problem one
needs to perform the transformation of archetype 3 given in Appendix A, that is we
rewrite (3.5) in terms of the effective momentum Z¯ and effective position P¯z operators
which we define
P¯z :=
Pz
mωz
, Z¯ := −mωz Z . (3.23)
Note that we could also choose the sign convention
P¯z := − Pz
mωz
, Z¯ := mωz Z
and would obtain the same result. In the following we will stick to the definitions of
(3.23).
The Hamiltonian reads
H 2©k =
P 2y
2m
+
1
2
mΩ2y,cx,czY
2 − ~kωczY + Z¯
2
2m
+
1
2
mω2z P¯
2
z +mωzωcxY P¯z +
~2k2
2m
(3.24)
and can be transformed in the same way as we handled H 1©k in Section 3.2.1 using
the method of archetype 2. The (effective) position operators are first shifted by a
k-dependent summand. They read5
Y ′ = Y − ωcz
ω2y + ω2cz
~k
m
,
P¯z′ = P¯z +
ωcx ωcz
ω2cz ωz + ω2y ωz
~k
m
,
(3.25)
and the Hamiltonian (3.24) becomes
H 2©k =
P 2y′
2m
+
1
2
mΩ2y,cx,czY
′2 +
Z¯ ′2
2m
+
1
2
mω2z P¯
2
z′ +mωzωcxY
′P¯z′ +
~2k2
2µ
,
where Ωy,cx,cz =
√
ω2y + ω2cx + ω2cz was defined in (3.6). The effective mass µ is given
by
µ := m
(
1 +
ω2cz
ω2y
)
. (3.26)
The operators are still coupled, thus the next step will be to perform the transformation
of archetype 1 (Appendix A). This is a rotation of the angle θ = arctan(−ξ) around
the shifted x-axis, with the k-independent parameter ξ. We have
ξ = Ξ±
√
1 + Ξ2 with Ξ = −Ω
2
y,cx,cz − ω2z
2ωcx ωz
(3.27)
5Note that it holds Py′ = Py and Z¯′ = Z¯.
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and the rotated operators are given by
(Effective) position operators: P¯z˜ = N
(
P¯z′ − ξY ′
)
, Y˜ = N
(
ξP¯z′ + Y ′
)
(Effective) momentum operators: ˜¯Z = N
(
Z¯ ′ − ξPy′
)
, Py˜ = N
(
ξZ¯ ′ + Py′
)
with N = 1√
1 + ξ2
.
(3.28)
This leaves us with the decoupled version of Hamiltonian (3.24)
H 2©k =
P 2y˜
2m
+
1
2
mω 2©y˜
2 Y˜ 2 +
˜¯Z2
2m
+
1
2
mω 2©z˜
2 P¯ 2z˜ +
~2k2
2µ
=
=
P 2y˜
2m
+
1
2
mω 2©y˜
2 Y˜ 2 +
P 2z˜
2mz˜
+
1
2
mz˜ω
2©
z˜
2Z˜2 +
~2k2
2µ
(3.29)
which consists out of two independent harmonic oscillators and a k-dependent term
describing the dispersion relation of free electrons with an effective mass µ (3.26). Note
the appearance of an effective mass for the z˜-coordinate
mz˜ := m
ω2z
ω 2©z˜
2 (3.30)
which, however, does not become manifest in the energy levels
En,n′(k) = ~ω 2©y˜
(
n+
1
2
)
+ ~ω 2©z˜
(
n′ +
1
2
)
+
~2k2
2µ
, (3.31)
since the mass of the harmonic oscillator does not appear explicitly. The MEFs are
given by
ω 2©y˜ =
√
N2
(
ξ2ω2z +Ω2y,cx,cz +
2γξ
m
)
,
ω 2©z˜ =
√
N2
(
ω2z + ξ2Ω2y,cx,cz −
2γξ
m
)
,
(3.32)
where γ = mωcxωz is the coupling strength (comp. (3.24)).
3.2.3 Comparing with IEO Results
We still owe the connection between the MEFs (3.13) and (3.22) of system 1© and
(3.15) and (3.32) of system 2©. The problem that we have to face arises due to the fact
that the MEFs derived by the explicit transformation do not necessarily need to fulfill
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the condition ωy˜ 5 ωz˜. This is because we define the rotation such as the system is
decoupled without knowing which frequency is smaller whereas the IEO method gave
us constant energy spacings which we can name ω− for the smaller and ω+ for the
larger frequency without knowing the transformation. We would need to make the
choice of the explicit transformation dependent on the magnetic field orientation to
have the frequencies ordered with respect to their magnitude, i.e. ωy˜ 5 ωz˜, in order to
have the general allocation ωy˜ = ω− and ωz˜ = ω+. Alternatively we could abandon
this fixed allocation and use ωy˜ and ωz˜ as they appear through the transformation, i.e.
we cannot say for all magnetic field orientations whether ωy˜ or ωz˜ is bigger because
this can flip. In the following we will need the explicit transformation, thus we have to
distinguish the cases ωy˜ < ωz˜ from what follows ωy˜ = ω− and ωz˜ = ω+, and ωy˜ > ωz˜
from what follows ωy˜ = ω+ and ωz˜ = ω−. The question is: Under what conditions
which one of the MEFs ωy˜, ωz˜ is bigger?
For the following considerations, we need to choose a transformation, that is we need
to pick the sign in ξ (3.18), (3.27). It can be shown that both possibilities lead to the
same physical results, thus the choice is a matter of taste. We use the minus sign and
write
ξ− := ξ = Ξ−
√
1 + Ξ2
which will be fixed for all calculations. Note that it holds
ξ− = −ξ−1+ and ξ− < 0 ∀Ξ
with ξ+ := Ξ +
√
1 + Ξ2.
1© We have
ω 1©y˜ =
√
N2
(
ξ2Ω2z,cy +Ω2y,cz +
2γξ
m
)
=
=
√
1
ξ− + ξ−1−
(
ξ−Ω2z,cy + ξ
−1
− Ω2y,cz +
2γ
m
)
=
=
√
1
2
√
1 + Ξ2
(−ξ−Ω2z,cy + ξ+Ω2y,cz + 2ωcyωcz) =
=
√
1
2
(
Ω2y,cz +Ω2z,cy
)
+
1
2
(
Ω2y,cz − Ω2z,cy
) Ξ√
1 + Ξ2
+
ωcyωcz√
1 + Ξ2
=
=
√
1
2
(
Ω2y,cz +Ω2z,cy
)
+ (Ξ2 ωcyωcz + ωcyωcz)
1√
1 + Ξ2
=
(3.33)
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=
√√√√12 (Ω2y,cz +Ω2z,cy)+ 12
√(
Ω2y,cz − Ω2z,cy
)2 + 4ω2cyω2cz ωcyωcz√
ω2cyω
2
cz
=
=
√
1
2
(
Ω2y,cz +Ω2z,cy
)
+ sign(ωcyωcz)
1
2
√(
Ω2y,cz − Ω2z,cy
)2 + 4ω2cyω2cz =
=
{
ω 1©− if sign(ωcyωcz) = −1
ω 1©+ if sign(ωcyωcz) = +1
.
Similarly we get
ω 1©z˜ =
√
1
2
(
Ω2y,cz +Ω2z,cy
)− sign(ωcyωcz) 12
√(
Ω2y,cz − Ω2z,cy
)2 + 4ω2cyω2cz =
=
{
ω 1©+ if sign(ωcyωcz) = −1
ω 1©− if sign(ωcyωcz) = +1
,
(3.34)
where Ωy,cz and Ωz,cy are given in (3.4).
2© For this system, using an analog derivation, we find
ω 2©y˜ =
√
1
2
(
Ω2y,cx,cz + ω2z
)− sign(ωcx) 12
√(
Ω2y,cx,cz − ω2z
)2 + 4ω2cxω2z =
=
{
ω 2©− if sign(ωcx) = +1
ω 2©+ if sign(ωcx) = −1
(3.35)
and
ω 2©z˜ =
√
1
2
(
Ω2y,cx,cz + ω2z
)
+ sign(ωcx)
1
2
√(
Ω2y,cx,cz − ω2z
)2 + 4ω2cxω2z =
=
{
ω 2©+ if sign(ωcx) = +1
ω 2©− if sign(ωcx) = −1
,
(3.36)
where Ωy,cx,cz is given in (3.6).
This gives us the connection between the MEFs of the IEO method ω± and the MEFs
of the explicit transformation ωy˜/z˜ and generalizes the previous results. This will prove
useful when analyzing the magnetic effects on BR-SOI as we will see later.
3.2.4 Discussion
We know the eigenenergies of both systems and also the transformations that decouple
the Hamiltonians. In order to get an intuitive insight into the effetcs of magnetic field
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Figure 3.3: Schematic coordinate transformations of system 1© and 2© in real space.
1©: The origin is first shifted along the tilted k-axes (thick, solid line) and then
rotated by θ, which is independent of the wave number. Note that the tilt angle ϕ
does not depend on k either. 2©: The system is moved along the y-axis and rescaled.
Note that the coordinates R˜ are virtual variables that also contain momenta. In this
picture only the space dependence of the transformed system is plotted.
influence, we visualize what has happened during the substitutions of Section 3.2.1 and
3.2.2.
In system 1© (Sect. 3.2.1) we started with a linear shift in real space R → R′ (3.16).
The coordinate system offset depends, besides system specific parameters, only on the
magnetic field ~B and the wave number k, where the former defines the tilt angle, the
latter the position on the tilted axis where the new origin must be located (Fig. 3.3).
Once you allow a variation of the wave number you find that all the shifted coordinate
systems R′k must be located on this tilted axis and due to its linear dependency we
can label it with k. This resembles the k-dependent spatial shift across a Hall bar
of extended states in the quantum Hall regime (no in-plane field), but is generalized
taking the third dimension and effects of the lateral field into account. The tilt angle
ϕ is given by
ϕ = arctan
(
−ωcy ω
2
y
ωcz ω2z
)
.
One can easily see that the angle becomes negligibly small in the two-dimensional limit
(ωy ¿ ωz) or for vanishing in-plane field.
Additional to the characteristic shift we get another effect which is new compared to
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Figure 3.4: System 1©: Channels of electron transport for different values of k. Al-
though all confinements in the model system are harmonic, the channels are plotted
as cuboids for convenience. Note that all magneto-electric confinements are aligned
parallel since the tilt angle does not depend on k.
the 2D quantum Hall effect: the rotation R′ → R˜ (3.18), (3.19). The rotation angle θ
is given by
θ = arctan(−ξ) ,
where
ξ = Ξ±
√
1 + Ξ2 with Ξ =
Ω2y,cz − Ω2z,cy
2ωcy ωcz
, (same as (3.18))
and is independent of k, i.e. the decoupled harmonic oscillators are parallel for all wave
vectors and aligned along the k-axis. This is visualized in Fig. 3.4, where the cuboids
represent the magneto-electric confinement channels in which the electrons move. The
gray, large cuboid shows the electrostatic, initial Hall bar. Electrons close to the
Fermi energy but with opposite velocity are spatially separated and backscattering is
suppressed. Although the situation is more general, the same arguments as for the
quantum Hall regime hold [4, 17] and can be used to describe transport phenomena in
this setup.
Note that this out-of-plane rotation of the magneto-electric confinement has also been
observed by the analysis of classical trajectories. Fig. 3.5 (lhs) was obtained by solving
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Figure 3.5: Classical trajectories of confined electrons in a magnetic field projected
onto the y-z plane in arbitrary units. 1©: The electron in the magnetic field
~B = (0, By, Bz) is trapped within the tilted rectangle. The motion resembles the
trajectory of a confined electron in zero magnetic field (not shown here) but rotated
and rescaled. 2©: In the case of ~B = (Bx, 0, Bz) the shape of the trajectory has
changed significantly. The electron is trapped within an effective confinement which
is oriented like the initial, electrostatic potential, but its motion demonstrates addi-
tional dynamics. The magnetic field causes skipping orbits within the y-z plane, i.e.
the electron circles around the origin along the potential's edge. This is the classical
version of the position-momentum coupling of H 2©k (3.5) and gives intuitive insight
into the rotation of (effective) operators performed in (3.28).
the equation of motion
m~¨r = −m
 0ω2y y
ω2z z
− e
 Bz y˙ −By z˙−Bz x˙
By x˙

and projecting the result of a certain time interval onto the y-z plane. The analogy is
obvious.
System 2© (Sect. 3.2.1) is somewhat more complicated to map. The first transforma-
tion R → R′ (3.25) consists of a linear shift along the y-axis and a linear shift in the
momentum basis along the Pz-axis not visible in real space (Fig. 3.3). The offset of the
coordinate system's origin is linear to the wave number and therefore we can label the
axis of all possible translations with k. Note that the dynamics of the system along
the z-axis has changed, but the origin of the z-axis has stayed the same.
The second substitution is a mixing of momentum and position operators R′ → R˜
42
3.2 Orbital Effects
(3.27), (3.28) and the resulting coordinates do not have a trivial real space represen-
tation. However, we assume that the projection of the coordinate system on the real
space does not shift, i.e. the states are somehow located at the origin of system R′.
This means that states with opposite wave numbers are spatially separated and we can
use the same arguments as in the quantum Hall regime [4, 17] and as we did above for
system 1©.
To get an idea of the effective confinement and the relative orientation of the states,
we solve the classical equation of motion
m~¨r = −m
 0ω2y y
ω2z z
− e
 Bz y˙Bx z˙ −Bz x˙
−Bx y˙

and plot the trajectory for some time interval (Fig. 3.5 (rhs)). One can clearly see
that although the coupling causes some "internal" dynamics, the electron is trapped
in a well defined region which is not tilted as in system 1©. Therefore we expect the
electron transport channels to be in the plane of the initial, electrostatic Hall bar for
all values of k.
In summary we find that the out-of-plane shift and tilt are special features of system
1©, where the magnetic field is perpendicular to the direction of transport. In sys-
tem 2©, the states become more complicated, but stay in the x-y plane of the initial
2DES. Nevertheless, for both systems quantum Hall effect arguments can still be used
to describe transport phenomena since the states of opposite k-vectors are spatially
separated.
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3.3 Bychkov-Rashba Spin-Orbit Interaction
The theory of relativity predicts that whenever a charged particle moves in an electric
field, it observes a magnetic field in its rest frame. The electrons in a solid state move
in the ionic field and since they hold an intrinsic magnetic moment called spin [32],
they interact with the resulting magnetic field. The interaction is called spin-orbit
coupling (SO coupling) [12, 18, 45, 51] and is described by
HSO =
~
4m2ec2
(
~P + e ~A
)
·
(
~σ × ~∇V
)
which appears through a non-relativistic approximation to the Dirac equation. The
electric field of the crystal potential alters the energy levels and we assume for our
considerations that this embedded effect has already been incorporated into the mate-
rial dependent band structure parameters. On the other hand additional contributions
have to be taken into account if there are additional electric fields in the system such
as built-in fields of heterostructures or external fields. However, for a system that is
inversion symmetric in time, which yields the relation E↑(k) = E↓(−k) called Kramers
degeneracy, and space, from what follows E↑(k) = E↑(−k), we can conclude that the
spin states must be degenerate, i.e. E↑(k) = E↓(k) [12, 45]. The time inversion symme-
try can simply be broken by an external magnetic field which results in the well-known
Zeeman splitting. For a violation of the space inversion symmetry one usually distin-
guishes two cases: the structure inversion asymmetry (SIA) which gives rise to the
so called Bychkov-Rashba Hamiltonian, and the bulk inversion asymmetry (BIA) from
what the Dresselhaus Hamiltonian follows. Although we will use for model calculations
an (Al)GaAs system which has zinc blende structure and therefore lacks bulk inver-
sion symmetry, we will neglect the Dresselhaus contribution since we are interested in
effects that are present in all kinds of 2DEGs. Thus we focus on the effects of a tilted
magnetic field on Bychkov-Rashba spin-orbit coupling.
The model system H3D (3.1) consists of harmonic potentials. This means that there is
no structure inversion asymmetry and therefore there should be no BR-SO contribution
to the eigenenergies. Nevertheless, the model Hamiltonian is an approximation which
could have been done for an asymmetric system, e.g. a 2DEG which was created by a
triangular potential along the growth-axis, sometimes referred to as Rashba potential.
Moreover it has been shown [2] that even in a perfectly symmetric system one may sill
observe SO interaction effects if there are two or more energy levels occupied. Hence
we calculate the BR Hamiltonian in the transformed coordinates for the systems 1©
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and 2©. The result will be appropriate for finding the energy correction where spin-
polarized Landau levels cross as we will see later in this chapter, and for the derivation
of effective spin Hamiltonians, which is done in Chapter 3.4. However, a possible effect
on the eigenenergies due to the lateral confinement Vy(Y ) as described in Ref. [24] will
be neglected for simplicity.
3.3.1 Calculating BR-SOI in the 2D EMA
Before we approach the effects of the lateral magnetic field on Bychkov-Rashba spin-
orbit interaction (BR-SOI), we discuss the same situation within a common approx-
imation, the 2D effective mass approximation which has already been introduced in
Chapter 2. Based on H2D (2.4) we can write down the Hamiltonian for a quantum
wire along the x-direction with an arbitrarily orientated but small magnetic field in
the Landau gauge
H2D =
(Px − eBzY )2
2m
+
P 2y
2m
+
1
2
mω2y Y
2 +
g
2
µB~σ ~B
→ H2Dk =
P 2y
2m
+
1
2
mΩ2y,cz
[
Y − ωcz
Ω2y,cz
~k
m︸ ︷︷ ︸
=:Y ′
]2
+
~2k2
2µ
+
g
2
µB~σ ~B
(3.37)
where σi is the i-th Pauli matrix, Ω2y,cz := ω2y + ω2cz is the magneto-electric frequency
and µ = m
(
1 + ω
2
cz
ω2y
)
is the effective mass of the dispersion relation. Note that the
subband offset Ez0 was set to zero. The solution of the stationary Schrödinger equation
reads ∣∣ψ±n 〉 = |n〉 ⊗ |±〉 =: |n,±〉
with |n〉 being the solution of the harmonic oscillator with frequency Ωy,cz, and |±〉
being the spin part of the wave function. In the basis of {|↑〉 , |↓〉}, the eigenstates of
the spin operator Sz, they read
〈 ↑ |±〉 = 1√N± , 〈 ↓ |±〉 =
1√N±
±B −Bz
Bx − iBy , (3.38)
where
N± := ±2B (±B −Bz)
B2x +B2y
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Figure 3.6: Band structure of the Zeeman split magneto-electric Landau levels for a
two-dimensional Hall bar.
is the normalization factor and B = | ~B|. The eigenvalues6
E±n (k) = ~Ωy,cz
(
n+
1
2
)
+
~2k2
2µ
± g
2
µBB (3.39)
are displayed schematically in Fig. 3.6. Note that the in-plane components of the
magnetic field only appear in the Zeeman term. Any orbital effects are suppressed.
In this model it is obvious that the in-plane field is only used to adjust the Zeeman
splitting as desired.
Assume the in-plane field is such as the spin-polarized levels of the |−〉 states co-
incide with the adjacent |+〉 states, that is E+n (k) = E−n+1(k) which is the case
if
Bip =
√
B2x +B2y = ±
m
g¯e
√
ω2y + (1− g¯2)ω2cz , (3.40)
where
g¯ :=
g
2
β , β :=
m
me
(3.41)
for a given perpendicular field. We expect the BR-SO coupling to have an important
effect on the eigenenergies [28, 37] at the band crossing and calculate the correction
via degenerate perturbation theory. The total Hamiltonian reads
H
2D© = H2Dk + αH2DBR , H2DBR =
1
~
(σxPy − σy (~k − eBzY )) ,
6The notation was chosen such that E+n (k) > E−n (k) for g > 0 what we will use in the following. A
negative g-factor would just flip the spin states but would not change the energy spectrum what
we are interested in.
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where α is the Bychkov-Rashba parameter7 and expansion coefficient. We solve this
problem with the operator method [31], that is we use the bosonic ladder operators
b, b† to find the first order energy correction E1stn,k at the crossing. We need to take
special care of the spatial shift of the harmonic oscillator when defining the operators.
Let
by =
(
mΩy,cz
2~
)1/2
Y + i
(
1
2mΩy,cz~
)1/2
Py
be the annihilator of the unshifted potential, then the appropriate operator for the
shifted system reads
by′ := by − ~k ωczΩy,cz
(
1
2mΩy,cz~
)1/2
and we can write
H2DBR =
1
~
[(
+σxi
(
mΩy,cz~
2
)1/2
+ σyeBz
(
~
2mΩy,cz
)1/2)
b†y′+
+
(
−σxi
(
mΩy,cz~
2
)1/2
+ σyeBz
(
~
2mΩy,cz
)1/2)
by′ − σy~k
ω2y
Ω2y,cz
]
=
=
i
~
[(
Π−σ+ +Π+σ−
)
b†y′ −
(
Π+σ+ +Π−σ−
)
by′ + ~k
ω2y
Ω2y,cz
(σ+ − σ−)
]
,
where we defined
Π± :=
(
mΩy,cz~
2
)1/2
± eBz
(
~
2mΩy,cz
)1/2
and used the ladder operators for the spin system
σx = σ+ + σ− , iσy = σ+ − σ− .
With this form of H2DBR the matrix elements are easily calculated. The secular equation
leads to the first order energy correction which is given by
E1
st
n,k = ±α
√
H2++ + |H+−|2
with the matrix elements
H++ =
〈
n,+|H2DBR |n,+
〉
= − 〈n+ 1,−|H2DBR |n+ 1,−〉 = −H−− ,
H+− =
〈
n,+|H2DBR |n+ 1,−
〉
=
〈
n+ 1,−|H2DBR |n,+
〉∗
= H∗−+ ,
7Typical values for several semiconductors can be taken from Ref. [12].
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and we get the solutions
H2++ =
(
By
B
k
)2( ω2y
ω2y + ω2cz
)2
, (3.42a)
|H+−|2 = n+ 1~Ωy,cz
[
1
2m
(
mΩy,cz
B
+ e
)2
B2z +
1
2
mω2y
B2y
B2
]
. (3.42b)
The direct term (3.42a) is the square of the first order non-degenerate perturbation
theory correction to the energy and is present for all states. The second term (3.42b),
which arises due to band mixing, is the characteristic one for the degenerate case.
We will discuss this result, and the generalization of it which will be derived in the
following, in Section 3.3.3.
3.3.2 Calculating BR-SOI in the DSA
In this section we will use the outcome of Chapter 3 to calculate the correction due
to BR-SOI at the crossing of spin-polarized energy levels. Whereas Section 3.3.1 was
capable to deal with arbitrarily orientated magnetic fields, we need to restrict ourselves
to the systems 1© and 2© in this case. The condition for the crossing in the limit ωy → 0
reads8
|Bip| = m
e
√√√√ ωz
2 (g¯2 − 1)
(
ωz −
√
ω2z +
1
4
(
1
g¯2
− 1
)
ω2cz
)
− ω2cz , (3.43)
what we will use for both systems. However, note that Bip can be significantly different
in narrow quantum wires for the systems 1© and 2© as we will show in Chap. 4.
Nevertheless, it is hard to calculate Bip for any value of Bz globally since, for strong
fields, the effective mass and the Landé factor themselves depend on ~B (Chapter 2).
A complex rhs in (3.43) states that no crossing is possible.
1© The total system is described by
H 1© = H 1©k +
g
2
µB~σ ~B+αH 1©BR , H
1©
BR =
1
~
[σxPy − σy (~k + e (ByZ −BzY ))]
with the Bychkov-Rashba parameter [12, 45, 51] and expansion coefficient α. We
will perform the same transformations as used in Section 3.2.1 and calculate the
8The condition for narrow quantum wires is given by equation (4.4).
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energy correction with degenerate perturbation theory afterwards.
The BR Hamiltonian after the spatial shift (3.16) reads
H 1©BR =
1
~
[
σxPy′ − σy
(
~k + e
(
ByZ
′ −BzY ′
))
+ σy~k
ω2cyω
2
y + ω
2
czω
2
z
ω2cyω
2
y + ω2czω2z + ω2yω2z
]
and after the rotation (3.19) we get
H 1©BR =
N
~
[
σxPy˜ − σxξPz˜ − σye (ξBy −Bz) Y˜ − σye (By + ξBz) Z˜
]
−
− σyk
ω2yω
2
z
ω2cyω
2
y + ω2czω2z + ω2yω2z
.
Introducing the ladder operators of the transformed coordinate system by˜, b†y˜ and
bz˜, b†z˜, where
Y˜ =
(
~
2mωy˜
)1/2 (
b†y˜ + by˜
)
, P˜y˜ = i
(
mωy˜~
2
)1/2 (
b†y˜ − by˜
)
,
Z˜ =
(
~
2mωz˜
)1/2 (
b†z˜ + bz˜
)
, P˜z˜ = i
(
mωz˜~
2
)1/2 (
b†z˜ − bz˜
)
,
we can write
H 1©BR =
N
~
[(
+σxi
(
mωy˜~
2
)1/2
+ σye (Bz − ξ By )
(
~
2mωy˜
)1/2)
b†y˜+
+
(
−σxi
(
mωy˜~
2
)1/2
+ σye (Bz − ξ By )
(
~
2mωy˜
)1/2)
by˜−
− ξ
(
+σxi
(
mωz˜~
2
)1/2
+ σye
(
Bz +
1
ξ
By
)(
~
2mωz˜
)1/2)
b†z˜−
− ξ
(
−σxi
(
mωz˜~
2
)1/2
+ σye
(
Bz +
1
ξ
By
)(
~
2mωz˜
)1/2)
bz˜
]
−
− σyk
ω2yω
2
z
ω2cyω
2
y + ω2czω2z + ω2yω2z
=
= N
i
~
[(
Π 1©−y˜ σ+ +Π
1©+
y˜ σ−
)
b†y˜ −
(
Π 1©+y˜ σ+ +Π
1©−
y˜ σ−
)
by˜−
−ξ
((
Π 1©−z˜ σ+ +Π
1©+
z˜ σ−
)
b†z˜ −
(
Π 1©+z˜ σ+ +Π
1©−
z˜ σ−
)
bz˜
)]
+
+ ik
ω2yω
2
z
ω2cyω
2
y + ω2czω2z + ω2yω2z
(σ+ − σ−) ,
(3.44)
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where we defined
Π 1©±y˜ :=
(
mωy˜~
2
)1/2
± e (Bz − ξ By )
(
~
2mωy˜
)1/2
,
Π 1©±z˜ :=
(
mωz˜~
2
)1/2
± e
(
Bz +
1
ξ
By
)(
~
2mωz˜
)1/2
.
To calculate the energy correction we need to select one specific transformation
which will be fixed for all following considerations. Analogous to Section 3.2.3,
we choose ξ = ξ− and recall the identity
ξ− = −ξ−1+ .
The eigenstates of the unperturbed system read∣∣∣ψ±n,n′〉 = |n〉 ⊗ ∣∣n′〉⊗ |±〉 =: ∣∣n, n′,±〉
with |n〉 being the solution of the harmonic oscillator with frequency ωy˜, |n′〉
being the solution of the harmonic oscillator with frequency ωz˜, and |±〉 being
the spin part of the wave function which is identical to (3.38). The problem
we have to face is that we do not know which magneto-electric frequency is
bigger, thus we need to look at both cases separately. Another problem arises
when ωy˜ ≈ ωz˜, because, whereas in Section 3.3.1 we had to deal with a two-fold
degenerate eigenenergy, we would have to deal with higher degeneracies. Since
this condition only holds in a small region compared to the whole spectrum of
the MEFs (comp. Fig. 3.1), we will just look at the cases
a) ωy˜ À ωz˜
b) ωy˜ ¿ ωz˜
and use the same two-fold degenerate perturbation theory technique as in Section
3.3.1.
The secular equation gives us
E 1©,1
st
n,k = ±α
√
H2++ + |H+−|2
and with the matrix element
H++ = 〈+| H 1©BR |+〉 = −〈−| H 1©BR |−〉 = −H−−
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we get for both (a) and (b)
H2++ =
(
By
B
k
)2( ω2yω2z
ω2cyω
2
y + ω2czω2z + ω2yω2z
)2
. (3.45a)
It is obvious that this is a generalization to (3.42a) which can be obtained from
(3.45a) in the limits ωy ¿ ωz and ωcy ¿ ωz.
For the matrix element H+− we need to distinguish the two cases:
a) (ωy˜ À ωz˜): The system is effectively two-dimensional with only the lowest
state of the ωy˜-oscillator being occupied. The matrix element reads
H+− =
〈
0, n′,+
∣∣ H 1©BR ∣∣0, n′ + 1,−〉 = 〈0, n′ + 1,−∣∣ H 1©BR ∣∣0, n′,+〉∗ = H∗−+
with the solution
|H+−|2 = n
′ + 1
~ωz˜
N2ξ2
1
2
m
(
e
(
Bz + ξ−1By
)
m
Bz
B
+ ωz˜
)2 .
b) (ωy˜ ¿ ωz˜): In this situation the system is two-dimensional with occupancy
of only the lowest state of the ωz˜-oscillator. The matrix element in this case
reads
H+− = 〈n, 0,+| H 1©BR |n+ 1, 0,−〉 = 〈n+ 1, 0,−| H 1©BR |n, 0,+〉∗ = H∗−+
and the solution is given by
|H+−|2 = n+ 1~ωy˜ N
2
[
1
2
m
(
e (Bz − ξBy)
m
Bz
B
+ ωy˜
)2]
.
Since the formula for case (a) can be obtained from the formula of case (b) by
substituting ξ → −ξ−1, they can be combined in the short hand notation:
|H+−|2 = n+ 1~ω 1©−
1
1 + ξ′2
[
1
2
m
((
ωcz − ξ′ωcy
) Bz
B
+ ω 1©−
)2]
with ξ′ =
{
ξ+ if sign(ωcyωcz) = +1
ξ− if sign(ωcyωcz) = −1
(3.45b)
and ω 1©− given in (3.13). It can be shown that this result is equal to (3.42b) in the
limit ξ → 0, thus E 1©,1stn,k is a generalization of the two-dimensional approximation
E1
st
n,k for an in-plane magnetic field perpendicular to the direction of transport.
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2© The total Hamiltonian of the system reads
H 2© = H 2©k +
ge~
4m
~σ ~B + αH 2©BR , H
2©
BR =
1
~
[σxPy − σy (~k − eBzY )]
with α being the same parameter as in case 1©. We will use the transformations
derived in 3.2.2, rewrite H 2©BR in terms of ladder operators and calculate the
energy correction with degenerate perturbation theory.
Applying the spatial shift (3.25) we get
H 2©BR =
1
~
[
σxPy′ − σy
(
~k − eBzY ′
)
+ σy~k
ω2cz
ω2y + ω2cz
]
and after the rotation (3.28) with the sign convention (3.23) we obtain
H 2©BR =
N
~
[
σxPy˜ − σyξ eBz
mωz
Pz˜ + σyeBzY˜ + σxξmωzZ˜
]
− σyk
ω2y
ω2y + ω2cz
.
If we want to define ladder operators for the decoupled Hamiltonian (3.29), we
need to take special care of the effective mass mz˜ in z˜-direction (3.30). It holds
Y˜ =
(
~
2mωy˜
)1/2 (
b†y˜ + by˜
)
, Py˜ = i
(
mωy˜~
2
)1/2 (
b†y˜ − by˜
)
,
Z˜ =
(
~
2mz˜ωz˜
)1/2 (
b†z˜ + bz˜
)
, Pz˜ = i
(
mz˜ωz˜~
2
)1/2 (
b†z˜ − bz˜
)
,
and it follows
H 2©BR =
N
~
[(
+σxi
(
mωy˜~
2
)1/2
+ σyeBz
(
~
2mωy˜
)1/2)
b†y˜+
+
(
−σxi
(
mωy˜~
2
)1/2
+ σyeBz
(
~
2mωy˜
)1/2)
by˜−
− iξ
(
+σxi
(
mωz˜~
2
)1/2
+ σyeBz
(
~
2mωz˜
)1/2)
b†z˜+
+ iξ
(
−σxi
(
mωz˜~
2
)1/2
+ σyeBz
(
~
2mωz˜
)1/2)
bz˜
]
−
− σyk
ω2y
ω2y + ω2cz
=
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= N
i
~
[(
Π 2©−y˜ σ+ +Π
2©+
y˜ σ−
)
b†y˜ −
(
Π 2©+y˜ σ+ +Π
2©−
y˜ σ−
)
by˜−
−iξ
((
Π 2©−z˜ σ+ +Π
2©+
z˜ σ−
)
b†z˜ +
(
Π 2©+z˜ σ+ +Π
2©−
z˜ σ−
)
bz˜
)]
+
+ ik
ω2y
ω2y + ω2cz
(σ+ − σ−)
(3.46)
where we defined
Π 2©±y˜ :=
(
mωy˜~
2
)1/2
± eBz
(
~
2mωy˜
)1/2
,
Π 2©±z˜ :=
(
mωz˜~
2
)1/2
± eBz
(
~
2mωz˜
)1/2
.
Again we need to pick one transformation, which will be ξ = ξ−, and keep it
for the rest of our calculation. In analogy to the previous case, we denote the
eigenstates of the unperturbed system∣∣∣ψ±n,n′〉 = |n〉 ⊗ ∣∣n′〉⊗ |±〉 =: ∣∣n, n′,±〉
with |n〉 and |n′〉 being the solution of the harmonic oscillator with frequency ωy˜
and ωz˜ respectively. The spin part of the wave function |±〉 is the same as in
(3.38). We distinguish two cases
a) ωy˜ À ωz˜
b) ωy˜ ¿ ωz˜
in order to justify a treatment with the two-fold degenerate perturbation theory
as in Section 3.3.1.
The secular equation gives us for the first order energy correction
E 2©,1
st
n,k = ±α
√
H2++ + |H+−|2
with the matrix element
H++ = 〈+| H 2©BR |+〉 = −〈−| H 2©BR |−〉 = −H−− .
For both (a) and (b) we find
H2++ = 0 (3.47a)
which coincides with (3.42a) for By = 0. This also means that the first order
correction for non-degenerate states vanishes.
The case differentiation is necessary to calculate the matrix element H+−:
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a) (ωy˜ À ωz˜): Here we have an effective two-dimensional system with lowest
subband occupancy of the ωy˜-oscillator. The matrix element reads
H+− =
〈
0, n′,+
∣∣ H 2©BR ∣∣0, n′ + 1,−〉 = 〈0, n′ + 1,−∣∣ H 2©BR ∣∣0, n′,+〉∗ = H∗−+
with the solution
|H+−|2 = n
′ + 1
~ωz˜
N2ξ2
[
1
2
m
(
eBz
m
+ ωz˜
Bz
B
)2]
.
b) (ωy˜ ¿ ωz˜): Because only the lowest energy level of the ωz˜-oscillator is oc-
cupied, the matrix element in this case reads
H+− = 〈n, 0,+| H 2©BR |n+ 1, 0,−〉 = 〈n+ 1, 0,−| H 2©BR |n, 0,+〉∗ = H∗−+
and the solution is given by
|H+−|2 = n+ 1~ωy˜ N
2
[
1
2
m
(
eBz
m
+ ωy˜
Bz
B
)2]
.
We have the same relation between the formulas of case (a) and (b) as we had
in system 1©, i.e. we get one matrix element from the other one by substituting
ξ → −ξ−1. It allows us to write |H+−|2 in the compact form:
|H+−|2 = n+ 1~ω 2©−
1
1 + ξ′2
[
1
2
m
(
ωcz + ω 2©−
Bz
B
)2]
with ξ′ =
{
ξ− if sign(ωcx) = +1
ξ+ if sign(ωcx) = −1
(3.47b)
and ω 2©− given in (3.15). This is a generalization to the two-dimensional approxi-
mation E1stn,k for an in-plane magnetic field parallel to the direction of transport.
3.3.3 Discussion and Summary
In conclusion we found the energy eigenvalues of a quantum wire described by H3D
(3.1) for the case ω− ¿ ω+ to be
En(k) = ~ω−
(
n+
1
2
)
+
1
2
~ω+ +
~2k2
2µ
± g
2
µBB + E1
st
n,k ,
54
3.3 Bychkov-Rashba Spin-Orbit Interaction
where
µ =

m
(
1 +
ω2cz
ω2y
+
ω2cy
ω2z
)
for system 1© (comp. (3.17))
m
(
1 +
ω2cz
ω2y
)
for system 2© (comp. (3.26))
and E1stn,k being the first order correction due to Bychkov-Rashba spin-orbit coupling.
The MEFs for both systems can be found in (3.13) and (3.15) respectively. We
calculated E1stn,k for the special case that the in-plane magnetic field is such as the
spin-polarized magneto-electric bands |n,+〉 and |n+ 1,−〉 overlap. It can be written
as
E1
st
n,k = ±α
√
H2++ + |H+−|2 ,
with the expressions for the matrix elementsH++ andH+− as follows:
In the two-dimensional approximation, neglecting the orbital effects of the in-plane
field, we get
H2++ =
(
By
B
k
)2( ω2y
ω2y + ω2cz
)2
, (same as (3.42a))
|H+−|2 = n+ 1~Ωy,cz
[
1
2m
(
mΩy,cz
B
+ e
)2
B2z +
1
2
mω2y
B2y
B2
]
, (same as (3.42b))
whereas a more general approach led to the expressions
H2++ =
(
By
B
k
)2( ω2yω2z
ω2cyω
2
y + ω2czω2z + ω2yω2z
)2
, (same as (3.45a))
|H+−|2 = n+ 1~ω 1©−
1
1 + ξ′2
[
1
2
m
((
ωcz − ξ′ωcy
) Bz
B
+ ω 1©−
)2]
with ξ′ =
{
ξ+ if sign(ωcyωcz) = +1
ξ− if sign(ωcyωcz) = −1
(same as (3.45b))
for system 1©, and
H2++ = 0 , (same as (3.47a))
|H+−|2 = n+ 1~ω 2©−
1
1 + ξ′2
[
1
2
m
(
ωcz + ω 2©−
Bz
B
)2]
with ξ′ =
{
ξ− if sign(ωcx) = +1
ξ+ if sign(ωcx) = −1
(same as (3.47b))
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Figure 3.7: BR-SOI induced energy gap 2E1st0,0 as a function of Bz with g = −0.4
and β = 0.067 for the isotropic case (ωy = 0). The two-dimensional approximation
(dashed line) satisfies the condition (3.40) whereas the DSA solution (solid line)
satisfies (3.43). The graph maps the situation for a wide (Al)GaAs Hall bar with
~ωz = 7.24meV.
for system 2©. The MEFs ω 1©− and ω 2©− in the corresponding form are given in (B.1a)
and (B.2a) and the ξ± were introduced in (3.18) for system 1© and (3.27) for system
2© respectively.
Finally we apply these formulas to a model system - the setup used by W. Pan et. al.
in Ref. [26]. In Section 3.1.3 we have shown that for Bz ∼ 2.9T and Bip ∼ 25T a
crossing of the spin-polarized levels is conceivable. We have already stated that for this
very wide Hall bar it is suitable to assume ωy = 0, thus we have ω 1©− = ω 2©− = ω−, i.e. no
anisotropy in the MEFs. Fig. 3.7 shows the energy gap 2E1st0,0 of the two-dimensional
and three-dimensional approach. It is quite remarkable that although (3.45b) and
(3.47b) look very different, they are equal for ωy = 0, thus the system is isotropic for
wide waveguides. It can only become anisotropic for a noticeable confinement in the
two-dimensional plane and, similar to the MEFs, also anisotropies of Bychkov-Rashba
energy level anticrossings are just due to boundary effects.9 Moreover we notice that
the preciser solution is smaller which is even a global attribute. Since we do not
9For wide Hall bars with ωy → 0, we assume that the potential increases slowly, with respect to the
cyclotron radius, towards the edges of the sample. Thus we can convert the bulk states to the edge
states adiabatically and expect the same behavior as for the bulk [4, 25, 30].
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know the exact values and behavior of g and m, we cannot solve the conditions (3.40)
and (3.43) exactly. However, we can give an approximation for fixed values using
g = −0.4 and β = 0.067. The variation of the energy correction for a given Bz in
the three-dimensional approximation is small and we can summarize that the energy
band anticrossing is about 2E1st0,0 ≈ 20µeV. Thus, without taking the orbital effects
of high magnetic fields into account, the effect of BR-SOI is overestimated. However,
note that we assumed that the Bychkov-Rashba parameter α stayed constant for all
considerations. In principle one could think of a deviation from the listed value at high
fields which was neglected in Fig. 3.7. Since the general behavior of E1st0,0 is the same for
both approximations, it seems possible that the difference is (partially) compensated
by a Bychkov-Rashba parameter that also depends on ~B. A systematic investigation
of this possibility has not been performed.
For a quantum wire with finite width the anticrossing becomes anisotropic and increases
with shrinking size of the system. This important feature and its consequences will be
discussed in Chapter 4.
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3.4 Effective Hamiltonians
The Hamiltonians discussed in the previous chapters are exact within the effective
mass approximation using only harmonic confinements. However, it is not always
advantageous or even necessary to use these general forms. Sometimes the important
physics can also be captured by an approximated Hamiltonian which is much easier to
handle. In this sense one can create Hamiltonians which are valid only for high magnetic
fields and small spin-orbit coupling (Sect. 3.4.1) or use a unitary transformation to
embed SOI up to a given order of the Bychkov-Rashba parameter (Sect. 3.4.2). In
this chapter we will derive these effective Hamiltonians for the two-dimensional and
for both cases of the three-dimensional system. But first, let us recall for completeness
the full and exact Hamiltonians that we derived in former sections and that we will
need in the following.
2D© In the two-dimensional approximation the full Hamiltonian, which was intro-
duced in Section 3.3.1, is given by
H
2D© = ~Ωy,cz
(
b†y′by′ +
1
2
)
+
~2k2
2µ
+
g
2
µB~σ ~B +H2DBR , (3.48)
where
H2DBR = α
1
~
(σxPy − σy (~k − eBzY )) =
= α
i
~
[(
Π−σ+ +Π+σ−
)
b†y′ −
(
Π+σ+ +Π−σ−
)
by′
]
− αk ω
2
y
Ω2y,cz
σy
and
Π± =
(
mΩy,cz~
2
)1/2
± eBz
(
~
2mΩy,cz
)1/2
.
Note that it holds Ω2y,cz = ω2y + ω2cz and µ = m
(
1 + ω
2
cz
ω2y
)
.
1© Using the assumptions of model system 1© we derived the decoupled Hamiltonian
(Sect. 3.2.1) and its corresponding Bychkov-Rashba term (Sect. 3.3.2), which read
H 1© = ~ω 1©y˜
(
b†y˜by˜ +
1
2
)
+ ~ω 1©z˜
(
b†z˜bz˜ +
1
2
)
+
~2k2
2µ
+
g
2
µB~σ ~B +H 1©BR , (3.49)
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where
H 1©BR = α
1
~
[σxPy − σy (~k + e (ByZ −BzY ))] =
= αN
i
~
[(
Π 1©−y˜ σ+ +Π
1©+
y˜ σ−
)
b†y˜ −
(
Π 1©+y˜ σ+ +Π
1©−
y˜ σ−
)
by˜−
− ξ
((
Π 1©−z˜ σ+ +Π
1©+
z˜ σ−
)
b†z˜ −
(
Π 1©+z˜ σ+ +Π
1©−
z˜ σ−
)
bz˜
)]
+
− αk ω
2
yω
2
z
ω2cyω
2
y + ω2czω2z + ω2yω2z
σy
and
Π 1©±y˜ =
(
mωy˜~
2
)1/2
± e (Bz − ξ By )
(
~
2mωy˜
)1/2
,
Π 1©±z˜ =
(
mωz˜~
2
)1/2
± e
(
Bz +
1
ξ
By
)(
~
2mωz˜
)1/2
.
The MEFs and the effective mass µ are given in (3.22) and (3.17) respectively.
2© The Hamiltonian of system 2© was deduced in Section 3.2.2 and the Bychkov-
Rashba contribution was studied in Section 3.3.2. We found
H 2© = ~ω 2©y˜
(
b†y˜by˜ +
1
2
)
+ ~ω 2©z˜
(
b†z˜bz˜ +
1
2
)
+
~2k2
2µ
+
g
2
µB~σ ~B +H 2©BR , (3.50)
where
H 2©BR = α
1
~
[σxPy − σy (~k − eBzY )] =
= αN
i
~
[(
Π 2©−y˜ σ+ +Π
2©+
y˜ σ−
)
b†y˜ −
(
Π 2©+y˜ σ+ +Π
2©−
y˜ σ−
)
by˜−
− iξ
((
Π 2©−z˜ σ+ +Π
2©+
z˜ σ−
)
b†z˜ +
(
Π 2©+z˜ σ+ +Π
2©−
z˜ σ−
)
bz˜
)]
+
− αk ω
2
y
ω2y + ω2cz
σy
and
Π 2©±y˜ =
(
mωy˜~
2
)1/2
± eBz
(
~
2mωy˜
)1/2
,
Π 2©±z˜ =
(
mωz˜~
2
)1/2
± eBz
(
~
2mωz˜
)1/2
.
The MEFs and the effective mass µ can be found in (3.32) and (3.26) respectively.
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3.4.1 Using the High Field Approximation
For a strong external magnetic field and weak SOI, we can assume that the spins are
aligned parallel or antiparallel to the field lines. Hence, one can make the substitu-
tion
~σ → (nx, ny, nz) ,
where the ni are no operators, but scalars. This vector, which we will denote ~n in the
following, must be normalized and we can write
~σ → ~n = ±
(
Bx
B
,
By
B
,
Bz
B
)
(3.51)
to ensure alignment along the field. The variable sign takes care of the two spin
orientations which we may call |+〉 and |−〉 in analogy to the notation used in Chapter
3.3. Once we have done this substitution in one of the Hamiltonians (3.48), (3.49) or
(3.50), we are able to solve the systems exactly without doing any other approximation.
The limitation to this technique is that SOI rotates the spins out of the alignment. This
may be negligible, but for strong SO coupling we cannot define a global and fixed spin
orientation,10 thus we cannot substitute ~σ with a fixed vector. Particularly this method
does not work for the degenerate case (Chap. 3.3), where SOI is very dominant. In the
following we discuss this approximation method for the Hamiltonians of the two- and
three-dimensional systems separately. A summary and short discussion will conclude
this section.
2D© Looking at the Hamiltonian (3.48), we see that within the high field approxi-
mation we can diagonalize the system by using a constant shift of the ladder
operator
b′y′ := by′ + α
√
m
2~3Ωy,cz
(
ωcz
Ωy,cz
ny + inx
)
.
The final Hamiltonian then reads
H
2D© = ~Ωy,cz
(
b′†y′b
′
y′ +
1
2
)
+
~2k2
2µ
+
g
2
µB~n ~B−
− αk ω
2
y
Ω2y,cz
ny − α2 m2~2
(
n2x +
ω2cz
Ω2y,cz
n2y
) (3.52)
with Ω2y,cz = ω2y+ω2cz and µ = m
(
1 + ω
2
cz
ω2y
)
(comp. p. 58). The term linear in the
Bychkov-Rashba parameter is the equivalent to the direct term (3.42a) that we
10Recall that the spin-orbit field BSO depends on the quasi-momentum ~k [12, 45, 51].
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obtained via degenerate perturbation theory in Section 3.3.1 and is proportional
to the normalized magnetic field component in y-direction. The term quadratic
in α is new and gives a second order correction to the Hamiltonian. Note that
the only operator that is left, is the number operator b′†y′b′y′ of the harmonic
oscillator. Thus the solution is trivial.
1© In this system, where nx = 0 since Bx = 0, the Hamiltonian (3.49) is diagonalized
in the same spirit as in 2D©. This means that shifting the operators according to
b′y˜ := by˜ + αN
√
m
2~3ω3y˜
ωcz(−ξ)ny ,
b′z˜ := bz˜ − αNξ
√
m
2~3ω3z˜
ωcz(ξ−1)ny ,
we end up with
H 1© = ~ωy˜
(
b′†y˜b
′
y˜ +
1
2
)
+ ~ωz˜
(
b′†z˜b
′
z˜ +
1
2
)
+
~2k2
2µ
+
g
2
µB~n ~B−
− αk ω
2
yω
2
z
ω2cyω
2
y + ω2czω2z + ω2yω2z
ny−
− α2 m
2~2
(
N2
(ωcz(−ξ))2
ω2y˜
+N2ξ2
(
ωcz(ξ−1)
)2
ω2z˜
)
n2y ,
(3.53)
where we have already used the short hand notation (3.58) which will be intro-
duced in Section 3.4.2. The effective mass µ and the transformation variable ξ
are given in (3.17) and (3.18) respectively. The term linear in α is, in analogy to
the two-dimensional case, related to the direct term (3.45a) of the perturbative
result that we obtained in Section 3.3.2. The quadratic term is a new feature
and it is obvious that this one is more general than the corresponding term above
since it takes care of the coordinate system rotation which depends on ξ.
2© Finally, let us look at system 2© and the corresponding Hamiltonian (3.50). The
shifted ladder operators read
b′y˜ := by˜ + αiN
√
m
2~3ωy˜
nx ,
b′z˜ := bz˜ + αNξ
√
m
2~3ωz˜
nx ,
and the Hamiltonian becomes
H 2©= ~ωy˜
(
b′†y˜b
′
y˜ +
1
2
)
+ ~ωz˜
(
b′†z˜b
′
z˜ +
1
2
)
+
~2k2
2µ
+
g
2
µB~n ~B−α2 m2~2n
2
x , (3.54)
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where µ and ξ are given in (3.26) and (3.27) respectively. In this system the in-
plane field is parallel to the direction of transport (x-direction) and thus ny = 0.
An interesting outcome is that the term linear in the Bychkov-Rashba parameter
disappears. This is in agreement with the fact that the matrix element H++
(3.45a) of the perturbative treatment in Sect. 3.3.2 vanishes as well. Moreover
it is important to note that the quadratic term is independent of the rotation
variable ξ, thus it is a fundamental property which does not change compared to
the two-dimensional approximation. It is only dependent on the magnetic field
in x-direction.
To get an intuitive feeling for these Hamiltonians and the effects of spin-orbit coupling,
let us neglect terms of the order O(α2 m~2 ) and look at the dispersion relation. H
2D©
(3.52) can then be written as
H
2D© ∼= ~Ωy,cz
(
b′†y′b
′
y′ +
1
2
)
+
(
~k − αm
~
ny
)2
2µ
+
g
2
µB~n ~B , (3.55)
whereas from (3.53) we get the Hamiltonian
H 1© ∼= ~ωy˜
(
b′†y˜b
′
y˜ +
1
2
)
+ ~ωz˜
(
b′†z˜b
′
z˜ +
1
2
)
+
(
~k − αm
~
ζ ny
)2
2µ
+
g
2
µB~n ~B (3.56)
with
ζ :=
(
ω2y + ω
2
cz
)
ω2z
ω2cyω
2
y + ω2czω2z + ω2yω2z
,
and (3.54) of system 2© becomes
H 2© ∼= ~ωy˜
(
b′†y˜b
′
y˜ +
1
2
)
+ ~ωz˜
(
b′†z˜b
′
z˜ +
1
2
)
+
~2k2
2µ
+
g
2
µB~n ~B . (3.57)
In a nutshell, we find that a magnetic field in y-direction shifts the dispersion relation
parabolas of opposite spin orientation into different directions while a magnetic field in
x-direction leaves the dispersion relation unchanged. This is sketched in Fig. 3.8. Note
that it holds ζ → 1 for ωyωz ¿
Ωy,cz
|ωcy | , which ensures and verifies that the kinetic parts
of H 1© and H 2D© coincide in the limit of an infinitely thin 2DES. In fact, for vanishing
perpendicular field the condition simplifies to ωcy ¿ ωz and therefore we get By ¿ 4T
and By ¿ 70T for an AlGaAs/GaAs/AlGaAs quantum well with the oscillator lengths
l = 12nm and l = 3nm respectively.
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Figure 3.8: Schematic band structure for the lowest subband of the Hamiltonians
H 1© (3.56) and H 2© (3.57) in arbitrary units. With respect to system 2©, the |+〉
and |−〉 parabolas of system 1© are shifted into opposite directions and flattened
due to the larger effective mass µ. Note that for the region of the band crossing in
system 1© the description is incomplete since this approximation excludes explicitly
the degenerate case. However, the horizontal shift was exaggerated for clarity and
crossing would only occur for very large k-vectors.
3.4.2 Using the Spin Space Rotation
A complementary way to create an effective Hamiltonian, which takes care of spin-
orbit coupling up to a desired order, is done by a unitary transformation which rotates
locally the spin space [20]. In general, a spin space rotation of Θ around the unit vector
Θˆ is described by
U = e−
i
~
~Θ~S ,
where the spin operator ~S = ~2~σ is the generator of the rotation. In the present model
systems the vector ~Θ depends on both position and momentum operators, i.e. the lo-
cal rotation is specified by a point in both real and momentum space. The resulting
Hamiltonian is valid for arbitrarily strong magnetic fields and has no limitations on
degenerate states. However, in order to solve these effective Hamiltonians one would
need further approximations or numerical methods. Nevertheless they are useful to
deduce important effects of SO coupling intuitively as we will see later.
The transformations for all three systems 2D©, 1©, 2© follow the same scheme which we
introduce first. After that we derive the effective Hamiltonians for the specific systems.
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Note that in this introductory part, we use hats to indicate operators for clarity, but
we will resume to the stipulated notation afterwards. The basic idea is as follows:
For a Hamiltonian of the form
H = Ebˆ†bˆ+ γ~σ ~B + Mˆσx + Nˆσy + Lσy + C ,
where bˆ†, bˆ are ladder operators, ~B is the magnetic field, σi is the i-th Pauli matrix, Mˆ ,
Nˆ are functions of the ladder operators and E, γ, L, C are constants, one can think
of a unitary transformation
U = eRˆ
with an antihermitian Rˆ, i.e. Rˆ† = −Rˆ, which can be written as
Rˆ = α
(
Vˆ σx + Wˆσy
)
,
where α is the Bychkov-Rashba parameter and Vˆ , Wˆ are functions of the ladder
operators, that can be expressed in a Taylor series
U = eRˆ = 1 + Rˆ+O(Rˆ2)
from what follows that
UHU † = H +
[
Rˆ,H
]
+O(Rˆ2) .
Once we can find an Rˆ which satisfies[
Rˆ,H
]
= −Mˆσx − Nˆσy + Qˆσz +O(Rˆ2) ,
with Qˆ = Qˆ(bˆ†, bˆ), we are left with a Hamiltonian of the form
H˜ := UHU † = Ebˆ†bˆ+ γ~σ ~B + Qˆσz + Lσy + C +O(Rˆ2) ,
which can be written as
H˜ ∼= Ebˆ†bˆ+ γ~σ ~˜B + C ,
where
~˜B :=
 BxBy + L
Bz + Qˆ
 .
This is the framework that we will follow in the calculations of each system. In order
to simplify the results appropriately, it proves useful to define the formal function
ωcz = ωcz(ξ) which reads
ωcz(ξ) := ωcz + ξωcy . (3.58)
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Particularly it holds ωcz(0) = ωcz and we can use this as a generalization of the partial
cyclotron frequency ωcz. Then the transformations and resulting effective Hamiltonians
of our model systems are given as follows:
2D© We start with the two-dimensional approach which should already reveal the
general behavior of a system with BR-SO coupling for an arbitrarily orientated
magnetic field. But since it does not consider the third dimension, the method
leads to a less accurate description of the effects. The Hamiltonian H 2D© (3.52)
is transformed via
H˜
2D© = UH 2D©U † = eRH 2D©e−R ,
where
R=α
√
m
2~3Ωy,cz
[
Ω2y,cz + g¯ω
2
cz
Ω2y,cz − g¯2ω2cz
i
(
b†y′+by′
)
σx +
Ωy,cz (1 + g¯)ωcz
Ω2y,cz − g¯2ω2cz
(
b†y′−by′
)
σy
]
.
The exponent consists of two parts: one proportional to Y ′ σx, the other ∝ Py′ σy.
With this choice of R and neglecting terms of the order R2, we can write the
transformed Hamiltonian as
H˜
2D© = ~Ωy,cz
(
b†y′by′ +
1
2
)
+
~2k2
2µ
+
g
2
µB~σ
~˜B (3.59a)
with
~˜B =

Bx
By − αk
ω2y
Ω2y,cz
2
gµB
Bz − α
√
2m
~3Ωy,cz
(
B∗b†y′ +Bby′
)
 ,
where we defined
B :=
(
Ω2y,cz + g¯ω
2
cz
)
By − iΩy,cz (1 + g¯)ωczBx
Ω2y,cz − g¯2ω2cz
.
The operator-dependent part of the generalized Zeeman term can also be incor-
porated into the harmonic oscillator. This leads to an equivalent form of the
Hamiltonian which is given by
H˜
2D© =
(
Py′ + α
g¯e
~Ωy,cz
Im(B)σz
)2
2m
+
1
2
mΩ2y,cz
(
Y ′ − α g¯e
m~Ω2y,cz
Re(B)σz
)2
+
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+
~2k2
2µ
+
g
2
µB~σ

Bx
By − αk
ω2y
Ω2y,cz
2
gµB
Bz
 . (3.59b)
We find a modification of the parabolas which is different for opposite spin orien-
tations in both position and momentum space, the former proportional to By, the
latter proportional to Bx. Note moreover that it holds B|Bz=0 = By, that is for
vanishing perpendicular field the shift of the momentum operator disappears. In
the remaining Zeeman term the effective field in y-direction becomes k-dependent
whereas the magnetic field parallel to the quantum wire, Bx, remains the same
for all configurations.
1© To go beyond this, we start with system 1© where the in-plane field is along
the y-direction. The exponent of the momentum and position dependent spin
rotation transforming Hamiltonian H 1© (3.49) is given by
R=αN
√
m
2~3ωy˜
[
ω2y˜+ωcz(−ξ)g¯ωcz
ω2y˜ − g¯2ω2cz
i
(
b†y˜+by˜
)
σx+
ωy˜(ωcz(−ξ)+g¯ωcz)
ω2y˜ − g¯2ω2cz
(
b†y˜−by˜
)
σy
]
−
−αNξ
√
m
2~3ωz˜
[
ω2z˜+ωcz(ξ
−1)g¯ωcz
ω2z˜ − g¯2ω2cz
i
(
b†z˜+bz˜
)
σx+
ωz˜
(
ωcz(ξ−1)+g¯ωcz
)
ω2z˜ − g¯2ω2cz
(
b†z˜−bz˜
)
σy
]
which resembles the two-dimensional case but taking the additional dimension
and the weighting between these via the prefactors N and −Nξ into account.
The resulting Hamiltonian reads
H˜ 1© = ~ωy˜
(
b†y˜by˜ +
1
2
)
+ ~ωz˜
(
b†z˜bz˜ +
1
2
)
+
~2k2
2µ
+
g
2
µB~σ
~˜B (3.60a)
with
~˜B =

0
By − αk
ω2yω
2
z
ω2cyω
2
y + ω2czω2z + ω2yω2z
2
gµB
Bz − αN
√
2m
~3ωy˜
(
B∗y˜b
†
y˜ +By˜by˜
)
+ αNξ
√
2m
~3ωz˜
(
B∗z˜b
†
z˜ +Bz˜bz˜
)
 ,
where we defined
By˜ :=
ω2y˜ + ωcz(−ξ)g¯ωcz
ω2y˜ − g¯2ω2cz
By ∈ R ,
Bz˜ :=
ω2z˜ + ωcz(ξ
−1)g¯ωcz
ω2z˜ − g¯2ω2cz
By ∈ R ,
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and can equivalently be written as
H˜ 1© =
Py˜
2m
+
1
2
mω2y˜
(
Y˜ − αN g¯e
m~ω2y˜
By˜σz
)2
+
+
Pz˜
2m
+
1
2
mω2z˜
(
Z˜ + αNξ
g¯e
m~ω2z˜
Bz˜σz
)2
+
+
~2k2
2µ
+
g
2
µB~σ

0
By − αk
ω2yω
2
z
ω2cyω
2
y + ω2czω2z + ω2yω2z
2
gµB
Bz
 .
(3.60b)
Hence, both real space parabolas are shifted as a function of the magnetic field
but opposite for different spin orientations. Moreover, in analogy to the previous
case, it holds By˜|Bz=0 = Bz˜|Bz=0 = By and we also get a k-dependent effec-
tive magnetic field in y-direction, but more general than in the two-dimensional
approximation.
2© The three-dimensional approach to the case of an in-plane field parallel to the
x-axis, system 2©, leads to the Hamiltonain H 2© (3.50). The spin space rotation
is described by
R = αN
√
m
2~3ωy˜
[
ω2y˜ + g¯ω
2
cz
ω2y˜ − g¯2ω2cz
i
(
b†y˜ + by˜
)
σx +
ωy˜ (1 + g¯)ωcz
ω2y˜ − g¯2ω2cz
(
b†y˜ − by˜
)
σy
]
+
+αNξ
√
m
2~3ωz˜
[
ω2z˜ + g¯ω
2
cz
ω2z˜ − g¯2ω2cz
(
b†z˜ − bz˜
)
σx − ωz˜ (1 + g¯)ωcz
ω2z˜ − g¯2ω2cz
i
(
b†z˜ + bz˜
)
σy
]
and the Hamiltonian after the transformation reads
H˜ 2© = ~ωy˜
(
b†y˜by˜ +
1
2
)
+ ~ωz˜
(
b†z˜bz˜ +
1
2
)
+
~2k2
2µ
+
g
2
µB~σ
~˜B (3.61a)
with
~˜B =

Bx
−αk ω
2
y
ω2y + ω2cz
2
gµB
Bz − αN
√
2m
~3ωy˜
(
B∗y˜b
†
y˜ +By˜by˜
)
− αNξ
√
2m
~3ωz˜
(
B∗z˜b
†
z˜ +Bz˜bz˜
)
 ,
where we defined
By˜ :=
−iωy˜ (1 + g¯)ωczBx
ω2y˜ − g¯2ω2cz
/∈ R ,
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Bz˜ :=
ωz˜ (1 + g¯)ωczBx
ω2z˜ − g¯2ω2cz
∈ R .
In the same spirit as above, we merge the operator-dependent Zeeman term into
the oscillators
H˜ 2© =
(
Py˜ + αN
g¯e
~ωy˜
Im(By˜)σz
)2
2m
+
1
2
mω2y˜Y˜
2+
+
P 2z˜
2mz˜
+
1
2
mz˜ω
2
z˜
(
Z˜ − αNξ g¯e
m~ωzωz˜
Bz˜σz
)2
+
+
~2k2
2µ
+
g
2
µB~σ

Bx
−αk ω
2
y
ω2y + ω2cz
2
gµB
Bz

(3.61b)
with mz˜ defined in (3.30), and obtain that both the momentum operator Py˜ and
the position operator Z˜ are shifted. However, since these operators are linear
combinations of the "real" position and momentum operators (comp. (3.28)),
we cannot directly compare these shifts with the ones of 2D© (3.59b). As argued
in Section 3.2.4, the axes y˜ and z˜ span a coordinate system with a non-trivial
real space representation, thus it is hard to interpret the shifts intuitively. Nev-
ertheless, more important is that all shifts vanish for a pure in-plane field, i.e.
~B = Bxeˆx, which is in contrast to system 1© (comp. (3.60b)).
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At last we want to focus on narrow quantum wires (ωy 6= 0), where the system shows
anisotropic behavior for an in-plane field perpendicular or parallel to the transport
direction. For this setup we expect to observe a difference in the energies of the Landau
levels, in the curvature of the dispersion relation, in the required magnetic field that is
needed to make the spin-polarized, Zeeman split Landau levels overlap, in the energy
contribution at the crossing due to BR-SOI, and to have an intrinsic SO-induced shift
of the energy parabolas in the case of an in-plane field along the y-direction. In the
following we will emphasize these anisotropies and give some food for thought how
these can be measured.
4.1 Collecting Anisotropic Quantities
In order to stress the anisotropic behavior, let us define the quantityz
z :=
{
+1 for system 1©
−1 for system 2©
(4.1)
which reflects the differences of system 1© and system 2© with a simple sign, and rewrite
the variables with respect to z.
The magneto-electric frequencies, given in (3.13), (3.15), then read
ω2± =
1
2
[
ω2y + ω
2
z + ω
2
cip + ω
2
cz ±
[
ω4y + ω
4
z + ω
4
cip + ω
4
cz+
+2
(−ω2yω2z + ω2yω2cz + ω2zω2cip − ω2zω2cz + ω2cipω2cz −zω2yω2cip)] 12 ] (4.2)
where ωcip is the partial cyclotron frequency of the corresponding in-plane field.
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The effective mass µ (3.17), (3.26), whose inverse is proportional to the curvature
of the dispersion relation, can be written as
µ = m
(
1 +
ω2cz
ω2y
+
ω2cip
ω2z
1 +z
2
)
. (4.3)
The condition for the in-plane magnetic field (3.43), which is needed to make
the Zeeman split, spin-polarized Landau levels overlap, was presented in Chapter 3.3
for the limit ωy → 0 and it was stated that this can be used as approximation for
both system 1© and 2© of wide waveguides. The exact expression for a semiconductor
system with |g| < 2 is somewhat more complicated. Neglecting the parabola shift due
to SOI, it reads
ω2cip =
ω2y + ω
2
z
2 (g¯2 − 1) − ω
2
cz −
1
4 (g¯2 − 1) g¯2 (1 +z)ω
2
y −
1
2 (g¯2 − 1)
[(
ω2y − ω2z
)2−
− 4(g¯2−1) ω2czω2z
g¯2
+
4
g¯2
ω2yω
2
z −
1
g¯2
(
g¯2−1
g¯2
ω2y +ω
2
z −8
(
g¯2−1)ω2cz)(1+z)ω2y
]1
2
(4.4)
where
g¯ :=
g
2
β . (same as (3.41))
The formula expressing the energy correction E1stn,k at the crossing is quite
long and complicated, thus we stick to the forms given in Section 3.3.3.
The shift of the spin-polarized levels in k-space, which was derived in Section
3.4.1 using the high field approximation, can be described by a generalized wave number
given by
κ := k − αζ m
~2
By
B
1 +z
2
, (4.5)
where
ζ =
(
ω2y + ω
2
cz
)
ω2z
ω2cyω
2
y + ω2czω2z + ω2yω2z
.
With these definitions, the eigenvalues of both Hamiltonians (3.56), (3.57) read
En,n′(k) = ~ω−
(
n+
1
2
)
+ ~ω+
(
n′ +
1
2
)
+
~2κ2
2µ
+
g
2
µB~n ~B , (4.6)
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where
~n = ±
(
Bx
B
,
By
B
,
Bz
B
)
. (comp. (3.51))
4.2 Discussion
Finally we want to discuss the effects of in-plane magnetic fields, modeled by the DSA
(Chap. 3), and, for narrow 2D quantum wires, the influence of the anisotropic quanti-
ties on transport experiments. For this purpose, we introduce in each part briefly the
measurements and known results of systems without or with weak in-plane magnetic
fields and conclude with perspectives on the alteration of the outcome in suggested
setups where the DSA or even the anisotropies become important.
In the ballistic regime of a nanostructure, the conductance of a two-dimensional elec-
tron waveguide is given by1
G =
e2
pi~
M , (4.7)
where M ∈ N counts the (spin-degenerate) transverse modes below the Fermi energy,
that is it gives the amount of occupied energy levels which contribute to transport.
Without a magnetic field and for a fixed Fermi level, M depends on the width of the
sample because this is what controls the spacings between the levels. Hence, changing
the width also influences the conductance which reveals step-like behavior due to the
discreteness ofM (Fig. 4.1). This is fairly understood and has been proved by so-called
quantum point contact (QPC) measurements [43, 44], where a lateral gate voltage
perpendicular to a 2D quantum wire was used to tune the width of the conductor.
This theory can be extended by our work when adding an in-plane magnetic field to
the QPC or, equivalently, to a narrow quantum wire. In the MEFs (4.2) the term
proportional to z couples the width of the conductor with the strength of the in-plane
magnetic field. For a vanishing perpendicular field, they read
ω2± =
1
2
[
ω2y + ω
2
z + ω
2
cip ±
√
ω4y + ω4z + ω4cip + 2
(
−ω2yω2z + ω2zω2cip −zω2yω2cip
)]
and if we assume that there is only one subband of the magneto-electric confinement ω+
occupied, the effective width of the sample is only related to the frequency ω−. Thus,
1In fact, G−1 is the contact resistance of a mesoscopic, ballistic waveguide sandwiched between two
(infinitely) wide, 'reflectionless' contacts in the linear response (or low bias) regime. For further
details, see Ref. [4] or any other good book on mesoscopic transport theory.
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Figure 4.1: Conductance of a ballistic quantum point contact dependent on its width.
Using the split-gate configuration, the gate voltage adjusts the effective width of the
QPC which affects M . Therefore the conductance changes step-like according to
(4.7). Reproduced from Ref. [4]. Original source: Ref. [43].
the number of occupied levels M is anisotropic in both the electrically controllable
width concealed in ωy and the applied magnetic field Bip. A measurement of the
conductance would reveal steps that are shifted with respect to the gate voltage for an
in-plane magnetic field that is orientated perpendicular (system 1©) or parallel (system
2©) to the direction of transport. Moreover, note that due to the Zeeman splitting,
additional conductance steps compared to ordinary QPC measurements should become
visible since each spin-polarized level carries the conductance
G↑↓ =
e2
2pi~
, (4.8)
which is just half of the step height given in Fig. 4.1. We believe that these kinds of
measurements on narrow quantum wires provide a feasible way to verify the theory
and to explore the nature of the anisotropies in the experiment.
The situation changes fundamentally when applying a magnetic field perpendicular to
the 2D conductor stripe [4, 10, 19]. The Lorentz force acts in the plane which leads to
localized bulk states and extended edge states that can be explained semiclassically by
circular orbits and skipping orbits respectively. In transport measurements it results
in a linear increase of the resistance across the Hall bar at weak fields (regime of
low-field magnetoresistance), Shubnikov-de Haas (SdH) oscillations of the longitudinal
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Figure 4.2: Schematic graph of transverse (top) and longitudinal (bottom) resistance
of a Hall bar. One can easily distinguish the low field limit with linear behavior, the
intermediate regime with SdH oscillations and the integer QHE for high magnetic
fields. Note that the filling factors ν are integral where the Hall resistivity crosses
the hypothetical, classical trajectory. Source: Ref. [10].
resistance in the intermediate regime (high-field magnetoresistance), and peaks of the
longitudinal and steps of the transverse resistance for high magnetic fields (integer
quantum Hall effect (integer QHE)).2 This is sketched schematically in Fig. 4.2, where
the Hall plateaus with their corresponding filling factors ν, which give the number of
occupied, spin-resolved levels in the system,3 are displayed. Note that in this graph
the resistances are plotted with respect to the magnetic field strength. This is because
the energy levels (of a wide Hall bar) are proportional to the cyclotron frequency ωcz
which is proportional to the perpendicular field and therefore, one can use Bz to make
2For even higher magnetic fields, one enters the regime of the fractional quantum Hall effect [10],
which is a many-body effect and beyond the scope of this work.
3The filling factors possess strong similarity to the number of transverse modes M that we had
before since one could argue 2M = ν for complete filling of the Landau levels, which consist of two
Zeeman split levels each. However, whereas M was defined to be natural, ν may be any positive
number, thus it can also hold information about partial filling of the energy levels.
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the levels pass through a quasichemical potential that is fixed during the measurement.
For further details, we would like to refer to the literature, e.g. Ref. [4, 10, 19].
If we now consider a narrow Hall bar and an additional in-plane magnetic field, the
Landau levels are determined by the anisotropic MEFs given by equation (4.2). Since
the energy and energy spacings of the levels are determined by the anisotropic term
~ω−
(
n+ 12
)
, we expect the Hall plateaus and the conductance peaks in a graph similar
to Fig. 4.2 to be shifted and also the width of and distance between them to change
for a setup given by system 1© and 2© respectively. One would also expect to have
increased frequencies of SdH oscillations which will be different for both orientations of
the in-plane field, too. Moreover, note that the density of states changes as discussed
in Chapter 2 according to (2.10) as well.
In the regime of low-field magnetoresistance, Drude's formula predicts for ~B = Beˆz a
constant longitudinal resistivity of
ρxx = σ−1 =
m
e2nτ
whereas the transverse resistivity is linear in the perpendicular magnetic field
ρyx = −ρxy = Bz
en
what can also be read off qualitatively in Fig. 4.2. Here m is the bulk effective mass
of the electron, n is the electron density and τ is the momentum relaxation time. In
the Drude model [4] one can also include an arbitrarily orientated magnetic field and
derive the resistivity tensor. It reads
ρˆ = σ−1
 1 −µeBz µeByµeBz 1 −µeBx
−µeBy µeBx 1
 , (4.9)
where σ = enµe is the conductivity and µe := eτm the electron mobility. Setting the
current density of the y- and z-direction to zero, one obtains
System 1©:
 ExEy
Ez
 =σ−1
 1µeBz
−µeBy
 jx ,
System 2©:
 ExEy
Ez
 =σ−1
 1µeBz
0
 jx .
Hence, in this model the longitudinal and transverse resistivity is isotropic and does
not change due to the additional in-plane field. However, this model does not account
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for any boundary conditions and we have shown that transport anisotropies occur
only for narrow Hall bars with a non-negligible frequency ωy. Taking into account the
anisotropic effective mass µ (4.3) of the DSA and noting that the particle velocity is
related to the slope of the dispersion relation via
v(k) =
1
~
∂E(k)
∂k
=
~k
µ
,
we assume the in-plane field to have a direct influence on the resistance of a Hall bar
in the low field regime below the SdH oscillations, i.e. the longitudinal resistivity is
different for a field parallel or perpendicular to the direction of transport. This may
be approximated by replacing the bulk electron mass in ρxx with µ.
We conclude that experimental analysis of narrow Hall bar resistivities could pro-
vide deeper insight into the effects of transverse magnetic fields and the involved
anisotropies. These model systems could provide a basic framework for further in-
vestigations on transport properties of any laterally confined system with arbitrarily
orientated magnetic field such as quantum dots or other complex structures.
A special situation occurs when an in-plane magnetic field is used to increase the
Zeeman splitting such as the spin-polarized energy bands of neighboring Landau lev-
els overlap (comp. Chap. 3.3). The condition (4.4) predicts that the required field is
different for the contemplated systems 1© and 2©, thus it seems possible that this dif-
ference can be detected in associated experiments, so-called coincidence measurements
[26, 49]. However, due to the strong dependence of (4.4) on the Landé factor and
the bulk effective mass via the partial cyclotron frequencies, it is not obvious whether
this discrepancy can really be measured since we do not have analytic formulas for
these quantities, hence we cannot exactly state how these quantities behave in this
limit (comp. p. 11). At least, it is challenging to give reliable, accurate predictions for
the required in-plane magnetic fields, but they can be approximated using adequate
values for g and m or using the bulk values as a first approach. Nevertheless, it turned
out that the requirements for level coincidence may indeed be very different for both
systems as we will see later (p. 79).
Assuming to be in the regime of coincidence, one can continue to argue that BR-SOI
provides a non-negligible contribution to the eigenenergies of the system which was cal-
culated by first order degenerate perturbation theory in Chapter 3.3 for the 2D-EMA
and the DSA. This energy correction (E1stn,k) leads to a repulsion of the bands which,
however, vanishes if ~B = Beˆx (Fig. 4.3). Since the band anticrossing is proportional to
the Bychkov-Rashba parameter α, one could use this effect to determine the spin-orbit
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Figure 4.3: Schematic crossing of two spin-polarized energy levels due to an in-plane
magnetic field for the case Bz = 0, k = 0. The field is directed in either y- or
x-direction, which corresponds to system 1© (solid lines) and 2© (dashed lines) re-
spectively. Anticrossing only occurs for By 6= 0.
coupling strength over a wide range of magnetic fields within the DSA by using the
formulas given in Section 3.3.3. This could be done with QPC transport measurements
or within the integer QHE.4
For Bz = 0 the conductance of a ballistic waveguide is given by (4.8) for each spin-
polarized level, i.e. the number of occupied, spin-resolved transverse modes Ms ∈ N
determines the resistance of the sample. This is sketched in Fig. 4.4, where the disper-
sion relation and the conductance in terms of Ms is plotted. Note that in this graph,
the anisotropic Landau level energy as described above, was omitted for clarity, hence
the subband steps are located at or around the same energy, which is, in fact, not true
for narrow quantum wires. Nevertheless, we can see that the height of the smaller step
(solid line) is given by the anticrossing, thus it is proportional to α and can be used to
measure this quantity.
In the integer QHE, the longitudinal resistance is finite whenever the quasichemical
potential is located at an energy level of the bulk system. In coincidence measurements
with narrow Hall bars, the peaks will avoid to overlap due to the band anticrossing
given by 2E1stn,k which is anisotropic with respect to the in-plane field. Note that a
4For a system with both Bychkov-Rashba and Dresselhaus SOI (comp. Chap. 3.3) one can determine
the relative strength, that is the ratio of the BR parameter α and the Dresselhaus parameter,
usually denoted as β, using optical [15] or electrical [34, 35] techniques. In our case we can deduce
the absolute strength of α for a given system electrically in materials with negligible or without
SOI due to bulk inversion asymmetry.
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Figure 4.4: Dispersion relation for zero and non-zero in-plane field (Bip = Bx) of
a narrow electron waveguide with Bz = 0 and number of occupied levels Ms in
arbitrary units. The arrows emphasize the Zeeman splitting and the in-plane field
in the second graph is chosen to be the way that E−n+1(k) = E+n (k). The number of
modes is shown for Bip = Bx (dashed lines) and Bip = By (solid lines).
crossing situation, as shown in Fig. 4.3, can only occur for Bz = 0, i.e. not in the QHE.
This technique may be useful to confirm the anisotropies predicted by the DSA for
narrow Hall bars, but it seems difficult to obtain an accurate value for α because of the
many quantities that depend on the experimental parameter, the magnetic field, com-
pared to an ordinary QHE measurement. Although the predicted anisotropies seem to
explain the outcome of Ref. [26, 49], it lacks the important condition of a narrow Hall
bar. In these experiments, the sample widths should be approximated with ωy → 0,
which means that any Bychkov-Rashba induced transport anisotropy disappears. Thus
it may indeed be the formation of stripe phases as suggested by the authors, which
drives the anisotropic resistance of these experiments. However, this is a many-body
77
4 Anisotropies in Narrow Wires
effect and beyond the scope of this work.
What is a "narrow" quantum wire? In Chapter 2 we have specified the mean-
ing of "weak in-plane field", that is we clarified the question for what magnetic field
strengths the two-dimensional approximation (2.14) fails. A different task is to ask
about the conditions for what the discussed anisotropies become visible. The answer
has so far been given by the characteristic "narrow" which a quantum wire was sup-
posed to be. However this expression needs to be specified in more detail. To face
this question, we calculate the MEFs (4.2), the effective mass µ (4.3) and the energy
contribution due to BR-SOI at the crossing of Zeeman split Landau levels E1stn,k (comp.
Sect. 3.3.3) for some model systems.
Let us think of two realizations of a two-dimensional (Al)GaAs electron system: a
quantum well (I) and a heterostructure (II). Both may be approximated with a har-
monic potential to make sure that we can use the DSA. For the quantum well we
use ~ω′z = 7.24meV whereas ~ω′′z = 126meV gives the confinement frequency of the
heterostructure. This corresponds to oscillator lengths5 of l′z = 12.5 nm and l′′z = 3nm
respectively. Moreover we use m = 0.067me in all following calculations.
At first, we look at the anisotropy6 of ω− at a certain in-plane field (Bz = 0) for
different widths of a quantum wire that is patterned on system I or II. Using equation
(4.2) we obtain
• ∆E′ = 0.1meV for system I with ly = 62.7 nm at Bip = 5T,
• ∆E′ = 1µeV for system I with ly = 1µm at Bip = 25T and
• ∆E′′ = 0.1meV for system II with ly = 20nm at Bip = 20T
which verifies that for wide samples the anisotropy becomes very small even for large
magnetic fields.
For the effective mass µ (4.3) of two model Hall bars with a perpendicular field of
Bz = 0.38T (~ωcz = 0.66meV) we get
• µ′ =
{
7.6m ( 1©)
6.2m ( 2©)
for system I with ly = 62.7 nm at Bip = 5T and
5The oscillator length, defined by l :=
q
~
mω
for a harmonic oscillator with frequency ω, is the
standard deviation of the ground state. Hence, one may call w = 2l the width of the potential.
6The anisotropy of a MEF for a given magnetic field is expressed by ∆E = ~
˛˛
ω 1©± − ω 2©±
˛˛
.
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• µ′′ =
{
1.13m ( 1©)
1.06m ( 2©)
for system II with ly = 20nm at Bip = 20T.
Hence, both cases reveal anisotropic behavior even if it is strongly suppressed in the
given instance of a heterostructure.
And at last we present some examples for the band anticrossing using the results
derived in Section 3.3.3. We have shown above that the Landau levels overlap for
an in-plane field parallel to the direction of transport ( 2©) if the perpendicular field
vanishes (Fig. 4.3). Thus we focus first on this situation but give also an example in
the quantum Hall regime afterwards. The anisotropy7 of the anticrossing for Bz = 0 is
only determined by the energy gap of system 1© since E 2©,1st0,0 = 0. Note that the due
to the condition (4.4), the required in-plane fields differ from system 1© to system 2©
as well. We have
• ∆E′ = 0.016meV for system I with ly = 62.7 nm at B 1©ip = 13.2T / B 2©ip = 2.6T,
• ∆E′ = 1µeV for system I with ly = 1µm at B 1©ip = 12mT / B 2©ip = 12mT and
• ∆E′′ = 0.05meV for system II with ly = 20nm at B 1©ip = 115T / B 2©ip = 28T.
It seems that a heterostructure system is useless to discover anisotropies in QPC mea-
surements due to the high required fields. We find that for system I and sample widths
of some tens of nanometer, the difference in the required magnetic field becomes very
strong, whereas the anisotropy of the anticrossing remains small. If we switch on a per-
pendicular magnetic field Bz = 3.05T (ωcz = 5.27meV), we get
• ∆E′′ = 0.5µeV for system I with ly = 62.7 nm at B 1©ip = 31.9T / B 2©ip = 30.6T,
where 2
∣∣∣E 1©,1st0,0 ∣∣∣ = 25.1µeV and 2 ∣∣∣E 2©,1st0,0 ∣∣∣ = 24.6µeV.
Note that these energies were calculated with the Bychkov-Rashba parameter α = 6.9 ·
10−13 eVm−1 [51], which was assumed to be fixed for all situations.
7The anisotropy of the anticrossing is given by the expression ∆E = 2
˛˛˛˛˛˛
E 1©,1
st
0,0
˛˛˛
−
˛˛˛
E 2©,1
st
0,0
˛˛˛˛˛˛
.
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5 Summary and Outlook
The knowledge of the orbital effects of transverse magnetic fields in low-dimensional
systems proved useful for a quantitative description of physical properties in the regime
of large fields. The meaning of "large" was specified in Chapter 2 (p. 11) within a com-
parison of the oscillator length of the perpendicular, electrostatic confinement and the
magnetic length, which can be identified with the classical cyclotron radius. In the
same chapter we also presented a short survey of the effective mass approximation
[3, 4, 45] and pointed out the problems of a purely two-dimensional description. In
fact, we calculated with the help of a simple model [17], which assumed an infinite two-
dimensional electron gas and a purely in-plane magnetic field, that the field caused a
diamagnetic shift of the eigenenergies and a spatial shift of the states, which alter the
effective mass and the Landé factor (g-factor) due to non-parabolicity and wall pene-
tration [6, 7, 8, 16, 23, 29, 38, 39, 45, 48]. Moreover, the effective mass perpendicular
to the field, my (2.8), certainly changed the effective width of a confined system. It is
obvious that a generalization of this first approach was needed to describe an exper-
imental setup such as given in Ref. [26, 49] with lateral field strengths up to 30T in
order to gain an accuracy of the model which was necessary to reconstruct the results
theoretically.
In Chapter 3 we developed and discussed the diamagnetic shift approximation, i.e. a
model where all electrostatic confinements were assumed to be harmonic, which fully
accounted for orbital effects of a magnetic field whose in-plane orientation was perpen-
dicular (system 1©) or parallel (system 2©) (comp. p. 18) to a quantum wire or Hall bar.
Therefore we calculated in Chapter 3.1 with the help of the invariant eigen-operator
method [14, 22] the eigenenergies of both cases and compared the limits of the results
with the integer Quantum Hall effect [4, 10, 17, 19] and with the model system of
Chapter 2 [17], which was an infinite two-dimensional electron gas in a pure in-plane
field. We finished this part with an example calculation of the level coincidence, a
situation where the lateral field was used to increase the Zeeman splitting until the
spin-polarized bands of neighboring Landau levels coincided, which was based on the
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sample of Ref. [26] and we verified that an overlap of two spin-polarized energy levels
was possible in the regime that had been used in this experiment. Chapter 3.2 dealt
with the explicit transformations which were used to decouple the systems 1© and 2©.
These brought insight into the actual orbital effects and we found that in the Landau
gauge the magnetic field perpendicular to the quantum wire could be fully resolved in a
shifted, rotated and rescaled electrostatic confinement whereas a lateral magnetic field
parallel to the current caused additional dynamics which was more difficult to map in
real space. However, in the latter case classical trajectories revealed skipping orbit like
behavior in an effective confinement which was shifted to the edges of the sample but
stayed in the plane, i.e. was not tilted as in system 2©. After that, we investigated in
Chapter 3.3 the impact of the Bychkov-Rashba spin-orbit interaction [12, 18, 45, 51]
in order to gain more precise results as for the two-dimensional approximation for the
corrections at the level coincidence, the spin hot spots [11]. It turned out that even
if spin-orbit coupling failed to explain the anisotropic transport of the experiments in
Ref. [26, 49] due to the large widths of their samples, the diamagnetic shift approx-
imation predicted similar anisotropies in narrow waveguides which could possibly be
detected experimentally and could be used to deduce the Bychkov-Rashba parameter
α [12, 45, 51] at large magnetic fields. An approximated Hamiltonian for the limit of
high magnetic fields and weak spin-orbit coupling, and an effective Hamiltonian cre-
ated by a unitary transformation which caused a rotation in spin space, were derived
in Chapter 3.4 for both system 1© and 2© and also for the two-dimensional effective
mass approximation for comparison. These forms were useful to get an intuitive access
to the influence of spin-orbit coupling on a quantum wire system.
Chapter 4 was dedicated to the anisotropies of narrow quantum wires which could be of
special interest for future experiments on small nanostructures in high magnetic fields.
We discussed different experimental setups and the expected anisotropic influence of
Bychkov-Rashba interaction on these systems. We concluded this chapter with quanti-
tative calculations for some examples of narrow conductors and predicted the outcome
of corresponding measurements.
To put it in a nutshell, we have seen that for low-dimensional systems with high in-plane
fields the orbital effects should not be excluded from an adequate description of the im-
portant physics and the diamagnetic shift approximation is a first step into the right
direction. However, replacing all confinements with a harmonic potential yields the
limitation of this formalism. Moreover, new materials and more advanced techniques
increase the available maximum strength of stable magnetic fields for experiments, thus
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it is obvious that further improvements of this approximation are necessary and also
the need for a more sophisticated description is present.
For the future it may be reasonable to perform a systematic, numerical investigation of
transport in a quantum wire to compare quantitatively the diamagnetic shift approx-
imation with the two-dimensional effective mass Hamiltonian in the regime of large
transverse magnetic fields. This would yield a desirable extension to and verification
of the discussion of Chapter 4. An obvious enhancement of the diamagnetic shift
approximation would be given by the incorporation of Dresselhaus spin-orbit interac-
tion [12, 18, 45, 51]. This effect is important because many of the experiments on
low-dimensional systems are based on semiconductors with bulk inversion asymmetry.
Moreover it is essential for spin transport, especially for calculations of spin relaxation
rates in electron waveguides that lack bulk inversion symmetry. Following the meth-
ods of this thesis, it also seems feasible to derive a diamagnetic shift approximation for
quantum dots which would be valuable to lower the discrepancy between theoretical
and experimental results of physical properties at high in-plane fields such as the spin
relaxation rates of Ref. [40]. An improved handling of the orbital effects, especially the
influence on spin-orbit interaction in general, may be derived from the ~k ·~p theory (en-
velope function approximation) [12, 45], which is also a desirable, though challenging
project for the future.
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A Useful Transformations
Archetype 1
Consider a Hamilton operator of the type
H =
P 2x
2m
+
1
2
mΩ2xX
2 +
P 2y
2m
+
1
2
mΩ2yY
2 + γXY ,
where γ is a real parameter. The system can be decoupled into two independent
harmonic oscillators by choosing the transformation1
X = N(X˜ + ξY˜ ) , Y = N(−ξX˜ + Y˜ ) ,
where
N =
1√
1 + ξ2
and ξ =
m(Ω2x − Ω2y)
2γ
±
√√√√1 +(m(Ω2x − Ω2y)
2γ
)2
.
Of course the momentum operators have to be rotated in the same way. They read
Px = N(Px˜ + ξPy˜) , Py = N(−ξPx˜ + Py˜) .
The sign within ξ can be chosen ad libitum.2 Note that ξ > 0 or ξ < 0 for + or −
respectively.
With these conditions one can easily prove the identity
P 2x + P
2
y = P
2
x˜ + P
2
y˜
1In fact this is a rotation of the coordinate system by θ = arctan(−ξ). It follows that θ ∈ ]0, pi
2
[ for
ξ < 0 and θ ∈ ] − pi
2
, 0[ for ξ > 0 where we have ξ ≷ 0 for ± within ξ respectively. The inverse
transformation is given by X˜ = N(X − ξY ) , Y˜ = N(ξX + Y ) and Px˜ = N(Px − ξPy) , Py˜ =
N(ξPx + Py).
2In this work, whenever this sign needs to be specified, the minus is used.
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and one obtains
H =
1
2m
(P 2x˜+P
2
y˜ )+
1
2
m(Ω2x+ξ
2Ω2y)N
2X˜2−γξN2X˜2+1
2
m(ξ2Ω2x+Ω
2
y)N
2Y˜ 2+γξN2Y˜ 2 =
=
P 2x˜
2m
+
1
2
m N2
(
Ω2x + ξ
2Ω2y −
2γξ
m
)
︸ ︷︷ ︸
=:ω2x˜
X˜2 +
P 2y˜
2m
+
1
2
m N2
(
ξ2Ω2x +Ω
2
y +
2γξ
m
)
︸ ︷︷ ︸
=:ω2y˜
Y˜ 2 =
=
P 2x˜
2m
+
1
2
mω2x˜X˜
2 +
P 2y˜
2m
+
1
2
mω2y˜Y˜
2 .
Thus in the new coordinates H is separable and the solution reads Ψn,n′(x˜, y˜) =
φωx˜n (x˜)φ
ωy˜
n′ (y˜) where φωx˜ and φωy˜ solve the harmonic oscillator equations of x˜ and
y˜ respectively. The eigenvalues of the system are given by
E(n, n′) = ~ωx˜(n+
1
2
) + ~ωy˜(n′ +
1
2
) .
Archetype 2
Consider a more general Hamiltonian of the form
H =
P 2x
2m
+ aX2 + αX +
P 2y
2m
+ bY 2 + βY + γXY ,
where a, b, α, β, γ are real parameters. We split the linear terms into two parts each
and write α = α1 + α2 and β = β1 + β2. The transformation is defined as fol-
lows
X = X ′ − α1
2a
, Y = Y ′ − β1
2b
,
where
α1 =
2a(2αb− γβ)
4ab− γ2 , α2 =
γ(2βa− γα)
4ab− γ2 ,
β1 =
2b(2βa− γα)
4ab− γ2 , β2 =
γ(2αb− γβ)
4ab− γ2 .
The inverse transformation is trivial and the momentum operators do not change
due to the translation in real space. The Hamiltonian in the new coordinates now
reads
H =
P 2x′
2m
+ aX ′2 +
P 2y′
2m
+ bY ′2 + γX ′Y ′ +
αβγ − aβ2 − bα2
4ab− γ2 .
Up to a constant term, this is the Hamiltonian given in archetype 1 which can be solved
as described there.
x
Archetype 3
A Hamiltonian of the type
H =
P 2x
2m
+ αPx +
1
2
mω2xX
2 +
P 2y
2m
+ bY 2 + βY + γY Px ,
where α, b, β, γ are real parameters, is somewhat more difficult to separate. If we
want to use archetype 2, we need to think of a substitution which creates an effective
momentum operator X¯ from the position operator X and an effective position operator
P¯x from the momentum operator Px. As we will show below, this substitution is
straightforward and well-defined up to a sign, which can be chosen ad libitum.
In order to derive the effective momentum and position operators, we start with a
model Hamiltonian, the simple harmonic oscillator in one dimension. The Hamiltonian
reads
HSHO =
P 2
2m
+
1
2
mω2R2 ,
with the momentum operator P and the position operator R. The Hamiltonian can
be rewritten as
HSHO =
(mωR)2
2m
+
1
2
mω2
(
P
mω
)2
≡ R¯
2
2m
+
1
2
mω2P¯ 2 ,
where we defined the operators R¯2 and P¯ 2, hence we know R¯ and P¯ up to the sign.
So far it seems that we can choose the sign of R¯ and P¯ independently. However
this is not true since in order to have proper effective momentum and position op-
erators they must satisfy the commutation relation such as [R,P ] = i~I. Thus we
have
i~I !=
[
P¯ , R¯
]
=
[
+−
+−
P
mω
,
+−−
+
mωR
]
=
+
+−−
PR
−−
+
+
RP =
−−
+
+
[R,P ] =
−−
+
+
i~I != i~I ,
which shows that the signs of R¯ and P¯ must be opposite. Finally we are left with two
equivalent representations of the effective momentum and position operators:
R¯ = ∓mωR , P¯ = ± P
mω
.
In the same way we can express the x-coordinate of the Hamiltonian H in terms of
effective momentum and position operators. It reads
H =
X¯2
2m
+ a¯P¯ 2x + α¯P¯x +
P 2y
2m
+ bY 2 + βY + γ¯Y P¯x ,
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where we defined a¯ := 12mω2x, α¯ := ±mωxα and γ¯ := ±mωxγ. Note that the sign
is given by the choice of P¯x. This Hamiltonian now satisfies the requirements for the
usage within archetype 2.
xii
B Useful Identities
Throughout the thesis we introduce many different forms of and links between the
important functions that characterize system 1© and 2©. Beyond the formulas already
given in Chapter 3, it proves useful to know about the following identities, which can
be derived from the quantities defined in Chapter 3.2. Note, however, that these equa-
tions only hold for the sign convention of ξ established in Section 3.2.3, which was used
during the whole work.
For the MEFs of both systems we can write:
1©
ω 1©− =
√
1
1 + ξ′−2
Ω2z,cy +
1
1 + ξ′2
Ω2y,cz − 2ωcyωcz
1
ξ′ + ξ′−1
,
ω 1©+ =
√
1
1 + ξ′2
Ω2z,cy +
1
1 + ξ′−2
Ω2y,cz + 2ωcyωcz
1
ξ′ + ξ′−1
,
(B.1a)
with ξ′ =
{
ξ+ if sign(ωcyωcz) = +1
ξ− if sign(ωcyωcz) = −1
, (B.1b)
where
ξ± = Ξ±
√
1 + Ξ2 with Ξ =
Ω2y,cz − Ω2z,cy
2ωcy ωcz
. (comp. (3.18))
This form is equivalent to the equations (3.13), (3.22), (3.33) and (3.34).
2©
ω 2©− =
√
1
1 + ξ′−2
ω2z +
1
1 + ξ′2
Ω2y,cx,cz + 2ωcxωz
1
ξ′ + ξ′−1
,
ω 2©+ =
√
1
1 + ξ′2
ω2z +
1
1 + ξ′−2
Ω2y,cx,cz − 2ωcxωz
1
ξ′ + ξ′−1
,
(B.2a)
with ξ′ =
{
ξ− if sign(ωcx) = +1
ξ+ if sign(ωcx) = −1
, (B.2b)
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where
ξ± = Ξ±
√
1 + Ξ2 with Ξ = −Ω
2
y,cx,cz − ω2z
2ωcx ωz
, (comp. (3.27))
which is equivalent to (3.15), (3.32), (3.35) and (3.36).
The transform variable ξ′ (B.1b), (B.2b) also fulfills the following identities:
1©
ξ′1© =
ω 1©+
2 − ω2cy − ω2z
ωcy ωcz
,
1
1 + ξ′21©
=
ω 1©−
2 − ω2cy − ω2z
ω 1©−
2 − ω 1©+2
,
ξ′−11© = −
ω 1©−
2 − ω2cy − ω2z
ωcy ωcz
,
1
1 + ξ′−21©
= −ω
1©
+
2 − ω2cy − ω2z
ω 1©−
2 − ω 1©+2
.
2©
ξ′2© =
ω 2©−
2 − ω2y − ω2cx − ω2cz
ωcx ωz
,
1
1 + ξ′22©
=
ω 2©+
2 − ω2y − ω2cx − ω2cz
ω 2©+
2 − ω 2©− 2
,
ξ′−12© = −
ω 2©+
2 − ω2y − ω2cx − ω2cz
ωcx ωz
,
1
1 + ξ′−22©
= −ω
2©
−
2 − ω2y − ω2cx − ω2cz
ω 2©+
2 − ω 2©− 2
.
Note that here we used explicitly a subscript to emphasize that ξ′ is indeed different
for both systems. For the rest of the work, it has been suppressed for clarity.
For ωy = 0, one can also show that it holds
ξ′1© =
ωczξ
′
2© − ωcip − ωzξ′2©
ωcz − ωz + ωcipξ′2©
, ξ′2© = −
ωczξ
′
1© + ωcip + ωzξ
′
1©
ωcz + ωz − ωcipξ′1©
,
and
1
1 + ξ′21©
[(
ωcz − ξ′1©ωcip
) Bz
B
+ ω−
]2
=
1
1 + ξ′22©
[
ωcz + ω−
Bz
B
]
.
The latter is the reason for the isotropy described in Section 3.3.3.
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