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We study the dynamics and statistics of real vector fields in flat (n + 1)-dimensional space-time with an
emphasis on the field topology and stochasticity in physical applications such as stochastic magnetic and ve-
locity fields in cosmological systems. Vector field topology change plays an important role in a wide range of
physical systems, e.g., magnetic topology change strongly affects the dynamics in a plasma and is responsible
for phenomena such as solar flares and magnetic field generation in cosmological objects. We show that the
natural field topology defined by the metric, induced by the Euclidean vector norm, is not generally preserved in
time even for smooth fields. Moreover, this topology is defined in the vector space using open balls as the bases,
which contain nearby vectors in vector space but not necessarily in real space. Hence, the topology change for
physical fields such as magnetic fields, which occurs in a finite volume in Euclidean space, cannot be formulated
properly using this topology. However, any vector field corresponds to a dynamical system with a topology in
the corresponding phase space. This phase space topology, unlike the natural topology in Euclidean space, is
defined using open balls that contain nearby vectors in both vector space and real space and hence is more phys-
ical. In addition, it is preserved under time translation if certain conditions including time reversal invariance
are satisfied by the field. If these mathematical conditions are not satisfied, therefore, the field’s topology can
spontaneously change as the field evolves in time. In this context, similar to topological entropy, which mea-
sures the complexity of a dynamical system in the phase space, a simple quantity is defined for a vector field
which measures its spatial complexity in real space. For stochastic fields, this spatial complexity can be taken
as a measure of the field’s stochasticity level. Generalizing a previous work based on renormalization group
invariance, we show that corresponding to any arbitrary vector field, there exists a scalar field whose properties
provide a means to quantify the vector field’s spatial complexity, stochasticity level and dissipation rate.
I. INTRODUCTION
The important role that the concept of a vector field, mathe-
matical object that assigns a vector to each point in space, and
its generalization to tensor fields play in different branches
of physics is almost obvious. An intuitive notion of topol-
ogy is also associated with vector fields which is usually vi-
sualized in terms of field lines (aka integral curves or stream-
lines). Yet, this intuition is not very aligned with the math-
ematical definition of topology in the context of topological
spaces. Topology and topology change are seldom given a
precise operational meaning in physical applications, e.g., in
plasma physics and astrophysics literature. But in fact, as it
turns out, the notion of field line and also that of field’s topol-
ogy are not trivial at all, in particular in the context of stochas-
tic fields and diffusive media. To give an example, the mag-
netic field threading an electrically conducting fluid such as
a plasma is said to have a certain topology that may change
spontaneously; a process referred to as magnetic reconnection
which may strongly affect the system’s dynamics, e.g., it may
be the underlying process producing solar flares. However, it
is not clear, from amathematical point of view, what is exactly
meant by magnetic topology change in such dynamic, diffu-
sive and chaotic environments. In mathematics, homeomor-
phisms are continuous functions between topological spaces
that keep the topological properties intact; if a time depen-
dent vector field has a preserved topology, its time translation
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must be a homeomorphism, i.e., it should continuously take
the field at time t0 and map it to another field with the same
topology at a later time t1 > t0. How do we define the field’s
topology in terms of open sets and a topological space in the
first place? How do we ensure that the field’s time translation
is a homeomorphism? Under what conditions, the topology
may change and, for example, magnetic reconnection can oc-
cur? In fact, for time dependent fields, it turns out that the
field lines, i.e., integral curves, are not in general continuously
deforming curves in space, i.e., the field lines are not neces-
sarily continuous in time even if the field itself is and stronger
conditions should be satisfied. Thus we have no trivial way
to visualize the field’s time evolution in terms of its integral
curves. In order to address such fundamental questions, there-
fore, one needs a precise mathematical approach applicable to
a variety of physical situations. We will define the topology
corresponding to a general vector field in an attempt to show
that the appropriate consideration of this problem naturally in-
volves the theory of dynamical systems.
The other related concept is the stochasticity associated
with a vector field, which can for example arise because of
turbulence. Here as well, we seem to have a reasonable and
intuitive phenomenology that can be even easily visualized,
for example, in terms of random field lines in space which
evolve in an indeterministic manner. But, this is a vague lan-
guage which encounters mathematical difficulties when ex-
amined closely. Yet, it seems to play a fundamental role in
many problems in physics, for instance velocity and magnetic
fields often show stochastic behavior in cosmological objects
([1]; [2]; [3];[4]; [5], [6]). The concept of stochasticity has a
clear meaning for a scalar variable—a variable whose numer-
ical values are outcomes of a random process such as tossing
2a fair coin. In fact, many phenomena in nature involve ran-
dom processes, a quantitative understanding of which usually
requires a statistical approach. In such processes, one deals
with a random scalar, which might depend on other variables.
This dependence is usually implied by using the term field; a
stochastic (scalar) field is a stochastic variable whose possible
numerical values depend on other variables. As a straightfor-
ward generalization, one can also define a stochastic vector
as a vector whose components are stochastic variables. With
this terminology, it is easy to define a stochastic vector field
as a mathematical object that assigns to each point in space a
stochastic vector. By definition, this means an infinite num-
ber of vectors, one vector defined at each point in space. Al-
though this seems a straightforward generalization, however,
care must be taken to avoid the misuse of commonplace con-
cepts of stochastic field lines and topology of such stochastic
fields. In order to associate an intuitive notion of topology to
a stochastic vector field, one needs to establish relationships
between different vectors defined at different points in space
(or on a manifold) for example in terms of a metric (although
this is not necessary; a topology can be defined even if the
space lacks a metric). In other words, in general for a stochas-
tic vector field, not only we wish to study the randomness of
vectors defined at any point in space but also we are interested
to see how vector field stochasticity manifests itself globally
in space. Even if a vector field comes with a well-defined and
known probability measure, which is unlikely in real situa-
tions, its topology, once it is defined, may still completely be
obscured by such a measure as it only assigns a probability to
the field at every point in space with no emphasis on global
relationships between different points in space or time.
Electric field topology ([7]; [8]), magnetic field topology
([9]; [10]) and velocity field topology (see e.g., [1]; [11])
are commonly used terminologies in different fields of re-
search. In many problems, for example magnetic reconnec-
tion, the field topology plays a crucial role (see e.g., [12];
[13]; [14]; [6]). The concept of vector field stochasticity as
well is commonly used in different contexts. For instance, re-
cent models of magnetic reconnection rely on the effects of
turbulence to explain the fast reconnection rates observed in
astrophysical systems, therefore, such models inevitably deal
with indeterministic behavior in magnetic and velocity fields
([15]; [3]; [14]; [16]; [4]). Spontaneous stochasticity of par-
ticle trajectories and the corresponding velocity fields in tur-
bulent flows ([17]; [18]; [2]) as well as stochastic magnetic
fields ([19]; [15]; [3]; [4]) have been studied in different con-
texts, however, a simple statistical measure for the stochastic-
ity level of such vector fields has only recently been developed
[20]. Based on this statistical approach, more recent work has
linked magnetic stochasticity to magnetic diffusion [21] and
kinetic stochasticity [22]. In the present paper, we attempt to
define and formulate the stochasticity and topology of time de-
pendent vector fields in a rigorous manner. We also briefly re-
visit few commonplace concepts such as stochastic field lines
in the hope that it helps clarify their mathematical definitions
which in turn might lead to gaining a deeper physical insight.
The plan of this paper is as follows: in §II, we first briefly
review the fundamental properties of time dependent vector
fields in real Euclidean space and illustrate the difficulties en-
countered in using integral curves in a quantitative considera-
tion. Also, the time translation operator, Ho¨lder singular fields
and renormalization using distributions are discussed. In §III,
we define vector field topology using the metric induced by
the vector norm and show that this natural topology is of little
interest in physical applications. A phase space is defined in
the context of dynamical systems theory with a built-in topol-
ogy which is shown to be the standard topology appropriate
for physical applications. Vector field stochasticity is defined
and briefly discussed, which generalizes a previous work on
magnetic field stochasticity. In §IV, we summarize and dis-
cuss our results and their physical implications.
II. TIME EVOLUTION
In general, a vector field F can be defined as a map from a
manifoldM to its tangent bundle TM:
F :M→ TM,
x→ F(x),
such that the image of x ∈M, i.e., F(x), lies in the tangent
space at x, i.e., TxM. In this paper, we will assumeM = R
n,
i.e., the real n-dimensional Euclidean space, unless stated oth-
erwise. We will consider a real, time-dependent vector field
F(x, t) such that
F : Rn × It → Rn,
where t ∈ It ⊆ R, with the notation F(x, t) = F(~x) =
(F1(~x), ..., Fn(~x)), where ~x = (x, t) = (x1, ..., xn; t). If the
field is defined for all times, i.e., It = R, we have a flow, other-
wise a semi-flow. It goes without saying that a straightforward
generalization of multivariate calculus can be applied to vec-
tor fields, e.g., F(x) is continuous if limx→a F(x) = F(a).
Suppose the field F is governed by a general evolution
equation of the following form:
∂
∂t
F(x, t) = f(F, ∂κxF,x, t), (1)
where the notation ∂κxF is used to imply that f may involve
spatial derivatives of order κ ∈ N. For the sake of simplicity,
we will use the notation f(x, t) throughout this paper keeping
in mind that f may contain F and its spatial derivatives of any
order κ ∈ N.1 In physical problems, the field is often studied
1A general governing equation can take the following form in terms of the field
components Fj ;
∂niFi
∂tni
= fi(t, x1, ..., xn, F1, ...Fn, ...,
∂kFj
∂tk0∂xk11 ...∂x
kn
n
, ...),
with i, j = 1, 2, ..., n; k = k0 + k1 + ...+ kn ≤ nj ; k0 < nj . The initial
3in a region of space with some boundaries, thus the problem
becomes a boundary value problem which has a unique so-
lution provided that appropriate boundary conditions are ap-
plied. We will assume, throughout this paper, the existence of
such a unique solution in a spatial volume V without directly
referring to any boundary condition.
The differential equation governing the time evolution of
F can also be used to derive an evolution equation for the
direction vector Fˆ = F/F as well as the magnitude of F,
which is F = ||F|| =
√
F 21 + ...+ F
2
n ; the Euclidean norm.
The derivative of the unit vector Fˆ is given by
∂tFˆ =
1
F 2
(
F∂tF− F∂tF
)
.
Noting that ∂tF ≡ ∂t(F 2)1/2 = (F.∂tF)(F 2)−1/2 which is
(F/F ).∂tF = Fˆ.∂tF = (∂tF)‖, we find
∂tFˆ =
1
F
[
∂tF− Fˆ
(
Fˆ.∂tF
)]
=
1
F
[
∂tF− (∂tF)‖
]
.
Obviously, the terms inside the brackets are the perpendicular
component (with respect to F) of the evolution equation of F,
eq.(1), that is
∂tFˆ =
(∂tF
F
)
⊥
=
f⊥
F
. (2)
Thus, the direction of F is determined solely by the per-
pendicular (with respect to F) component of f . Similarly, it
is easy to show that the magnitude of F is determined by the
parallel (with respect to F) component of f . We have
∂tF =
(
∂tF
)
‖
= f‖, or ∂t
(
F 2/2
)
= Ff‖. (3)
It follows that{
∂tFˆ = 0⇐⇒ f⊥ = 0⇐⇒ f × F = 0,
∂tF = 0⇐⇒ f‖ = 0⇐⇒ f .F = 0.
(4)
Therefore, pointwise, f × F = 0 and f .F = 0 constrain, re-
spectively, the topology and magnitude of the field. These
simple observations play an important role in statistical con-
siderations related to the field’s stochasticity level and topol-
ogy change discussed in a later section.
conditions are given at time t = t0 on a hyper-surface (called Cauchy data)
in the following form:
∂k
∂tk
Fi(t
0, x1, ..., xn) = g
(k)
i (x1, ..., xn),
with k = 0, 1, 2, ..., ni − 1. The Cauchy-Kowalevski theo-
rem guarantees a unique solution for the above initial value prob-
lem providing that the functions fj and gj are analytic. More pre-
cisely, if all fj functions are analytic in a neighborhood of the point
(t0, x01, ..., x
0
n, F
0
1 , ..., F
0
n, ...,
∂kFj
∂tk0∂x
k1
1
...∂x
kn
n
|0, ...) and all functions
g
(k)
j are analytic in some neighborhood of (x
0
1, ..., x
0
n), then the above
Cauchy problem has a unique, analytic solution in some neighborhood of
(t0, x01, ..., x
0
n).
A. Singular Fields and Distributions
In any measurement, what one measures for a vector field at
a given point is in fact an average field over a region in space-
time (or the corresponding manifold), that is, the measured
field at point (x, t) is an average field over a small spatial
volume around x during a time interval ∆t. Mathematically,
this average or renormalized field can be represented in terms
of distributions. Roughly speaking, such coarse-graining or
renormalization simply translates into multiplying the field,
and its governing equations, by a smooth (infinitely differen-
tiable) weight function and integrating. In order to renormal-
ize a given field F(x, t) at a spatial scale l > 0, therefore, one
can write
Fl(x, t) =
∫
V
Gl(r)F(x + r, t)d
nr, (5)
where Gl(r) = l
−nG(r/l) with G(r) being a smooth and
rapidly decaying kernel, i.e., G ∈ C∞c (Rn); the space of
infinitely-differentiable functions with compact support2. We
will call F the bare field whereas Fl is the renormalized, or
coarse-grained, field. The high-pass filtered field is also given
by
δFl(x, t) = F(x, t)− Fl(x, t)
=
∫
V
Gl(r)
(
F(x, t)− F(x+ r, t)
)
dnr,
therefore,
F(x, t) = Fl(x, t) + δFl(x, t). (6)
Note that we could similarly coarse-grain the field with re-
spect to time using a test function gl(τ) = l
−1g(τ); g ∈
C∞c (R
n). The spatiotemporal renormalization at scale l can
be written as3
F˜l(x, t) =
∫
V
dnrGl(r)
∫
dτgl(τ)F(x + r, t+ τ), (7)
where both test functions gl(τ) and Gl(r) are assumed to be
rapidly decaying. Throughout this paper, only spatial renor-
malization will be considered unless stated otherwise. With-
out loss of generality, we will also assume the followingmath-
ematical properties for the test functionG:
G(r) ≥ 0,
2A function g is said to have a compact support (set of its arguments for which
g 6= 0) if g = 0 outside of a compact set (equivalent to closed and bounded
sets in Rm).
3In this paper, we assume that equations are non-dimensionalized or multi-
plied by appropriate coefficients to avoid inconsistencies regarding physical
dimensions of different quantities such as x and t.
4Lim|r|→∞G(r)→ 0,
∫
V
dnrG(r) = 1,
∫
V
dnr r G(r) = 0,
and ∫
V
dnr|r|2 G(r) = 1.
We may also assume G(r) = G(r) with |r| = r.4 The renor-
malized governing equation is
∂
∂t
Fl(x, t) = fl(x, t). (8)
Also, note that the scale-dependence of F(x, t) is related to
its spatial gradients as the following expression indicates:
∂Fl
∂l
=
∂
∂l
∫
V
Gl(r)F(x + r, t)d
nr. (9)
This expression can be written in a compact form, by
changing variables as r′ = r/l, using the definition Gl(r) =
l−nG(r/l) and the fact that xl = x:
l
∂Fl
∂l
= (x.∇F)l − x.∇Fl, (10)
where∇ ≡ eˆi∂i denotes gradient operator in Rn.
In passing, we also note that for renormalized fields too,
similar to bare fields, one can separate the evolution of the
perpendicular and parallel components of the field; for the di-
rection vector Fˆl = Fl/Fl, with Fl = ||Fl||, we have
∂tFˆl =
(∂tFl
Fl
)
⊥
=
( fl
Fl
)
⊥
, (11)
and for its magnitude
∂tFl =
(
∂tFl
)
‖
= (fl)‖, or ∂t
(F 2l
2
)
= Fl
(
∂tFl
)
‖
. (12)
Thus one may study vector field topology (in terms of ∂tFˆl)
and field magnitude (in terms of ∂tFl) separately. We will get
back to this in §III A and §III D.
4In some applications, it is convenient to decompose any arbitrary field
F(x, t), in Rn, into a homogeneous F(t) and an inhomogeneous F′(x, t)
part; F(x, t) = F(t) + F′(x, t) where F(t) =
∫
V F(x, t)d
nx/V and∫
V F
′(x, t)dnx = 0.
B. Time Translation and Field Line Evolution
In order to study the time evolution ofF, assumingF(x, t0)
is given at time t0, we can solve eq.(1) to obtain F(x, t0 + ǫ)
at a different time t1 = t0 + ǫ for an infinitesimal ǫ ∈ R
(besides the trivial case of ǫ = 0, corresponding to the iden-
tity operator, if ǫ > 0 we move forward in time, otherwise
backward). We can represent this as a linear time translation
operator (shift operator, or a lag operator in time series analy-
sis), Tˆ : Rn → Rn:
Tˆ (ǫ)F(x, t0) = F(x, t0 + ǫ), (13)
which is linear
Tˆ (ǫ)
(
αF(x0, t0) + βF(x1, t0)
)
= αF(x0, t0 + ǫ) + βF(x1, t0 + ǫ), ∀α, β ∈ R,
and its inverse is defined as
Tˆ −1(ǫ) = Tˆ (−ǫ), (14)
with
Tˆ (0) = Iˆ,
where Iˆ is the identity operator. Because ǫ ∈ R can be
positive or negative, the inverse map, Tˆ −1, is well-defined
if the governing equation, eq.(1), is invariant under the time
reversal operator Θˆ : t→ −t;
− ∂
∂t
F(x,−t) = f(x,−t). (15)
With this condition satisfied, there are two possibilities: either
we have {
F(x,−t) = +F(x, t),
f(x,−t) = −f(x, t), (16)
which indicates an even field F and an odd source field f , or
else we have {
F(x,−t) = −F(x, t),
f(x,−t) = +f(x, t). (17)
which indicates an odd F and an even f .
In passing, we also note that the time translation operator
can be written as5
5This definition should be familiar from quantum mechanics. The Hamilto-
nian operator is given by H = i~ ∂
∂t
and thus, formally, the quantum time
translation operator e−i
H
~
∆t takes the form e∆t
∂
∂t , i.e., ∆t = ǫ = in our
notation.
5Tˆ (ǫ) := eǫ ∂∂t ,
which is defined operationally in terms of a Taylor series in
ǫ. Hence,
eǫ
∂
∂tF(x, t) = F(x, t+ ǫ),
which, incidentally, leads to
eǫβ(s)
∂
∂sG(x, s) = G(x, t−1(t(s) + ǫ)),
where t = t(s) is taken such that6
{
dt
ds :=
1
β(s) ,
G(x, s) = F(x, t(s)).
Next let us consider the field lines of F which can be con-
sidered as parametric curves whose tangent vector at any point
x is parallel to F at that point. At a given time t0, therefore,
we can parametrize these curves using the arc-length s
{
∂ξ
x
(s,t0)
∂s = Fˆ(ξx(s, t0), t0),
ξ
x
(0, t0) = x,
(18)
where Fˆ = F/||F|| is the direction (unit) vector. If the unit
vector field Fˆ is Lipschitz continuous7in x, then the above
differential equation has a unique solution8 and hence there
6For a known function g, the Abel equation is g(t(s)) = t(s + 1). If this
equation has a solution t(s) then it follows that g(s) = t(t−1(s)+1). Then
the ǫth iterate of g is gt(s) = t(t−1(s)+ǫ). Therefore, eǫβ(s)
∂
∂s G(x, s) =
G(x, gǫ(s)).
7The real function F(x) is Ho¨lder continuous if it satisfies
||F(x)− F(x′)|| ≤ F0||x− x′||H,
for H > 0 with some constant F0 > 0. If H = 1, the function is called
Lipschitz continuous. If the above condition holds only for 0 < H < 1, F
is Ho¨lder singular. In this case, the derivatives of F are not well-defined in
general, thus any function of these derivatives will be generally ill-defined.
Also, F is bi-Lipschitz if for some F0 > 0;
1
F0
||x− x′|| ≤ ||F(x)−F(x′)|| ≤ F0||x− x′||.
8In general, for F : Rn → Rn restricted onto a curve ξ(s) parametrized by
s ∈ I ⊆ R, i.e., F = F(ξ(s)), suppose each Fj , for 1 ≤ j ≤ m, is con-
tinuous on I × Rn and additionally is uniformly Lipschitz continuous, i.e.,
||Fj(ξ) − Fj(η)|| ≤ F0||ξ − η|| for some F0 > 0. If for s0 ∈ I, there
are real numbers c1, ...cn such that ξj(s0) = cj , then there exists a unique
solution ξ(s) for the differential equation dξ/ds = F(ξ(s)) with initial con-
ditions ξj(s0) = cj . This is the Picard-Lindelo¨f uniqueness theorem for a
system of differential equations. For the simpler problem y′(s) = f(s, y(s))
with y(s0) = y0, the theorem indicates that if f is uniformly Lipschitz con-
tinuous in y, and continuous in s, then for some δ > 0, a unique solution
exists on the interval [s0 − δ, s0 + δ].
exists a unique field-line ξx(s, t0) passing through x at time
t0. Nevertheless, if the field is Ho¨lder singular, then there may
exist infinitely many such integral curves (solutions) satisfy-
ing the above differential equation9. Thus for Ho¨lder-singular
fields, the concept of field line is not generally well-defined.
On the other hand, for a renormalized field Fl, integration by
parts shows that any spatial derivative∇x acting on Fl can be
made to act on G instead of F inside the integral, which im-
plies thatFl is Lipschitz-continuous even ifF is not. Thus the
notion of field line is well-defined for the renormalized field
Fl even if F is Ho¨lder singular.
In order to understand how the field lines evolve in time, we
write the equation of the integral curves, given by eq.(18), at
another time t0 + ǫ for a real ǫ;
{
∂ξ
x
(s,t0+ǫ)
∂s = Fˆ(ξx(s, t0 + ǫ), t0 + ǫ),
ξ
x
(0, t0 + ǫ) = x.
The condition for ξx to be continuous in t is
limǫ→0 ||ξx(s, t0 + ǫ)− ξx(s, t0)|| → 0 for any s. We write
∣∣∣∣∣∣ξx(s, t0 + ǫ)− ξx(s, t0)∣∣∣∣∣∣
=
∣∣∣∣∣∣ ∫ s
0
ds′
[
Fˆ(ξx(s
′, t0 + ǫ), t0 + ǫ)− Fˆ(ξx(s′, t0), t0)
]∣∣∣∣∣∣
≤
∫ s
0
ds′
∣∣∣∣∣∣Fˆ(ξx(s′, t0 + ǫ), t0 + ǫ)− Fˆ(ξx(s′, t0), t0)∣∣∣∣∣∣.
Assuming that Fˆ is Lipschitz in spacetime10 position vector
~x = (x, t), i.e.,
||Fˆ(~x2)− Fˆ(~x1)|| ≤ K0||~x2 − ~x2||
= K0
√
||x2 − x1||2 + |t2 − t1|2,
for someK0 > 0, we can write
∣∣∣∣∣∣ξx(s, t0 + ǫ)− ξx(s, t0)∣∣∣∣∣∣
≤ K0
∫ s
0
ds′
√∣∣∣∣∣∣ξx(s′, t0 + ǫ)− ξx(s′, t0)∣∣∣∣∣∣2 + ǫ2.
Therefore, we find
9The Peano theorem can still be used here to infer the existence of solutions,
however, the uniqueness of a solution is guaranteed by the Picard-Lindelo¨f
theorem which requires Lipschitz continuity of F as discussed before.
10Note that one may also use the Minkowski metric here, which is
||~x2 − ~x2|| =
√
||x2 − x1||2 − |t2 − t1|2.
In any case, the continuity of the integral curves in time requires continuity
of F in spacetime and not just space.
6∂
∂s
∣∣∣∣∣∣ξx(s, t0 + ǫ)− ξx(s, t0)∣∣∣∣∣∣ (19)
≤ K0
√∣∣∣∣∣∣ξx(s, t0 + ǫ)− ξx(s, t0)∣∣∣∣∣∣2 + ǫ2
≤ K0
(∣∣∣∣∣∣ξx(s, t0 + ǫ)− ξx(s, t0)∣∣∣∣∣∣+ |ǫ|),
which implies
∣∣∣∣∣∣ξx(s, t0 + ǫ)− ξx(s, t0)∣∣∣∣∣∣ ≤ |ǫ|(eK0s − 1K0
)
. (20)
For any finite but arbitrarily large s > 0, we can take |ǫ|
small enough to make the RHS of (20) arbitrarily small, which
indicates that ξx is uniformly continuous in time. Conse-
quently, ξ
x
(s, t) is uniformly continuous in t, provided that
Fˆ(x, t) is Lipschitz in ~x = (x, t). Lipschitz continuity of Fˆ in
~x = (x, t) indicates that Fˆ is Lipschitz in both x and t which
can be seen from the last line of (19). Also note that if Fˆ is
uniformly Lipschitz, i.e., ||Fˆ(x) − Fˆ(y)|| ≤ K ′||x − y|| for
some K ′ > 0, and F has an upper bound, i.e., ∃M ′ > 0 s.t.
||F|| ≤M ′, then F will be uniformly Lipschitz continuous;
||F(x) − F(y)|| ≤M ′||Fˆ(x)− Fˆ(y)|| ≤M ′K ′||x− y||.
On the other hand, if F is uniformly Lipschitz, i.e., ||F(x) −
F(y)|| ≤ K||x− y|| for someK > 0 and has a lower bound,
i.e., ∃M > 0 s.t. ||F|| ≥ M , then Fˆ will be uniformly Lips-
chitz;
||Fˆ(x)− Fˆ(y)|| ≤ 1
M
||F(x)− F(y)|| ≤ K
M
||x− y||.
It should be emphasized that in order to have well-defined
field lines, the Lipschitz-continuity of Fˆ in spatial position
vector x is required, otherwise the Picard-Lindelo¨f theorem
cannot be applied to ensure a unique solution for dξ/ds = Fˆ.
In order to have continuously deforming field lines in time, the
stronger condition of the Lipschitz continuity of Fˆ in space-
time position vector ~x = (x, t) should hold. If the field’s
magnitude ||F|| (or energy density ||F||2/2) is bounded from
below and above, i.e., there are positive numbersM and M ′
such that M ≤ ||F|| ≤ M ′, the Lipschitz continuity of F
follows from the Lipschitz continuity of Fˆ and vice versa.
III. TOPOLOGY
Any set equipped with a metric, i.e., a notion of distance
between its elements, is a metric space, and any metric space
is a topological space. On the other hand, any vector field
F(x) comes with a natural metric induced by the vector norm,
i.e., the distance between F(x) and F(y) can be defined as
||F(x)−F(y)||, which is non-negative and satisfies the trian-
gle inequality. Hence, a vector field as a set of vectors in Rn
is a topological space.
For a given vector field F, let us define an open ball
BR(F(x0, t0)), with radius R > 0, around the vector
F(x0, t0) as
BR(F(x0, t0)) = {F(x, t0); ||F(x, t0)− F(x0, t0)|| < R}.
(21)
It should be emphasized that, in general, this ball is not
localized in real Euclidean space Rn, i.e., it doesn’t imply
||x − x0|| < c for some c > 0, unless F is biLipschitz,
that is to say there is an F0 > 0 such that
1
F0
||x − x0|| ≤
||F(x, t0)−F(x0, t0)|| ≤ F0||x− x0||. Therefore, for a gen-
eral, non biLipscitz field, the ball defined by eq.(21) is a set
of vectors F(x, t0) which are close to F(x, t0) as measured
by the metric induced by the vector norm. If we visualize the
field in space, e.g., a three-dimensional magnetic field around
a magnet, then we will see that the ball defined above is a
set of vectors which are scattered in space. If we define open
sets using these open balls as the bases, we will have a metric
topology for the vector field F. We denote this topology by F,
hence the vector field F naturally defines a topological space
(F,F).
Let us consider the conditions under which the field F
keeps its topology as it evolves in time. In other words, we
look for conditions under which the time translation operator
Tˆ (ǫ) acting on a given vector field F is a homeomorphism,
i.e., a continuous, bijective map with continuous inverse. Con-
tinuous topological deformations do not change the topology;
one can deform (i.e., map) an object such as a donut (i.e., a
topological space) without cutting and gluing it (i.e., a con-
tinuous map which takes nearby points to nearby points) to
a coffee mug (i.e., another topological space). Conversely,
one should be able to recover the donut by deforming the
coffee mug (i.e., the continuous map should have a contin-
uous inverse). In addition, all points on the donut should be
mapped; each point to only one point (i.e., an onto and one-to-
one map). Instead of two topological spaces X0 andX1, e.g.,
a donut and a coffee mug, one may consider a vector field at
two different times t0 and t1 = t0 + ǫ. With our definition for
vector field topology given above, the time translation opera-
tor Tˆ should be a homeomorphism to preserve the topological
properties of the field as it evolves in time.
In order for Tˆ (ǫ) to be one-to-one, it should satisfy the fol-
lowing condition:
Tˆ (ǫ)F(x1, t0) = Tˆ (ǫ)F(x2, t0)→ F(x1, t0) = F(x2, t0),
that is
F(x1, t0 + ǫ) = F(x2, t0 + ǫ)→ F(x1, t0) = F(x2, t0).
Obviously, this condition will not be satisfied in general. In
other words, even for smooth and well-defined vector fields,
the time evolution operator Tˆ is not in general a homeo-
morphism, hence the natural topology of the vector field can
change over time no matter how smooth the field F is. The
other issue is that the open balls, the bases defining open
7sets for the field’s natural topology, are not necessarily (ex-
cept for biLipschitz fields) localized in real space as discussed
above. This is extremely restricting in many physical appli-
cations. It is more desirable to define a topology such that,
roughly speaking, open balls are associated with close points
in both real space and vector space. Such an open ball around
F(x0, t0), at a given time t0, is defined as
Br(F(x0, t0)) = {(F(x, t0));√
||x− x0||2 + ||F(x, t0)− F(x0, t0)||2 < r}. (22)
In fact, this corresponds to an open ball in the phase space
(x,F): the desired topologywe are after is basically the topol-
ogy in the phase space defined by the corresponding dynami-
cal system with the governing equations11
dx
dt
= F,
∂F
∂t
= f . (23)
Assuming that the second equation in (23) uniquely deter-
minesF (e.g., with appropriate boundary conditions), the first
equation requires an initial condition in the form
x(t0) = x0
to have a unique solution as a trajectory in the phase space
(with uniqueness guaranteed by applying appropriate condi-
tions on F e.g., Lipschitz continuity). However, we are not
interested in any particular trajectory here; we are interested in
all possible trajectories thatF defines in the phase space. Each
trajectory is determined by its corresponding initial condition
and can be visualized as the trajectory (in the phase space) of a
particle moving with the time dependent velocity F. The tra-
jectories are solutions of the following non-autonomous dif-
ferential equation (cf. (18) in the previous section):
{
dx(t)
dt = F(x(t), t),
x(t0) = x0,
(24)
which has a unique solution ifF is uniformly Lipschitz con-
tinuous in x and continuous in t (cf. Lipschitz continuity of Fˆ
in x for eq.(18) to define unique field lines). The time trans-
lation operator, acting at any point (x,F(x, t)) in the phase
space, can be represented as
Tˆe(ǫ)(x,F(x, t)) = (x,F(x, t + ǫ)). (25)
11In the language of differential equations, dx(t)/dt = F(x, t) is a non-
autonomous equation because F explicitly depends on time t. However,
we can eliminate this time-dependence by introducing a new variable, τ(t)
such that dτ(t)/dt = 1. With this choice, the equation dx(t)/dt =
F(x(t), τ(t)) becomes autonomous. However, this does not simplify the
task of solving the equations since we have increased the dimension of the
problem by introducing a new function.
It is easy to see that Tˆe(ǫ) is an onto, one-to-one, and con-
tinuous map with continuous inverse. For its continuity, for
example, we note that Tˆe(ǫ), for any ǫ ∈ R, is continuous
(so is its inverse for Tˆ −1e (ǫ) = Tˆe(−ǫ)) if it is continuous at
ǫ = 0. In order to show this for any t, the following L1-norm
should vanish in the limit ǫ→ 0,
lim
ǫ→0
∫
t∈It
dt
∣∣∣∣∣∣Tˆe(ǫ)(x,F(x, t)) − Tˆe(0)(x,F(x, t))∣∣∣∣∣∣.
Thus the condition for the continuity of Tˆ −1e (ǫ) is
lim
ǫ→0
∫
t∈It
dt
∣∣∣∣∣∣F(x, t+ ǫ)− F(x, t)∣∣∣∣∣∣→ 0, (26)
which follows if F is uniformly continuous in t.12 In order
to keep the phase space topology preserved in time, we need
to ensure that the phase space at any given time t0, as a topo-
logical space,, is homeomorphic to the phase space at another
time t1. The condition of continuity for Tˆ −1e (ǫ) = Tˆe(−ǫ), on
the other hand, requires equations given by (23) to be time re-
versal invariant, which requires F to be odd, i.e., F(x,−t) =
−F(x, t) and f to be even, i.e., f(x,−t) = +f(x, t).
In short, the topology associated with a given vector field
F is naturally defined in the phase space. Moreover, in order
to ensure that time evolution keeps the topological properties
of the phase space, the field F(x, t) is required to be (i) Lips-
chitz continuous in x, (ii) uniformly continuous in t and (iii)
odd under time reversal, i.e., F(x,−t) = −F(x, t), such that
its governing equation, ∂tF = f , eq.(1), is time reversal in-
variant.
A. Spatial Complexity and Topological Deformation
The velocity field u at a fixed point x in a river has an al-
most well-defined and definite direction if observed from a
distant point; e.g., if the river flows from east to west, the ve-
locity field will point from east to west. One may call this the
large scale velocity field. However, as we approach the river
and look at smaller and smaller scales around the point x, we
see more complex motions in different directions—the direc-
tion of the small scale velocity field will not generally be from
east to west. The large scale velocity at point x can be defined
as the coarse-grained field at a large scale L, see eq.(5);
uL(x, t) =
∫
V
GL(r)u(x + r, t)d
3r,
which is the average velocity of a fluid parcel of size L
located at x (because G is a rapidly decaying function, hence
12The shift operator defined by Oˆaf(x) = f(x + a) is continuous if f has
compact support and is continuous, which implies that f is uniformly contin-
uous.
8the integral gets more contributions from points at a distance
. L from x than distant points). The small scale field at x is
similarly defined as
ul(x, t) =
∫
V
Gl(r)u(x + r, t)d
3r,
which is the velocity of a fluid parcel of size l located at
x. How different are the directions of the small and large
scales fields at point x? Denote by θ the angle between
these vectors, which is a function of space and time, i.e.,
θ = θ(x, t) and can be obtained easily using the inner product
ul.uL = uluL cos θ. Hence we can use this angle to quantify
the difference between the directions of the large and small
scale velocity fields at point x and time t. The larger is the de-
viation angle θ, the more complex the flow is at point (x, t).
Moreover, if the flow is turbulent, it becomes a stochastic vari-
able which measures the level of randomness in the velocity
field at x, t)(see §III D). The quantity ul.uL not only tells us
how strong the small and large scale velocity fields are at x
(because it depends on the magnitudes ul and uL) but also it
tells us how parallel they are (because of its dependence on θ).
For a general vector field F, we define
ψl,L(x, t) =
1
2
Fl(x, t).FL(x, t) (27)
=
1
2
∫
V
dnr Gl(r)
∫
V
dnr′ GL(r
′)
× F(x + r, t).F(x+ r′, t),
as a generalized energy density at point x. The function ψl,L :
R
n × It → R is in fact a scalar field13 which noting that
liml→0 Fl → F, can be thought of as a generalization of the
energy density; 14 U(x, t);
U(x, t) =
1
2
F(x, t).F(x, t) =
1
2
F 2(x, t). (28)
It is also more convenient to consider direction and
magnitude of the field separately by writing ψl,L(x, t) =
φl,L(x, t)χl,L(x, t) with two scalar fields
φl,L(x, t) =
{
Fˆl(x, t).FˆL(x, t); Fl 6= 0 & FL 6= 0,
0; otherwise,
(29)
13In general, for a complex field, one may consider ψl,L(x,R, t) =
1
2
Fl(x, t).F
∗
L(x+R, t), where F
∗ is the complex conjugate of F. In
this paper, we will only consider real fields and would take R = 0 hence
ψl,L(x,R = 0, t) = ψl,L(x, t).
14For Lipschitz-continuous fields, we can consider an interesting limiting case
as
ψ∞(x, t) := lim
l→0
lim
L→∞
ψl,L(x, t) =
1
2
F(x, t)︸ ︷︷ ︸
local field
. F(x, t)︸ ︷︷ ︸
global field
,
where F(x, t) =
∫
V F(x+ r, t)(d
nr/V ) is the (spatial) volume average
of F. The above expression follows from the properties of the kernel Gl(r).
and
χl,L(x, t) =
1
2
Fl(x, t)FL(x, t). (30)
From equations (11) and (12), we realize that φl,L is related
to the field’s topology whereas χl,L is associated with the
field’s magnitude. In fact, for non-zero vectors Fˆl and FˆL, the
scalar field φl,L is the cosine of the angle between two coarse-
grained components of the vector field F(x, t) at different
scales l and L at point (x, t), i.e., φl,L = cosα = Fˆl.FˆL.
At any given point (x, t), this scalar field is simply what is
known as the cosine similarity between two vectors15. This
scalar field is called the topology field to imply its relation-
ship with the vector field topology [20]. On the other hand,
χl,L is in fact twice the geometric mean of the field energy
densities at scales l and L. In other words, we can write
χl,L = 2
√
UlUL
where Ul = F
2
l /2 and similarly UL = F
2
l /2. For simplicity,
we will drop the index l, L hereafter.
Based on the quantities discussed above, we can now define
the spatial complexity or self-entanglement (of order p ∈ N)
associated with the field F(x, t) as 16
sp(t) =
1
2
∣∣∣∣∣∣φ− ‖ φ ‖p ∣∣∣∣∣∣
p
. (31)
For instance, taking p = 2, we find the second order self-
entanglement;
s2(t) =
1
2
[
φ− φrms
]
rms
.
This form resembles the definition of the conventional stan-
dard deviation corresponding to a random variable X ; σx =
〈(x − 〈x〉)2〉1/2 where 〈.〉 ≡ E[.] denotes the expected value
calculated in the usual way using a given probability measure.
In fact, in case we have a probability measure, one can use the
standard deviation defined in the conventional way, that is
s(t) =
1
2
E
[(
φ− E[φ]
)2]
. (32)
Nevertheless, instead of probability measures, unlikely to
be given in many real world applications, the definition (31)
is based only on spatial volume averages, which are easy to
calculate in practice. In any case, although its numerical value
15This is analogous to the Otsuka-Ochiai coefficient
|X∩Y |√
|X|×|Y |
for two setsX
and Y , where |.| denotes the number of elements, as the similarity measure.
This measure in fact reduces to the cosine similarity ifX and Y are bit vectors
(i.e., maps from a set of integer numbers to the interval [0, 1]).
16The Lp norm of f : Rn → Rn is the mapping f → ||f ||p =
[
∫
V |f(x)|p(dnx/V )]1/p. For p = 2, ||f ||2 = frms is the root-mean-
square (rms) value of f . For p ≤ q, ||f ||p ≤ ||f ||q. Also ||f ||∞ =
limp→∞||f ||p = |f |max.
9will depend on the method used to calculate it, the concept of
self-entanglement or spatial complexity will retain its mean-
ing as a characteristic of the field. In fact, another even sim-
pler measure can be defined in terms of the deviation of φ from
unity rather than its Lp-norm (or rms value φrms) since for an
unentangled, smooth field ||φ||p ≃ 1. This form is more con-
venient since its time derivative is easy to work with, however,
as statistical tools, they convey the same phenomenology, i.e.,
a generalization of deviation from the mean. Thus one can de-
fine the field’s spatial complexity (self-entanglement) as [20]
Sp(t) =
1
2
‖ φ(x, t)− 1 ‖p, (33)
=
1
2
[ ∫
V
∣∣∣φ− 1∣∣∣p dnx
V
]1/p
.
The topological deformation (of order p) of the vector field
F(x, t) is the rate of change of its spatial complexity with
time [20]
Tp(t) =
∂Sp(t)
∂t
(34)
=
S1−pp (t)
2p
∫
V
(φ − 1)∂φ
∂t
|φ− 1|p−2 d
nx
V
.
Using the formalism developed above, few other useful sta-
tistical measures can also be defined. For instance, the (pth
order) cross energy corresponding to the vector field F is de-
fined as
Ep(t) =‖ χ ‖p . (35)
Its time derivative corresponds to the dissipation rate;
Dp(t) =
∂Ep(t)
∂t
= E1−pp (t)
∫
V
χ
∂χ
∂t
|χ|p−2 d
nx
V
. (36)
We can take p = 2 for simplicity, therefore, the second or-
der spatial complexity (self-entanglement) S2(t), topological
deformation T2(t), cross energy E2(t), and dissipationD2(t)
are respectively given by
S2(t) =
1
2
(φ− 1)rms, (37)
T2(t) =
1
4S2(t)
∫
V
(φ− 1)∂φ
∂t
dnx
V
, (38)
E2(t) = χrms, (39)
and
D2(t) =
1
E2(t)
∫
V
χ∂tχ
dnx
V
. (40)
One can use the renormalized evolution equation of the
field, eq.(8), to obtain explicit expressions for T2 andD2. The
time derivative of the topology field φ(x, t) is given by
∂φ
∂t
=
[∂tFl
Fl
.(I − FˆlFˆl)
]
.FˆL +
[∂tFL
Fl
.(I − FˆLFˆL)
]
.Fˆl
= FˆL.
(∂tFl
Fl
)
⊥Fl
+ Fˆl.
(∂tFL
FL
)
⊥FL
. (41)
Here, I = In×n is the identity tensor and ( )⊥F represents
the perpendicular component with respect to F. We find
T2(t) =
1
4S2
∫
V
[
Fˆl.FˆL − 1
] [
FˆL.
( fl
Fl
)
⊥Fl
+Fˆl.
( fL
Fl
)
⊥FL
] dnx
V
. (42)
The time evolution of the scalar field χ(x, t) can be simi-
larly obtained,
∂χ
∂t
=
1
2
FlFl
[(∂tFL
Fl
)
‖FL
+
(∂tFl
Fl
)
‖Fl
]
. (43)
Here, (.)‖F represents the parallel component with respect to
F. We have
D2(t) =
1
4E2
∫
V
[
F 2l ∂t(F
2
l /2) + F
2
l ∂t(F
2
l /2)
]dnx
V
=
1
E2
∫
V
(FlFl
2
)2[( fL
Fl
)
‖FL
+
( fl
Fl
)
‖Fl
] dnx
V
,
(44)
which is obviously related to the temporal changes in energy
densities F 2l /2 and F
2
l /2 at scales l and L. This is in turn re-
lated to the parallel component of the renormalized evolution
equation given by eq.(8), i.e., ∂tFl = fl (and ∂tFL = fL at
the scale L).
B. Scalar Fields
Although we are primarily interested in vector fields in this
paper, however, it should be emphasized that a similar ap-
proach in terms of spatial complexity and energy, discussed
in the previous section, can be applied to scalar fields. For
any scalar field Φ(x, t), with x ∈ R3 for simplicity, there ex-
ists a four-vector field, i.e., a (3 + 1)-dimensional vector field
in the Minkowski spacetime, which represents the spatiotem-
poral derivative;
Fµ = ∂µΦ = (
∂Φ
∂t
,−∇Φ), µ = 0, 1, 2, 3. (45)
The inner product of the vector field can be defined using
the Minkowski metric ηµν = diag(+1,−1,−1,−1);
F.E ≡ FµEµ = ηµνFµEν = F 0E0 −
3∑
i=1
F iEi. (46)
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Therefore, the energy density associated with the field F ≡
Fµ is
U =
1
2
FµFµ =
1
2
Φ˙2 − 1
2
|∇Φ|2, (47)
which should look familiar as the energy terms in the
Lagrangian densities corresponding to scalar fields such as
Klein-Gordon field in quantum field theories. The corre-
sponding scale split energy density, eq.(27), is defined as
Ψ =
1
2
Fl.FL =
ηµν
2
Fµl F
ν
L (48)
=
1
2
∂Φl
∂t
∂ΦL
∂t
− 1
2
∇Φl.∇ΦL.
The term 12∇Φl.∇ΦL is a measure of the ”spatial patchi-
ness” of the field Φ for L≫ l. IfΦ represents the temperature
on a two dimensional plate, for example, this term shows how
the local temperature gradient is oriented relative to the global
temperature gradient averaged over the whole plate. The tem-
poral term can be interpreted in a similar manner.
The analogy between expressions such as eq.(48) and the
kinetic energy terms in the Lagrangian densities commonly
encountered in quantum field theory is motivating to employ
the definitions given above in such contexts. However, care
must be taken in coarse-graining the fields in relativistic the-
ories. In a relativistic setup, spatial coarse-graining of F is
problematic because this will in general violate the locality
condition dictated by special relativity. However, we can still
apply a temporal coarse-graining scheme during a time inter-
val T using a smooth, rapidly decaying and normalized test
function g(τ);
FT (x, t) =
∫ +∞
−∞
gT (τ)F(x, t + τ)dτ, (49)
where gT (τ) = T
−1g(τ/T ) and T > 0 is the time scale.
Using this we can define the corresponding scale-split energy
density17;
17Note that the cross-correlation of two functions, k(t) and (h(t) is defined as
(k ⋆ h)(τ) =
∫ ∞
−∞
k(t)h(t+ τ) dt
where (.) denotes the complex conjugate. This definition can be readily gen-
eralized to two vector fields H(x, t) and K(x, t);
(K ⋆H)(τ) =
∫ ∞
−∞
K(x, t).H(x, t+ τ) dt
Now, it is easy to see that ψ in fact defines an average, wighted auto-
correlation for a real field F;
ψ(x, t) =
∫
dτ
∫
dτ ′gT0 (τ)gT1 (τ
′)F(x, t+ τ).F(x, t+ τ ′).
ψ(x, t) =
1
2
ηµνF
µ
T0
F νT1 (50)
=
1
2
Φ˙T0Φ˙T1 −
1
2
∇ΦT0 .∇ΦT1 .
C. Topological Entropy
In a given phase space, we are interested to distinguish two
distinct groups of points in a neighborhood of a given trajec-
tory: those points whose distance grows over time as the sys-
tem evolves from those points whose distance does not. This
can be made precise in terms of a metric [23], although there
are other equivalent ways to do so, e.g., in terms of covers in
compact Hausdorff spaces [24]. The topological entropy is a
way of counting the number of distinct trajectories which are
generated as the dynamical system evolves in time18. For a
dynamical system governed by a given iterated function, the
topological entropy can be thought of as a measure of the ex-
ponential growth rate of the number of distinguishable orbits,
which is an extended real number. In other words, topological
entropy is a measure of the system’s complexity level.
One can also consider the vector field dx/dt = F in the
phase space (x,F) and ask how the complexity of the dy-
namical system, measured by the entropy, manifests itself in
terms of the vector field F. The field F(x, t), as a function
of x, is the vector tangent to the trajectory x(t). As the sys-
tem evolves, therefore, the vector fieldF determines the direc-
tion of motion in the phase space. Consequently, two distinct
points on two close trajectories in the phase space will remain
close if the corresponding tangent vectors of their trajectories
remain close (in the tangent bundle). This argument suggests
that the topological entropy is associated with the evolution
of spatial configuration of the corresponding vector field, i.e.,
the topological deformation defined by eq.(34). For example,
the velocity field corresponding to a laminar flow retains its
untangled and smooth configuration in time, unlike the entan-
gled and complex velocity field corresponding to a fully tur-
bulent flow. These are expected to be associated respectively
with lower and higher entropies in the corresponding phases
spaces.
18For a compact metric space (M, d) equipped with a continuous map g :
M →M , one can define for each n ∈ N, the metric ([23]), dn : M×M →
R as
dn(x, y) = max{d(gk(x), gk(y)) : 0 ≤ k ≤ n− 1},
for any x, y ∈ M . For any real, positive ǫ and n ≥ 1, two points of M
are said to be ǫ-close if their first n iterates are ǫ-close. A subset N ⊆ M
is (n, ǫ)-separated provided that the distance between every distinct points
of the subset N is larger than or equal to ǫ as measured by the above metric.
SupposeN is the maximum cardinality of such an (n, ǫ)-separated set, which
is a finite number because of the compactness ofM . The topological entropy
of the map g, as a measure of the complexity of the corresponding dynamical
system, is a non-negative, real number defined as
h(g) = lim
ǫ→0
(
lim sup
n→∞
1
n
logN (n, ǫ)
)
.
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D. Stochasticity
An n-dimensional vector19 X = (X1, ..., Xn)
T is a random
(or stochastic) vector if all its componentsXi, 1 ≤ i ≤ n, are
random variables, which are defined on a probability space
(Ω,F , P ), with sample spaceΩ, σ-algebraF , and probability
measure P . The vector’s expected value is defined as
E[X] = (E[X1], ...,E[Xn])
T ,
and its variance is defined as
Var[X] = E[(X− E[X])(X − E[X])T ].
As a straightforward generalization, the cross-covariance be-
tween two random vectorsX andY is given by
Cov[X,Y] = E[(X− E[X])(Y − E[Y])T ].
Other statistical quantities can be defined in a similar man-
ner, which are all widely used in multi-variate statistics.
We can generalize this multi-variate approach to vector
fields. Let us define a stochastic vector field F(x) (with x
in an open set U ⊆ Rn or on a manifold in general) as a
field that assigns a random vector to each point x in its do-
main. A time dependent field F(x, t) is stochastic if it is a
stochastic field for any given t ∈ It ⊆ R. At a fixed time
t0, the cross-covariance between F(x, t0) and F(y, t0) asso-
ciated with points x and y is defined as
Covt0 [F(x, t0),F(y, t0)] =
E
[(
F(x, t0)− E[F(x, t0)]
)(
F(y, t0)− E[F0(y, t0)]
)T ]
.
As mentioned before, physically speaking, what is mea-
sured as a field F at a point in space and time is an average
value. In fact, F(x, t) is a mathematical object and only its
spatiotemporally renormalized version F˜l(x, t) at a non-zero
resolution l, eq.(7), has a definite physical meaning. This is
because any physical measurement taking place at (x, t) re-
quires a spatial volume around x as well as a time interval
∆t around t. For simplicity, let us consider only the spatial
renormalization, in which case eq.(6), F(x, t) = Fl(x, t) +
δFl(x, t), will indicate a measurement error; δFl(x, t). In
fact, a level of uncertainty may be present in the bare field
F itself, which, e.g., can arise from the source field f or some
unknown extra terms in the evolution equation ∂tF = f which
we have ignored. Suppose that the source field f is a function
only of F and t and let us add a noise term, e.g., a Gaus-
sian white noise η˜(t) to eq.(1), ∂tF = f , at a fixed point x
19Following the standard notation, (.)T denotes the corresponding transpose
matrix, hence the vector X is represented as a column matrix XT .
in space. This leads to the following stochastic differential
equation (SDE):
∂F(t)
∂t
= f(t) +
√
2κ0 η˜(t), F(t0) = F0, (51)
where κ0 > 0 is a constant and we have suppressed, by abuse
of notation, the dependence on x in order to emphasize the
time dependence. The Euler-Maruyama scheme can be used
to discretize this equation;
Fm = Fm−1 + f(Fm−1, tm−1)δt+
√
2κ0(Wm −Wm−1),
where the Wiener variablesWm for 0 ≤ m ≤ M (W0 = 0)
have Gaussian density [2];
P (W1, ...,WM ) ∝ exp
(−1
2δt
M∑
m=1
∣∣∣Wm −Wm−1∣∣∣2).
This distribution can be used to obtain the probability dis-
tribution for the field
P (F) =
1
det( ∂F∂W )
P (W),
where the Jacobian is block lower triangular with diagonal
blocks ∂Fm/∂Wm =
√
2κ0In×n with In×n representing the
n× n identity matrix. Therefore, det( ∂F∂W ) = const., which
leads to
P (F1, ...,FM )
∝
( −1
4κ0
M∑
m=1
δt
∣∣∣Fm − Fm−1
δt
− f(Fm−1, tm−1)
∣∣∣2).
Integration with respect to DF = ΠmdFm, and taking the
limit δt→ 0 gives us a path integral. The transition probabil-
ity, from an initial configuration (F0, t0) to a final configura-
tion (Ff , tf ), at the given point x, is given by the following
path integral:
Gκ0
x
(Ff , tf |F0, t0) =
∫
F(t0)=F0
DF δn[Ff − F(tf )]
× exp
( −1
4κ0
∫ t
t0
dτ
∣∣∣F˙(τ) − f(x(τ), τ)∣∣∣2),
where δn is n-dimensional delta function and F˙ = ∂F/∂t.
Note that the noise term in eq.(51) breaks the time reversal in-
variance, therefore, the field’s topology will not be preserved
in general. The functionGκ0
x
provides us with the probability
that at any given point x, the field evolves from F0 at time t0
to Ff at time tf .
Let Fs denote a stochastic field. It follows that the coarse-
grained component Fsl , with l > 0, will also be a stochas-
tic field. Therefore, for a stochastic, time dependent field
Fs(x, t),
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ψs(x, t) =
1
2
Fsl .F
s
L, (52)
φs(x, t) = Fˆsl .Fˆ
s
L, (53)
and
χs(x, t) =
1
2
||Fsl ||.||FsL||, (54)
are stochastic scalar fields for any pair of scales l, L. In
particular, because φs is a physically dimensionless scalar and
−1 ≤ φs ≤ 1, its deviation from unity or its mean value can
be used as a statistical measure of the global stochasticity level
of Fs. Hence, we can define the stochasticity level (of order
p ∈ N) of the stochastic fieldFs(x, t) as its spatial complexity
or self-entanglement;
Ssp(t) =
1
2
‖ φs(x, t) − 1 ‖p . (55)
The second order stochasticity Ss2(t), topological defor-
mation T s2 (t), cross energy E
s
2(t), and dissipation D
s
2(t) are
given by
Ss2(t) =
1
2
(φs − 1)rms, (56)
T s2 (t) =
1
4Ss2(t)
∫
V
(φs − 1)∂φ
s
∂t
dnx
V
(57)
=
1
2
∫
V
φ− 1
(φs − 1)rms
∂φs
∂t
dnx
V
,
Es2(t) = χ
s
rms, (58)
Ds2(t) =
1
Es2(t)
∫
V
χs
∂χs
∂t
dnx
V
(59)
=
∫
V
χs
χsrms
∂χs
∂t
dnx
V
.
These quantities can be used, for example, to formulate
magnetic reconnection, magnetic diffusion and probablymag-
netic dynamo theories in turbulent fluids ([20]; [22];[21]).
Another related and important concept is the notion of
stochastic field lines, widely used in describing stochastic
fields e.g., turbulent velocity and magnetic fields (see e.g., [3];
[14]; [20] and references therein). For a stochastic field Fs,
the equation defining its field lines will be an SDE:
{
∂ξs
x
(s,t0)
∂s = Fˆ
s(ξs
x
(s, t0), t0),
ξsx(0, t0) = x.
(60)
If Fˆs is not Lipschitz continuous, we can still define its field
lines in terms of distributions. In fact, even for a deterministic,
Ho¨lder singular field, we can use eq.(6), that is F(x, t) =
Fl(x, t) + δFl(x, t) and treat δFl as a noise term. Then the
equation defining the field lines, eq.(18), becomes an SDE at
a given time t0:
{
dξs
x
(s, t0) = Fˆ
s
l (ξ
s
x
(s, t0), t0)ds+ σ(ξ
s
x
(s, t0))dWs,
ξsx(0, t0) = x,
(61)
whereWs ≥ 0 is a standard Wiener process and σ a Borel
measurable function. This SDE has a strong and unique so-
lution provided that, at a given time t0, both Fˆl and σ are
uniformly Lipschitz. For a Gaussian white noise, σ = const.
(cf. eq.(51) above), hence the SDE given by eq.(61) will have
unique solutions at different times—stochastic field lines.
IV. SUMMARY AND CONCLUSIONS
Vector fields in physics are usually visualized in terms of
their integral curves, or field lines, while the field topology is
implicitly used, in fact, only as a synonym for the field con-
figuration in terms of its field lines, which differs from the
mathematical notion of topology in the context of topological
spaces. In fact, to have well-defined field lines for a given vec-
tor field F, the Lipschitz-continuity of Fˆ in spatial position
vector x is required. To have continuously deforming field
lines in time, the stronger condition of the Lipschitz continu-
ity of Fˆ in spacetime position vector ~x = (x, t) should also
be satisfied. These requirements are not met in many applica-
tions, e.g., velocity and magnetic fields in turbulent plasmas
are non-Lipschitz and also have stochastic behavior.
As for the field’s topology and topology change, these no-
tions are usually employed in physical applications, e.g., in
plasma physics literature in the context of magnetic fields
threading highly conducting fluids, to indicate a spontaneous
change in the field configuration in terms of its field lines.
This is once again different from what a topology change
means in mathematics, i.e., maps between topological spaces
which fail to be a homeomorphism and therefore may change
the topological properties. In order to study the topology
change of a given vector field F, one needs to (i) define vec-
tor field topology using the conventional mathematical lan-
guage e.g., in terms of open sets, (ii) define a time translation
map which takes a time dependent vector field as a topological
space at time t0 and maps it to another vector field at another
arbitrary time t1 and finally (iii) find the conditions under
which such a time translation map is a homeomorphism, i.e.,
a continuous, bijective map with continuous inverse (for only
homeomorphisms, by definition, preserve topological proper-
ties).
The Euclidean vector norm defines a metric for the vector
field F, as d(F(x),F(y)) = ||F(x) − F(y)||. With this met-
ric, the vector field defines a metric space and hence a topolog-
ical space since there is a natural notion of distance between
any pair of vectors F(x) and F(y). However, in physical
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applications, one is interested in vectors which are not only
close in the above sense but also are located at nearby points
in real space. For example, when the magnetic field threading
a plasma undergoes reconnection, we are concerned with the
magnetic vectors in a spatial volume, i.e., the reconnection re-
gion. Thus we are interested in the vectorsF(x) and F(y) for
which
√
||x− y||2 + ||F(x)− F(y)||2 < r
for some r > 0, which naturally defines an open ball in
the phase space (x,F(x)). Any trajectory x(t) in this phase
space is a solution to an initial value problem dx(t)/dt =
F(x(t), t), x(0) = x0. Therefore, the vector field topology
should be defined as the phase space topology. In order to en-
sure that time evolution preserves the topological properties
of the phase space, the field F(x, t) is required to be (i) Lips-
chitz continuous in x, (ii) uniformly continuous in t, (iii) odd
under time reversalF(x,−t) = −F(x, t) and (iv) have a time
reversal invariant governing equation ∂tF = f .
Field lines, which are defined only for Lipschitz fields and
do not continuously transform in time unless strong conditions
are satisfied, are not very appropriate objects in the study of
the field topology, time evolution and topology change. In-
stead the trajectories in the phase space (x,F) provide bet-
ter means for such considerations. Dynamics and statistics of
physical vector fields, such as stochastic and Ho¨lder singu-
lar magnetic and velocity fields in turbulent plasmas and as-
trophysical environments, should be studied in the context of
mathematical theory of non-autonomous dynamical systems.
[1] H. K.Moffatt, Journal of Fluid Mechanics 159, 359?378 (1985).
[2] G. L. Eyink, Phys. Rev. E 83, 056405 (2011),
arXiv:1008.4959 [physics.plasm-ph].
[3] G. Eyink, E. Vishniac, C. Lalescu, H. Aluie, K. Kanov,
K. Bu¨rger, R. Burns, C. Meneveau, and A. Szalay,
Nature (London) 497, 466 (2013).
[4] A. Jafari and E. T. Vishniac, Astrophys. J. 854, 2 (2018).
[5] A. Jafari, arXiv e-prints (2019),
arXiv:1904.09677 [astro-ph.HE].
[6] A. Jafari and E. Vishniac, arXiv e-prints (2018),
arXiv:1805.01347 [astro-ph.HE].
[7] W. J. Heikkila, Journal of Geophysical Research: Space Physics 83, 1071 (1978).
[8] C. K. Goertz and R. W. Boswell,
Journal of Geophysical Research: Space Physics 84, 7239 (1979).
[9] R. L. Stenzel and W. Gekelman,
Journal of Geophysical Research: Space Physics 86, 649 (1981).
[10] V. S. Titov and P. Demoulin, Astron. Astrophys 351, 707
(1999).
[11] J. L. Helman and L. Hesselink,
IEEE Computer Graphics and Applications 11, 36 (1991).
[12] C. K. Li, F. H. Se´guin, J. A. Frenje, J. R. Rygg, R. D. Petrasso,
R. P. J. Town, O. L. Landen, J. P. Knauer, and V. A. Smalyuk,
Phys. Rev. Lett. 99, 055001 (2007).
[13] K. Schindler, M. Hesse, and J. Birn,
Journal of Geophysical Research: Space Physics 93, 5547 (1988).
[14] G. L. Eyink, Astrophys. J. 807, 137 (2015),
arXiv:1412.2254 [astro-ph.SR].
[15] A. Lazarian and E. T. Vishniac, Astrophys. J. 517, 700 (1999),
astro-ph/9811037.
[16] A. Jafari, E. T. Vishniac, G. Kowal, and A. Lazarian,
Astrophys. J. 860, 52 (2018).
[17] D. Bernard, K. Gawedzki, and A. Kupi-
ainen, Journal of Statistical Physics 90, 519 (1998),
cond-mat/9706035.
[18] W. E. Vanden Eijnden and V. Eijnden,
Proc. Natl. Acad. Sci. 97, 8200 (2000).
[19] J. R. Jokipii and E. N. Parker, Astrophys. J. 155, 777 (1969).
[20] A. Jafari and E. Vishniac, Phys. Rev. E 100, 013201 (2019).
[21] A. Jafari, E. Vishniac, and V. Vaikundaraman, arXiv e-prints
(2019), arXiv:1908.06474 [astro-ph.HE].
[22] A. Jafari, E. Vishniac, and V. Vaikundaraman, arXiv e-prints
(2019), arXiv:1909.04624 [astro-ph.HE].
[23] R. Bowen, Transactions of the American Mathematical Society 154, 377 (1971).
[24] R. L. Adler, A. G. Konheim, and M. H. McAndrew,
Transactions of the American Mathematical Society 114, 309 (1965).
