Bivariate and trivariate analysis in flow cytometry: Phytoplankton size and fluoiescence ,1&r&-A curve-fitting method was used to characterize bivariate and trivariate flow cytometric data (cell volume, chlorophyll ~2 fluorescence, phycoerythrin fluorescence) from a mixture ofcultured algae and from natural populations of phytoplankton. The frequency distribution of cells in two or three dimensions was approximated by a sum of 0 bivariate or trivariate lognormal distributions, where n was the number of subpopulations in tbe assemblage. Each subpopulation was parametcrized by the number of cells, the mean and standa.rd deviation for each of the two or three variables, and a correlation coefficient for each pair of variables.
ing procedure. Recently, the problem of pattern recognition in phytoplankton sizefluorescence signatures has been addressed by neural network computation (Frankel et al. 1989) .
A!lthough it is relatively simple to obtain simultaneous measurements of cell size and pigment autofluorescence for individual phytoplankters by flow cytometry (Yentsch and Horan 1989) , the methods used to extract information from each multivariate data. set representing tens of thousands of cells, are usually rudimentary (Legendre and Yentsch 1989) . The so-called allometric approach (ioint distributions of size and fluo,rescence) and ataxonomic approach (joint distributions of fluorescence from two wavebands) described by Yentsch et al. (1986) and Phinney and Cucci (1989) are useful bases for classification of natural phytoplankton assemblages (Li 1989a) . Multivariate data from these analyses can be displayed in various ways (Andrews 1972; Valet 1980; Murphy 1985; Ormerod and Payne 1987; Shapiro 1988) , all resulting in a so-called signature for the sample. Usually, subpopulations are identified by visual inspection of these displays and subpopulation size (number of counts) obtained by an interactive, graphics-window-----Acknowledgments 1 thank Edward Home for data from the CTD and Trevor Platt and George White for comments on the manuscript.
AlternativeIy, flow cytometric distribu-, tions can be approximated by mathematical functions. In these cases, the object of the analysis is to adjust the parameters of the: function so that a good fit is obtained between the function and the measured data (Gray and Dean 198% I>ean 1985) . If the function is chosen with regard to some known or assumed fundamental biological process (e.g. Campbell and Yentsch 1989u& Campbell et al. 1989) , then the analysis is termed model fitting and the results can be used for prediction outside the domain of the measured variables. On the other hand, if the function is chosen simply because i-t gives the right shape to the data, then the analysis is termed curve fitting and the results are most appropriately used only for interpolation within (or not too far removed from) the domain of measurement (Smith 1979) .
In recent analyses of caryotypes via flow cytometry, the frequency distribution of n human chromosomes has been fitted with a sum of B bivariate Gaussian curves (Dean et al. 1989; van den Engh et al. 1990) . In this paper, I show that phytoplankton sizefluorescence cytograms for assemblages consisting of n subpopulations can likewise be described empirically by a sum of TZ bivariate Guassian distributions.
Further, I extend the parametric analysis to phytoplankton data consisting of three variables in order 'to describe the frequency distribution of cells in three dimensions by a sum of n trivariate Gaussian distributions.
In the bivariate case, tJhe function relating measured counts, Cb(x,y), to Coulter volume (x) and Chl a fluorescence (y) is the sum of component bivariate Gaussian distributions (Dean et al. 1989 ):
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Each component (i.e., cluster or subpopulation in the signature) is referred by its index i. The complete signature consists of n such components. Individual components are parameterized by the mean value of x (&, the mean value of y (WY;)> the standard deviation of x (uXZ), the standard deviation of y (crYi), the correlation coefficient @..& between x and y, and a scaling factor that is the number of counts in the bivariate Gaussian (N;). Note that the explicit functional form for F, given by Dean et al. (1989) (their equation 10) is missing the minus sign in the denominator in the exponential term: the correct form is given as Eq. 2 above. For an assemblage of phytoplankton with n subpopulations, the bivariate function Cb contains 6n parameters.
In the trivariate case, the function relating measured counts, Ct(x,y,z), to Coulter volume (x) 
The explicit expression for the trivariate Gaussian (Johnson and Kotz 1972 ) is:
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The trivariate case includes four parameters not found in the bivariate case: the mean value of z (& the standard deviation of z (uZZ), as well as the correlation coefficients between x and z (pxzJ and between y and z (&. Thus, for a phytoplankton assemblage with n subpopulations, the trivariate function Cl contains 1On parameters.
A FACS analyzer (Becton Dickinson) was used to measure Coulter volume and autofluorescence from Chl a and phycoerythrin. The protocols have been described in detail elsewhere (Li and Wood 1988; Li 1989a Li , 1990 (Schmid et al. 1988; Olson 1989; Gandler and Shapiro 1990 ) and found acceptable (Li 1989b) . The variables x, y, and z were represented by the recorded channel numbers. Thus, the curve-fitting exercise assumed that for each subpopulation, Coulter volume, Chl a fluorescence, and phycoerythrin fluorescence were distributed lognormally.
The bivariate curve fit was first tested on a mixture of three cultured algae: Dunalz'ella tertiolecta, Phaeodactylum tricornutum, and an unidentified chlorophytelike, nearshore isolate (hereafter referred as BBasin). The search for best-fitting parameters began by inspection of the size-fluorescence contour plot (Fig. 1A) . Initial parameter estimates (excepting correlation coefficients) were provided by CONSORT 30 software (Becton Dickinson); final estimates were obtained by nonlinear regression of Eq. 1 with the algorithm of Marquardt (1963) as implemented by Raycheba (1985) . In order to comply with computer memory requirements, I reduced the data matrix from the original size of 2562 to 642 by summing the number of counts recorded in successive 642 submatrices. When the Poisson weighting factor was used in the regression (cf. Dean et al. 1989) , the fitted curve significantly underestimated the population sizes; regressions were therefore carried out on unweighted data. The fit of the function to the data was good (Fig. 1B) : the reduced x2 statistic (x~~), as modified by van den Engh et al. (1990) , was 1.09, indicating no significant difference between the measured and fitted distributions (Taylor 1982) .
Following Dean et al. (1989) , I judge the quality of fit by collapsing the two-dimensional data ( Fig. 1 A,B) onto projections along the volume and Chl axes (Fig. lC,D) . The volume projection (UbX) and Chl pro- 
x To evaluate the fitting procedure for subpopulations represented by only a small number of cells, I analyzed the same algal mixture data in successive trials: starting with 213 list-mode events, each ensuing analysis was performed with half the number of events. Successful convergence of the iterative fitting procedure was achieved even when only 2' (= 128) events were used (Fig.  2) . Estimates of pX and pY remained invariant over the range 2'd213 ( Fig. 2C ,D) but p (defined here as N per event analyzed), L&y> cm and u,, appeared unreliable as the total number of events analyzed decreased below 29 ( Fig. 2A,B 
,E,F).
Conventional analysis of subpopulation size is based on summing the number of events circumscribed within bitmaps (usually rectangular) drawn around clusters on the size-fluorescence cytogram. Three such windows are indicated on Fig. 1A : they represent a subjective decision concerning separation of the three species. The number of events enclosed within each rectangle (N'J was compared to the corresponding parameter estimate N, (Fig. 2G) . The ratio Nfj : Ni was largely invariant in the range 21°+213 events analyzed and was close to a value of 1.0, as expected in cases such as the algal mixture (Fig. 1A) where there is only slight overlap of subpopulations on the cytogram.
The bivariate function was next applied to the size-fluorescence signature of phytoplankton from Bedford Basin, Nova Scotia (63'38'3O"W, 44'41'3O"N, 30 March 1987; 5 m), a small (17 km2), deep (70 m) eutrophic marine basin. In this example, the data were gated to remove cells exhibiting phycoerythrin fluorescence. The cytogram indicated a diverse assemblage of red-fluorescing cells with considerable overlap in the footprints (sensu van den Engh 1990) of the subpopulations (Fig. 3A) . The matter of deciding how many components to include in the analysis (i.e. n) is difficult to Chl CA (Channel Number) resolve. In principle, there should be as many
The recent application of machine algocomponents as there are distinct algal poprithms for pattern recognition in flow cyulations. Unfortunately, the clusters on tometric signatures of phytoplankton (Franmany phytoplankton cytograms are not kel et al. 1989) may prove useful in clearcut but merge with neighbors. In the designating components for bivariate and extreme, it is possible that exactly the same trivariate analyses. position on the size-fluorescence domain is For now, a pragmatic approach is taken: occupied by two or more taxonomically difthe model should have enough components ferent populations.
Furthermore, due to so that the best fit is statistically acceptable physiological plasticity, both size and flu-but not so many as to incur overspecificaorescence can change within populations.
tion redundancy (Gunst and Mason 1980) Notes Events analyzed Events analyzed or that the computation becomes unacceptably slow. It must be assumed that there are no abrupt changes in signature from one sampling time to the next (or from one depth to another in the case of vertical profiles). In other words, a component identified in a certain region of the size-chlorophyll domain at one time (or at one depth) is assumed to be the same component seen in the same or nearby domain region at a later time (or adjacent depth). It is important to point out that the subjective nature of choosing n is not a weakness inherent in the curve-fitting method itself. The same considerations apply when one draws bitmaps by inspection or when one establishes training sets for neural networks that perform machine pattern recognition (Frankel et al. 1989) .
On the basis of visual inspection (Fig. 3A) , a value of n = 7 was chosen for the Bedford Basin assemblage. The bivariate function provided a good fit to the data (Fig. 3B ,C, D; x2r = 1.02). An examination of residual errors (=measured value -fitted value) showed a distribution that was positively biased about zero (not shown), indicating that the function, even with random errors included, did not provide an exact match to the data. This point is also made clear in a comparison between Z Ni and the total number of events actually recorded: the ratio of Z NZ to actual number of events was 0.94.
For most practical purposes, this slight underestimate would be of little significance. It is useful, however, to point out the reasons for the discrepancy. First, the function did not take into account the isolated counts in regions of the cytogram away from the main clusters: they represented rare cells in the sample. Second, the bivariate function (as used) may have been an imperfect description of the data: e.g. underspecified with respect to the number of subpopulations (rz); invalidity of the assumption of lognormal distributions; existence of an underlying background function (Dean et al. 1989) . Although the apparent random appearance of rare events on the cytogram would be difficult to model, it may be possible to adjust for the latter problem. With respect to a background function, Dean et al. (1989) used a bivariate second-degree polynomiaI that included a term to account for rotation with respect to the orthogonal (measurement) x-and y-axes. Even so, the extended model failed to give an unbiased fit to the data: the selection ofa proper background function, the shape of which can change greatly between samples and over different regions of the cytogram remains problematic (Dean et al. 1989 ).
The trivariate curve-fitting scheme was tested on phytoplankton samples collected from various depths at a station on the continental slope of Nova Scotia (42'49.96'N, 62'3 1 .OS'W, 19 May 1988,OSOO hours) with a rosette of Niskin bottles. Water temperature, salinity, Us, and in situ Chl u fluorescence were profiled with a CTD (Guildline 8705) and a submersible fluorometer (Aquatracka). The density structure (0,) at this station was largely a reflection of the salinity structure (Fig. 4A) : both indicated discrete layering of the water column. The vertical distribution of cells counted by flow cytometry closely matched that of bulk Chl measured by in situ fluorometry (Fig. 4B ): both indicated a broad subsutface maximum centered between 20 and 30 m.
From the ataxonomic perspective of color groups (Yentsch et al. 1986; Phinney and Cucci 1989) a dichotomy exists between phytoplankters that contain phycoerythrin and those that do not. Most cells at this station did not contain phycoerythrin. Only 2-6Oh (depending on depth) of all cells in any sample had measurable phycoerythrin fluorescence. These cells were the ones chosen for the trivariate analysis described below. This small subset of cells was extracted Chl a (Channel Number) Volume (Channel Number) Fig. 3 . As Fig. 1 , but for phytoplankton assemblage in Bedford Basin. Parameter values as follows: N, (counts), P,~, (channel number), py, (channel number), pxI (channel number), gy, (channel number), pxyz. For i = 1: 406, 129.9, 129.5, 10.0, 10.8, 0.71; for i = 2: 851, 147.9, 184.3, 9.2, 12.4, 0.74,; for i = 3: 1,271, 183.9, 163.5, 15.6, 15.6, 0.53; for i = 4: 754, 216.7, 197.1, 12.8, 14.8, 0.79; for i = 5: 423, 233.1, 225.5, 4.4, 16.8, 0.28; for i = 6: 159, 72.3, 107.9, 15.2, 12.0, 0.53; for i = 7: 181, 58.7, 77.5, 38.4, 18.4, 0.78. from list-mode data by rejecting all events not exceeding a phycoerythrin threshold of 20 channels. Based on measurements of Coulter volume, it is estimated that these phycoerythrin-containing cells were 4-l 0 pm in equivalent spherical diameter, suggesting that they may have been cryptomonads (Thomsen 1986 ). Phytoplankters at and below 40 m were present at 104 ml-' (Fig.  4B) : the number of them that contained phycoerythrin was so small that trivariate analysis was restricted to samples above these depths.
As with bivariate data, the first step in trivariate analysis was to select a value for n, the number of subpopulations. A visual inspection of the data indicated clearly that n > 1 (Fig. 5) : subjectively, a value of n = 2 was chosen. To facilitate nonlinear regression, I reduced the data matrix matrices. Initial estimates of the parameters phyll projection (U,J, and phycoerythrin were obtained from bivariate analyses (Eq. projection (Urz) for trivariate data are de-1) of the data projected onto each of the fined respectively as three bivariate coordinate planes (cf. faces of the trivariate cube in Fig. 5) . Valet (1980) Gx = 2 2 (XA Y9 4, (7) indicated that this would be a good method Y 2 of obtaining initial parameter estimates for uty = 2 2 CXG YJ 4, 631 fits of trivariate Gaussian distributions.
x z Results of fitting unweighted data are shown for the O-m sample in Fig. 6A ,B. The qz = 2 2 c&-G .Y, -4. (9) major characteristics of the two dominant .x Y subpopulations were faithfully represented In each case (Fig. 7A ,B,C), the overall fit (x*~ = 1.03) but, as expected with n = 2, not of the curves to the data appeared to be all of the fine details of the measured data good. An examination of residuals accordcould be reproduced by the mathematical ing to Draper and Smith (1966) indicated function. The quality of fit was judged by no apparent gross abnormality in the leastcollapsing both the measured and fitted valsquares analyses (not shown). The runs test ues onto projections along the three separate was used to examine randomness of groupaxes. The volume projection (UrX), chloroing of results arranged in order of ascending fitted value (Draper and Smith 1966 and also changes in these subpopulations over depth (Fig. 4C-L) . They demonstrate, for example, that the phycoerythrin-containing cells did not peak in abundance at a subsurface depth as did most other phytoplankton (compare Fig. 4B and C) ; that the two presumptive subpopulations occurred in numerical ratios of about 2 : 1 to 3 : I, depending on depth (Fig. 4C) ; that a subsurface peak in fluorescence intensity (P~~, ~c~,) occurred in one but not both subpopulations (Fig. 4EF) ; and that the variance in fluorescence (u~~, QJ differed significantly between the subpopulations (Fig.  4H,I ), although the variance in volume (uyO,) did not (Fig. 4G) . The last point is especially interesting because it suggests variability in fluorescence beyond that accounted for by variability in cell size.
In conclusion, the examples in this paper indicate that a sum of bivariate or trivariate lognormal distributions can provide good fits to cytograms of phytoplankton size-fluorescence. This approach achieves a formal mathematical description of the so-called allometric approach (sensu Yentsch et al. 1986; Phinney and Cucci 1989) : as such, it does not, by itself, indicate anything about the taxonomic identity of the component subgroups. In fact, the analysis (as presently applied) depends on a subjective determination of the number of components. This weakness of the analysis may have to be addressed by other methods (e.g. verification of subpopulations by sorting).
Proceeding on the basis that the allometric approach is desirable even without knowing the identity of components, the analyses described here allow extraction of ecologically useful information. Bivariate and trivariate analyses are potentially useful tools for the quantitative exploration of data derived from depth profiles, horizontal transects, time series, or any other observational or experimental progressions. The analyses are especially important in cases where the components are not clearly separated from each other. The models assume that each component population is distributed in a lognormal fashion in all variables; although the models have no clear theoretical bases, their parameters are easily interpretable (descriptively) and useful for the testing of hypotheses. The empirical nature of the formulation does not allow a physiological interpretation of the data, but the formulation is able to accommodate any number of subpopulations (limited by computational considerations) and therefore is valuable in applications involving natural phytoplankton assemblages. In the future, an alternative approach might extend theoreticallv based univariate analyses into two and three dimensions. 
