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Energetics and mixing in stratified turbulent flows
Christopher James Howland
Turbulent mixing has an important influence on many physical processes in the ocean.
For example, the upwelling of water through the stably stratified ocean interior, needed
to close the global circulation, is only possible through the enhanced vertical mixing
resulting from turbulence. The transport of heat, carbon and nutrients is also affected
by this mixing. Understanding its spatial and temporal intermittency is therefore vital
for determining the regional distribution of these important tracers. Away from bound-
aries, turbulence in the ocean is commonly attributed to the breaking of internal waves.
When an internal wave grows to a large amplitude, it can break due to convective insta-
bilities or shear instabilities. A fundamental understanding of the turbulent transition
arising from these instabilities is useful for both interpreting observations and predict-
ing ‘hotspots’ of turbulence in the field. Focusing solely on canonical instabilities how-
ever neglects the wide range of complex flows occuring at small scales in the ocean.
Interactions with mean flows or with the background internal wave field can alter the
properties of turbulence and the ensuing mixing. In this thesis, we use numerical sim-
ulations to investigate three problems aimed at enhancing our understanding of mixing
in such stratified flows.
We first investigate the development of Kelvin–Helmholtz instability in a stratified
shear layer. We quantify the maximum energy extracted from the mean flow by the in-
stability as a function of theRichardsonnumber𝑅𝑖. By applying forcing to the governing
equations, we are able to extend our simulations up to themarginal stability threshold of
𝑅𝑖 = 1/4, and show that themaximum energy decreases to a small but non-zero value as
this threshold is approached. Our next study focuses on mixing in stratified turbulence
that is kept in a statistically steady state through large-scale forcing. We compare flows
forced by vortical modes with those forced by internal gravity waves. A higher mixing
efficiency in the wave-forced simulations is attributed to a more convective-driven mix-
ing process. Intermittency in the flows allows us to verify that the mixing efficiency
is constant throughout each domain. This is despite wavelet analysis showing that re-
gions of high and low energy dissipation have distinct scalings in their energy spectra.
Finally, we consider the interaction of a large-amplitude internal gravity wave with a
sinusoidal shear flow. We find both convective and shear processes to be important in
the transition to turbulence. Through extending the concept of available potential en-
ergy to triply periodic domains, we show that the scalar variance dissipation rate 𝜒 is a
good approximation to the ‘true’ rate of mixingℳ, even when sizeable regions of static
instability are present.
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Chapter 1
Turbulent mixing in the ocean
1.1 Turbulent mixing, heat transport, and the ocean
Turbulence, characterised by highly disorderedmotions across a wide range of scales, is
pervasive throughout the ocean. We see disorder on large scales in the eddying surface
currents of the Gulf Stream and the Antarctic Circumpolar Current, but on a far smaller
scale turbulence plays an important role in the vertical transport of heat, salt, and nutri-
ents. By stirring these non-uniform scalar fields such that their local gradients become
sharpened, turbulent flows can irreversibly mix scalars by enhancing their diffusion.
Across the vast majority of its breadth and depth, the ocean is stably stratified, that
is its density increases with depth. This stable stratification is primarily due to changes
in temperature, salinity or in some cases a combination of the two. For simplicity, let us
consider the case of a thermally stratified fluid where cool water underlies warm water.
We shall also assume that the water is far enough from the fresh water density maxi-
mum of 4 °C that density changes scale linearly with temperature. In this case surfaces
of constant density, known as isopycnals, are equivalent to surfaces of constant temper-
ature. In much of the ocean, the presence of salt means that seawater monotonically
increases in density as temperature decreases, and the density maximum seen in fresh
water does not occur. Nonlinearities in the relationship between density, temperature
and salinity can still affect mixing in peculiar ways, as discussed by McDougall (1987).
If salinity is uniform throughout the fluid, diffusion will act in the direction of tem-
perature gradients, and mixing of the temperature field will be inherently diapycnal,
that is perpendicular to the isopycnal surfaces. Passive tracers such as dissolved CFCs
and dye can be spread along isopycnal surfaces by advection of the flow, but can only
be transported across isopycnals through such diapycnal diffusive processes. When a
turbulent flow stirs up the stably stratified fluid, the warm, light water is mixed down-
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wards and the cold, dense water is mixed upwards. The downward diffusion of heat is
matched by the upwelling of dense water.
It has long been known that this upwelling and the associated diapycnal mixing is
important in the ocean. In a seminal paper Munk (1966) proposed that uniform up-
welling of dense water balanced the heat transfer associated with the sinking of the
dense water as it is formed in polar regions. Assuming that the upwelling velocity 𝑤
and turbulent diffusivity 𝐾𝑇 are related through a steady advection-diffusion balance
𝑤𝑑𝑇𝑑𝑧 =
𝑑
𝑑𝑧 (𝐾𝑇
𝑑𝑇
𝑑𝑧 ) , (1.1)
and that the temperature profile 𝑇(𝑧) is exponential, Munk (1966) estimated that the
mean turbulent diffusivity was 𝐾𝑇 ≈ 1 × 10−4m2 s−1. Since the molecular diffusivity
of heat is only 1.4 × 10−7m2 s−1, it can be inferred that turbulent processes are vital in
enhancing this diffusion by a factor of 700 to close the global overturning circulation.
Munk and Wunsch (1998) later revisited this problem after a range of observational
studies inferred lower values of the turbulent diffusivity from small-scale turbulence
measurements and tracer release experiments. This study highlighted the importance
of distinguishing a ‘bulk’ measure of mixing from such localised measures. Munk and
Wunsch (1998) argued that 𝐾𝑇 ≈ 1 × 10−4m2 s−1 remained an appropriate bulk mea-
sure to describe how much diapycnal mixing is required to maintain the abyssal strati-
fication. However they also acknowledged that such mixing can be achieved in various
ways. For example, a bulk value of 𝐾𝑇 ≈ 1 × 10−4m2 s−1 could be achieved primarily
through highly localised ‘hotspots’ where diapycnal fluxes, and the corresponding local
measures of 𝐾𝑇 , are very large.
Indeed modern descriptions of the overturning circulation, as reviewed by Talley
(2013) and Cessi (2019), present a more complex picture of the return circulation than
uniform upwelling. For example it was highlighted by Marshall and Speer (2012) that
wind-driven upwelling can be responsible for significant mass transport along isopyc-
nals in the SouthernOcean. This provides an alternative advective pathway for returning
dense waters to the surface that does not rely on diapycnal mixing. Nevertheless diapy-
cnal mixing remains integral to the ocean circulation through the upwelling of dense
water as shown in the textbook schematic of figure 1.1. Talley (2013) argues that the
wind-driven upwelling in the Southern Ocean primarily affects the upper cell of the
overturning circulation (the purple loop in figure 1.1), and a bulk diapycnal diffusivity
of 1 × 10−4m2 s−1 is still therefore required in the deep ocean. Diapycnal mixing is of
further importance in the strongly stratified thermocline since it affects fluxes of trac-
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Fig. .Fig. 1.1 A simplified schematic overview of the ocean’s meridional overturning circula-
tion from Vallis (2017). The key role of diapycnal mixing in upwelling dense water is
highlighted by the wavy, black arrows. © Geoffrey K. Vallis. Used with permission.
ers between the surface mixed layer and the ocean interior. Rippeth et al. (2014) for
instance find that diapycnal fluxes of dissolved carbon in the thermocline can have an
impact on the vital air-sea exchange of CO2.
In terms of localmeasures of mixing, an extensive compilation of observational esti-
mates fromWaterhouse et al. (2014) show that mixing is far from uniform in the ocean.
As well as showing strong regional variability, their estimates of diapycnal diffusivity
highlight increased mixing towards the bottom of the ocean in locations where the
seafloor topography is rough. This increase is not limited to turbulent boundary lay-
ers, but remains significant even 1 km above the ocean floor. Such “knowledge” of the
topography signifies the strong presence of internal waves that transport information
through the water column. The key role of these internal waves in transferring energy
to turbulence will be discussed further in §1.2.
The dataset analysed byWaterhouse et al. (2014) does not come fromdirectmeasure-
ments of diapycnal fluxes, and indeed such measurements would be practically impos-
sible in the field. Themost precise estimates come from ‘microstructure’ measurements
of temperature fluctuations or velocity shear. For the case of small scale temperature
measurements, the method of Osborn and Cox (1972) is used to estimate the turbulent
diffusivity of heat. This method assumes that a balance exists between the production
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and dissipation of temperature variance:
− 𝑤′𝑇′𝜕𝑇𝜕𝑧 = 𝜅|𝛁𝑇′|
2. (1.2)
Here 𝜅 is themolecular diffusivity of heat, an overbar denotes some appropriate average,
and primes are used for perturbations from this average. The above balance is then
substituted into the definition of the turbulent diffusivity to produce
𝐾𝑇 ≡ −
𝑤′𝑇′
𝜕𝑇/𝜕𝑧
= 𝜅 |𝛁𝑇′|
2
(𝜕𝑇/𝜕𝑧)
2 . (1.3)
If we assume as earlier that density changes are solely dependent on temperature,
then we can rewrite the turbulent diffusivity as
𝐾𝑇 = 𝜅
|𝛁𝜌′|2
(𝜕𝜌/𝜕𝑧)2
≡ 𝜒𝑁2 , (1.4)
where𝑁 is the buoyancy frequency, defined through𝑁2 ≡ − 𝑔
𝜌0
𝜕𝜌
𝜕𝑧
and 𝜌0 is the constant,
global mean density. 𝑁 is the frequency at which a parcel of fluid will naturally oscillate
in a stably stratified fluid with vertical density gradient 𝜕𝜌/𝜕𝑧. The symbol 𝜒 is used to
denote various quantities related to the dissipation of scalar variance in the literature.
Throughout this thesis we shall use 𝜒, defined through (1.4) to denote the destruction
rate of (𝑔𝜌′/𝜌0)2/2𝑁2, a quantity that estimates available potential energy.
Available potential energy is the difference between the potential energy of a system
and the minimum potential energy that can be obtained through rearranging the den-
sity field. For a fluid stratified by a single scalar, Winters and D’Asaro (1996) derive an
exact expression for the diapycnal flux through an isopycnal surface, and show that the
diapycnal diffusivity is directly related to the destruction rate of available potential en-
ergy. Furthermore, their exact expression for 𝐾𝑇 takes a very similar form to the Osborn
and Cox (1972) estimate of (1.4). If one can obtain suitably accurate measurements of
𝑇′, it therefore seems that the Osborn and Cox (1972) method can provide a reliable
estimate of diapycnal mixing in thermally stratified regions of the ocean. We return to
test this hypothesis in chapter 5.
Due to technological limitations, however, accurate estimation of 𝜒 in observational
oceanography has only been made possible relatively recently (e.g. Moum and Nash
2009; Bluteau et al. 2013). Themicrostructure data inWaterhouse et al. (2014) therefore
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rely on measurements of small-scale velocity gradients. Under assumptions of homo-
geneity and isotropy, a measure of the turbulent kinetic energy (TKE) dissipation rate 𝜀
can be inferred from such measurements. The dissipation rate 𝜀 is linked to a diapycnal
diffusivity through the model of Osborn (1980) that is commonly applied throughout
the oceanographic literature. To derive the model diffusivity, we assume a steady state
balance between the production 𝑆𝑝 of turbulence by a mean shear, the dissipation rate
𝜀 of TKE, and the turbulent buoyancy flux 𝒥:
− 𝑆𝑝 ≡ 𝑢𝑖′𝑢𝑗′
𝜕𝑢𝑖
𝜕𝑥𝑗
= −2𝜈𝑠𝑖𝑗′𝑠𝑖𝑗′ −
𝑔𝑤′𝜌′
𝜌0
≡ −𝜀 + 𝒥, (1.5)
where 𝑠𝑖𝑗′ =
1
2
(𝜕𝑢𝑖/𝜕𝑥𝑗 + 𝜕𝑢𝑗/𝜕𝑥𝑖) is the symmetric strain-rate tensor. We then define
the flux Richardson number as 𝑅𝑓 ≡ −𝒥/𝑆𝑝, and note that in a statistically steady state
this is equivalent to the mixing efficiency 𝜂, the proportion of energy supplied to turbu-
lence that is used to mix the fluid. Osborn (1980) uses this ratio to eliminate the shear
production 𝑆𝑝 from the above equation, and express the turbulent diffusivity in terms
of 𝜀 and the buoyancy frequency 𝑁:
𝐾𝑇 ≡ −
𝒥
𝑁2 =
𝜂
1 − 𝜂
𝜀
𝑁2 . (1.6)
Based on earlier experimental and theoretical predictions, Osborn (1980) proposes that
the prefactor Γ = 𝜂/(1 − 𝜂) should have an upper bound of 0.2 in a steady state. Osborn
(1980) argues that turbulence would decay too quickly when Γ > 0.2, making a steady
state impossible to sustain.
Although Γ is now frequently taken to be equal to 0.2 in observational estimates of
mixing, both experimental and numerical studies have shown thatΓ can vary depending
on the nature of the stratified turbulent flow (see for example the reviews of Linden 1979;
Ivey et al. 2008; Gregg et al. 2018). Identifying the key dimensionless parameters on
which Γ depends remains a topic of controversy. For the case of statistically steady tur-
bulence driven by a mean shear, as considered by Osborn (1980), the numerical results
of Shih et al. (2005) are often cited to motivate dependence on the buoyancy Reynolds
number 𝑅𝑒𝑏 = 𝜀/𝜈𝑁2. However recent simulations from Portwood et al. (2019) suggest
that the flows in Shih et al. (2005) had not reached a steady state, and that Γ ≈ 0.2 holds
as 𝑅𝑒𝑏 varies in this case.
Furthermore there remain significant questions over whether such a setup is rep-
resentative of turbulent mixing in the ocean. When different flows appear to exhibit
different dependence for Γ, it is imperative to identify which flows are most relevant
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for ocean mixing. For example, Maffioli et al. (2016) find that statistically steady tur-
bulent flows arising from large scale vortical forcing (rather than a mean shear) exhibit
dependence of Γ on the turbulent Froude number 𝐹𝑟 = 𝜀/𝑁𝒦 where 𝒦 = 𝒖′ ⋅ 𝒖′/2 is
the turbulent kinetic energy. Moving away from steady states, Garanaik and Venayag-
amoorthy (2019) observe the same Γ(𝐹𝑟) dependence in simulations of the decay of an
initially isotropic turbulent velocity field.
This contrasts with a large body of literature on mixing from stratified shear layers
(Caulfield and Peltier 2000; Peltier and Caulfield 2003; Mashayek et al. 2013; Salehipour
and Peltier 2015). In this classical example of an unsteady, shear-driven, turbulent flow,
the mixing efficiency (and hence Γ) varies over the lifecycle of the transient event. The
gradient Richardson number 𝑅𝑖𝑔 = 𝑁2/𝑆2 (where 𝑆 = ||𝜕𝒖/𝜕𝑧|| is the magnitude of the
vertical shear), buoyancy Reynolds number 𝑅𝑒𝑏, and Prandtl number 𝑃𝑟 = 𝜈/𝜅 have all
been proposed as relevant parameters for mixing in this flow. For example Mashayek et
al. (2017) propose a parameterization for Γ(𝑅𝑒𝑏) based on a combination of shear layer
simulations and microstructure observations of turbulent patches. This parameteriza-
tion takes yet a different functional form to both of the trends seen in the steady shear
flows mentioned above.
Mater and Venayagamoorthy (2014) argue that understanding the multi-parameter
dependence of Γ is important for developing accurate mixing models. Indeed, many of
the parameters listed above can be interconnected. Considering the balance of (1.5), we
see that if the turbulence is sustained by a mean shear 𝜕𝑢𝑖/𝜕𝑥𝑗, then
𝒦𝑆 ∼ 𝑢𝑖′𝑢𝑗′
𝜕𝑢𝑖
𝜕𝑥𝑗
∼ 𝜀. (1.7)
Therefore in shear-driven flows, Froude and Richardson numbers are essentially inter-
changeable through𝑅𝑖 = 𝑁2/𝑆2 ∼ (𝑁𝒦/𝜀)2 = 𝐹𝑟−2. The parameters𝑅𝑒𝑏 and𝐹𝑟 are also
linked by 𝑅𝑒𝑏 = 𝐹𝑟2𝑅𝑒𝑡, where 𝑅𝑒𝑡 = 𝒦2/𝜀𝜈 is a dimensionless parameter independent
of the stratification and is sometimes referred to as a ‘turbulent Reynolds number’. Both
𝑅𝑒𝑏 and 𝑅𝑒𝑡 can be obtained from the classical form of the Reynolds number 𝑅𝑒 = 𝐿𝑈/𝜈
when appropriate length and velocity scales are chosen:
𝐿 = ( 𝜀𝑁3 )
1/2
, 𝑈 = ( 𝜀𝑁 )
1/2
, ⇒ 𝑅𝑒 = 𝐿𝑈𝜈 =
𝜀
𝜈𝑁2 , (1.8)
𝐿 = 𝒦
3/2
𝜀 , 𝑈 = 𝒦
1/2, ⇒ 𝑅𝑒 = 𝐿𝑈𝜈 =
𝒦2
𝜀𝜈 . (1.9)
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This further highlights the difficulty in choosing appropriate dimensionless parameters
to describe a system with many varying and potentially interconnected quantities.
The debate surrounding variations in mixing efficiency is not merely a fluid dynam-
ical curiosity, but has significant implications for the accurate parameterization of mix-
ing in large-scale ocean models. Not only does mixing efficiency affect the observations
used to verify parameterizations in global models, but recent studies have also moved
towards directly usingmixing efficiency in new versions of these parameterizations. For
example Klymak and Legg (2010) use the Osborn (1980) form of diffusivity in (1.6) to
model the mixing due to breaking waves near topography in a regional ocean model.
On a larger scale, de Lavergne et al. (2015) and Cimoli et al. (2019) have shown that us-
ing a parameterization where Γ depends on 𝑅𝑒𝑏 strongly affects the spatial distribution
of mixing, and this in turn affects large-scale exchanges of water masses and the deep
overturning circulation.
Despite such intense focus on the mixing efficiency and its parameterization, there
remain significant uncertainties associated with other aspects of observational meth-
ods such as Osborn (1980). In regions close to boundaries, Arthur et al. (2017) high-
light how difficulties in obtaining an appropriate measure of the buoyancy frequency
𝑁 can significantly impact local estimates of mixing. An even greater challenge is that
of sufficiently sampling the ocean, as hinted at by the observational analysis of Ijichi
et al. (2020). By comparing temperature and velocity microstructure measurements,
they found that bulk estimates of mixing efficiency are dominated by a small number
of extreme turbulence events. Understanding how such turbulence is generated may
therefore be vital for interpreting potentially under-sampled mixing measurements.
1.2 Oceanic fluid dynamics across multiple scales
1.2.1 Astrophysical forcing, internal waves, and turbulence
Wunsch and Ferrari (2004) provide an overview of the energetics associated with the
global ocean circulation. Although there remains some controversy regarding the im-
portance of heating and cooling at the upper surface of the ocean as a source of potential
energy (see Hughes et al. 2009), it is generally accepted that the primary sources of ki-
netic energy are tides and atmospheric winds (Ferrari and Wunsch 2009). Some of this
energy is dissipated immediately as turbulence in thin boundary layers at the sea floor
(as tidal currents flowover it) and at the sea surface. A large fraction ofwind energy con-
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tributes to the maintenance of the surface mixed layer of the ocean and the production
of surface waves.
The vast majority of the ocean’s kinetic energy is contained in so-called ‘balanced’
motions, where a large scale balance exists at leading order between horizontal pressure
gradients and the Coriolis force due to the Earth’s rotation. These motions, typically
appearing on planetary scales of 𝑂(100 km) and larger, have been effectively modelled
using simplified fluid models such as quasi-geostrophy (Vallis 2017). However such
models do not allow for the generation of small scale turbulence that is required to dis-
sipate the excess energy being added to the ocean system. A key reason for this is that
balanced models filter out the smaller scale, faster motions of internal waves.
Any stably stratified fluid has the potential to support internal waves, and the ocean
is no exception. Linearising the inviscid equations of motion for a rotating, stratified
fluid gives the equation
𝜕2𝑡 (∇2𝑤) + 𝑓2𝜕2𝑧𝑤 + 𝑁2(𝜕2𝑥 + 𝜕2𝑦)𝑤 = 0, (1.10)
where 𝑁(𝑧) is the buoyancy frequency and 𝑓 = 2Ω sin𝜓 is the Coriolis frequency with
Ω the rotation rate of the Earth and 𝜓 latitude. If we assume 𝑁 is constant (or at least
varies on a larger scale than the wave), substituting in a plane wave solution of the form
𝑤 ∝ exp[𝑖(𝑘𝑥 + 𝑙𝑦 + 𝑚𝑧 − 𝜔𝑡)] provides the dispersion relation
𝜔2 = 𝑁
2(𝑘2 + 𝑙2) + 𝑓2𝑚2
𝑘2 + 𝑙2 +𝑚2 = 𝑁
2 cos2 𝜑 + 𝑓2 sin2 𝜑. (1.11)
Here𝜑 is the angle that thewave vectormakeswith the horizontal plane inwavenumber
space. Since 𝑓 < 𝑁 throughout the ocean, this relation implies that any internal wave
must satisfy 𝑓 ≤ 𝜔 ≤ 𝑁. Importantly these waves are not only solutions to the linearised
equation, but are also exact solutions to the full nonlinear equations of motion.
Energy from the wind and tides that is not dissipated in turbulent boundary layers
(or supplied to larger-scale currents) propagates away in the form of internal waves. In
the case of tidal generation, internal waves are produced at tidal frequencies as water
is pulled across topographic features on the ocean floor (Garrett and Kunze 2007). The
dispersion relation (1.11) shows that the frequency of an internal wave only determines
its propagation angle. This means that waves can be generated over a wide range of
wavenumbers, depending on the shape of the topographic features, at the same tidal
frequency. Similar behaviour occurs with internal waves generated due to wind stress
at the ocean surface, although such waves are usually produced at frequencies close to
𝜔 ≈ 𝑓, and are referred to as near-inertial waves (Alford et al. 2016). Internal waves are
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Fig. 1.2 A schematic overview of variousways inwhich internal waves can form, interact
and dissipate in the ocean from MacKinnon et al. (2017). © American Meteorological
Society. Used with permission.
not only observed at the frequencies mentioned above. Nonlinear interactions between
waves can producewaves at new frequencies, and in the ocean this leads to a continuous
spectrum of waves at frequencies between 𝑓 and 𝑁 that we will discuss next in §1.2.2.
Patches of turbulence are often associated with the ‘breaking’ of internal waves on
scales of 𝑂(10m) (e.g. Moum 1996). If waves grow to large amplitude, perhaps through
focusing by topography or nonlinear interactions with other waves, they can introduce
strong shears in the flow and large changes in the local density gradient. These flow
features will then be susceptible to instabilities that cause disturbances to grow, trig-
gering a transition to turbulence. An overview of how internal waves may interact to
generate turbulence andmixing in the ocean is presented in figure 1.2. Internal waves at
low wavenumbers (associated with large length scales) contain the most energy, but are
unlikely to produce strong enough gradients to drive turbulence. To identify the nature
of irreversible mixing generated by internal waves it is therefore vital to understand the
downscale energy transfer through internal waves and turbulence to dissipation scales.
1.2.2 A spectral perspective
To quantify how the energy of internal waves in the ocean is distributed throughout a
range of spatial and temporal scales, we use the concept of a spectrum (ormore precisely
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a spectral density). An energy spectrum expresses the distribution of energy as a func-
tion of wavenumbers 𝒌 = (𝑘, 𝑙,𝑚) and frequency 𝜔, instead of the physical variables of
space 𝒙 and time 𝑡. If the Fourier transform of the velocity field 𝒖(𝒙, 𝑡) is defined to be
𝒖(𝒌, 𝜔) = ∫𝒖(𝒙, 𝑡)𝑒2𝜋𝑖(𝒌⋅𝒙−𝜔𝑡) d𝒙, then the kinetic energy spectrum takes the form
𝐸(𝒌, 𝜔) = 12|𝒖(𝒌, 𝜔)|
2. (1.12)
In the case of internal waves, we can assume the spectrum to be horizontally isotropic
since both gravity and the Coriolis vector are aligned with the vertical. The wavenum-
bers 𝑘 and 𝑙 can then be replaced with a horizontal wavenumber 𝑘ℎ = √𝑘2 + 𝑙2 so the
spectrum only depends on 𝑘ℎ,𝑚, and 𝜔. Applying the dispersion relation (1.11) allows
us to eliminate one more of these variables, and the full internal wave spectrum can
then be expressed as a function of just two variables.
Armed with this knowledge, Garrett and Munk (1972) constructed an empirical en-
ergy spectrum based on one-dimensional spectra obtained from observations. The dis-
tribution of energy associated with internal waves in the open ocean is generally well
described by this ‘GM spectrum’. The empirical spectrum was subsequently refined by
(among others) Munk (1981), and has proved remarkably universal for regions away
from ocean boundaries. Although the shape of the spectrum is often the same, its mag-
nitude can vary regionally depending on the total energy contained by the internal wave
field. Since energy transfer acts downscale on average within the internal wave field,
knowledge of the spectrum can also inform the mean small-scale properties of turbu-
lence and dissipation.
For example, Gregg (1989) compares observed spectra of vertical shear with the GM
spectrum to determine regional variation in internal wave energy and then infer re-
gional changes in the mean turbulent dissipation rate 𝜀. This parameterization of 𝜀, as
an energy transfer out of the wave field, is consistent with the transfer rates of energy
within the internal wave field outlined by Müller et al. (1986). In their review Müller et
al. (1986) propose that, away from scales associated with forcing or dissipation, energy
transfers can be well described through resonant wave-wave interactions. Such interac-
tions require at least three waves to be involved, and the waves’ frequencies 𝜔𝑖 and wave
vectors 𝒌𝑖 must satisfy
𝜔1 ± 𝜔2 ± 𝜔3 ± … = 0, 𝒌1 ± 𝒌2 ± 𝒌3 ± … = 0, (1.13)
for resonance to occur. If thewaves are resonant then they can exchange energy through
the nonlinear advective term in the equations ofmotion. These interactions are typically
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modelled in a weakly nonlinear framework, meaning that only the leading-order non-
linear effects are captured. Waves are considered to be small amplitude in this frame-
work, but not infinitesimal as in the linear case.
Three particular mechanisms are singled out byMüller et al. (1986) as being respon-
sible for wave-wave energy transfers in the ocean’s internal wave field: elastic scattering,
induced diffusion, and parametric subharmonic instability. Each of these mechanisms
are examples of triadic resonance instability, where three waves are involved in the reso-
nant interaction. Elastic scattering describes the reflection of a high frequency internal
wave as it interacts with a near-inertial wave of low frequency. Induced diffusion refers
to the almost continuous interactions that a high wavenumber wave experiences as it
propagates through a larger scale wave field. These interactions lead to behaviour sim-
ilar to a random walk between nearby values of 𝒌, and so high wavenumber waves are
thought of as ‘diffusing’ across wavenumber space. Parametric subharmonic instability
describes the decay of an internal wave into twowaves of approximately half the original
wave’s frequency. Successive occurences of this resonant interaction leads to an energy
transfer towards waves with near-inertial frequencies, and provides a possible pathway
for the generation of significant vertical shear (Alford et al. 2016).
More recent work by Polzin and Lvov (2011) approaches the energy transfer prob-
lem more generally, by applying the weakly nonlinear ‘wave turbulence’ framework
to the internal wave spectrum. Wave turbulence allows for generic resonant interac-
tions between waves through a statistical mechanics formalism, without prescribing in-
dividual mechanisms to model the system as in Müller et al. (1986). A comprehensive
overview of this framework can be found in Nazarenko (2011). Polzin and Lvov (2011)
also present observations that highlight variability from the GM spectrum depending on
geographical location, and call into question some of the assumptions underlying the
simpler models of e.g. induced diffusion. The aim of deriving an appropriate internal
wave spectrum from ‘first principles’ remains elusive, but there appears to be a general
consensus that at moderate to large scales, energy transfers between internal waves in
the ocean can be attributed to weakly nonlinear resonant interactions. The relative im-
portance of wave-vortex interactions (such as those considered by Bühler and McIntyre
2005) at these scales however remains an open question and an active area of research.
At sufficiently small scales, resonant interactions are no longer the dominantmecha-
nism bywhich energy is transferred and strongly nonlinear interactions betweenwaves,
vortices, and mean currents can be important. This coincides with a distinct change in
the vertical shear spectrum at a scale of 𝑂(10m), as seen in the observations of Gargett
et al. (1981). We define the vertical shear spectrum similarly to the energy spectrum
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(1.12) as
Φ(𝑚) =
|||
𝜕𝒖
𝜕𝑧 (𝑚)
|||
2
, (1.14)
and if we assume energy is primarily in the horizontal motions, we can link the shear
and energy spectra through Φ(𝑚) ∼ 𝑚2𝐸(𝑚). The spectral shape Φ ∼ 𝑚−1 at scales
smaller than 𝑂(10m) is commonly attributed to breaking internal waves or ‘stratified
turbulence’. We can more generally associate energy at these scales with strongly non-
linear motions that remain constrained by buoyancy effects. By taking 𝑁−1 to be the
dominant time scale, and assuming that the vertical length scales of motion scale in-
versely with 𝑚, dimensional analysis suggests that the shear spectrum must take the
form Φ(𝑚) ∼ 𝐿𝑇−2 ∼ 𝑁2𝑚−1.
Although the vertical shear spectra are consistent across measurements (see also
Gregg et al. 1993), and collapse when appropriately scaled with the buoyancy frequency,
they sample flow fields that are highly intermittent, as highlighted for example by Baker
and Gibson (1987). In this sense, the concept of breaking internal waves is appealing to
describe the generation of this intermittent turbulence from the larger scale wave field.
Historically, this interpretation was a subject of intense disagreement between Gregg
and Gibson. Whereas Gregg attributed turbulence to breaking internal waves, Gibson
favoured the interpretation ofArmi (1978) that suggests that patches of turbulence in the
ocean interior simply arise through the lateral advection of boundary-driven turbulence.
However the universality of the small scale shear spectrum has led to an alternative
interpretation, where the flow at these scales takes the form of a continuously decaying
state of “strongly stratified turbulence”, sustained by energy transfer from the internal
wave field. This regime has recently been highlighted in the oceanographic literature
by Kunze (2018), and has long been the subject of intense interest in the wider fluid
dynamical community.
1.3 A note on ‘strongly stratified turbulence’
In a stably stratified fluid, the act of raising a fluid parcel does work against gravity and
requires a supply of energy that is converted to potential energy. Indeed, the exchange
between kinetic energy and potential energy is exactly the mechanism behind an inter-
nal gravity wave. In the context of turbulence, this energy penalty leads to a fast decay of
any eddies with large vertical scales, and explains the anisotropic development of turbu-
lent flows subject to strong stratification. Experimental and numerical work has shown
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Fig. 1.3 A model spectrum for vertical shear in the ocean. Transitions between regimes
are predicted to occur at the buoyancy wavenumber 𝑚𝑏 = 𝑁/𝑈ℎ, the Ozmidov
wavenumber𝑚𝑂 = (𝑁3/𝜀)1/2, and the Kolmogorov wavenumber𝑚𝐾 = (𝜀/𝜈3)1/4.
quasi-horizontal ‘pancake eddies’ to emerge after a few buoyancy periods in the decay
of a turbulent cloud (e.g. Riley and de Bruyn Kops 2003; Maffioli and Davidson 2016).
Riley et al. (1981) performed an early scaling analysis to investigate the dynamics
of these anisotropic motions. By separately scaling horizontal length scales with 𝐿ℎ
and vertical scales with 𝐿𝑣, they find that the effects of stratification on the flow are
determined by two dimensionless flow parameters, the horizontal and vertical Froude
numbers:
𝐹𝑟ℎ =
𝑈ℎ
𝑁0𝐿ℎ
, 𝐹𝑟𝑣 =
𝑈ℎ
𝑁0𝐿𝑣
, (1.15)
where𝑁0 is the (constant) buoyancy frequency and𝑈ℎ is the velocity scale of horizontal
motions. In the ‘strongly stratified’ limit of 𝐹𝑟ℎ ≪ 1, Riley et al. (1981) find that the
equations become purely two-dimensional at leading order, with vertical velocity and
density perturbations fully determined by the horizontal velocity field. Vertical varia-
tions in the solutions are possible, but are undetermined in this limit.
Significant progress in understanding the development of vertical scales in strongly
stratified flowswasmade in thework of Billant andChomaz (2001). Whereas Riley et al.
(1981) assumed that 𝐹𝑟𝑣 → 0 as 𝐹𝑟ℎ → 0, Billant and Chomaz (2001) performed a scal-
ing analysis where the vertical Froude number 𝐹𝑟𝑣 is left as a free parameter. Remark-
ably the resulting (three-dimensional) equations exhibit self-similarity for the choice of
𝐹𝑟𝑣 = 1. This suggests that in a strongly stratified flow where no vertical length scale is
externally imposed, say by an obstacle, then vertical variations will emerge on a length
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scale of𝐿𝑣 = 𝑈ℎ/𝑁0. The aforementioned experimental andnumerical evidence appears
to support this hypothesis. Furthermore, this self-similar regime naturally permits an
energy spectrum of the form𝐸(𝑚) ∼ 𝑁2𝑚−3, consistent with the observed vertical shear
spectra of Gargett et al. (1981) mentioned in the previous section.
Billant and Chomaz (2001) only considered their scaling analysis in the inviscid
limit, and did not elaborate on the energy transfers one might expect in the strongly
stratified regime. With the aid of numerical simulations and further scaling analy-
sis Lindborg (2006) and Brethouwer et al. (2007) confirmed that the energy cascade is
downscale in this regime, which is valid on vertical scales larger than the Ozmidov scale
𝐿𝑂 = (𝜀/𝑁3)1/2. At smaller scales, the turbulent velocity field becomes close to isotropic
since the stratification is relatively weak. The range of scales in this isotropic regime is
determined by the buoyancy Reynolds number, since 𝑅𝑒𝑏 = 𝜀/𝜈𝑁2 = (𝐿𝑂/𝐿𝐾)4/3 where
𝐿𝐾 = (𝜈3/𝜀)1/4 is the Kolmogorov scale at which viscous effects dissipate turbulence.
Gregg et al. (2018) state that a wide range of buoyancy Reynolds numbers can be
appropriate in the ocean (20 ≲ 𝑅𝑒𝑏 ≲ 105), with typical ‘background’ levels associated
with a GM spectrum of internal waves being 𝑅𝑒𝑏 ≲ 200. High values of 𝑅𝑒𝑏, even in-
termittently, can however produce large contributions to mixing. This can be seen by
rewriting (1.6) as
𝐾𝑇 = Γ𝑃𝑟𝑅𝑒𝑏𝜅, (1.16)
where, as above, 𝜅 is the molecular diffusivity of heat. With 𝑃𝑟 and 𝜅 constant, high
values of 𝑅𝑒𝑏 therefore lead to high values of the turbulent diffusivity. Accurately cap-
turing the mixing associated with intermittent high 𝑅𝑒𝑏 patches in large-scale models is
therefore vital, and requires a physical understanding of how such patches may occur.
It remains a significant challenge to connect the typical observed energy or vertical
shear spectrum, shown infigure 1.3, with physicalmechanismsdriving the energy trans-
fer. Kunze (2018) hypothesises that energy cascades downscale through the ‘strongly
stratified’ regime, and that this regime is sustained through the anisotropic instabil-
ity of near-inertial waves. An alternative hypothesis comes from the ‘fossil turbulence’
approach of Gibson (1986). In that framework the Φ ∼ 𝑚−1 scaling is indicative of
the anisotropic motions formed during the decay of a previously energetic turbulent
event. It remains unclear how best to interpret the transition between internal waves
and strongly nonlinear motions in the ocean, which makes applying results from labo-
ratory experiments and turbulence simulations to the field particularly challenging.
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1.4 Modelling small-scale mixing in the ocean:
the appropriate equations of motion
Regardless of the physical mechanisms at play, it is clear that a large dynamical range
of scales is important between the breakdown of internal waves and the viscous dis-
sipation of turbulence. In this thesis, we are primarily interested in how the motions
on these scales affect mixing and other significant energy transfers. Direct numerical
simulation (DNS) is best suited to tackling this problem. Since DNS involves accurately
resolving the flow down to dissipative scales, it can provide a detailed picture of small-
scale motion. It is computationally expensive, however the ongoing development of
efficient algorithms to take advantage of recent progress in parallel computing means
that problems with a wide range of scales, such as turbulent mixing, are now tractable.
Of course, we cannot resolve the smallest scales ofmotionwhile simulating an entire
ocean basin. For example simulating the volume of the Atlantic Ocean (from Eakins
and Sharman 2010) with a grid spacing of 1 cm would require a computational domain
of approximately 3 × 1023 grid points! By restricting the size of our domain and solely
focusing on the small scales associated with turbulence and mixing, we do not need to
account for all types of motion found in the ocean, and we can make some simplifying
assumptions.
Since the Coriolis frequency 𝑓 is smaller than the buoyancy frequency 𝑁 through-
out the ocean, effects due to the Earth’s rotation become important on longer time scales
than buoyancy effects. Rotation plays an important role in the generation and propa-
gation of phenomena such as near-inertial waves that can lead to turbulence. However
this turbulence is triggered through the development of strong vertical shears, which
themselves have a far shorter time scale than rotation. This is equivalent to saying that
the Rossby number 𝑅𝑜 ≡ 𝑈/𝑓𝐿 associated with such small-scale motions is large, and
that inertial terms dominate those associated with rotation. We shall therefore neglect
the effect of rotation in our simulations.
We now outline the appropriate system of equations for investigating turbulent mix-
ing relevant to the stratified ocean interior. As well as excluding background rotation
from the system, we justify a number of further assumptions relating to the Boussinesq
approximation in the following derivation. We then nondimensionalise the equations
and discuss the most appropriate values of the resulting dimenisonless parameters in
the context of small-scale ocean dynamics.
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The Boussinesq approximation
We start with the classical Navier–Stokes equations, representing conservation of mass
and momentum for a fluid of density 𝜌 and dynamic viscosity 𝜇
𝜕𝜌
𝜕𝑡 + 𝛁 ⋅ (𝜌𝒖) = 0, (1.17)
𝜌 (𝜕𝒖𝜕𝑡 + (𝒖 ⋅ 𝛁)𝒖) = −𝛁𝑝 + 𝜇∇
2𝒖 − 𝜌𝑔 ̂𝒛, (1.18)
where𝒖 is the flow velocity and 𝑝 is the pressure. We can rewrite themass conservation
equation as
𝜕𝜌
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝜌 = −𝜌 (𝛁 ⋅ 𝒖) . (1.19)
Assuming that changes in density are small compared with the mean density of the
fluid, we can write the density as 𝜌 = 𝜌0 + 𝜌′ where 𝜌′ ≪ 𝜌0. This is known as the
Boussinesq approximation and leads to the following form for the mass conservation
equation
𝜕𝜌′
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝜌′ = − (𝜌0 + 𝜌′) (𝛁 ⋅ 𝒖) ≈ −𝜌0 (𝛁 ⋅ 𝒖) , (1.20)
⇒ 𝛁 ⋅ 𝒖 = 0, (1.21)
at leading order in 𝜌′. Applying the same density decomposition to the momentum
equation gives
𝜌0 (
𝜕𝒖
𝜕𝑡 + (𝒖 ⋅ 𝛁)𝒖) = −𝛁𝑝
∗ + 𝜇∇2𝒖 − 𝑔𝜌′ ̂𝒛, (1.22)
where the hydrostatic part of the gravitational term has been absorbed into the new
pressure variable 𝑝∗ = 𝑝+𝜌0𝑔𝑧, and we have neglected any effect of the density pertur-
bation on the inertia. The equations ofmotion (1.21) and (1.22) consist of four equations
for five unknowns, namely the three components of velocity 𝒖 = (𝑢, 𝑣, 𝑤), the density
perturbation 𝜌′, and the pressure 𝑝∗. We therefore need another equation to close the
system. This comes from assuming a linear equation of state for the density, and assum-
ing that the density only depends on a single scalar, e.g. temperature or salinity.
In the ocean the density of seawater is determined by both temperature and salinity,
and these two scalars have molecular diffusion rates that differ by two orders of mag-
nitude. The difference in diffusivities can lead to peculiar dynamics through what are
known as ‘double diffusive’ processes, as thoroughly reviewed by Radko (2013) and Ga-
raud (2018). Although these processes are known to be important for mixing in polar
regions (see for example Shibley et al. 2017), their role in open ocean dynamics more
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generally is less well constrained. In many locations, the ocean is primarily stratified
by only one of temperature or salinity and our single scalar approximation is likely to
be appropriate. McDougall (1987) highlights further complexity arising in the case of a
nonlinear equation of state, although the resulting processes are againmost consequen-
tial where the density changes are related to variations in multiple scalar fields.
Assuming our single scalar to be temperature, we take 𝜌′ = −𝛼𝑇′ where 𝛼 is a con-
stant thermal expansion coefficient, and assume that the temperature perturbation 𝑇′
satisfies an advection-diffusion equation
𝜕𝑇′
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝑇′ = 𝜅∇
2𝑇′, (1.23)
where 𝜅 is the molecular diffusivity of heat. The linear equation of state then allows us
to rewrite this as an equation for the density perturbation:
𝜕𝜌′
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝜌′ = 𝜅∇
2𝜌′. (1.24)
At first, it is unclear how the diffusive term in this equation relates to the original form of
the mass conservation equation in (1.20). Spiegel and Veronis (1960) show that despite
this discrepancy, given our previous assumptions, it is thermodynamically consistent to
solve the advection-diffusion equation in conjunction with the incompressible form of
mass conservation given in (1.21). Importantly, we must assume that any density fluc-
tuations due to local variations in pressure are negligible for (1.24) to be valid. Indeed
under the Boussinesq approximation, the pressure is entirely determined by the velocity
field, and acts as a Lagrange multiplier to enforce (1.21).
It is common to replace the density perturbation in the above equations with the
buoyancy 𝑏 = −𝑔𝜌′/𝜌0, that is the force per unit mass associated with the gravitational
effect on the fluid. Dividing (1.22) through by 𝜌0, we arrive at the Boussinesq equations:
𝛁 ⋅ 𝒖 = 0, (1.25)
𝜕𝒖
𝜕𝑡 + (𝒖 ⋅ 𝛁)𝒖 = −
1
𝜌0
𝛁𝑝∗ + 𝜈∇2𝒖 + 𝑏 ̂𝒛, (1.26)
𝜕𝑏
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝑏 = 𝜅∇
2𝑏, (1.27)
where 𝜈 = 𝜇/𝜌0 is the kinematic viscosity.
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Nondimensionalising the Navier–Stokes equations
It is useful to nondimensionalise the equations and identify the key parameters that
determine the dynamics in this system. We therefore introduce the dimensionless vari-
ables
𝒙 = 𝒙𝐿0
, 𝒖 = 𝒖𝑈0
, ̂𝑏 = 𝑏𝐵0
= 𝑏𝜌0𝑔Δ𝜌, (1.28)
where 𝐿0, 𝑈0 and Δ𝜌 are typical scales of length, velocity, and density variations re-
spectively. We scale time with the advective time scale, and choose a pressure scale to
balance the scaling of the inertial terms such that
̂𝑡 = 𝑡𝑇0
= 𝑡𝑈0𝐿0
, 𝑝 = 𝑝
∗
𝑃0
= 𝑝
∗
𝜌0𝑈02
. (1.29)
Substituting these variables into the dimensional system gives the Boussinesq equations
in dimensionless form
?ˆ? ⋅ 𝒖 = 0, (1.30)
𝜕𝒖
𝜕 ̂𝑡 + (𝒖 ⋅ ?ˆ?) 𝒖 = −?ˆ?𝑝 +
1
𝑅𝑒∇ˆ
2𝒖 + 𝑅𝑖0 ̂𝑏 ̂𝒛, (1.31)
𝜕 ̂𝑏
𝜕 ̂𝑡 + (𝒖 ⋅ ?ˆ?)
̂𝑏 = 1𝑅𝑒𝑃𝑟∇ˆ
2 ̂𝑏. (1.32)
It is now apparent that the system only depends on three dimensionless parameters: the
Reynolds number, Prandtl number, and bulk Richardson number
𝑅𝑒 = 𝐿0𝑈0𝜈 , 𝑃𝑟 =
𝜈
𝜅, 𝑅𝑖0 =
𝑔Δ𝜌𝐿0
𝑈02
. (1.33)
A scale for the typical buoyancy frequency can be obtained by combining the length
and buoyancy scales from (1.28) such that 𝑁20 = 𝑔Δ𝜌/𝜌0𝐿0. This reveals that the bulk
Richardson number can be expressed in terms of a bulk Froude number 𝐹𝑟0 = 𝑈0/𝑁0𝐿0
(defined similarly to those discussed in §1.3) as 𝑅𝑖0 = 𝐹𝑟−20 . We are primarily interested
in flows where 𝑅𝑖0 = 𝑂(1), such that the inertia and buoyancy are both important in
determining the dynamics of the flow.
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Implications for numerical simulation of oceanographically relevant flows
Since the kinematic viscosity of water is 1 × 10−6m2 s−1, flows on metre-scales and
larger in the ocean can be considered as large 𝑅𝑒. Viscosity is important for dissipat-
ing energy at very small scales, but does not directly affect the larger scale flow when
𝑅𝑒 is large. High 𝑅𝑒 flows are computationally expensive for DNS since they require
the resolution of a wide range of length scales. Pope (2000) suggests that accurate sim-
ulation of a turbulent flow is possible if the grid spacing is within a factor of two of the
Kolmogorov length scale 𝐿𝐾 . When also calculating a diffusive scalar, such as our buoy-
ancy field from (1.32), a similar rule can be applied for the Batchelor scale 𝐿𝐵. In our
dimensionless system, the Kolmogorov and Batchelor scales are given by
𝐿𝐾
𝐿0
= (𝑅𝑒3 ̂𝜀)−1/4 , 𝐿𝐵𝐿0
= (𝑅𝑒3𝑃𝑟2 ̂𝜀)−1/4 , (1.34)
where ̂𝜀 is the TKE dissipation rate (divided by the inertial scaling 𝑈30 /𝐿0).
These expressions suggest that an accurate three-dimensional simulation of a turbu-
lent flow requires a volume containing 𝑂(𝑅𝑒9/4𝑃𝑟3/2) grid points for the scalar field. We
wish to keep 𝑅𝑒 as large as possible so that we can observe the interplay between strat-
ification and turbulence over a wide range of scales. In light of limited computational
resources, we therefore restrict all our simulations to 𝑃𝑟 = 1. This is smaller than the
true values for heat in water (𝑃𝑟 ≈ 7) or for salt in water (𝑃𝑟 ≈ 700). Recent numerical
studies have highlighted varying impacts on mixing from increases in the Prandtl num-
ber, either in decreasingmixing efficiency associated with Kelvin–Helmholtz instability
(Salehipour et al. 2015), or in subtle changes to the near-wall structure of buoyancy in
stratified plane Couette flow (Zhou et al. 2017). Throughout this thesis, we shall discuss
how the restriction of 𝑃𝑟 = 1may affect the results of our simulations, and whether this
leaves open questions for future research.
All of the simulations performed as part of this thesis use Diablo, originally devel-
oped by Taylor (2008) and Bewley (2010). The software is MPI parallelised, and uses
highly efficient pseudospectral methods and fast Fourier transforms to compute spatial
derivatives. Time stepping is achieved through the combination of an explicit third-
order Runge–Kutta scheme and a Crank–Nicolson scheme. As part of this thesis, the
implementation of the HDF5 data format for I/O in the code has been significantly ex-
tended, resulting in more effective data storage for easier post-processing.
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1.5 Problems in turbulent stratifiedmixing addressed
by this thesis
The remainder of this thesis consists of a set of investigations into various stratified
flows. As discussed above, a wide range of possible mechanisms exist for the gener-
ation of turbulence in the ocean, and we therefore choose not to focus continuously on
a single ‘model’ of ocean turbulence. Indeed a key theme of this thesis is investigating
how different dynamics associated with vertical shear and internal waves may affect the
small-scale properties of turbulence and mixing. We now provide a brief outline of the
problems considered in the forthcoming chapters, and how they connect to the more
general discussion of ocean mixing presented above.
Kelvin–Helmholtz instability and marginal stability
As mentioned above in §1.1, stratified shear layers have frequently been used as a rel-
atively simple setup that is still representative of wave breaking at small scales in the
ocean. Smyth and Moum (2012) provide a readable overview of the linear Kelvin–
Helmholtz instability that arises in such flows and its relevance to ocean mixing. In
this system, where the maximum vertical shear coincides with the largest buoyancy
gradient, the linear stability of the flow is determined by the gradient Richardson num-
ber 𝑅𝑖𝑔. The theorem of Miles (1961) and Howard (1961) tells us that the flow must be
linearly stable if 𝑅𝑖𝑔 > 1/4.
Observational studies of strongly sheared ocean flows by Thorpe and Liu (2009) and
Smyth and Moum (2013) have invoked the linear stability boundary as a threshold for
determining the growth or decay of naturally occuring, fully nonlinear turbulent flows.
In chapter 2, we perform two-dimensional DNS of a stratified shear layer for various val-
ues of 𝑅𝑖𝑔. By simulating the nonlinear saturation of the linear instability as 𝑅𝑖𝑔 → 1/4,
we investigate the connection between linear stability theory and the nonlinear dynam-
ics required to push the flow towards a state of ‘marginal stability’ at 𝑅𝑖𝑔 = 1/4.
Turbulent stratified flows sustained by large-scale forcing
The regime of ‘strongly stratified turbulence’ discussed in §1.3 has been difficult to ob-
serve consistently in laboratory experiments and numerical simulations since the decay
of turbulence in a stratified fluid is an inherently transient process. To obtain greater
insight into the energy transfers in stratified turbulent flows, it has become common
practice to add large-scale forcing to the equations of motion as in, e.g., Smith and Wal-
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effe (2002), Laval et al. (2003), and Waite and Bartello (2004). This supplies energy at
large scales that can sustain the flow in a statistically steady state, feeding the dissipative
scales through a downscale cascade.
However such forcing is rarely motivated by the picture described by figure 1.3,
where energy is supplied downscale from the internalwavefield to the scales relevant for
stratified turbulence. Random forcing of vortical modes is often applied, with the aim of
not introducing large-scale coherent structures into the flow. Although this is useful for
drawing general conclusions about the interplay of turbulence and stable stratification,
the observational energy spectra suggest that internal waves play an important role at
the largest scales of stratified turbulence in the ocean.
In chapter 3 we perform high resolution, three-dimensional simulations of forced
turbulence in a triply-periodic domain subject to a constant mean stratification. We
compare the random vortical forcing of Maffioli (2017) with two novel large-scale forc-
ing methods that provide energy through resonant internal gravity waves. The initial
condition of the simulations is motivated by the Garrett–Munk internal wave spectrum
to provide a background state somewhat representative of the ocean interior. We focus
on how changing the large scale forcing affects the small-scale mixing properties. By
identifying local correlations between various quantities, we investigate how the mix-
ing efficiency varies both locally and between the simulations. We also apply wavelets to
extract local energy spectra that showcasemultiple regimes, evenwhen scale separation
is small on average.
Breaking mechanisms of a sheared internal gravity wave
Although turbulence continuously forced by internal gravity waves at large scales pro-
vides comprehensive statistics of mixing, the continuous transfer of energy across mul-
tiple scales makes identifying important physical mechanisms difficult. We therefore
return to a conceptually simpler setup in chapter 4 by considering the flow arising from
the superposition of a sinusoidal shear flow and a plane internal gravity wave.
We are motivated to study this flow not just due to its simplicity, but also by the de-
tailed thermocline observations of Alford and Pinkel (2000). On scales of 𝑂(10m), they
find wave breaking events in regions where varying vertical shear (most likely due to a
near-inertial wave) and large amplitude internal gravity waves coexist. The interaction
of small-amplitude internal waves and vertical shear has been studied since the early
work of Bretherton (1966) and Booker and Bretherton (1967) that predicted the devel-
opment of critical levels where the mean flow matches the horizontal phase velocity of
the waves, leading to a focusing of internal wave energy. We compare the linear the-
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ory developed in those studies to simulations of large amplitude waves, and investigate
whether the physical intuition of wave refraction remains relevant in the nonlinear case.
As an internal gravity wave is focused by a shear flow, it steepens and becomes suscep-
tible to both shear and convective instabilities. We determine the relative importance of
these instabilities for the breakdown of the wave and for the ensuing turbulent mixing.
The end state of the simulation arises from a complex three-way interaction of themean
shear flow, the internal gravity wave, and the turbulence produced. By analysing the en-
ergetics of the wave breaking event, we determine the respective roles of the buoyancy
flux, turbulent shear production, and the wave-mean flow interaction in modifying the
flow field.
Accurate quantification of diapycnal mixing in numerical simulations
The use of triply-periodic domains in the simulations of chapters 3 and 4 permits the
use of efficient numerical methods and allows for the continuous propagation of waves.
However, consistently quantifying potential energy in a vertically periodic domain with
amean, imposed stratification is not straightforward. This has significant consequences
for accurately quantifying diapycnal mixing in these simulations.
Winters et al. (1995) provide a rigorous method for calculating diapycnal mixing in
a stratified fluid through the destruction of available potential energy (APE). In chapter
5 we highlight how ambiguity can arise in applying this method to stratified flows in
a triply-periodic domain. We propose a new technique that ensures the consistent def-
inition of a background buoyancy profile in such a system, and is consistent with the
definition of a local APE density by Scotti and White (2014). We reanalyse the simula-
tions of chapters 3 and 4, quantifying the true rates of diapycnal mixing and diapycnal
diffusivity. The mixing estimates made in the previous chapters (and in many previous
studies that use similar domains) are analogous to applying the method of Osborn and
Cox (1972), used to infer mixing from small-scale temperature probes. We determine
the accuracy of this estimate for the flows we have considered, and discuss possible im-
plications for ocean microstructure measurements.
The findings of this thesis are finally summarised in chapter 6, where a personal out-
look is also presented on the future of research into stratified turbulence and diapycnal
mixing in the ocean.
Chapter 2
Nonlinear 2-D saturation of
Kelvin–Helmholtz billows
In this chapter, we investigate the energetics associatedwith the nonlinear development
of Kelvin–Helmholtz instability in a stratified shear layer. Motivated by studies apply-
ing the linear concept of marginal stability to nonlinear flows, we investigate how the
‘billow’ state of maximum energy changes with the minimum Richardson number in
the flow 𝑅𝑖𝑚. We focus particularly on how growth to this state is modified as 𝑅𝑖𝑚 tends
to the ‘marginal’ value of 1/4.
This chapter covers work that was published in Howland, C. J. et al. (2018), “Testing
linear marginal stability in stratified shear layers”, J. Fluid Mech. 839: R4. We briefly
outline relevant recent developments since the publication of this work at the end of
the chapter.
2.1 Stratified shear instabilities, transition to turbu-
lence, and ‘marginal stability’
As discussed in chapter 1, parameterizing small-scale turbulent quantities in global cir-
culationmodels is necessary to provide an accurate description of the physical processes
driving the circulation (Ivey et al. 2008). Since turbulence in the atmosphere and oceans
is intermittent in time and inhomogeneous in space (Baker and Gibson 1987), this is an
intensely challenging task. One conventional avenue of research has been the consid-
eration of flow instabilities, as they naturally are mechanisms by which disordered mo-
tions can arise from a laminar flow. A very commonly considered instability-mediated
route to turbulence is via the so-called Kelvin–Helmholtz instability (KHI) (or perhaps
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more appropriately ‘stratified Rayleigh instability’). This normal-mode instability de-
velops in stably stratified shear flows with inflectional background profiles of velocity
and density (or equivalently buoyancy) when the destabilising effect of the shear is suf-
ficiently strong to overcome the stabilising effect of the stratification for infinitesimal
perturbations. The finite amplitude manifestation of the KHI takes the form of ellip-
tical vortices or ‘billows’, which have been observed in multiple oceanic circumstances
(Smyth andMoum 2012), including in the thermocline (Woods 1968), the abyssal ocean
(van Haren and Gostiaux 2010), and above continental shelves (Moum et al. 2003).
Many laboratory experiments and numerical simulations have been performed to in-
vestigate the initiation, development and breakdown of KHI (Thorpe 1973; Fernando
1991; Klaassen and Peltier 1985; Peltier and Caulfield 2003), which are known to be
prone, particularly for sufficiently large Reynolds numbers, to a large ‘zoo’ of secondary
instabilities (Mashayek and Peltier 2012a).
From consideration of the Taylor–Goldstein equation (Taylor 1931; Goldstein 1931),
it is possible to derive the influential ‘Miles–Howard’ criterion (Miles 1961; Howard
1961), which states that a sufficient condition for linear stability of an inviscid, incom-
pressible, stably stratified shear flow defined by a (laminar) steady parallel velocity pro-
file 𝑈(𝑧), and buoyancy frequency 𝑁(𝑧) = √−
𝑔
𝜌
𝑑𝜌
𝑑𝑧
is that the gradient Richardson
number 𝑅𝑖𝑔(𝑧) ≥ 1/4 everywhere in the flow, where
𝑅𝑖𝑔(𝑧) =
𝑁2
(𝑑𝑈/𝑑𝑧)
2 . (2.1)
Thorpe and Liu (2009) applied this criterion to develop the concept of ‘marginal in-
stability’ to interpret and predict the existence of a range of naturally occurring stably
stratified turbulent flows. In this particular context, the marginal instability of a flow is
quantified by a parameter Φ, which is the fractional change in flow speed required to
ensure linear stability of the flow. By applying the critical value of 𝑅𝑖𝑐 = 1/4 to this idea,
Φ satisfies
(1 + Φ)2 = 4𝑅𝑖, (2.2)
where 𝑅𝑖 is some characteristic value of the gradient Richardson number 𝑅𝑖𝑔, typically
its minimum 𝑅𝑖𝑚. A flow is then said to be marginally unstable if it is in a linearly un-
stable state (so 𝑅𝑖 < 1/4 and hence Φ < 0) and the fractional change is small compared
to unity (|Φ| ≪ 1).
It is important to distinguish between this particular meaning of ‘marginal stabil-
ity’, based around the concept of linear normal-mode instabilities growing and ulti-
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mately triggering turbulence, and an alternative meaning based around the concept of
inherently nonlinear processes maintaining turbulence for sufficiently low values of a
Richardson number defined in terms of themean profiles of velocity and density. Smyth
andMoum (2013) discuss applying the ‘linear’ marginal instability concept as proposed
by Thorpe and Liu (2009) to turbulent flows, but also provide an alternative to the lat-
ter’s linear stability arguments, to explain observations of deep cycle turbulence with a
Richardson number close to 1/4. They use the results of Rohr et al. (1988) which show
growth and decay of stratified turbulence below and above 𝑅𝑖 = 1/4 respectively, ef-
fectively thus applying the ‘nonlinear’ marginal stability concept to the maintenance of
turbulence. In a distinct (although somewhat related) approach, Thorpe et al. (2013)
add an eddy viscosity and eddy diffusivity to the Taylor–Goldstein equation to modify
the critical Richardson number in the Miles–Howard criterion. These added diffusive
effectsmodel a key property of a weakly turbulent background flow, but this approach is
still based around appealing to linear instability processes with (an appropriate)𝑅𝑖 close
to the Miles–Howard criterion as the mechanism by which perturbations can grow to
sufficiently large amplitude to maintain the turbulence. Indeed, since any small pertur-
bation will bemodified by small-scale turbulence in such a flow, the validity of perform-
ing linear stability analysis in this regime is at least formally questionable, especially if
the predicted growth rate is small. Despite this, they claim that applying the concept of
marginal instability to such flows may explain the behaviour of shear layers after KHI
breakdown.
For inviscid flows susceptible to KHI, as 𝑅𝑖𝑚 approaches 1/4 from below, the expo-
nential growth rate of the linear instabilities is predicted to drop to zero (Hazel 1972).
However, this prediction does not in itself preclude the possibility that the finite ampli-
tude ‘billow’ can still have significant amplitude for flowswith such ‘marginal’ Richard-
son numbers, particularly in light of the results of Kaminski et al. (2017). Using a direct-
adjoint-looping method, they demonstrated that billow-like structures with nontrivial
amplitude can still be triggered by ‘linear optimal’ perturbations of small initial per-
turbation energy (i.e. non-normal perturbations with a structure which exhibits max-
imum transient perturbation energy growth over a finite time interval) in flows where
𝑅𝑖𝑔 > 1/4 everywhere initially. However, the classical Miles–Howard criterion cited
in the linear marginal stability arguments does not apply to these non-normal pertur-
bations, and so we focus our study on normal-mode perturbations. Despite all these
caveats, it is still at least conceivable that a billow could reach large amplitude at very
late times for a marginally unstable flow.
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Our principal aim here is to investigate whether marginal instability, in the above-
discussed sense of being based around linear stability arguments for the triggering of,
rather than the maintenance of pre-existing turbulence, is useful in describing transi-
tional flows, with finite, yet large Reynolds number 𝑈0𝑑0/𝜈, where 𝜈 is the kinematic
viscosity, 𝑑0 is the shear-layer half-depth, and 𝑈0 is half the velocity difference across
the shear layer. For simplicity, we restrict attention to flows with 𝑃𝑟 = 𝜈/𝜅 = 1, where 𝜅
is the density diffusivity. We are particularly focused on determining whether saturated
billows of nontrivial amplitude can develop in such flows perturbed by normal-mode
perturbations associated with the classical KHI in flows where 𝑅𝑖𝑚 ≃ 1/4. Since the
growth rate of such instabilities gets very small as 𝑅𝑖𝑚 approaches 1/4 from below, we
consider three classes of flows: class ‘D’ where the background distributions of velocity
and density diffuse naturally (thus modifying and increasing 𝑅𝑖𝑔(𝑧)with time); class ‘S’
with imposed body forces designed to maintain ‘steady’ background distributions (and
hence 𝑅𝑖𝑔 remains close to constant in time); and class ‘A’ where 𝑈0 increases exponen-
tially with time so that 𝑅𝑖𝑚 can decrease through 1/4. In particular, this last class allows
us to test the viability of ‘marginally unstable’ flows to develop perturbation billows of
significant amplitude. We are principally interested in the viability of themarginal insta-
bility/stability concepts as mechanisms to drive or trigger self-limiting turbulent flows,
and so we are only interested in identifying the maximum amplitude (and the time at
which this occurs) of the billows. Therefore, we restrict our numerical calculations to
two dimensions, precluding any consideration of subsequent secondary instabilities, or
indeed the ensuing turbulent break down and associated irreversible mixing. (As we
discuss below, our observed initialmaximumamplitudes of inherently two-dimensional
KHI billows are consistent with the three-dimensional simulation results of Mashayek
et al. (2013), giving us confidence that our two-dimensional calculations yield useful
estimates for the amount of energy which can be transiently stored in a billow, and thus
be ultimately available to drive turbulent motions.) The rest of the paper is organised
as follows. In section 2.2, we describe our numerical model, the choice of domain and
initial conditions. In section 2.3, we describe the particular characteristics of the three
qualitatively different classes of flowswe consider, and analyse the results of the simula-
tions of each of these three different classes, identifying the key parameters controlling
perturbation growth. Finally, we discuss the implications of our findings in section 2.4,
particularly regarding the viability of the linear marginal (in)stability concepts as pre-
dictors of energetic turbulence and mixing in stratified shear flows.
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2.2 Simulation Setup
We are interested in flows susceptible to primary instabilities of Kelvin-Helmholtz type,
and so we consider dimensional (marked with an asterisk) background velocity 𝑈
∗
(𝑧∗)
and buoyancy 𝐵
∗
(𝑧∗) = 𝑔∗(𝜌∗𝑎 − 𝜌
∗)/𝜌∗𝑎 distributions
𝑈
∗
(𝑧∗) = 𝑈∗0 tanh(𝑧∗/𝑑0), 𝐵
∗
(𝑧∗) = (𝑔∗𝜌∗0/𝜌∗𝑎) tanh(𝑧∗/𝑑∗0) = 𝐵∗0 tanh(𝑧∗/𝑑∗0), (2.3)
where 𝑔∗ is the acceleration due to gravity, 𝜌∗𝑎 is a reference density, and the Boussinesq
approximation applies so that 𝜌∗0 ≪ 𝜌∗𝑎. We perform two-dimensional direct numerical
simulations using the Diablo software (Taylor 2008), which implements a combina-
tion of explicit third-order Runge–Kutta and implicit Crank–Nicholson schemes. The
code solves the two-dimensional Boussinesq equations for the non-dimensional veloc-
ity, buoyancy and pressure fields 𝒖 = (𝑢,𝑤), 𝑏 and 𝑝:
𝛁 ⋅ 𝒖 = 0, (2.4a)
𝜕𝒖
𝜕𝑡 + (𝒖 ⋅ 𝛁)𝒖 = −𝛁𝑝 +
1
𝑅𝑒∇
2𝒖 + 𝑅𝑖0𝑏 ̂𝒛, (2.4b)
𝜕𝑏
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝑏 =
1
𝑅𝑒𝑃𝑟∇
2𝑏. (2.4c)
Nondimensional variables are defined as 𝒖 = 𝒖∗/𝑈∗0 , 𝑏 = 𝑏∗/𝐵∗0 , 𝒙 = 𝒙∗/𝑑∗0, and
𝑡 = 𝑡∗/(𝑑∗0/𝑈∗0 ). The key parameters are theReynolds number𝑅𝑒 = 𝑈∗0 𝑑∗0/𝜈∗, the Prandtl
number 𝑃𝑟 = 𝜈∗/𝜅∗ (here 𝑃𝑟 = 1), and the bulk Richardson number 𝑅𝑖0 = 𝐵∗0𝑑∗0/𝑈∗0
2.
The computational domain is 20 non-dimensional units in the vertical (𝑧) direction
and free-slip, noflux boundary conditions are imposed at 𝑧 = ±10. This prevents bound-
ary effects from interfering with the shear layer in the centre of the domain. Periodicity
is imposed in the streamwise (𝑥) direction and we choose the length of the domain to
be the wavelength of the most unstable normal mode for each simulation. The initial
nondimensional background profiles are hence 𝑈(𝑧) = 𝐵(𝑧) = tanh(𝑧), which ensures
that the gradient Richardson number
𝑅𝑖𝑔(𝑧) = 𝑅𝑖0
𝑑𝐵/𝑑𝑧
(𝑑𝑈/𝑑𝑧)2 = 𝑅𝑖0 cosh
2 𝑧 → 𝑅𝑖𝑚 = 𝑅𝑖𝑔(0) = 𝑅𝑖0, (2.5)
where 𝑅𝑖𝑚 is the minimum, occurring at the midpoint of the shear layer 𝑧 = 0. These
background profiles are perturbed by the fastest growing normal-mode perturbations𝒖′
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Table 2.1 Parameters for numerical simulations. The number of grid points in each
direction are 𝑁𝑥 and 𝑁𝑧, which are varied with 𝑅𝑒 and 𝑅𝑖0 to ensure accurate flow sim-
ulation.
Group Class 𝑅𝑒 𝑅𝑖0 𝑁𝑥 𝑁𝑧 𝐸0
D1 D: diffusive 1000 0, 0.05, 0.1, 0.15, 0.2 215 - 230 321 10−6
D2 D: diffusive 2000 0, 0.05, 0.1, 0.15, 0.2 322 - 342 481 10−6
D3 D: diffusive 4000 0, 0.05, 0.1, 0.15, 0.2 429 - 456 641 10−6
D4 D: diffusive 6000 0, 0.05, 0.1, 0.15, 0.2 644 - 683 961 10−6
S S: steady 4000 0 - 0.245 609 - 683 961 10−5
A A: accelerating 4000 0.26 609 961 10−6
and 𝑏′, giving the following initial conditions:
𝒖|𝑡=0 = 𝑈(𝑧)𝒙 + 𝜖𝒖′, 𝑏|𝑡=0 = 𝐵(𝑧) + 𝜖𝑏′. (2.6)
We calculate the normal modes using a matrix method code originally developed by
Smyth and Peltier (1990), which implements a finite 𝑅𝑒/𝑃𝑟 generalisation of the Taylor–
Goldstein equation (or equivalently a stratified generalisation of the Orr–Sommerfeld
equation). The amplitude of the normal-mode perturbation is chosen such that an ap-
propriate measure of the initial perturbation ‘energy’, defined in Kaminski et al. (2014)
as
𝐸 = 12⟨𝒖
′, 𝒖′⟩ + 𝑅𝑖02 ⟨𝑏
′, 𝑏′⟩ = 𝐾 + 𝑃, (2.7)
is equal to a prescribed value 𝐸0. (As our background buoyancy distribution has non-
uniform gradient, this does not correspond precisely to the sum of the perturbation ki-
netic energy and perturbation potential energy, but we use this measure for computa-
tional convenience and consistency with the previous study of Kaminski et al. 2014.)
We use the inner product ⟨𝒖, 𝒗⟩ = 1/𝐴∫𝐴 𝒖 ⋅ 𝒗 d𝑥 d𝑧, where 𝐴 is the area of the domain.
Table 2.1 lists the range of parameters used.
By taking 𝒖′ and 𝑏′ to be the perturbations to the initial background hyperbolic tan-
gent profiles, we can measure the perturbation energy defined in (2.7) throughout the
development of the shear layer. At early times, the perturbation energy grows expo-
nentially as predicted by linear stability analysis. Growth of the normal mode causes
redistribution of vorticity in the shear layer, which leads to a roll-up of the shear layer
(Corcos and Sherman1976). This produces vortex-like ‘core’ or ‘billow’ regions joined by
thin ‘braid’ structures. Fluid is entrained into the core from both sides of the shear layer,
with baroclinic torques intensifying the vorticity in the braid (and elsewhere) when the
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flow is stratified. Soon after the roll-up, perturbation energy peaks as the primary KHI
reaches its ‘saturation point’, which we characterise both by the maximum value of the
perturbation energy, 𝐸max and the time at which this occurs, 𝑡max.
This is the first step in the turbulent transition of a stratified shear layer (Caulfield
and Peltier 2000). In the ocean such a shear layer may develop through the instability
of a larger-scale structure such as an internal wave, but for this simplified setup we treat
KHI as the primary instability. Mashayek and Peltier (2012a) showed that a large range
of secondary instabilities can develop once the saturation point has been reached, and
indeed, depending on the initial perturbation structure, various merging instabilities,
where one billow engulfs or drains its neighbour, can occur before saturation. Such
merging events however, are suppressed at high 𝑅𝑒 by the other secondary instabilities,
justifying our choice of one wavelength for the length of the domain (Mashayek and
Peltier 2013). These secondary instabilities are typically three-dimensional in nature,
and the subsequent energy cascade cannot be realisticallymodelled by two-dimensional
simulations. We therefore restrict our investigation to the growth of the primary insta-
bility, and the variation in the saturation point. As noted in the introduction, we are
interested in the amount of energy ‘stored’ in the primary billow, which would then be
available to secondary instabilities and turbulent transition in a three-dimensional flow.
2.3 Results
2.3.1 Class D: Diffusing shear layers
As mentioned in the introduction, we consider three distinct classes of flow. In the first
class D (runs D1 to D4 in table 2.1), we consider 𝑅𝑒 ∈ [1000, 6000] and 𝑅𝑖𝑚 ∈ [0, 0.2].
We refer to this class as class D since no body forcing is added to the equations of mo-
tion and the shear layer is allowed to diffuse freely. Figure 2.1 shows the variation in
𝐸max and 𝑡max at the saturation point for these simulations. For all these simulations, we
choose the initial amplitude of the perturbation to be 𝐸0 = 10−6 so that the perturba-
tions exhibit an initial period of exponential growth, consistent with our linear stability
calculations. At all 𝑅𝑒, increasing 𝑅𝑖0 (and 𝑅𝑖𝑚) produces a monotonic decrease in 𝐸max
as well as a monotonic increase in 𝑡max. The saturation point is weakly dependent on
𝑅𝑒 at low values of 𝑅𝑖0, with a 4% decrease in 𝐸max between 𝑅𝑒 = 1000 and 6000 at
𝑅𝑖0 = 0.05. The peak energy, 𝐸max, decreases towards zero at higher 𝑅𝑖0, although there
is clearly nontrivial 𝑅𝑒-dependence. When the perturbation amplitude is still relatively
close to 𝐸0, diffusion of the background profiles leads to an increase in 𝑅𝑖𝑚 over time.
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Fig. 2.1 For class D simulations, variation with 𝑅𝑒 and 𝑅𝑖0 of (𝑎) peak energy 𝐸max and
(𝑏) time to saturation 𝑡max.
The primary effect of decreasing 𝑅𝑒 is to speed up this process. As a consequence, at
𝑅𝑖0 = 0.2, decreasing 𝑅𝑒 monotonically decreases 𝐸max and monotonically increases
𝑡max. Furthermore, since we define the perturbation energy as the difference from the
initial velocity and buoyancy profiles defined by 𝑈(𝑧) = 𝐵(𝑧) = tanh(𝑧), diffusion con-
tributes to perturbation growth. This contribution is small compared to 𝐸max except in
the simulation𝑅𝑒 = 1000,𝑅𝑖 = 0.2, for which no clear billow structure develops. In fact,
the ‘saturation point’ plotted in figure 2.1 corresponds to this simulation’s end when the
mean profiles have most diffused.
2.3.2 Class S: Steady shear layers
It is apparent that diffusion influences the ‘saturation point’ by altering the mean veloc-
ity and density profiles, particularly for𝑅𝑖0 ≃ 1/4. To investigate the behaviour at higher
Richardson numbers, we introduce body forces 𝐹𝑈 and 𝐹𝑏 to the equations of motion to
prevent diffusion of the background profiles. The governing equations become
𝜕𝒖
𝜕𝑡 + (𝒖 ⋅ 𝛁)𝒖 = −𝛁𝑝 +
1
𝑅𝑒∇
2𝒖 + 𝑅𝑖0 𝑏 ̂𝒛 + 𝐹𝑈𝒙, (2.8a)
𝜕𝑏
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝑏 =
1
𝑅𝑒𝑃𝑟∇
2𝑏 + 𝐹𝑏, (2.8b)
where setting 𝐹𝑈 = 𝐹𝑏 = 2 tanh(𝑧) sech2(𝑧)/𝑅𝑒 ensures that the initial background pro-
files 𝑈 = 𝐵 = tanh(𝑧) are steady solutions. Crucially, 𝑅𝑖𝑚 of the background flow is
then equal to 𝑅𝑖0 throughout the initial development of the primary instability. We re-
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Fig. 2.2 Snapshots of spanwise vorticity 𝜔 = 𝜕𝑧𝑢 − 𝜕𝑥𝑤 at times 𝑡 = 𝑡max for class S
simulations with: (a) 𝑅𝑖0 = 0; (b) 𝑅𝑖0 = 0.1; and (c) 𝑅𝑖0 = 0.245.
fer to these simulations, whose properties are listed in table 2.1, with 0 ≤ 𝑅𝑖0 ≤ 0.245
as being in class S. Since variations in 𝑅𝑒 have little effect on the subsequent evolution
of the flow, we fix 𝑅𝑒 = 4000. For this class, it is natural to consider the proportion of
the background kinetic energy converted to perturbation (both kinetic and potential)
energy in the primary billow. At the saturation point, we therefore consider the per-
turbation energy density in the centre of the domain 𝐸𝑐 and the kinetic energy of the
background flow 𝐾𝐵, and calculate the ratios
𝑅𝑇 =
𝐸𝑐
𝐾𝐵
= 𝑅𝐾 + 𝑅𝑃 =
𝐸𝐾 + 𝐸𝑃
𝐾𝐵
=
1
2
∫3.5−3.5 ∫
𝐿𝑥
0 𝒖′ ⋅ 𝒖′ + 𝑅𝑖0𝑏′2 d𝑥 d𝑧
𝐿𝑥
2
∫3.5−3.5 tanh
2(𝑧) d𝑧
, (2.9)
where the vertical range is chosen so that it contains all saturated billows, as is demon-
strated in figure 2.2 for three characteristic choices of 𝑅𝑖0 = 0, 0.1 and 0.245. As is
well-known, at higher 𝑅𝑖0, baroclinic effects cause vorticity to become concentrated in
the braid and the height of the billow to decrease (Caulfield and Peltier 2000)
Figure 2.3a demonstrates a decreasingmonotonic relationship between the total per-
turbation energy ratio𝑅𝑇 at the saturation point and𝑅𝑖0. The kinetic energy component
𝑅𝐾 decreases approximately linearly with increasing 𝑅𝑖0, whereas the potential energy
component 𝑅𝑃 varies nonmonotonically, explaining the ‘kink’ in the variation of 𝑅𝑇
with 𝑅𝑖0 at 𝑅𝑖0 ≈ 0.1. Although we suppress diffusion of the background flows, some
mixing still occurs within the billow as it rolls up, altering the mean velocity and buoy-
ancy profiles, contributing approximately 30% of the maximum perturbation energy.
Interestingly, despite the lack of linear perturbation growth at 𝑅𝑖0 = 1/4, the various
scaled perturbation energy ratios 𝑅𝑇 , 𝑅𝐾 and 𝑅𝑃 do not approach zero as 𝑅𝑖0 → 1/4.
Figure 2.3b displays the time 𝑡max to the saturation point for this class, which appears
to diverge as 𝑅𝑖0 → 1/4. Performing linear regression on the logarithmic values of this
plot provides the divergent scaling 𝑡max ∼ (0.25 − 𝑅𝑖0)−5/8. A logarithm-scaled plot of
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for class A simulations as discussed in section 2.3.3.
the data is plotted on the inset axes of figure 2.3b′, highlighting this scaling. Crucially,
it appears impossible to ‘store’ significant energy in a primary saturated billow from
KHI when 𝑅𝑖𝑚 ≲ 1/4, thus calling into question the applicability of the linear marginal
stability concept to the triggering of turbulence in flows with 𝑅𝑖𝑚 ≃ 1/4.
2.3.3 Class A: Accelerating shear layers
Although steady flows with 𝑅𝑖𝑚 ≃ 1/4 appear not to be able to generate substantial
saturated perturbation energy, to test the marginal stability/instability concepts it is
also necessary to investigate whether time-dependent flowswith decreasing Richardson
numbers can lead to energetic billows as 𝑅𝑖𝑚 drops (slightly) below 1/4. To investigate
this issue, we consider the final class A of simulations, which start in a linearly stable
state with 𝑅𝑖0 = 0.26, and are then accelerated by body forcing which lowers 𝑅𝑖𝑚 below
1/4. Precisely, we solve (2.8) by specifying 𝐹𝑏 = 0 (so that buoyancy freely diffuses) and
𝐹𝑈 = (
2
𝑅𝑒 tanh(𝑧)sech
2(𝑧) + 𝛾 tanh(𝑧)) 𝑒𝛾𝑡, (2.10)
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Fig. 2.4 (𝑎) Time series of minimum measured Richardson number ⟨𝑅𝑖𝑚⟩ from unper-
turbed (dashed lines) and growing (solid lines) simulations in the accelerating regime.
The crosses indicate the value of 𝑅𝑖eff for each simulation, at the time 𝑡𝑝. (𝑏) Time series
of predicted growth rate 𝜎𝑞𝑠 from quasi-steady linear analysis (dash-dot lines) and in-
ferred instantaneous growth rate 𝜎𝑖𝑖 as defined in (2.13) (solid lines) for various forcing
rates 𝛾. The time 𝑡𝑝 is defined as the instant when 𝜎𝑖𝑖 is maximum.
which thus has an accelerating background velocity solution 𝑈 = tanh(𝑧)𝑒𝛾𝑡. Here, 𝛾
is a forcing rate, which we prescribe as a constant between 10−5 and 2 × 10−3. Such an
accelerating background flow increases the effective Reynolds number of the flow, lim-
iting our choice of 𝛾 to ensure that all simulations are well-resolved up to the saturation
point.
Figure 2.4a shows the effect of the forcing on the minimummean gradient Richard-
son number ⟨𝑅𝑖𝑚⟩, defined by
⟨𝑅𝑖𝑚⟩(𝑡) = min𝑧 ⟨𝑅𝑖𝑔⟩𝑥(𝑧, 𝑡) = 𝑅𝑖0min𝑧 {
⟨𝜕𝑏/𝜕𝑧⟩𝑥
⟨(𝜕𝑢/𝜕𝑧)2⟩𝑥
} , (2.11)
where ⟨⋅⟩𝑥 denotes a streamwise average. Since no growing normal-mode perturbation
exists for 𝑅𝑖0 = 0.26, the initial profiles are perturbed with the most unstable mode for
𝑅𝑖0 = 0.245 and the length of the domain is set to the corresponding wavelength for
that Richardson number. We also conduct unperturbed simulations for each forcing
rate to track ⟨𝑅𝑖𝑚⟩ of the purely accelerating background flow in the absence of billow
formation, which is plotted with dashed lines on figure 2.4a.
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For comparison we perform a linear stability analysis for a quasi-steady background
flow with 𝑈 = 𝐵 = tanh(𝑧) and midplane Richardson number 𝑅𝑖0 = ⟨𝑅𝑖𝑚⟩(𝑡). The
analysis provides a predicted quasi-steady growth rate 𝜎𝑞𝑠 at each time 𝑡 and forcing
rate 𝛾, as shown in figure 2.4b. Energy is added to the system by the body forcing, so the
appropriate effective perturbation energy is
ℰ𝐸 = 𝐸𝑐[𝒖, 𝑏] − 𝐸𝑐[𝒖, ̂𝑏], (2.12)
i.e. the difference between 𝐸𝑐 for the perturbed (𝒖, 𝑏) and unperturbed (𝒖, ̂𝑏) simula-
tions, where 𝐸𝑐 is defined in (2.9).
If the flow is linearly unstable 𝒖′, 𝑏′ ∼ 𝑒𝜎𝑡, or equivalently ℰ𝐸 ∼ 𝑒2𝜎𝑡. We can there-
fore test the accuracy of the linear stability analysis by calculating an inferred instanta-
neous growth rate from the perturbed nonlinear simulations
1
2ℰ𝐸
𝑑ℰ𝐸
𝑑𝑡 = 𝜎𝑖𝑖. (2.13)
The solid lines on figure 2.4b show this inferred instantaneous growth rate 𝜎𝑖𝑖. Once the
predicted quasi-steady growth rate 𝜎𝑞𝑠 becomes non-zero, the inferred instantaneous
growth rate 𝜎𝑖𝑖 matches the quasi-steady linear prediction 𝜎𝑞𝑠 well for a certain period
of time. For each choice of forcing rate 𝛾, 𝜎𝑖𝑖 reaches a peak at some time 𝑡𝑝 where
nonlinear effects start to become significant, before falling through zero at the satura-
tion point, when the effective perturbation energy ℰ𝐸 is maximum. Interestingly, for
this class of flows, the effective perturbation energy ℰ𝐸 at the instant when the growth
rate peaks is approximately 0.75% of the initial background energy 𝐾𝐵, independent
of the forcing rate. Simulations in class S also appear to deviate from purely ‘linear’
exponential-in-time perturbation growth for a similar ratio of perturbation energy to
background energy 𝐾𝐵. The remaining perturbation growth depends on the effective
Richardson number 𝑅𝑖eff, i.e. the value of ⟨𝑅𝑖𝑚⟩ in the unperturbed flow at the time
instant 𝑡𝑝 when 𝜎𝑖𝑖 reaches its peak value in the (perturbed) simulations, marked with
crosses in figure 2.4a. The maximum value of the appropriately scaled perturbation en-
ergy ℰ𝐸/𝐾𝐵 at the saturation points is plotted (with circles) against 𝑅𝑖eff on figure 2.3a,
showing striking agreement with the simulations in the steady class S. It appears that
the maximum amplitude of the nonlinear billow state is controlled by the minimum
value of 𝑅𝑖𝑔 of the background flow relatively early in the development of the instability
(specifically when nonlinear effects start to reduce the inferred instantaneous growth
rate), and that such maximum amplitude is very small when the relevant 𝑅𝑖0 ≃ 1/4,
even in accelerating flows.
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2.4 Discussion and Conclusions
We have performed three classes of two-dimensional direct numerical simulations of
stratified shear layers susceptible to KHI: class D where the background flow profiles
are free to diffuse; class S where body forcings allow the initial background flow profiles
to be steady solutions of the governing equations; and class Awhere the background ve-
locity profile accelerates. In each class, the saturated amplitude of the nonlinear billow
state decreases as the initial minimum gradient Richardson number, 𝑅𝑖𝑚, increases. In
class D, 𝑅𝑒 becomes important as 𝑅𝑖𝑚 → 1/4 since diffusion of the background flow
increases the Richardson number to a linearly stable value. For class S, where body
forcing keeps 𝑅𝑖𝑚 constant, a clear monotonic relationship arises between 𝑅𝑖𝑚 and the
saturated amplitude of the nonlinear state. The time at which this saturated amplitude
occurs diverges as 𝑅𝑖𝑚 → 1/4, while the saturated amplitude of the billow decreases
to a small but non-zero value. This limit yields flattened billows, as shown in figure
2.2c. It is important to appreciate that these results are not direct consequences of the
Miles–Howard criterion, which only considers the exponential growth of infinitesimal
perturbations on steady, inviscid flows, and not the properties of potentially ensuing
nonlinear states.
We find that the instabilities which develop in the accelerating shear layers of class A
are still, at early times, well-described by quasi-steady linear stability analyses using an
instantaneous Richardson number. The saturated energy of these billows is still consis-
tent with the relationship shown in figure 2.3a, reaffirming that the saturated amplitude
is restricted by 𝑅𝑖𝑚. We find that nonlinear effects become important when a pertur-
bation reaches an amplitude corresponding to 0.75% of the initial background kinetic
energy. This particular percentage is a result of the particular integral limits chosen in
(2.9), but the fact that the value is consistent across the simulations is still significant.
The above results seem inconsistent with the connection betweenmarginally unsta-
ble flow states and the generation or ‘triggering’ of turbulence through unstable linear
normal-mode disturbances. In particular, the application of the Miles–Howard crite-
rion to provide a stability boundary for naturally occurring turbulent shear flows ap-
pears inconsistent with the demonstrated nonlinear development of KHI in laminar
states at high 𝑅𝑒. Indeed, our results are broadly consistent with studies of internal soli-
tary waves, which have similarly suggested that wave breaking requires the minimum
Richardson number in the pycnocline to be below approximately 0.1 (Lamb 2014). We
hypothesise that vigorous energy injection to finite amplitude structures which have the
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potential to trigger turbulent transition requires minimum Richardson numbers within
the flow to be substantially below 1/4.
This hypothesis is not inconsistent with the observations discussed by Thorpe and
Liu (2009) and Smyth andMoum (2013), since we are concernedwith the laminar states
required for turbulent transition rather than the ensuing turbulent flow itself. However,
the use of linear stability analysis by Thorpe and Liu (2009) and Thorpe et al. (2013)
to determine the stability of turbulent shear flows by the Miles–Howard criterion does
not appear valid given our results. Since the nonlinear structures that develop in our
marginally unstable laminar flows are very small and take a long time to saturate, any
linear perturbation in a similarly marginal turbulent flow is likely to be strongly influ-
enced by the surrounding turbulence. This introduces uncertainty to both the devel-
opment of a linear perturbation and the nature of its finite amplitude manifestation as
a nonlinear billow structure. We conclude that the application of marginal stability to
naturally occurring turbulent flows should be based on results concerning the growth
and decay of stratified turbulence around certain Richardson numbers (e.g. Rohr et al.
1988; Zhou et al. 2017), rather than linear stability arguments.
Althoughwe have only performed simulations in a two-dimensional domain, we re-
main confident that our results have relevance to fully three-dimensional realisations of
these flows. By computing the turbulent kinetic energy of the class S simulations, we ob-
tain comparable values at saturation to those found in figure 3b of the three-dimensional
study of Mashayek et al. (2013). The peak energy we get takes slightly higher values
than Mashayek et al. (2013) because of the reduced diffusion keeping the minimum
Richardson number at a lower value in our case. For our highest 𝑅𝑖0 values no three-
dimensional studies have been performed, but Mashayek and Peltier (2012b) found that
the growth rates of all secondary instabilities decrease as 𝑅𝑖0 is increased past 0.12. We
therefore believe that the behaviour of the two-dimensional roll-up is still important at
higher 𝑅𝑖0.
It is important to remember that we have only considered the nonlinear develop-
ment of a linear normal-mode perturbation. As noted in the introduction, Kaminski et
al. (2017) have shown that sufficiently large amplitude perturbations with the structure
of a linear optimal perturbation can still develop into a ‘KH-like’ billow state for flows
with 𝑅𝑖𝑚 as high as 0.4, which may perhaps explain why the maximum energy in figure
2.3a does not tend to zero as 𝑅𝑖𝑚 → 1/4. Indeed, with a specific type of large forcing,
a saturated nonlinear overturning billow structure may possibly develop at 𝑅𝑖𝑚 = 1/4
through a different (and inherently transient, non-normal) mechanism, distinct from
perturbation by a classical normal-mode linear instability.
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Althoughflows in the atmosphere or oceans are farmore complex than those consid-
ered here, our results from time-dependent shear layers (class A) suggest thatminimum
values of 𝑅𝑖𝑔 directly control the saturated amplitude of Kelvin–Helmholtz billows. In
particular, we have shown that the time for the perturbation energy to saturate becomes
very long as 𝑅𝑖𝑚 → 1/4 and the billow amplitude is small in this limit, implying that a
laminar flow in this state is unlikely to become turbulent. For example, using the typi-
cal value 1m for a shear layer half-depth, and velocity difference 2𝑈∗0 = 7.5 × 10−2ms−1
from measurements by van Haren and Gostiaux (2010) to calculate an advective time
scale gives 𝑡max greater than 22 minutes for 𝑅𝑖0 ≥ 0.2. At 𝑅𝑖0 = 0.24, the appropri-
ately scaled saturation time becomes longer than an hour. Further work to examine
the effect of ambient turbulence or internal waves on the saturated billow amplitudes
would be invaluable for quantifying the potential for enhanced mixing and turbulence
of shear-driven overturning structures in the ocean.
2.5 Recent developments
Since the publication of this work in Howland et al. (2018), a number of new pub-
lications have explored the behaviour of shear instabilities close to the threshold of
𝑅𝑖𝑔 = 1/4, and re-evaluated the concept of ‘marginal stability’. We now discuss how
the results presented above connect to these new developments.
Kaminski and Smyth (2019) perform three-dimensional DNS of a stratified shear
layer where the initial condition is perturbed by a field of pre-existing stratified tur-
bulence. The study follows a similar motivation to the stability analysis of Thorpe et al.
(2013), in that stratified shear layers in geophysical scenarios rarely occur in the laminar
environment studied here. In their DNS, Kaminski and Smyth (2019) observe signifi-
cant changes in the billow development as the amplitude of the pre-existing turbulence
is increased, and these changes are most significant at higher values of 𝑅𝑖𝑚. Consistent
with our results, the normalmode instability grows too slowly at 𝑅𝑖𝑚 ≲ 1/4 to overcome
the effect of the pre-existing turbulence, and the ensuing lack of a coherent vortex leads
to a smaller value of mixing efficiency.
Such vortices, as seen in figure 2.2c, are in fact linked to steady solutions of the equa-
tions ofmotion. This is shown by Parker et al. (2019) who use branch continuation to in-
vestigate a system analogous to that used for our class ‘S’ simulations. They find that this
(linearly unstable) branch of solutions even extends slightly beyond the critical value of
𝑅𝑖𝑚 = 1/4, consistent with our result of figure 2.3 showing that the saturation energy
decreases to a small but non-zero value as 𝑅𝑖0 → 1/4. The solution branch undergoes
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a Hopf bifurcation at 𝑅𝑖0 ≈ 0.250127, so the potential for accessing such a state when
𝑅𝑖 > 1/4 is limited. However Parker et al. (2019) note that supercritical behaviour may
become more important for 𝑃𝑟 > 1, and work is ongoing to investigate the behaviour of
the solution branch at more oceanographically relevant values of 𝑃𝑟.
Themore general concept of ‘marginal stability’ for a system continuously forced to-
wards an unstable state has recently been reframed in the framework of self-organized
criticality (SOC) by Smyth et al. (2019). Indeed the classical example of SOC in an
avalanching sandpile provides a useful analogy for describing the cycle of growth and
decay in a stratified flow subject to an externally forced shear. Smyth et al. (2019) also
present a remarkable power law scaling in the distribution of overturn length scales
from the observations of Smyth and Moum (2013) to support this interpretation. Their
justification for using 𝑅𝑖𝑔 = 1/4 as a critical value, however, remains empirical.
SOC rears its head again in the study of turbulence induced by Holmboe instabil-
ity (named after Holmboe 1962) at a relatively sharp density interface. Salehipour et
al. (2018) perform high resolution 3-D DNS of such a stratified shear layer, where the
minimum Richardson number occurs above and below the density interface, not co-
incident with it. Holmboe instability manifests itself through vortices that propagate
horizontally along these regions of low 𝑅𝑖𝑔, and the ensuing turbulence is long-lived
and mixes by ‘scouring’ the interface. The simulations show that the value of 𝑅𝑖𝑔 at the
interface adjusts to 1/4 in such flows, regardless of its initial value, and that the mixing
efficiency in the long-lived turbulence tends to the upper bound of 1/6 used by Osborn
(1980). The distribution of ‘energy containing’ length scales in the flow also exhibits a
power law scaling indicative of SOC behaviour. Although both Salehipour et al. (2018)
and Smyth et al. (2019) describe a self-organisation towards 𝑅𝑖𝑔 = 1/4, the mechanisms
they propose are slightly different. It is not clear whether such a ‘critical’ state should
be best interpreted as a cycle of Kelvin–Helmholtz-style breaking events or the steady
‘scouring’ of a stratified environment akin to Holmboe instability.
Portwood et al. (2019) approach the problem in a different way, by directly simu-
lating the equilibrium state for a flow subject to a constant mean shear. By allowing
the strength of gravity to vary freely through a control system, 𝑅𝑖𝑔 is not prescribed,
but naturally emerges as a constant required to maintain a stationary state. Portwood
et al. (2019) find this constant to be approximately 0.16 for all values of the buoyancy
Reynolds number 𝑅𝑒𝑏 = 𝜀/𝜈𝑁2 simulated. This result may relate to our finding that
significant energy growth is difficult to achieve through linear instabilities when 𝑅𝑖𝑚 is
close to (but still less than) 1/4. The possible self-organized criticality of sheared strati-
fied turbulence around a state of 𝑅𝑖 ≈ 0.16 warrants further investigation.
Chapter 3
Mixing in forced stratified
turbulence
In this chapter, we investigate the effect that different large-scale forcing methods can
have onmixing in a stratified turbulent flow. As discussed in chapter 1, there are a range
of possible mechanisms by which turbulence can be generated or sustained through a
downscale energy cascade in the ocean. We are interested in whether the nature of
the energy transfer from larger scales affects the small-scale properties associated with
turbulent dissipation and mixing. We perform high-resolution three-dimensional sim-
ulations in a triply-periodic cube, and represent the downscale transfer of energy from
scales larger than we can resolve through forcing terms added to the equations of mo-
tion. We compare the flows arising from three different forcing methods that take the
form of vortical modes or internal gravity waves. In these flows, we quantify local corre-
lations between turbulent quantities to investigate appropriate scalings for the mixing
efficiency, and we use wavelets to obtain local energy spectra for dynamically distinct
regions of the domain.
This chapter has recently been published in the Journal of FluidMechanics as How-
land, C. J. et al. (2020), “Mixing in forced stratified turbulence and its dependence on
large-scale forcing”, J. Fluid Mech. 898: A7
3.1 Turbulencemaintained by large-scale forcing in a
stably stratified fluid
We begin with a further discussion of energy transfers in the ocean, introduced in §1.2,
relevant to this chapter. As discussed earlier, the vast majority of energy input to the
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ocean comes from the tides and large-scale surface forcing by winds (Wunsch and Fer-
rari 2004). The closure of the global ocean energy budget however requires dissipation
by viscosity at millimetre scales. A significant fraction of the energy input to the ocean
is dissipated in turbulent boundary layers near the top and bottom of the ocean. En-
ergy that is not dissipated close to these boundaries typically propagates away into the
interior of the ocean as internal gravity waves. For example Waterhouse et al. (2014)
estimate that 69% of the energy input into the internal wave field is not dissipated lo-
cally but is instead dissipated in the interior of the ocean. Away from the boundaries
the empirical Garrett–Munk (GM) spectrum (Munk 1981) describes the distribution of
energy in internal waves well in a surprisingly wide range of oceanic environments. En-
ergy transfer within the large-scale part of the GM spectrum is explained byMüller et al.
(1986) as weakly nonlinear resonant wave-wave interactions.
At high wavenumbers energy in the GM spectrum scales as 𝐸 ∼ 𝑚−2 with vertical
wavenumber 𝑚. This scaling is observed up to a ‘cutoff wavenumber’, beyond which a
vertical energy spectrum of𝑚−3 is measured (Gargett et al. 1981). At yet smaller scales
an inertial range scaling as𝑚−5/3 associated with isotropic turbulence can be observed
with sufficiently high resolution measurements. The intermediate range of scales for
which 𝐸 ∼ 𝑚−3 is sometimes associated with the breaking of internal waves; in par-
ticular that of high-frequency (in the sense of having frequency close to the buoyancy
frequency 𝑁) internal gravity waves (see e.g. Eckermann 1999). Although the funda-
mental breaking mechanisms of internal gravity waves by shear and convective insta-
bilities can be described as in Thorpe (2018), the strongly nonlinear interactions that
transfer energy to and between these small scale waves are less well understood. The
𝑚−3 scaling is readily obtained from dimensional analysis if one assumes that𝑁−1 is the
dominant time scale, leading to 𝐸(𝑚) ∼ 𝐿3𝑇−2 ∼ 𝑁2𝑚−3. This suggests that buoyancy
does indeed have a dominant effect on the dynamics at these scales.
The strongly nonlinear motions at small scales can also be considered as a state of
‘stratified turbulence’, although there is by no means consensus in the oceanographic
and fluid dynamical literature as to what precisely is meant by this term. Often (see for
example Gregg et al. 2018) ‘stratified turbulence’ in an oceanographic context is used to
describe any turbulent flow affected by stratification. In a fluid dynamical context on
the other hand, Riley and Lindborg (2008) use it to describe the particular distinguished
limit of 𝐹𝑟ℎ = 𝑈ℎ/𝑁𝐿ℎ ≪ 1, 𝑅𝑒ℎ = 𝑈ℎ𝐿ℎ/𝜈 ≫ 1 and 𝑅𝑒ℎ𝐹𝑟2ℎ ≫ 1 (where 𝑈ℎ and 𝐿ℎ are
horizontal velocity and length scales and 𝜈 is the kinematic viscosity of the fluid). This
particular regime is also referred to as “strongly stratified turbulence” (Brethouwer et
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al. 2007; Maffioli 2017; Zhou and Diamessis 2019) or alternatively “layered anisotropic
stratified turbulence” (Falder et al. 2016).
Furthermore turbulence in the stratified ocean interior is strongly intermittent in
both space and time. Baker and Gibson (1987) show that turbulent dissipation rates
are often lognormally distributed, which leads to regions of high stratification such as
the thermocline exhibiting the highest intermittency. This presents a great challenge in
sampling the ocean to determine the nature of turbulent flows relevant to mixing in the
stratified ocean.
If turbulence is generated in a stratified fluid without a source of sustaining energy,
the energetics of its decay inevitably become affected by the stratification at leading or-
der. The energy cost associated with raising dense fluid up leads to an anisotropic decay
of the vertical velocity (Riley and Lelong 2000). Billant and Chomaz (2001) exploit such
inevitable anisotropy in the flow velocity to identify a self-similar inviscid regime in the
strongly stratified limit of 𝐹𝑟ℎ = 𝑈ℎ/𝑁𝐿ℎ → 0. This self-similar scaling suggests that
vertical scales adjust so that 𝐿𝑣 ∼ 𝑈ℎ/𝑁 and the flow becomes dominated by horizontal
motion that varies vertically on this scale. Increasingly high resolution numerical sim-
ulations have been used to study the decay of an initially isotropic and homogeneous
turbulent state subject to a background stratification (Maffioli and Davidson 2016; de
Bruyn Kops and Riley 2019). After approximately one buoyancy period these flows do
indeed become anisotropic and adjust to this vertical length scale predicted by Billant
and Chomaz (2001). Although the 𝐸 ∼ 𝑁2𝑚−3 vertical spectrum is consistent with the
self-similar regime, the numerical studies of decaying stratified turbulence have thus far
been unable to replicate it clearly.
To investigate the properties of stratified turbulence in a statistically steady state,
it seems sensible to apply body forcing to the governing equations with the aim of re-
moving the transient dynamics of turbulent decay. It also seems natural to force flows
at the large scale and then hope to rely on the net downscale cascade to transfer en-
ergy to small dissipative scales such that the total dissipation matches the energy input
from the forcing. Stochastic forcing of large-scale vortical modes has often been imple-
mented to study anisotropic stratified turbulence dominated by horizontal motion (e.g.
Waite and Bartello 2004; Brethouwer et al. 2007; Maffioli et al. 2016). This approach has
the advantage of not imposing a vertical length scale on the flow, allowing the predicted
length scale 𝑈ℎ/𝑁 to emerge spontaneously. Furthermore, a recent study implement-
ing this forcing by Maffioli (2017) replicates the predicted 𝑁2𝑚−3 energy spectrum by
considering only large horizontal scales of the flow. The forcing does not force vertical
shear directly but is thought to enhance small existing vertical gradients through the so
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called ‘zigzag’ instability, first identified by Billant and Chomaz (2000a,b). It is unclear
how relevant these vortically-dominated flows are for small-scale mixing in the ocean.
In particular, the lack of significant vertical motion is inconsistent with the breaking
of high-frequency internal gravity waves. A recent study by Kunze (2018) however sug-
gests a new interpretation of oceanic spectra, where strongly anisotropic patches of strat-
ified turbulence may be generated from finescale near-inertial waves. It is therefore of
interest to compare flows forced by vortical modes with flows forced by internal gravity
waves. Waite and Bartello (2006) implement such forcing in hyperdiffusive simulations
at moderate numerical resolution, but do not reach their aim of reproducing the𝑁2𝑚−3
energy spectrum. It is important to recognise that although the forcing of vorticalmodes
or internal waves is applied at the large scale in these turbulence studies, the forced scale
is in fact very small in the context of a geophysical energy spectrum.
For determining mean transport of relevant oceanic tracers we are primarily con-
cerned with irreversible mixing, related to changes in background potential energy by
Winters et al. (1995) and Peltier and Caulfield (2003). Investigating such irreversible
mixing in stratified turbulence requires accurate resolution of dissipation scales through
direct numerical simulation (DNS). Many of the forced studies mentioned above rely on
large eddy simulation or hyperdiffusion to prevent energy building up at small scales,
and it is only recent studies that have used DNS to investigate these flows (e.g. Almalkie
and de Bruyn Kops 2012; Portwood et al. 2016; Maffioli et al. 2016; Maffioli 2017).
The small-scale nature of irreversible turbulentmixing inevitably requires the devel-
opment and use of relatively simple parameterization models to estimate mixing from
both observations and large-scale circulation models. As outlined in Gregg et al. (2018)
an appropriate definition of a mixing efficiency 𝜂 is required for inferring and parame-
terizingmixing in such scenarios, but there is disagreement between numerical studies,
laboratory experiments and observational estimates regarding both the precise defini-
tion of 𝜂 and also its functional dependence on other flow parameters. In shear-driven
flows susceptible to Kelvin–Helmholtz instability, a mixing efficiency defined in terms
of volume-averaged irreversible rates of increase of potential energy and turbulent vis-
cous dissipation rate 𝜀 has been shown to depend non-monotonically on the gradient
Richardson number 𝑅𝑖𝑔 = 𝑁2/𝑆2, the ratio of the local buoyancy frequency 𝑁 to the
local vertical shear 𝑆, defined formally below (Mashayek et al. 2013). However a recent
study by Portwood et al. (2019) shows that homogeneously sheared stratified turbulence
equilibrates to a constant value of 𝑅𝑖𝑔, with the mixing efficiency also appearing to be
independent of the buoyancy Reynolds number 𝑅𝑒𝑏 = 𝜀/𝜈𝑁2, where 𝜈 is the kinematic
viscosity of the fluid. In the absence of a dominant mean shear, Maffioli et al. (2016)
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and Garanaik and Venayagamoorthy (2019) instead construct theoretical scalings for
the mixing efficiency in terms of a turbulent Froude number 𝐹𝑟 = 𝜀/(𝑁𝒦′), where 𝒦′
is the turbulent kinetic energy (density). Indeed, the equilibrated flows considered by
Portwood et al. (2019) converged to a constant value of 𝐹𝑟, and it is still an open question
whyflows forced in thismanner tune to constant values of𝑅𝑖𝑔, 𝐹𝑟 andΓ. This plethora of
potential dimensionless parameters highlights the challenge in parameterizing mixing
and the need to test how generically these parameterizations apply in different flows.
In this study we aim to determine the effects on irreversible mixing (quantified by
an appropriately defined efficiency) of changing the large-scale forcing applied to a
stratified fluid. We are particularly interested in how the ‘breaking’ of internal grav-
ity waves modulates mixing in stratified turbulence compared to themixing occuring in
flows forced by vortical modes. We investigate the mechanisms by whichmixing occurs
through probing the energetics of our numerical simulations. We then relate the dif-
ferences in these mechanisms to changes in the ‘mixing efficiency’ defined both locally
and globally through appropriate averaging in space and time. The rest of this paper is
organised as follows. In §3.2 the energetics of the governing equations are discussed in
the context of mixing and its parameterization. §3.3 outlines our numerical model and
the setup of our simulations, providing details of the initial condition and body forc-
ing used. §3.4 presents analysis of the simulation results, focusing on key properties
of the statistically quasi-steady states that arise in each case. Finally we conclude and
discuss the implications of our results for the parameterization of irreversible mixing in
the ocean in §3.5.
3.2 Mixing and energetics in a triply-periodic domain
We consider an incompressible fluid with a velocity field 𝒖(𝒙, 𝑡) and a buoyancy field
determined by a perturbation 𝜃(𝒙, 𝑡) to a constant background linear stratification. We
apply the Boussinesq approximation that density changes are negligible compared to the
mean density and furthermore assume that the associated buoyancy field has a linear
equation of state and hence satisfies an advection-diffusion equation. The flow is thus
governed by the Navier–Stokes equations in the form
𝛁 ⋅ 𝒖 = 0, (3.1)
𝜕𝒖
𝜕𝑡 + (𝒖 ⋅ 𝛁)𝒖 = −𝛁𝑝 +
1
𝑅𝑒∇
2𝒖 + 𝑅𝑖0𝜃 ̂𝒛 + 𝑭𝒖, (3.2)
𝜕𝜃
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝜃 =
1
𝑅𝑒𝑃𝑟∇
2𝜃 − 𝑤 + 𝐹𝜃, (3.3)
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where we have non-dimensionalised the equations using length and velocity scales 𝐿0
and𝑈0, and ̂𝒛 is the unit vector in the vertical direction. The buoyancy perturbation has
also been non-dimensionalised by 𝑔Δ𝜌/𝜌0 where Δ𝜌 is the scale of density perturba-
tions. External forcing acting on the velocity and buoyancy fields are denoted by 𝑭𝒖 and
𝐹𝜃, the precise forms of which are detailed in the next section. The three dimension-
less parameters in the equations are the Reynolds number, Prandtl number and bulk
Richardson number
𝑅𝑒 = 𝐿0𝑈0𝜈 , 𝑃𝑟 =
𝜈
𝜅, 𝑅𝑖0 =
𝑔Δ𝜌𝐿0
𝜌0𝑈02
= 𝑁0
2𝐿02
𝑈02
, (3.4)
where 𝜈 is the kinematic viscosity, 𝜅 is the density diffusivity, and 𝜌0 is the mean den-
sity. The constant background buoyancy gradient is 𝑔Δ𝜌/𝜌0𝐿0, which can be used to
define 𝑁0 = √𝑔Δ𝜌/𝜌0𝐿0 as a background buoyancy frequency. Since Δ𝜌 also acts as
the dimensional scale for density perturbations, the Boussinesq approximation requires
that Δ𝜌 ≪ 𝜌0. For clarity, the full dimensional density field will be written as
𝜌∗ = 𝜌0 − Δ𝜌 [𝑧 + 𝜃(𝒙, 𝑡)] (3.5)
in this formalism, where 𝑧 = 𝑧∗/𝐿0 and 𝑧∗ are respectively the dimensionless and di-
mensional vertical coordinates.
Stably stratifiedflows are commonly anisotropic, with horizontal length scalesmuch
larger than vertical length scales. When analysing these flows, it is therefore natural
to consider the decomposition of the velocity and buoyancy fields into horizontally-
averaged mean quantities and perturbations from them. We will use the following no-
tation, denoting mean quantities with an overbar and perturbations with a prime, i.e.
𝑓(𝒙, 𝑡) = 𝑓(𝑧, 𝑡) + 𝑓′(𝒙, 𝑡), 𝑓(𝑧, 𝑡) = 1𝐿𝑥𝐿𝑦
∫
𝐿𝑥
0
∫
𝐿𝑦
0
𝑓(𝒙, 𝑡) d𝑥 d𝑦. (3.6)
Taking a horizontal mean of the incompressibility condition (3.1) gives 𝜕𝑤/𝜕𝑧 = 0, so if
𝑤 = 0 initially then it remains zero for all time. From now on, we will assume that this
is the case and hence that the mean velocity 𝒖(𝑧, 𝑡) = (𝑢, 𝑣, 0) is purely horizontal.
In this paper we consider flow in a triply-periodic domain, which allows us to con-
struct simple equations for the energy of the system from (3.2) and (3.3). Implementing
the decomposition (3.6) yields four energy quantities of interest: the kinetic and po-
tential energies (per unit mass) associated with both the mean and perturbation fields,
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namely
𝒦 = 12 ⟨|𝒖|
2⟩ , 𝒦′ = 12 ⟨|𝒖′|
2⟩ , (3.7)
𝒫 = 𝑅𝑖02 ⟨𝜃
2
⟩ , 𝒫′ = 𝑅𝑖02 ⟨𝜃′
2⟩ , (3.8)
where ⟨⋅⟩ denotes a volume average. This positive semi-definite form of potential en-
ergy is valid since 𝜃 is a departure from a linear background profile. Motivated by the
‘pancake vortices’ description of stratified turbulence, we refer to 𝒦′ as the turbulent
kinetic energy and to 𝒫′ as the turbulent potential energy. Since 𝑤 = 0 and ⟨𝒖⟩ = 0,
the mean kinetic energy 𝒦 is often associated with what are conventionally referred
to as “shear modes”, and there is a body of literature investigating its development in
stratified turbulence (e.g. Smith and Waleffe 2002; Augier et al. 2015).
Multiplying (3.2) and (3.3) by the velocity and buoyancy fields respectively leads to
the following evolution equations for the energy:
𝑑𝒦
𝑑𝑡 = −𝑆𝑝 − 𝜀,
𝑑𝒦′
𝑑𝑡 = 𝑆𝑝 − 𝜀′ + 𝒥 + 𝑃𝐾 , (3.9)
𝑑𝒫
𝑑𝑡 = −𝑁𝑝 − 𝜒,
𝑑𝒫′
𝑑𝑡 = 𝑁𝑝 − 𝜒′ − 𝒥 + 𝑃𝑃. (3.10)
The terms on the right hand side of these equations act as inputs, exchanges and outputs
of energy for the system as sketched in figure 3.1 and detailed below.
The rate at which energy is dissipated by the flow is quantified by the expressions
𝜀 = 1𝑅𝑒 ⟨
|||
𝜕𝒖
𝜕𝑧
|||
2
⟩ 𝜀 = 1𝑅𝑒 ⟨
𝜕𝑢𝑖′
𝜕𝑥𝑗
𝜕𝑢𝑖′
𝜕𝑥𝑗
⟩ , (3.11)
𝜒 = 𝑅𝑖0𝑅𝑒𝑃𝑟 ⟨
|
|
|
𝜕𝜃
𝜕𝑧
|
|
|
2
⟩ 𝜒 = 𝑅𝑖0𝑅𝑒𝑃𝑟 ⟨
𝜕𝜃′
𝜕𝑥𝑗
𝜕𝜃′
𝜕𝑥𝑗
⟩ , (3.12)
where 𝜀 is commonly known as the turbulent kinetic energy (TKE) dissipation rate. It is
important to appreciate that these various rates are defined in terms of volume averages
over the whole computational domain.
Energy can be exchanged between kinetic and potential energy through the buoy-
ancy flux 𝒥. Since we have assumed that the mean flow is purely horizontal, this ex-
change can only take place between the turbulent energies𝒦′ and 𝒫′. The small-scale
turbulence instead interacts with the mean flow via the turbulent shear production 𝑆𝑝,
and by an analogous term that appears in the potential energy equations which we refer
46 Mixing in forced stratified turbulence
𝜀′ 
Shear
production
Buoyancy
flux
Buoyancy
production
DISSIPATION
POWER
𝜀   𝜒′ 𝜒 
 𝒦′ 𝒦  𝒫  𝒫′ 𝒥 𝑆𝑝 𝑁𝑝 
𝑃𝒦 𝑃𝒫 
Fig. 3.1 Schematic detailing the energy pathways
to as buoyancy production 𝑁𝑝. The three energy exchange terms are defined
𝒥 = 𝑅𝑖0 ⟨𝑤′𝜃′⟩ , 𝑆𝑝 = −⟨𝑤′𝒖′ ⋅
𝜕𝒖
𝜕𝑧 ⟩ , 𝑁𝑝 = −𝑅𝑖0 ⟨𝑤′𝜃′
𝜕𝜃
𝜕𝑧⟩ . (3.13)
The energy input provided by the forcing is prescribed to not act directly on the mean
flow, so the energy input rates only appear in the perturbation energy equations and are
defined as
𝑃𝐾 = ⟨𝒖′ ⋅ 𝑭𝒖⟩ , 𝑃𝑃 = 𝑅𝑖0 ⟨𝜃′ 𝐹𝜃⟩ . (3.14)
This is consistent with the forcing terms used in our numerical simulations.
In the formulation, we have chosen to retain flexibility to force both the velocity and
buoyancy fields. In particular, whether or not the buoyancy field has explicit forcing
has important implications for the energy budget of a quasi-steady turbulent state when
𝑑𝒫′/𝑑𝑡 ≈ 0. It is worth noting that in the flows considered by this study the buoyancy
production 𝑁𝑝 is typically much smaller than the other terms on the right hand side
of (3.10), so if there is no buoyancy forcing then the turbulent potential energy budget
reads
0 ≈ −𝜒′ − 𝒥, (3.15)
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in a steady state. Since 𝜒′ is positive semi-definite this implies that 𝒥 ≤ 0 and so the
buoyancy flux acts to transfer energy from kinetic to potential. When 𝐹𝜌 ≠ 0 this re-
striction is not enforced, and we will investigate the effect of introducing buoyancy forc-
ing on the energy pathways later on. This flexibility is also physically motivated since
nonlinear interactions between internal gravity waves can transfer kinetic and potential
energy across spatial scales.
As noted in the introduction, we are interested in defining an appropriatemeasure of
the ‘efficiency’ of mixing. We would wish to define an instantaneous mixing efficiency
𝜂 as the proportion of energy lost by turbulence that leads to irreversible mixing. In our
triply-periodic domain it is difficult to unambiguously define a background potential
energy quantity as is used to quantify irreversible mixing in, for example, Peltier and
Caulfield (2003). We therefore treat 𝒫′ as a proxy for available potential energy and
use 𝜒′ (as defined in (3.12)) to quantify the irreversible loss of 𝒫′ that leads to mixing,
yielding
𝜂 ≔ 𝜒′𝜒′ + 𝜀′ , (3.16)
as the expression for mixing efficiency. We shall revisit how well 𝜒′ approximates irre-
versible mixing in these flows in chapter 5, where we develop a self-consistent method
for quantifying available potential energy and diapycnal mixing in triply-periodic sys-
tems. For now we assure the reader that this extended analysis leaves the conclusions
presented in the current chapter essentially unchanged.
The denominator 𝜒′+ 𝜀′ of (3.16) represents the total instantaneous energy lost due
to turbulence, and specifically excludes any laminar diffusion of the mean flow through
𝜒 or 𝜀. We focus onmixing by turbulence because geophysical flows will typically occur
at much larger Reynolds numbers than we can accurately simulate, leading to negligi-
ble laminar diffusion. Even at our modest 𝑅𝑒 the results are qualitatively unchanged
by including the dissipation of the mean flow, with the average mixing efficiency only
decreasing by between 4% and 8% across the simulations.
The mixing efficiency 𝜂 is closely related to Γ, the turbulent flux coefficient com-
monly used in oceanography to infer measures of mixing from observations. The orig-
inal definition of Osborn (1980) postulates a linear relationship between the buoyancy
flux and the turbulent dissipation rate in a quasi-steady state of fully-developed turbu-
lent flow, with Γ as the constant of proportionality. However, since we are considering
flows where the buoyancy flux may well have a significant reversible component asso-
ciated with internal waves, we believe it is more appropriate to define Γ in terms of the
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ratio between 𝜒′ and 𝜀′, so that
Γ ≔ 𝜒′𝜀′ =
𝜂
1 − 𝜂. (3.17)
Recent stratified turbulence studies byMaffioli et al. (2016) and Garanaik and Venayag-
amoorthy (2019) have derived scalings for such a defined Γ in terms of the turbulent
Froude number
𝐹𝑟 ≔ 𝜀′
𝑅𝑖01/2𝒦′
. (3.18)
In the strongly stratified regime associated with 𝐹𝑟 ≪ 𝑂(1) the scalings and associated
simulations suggest that Γ is independent of 𝐹𝑟. Although this might be thought to
provide some justification for the use of a constant Γ to infer mixing in geophysical
flows, there is most definitely no consensus in the fluid dynamical community as to
what value Γ takes in this regime, the region of validity of the regime, or indeed the
variability of Γ outside of this regime.
In particular, there is an alternative approach to parameterizaion based around the
argument that the appropriate parameter to use is the buoyancy Reynolds number
𝑅𝑒𝑏 ≔
𝜀′𝑅𝑒
𝑅𝑖0
, (3.19)
(see for example Monismith et al. 2018), which can be considered to quantify how ‘en-
ergetic’ the turbulence is. Monismith et al. (2018) present data from numerical sim-
ulations and energetic nearshore flow observations that suggest the mixing efficiency
scales as 𝜂 ∼ 𝑅𝑒−1/2𝑏 when the flow is ‘energetic’, which may also loosely be thought of
as being weakly stratified, defined as 𝑅𝑒𝑏 > 𝑂(100).
Monismith et al. (2018) still support the hypothesis that Γ is constant in strongly
stratified flows with 𝑅𝑒𝑏 < 𝑂(100), taking an approximate value of 0.2, although we
caution associating smaller values of 𝑅𝑒𝑏 with ‘strong’ stratification, as smaller values
of 𝑅𝑒𝑏 should really be considered to be associated with flows which are viscously dom-
inated, or at least viscously affected. Gregg et al. (2018) also argue in favour of using
the estimate Γ ≃ 0.2 which dates back to the early parameterization of Osborn (1980).
They however caution the use of 𝑅𝑒𝑏 as a sole parameter for the functional dependence
of Γ, and note that the turbulence produced by internal waves typically has 𝑅𝑒𝑏 ≲ 200,
where Γ is thought to be constant. Indeed, it is not at all clear at the moment whether
the independence of Γ with respect to 𝐹𝑟 when 𝐹𝑟 ≪ 1 is in any way associated with
the classic empirically useful estimate that Γ ≃ 0.2, not least because it is exceptionally
computationally challenging to consider flows with 𝐹𝑟 ≪ 1 and larger values of 𝑅𝑒𝑏.
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Since we are primarily concerned with internal wave-driven mixing in the open
ocean, we choose to focus on ‘strongly stratified’ flows associated with 𝐹𝑟 ≪ 𝑂(1),
rather than classifying flows in terms of 𝑅𝑒𝑏. Even in this regime, there are still dis-
crepancies in the value of Γ between observations and numerical simulations. Maffioli
et al. (2016) find a trend towards the constant value of Γ = 0.33 from their simulations
of forced stratified turbulence, and simulations of decaying stratified turbulence by de
Bruyn Kops and Riley (2019) have shown sustained values of Γ as large as 0.54. Under-
standing how these discrepancies may arise is vital if we hope to relate these numerical
studies to observed mixing in the ocean.
One issue in comparing observationswith these scaling arguments is that𝐹𝑟 is rarely
recorded and requires simultaneousmeasurement ofmultiple turbulent quantities. Ob-
servationally it is easier to obtain the fundamental length scales named after Ellison and
Ozmidov, defined as
𝐿𝐸 ≔
𝜌∗rms
||𝜕𝜌∗/𝜕𝑧||
, 𝐿𝑂 ≔ (
𝜀
𝑁3 )
1/2
. (3.20)
For example Ivey et al. (2018) use a mixing length model to infer diapycnal diffusivity
from𝐿𝐸 and themean shearmeasured bymoorings. They find good agreementwithmi-
crostructure measurements, but it is unclear whether this estimate would work well in
regions where the background state is dominated by the internal wave spectrum rather
than a mean shear. Ivey and Imberger (1991) use 𝐿𝐸/𝐿𝑂 more generally to infer 𝐹𝑟,
and therefore determine whether a flow is strongly turbulent or significantly affected by
stratification. Many observational studies however assume that these length scales are
approximately equal, as originally postulated by Dillon (1982), based on limited experi-
mental data and due to restrictions in measurement equipment. A detailed comparison
of these length scales in the thermocline can be found in Moum (1996).
3.3 Forced numerical simulations
Weuse theDiablo software (Taylor 2008) to perform three-dimensional numerical sim-
ulations of equations (3.1)-(3.3). The software implements pseudo-spectral methods to
calculate spatial derivatives and a third-order Runge–Kutta scheme for time stepping.
The equations are solved in a cubic domain of length 2𝜋 represented by a uniformly-
spaced grid of 10243 points. A 2/3 rule is applied for dealiasing the calculation of non-
linear terms. Periodic boundary conditions are applied in every direction to the velocity
and buoyancy fields 𝒖 and 𝜃. Recall that 𝜃 represents the buoyancy perturbation so
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Table 3.1 Input parameters for the numerical simulations.
𝑅𝑒 𝑅𝑖0 𝑃𝑟 𝐿𝑥, 𝐿𝑦, 𝐿𝑧 𝑁𝑥, 𝑁𝑦, 𝑁𝑧 𝑃𝐾 + 𝑃𝑃
104 1 1 2𝜋 1024 10−3
periodicity in the vertical does not contradict our use of a stable background buoyancy
gradient. Table 3.1 summarises the input parameters used across all simulations.
Motivated by the existence of a background internal wave field in the ocean, we con-
struct the initial condition for the simulations as follows. Computational constraints
mean that we cannot resolve the range of scales required to represent a full Garrett–
Munk (GM) spectrum in our domain. We therefore take an approach similar to that of
Furue (2003) to construct an initial state where the large scales of the flow field are rep-
resentative of the small-scale portion of the GM spectrum as defined by Munk (1981).
To obtain the desired vertical energy spectrum of 𝐸 ∼ 𝑚−2 we need to account for waves
with horizontal wavelengths larger than the domain. Furue (2003) achieves this by in-
tegrating the GM spectrum over small horizontal wavenumbers to obtain a shear flow
containing all of the ‘missed’ energy. We simply define the initial shear as a sum of shear
modes 𝒖0 ∼
𝐴
𝑚
𝑒𝑖𝑚𝑧 that give an energy spectrum of 𝑚−2. The shear modes are large-
scale in the domain and are thus limited to𝑚 ≤ 𝑚𝑐 = 7. Each shear mode is randomly
phased, and the total energy in this component is normalised such that the mean gradi-
ent Richardson number 𝑅𝑖𝑔 = 𝑅𝑖0/⟨𝑆2⟩ is equal to 𝑅𝑖0. Here 𝑆2 = (𝜕𝑢/𝜕𝑧)
2+ (𝜕𝑣/𝜕𝑧)2 is
the dimensionless squared shear, and ⟨⋅⟩ denotes a volume average (simply equivalent
to a vertical average in this case). The shear component is complemented by a collection
of randomly-phased internal waves that satisfy the three-dimensional GM energy spec-
trum 𝐸(𝒌) defined in Furue (2003). These waves contribute 10% of the initial energy
and are non-zero for |𝒌| ≤ 7.
We numerically integrate the system for approximately 20 time units without body
forcing to allow initial transient dynamics to dissipate, and for the associated dissipation
rate to reach its maximum value. From this state we perform three simulations, each
with a different form of body forcing applied. All three types of forcing can be expressed
as
𝑭𝒖 = ∑
2.5≤|𝒌|≤3.5
𝜅≠0
𝑭𝒖(𝒌)𝑒𝑖𝒌⋅𝒙, 𝐹𝜃 = ∑
2.5≤|𝒌|≤3.5
𝜅≠0
𝐹𝜃(𝒌)𝑒𝑖𝒌⋅𝒙, (3.21)
where 𝒌 = (𝑘, 𝑙,𝑚) is the wave vector and 𝜅 = √𝑘2 + 𝑙2 is the horizontal wavenumber.
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The first type of forcing we consider is that used by Maffioli (2017). We refer to this
forcing as case H since the forcing acts purely on the horizontal components of velocity
and therefore 𝐹𝑤 = 𝐹𝜃 = 0. Forcing H is representative of vertically-uniform ‘vortical
modes’ with (𝐹𝑢, 𝐹𝑣) ∝ (𝑙, −𝑘) and the modes being non-zero only when 𝑚 = 0. Each
mode is randomly phased at every time step.
The other two types of forcing are intended to be representative of flows induced by
internal gravity waves, with the forcing components satisfying the internal wave polar-
isation relations
(𝐹𝑢, 𝐹𝑣) = 𝒜
(𝑘, 𝑙)𝑚
𝜅|𝒌| , 𝐹𝑤 = −𝒜
𝜅
|𝒌| , 𝐹𝜃 = 𝒜
𝑖
𝑅𝑖01/2
. (3.22)
We denote one variant of this forcing as case R where the phase of the complex ampli-
tude 𝒜 for each mode is chosen randomly at every time step. The final type of forcing
represents energy input from a propagatingwave field and we refer to it as case P. In this
case the phase of each𝒜 is shifted at time 𝑡 by−𝜔𝑡where the frequency𝜔 is determined
by the linear internal gravity wave dispersion relation, which in our nondimensionali-
sation is given by
𝜔 = 𝑅𝑖
1/2
0 𝜅
|𝒌| . (3.23)
To ensure that the dissipation rates are comparable across the simulations, we en-
force the total energy input rate 𝑃𝐾 + 𝑃𝑃 to be constant. We normalise the amplitude of
the forcing at each time step to achieve the constant energy input rate shown in table
3.1. We also use the ‘constant power minimal forcing’ method from Maffioli (2017) to
avoid large artificial energy inputs arising from discrete time-stepping. Each simulation
is run for a total of 150 time units.
3.4 Results
3.4.1 Flow structure
After the initial transient dynamics and a further adjustment period in each case that
lasts until 𝑡 ≈ 50, the turbulence characterised by 𝒦′ and 𝒫′ reaches a quasi-steady
state. Table 3.2 details turbulent quantities calculated for these quasi-steady regimes.
The values highlight a key difference between the horizontally-forced simulation (case
H) and the wave-forced simulations (case R and case P). The turbulent potential energy
𝒫′ is much larger in the wave-forced cases than in case H, and this coincides with a
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Table 3.2 Volume-averaged quantities as defined in section 3.2 further averaged in
time for 𝑡 > 50 for each numerical simulation. Note that the volume-averaged buoy-
ancy Reynolds number is given by 𝑅𝑒𝑏 = 𝜀′ × 104 when using the chosen non-
dimensionalisation.
Simulation 𝒦′ 𝒫′ 𝜀′ 𝜒′ Γ 𝐹𝑟
H (vortical) 1.17 × 10−2 2.11 × 10−3 7.48 × 10−4 2.77 × 10−4 0.370 6.40 × 10−2
R (waves) 1.45 × 10−2 1.02 × 10−2 4.64 × 10−4 2.40 × 10−4 0.518 3.19 × 10−2
P (waves) 1.18 × 10−2 7.56 × 10−3 5.14 × 10−4 2.55 × 10−4 0.496 4.36 × 10−2
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Fig. 3.2 Snapshots in the 𝑥-𝑧 plane at the midpoint of the computational domain of the
total buoyancy field 𝑏 = 𝑧 + 𝜃 at 𝑡 = 150 for flows forced by: (𝑎) horizontal motions
(caseH); (𝑏) internal waveswith randomphases (case R); (𝑐) propagating internal waves
(case P).
reduction in the TKE dissipation rate 𝜀′. The value of 𝜒′ is remarkably consistent across
the simulations, resulting in a larger value of Γ that is associated with more efficient
mixing in cases R and P. All simulations exhibit values of the turbulent Froude number
𝐹𝑟 that suggest the flow is in a stratification-dominated regime, i.e. 𝐹𝑟 ≪ 1.
Figure 3.2 shows contours of the buoyancy field in the vertical plane 𝑦 = 0 at the
final time of each simulation. These provide visual evidence of the qualitative difference
between the wave-forced and horizontally-forced flows. In case H we observe mostly
flat isopycnals except where there are small-scale overturns in the centre of the domain,
suggestive of mixing driven by local shear instabilities. This contrasts with the wave-
forced cases where we observe large vertical displacement of the isopycnals throughout
the domain. Regions of statically unstable stratification typically occur through larger-
scale overturnings than in case H, suggesting (perhaps unsurprisingly) that convective
mechanisms may be more important for mixing in the wave-forced regime.
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Fig. 3.3 Evolution with time of the volume-averaged kinetic energy 𝒦′ (solid line) and
potential energy 𝒫′ (dashed line) for the simulations with: case H forcing (blue lines);
case R forcing (green lines); and case P forcing (red lines).
3.4.2 Volume-averaged quantities
Figure 3.3 shows time series of the turbulent energy quantities𝒦′ and𝒫′ from each sim-
ulation. The energy time series for cases R and P (green and red lines) exhibit prominent
oscillations that are absent in case H (blue lines). These oscillations can be attributed to
internal waves exchanging energy between the kinetic and potential reservoirs. Since
this oscillating buoyancy flux dominates the turbulent energy budgets (3.9) and (3.10),
we consider the cumulative effect of each term in the energy budget rather than their
instantaneous values. Figure 3.4 plots these cumulative (i.e. time-integrated) contri-
butions over the period 𝑡 > 20, when forcing is active in each simulation. This figure
reveals another key difference between case H and the wave-forced cases R and P. The
buoyancy flux 𝒥 in case H is negative and acts to transfer energy from kinetic energy to
potential energy. This is in some sense inevitable as the buoyancy fluxmust balance the
dissipation 𝜒′ in the potential energy budget. In contrast, cases R and P have a positive
mean buoyancy flux acting to transfer energy from the potential energy to the kinetic
energy. This different energy pathway is consistent with the significant influence of
the convective overturning apparent in figures 3.2b and 3.2c. Locally these large over-
turns contain excess potential energy that is transferred to kinetic energy as the locally
unstable buoyancy gradient drives a flow.
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Fig. 3.4 Variation with time (after 𝑡 = 20when the forcing is switched on) of cumulative
(time-integrated) budget terms from the kinetic energy budget (top row) and the poten-
tial energy budget (bottom row) as defined in (3.11)-(3.14) for the simulations associated
with: (𝑎), (𝑑) case H; (𝑏), (𝑒) case R; and (𝑐), (𝑓) case P.
Figure 3.5a shows time series for the dissipation rates of kinetic energy (i.e. 𝜀′) and
potential energy (i.e. 𝜒′) for the various simulations. As noted before, the late-time
value of 𝜒′ is similar for all three simulations, whereas the value of 𝜀′ is lower in the
wave-forced cases R and P than in the horizontally-forced case H. This leads to a higher
mixing efficiency 𝜂 andmixing coefficient Γ in the simulations R and P, as shown by the
time series in figure 3.5b.
We recall that the total energy input rate due to the forcing is set to 𝑃𝐾 + 𝑃𝑃 = 10−3,
and so in a steady statewe expect the total turbulent dissipation 𝜀′+𝜒′ to equal this value
as well. The differing values of 𝜀′ between the wave-forced cases and case H actually
mean that the total dissipation is greater than the total energy input for simulation H,
whereas the opposite is true for simulations R and P. This difference is related to how
the waves and turbulence interact with the horizontally-averaged mean flow. By in-
specting the time series of the cumulative shear production 𝑆𝑝 in figures 3.4a-c, we find
that energy is extracted from the mean flow in case H. Conversely in the wave-forced
flows, the mean flow extracts energy from the perturbation fields. Therefore, despite
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Fig. 3.5 Variation with time of: (𝑎) the turbulent dissipation rates 𝜀′ (solid lines) and 𝜒′
(dashed lines); (𝑏) instantaneous mixing coefficient Γ = 𝜒′/𝜀′ for: case H (blue lines);
case R (green lines); case P (red lines).
the turbulence characterised by𝒦′ and 𝒫′ being in a quasi-steady state, the mean flow
is not. The kinetic energy of the mean flow 𝒦 changes by approximately 10% in each
simulation, but remains at least 5 times greater than the energy in the perturbation field.
3.4.3 Spatial variation
Thus farwehave relied on volume-averaged quantities to describe the flows that develop
in our simulations. To investigate how localised processesmay lead to the different path-
ways in the energy budget, we now consider howmixing properties vary throughout our
domain. We can define local and horizontally-averagedmeasures of the TKEdissipation
rate as
𝜀𝐿(𝒙, 𝑡) =
1
𝑅𝑒
𝜕𝑢𝑖′
𝜕𝑥𝑗
𝜕𝑢𝑖′
𝜕𝑥𝑗
, 𝜀𝐻(𝑧, 𝑡) = 𝜀𝐿 =
1
𝐿𝑥𝐿𝑦
∫
𝐿𝑥
0
∫
𝐿𝑦
0
𝜀𝐿 d𝑥 d𝑦. (3.24)
The dissipation rate 𝜀′ as defined in (3.11) is simply the volume average of 𝜀𝐿. Figure
3.6a shows a vertical plane snapshot of the local dissipation rate 𝜀𝐿 for the flow with
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Fig. 3.6 (𝑎) Snapshot in the 𝑥-𝑧 plane at the midpoint of the computational domain at
final time 𝑡 = 150 of the local TKE dissipation rate 𝜀𝐿(x, 𝑡). (𝑏) Time variation of the
horizontally averaged 𝜀𝐻(𝑧, 𝑡) for simulation P. (𝑐) Vertical variation of 𝜀𝐻(𝑧, 𝑡) at final
time 𝑡 = 150 for the simulations associated with: case H (dashed blue line); case R
(dotted green line); and case P (solid red line).
case P forcing at 𝑡 ≈ 150. Throughout the domain 𝜀𝐿 varies by three orders of mag-
nitude, with strongest variation in the vertical direction. Highly turbulent layers with
significant small-scale structure lie between more quiescent regions where 𝜀𝐿 drops be-
low 10−4. Figure 3.6b shows the spatio-temporal evolution of the horizontally-averaged
dissipation rate 𝜀𝐻(𝑧, 𝑡) and shows that these turbulent layers persist throughout the
quasi-steady forced regime. The vertical profiles of 𝜀𝐻(𝑧, 𝑡) also differ significantly be-
tween the simulations with different forcings as shown by figure 3.6c. This highlights
how important the particular type of large-scale forcing is in modifying how turbulence
arises and is sustained in the flow.
The large range of 𝜀𝐻 allows us to investigate correlations between quantities re-
lated to mixing across several orders of magnitude. We are particularly interested in
spatio-temporal correlations between the dissipation rates of kinetic energy and buoy-
ancy variance, and how these correlations may explain the high volume-averaged effi-
ciency observed in the wave-forced simulations. Figure 3.7 shows the two-dimensional
probability density function (pdf) of 𝜀𝐻(𝑧, 𝑡) and the analogous term 𝜒𝐻(𝑧, 𝑡), the hor-
izontally averaged potential energy dissipation rate, for the quasi-steady states of each
simulation. Each pdf is constructed from a 2D histogram of log10 𝜀𝐻 and log10 𝜒𝐻 with
bins of size 1/64. Strikingly these plots show that Γ calculated from volume averages
accurately describes the relationship between 𝜀𝐻 and𝜒𝐻 over at least two orders ofmag-
nitude. All three simulations in fact have a Pearson correlation coefficient greater than
𝑟 = 0.9 for 𝜀𝐻 and 𝜒𝐻 . Although the dissipation rates in more turbulent regions (in the
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Fig. 3.7 Two-dimensional pdf of horizontally averaged dissipation rates 𝜀𝐻 and 𝜒𝐻 cal-
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each simulation from table 3.2. (𝑎) shows data from the case H simulation, (𝑏) shows
data from the case R simulation, and (𝑐) shows data from the case P simulation.
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Fig. 3.8 Two-dimensional pdf of𝐹𝑟𝐻 andΓ𝐻 calculated fromhorizontally-averaged quan-
tities for 𝑡 > 50. (𝑎) shows data from the case H simulation, (𝑏) shows data from the
case R simulation, and (𝑐) shows data from the case P simulation.
sense of being associated with larger values of 𝜀𝐻) are the dominant contribution to Γ,
these results show that the difference in Γ across the simulations is not solely due to
changes in these (more turbulent) regions. The pdfs in figure 3.7 instead show that the
wave-forced cases also exhibit higher values of Γ𝐻 ≔ 𝜒𝐻/𝜀𝐻 in the less energetic (and
hence lower local dissipation rate) regions of the flow.
Figure 3.8 further highlights this distinction by showing the analogous 2D pdf of the
turbulent Froude number and appropriately horizontally-averaged flux coefficient Γ𝐻 .
As we are considering horizontally-averaged quantities, the definition of the Froude
number is modified from (3.18) to account for the (in practice) small changes in the
mean buoyancy profile to yield
𝐹𝑟𝐻(𝑧, 𝑡) =
2𝜀𝐻
𝑅𝑖01/2 (1 +
𝜕𝜃
𝜕𝑧
)
1/2
𝒖′ ⋅ 𝒖′
. (3.25)
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Figure 3.8 shows that all three flows can be considered as low 𝐹𝑟 at all heights in the
domain, with each simulation having a maximum 𝐹𝑟𝐻 of approximately 0.1. We there-
fore expect no dependence of Γ𝐻 on 𝐹𝑟𝐻 based on the scaling arguments ofMaffioli et al.
(2016). Figures 3.8b and 3.8c show this behaviour clearly for the two wave-forced cases
R and P, where the pdf spreads evenly around the mean value. The limited range of
𝐹𝑟𝐻 in case Hmakes it difficult to draw conclusions about Γ-𝐹𝑟 scaling from figure 3.8a.
The tilted, intense cluster of points near 𝐹𝑟 = 10−1 is however suggestive of a negative
correlation between Γ and 𝐹𝑟𝐻 in the more turbulent parts of the domain.
We can extend our approach of investigating localised correlations by considering
relationships between quantities calculated locally at each grid point. A single-time
snapshot provides more than 109 data points for each variable in this approach, so we
use the full 3D flow fields at the final time 𝑡 = 150 as an example to investigate local
correlations in each simulation. Figure 3.9 shows the 2D pdf of 𝜀𝐿 (as defined in (3.24))
and the analogous term 𝜒𝐿 calculated from the final-time snapshots associated with
each simulation. The pdf is constructed by the same method as for figure 3.7, using a
histogram of the logarithms of each quantity. The positive correlation between 𝜀𝐿 and
𝜒𝐿 is still evident in these plots, although all three cases have larger departures from the
volume average than in figure 3.7. In the horizontally-forced (case H) simulation, with
data plotted in figure 3.9a, there is a relatively uniform spread in the pdf along lines
of constant Γ. When compared to figure 3.7a where the pdf clusters at higher values
of 𝜀𝐻 and 𝜒𝐻 , this indicates that the horizontally-averaged quantities are dominated
by contributions from highly-turbulent locations (associated with larger values of 𝜀𝐿
and 𝜒𝐿) within each horizontal plane. The wave-forced cases R and P also exhibit this
behaviour, with figures 3.9b and 3.9c highlighting a peak at low dissipation rates that is
absent from the horizontal averages.
We also investigate how local correlations between Γ and 𝐹𝑟 lead to the scalings
observed in figure 3.8. Since the turbulent Froude number is not well-defined in the
case of statically unstable stratification, we choose to keep the mean buoyancy gradient
in our local definition of a turbulent Froude number:
𝐹𝑟𝐿(𝒙, 𝑡) =
2𝜀𝐿
𝑅𝑖01/2 (1 +
𝜕𝜃
𝜕𝑧
)
1/2
𝒖′ ⋅ 𝒖′
. (3.26)
This is also appropriate on physical grounds, when the Froude number is interpreted as
a ratio of time scales associated with the turbulence, which can conceivably vary sub-
stantially locally, and the time scale associated with the density stratification, which
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Fig. 3.9 Two-dimensional pdf of𝜒𝐿 and 𝜀𝐿 calculated locally at every grid point of a final-
time 𝑡 = 150 snapshot for each simulation: (𝑎) Case H; (𝑏) Case R, (𝑐) Case P. Dotted
lines highlight values of Γ = 0.1 and Γ = 1, and blue dashed lines show the mean value
of Γ as in figure 3.7.
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Fig. 3.10 Two-dimensional pdf of Γ𝐿 and 𝐹𝑟𝐿 calculated locally from the same final-time
𝑡 = 150 snapshots as figure 3.9 for each simulation: (𝑎) Case H; (𝑏) Case R, (𝑐) Case
P. Blue dashed lines are as in figure 3.8, and the black dotted lines show the scaling
Γ ∼ 𝐹𝑟−1.
should be determined by a global measure of the ‘background’ buoyancy frequency.
Figure 3.10 plots the 2D pdf of 𝐹𝑟𝐿 defined in this way and the local value of the mix-
ing coefficient Γ𝐿 ≔ 𝜒𝐿/𝜀𝐿 for each simulation, once again at the final time 𝑡 = 150.
The difference compared to figure 3.8 is striking, with a much larger spread in values
of Γ. Specifically, in every simulation there is no indication that the scaling argument
Γ ∼ 𝐹𝑟0 holds locally. All three panels of figure 3.10 are in fact suggestive of an inverse
correlation between Γ and 𝐹𝑟, similar to the scalings suggested by Maffioli et al. (2016)
and Garanaik and Venayagamoorthy (2019) for high or at least moderate 𝐹𝑟. The statis-
tical nature of the scaling theories involving 𝐹𝑟means that the lack of a clear correlation
is not too surprising. Even if the local value of Γ was related to some local measure of
the Froude number, our use of the mean stratification in the definition of 𝐹𝑟𝐿 hinders
our ability to capture local correlations in regions with variable buoyancy gradients.
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3.4.4 Energy spectra
Even though figures 3.7 and 3.8 suggest that intermittency in each simulation does not
affect the mixing efficiency, at least to leading order, the spatially inhomogeneous dis-
sipation causes issues when considering energy spectra. In all of the simulations, the
existence of relatively quiescent layers (as is particularly apparent in figure 3.6a) leads
to an (at best) moderate volume-averaged buoyancy Reynolds number, in that when us-
ing volume-averaged dissipation rate 𝜀′, 𝑅𝑒𝑏 < 10 for all three cases. The buoyancy
Reynolds number may be interpreted as a measure of the size of the inertial range
expected between the Ozmidov wavenumber 𝑚𝑂 ≔ (𝑁3/𝜀′)1/2 and the Kolmogorov
wavenumber 𝑚𝐾 ≔ (𝜀′/𝜈3)1/4, since 𝑅𝑒𝑏 ≡ (𝑚𝐾/𝑚𝑂)4/3. This leads to a lack of infor-
mation in the vertical wavenumber energy spectrum. For example, energy associated
with a particular wavenumber may represent energy at dissipation scales in one part of
the domain, but energy in turbulent eddies elsewhere. Figures 3.11a and 3.11b plot the
compensated energy spectra of every simulation for horizontal wavenumber 𝜅 and verti-
cal wavenumber𝑚 respectively. Both energy spectra show a roll-off above wavenumber
50 consistent with the ‘small-scale spectra’ classified in Maffioli (2017). Before this roll-
off, the horizontal spectrum in figure 3.11a shows a 𝐸 ∼ 𝜅−5/3 scaling for every energy
component of each simulation, consistent with, for example, Brethouwer et al. (2007).
As expected there is a local energy peak at the forcing wavenumber 𝜅 = 3 in every com-
ponent except the vertical velocity and buoyancy components in case H. The vertical
wavenumber spectra in figure 3.11b are compensated with𝑚2, although the agreement
with this scaling is not clear. In particular the modest value of 𝑅𝑒𝑏 (and corresponding
small dynamic range of scales) combined with significant variability at low wavenum-
bers make it hard to draw definitive conclusions about the nature of the energy distri-
bution.
We implement continuous wavelet transforms to overcome this challenge, in an at-
tempt to capture the spectral properties of the actively turbulent ‘patches’ within such
spatio-temporally intermittent flows. Following Torrence and Compo (1998), we use
the Morlet wavelet to construct an energy spectrum 𝐸(𝑚, 𝑧) of both vertical wavenum-
ber and vertical position. A single ‘high dissipation’ spectrum is obtained by averaging
the energy spectrum over heights 𝑧 for which 𝑅𝑒𝑏,𝐻(𝑧) > 10, where
𝑅𝑒𝑏,𝐻 =
𝜀𝐻𝑅𝑒
𝑅𝑖0 (1 +
𝜕𝜃
𝜕𝑧
)
, (3.27)
3.4 Results 61
100 101 102
𝜅
10−5
10−3
10−1
𝜅5
/3
𝐸(
𝜅)
𝜅−5/3
(𝑎) 𝑢
𝑣
𝑤
𝜃
100 101 102
𝑚
10−5
10−3
10−1
𝑚
2 𝐸
(𝑚
) 𝑚−2
𝑚−5/3
𝑚−3
(𝑏)
100 101 102
𝑚
10−5
10−3
10−1
𝑚
5/
3 𝐸
(𝑚
)
[𝑅
𝑒 𝑏
,𝐻
>
10
]
𝑚−5/3
(𝑐)
H
R
P
100 101 102
𝑚
10−5
10−3
10−1
𝑚
3 𝐸
(𝑚
)
[𝑅
𝑒 𝑏
,𝐻
<
1] 𝑚−3
(𝑑)
Fig. 3.11 One-dimensional compensated energy spectra of the final time 𝑡 = 150 snap-
shot of each simulation. Energy components associated with different components are
plotted with different line types: 𝑢 (thick solid lines); 𝑣 (thin solid lines); 𝑤 (dotted
lines); 𝜌 (dashed lines), while the data from different simulations are plotted with dif-
ferent colours: case H (red); case R (green); case P (blue). (𝑎) shows the horizontal
wavenumber Fourier spectrum and (𝑏) the vertical wavenumber Fourier spectrum for
the entire datasets. (𝑐) shows the vertical wavenumber ‘high dissipation’ wavelet spec-
tra averaged over heights where 𝑅𝑒𝑏,𝐻(𝑧) > 10 as defined in (3.27) and (𝑑) shows the
analogous ‘low dissipation’ spectra for 𝑅𝑒𝑏,𝐻(𝑧) < 1.
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is the buoyancy Reynolds number computed from horizontal averages in an analogous
fashion to 𝐹𝑟𝐻 in (3.25). A corresponding ‘low dissipation’ spectrum is obtained by aver-
aging over heights where 𝑅𝑒𝑏,𝐻 < 1. Figures 3.11c and 3.11d plot these spectra for each
energy component and each simulation. The high 𝑅𝑒𝑏 spectra show a scaling similar to
𝑚−5/3 in the wavenumber range of 𝑂(10). Combined with the horizontal wavenumber
spectrum in figure 3.11a, this result is at least consistent with the existence of a local in-
ertial subrange. In every simulation, the energy spectra associated with 𝑅𝑒𝑏 < 1 are no-
ticeably steeper than those from regions where 𝑅𝑒𝑏 > 10. The steeper ‘low dissipation’
spectra for each simulation all exhibit an approximate 𝑚−3 scaling in the same 𝑂(10)
wavenumber range. This scaling is dimensionally consistent with buoyancy-dominated
motion where 𝑁−1 is the dominant time scale.
The different scalings associated with regions of high and low 𝑅𝑒𝑏,𝐻 suggest that
the stratified turbulence in our simulations may be thought of as spatio-temporally in-
termittent regions or ‘patches’ of near-isotropic turbulence spaced throughout a more
quiescent flow whose dynamics are buoyancy-dominated, analogously to the ‘strongly
stratified’ flow considered by Portwood et al. (2016). The appearance of an𝑚−3 scaling
in the low 𝑅𝑒𝑏 spectrum is consistent with the 𝑚−3 scaling obtained by Maffioli (2017)
when considering only large horizontal scales. Furthermore, high values of𝑅𝑒𝑏 can nat-
urally be associated with smaller scale motion, as evident in the snapshot of figure 3.6a,
so the two results appear closely related.
We must however be careful when interpreting these spectra, particularly at lower
wavenumbers. The continuous wavelet transform discretises wavenumber space as
𝑘𝑗 = 2𝑗/4, 𝑗 ∈ ℕ. (3.28)
Since we use a pseudospectral method in our simulations, the flow field we resolve is
composed entirely of modes at integer wavenumbers. This means that the wavelet spec-
tra are in some sense over-resolved at low wavenumbers, with multiple wavenumbers
between the integer values. The scalings at moderate wavenumbers discussed above are
in some sense also inconsistent with theoretical predictions. Calculating the Ozmidov
wavenumber associated with the (locally) high 𝑅𝑒𝑏,𝐻 regions gives a value of𝑚𝑂 ≈ 20,
and a corresponding Kolmogorov wavenumber is 𝑚𝐾 ≈ 200. However it is common
in experiments of turbulence to observe roll-off associated with dissipation before the
Kolmogorov scale (e.g. Pope 2000), and even in the ‘high 𝑅𝑒𝑏’ regions, we expect the
limited range of dynamical scales to affect the spectra.
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3.5 Discussion and conclusions
We have performed direct numerical simulations of stratified turbulence sustained by
different forms of large-scale body forcing. The simulation of case H implements the
horizontal vortical mode forcing prescribed byMaffioli (2017) that injects horizontal ki-
netic energy into randomly phased columnar vortex modes. The other two simulations
force a field of resonant internal gravity waves at large scales of our computational do-
main as motivated by Furue (2003). The simulation of case R randomly phases each
wave at every time step, whereas the simulation of case P shifts the phase of each wave
according to the dispersion relation for linear internal gravity waves. Each simulation
is initialised with a flow dominated by vertically-sheared horizontal modes that is mo-
tivated by ambient internal waves with large horizontal wavelengths. The forcing is
activated after some initial transient behaviour, and after a further adjustment time the
turbulence characterised by the perturbations from the horizontal mean reaches a sta-
tistically quasi-steady state.
We find that the quasi-steady states in the wave-forced simulations (cases R and P)
have significantly more potential energy than the state achieved by the vortical mode
forcing in the simulation of case H. This increased potential energy is provided by the
direct forcing of the buoyancy field in cases R and P. We measure irreversible mixing as
the dissipation of buoyancy variance 𝜒 that, as we later show in chapter 5, provides an
excellent approximation to the ‘true’ rate of diapycnal mixing for the flows considered
here. In the simulation of case H, this mixing must come via a transfer of energy from
the TKE to the potential energy through the buoyancy flux. The buoyancy forcing in
cases R and P allows this energy transfer to reverse, with mixing made possible without
a mean transfer from kinetic to potential energy. This reversal in buoyancy flux can
be associated with larger overturning, as seen in figure 3.2, and thus more convective
mixing. The wave-forced simulations also exhibit a higher mixing efficiency than the
horizontally forced simulation (case H), which is consistent for flows where mixing oc-
curs through convective mechanisms. The vortical mode forcing used in the simulation
of caseH forces neither the vertical velocity nor the buoyancy field, and therefore cannot
produce such large-scale convective overturns.
The qualitatively different energy pathways for mixing in each case also coincide
with a change in the interaction between the mean shear flow and the perturbations.
Whereas the turbulence extracts energy from the mean flow in the simulation for case
H, the wave-forced simulations (cases R and P) show a small transfer in energy from the
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perturbations to the mean flow on average. This small change partially contributes to
the reduced value of the TKE dissipation rate 𝜀′ in the wave-forced cases.
The kinetic energy associated with the mean shear is not constant in each case, but
varies slowly over time due to the exchange with the perturbation field. In our simula-
tions, the mean shear modes are intended to represent waves at horizontal scales larger
than our computational domain. Since the perturbation energy and dissipation rates are
statistically quasi-steady, we believe that the small-scale turbulence is still representa-
tive of the geophysical flows which motivate us to conduct these idealized simulations.
Background shear modes appear in many studies of forced stratified turbulence (Smith
and Waleffe 2002; Waite and Bartello 2006; Lindborg 2006; Brethouwer et al. 2007) and
are shown not to impact the turbulent dynamics significantly. Furthermore a recent
study by Fitzgerald and Farrell (2018) shows that the emergence of vertically sheared
horizontal flows also occurs in a forced 2D Boussinesq system. This result suggests that
energy increase in the shear modes is due to a wave-mean flow interaction, which may
explain why we observe the energy increase in the wave-forced cases but not from the
horizontal vortical mode forcing utilized in case H.
In every simulation, the turbulent dissipation organises into quasi-horizontal lay-
ers. The vertical location of these layers varies depending on the forcing type, but it is
currently unclear what determines the change in vertical structure between the simu-
lations. Initial analysis shows that regions of high dissipation do not simply correlate
with local changes in the background shear and stratification, and thus further research
is needed to investigate the mechanisms by which these layers form and are sustained.
This predominantly vertical variation in the dissipation rate allows us to investigate cor-
relations between the turbulent dissipation rate and the buoyancy variance destruction
rate over orders of magnitude. Intriguingly, we find that the ratio between the two, a
local measure of the coefficient Γ, remains close to the volume-averaged ratio in both
regions of high and low dissipation. We deduce that the local mixing efficiency is inde-
pendent of turbulent intermittency below the scale of the forcing, and instead depends
predominantly on the type of large-scale forcing implemented. This further supports the
notion that the larger overturnings in the wave-forced cases correspond to a fundamen-
tally different (and in some sense ‘convective’) mixing mechanism from that observed
in the simulation of case H.
In the wave-forced simulations the dissipation rate 𝜀 is not correlated with the back-
ground stratification, so we also obtain a wide range of values for the horizontally-
averaged turbulent Froude number 𝐹𝑟𝐻 defined in (3.25). This confirms the lack of
dependence of Γ on 𝐹𝑟 in the low-𝐹𝑟 regime for these quasi-steady states. The vortical
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Fig. 3.12 Two-dimensional pdf of Γ and 𝐿𝐸/𝐿𝑂 calculated from horizontally-averaged
quantities. Blue dashed lines show themean value of Γ in each case and the black dotted
line in (𝑎) plots the (𝐿𝐸/𝐿𝑂)2 scaling found in (3.33). As before, (𝑎) plots data from case
H, (𝑏) plots data from case R, (𝑐) plots data from case P.
mode-forced simulation (case H) does not however produce such a wide range in 𝐹𝑟𝐻 .
This may be a consequence of the purely horizontal forcing allowing vertical scales to
adjust locally, as in the scalings of Billant and Chomaz (2001) where the vertical Froude
number 𝐹𝑣 adjusts to a constant of𝑂(1). Despite the reduced 𝐹𝑟 range in case H, there is
still at least a hint of 𝐹𝑟-dependence for Γ in figure 3.8a at the largest values of 𝐹𝑟𝐻 ≈ 0.1.
Previous studies (e.g. Lindborg 2006) have shown that the strongly stratified limit of low
𝐹𝑟 requires 𝐹𝑟 ≤ 𝑂(10−2), suggesting that the observed dependence in case H is outside
this regime. The variation in Γ is more clearly displayed in figure 3.12 where, follow-
ing Garanaik and Venayagamoorthy (2019) henceforth denoted GV19, we plot Γ against
the length scale ratio 𝐿𝐸/𝐿𝑂. In particular, we plot these quantities defined in terms of
horizontal averages as Γ𝐻 = 𝜒𝐻/𝜀𝐻 and
(𝐿𝐸𝐿𝑂
)
𝐻
= 𝑅𝑖0
3/4𝜃′2
1/2
𝜀𝐻1/2 (1 + 𝜕𝜃/𝜕𝑧)
1/4 . (3.29)
At first the results shown in figure 3.12a for case H appear inconsistent with any of the
scalings proposed byGV19, with Γ ∼ (𝐿𝐸/𝐿𝑂)2 for values of 𝐿𝐸/𝐿𝑂 being𝑂(1). However
this scaling can be reproduced by combining various self-consistent assumptions used
in that paper, as follows.
Firstly, taking 𝐹𝑟 = 𝑂(1), we assume that the turbulent kinetic energy𝒦′ ∼ 𝑤′2 and
that its dissipation rate is governed by the turbulent time scale 𝑇𝐿 = 𝒦′/𝜀′, such that
𝜀′ ∼ 𝑤′2/𝑇𝐿. We then scale the density field by taking 𝑔𝜌′rms/𝜌0 to be a ‘reduced gravity’
acceleration with velocity scale 𝑤′ and time scale 𝑁−1. Typical vertical displacements
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are taken to be 𝑧 ∼ 𝑤′/𝑁 so that the potential energy density𝐸𝑃 = 𝑔𝜌′𝑧/𝜌0 ∼ 𝑤′2, and its
dissipation rate is governed by the buoyancy time scale 𝑁−1, giving 𝜒′ ∼ 𝒫′/𝑇 ∼ 𝑤′2𝑁.
These results provide the scalings
Γ = 𝜒′𝜀′ ∼
𝑤′2𝑁
𝑤′2/𝑇𝐿
= 𝑁𝑇𝐿, (3.30)
𝐿𝐸
𝐿𝑂
= (𝑔𝜌′rms𝜌0
) 𝜀′−1/2𝑁−1/2 ∼ (𝑤′𝑁) (𝑤′
2
𝑇𝐿
)
−1/2
𝑁−1/2 = (𝑁𝑇𝐿)1/2. (3.31)
Recalling that 𝑁𝑇𝐿 = 𝐹𝑟−1, these scalings become
Γ ∼ 𝐹𝑟−1, 𝐹𝑟 ∼ (𝐿𝐸𝐿𝑂
)
−2
, (3.32)
and hence at 𝐹𝑟 = 𝑂(1), we have
Γ ∼ (𝐿𝐸𝐿𝑂
)
2
. (3.33)
We therefore recover the behaviour shown in figure 3.12a. GV19 instead find that
Γ ∼ 𝐹𝑟−1 for 𝐹𝑟 = 𝑂(1), but 𝐹𝑟 ∼ (𝐿𝐸/𝐿𝑂)−2 for 𝐹𝑟 < 𝑂(1). Indeed, the derivation of
(3.31) relies only on assumptions that are also applicable in the low𝐹𝑟 regime. Wedonot
believe that combining these scalings is inconsistent, since both rely on the assumptions
that the dominant time scale for density-related terms is 𝑁−1 and the dominant time
scale for kinetic energy dissipation is 𝑇𝐿 = 𝒦′/𝜀′, and at 𝐹𝑟 = 𝑂(1) both of these time
scales may affect the dynamics. On the other hand in a flow dominated by internal
gravity waves, it is likely that 𝑁−1 is the dominant time scale for both the velocity and
density fields. This is evident in figures 3.12b and 3.12c, where the wave-forced cases
show Γ𝐻 to be less dependent on (𝐿𝐸/𝐿𝑂)𝐻 , consistent with the low 𝐹𝑟 and high 𝐿𝐸/𝐿𝑂
regime, and at least conceivably consistent with a flow dominated by internal waves,
thus still strongly affected by stratification. The larger mean value of 𝐿𝐸/𝐿𝑂 in cases
R and P can be associated with larger buoyancy excursions, providing further evidence
that the wave-forced cases exhibit more convective behaviour. It appears that forcing
with vortical modes at the same rate of energy input produces turbulence that can (at
least locally) access a higher Froude number regime than the internal wave forcing.
The fact that this 𝐹𝑟 = 𝑂(1) regime does not show the same 𝐿𝐸/𝐿𝑂 scaling as in GV19
may hinder the ability to infer Froude numbers from observations in this intermediate
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range. The frequent appearance of 𝑂(1) values of 𝐿𝐸/𝐿𝑂 in observations (e.g. Moum
1996) motivates the need for further research into mixing for flows in which 𝐹𝑟 = 𝑂(1).
The appearance of a 𝐹𝑟 = 𝑂(1) scaling in case H could suggest that the difference
in volume-averaged Γ between the simulations is purely related to a difference in the
average Froude number. However, figure 3.8a also shows a region at low values of 𝐹𝑟𝐻
where Γ𝐻 appears independent of 𝐹𝑟𝐻 and importantly takes amuch lower value than in
the wave-forced cases R and P. The results of Maffioli et al. (2016) also show Γ ≈ 0.35 for
values of 𝐹𝑟 similar to cases R and P but using a forcing schemewith a greater similarity
to the forcing scheme used in case H. We are therefore confident that the difference in
the large-scale forcing is the primary contributor to the changes in Γ between the sim-
ulations, rather than a simple dependence on 𝐹𝑟. Although all the simulations here ex-
hibit Γ𝐻-𝐹𝑟𝐻 scalings consistent with the regimes predicted by Maffioli et al. (2016) and
GV19, we believe that it is important to understand how different flows lead to scatter
around these regimes. To that end, a better understanding of how the local correlations
in figures 3.9 and 3.10 are distributed would be invaluable. It is not currently clear how
the 𝐹𝑟𝐿 dependence of Γ𝐿 shown in figure 3.10 leads to a global Γ that is independent of
𝐹𝑟 for 𝐹𝑟 ≪ 1.
Despite the significant differences in the mixing properties between the vortical
mode and wave-forced simulations, spectral analysis reveals remarkable similarity be-
tween the energy spectra associatedwith eachflow. Atmoderatewavenumbers of𝑂(10),
each component of the energy spectra appears to follow universal scalings, with wavelet
analysis revealing distinct vertical wavenumber scalings between the turbulent and qui-
escent regions. The emergence of an 𝑚−3 scaling in the low-𝑅𝑒𝑏 portions of the do-
main is particularly of note, since it is consistent with the energy spectra being deter-
mined exclusively by the buoyancy frequency (as discussed for example in section 14.3
of Davidson 2013). Differences in the energy spectra between the three simulations are
only noticeable at low wavenumbers associated with the large-scale flow, despite the
contrasting mixing efficiencies for each simulation persisting throughout the domains.
This emphasises the importance of understanding the larger scale flow dynamics when
inferring small-scale mixing from spectra. With regions of the flows producing an𝑚−3
scaling consistent with Billant and Chomaz (2001), but variations in Γ associated with
the various larger scale forcing strategies, it appears that the particular formof the larger-
scale forcing retains a fundamental imprint on the properties of the small-scale mixing.
Therefore, it is at least plausible that mixing events in the ocean could be sensitive to
the particular form of the large-scale energy injection, suggesting that generic, ‘unified’
arguments such as those presented by Kunze (2018) should be treated with caution.
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Our results highlight a significant challenge in the measurement and parameteriza-
tion of turbulent mixing in the ocean. The turbulent flux coefficient Γ, commonly used
to infer mixing rates from the TKE dissipation rate, varies by over 30% depending on
the nature of the larger scale flow, although local estimates of Γ can of course vary by
much more. Mixing generated by internal gravity waves results in Γ ≈ 0.5, consistent
with recent studies of decaying stratified turbulence (de Bruyn Kops and Riley 2019) but
above results from numerical studies forcing turbulence through purely horizontal mo-
tion (Maffioli et al. 2016). This is also far higher than the value 0.2 from Osborn (1980)
typically used in observational studies, and also observed in simulations of statistically
steady forced linearly sheared stratified turbulence with high dynamic range (Portwood
et al. 2019). We conjecture that this difference may be associated with the mixing be-
ing more appropriately characterised as being ‘convectively-driven’ rather than ‘shear
instability-driven’. We can distinguish between these two characterisations by relating
‘convectively-driven’ mixing to turbulence arising from a source of available potential
energy, compared to flows where energy is primarily supplied to the turbulence by a
shear flow and the mixing is ‘shear-driven’.
This is consistent with previous studies (e.g. Davies Wykes et al. 2015) that show
purely buoyancy-driven flows with non-monotonic stratification can achieve very high
values of mixing efficiency. Mixing via shear instabilities often also occurs through a
secondary convective instability arising due to the roll-up of the density field in aKelvin–
Helmholtz billow. The larger values of 𝐿𝐸/𝐿𝑂 in our wave-forced simulations suggest
the overturns are larger than from such shear-driven flows, consistent with the idea that
the flow is ‘convectively-driven’ by ‘breaking’ waves.
When interpreting our results in the context of ocean mixing, some caveats must
be addressed. As mentioned in the Introduction, a significant fraction of mixing in the
ocean occurs in surface and bottom boundary layers. The physics determining mixing
efficiency in these regions is rather different from the ocean interior, where wind-driven
shear and tidal flows act as important drivers of turbulence and mixing (Thorpe 2005).
Furthermore, our simulations are performed with a molecular Prandtl number of
1 for computational efficiency, rather than a typical oceanic value of 7 for a thermally
stratified region. Numerical studies of shear instabilities (Smyth et al. 2001; Salehipour
et al. 2015) have shown that higher Prandtl numbers can lead to a significant decrease
in the mixing efficiency. This factor may bring our results closer to the value used in
oceanographic estimates, but it is unclear how the differences in mixing efficiency be-
tween the simulations would change at higher 𝑃𝑟.
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Another issue which needs to be considered is the potential ‘patchiness’ of mixing,
with the turbulentmixing in the ocean exhibiting significant spatio-temporal variability.
Observational studies that focus on small-scale mixing frequently isolate patches of tur-
bulence for their measurements in intermittent oceanic flows (e.g. Moum 1996). Both
Smyth et al. (2001) and Ijichi and Hibiya (2018) produce a Γ ∼ (𝐿𝑇/𝐿𝑂)4/3 scaling from
such patches, where 𝐿𝑇 is the Thorpe scale. The construction of this scaling (see Ijichi
andHibiya (2018) for further details) is fundamentally associated with two assumptions
consistent with high 𝐹𝑟 dynamics, in particular that the characteristic time and length
scales are determined from the turbulence properties alone, largely unaffected by the
ambient stratification. The first assumption is that the turbulence is largely unaffected
by stratification, and using a classical mixing length argument then leads to
𝐿 ∼ 𝒦′
3/2
𝜀′ ; 𝜅𝑇 ≡
Γ𝜀′
𝑁2 ∼ 𝒦′
1/2𝐿. (3.34)
Here, 𝜅𝑇 is the turbulent ‘eddy’ diffusivity of density, defined in terms of the ‘mixing
length’ 𝐿 and the characteristic turbulent velocity scale 𝒦′1/2. The second assumption
is that this mixing length 𝐿 ∼ 𝐿𝑇 , leading to Γ ∝ (𝐿𝑇/𝐿𝑂)4/3 in patches where the
ambient stratification has little effect on the turbulent mixing properties, although it is
of course possible that this scaling can be observed in situations where the underlying
assumptions are no longer completely justified.
Indeed, the results presented here pose an interesting question of how best to model
mixing in a spatio-temporally intermittent flow. The combination of our wavelet anal-
ysis and the work of Maffioli (2017) suggests that the 𝑚−3 portion of the energy spec-
trummay be associatedwith larger scales and regionswith smaller turbulent dissipation
rates. The associated nonlinear buoyancy-dominated flow could be thought to act as a
background from which the turbulent patches develop intermittently. Since high 𝐹𝑟
flows are associated with lower values of mixing efficiency, it is therefore important to
quantify the relative contributions to mixing of these highly energetic isolated patches
compared to the total background.
The main differences between our simulations, coinciding with the change in Γ, are
an increase in the energy component of the vertical velocity and the available potential
energy in our simulations. Despite these changes being most significant at large scales
in our domain, validation of our results in the field would be difficult. Scales we refer
to as large require high resolution equipment to resolve in the ocean: for example if we
take a velocity scale of 𝑈0 = 10−2ms−1 and a buoyancy frequency 𝑁0 = 10−2s−1, then
our domain length will be less than 10m given the 𝑅𝑒, 𝑅𝑖0 values we have chosen. An
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investigation of high-resolution measurements of vertical velocity and density fluctua-
tions that coincide with the appearance of an 𝐸 ∼ 𝑚−3 vertical wavenumber spectrum
would be invaluable for determining the nature of flows at these scales. A better un-
derstanding of which flows are dominated by convective wave breaking and which mix
through primarily horizontal motion or even shear instabilities, would then allow us
to constrain mixing estimates better and improve our predictions of spatial patterns in
diapycnal transport.
Chapter 4
Shear-induced breaking of internal
gravity waves
In this chapter, we investigate the flowarising from superposing a large-amplitude plane
internal gravity wave and a sinusoidal shear flow. This setup is motivated by the obser-
vations of Alford and Pinkel (2000), wherewave breaking events are seen in the presence
of both vertical shear and large-amplitude internal gravity waves. Given the results of
chapter 3, where convective mechanisms associated with internal gravity waves lead to
higher mixing efficiency, we are also interested in the mixing properties of this flow,
since a combination of shear and convective processes are involved in its development.
We use the linear theory of ray tracing to gain physical insight on the wave-shear in-
teraction, although the large amplitude of the internal wave means that the interaction
is strongly nonlinear. By analysing the energetics of this flow, we gain a better under-
standing of the complex three-way interaction between internal waves, mean shear, and
turbulence.
4.1 Observations of internalwaves in the thermocline
As we discussed earlier in §1.2, internal waves are thought to be the primary pathway
through which energy is transferred from the large scales associated with geophysical
forcing to small scales and turbulence in the ocean interior. On vertical scales larger
than 𝑂(10m), the distribution of energy in internal waves is well described by the em-
pirical spectrumofGarrett andMunk (1972), and energy transfers occur throughweakly
nonlinear wave-wave interactions (Müller et al. 1986; Polzin and Lvov 2011). At smaller
scales, the flow becomes highly nonlinear and the form of the energy spectrum changes
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to the power law scaling 𝐸(𝑚) ∼ 𝑁2𝑚−3 (as observed e.g. by Gargett et al. 1981). In
the previous chapter, we explored how this scaling naturally emerges at scales where
nonlinear motions are constrained by buoyancy effects. Furthermore, the local dissi-
pation rates in the simulations of chapter 3 (shown in figure 3.9) varied over at least
two orders of magnitude, highlighting strong spatial intermittency. This is reminiscent
of the oceanographic study of Baker and Gibson (1987) that highlights strong intermit-
tency in turbulent dissipation rates from observations of stratified oceanic layers. Away
from boundaries such intermittency suggests that the turbulence may be sustained by a
collection of localised, transient ‘wave breaking’ events that transfer energy downscale
from the internal wave field.
Further evidence of turbulence arising from wave breaking processes can be found
in the thermocline observations of Alford and Pinkel (2000). Intermittent metre-scale
overturns, where the vertical profile of density becomes statically unstable, are used to
indicate the presence of turbulence. In the observations, these overturns favourably
sample regions with high ‘vertical strain’. Strain in this context refers to local changes
in (𝑁2(𝑧))−1 due to vertical convergence or divergence of the flow, and regions with low
local stratification relative to the mean are associated with high strain. Significant fluc-
tuations in local stratification (and therefore strain) are suggestive of large amplitude
internal waves. There are however a range of possible mechanisms by which the waves
can overturn and break, and it is unclear how different types of wave breaking may af-
fect the mean rates of diapycnal mixing. Larger scale vertical shear in the observations
of Alford and Pinkel (2000) is often colocated with the internal wave field, and is likely
to play an important role in the breaking process.
Figure 4.1, taken from Alford and Pinkel (2000), presents a selection of ‘overturning
events’ with seemingly different characteristics in terms of the roles of internal waves
and shear. Figure 4.1a shows overturns emerging in a region where the Richardson
number persistently takes low values, suggesting that overturning and turbulence here
is primarily triggered through shear instabilities. By contrast, the overturns in figure
4.1b are not always associated with low 𝑅𝑖. A key feature in the location of the overturns
is the strong heaving of isopycnals as internal waves pass through the profile. Indeed
Alford and Pinkel (2000) find the majority of overturns to be associated with regions of
high strain, where isopycnals move apart and the local stratification is reduced. Figure
4.1c presents in some senses a hybrid of the previous breaking events, with both high
strain and low Richardson number colocated with the overturns.
We must note that the resolution of the velocity measurements used to estimate the
shear in these observations is only 6.4m, so it is possible that low local values of the
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Fig. 4.1 Depth-time plots of individual overturning events in the thermocline. 6.4-m
Richardson number is plotted with colour, with red colours indicating low 𝑅𝑖. Note the
change in colour scale for panel (𝑏). Isopycnals with a mean spacing of 1m are also
plotted, with black dots marking the locations of overturns whose maximum Thorpe
displacement 𝐿max ≥ 2m. Faint blue, dotted, vertical lines show the times of individual
CTD profiles used to measure the buoyancy frequency𝑁. Figure taken from Alford and
Pinkel (2000). © American Meteorological Society. Used with permission.
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gradientRichardsonnumber𝑅𝑖𝑔 = 𝑁2/𝑆2 can drive shear instabilties at smaller scales in
event (𝑏). The brief appearance of low 𝑅𝑖𝑔 should not however be associated too closely
with wave breaking due to shear instabilities. Density overturns are indeed themselves
associatedwith negative values of𝑅𝑖𝑔, and so any smooth transition to this state involves
passing through small, positive values of 𝑅𝑖𝑔. ‘Billows’ arising from shear instabilities
can also break down through secondary, convective instabilities making a distinction
between shear and convective processes even more challenging.
In this case however, the vertical extent of the overturns in figures 4.1b and 4.1c is
comparable to the vertical scale of the strain features. This suggests that the overturns
here may be associated with the breakdown of large amplitude internal waves. Identify-
ing themechanisms bywhich thismay happen is therefore important for understanding
the distribution of internal wave-driven mixing in the ocean.
4.2 Internal wave breaking
Since the time scales associated with the overturns in figure 4.1 are short relative to
the inertial period 2𝜋/𝑓, and the waves appear to be of relatively high frequency, we
restrict the following discussion to the breakdown of internal gravitywaves and neglect
any effects due to the rotation of the Earth. In our earlier discussion of energy transfers
between internal waves in the ocean, we focused on resonant interactions that rely on
nonlinearities beingweak. Waves in this framework, as originally considered by Phillips
(1966), must necessarily have relatively small amplitude in contrast with the high strain
conditions seen in the observations of figure 4.1.
The existence of parametric instabilities in the small amplitude case proved useful
as a starting point for the early work by Mied (1976) and Drazin (1977) on the stabil-
ity of finite amplitude internal gravity waves. Through linear stability analysis in a 2D
plane, they independently found that the finite amplitude waves were generally un-
stable to small perturbations. Unlike for parallel shear flows, there is importantly no
critical Richardson number above which internal waves are linearly stable. In the lim-
ited number of calculations they performed the instabilities take the form of paramet-
ric instabilities, mimicking the wave resonance behaviour of the small amplitude case.
Klostermeyer (1991) extended this analysis to include three-dimensional perturbations,
and found that the fastest growing modes are three-dimensional for waves that pro-
duce regions of statically unstable density. He however cautioned against the separate
consideration of ‘static instability’ and other resonant or non-resonant interactions, de-
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ducing that the presence of statically unstable density profiles in itself is not sufficient
to determine the nature of the dominant instability of a particular wave.
Lombard and Riley (1996) expanded upon this work with a comprehensive study of
linear stability analysis that varies the amplitude of the wave, the angle of wave prop-
agation, and the wave vector of the perturbation. Their results are consistent with the
previous studies while also revealing new insights into the problem. By considering
waves at steepness (i.e. dimensionless amplitude) 𝑠 = 0.9 and 𝑠 = 1.1 for a propaga-
tion angle of 𝜑 = 45°, Lombard and Riley (1996) found no qualitative change in the
distribution of the fastest growing modes across the static instability threshold of 𝑠 = 1.
Unlike in Klostermeyer (1991), they found that the fastest growing modes remain two-
dimensional, even as the wave steepness increases and the growth rates of 3D pertur-
bations increases. This is due to the difference in the wave propagation angle, which
was set to 𝜑 = 72° by Klostermeyer (1991). Indeed Lombard and Riley (1996) found
significant changes to the fastest growing modes as the propagation angle increases. At
higher values of 𝜑 the growth rate of two-dimensional perturbations decrease, and the
associated parametric instabilities become insignificant. This is important in the con-
text of the above thermocline observations, where Alford and Pinkel (2000) estimated a
propagation angle of 𝜑 ≈ 85° for the waves associated with high strain values.
Few studies have researched the fully nonlinear breakdown of internal gravity waves
through direct numerical simulation (DNS). Koudella and Staquet (2006) performed
two-dimensional DNS of a plane internal gravity wave in a periodic domain, propagat-
ing at 45°. Their results are consistent with the analysis of Lombard and Riley (1996),
with resonant interactions primarily driving the breakdown of the wave. The study is
however limited by the restriction to two dimensions, and therefore excludes potentially
interesting subsequent dynamics.
A later numerical study by Fritts et al. (2009a,b) used high resolution 3D DNS to
resolve more details of the breakdown at high 𝑅𝑒. Their triply-periodic computational
domain is aligned with the phase of the wave and contains only one wavelength to al-
low for the resolution of small-scale turbulence. Fritts et al. (2009a,b) considered a wave
propagating at 𝜑 = 72° for the steepness values 𝑠 = 0.9 and 𝑠 = 1.1. In agreement with
Klostermeyer (1991) and Lombard and Riley (1996) the simulations show that the wave
breaks down through three-dimensional non-resonant processes in both cases. Initial
static instability of the wave does not appear to significantly impact its breakdown, char-
acterised by the emergence of streamwise-aligned counter-rotating vortices in both sim-
ulations. Although 𝑠 > 1 is typically associated with wave breaking through convective
instability (e.g. Thorpe 2018), the above studies cautioned using such a threshold to de-
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note qualitatively different events. High steepness waves are more likely to break down
through three-dimensional instabilities, but it seems that these do not necessarily have
to be convective in nature.
We have so far only discussed the breakdown of a finite amplitude internal gravity
wave triggered by initially small perturbations. As we have seen in section 4.1, internal
waves in the ocean cannot be considered in isolation and interact with numerous flow
features including other internal waves and mean currents. The observations of Alford
and Pinkel (2000) particularly highlight the presence of mean vertical shear that varies
on a larger scale than the internal waves. An important feature in the interaction of an
internal gravitywave and a shear flowwas first outlined in thework of Bretherton (1966)
and Booker and Bretherton (1967). These studies revealed the possible emergence of
critical levels, where the horizontal phase speed of the waves matches the velocity of
the shear flow. As vertical propagation of the waves is halted at these critical levels,
local wave amplitudes can increase and cause the waves to break. This phenomenon
was subsequently confirmed by the experiments of Koop and McGee (1986).
As a wave approaches a critical level, its propagation angle approaches 90° (such
that propagation is purely horizontal) and the associated velocity field produces that
of a sinusoidal shear flow. Since velocity and density perturbations are out of phase
for internal gravity waves, the maximum shear in this configuration occurs where the
local density gradient is equal to the mean. Indeed, at 𝜑 = 90° the minimum gradient
Richardson number only decreases below the Miles–Howard criterion of 1/4 when the
wave amplitude is large enough for regions of static instability to appear. Due to the
phase differences, statically unstable density profiles become centred on regions where
there is zero shear induced by the wave.
Winters andRiley (1992) investigated the linear stability of such an one-dimensional
shear flow to elucidate the breakingmechanisms of an internal wave approaching a crit-
ical level. They found similar growth rates for perturbations associated with shear in-
stabilities and convective instabilities, suggesting that the breaking process may involve
a combination of these mechanisms. The eigenfunctions associated with the shear in-
stability appear unaffected by the presence of nearby unstable stratification, whereas
convective instabilities are suppressed in the plane of the shear flow. The fastest grow-
ing modes associated with the statically unstable regions are aligned perpendicular to
the plane of the wave shear, making the breakdown inherently three-dimensional.
Motivated by these stability calculations, Winters and D’Asaro (1994) performed 3-
D hyper-diffusive simulations of internal wave packets approaching a critical level in a
shear flow. Consistent with their previous study, they observed the emergence of con-
4.2 Internal wave breaking 77
vective rolls in the spanwise plane as the waves approach the critical level. The rolls
are in turn strongly affected by the enhanced shear of the refracted wave. The low-
resolution hyperdiffusive simulations are able to capture the initial breakdown of the
wave, but cannot capture the subsequent details of turbulence and mixing in the flow.
Higher resolution studies of internal gravity waves with shear were performed by
Fritts et al. (2013) and Fritts and Wang (2013), although their approach is quite differ-
ent. Rather than focusing on waves propagating through a larger scale mean shear flow,
they considered the effect of ‘finescale’ shear on a single, large scale internal wave of
steepness 𝑠 = 0.5. Motivated by atmospheric flows, they superimposed high wavenum-
ber vertical shear onto the single-wave, periodic domain setup of Fritts et al. (2009a,b).
The superposition of the shear and the internal wave produces regions susceptible to
shear instability in the initial condition, and advection of the density perturbations by
the shear also leads to the emergence of convective rolls in the spanwise plane. Fritts
et al. (2013) also considered the case where the shear is not aligned with the internal
wave, but found that wave-shear interactions in such cases are weak and do not lead to
a breakdown of the wave.
We shall consider a similar problem to that of Fritts et al. (2013) in this chapter, us-
ing DNS to investigate the flow arising from a superposition of a plane internal gravity
wave and a sinusoidal shear flow in a triply periodic domain. Motivated by the observa-
tions of Alford and Pinkel (2000), we prescribe the shear flow to vary on a larger vertical
scale than the wavelength of the internal wave. We are primarily interested in under-
standing the key mechanisms involved in the interaction of the wave and the shear,
as well as the properties of the turbulence generated from the breakdown of the wave.
In this idealised study, we do not specify the source of the internal gravity wave, but
simply choose appropriate parameters to remain consistent with the observations. We
acknowledge that for many oceanographic applications, it is useful to quantify mixing
associated with specific generationmechanisms, such as oceanic lee waves (Legg 2021).
The remainder of the chapter is organised as follows. Section 4.3 describes the setup
of the numerical simulations, and also presents the results of some basic ray tracing
calculations to provide a link between our nonlinear flow and linear predictions of crit-
ical levels from wave-mean flow analysis. Section 4.4 presents the results of our DNS,
focusing on the nature of the wave breaking, the mixing achieved by turbulence, and
the effect of the breaking wave on the mean flow. Our findings are summarised in sec-
tion 4.5, and their implications are then discussed in the context of internal wave driven
mixing in the ocean.
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4.3 Numerical simulations
4.3.1 Nonlinear 3D simulations: domain and initial conditions
As in the previous chapter, we use Diablo to perform direct numerical simulations of
the Navier–Stokes equations subject to the Boussinesq approximation and an imposed,
constant mean stratification, namely
𝛁 ⋅ 𝒖 = 0, (4.1)
𝜕𝒖
𝜕𝑡 + (𝒖 ⋅ 𝛁)𝒖 = −𝛁𝑝 +
1
𝑅𝑒∇
2𝒖 + 𝑅𝑖0𝜃 ̂𝒛, (4.2)
𝜕𝜃
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝜃 =
1
𝑅𝑒𝑃𝑟∇
2𝜃 − 𝑤. (4.3)
Here 𝜃 is the dimensionless buoyancy perturbation to a uniform background stratifica-
tion. The total dimensionless buoyancy is therefore given by
𝑏 = 𝑧 + 𝜃, (4.4)
which is related to the full, dimensional density profile by
𝜌 = 𝜌0 − 𝑏Δ𝜌, (4.5)
where 𝜌0 is a typical scale for the mean density and Δ𝜌 is a typical scale for the density
fluctuations. The dimensionless parameters in (4.1)-(4.3) are
𝑅𝑒 = 𝐿0𝑈0𝜈 , 𝑃𝑟 =
𝜈
𝜅, 𝑅𝑖0 =
𝑔Δ𝜌𝐿0
𝜌𝑈20
= 𝑁
2
0𝐿20
𝑈20
, (4.6)
where 𝑁0 is the buoyancy frequency of the uniform background stratification. In all of
our simulations, the bulk Richardson number 𝑅𝑖0 is set equal to one so that the inertial
time scale 𝐿0/𝑈0 is equal to the buoyancy time scale 𝑁0−1. The Prandtl number 𝑃𝑟 is
also set to one in every simulation to enable, subject to the constraint of the computa-
tional resources available to us, adequate resolution of small-scale dynamics at (what
we believe to be) sufficiently high Reynolds number.
Motivated by observations of wave breaking in the thermocline, we consider the
flow developing from the superposition of a plane internal gravity wave and a sinusoidal
shear flow. Alford and Pinkel (2000) estimated the vertical wavenumber of large am-
plitude internal waves associated with overturning events to be about𝑚 ≈ 1/(12m). By
inspecting vertical profiles of the effective strain rate 𝜕𝑤/𝜕𝑧 and accounting for Doppler
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shifts by horizontal currents, they also estimated a typical horizontal wavenumber of
the waves as 𝜅 ≈ 1/(180m). These estimates coincide with measurements of vertical
shear that vary on a length scale of𝑂(30m). It is not possible to resolve centimetre-scale
dissipation adequately using direct numerical simulations (DNS) while also resolving
the dynamics associated with lengths 𝑂(100m). We therefore perform a ‘miniaturised’
simulation of the shear and internal wave interaction by reducing the Reynolds number
to a computationally tractable value.
In a periodic domain of dimensionless height 2𝜋, the base shear flow is given by
𝑢(𝑧) = sin 𝑧. The minimum gradient Richardson number of this flow 𝑅𝑖𝑚 = min(𝑅𝑖𝑔)
is equal to the bulk Richardson number 𝑅𝑖0 = 1, with 𝑅𝑖𝑔 taking this value at the edge of
the domain (𝑧 = 0, 2𝜋) as well as at the mid-height 𝑧 = 𝜋. This ensures that the back-
ground shear profile is linearly stable, as shown by Balmforth and Young (2002). We
superimpose this shear flow and a plane internal gravity wave with dimensionless wave
vector 𝒌 = (𝑘, 𝑙,𝑚) = (1/4, 0, 3). Compared to the observational estimates of Alford and
Pinkel (2000) the wave has a similar propagation angle, and the ratio between the verti-
cal wavenumber of the shear (𝑚 = 1) and the vertical wavenumber of the wave (𝑚 = 3)
also provides a good match to the observations. Preliminary simulations showed that
waves oriented perpendicular to the shear flow (with 𝑘 = 0, 𝑙 ≠ 0) produce insignificant
interactions even at large amplitude, consistent with the findings of Fritts et al. (2013).
We therefore focus only on the case where the planes of the wave and shear are aligned.
We perform simulations at Reynolds numbers of 5000 and 8000. The dimensionless
domain size is chosen to fit one horizontal wavelength of the internal wave and one
wavelength of the shear. Preliminary runs showed that the scale of spanwise motion
that develops is small, so we choose a narrow domain of size 8𝜋 × 𝜋/2 × 2𝜋. Setting the
kinematic viscosity to 𝜈 = 10−6m2 s−1, typical of water, and choosing a typical buoyancy
frequency of 𝑁0 = 5 × 10−3s−1, we can deduce typical velocity and length scales from
our choices of 𝑅𝑒 and 𝑅𝑖0. For the highest value of 𝑅𝑒 = 8000 this gives 𝐿0 = 1.26m and
𝑈0 = 6.3mms−1, and hence an effective domain size of approximately 32m × 2m × 8m.
In the dimensionless Boussinesq system (4.1)-(4.3), internal gravity waves in the 𝑥-𝑧
plane are given by the real parts of the polarisation relations
𝜃 = 𝑠𝑚𝑒
𝑖(𝒌⋅𝒙−𝜔𝑡+𝜙), 𝑢 = −𝑖𝑠𝜔𝑘 𝑒
𝑖(𝒌⋅𝒙−𝜔𝑡+𝜙), 𝑤 = 𝑖𝑠𝜔𝑚 𝑒
𝑖(𝒌⋅𝒙−𝜔𝑡+𝜙), (4.7)
where 𝜙 is an arbitrary constant phase and 𝑠 > 0 is the wave steepness, representing
a dimensionless amplitude that satisfies 𝑠 = 1 when buoyancy contours first become
vertical somewhere in the domain. The dimensionless wave frequency 𝜔 satisfies the
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dispersion relation
𝜔2 = 𝑁
2𝑘2
𝑘2 +𝑚2 , (4.8)
where we have written 𝑅𝑖0 = 𝑁2 for consistency with the standard notation of dimen-
sional internal gravity waves. 𝑁 = 𝑁0𝐿0/𝑈0 can be interpreted as the dimensionless
buoyancy frequency. To construct the initial condition for our simulations, we take the
positive root of (4.8), set 𝑘 = 1/4 and 𝑚 = 3, and (without loss of generality) choose
𝜙 = 0. Superposed with the shear flow, this gives the initial condition
𝑢(𝒙, 0) = sin 𝑧 + 4𝑁𝑠
√145
sin (𝑥4 + 3𝑧) , 𝑤(𝒙, 0) = −
𝑁𝑠
3√145
sin (𝑥4 + 3𝑧) , (4.9)
𝜃(𝒙, 0) = 𝑠3 cos (
𝑥
4 + 3𝑧) . (4.10)
As mentioned above, all simulations are run with 𝑅𝑖0 = 1 and hence also 𝑁 = 1. The
values of wave steepness 𝑠 used in the simulations are outlined with all other relevant
parameters in table 4.1.
The initial conditions for the buoyancy and velocity fields are displayed in figure 4.2
for two values of 𝑠 used in the simulations. Small-amplitude, three-dimensional noise
is added to the velocity field to allow the development of spanwise motion from the
two-dimensional initial condition of (4.9). All simulations begin on a uniformly-spaced
grid at the ‘initial resolution’ specified in table 4.1. This resolution corresponds to a
grid spacing of Δ𝑥 = 𝜋/256 ≈ 1.2 × 10−2. As the simulations develop, this spacing is
compared to the minimum Kolmogorov length scale calculated from the horizontally
averaged turbulent dissipation rate
𝐿𝐾(𝑡) = min𝑧 (𝜀𝐻(𝑧, 𝑡)𝑅𝑒
3)
−1/4
, 𝜀𝐻(𝑧, 𝑡) =
1
𝑅𝑒
𝜕𝑢𝑖′
𝜕𝑥𝑗
𝜕𝑢𝑖′
𝜕𝑥𝑗
. (4.11)
Here an overbar denotes a horizontal average, and a prime denotes the deviation from
that horizontal average. Once 𝐿𝐾 becomes smaller than the initial Δ𝑥, the flow is up-
scaled to a higher resolution grid with a grid spacing of Δ𝑥 = 𝜋/512 ≈ 6.1 × 10−3. The
upscaling is achieved through performing an inverse fast Fourier transform onto the
higher resolution grid to preserve the spectral form of the flow fields. At late times in
the simulations, 𝐿𝐾 once again rises above the initial grid resolution as the turbulence
decays. Once this happens, the extra Fourier modes associated with the higher resolu-
tion are truncated and we return to simulating the flow on the initial grid.
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Table 4.1 Parameters used in the simulations.
Simulation R8s1 R8s0 R5s1 R5s0
Reynolds number (𝑅𝑒) 8000 8000 5000 5000
Wave steepness (𝑠) 1 0.5 1 0.75
Richardson number (𝑅𝑖0 = 𝑁2) 1
Prandtl number (𝑃𝑟) 1
Domain size (𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧) 8𝜋 × 𝜋/2 × 2𝜋
Initial resolution 2048 × 128 × 512
Maximum resolution 4096 × 256 × 1024
4.3.2 Wave propagation using ray theory
In the absence of any mean flow, the internal gravity wave (4.7) propagates (in terms of
its energy) at the group velocity
𝒄𝒈 = (
𝜕𝜔
𝜕𝑘 ,
𝜕𝜔
𝜕𝑚) =
𝑚𝑁
(𝑘2 +𝑚2)3/2 (𝑚,−𝑘) , (4.12)
where we have taken the positive root of the dispersion relation (4.8) tomatch the initial
condition. For 𝑘,𝑚 > 0 the wave therefore propagates down and to the right. In a
constant mean flow 𝑼 , the frequency of the internal gravity wave appears to change as
thewave is Doppler shifted. The frequency seen by a stationary observer, whichwe shall
refer to as the extrinsic frequency, is given by
𝜔 = 𝑼 ⋅ 𝒌 + 𝜔, (4.13)
where 𝜔 is the frequency arising from the dispersion relation (4.8), which we shall refer
to as the intrinsic frequency. This intrinsic frequency may equivalently be defined as
the frequency observed when travelling with the mean flow. The terminology regard-
ing Doppler shifts can often be unclear from the literature, with Sutherland (2010) and
Bühler (2014) disagreeing on the extrinsic/intrinsic distinction. In defining the extrinsic
frequency 𝜔 as that seen by a stationary observer, we follow the notation and terminol-
ogy of Bühler (2014).
We now consider how an internal gravity wave is modified as it propagates through
a (mean) shear flow. One key assumption in this analysis is that themean flow varies on
a much larger scale than the wave. In our setup of (4.9)-(4.10) the vertical wavelength
of the mean shear is only three times that of the internal wave, so the following analysis
cannot be expected to describe the dynamics quantitatively. Furthermore the large val-
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ues of wave steepness we consider (𝑠 ≥ 0.5) break the underlying linear assumption at
the heart of the theory. Nevertheless considerable insight about the nature of the wave
breaking can surprisingly be gained from a linear ray tracing analysis.
We consider the propagation of an internal wave through the one-dimensionalmean
shear flow 𝑢(𝑧). Assuming that this shear flow varies ‘slowly’ in 𝑧, the extrinsic fre-
quency defined in (4.13) becomes
𝜔(𝑘,𝑚, 𝑧) = 𝑢(𝑧)𝑘 + 𝑁𝑘
√𝑘2 +𝑚2
. (4.14)
The wave will then propagate along a ‘ray’ in the direction of the extrinsic group velocity
𝑑𝑥
𝑑𝑡 =
𝜕𝜔
𝜕𝑘 = 𝑢 + ̂𝑐𝑔,𝑥,
𝑑𝑧
𝑑𝑡 =
𝜕𝜔
𝜕𝑚 = ̂𝑐𝑔,𝑧, (4.15)
where ̂𝒄𝒈 is the intrinsic group velocity detailed in (4.12). Since the mean shear flow
is independent of time, the extrinsic frequency will be conserved along the ray, that is
𝑑𝜔/𝑑𝑡 = 0. The wave vector 𝒌 = (𝑘,𝑚)must therefore vary along the ray such that
𝑑𝑘
𝑑𝑡 = −
𝜕𝜔
𝜕𝑥 = 0,
𝑑𝑚
𝑑𝑡 = −
𝜕𝜔
𝜕𝑧 = −𝑘
𝑑𝑢
𝑑𝑧 . (4.16)
The horizontal wavenumber 𝑘 = 𝑘0 is conserved along the ray, whereas the vertical
wavenumber𝑚 will change according to the mean shear.
In the simple case of a constant mean shear 𝜕𝑢/𝜕𝑧 = 𝑆0, the vertical wavenumber
satisfies 𝑑𝑚/𝑑𝑡 = −𝑘𝑆0. For positive 𝑘, the vertical wavenumber therefore decreases
in the presence of positive shear, and increases in the presence of negative shear. As
𝑚 increases, with 𝑘 kept constant, the intrinsic frequency 𝜔 decreases and the group
velocity vector becomes closer to horizontal (as can be inferred from (4.12) for large
𝑚). In fact, conservation of 𝜔 = 𝜔0 combined with the form of (4.14) can predict the
existence of a critical levelwhere the intrinsic frequency 𝜔 drops to zero and𝑚 becomes
infinite. Setting 𝜔 = 0 in (4.14) implicitly defines the height of a critical level as
𝜔0 = 𝑢(𝑧𝑐)𝑘0. (4.17)
As waves propagate towards a critical level, they typically grow in amplitude until they
‘break’ through instabilities. This growth can (at least initially) be described by consid-
ering the conservation of wave action.
Except in special circumstances, internal waves do not conserve energy as they prop-
agate along a ray. In the linear framework considered above, another quantity known
84 Shear-induced breaking of internal gravity waves
as wave action instead satisfies a conservation equation. We define wave action as
𝒜 = 𝐸𝜔, 𝐸 =
1
2|𝒖′|
2 + 𝑅𝑖02 |𝜃|
2, (4.18)
where 𝐸 is the horizontally-averaged energy of the wave. The conservation equation
for wave action can be derived from the linearised momentum equation (e.g. Bühler
(2014)) and takes the form
𝜕𝒜
𝜕𝑡 +
𝜕(𝒜𝑐𝑔,𝑧)
𝜕𝑧 = 0. (4.19)
We can now combine this conservation equation with the ray equations of (4.15) to
give a system of three ODEs that describe the evolution of the path and amplitude of the
internal wave. Recall that in (4.15), the time derivative is defined as 𝑑/𝑑𝑡 = 𝜕/𝜕𝑡+𝒄𝒈 ⋅𝛁,
so we can rewrite (4.19) as
𝑑𝑥
𝑑𝑡 = 𝑢(𝑧) +
𝑁𝑚(𝑧)2
(𝑘02 +𝑚(𝑧)
2)
3/2 ,
𝑑𝑧
𝑑𝑡 =
−𝑁𝑘0𝑚(𝑧)
(𝑘02 +𝑚(𝑧)
2)
3/2 ,
𝑑𝒜
𝑑𝑡 = −𝒜
𝜕𝑐𝑔,𝑧
𝜕𝑧 . (4.20)
Here𝑚(𝑧) can be inferred from the dispersion relation (4.14) as
𝑚(𝑧) = 𝑘0
√
√
√
𝑁2
(𝜔0 − 𝑢(𝑧)𝑘0)
2 − 1. (4.21)
An analytic expression for the group velocity gradient can also be obtained by expressing
𝑐𝑔,𝑧 as a function of𝑚 and using the chain rule, namely
𝜕𝑐𝑔,𝑧
𝜕𝑧 =
𝑑𝑚
𝑑𝑧 [
𝑁𝑘0 (2𝑚(𝑧)
2 − 𝑘02)
(𝑘02 +𝑚(𝑧)
2)
5/2 ] . (4.22)
We now have a closed system to solve numerically for initial values of 𝑥, 𝑧, 𝑘,𝑚, and𝒜.
These ray tracing calculations are commonly used to investigate the propagation of a
localised wavepacket through a large-scale (i.e. slowly varying compared to characteris-
tic length scales of the wavepacket) mean flow. Our setup of a relatively large amplitude
plane wave superposed on a shear flow throughout the entirety of our computational
domain is quite different. We attempt to model this system by considering the paths of
wavepackets, (traced using this inherently linear ray equations) with the same proper-
ties as the plane wave, from different initial positions. All wavepackets have the initial
wave vector (1/4, 3), and hence also have the same initial intrinsic frequency. However
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Fig. 4.3 (𝑎)The vertical position ofwavepackets over time 𝑧(𝑡) from the solution of (4.20)
from various initial heights. (𝑏) Critical levels 𝑧𝑐 predicted from (4.17) for each of the
inital positions of (𝑎). Black lines represent the maximum and minmum critical levels
that can arise from any initial height. (𝑐) The mean shear flow 𝑢 = sin 𝑧.
the extrinsic frequencies, that are conserved along each ray, depend on the initial height
𝑧0.
Figure 4.3 displays the results of numerically solving (4.20) for the mean shear flow
𝑢 = sin 𝑧. The vertical propagation of 17 wavepackets, equally spaced out at time 0, is
shown in figure 4.3a. The majority of the rays end up in the centre of the domain where
the background shear is negative, and their vertical propagation decreases. This is con-
sistent with our earlier discussion of wave propagation through a uniform shear. Since
each initial wavepacket height has a different extrinsic frequency 𝜔0, (4.17) can predict
critical levels at multiple heights. For the flow considered, (4.17) gives the predicted
critical levels through
sin 𝑧𝑐 = sin 𝑧0 +
𝑁
√𝑘2 +𝑚2
= sin 𝑧0 +
4
√145
. (4.23)
Figure 4.3b plots the critical levels (if they exist) associatedwith each of the rays in figure
4.3a. The above equation predicts critical levels for approximately 75% of possible initial
heights 𝑧0. The upper and lower bounds on critical levels are also shown in figure 4.3b.
The paths of the rays in figure 4.3 are independent of the wave action 𝒜 and can
be calculated solely from the middle equation of (4.20). To investigate how the waves
behave as they are refracted towards the middle of the domain, we now also consider
the evolution of the wave action along the rays. As described previously, the vertical
wavenumber𝑚 increases as a wave approach a critical level. This means that molecular
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diffusion, thus far neglected in the analysis, may become important, particularly for the
Reynolds numbers of our direct numerical simulations. We therefore propose a simple
modification to the ray tracing equations that incorporates diffusive effects below.
Consistent with the assumption that 𝑚 is larger than the vertical wavenumber of
the shear, we only consider diffusion associated with the internal wave, and assume
that the mean shear flow 𝑢(𝑧) is constant in time. Defining the wave energy density 𝐸
as in (4.18), diffusive effects will appear in the energy evolution equation as a dissipation
rate𝒟:
𝜕𝐸
𝜕𝑡 +⋯ = −𝒟 = −
1
𝑅𝑒 (
𝜕𝑢𝑖
𝜕𝑥𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
+ 𝑅𝑖0𝑃𝑟
𝜕𝜃
𝜕𝑥𝑗
𝜕𝜃
𝜕𝑥𝑗
) . (4.24)
For 𝑃𝑟 = 1, if we substitute the internal gravity form of (4.7) (where 𝜔 in the velocity
pre-factors should be replaced with the intrinsic frequency 𝜔) then the dissipation term
simplifies to 𝒟 = 2(𝑘2 + 𝑚2)𝐸/𝑅𝑒. Dividing this by 𝜔 then gives the corresponding
dissipation rate to add to the wave action equation, which becomes
𝑑𝒜
𝑑𝑡 = −𝒜
𝜕𝑐𝑔,𝑧
𝜕𝑧 −
2 (𝑘02 +𝑚(𝑧)
2)
𝑅𝑒 𝒜. (4.25)
This equation can be solved in conjunction with the first two equations of (4.20) to pro-
vide an estimate of the energy buildup in the centre of the domain.
Although now easy to calculate, wave action can be difficult to interpret intuitively.
In particular, it is not clear what a specific value of𝒜 can tell us about how susceptible
a wave is to different instabilities. Stability analyses of finite amplitude internal waves
have shown that the local wave steepness 𝑠 is a key parameter in determining the nature
of wave breakdown (e.g. Lombard and Riley 1996). We therefore convert wave action to
wave steepness by assuming the wave locally maintains the form given in (4.7). In this
form, the energy density of the wave is simply given by 𝐸 = 𝑁2𝑠2/2𝑚. Wave steepness
and wave action can then be exchanged through the equations
𝒜 = 𝑁𝑠
2√𝑘2 +𝑚2
2𝑘𝑚2 , 𝑠 = √
2𝒜𝑘𝑚2
𝑁√𝑘2 +𝑚2
. (4.26)
Figure 4.4 presents the results of solving (4.25) in terms of the wave steepness ob-
tained through (4.26) for a range of initial wavepacket heights 𝑧0. The initial wave steep-
ness is set at 𝑠 = 0.5, and we compare the results for the inviscid limit in figure 4.4a with
the results for 𝑅𝑒 = 5000 in figure 4.4b. In the inviscid case, 𝑠 increases consistently
over time for those rays that approach a critical level. The high values of 𝑠 seen in fig-
ure 4.4a predict the development of highly unstable convective regions in the centre of
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Fig. 4.4 Comparison of wave steepness evolution with and without diffusive effects. The
evolution of wave action is calculated from (4.25) and then inverted to give wave steep-
ness by (4.26).
the domain. However once diffusion is taken into account, wave steepness is shown to
peak on a timescale of𝑂(50) and then decrease as the critical levels are approached. For
𝑅𝑒 = 5000 the peak wave steepness is less than 4 times that of the initial wave steepness.
Note that since (4.25) is linear in𝒜, this factor will remain the same for any initial value
of wave steepness. As 𝑅𝑒 increases, the peak will occur later and allow the steepness to
reach higher values. Although convectively unstable regions associated with 𝑠 > 1 are
still predicted in the finite-𝑅𝑒 case, their development is likely to be strongly impacted
by diffusion.
Beforemoving on to analyse the results of the direct numerical simulations, wemust
emphasise that we do not expect the above linear analysis to describe the development
of the flow quantitatively. We instead believe that the analysis nicely illustrates qualita-
tively some key phenomena that occur in the flow and provides some physical insight
into its behaviour. In particular, we expect energy to build up in the region of negative
shear due to wave refraction and the appearance of critical levels. A subsequent break-
down to turbulence is then likely through small-scale instabilities and nonlinearities,
although this may be affected by diffusion if the instabilities develop on a sufficiently
slow time scale.
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4.4 Results
4.4.1 Flow phenomenology and wave breakdown
We now describe the results of the (inherently nonlinear) 3D direct numerical simula-
tions outlined in §4.3.1. We begin by outlining key features of the flow arising from the
initial condition with wave steepness 𝑠 = 1, and later compare these results to those
with less energetic initial conditions. Figure 4.5 presents vertical plane snapshots of
the total buoyancy field 𝑏 = 𝑧 + 𝜃 at various times of simulation R8s1 up to 𝑡 = 32.
Figure 4.6 shows the vorticity field associated with the same vertical planes, with the
streamwise vorticity 𝜁𝑥 = 𝜕𝑦𝑤 − 𝜕𝑧𝑣 plotted in the 𝑦𝑧-planes and the spanwise vorticity
𝜁𝑦 = 𝜕𝑧𝑢 − 𝜕𝑥𝑤 in the 𝑥𝑧-planes.
By time 𝑡 = 8, shown in panel (𝑑), the tilted structure of the internal gravity wave
has been distorted by the shear flow. As predicted by the ray tracing calculations in
§4.3.2, vertical length scales associated with the wave decrease where the mean shear is
negative, at mid-heights in the domain. The effect of this wave refraction on the buoy-
ancy field can be seen in figure 4.5d. In the centre of the domain, regions with statically
unstable buoyancy profiles emerge, flanked by ‘sheets’ of strong stratification where
buoyancy contours are pushed close together. This is consistent with the predictions
of figure 4.4 for the local wave steepness to increase near 𝑧 = 𝜋, and points to a local
buildup of available potential energy. In contrast, the buoyancy contours closer to the
top and bottom of the domain flatten and relax towards themean uniform stratification.
Panel (𝑒) is the first to highlight three-dimensionalmotion in the flow at time 𝑡 = 16.
Coherent normal mode-like disturbances emerge in the streamwise vorticity of figure
4.6e with a spanwise wavenumber of 𝑙 ≈ 20. These vorticity structures are generated in
the regions where the buoyancy field is statically unstable, which suggests that they are
generated through a convective instability. Indeed, the mushroom-like plumes in fig-
ure 4.5e further suggest that the structures can be classified as convective rolls aligned
on the streamwise axis. Preliminary simulations at lower resolution showed that the
wavenumber 𝑙 associated with the rolls is independent of the depth (in 𝑦) of the do-
main. We are therefore confident that the narrow domain still captures sufficient three-
dimensionality in the flow, particularly since the rolls subsequently break down into
smaller scale turbulence as they are advected by the flow.
At the same time as the appearance of the convective rolls, spanwise vorticity in-
tensifies locally in the 𝑥𝑧-plane. The dark green regions in figure 4.6f highlight strong
negative vertical shears that emerge in the centre of the domain. In a canonical strat-
ified shear layer, the stability of such a region would be determined by the gradient
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Richardson number, but in this case such a number is difficult to quantify. Firstly, the
shear layer depth Δ𝑧, shown on figure 4.6f, varies in both space and time. Secondly, the
maximum shear is offset compared to the peak in stratification. In fact the shear layer
spans regions where the buoyancy field transitions between static instability and strong
stratification. The strong local shears nevertheless present a potential route for further
instabilities to develop.
By time 𝑡 = 24, shown in panels (𝑔) and (ℎ), the small-scale convective disturbances
have interacted with the strong shears in the centre of the domain, generating a turbu-
lent flow characterised by relatively intense small-scale vortices. Comparing the vortic-
ity field in figure 4.6h with the buoyancy field in figure 4.5h, we find that the turbulence
emerges in a region of highly variable local stratification. This can have a significant
impact on local irreversible mixing of the buoyancy field, as we investigate further in
chapter 5.
The final snapshots presented in figures 4.5 and 4.6 highlight a striking organisation
of the turbulence into large, elliptical structures. These are reminiscent of the ‘billows’
that arise from the development of Kelvin–Helmholtz instability (KHI). Through cal-
culations performed in chapter 2, similar to those of Hazel (1972), we know that the
fastest growing mode of KHI has a wavelength approximately seven times the depth of
the (initial) shear layer. By comparing the shear layer depth estimate from figure 4.6f
with the streamwise length of the billows in figure 4.6j, it appears that the average size
of the turbulent structures is not inconsistent with the linear prediction. It is therefore
plausible that these billows are essentially finite-amplitude manifestations of a linear
shear instability, although we must add a number of caveats to this interpretation. As
mentioned above, the shear layer that develops is not steady and its depth and veloc-
ity jump both vary in space and time. Kaminski et al. (2017) and Kaminski and Smyth
(2019) have also shown that finite amplitude perturbations and pre-existing turbulence
can significantly impact the development of shear-driven billows in a stratified shear
layer. The disturbances introduced by the convective rolls therefore make it difficult to
estimate the size of the billows from the initial wave setup. An alternative hypothesis is
that small-scale vortices, formed through shearing of the convective disturbances, un-
dergo a form of inverse cascade in the presence of the mean shear. Why this should
saturate at a length scale coincidentally consistent with linear normal mode analysis is
however unclear.
By the time 𝑡 = 32 of the final snapshots, the turbulent dissipation rate 𝜀′ has already
peaked and the subsequent flow is that of a turbulent decay. Figure 4.7 highlights the
change in various horizontally-averaged quantities between the initial condition and
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the flow state at the late time 𝑡 = 80. As the turbulence decays, the buoyancy contours
flatten in the middle of the domain and leave alternating regions of relatively weak and
strong stratification. This variation is clear in the mean vertical profiles of 𝑁2 shown
in figure 4.7c, with three strong peaks in the middle of the domain associated with a
30-50% increase in the local buoyancy gradient. The mean shear shows similar vertical
variation in figure 4.7. At mid-heights in the domain, local extrema in 𝑆2 appear offset
from local extrema in 𝑁2, akin to the form of an internal wave. Despite the intense tur-
bulent mixing that has occurred before this time, there appears to be a signature of the
wave remaining imprinted in the late-time mean profiles. Despite this offset, regions
with significant shear exhibit a gradient Richardson number of 𝑅𝑖𝑔 ≈ 1, similar to the
initial profile. The most intense mean shears lead to a minimumRichardson number of
𝑅𝑖𝑚 ≈ 1/2, significantly above the value of 1/4 that ensures linear stability. The simula-
tions are continued up until 𝑡 ≈ 150, although the remaining dynamics after 𝑡 = 80 in
case R8s1 could primarily be characterized as relaminarization, with the smaller-scale
variations seen in figure 4.7 being smeared out by diffusion.
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Fig. 4.8 Energy time series for each simulation, separated into individual components
of velocity and buoyancy. A logarithmic scale is used on the 𝑦-axis. Red dots denote the
time at which the maximum local Rayleigh number in the domain exceeds 2000.
4.4.2 Energetics
With a basic understanding of how the flow develops in simulation R8s1, we now inves-
tigate how the Reynolds number 𝑅𝑒 and initial wave steepness 𝑠 modify the dynamics.
We begin by further investigating the emergence of three-dimensional motion associ-
ated with the convective rolls in figures 4.5e and 4.6e. Time series for individual com-
ponents of the kinetic energy
𝒦 = 𝒦𝑢 +𝒦𝑣 +𝒦𝑤 =
⟨𝑢2⟩
2 +
⟨𝑣2⟩
2 +
⟨𝑤2⟩
2 , (4.27)
and the potential energy 𝒫 = 𝑅𝑖0⟨𝜃2⟩/2 are plotted in figure 4.8, where ⟨⋅⟩ denotes a
volume average. The time series are plotted on a logarithmic scale, and in every simu-
lation we see a period where the energy of the spanwise velocity 𝒦𝑣 increases with an
approximately linear slope, thereby indicating exponential growth. This growth in 𝒦𝑣
is less steep for the two cases with initial wave steepness, and occurs significantly later
for simulation R8s0, where 𝑠 = 0.5.
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To confirm that the mechanism driving this growth is convective in all cases, we
calculate a Rayleigh number, defined in our dimensionless framework as
𝑅𝑎 = 𝑅𝑖0𝑅𝑒2𝑃𝑟Δ𝑏(Δ𝑧)3. (4.28)
where Δ𝑏 and Δ𝑧 are calculated as follows. For every horizontal position (𝑥, 𝑦), we con-
sider the vertical profile of buoyancy 𝑏(𝑧). In this profile we identify the largest contin-
uous region with 𝜕𝑏/𝜕𝑧 < 0 and denote its size by Δ𝑧. We then take Δ𝑏 as the buoyancy
difference across this region to compute the Rayleigh number through (4.28). Taking
the maximum Rayleigh number across all horizontal positions then provides us with
some information on whether convection is likely to be occurring somewhere in the do-
main. Classical linear stability results predict the onset of convection above a Rayleigh
number of 𝑂(1000), with the critical value varying depending on the boundary condi-
tions considered (see, for example, Drazin and Reid 2004). In figure 4.8 we additionally
plot the time at which the maximum value of 𝑅𝑎 in the domain first exceeds 2000 for
each simulation. Every case shows that the growth in𝒦𝑣 only occurs after statically un-
stable regions form and the Rayleigh number gets sufficiently large. This, together with
the quasi-exponential energy growth, provides strong evidence that three-dimensional
motion is brought about through a convective linear instability. To be clear, this result
only informs us of the first source of small-scale disturbances in the flow, and it cannot
be used to determine how energy is supplied to turbulence for mixing at later times.
For simulation R8s0, with the smallest initial wave steepness 𝑠 = 0.5, the peak in
the energy of the spanwise velocity 𝒦𝑣 is significantly lower than in any of the other
cases. The fact that the energy growth occurs later and more slowly than in other cases
may allow diffusive effects to impact the saturation of the convective instability. In-
deed in figure 4.4 it was predicted that diffusion would significantly impact the local
wave steepness on a time scale of 𝑂(50). Convective instabilities grow on a timescale
of 𝑇𝑐 ∼ (Δ𝑧/Δ𝑏)1/2, and so a lower local wave steepness would in turn lead to a slower
growth rate. The low growth rate and weak saturation in case R8s0 are therefore both
consistent with the ray tracing analysis with diffusive effects.
The ray theory analysis of section 4.3.2 of course relies on a number of bold assump-
tions that are not even well satisfied by the initial conditions. It is therefore remarkable
how well it can describe certain aspects of the flow, such as in figure 4.9, where we plot
the horizontally-averaged buoyancy flux 𝒥 = 𝑅𝑖0𝑤𝜃 for each simulation. Recall that
positive values of 𝒥 describe a transfer of potential energy to kinetic energy. The net
buoyancy flux associated with the plane wave initial condition is zero, but as the wave
is distorted by the mean flow, large and reversible exchanges between the kinetic and
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Fig. 4.9 Space-time plots of horizontally-averaged buoyancy flux. One ray path from fig-
ure 4.3 is additionally plotted on panels (𝑐) and (𝑑) as well as the corresponding critical
level prediction.
potential energies occur. Figure 4.9 highlights that these exchanges are qualitatively
similar at early times for all of the simulations. In the top half of the domain, alternat-
ing patches of high and low buoyancy flux appear to propagate downwards over time.
For the cases with lower initial wave steepness, shown in panels (𝑐) and (𝑑), this propa-
gation proves a reasonable match to some of the ray tracing results. One ray from figure
4.3 is re-plotted on figures 4.9c and 4.9d, along with its predicted critical level. In both
cases, the ray path closely matches the zero contour of buoyancy flux, suggesting that
the early-time dynamics are somewhat well described by the concept of wave refraction.
At late times in panel (𝑐), significant wave activity, inferred from the buoyancy flux, is
only present at heights reminiscent of the critical level locations specified in figure 4.3b.
4.4.3 Turbulence and mixing
For the simulations with higher initial wave steepness, the turbulent wave breaking
event leads to high-frequency, small-scale features in figure 4.9. However the large-scale
pattern in the buoyancy flux 𝒥 remains present during the burst of turbulent activity for
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times 20 < 𝑡 < 40, with patches of alternating sign overlaying the small-scale details as-
sociated with turbulence. This is significant in the context of irreversible mixing, where
𝒥 is often used to infer a diapycnal mixing rate when appropriately averaged. Recall the
energetic framework of chapter 3:
𝑑𝒦′
𝑑𝑡 = 𝑆𝑝 + 𝒥 − 𝜀′,
𝑑𝒫
𝑑𝑡 = −𝒥 − 𝜒, (4.29)
In a statistically steady state where energy is supplied from the mean flow through the
shear production 𝑆𝑝, we expect the buoyancy variance destruction rate 𝜒 to balance−𝒥.
This in turn implies that 𝒥 < 0 and the buoyancy flux represents a mean transfer of
kinetic energy to potential energy. In our simulations however, turbulence can be most
intense in regions where the larger scale wave-mean flow interaction leads to a positive
buoyancy flux (for example, see 𝑧 ≈ 𝜋 in panel (𝑎) for 20 < 𝑡 < 40). In fact the total
mean buoyancy flux (integrated over the domain and in time) is positive in all of the
simulations, indicating a net transfer of potential energy to kinetic energy. The classic
shear-driven steady state assumption, as used by Osborn (1980), clearly does not apply
to our flows. Indeed as discussed in chapter 1, this assumption does not even apply to
the canonical evolution of a stratified shear layer (Mashayek and Peltier 2013).
Since the buoyancy flux is not a reliable measure of mixing in the flows, we now
focus on the volume-averaged dissipation rates
𝜀 = 1𝑅𝑒 ⟨
𝜕𝑢𝑖
𝜕𝑥𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
⟩ , 𝜒 = 𝑅𝑖0𝑅𝑒𝑃𝑟 ⟨
𝜕𝜃
𝜕𝑥𝑗
𝜕𝜃
𝜕𝑥𝑗
⟩ , (4.30)
to investigate mixing properties and the evolution of turbulence in the simulations. As
in chapter 3, we decompose the dissipation rates into contribution from thehorizontally-
averaged fields 𝒖, 𝜃, and their perturbations 𝒖′, 𝜃′. We continue to assume that the
available potential energy of the system can be approximated by 𝒫 = 𝑅𝑖0 ⟨𝜃2⟩ /2, and
therefore that𝜒 is an appropriatemeasure of irreversible diapycnal mixing. The validity
of this approximation is revisited in chapter 5, where we find only small discrepancies
between 𝜒 and the ‘true’ rate of diapycnal mixingℳ for the flows considered here.
Time series of the decomposed dissipation rates are plotted for each simulation in
figure 4.10. Comparing the time series with the vorticity snapshots in figure 4.6, we
unsurprisingly see that the dissipation rates peak when intense small-scale turbulence
spans the domain at mid-heights. In figures 4.10a and 4.10b, the fact that 𝜒′ peaks at
the same time as 𝜀′ suggests that although the convective rolls seen in figures 4.5e and
4.6e are the first small-scale structures to emerge, their contribution to mixing is small.
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Fig. 4.10 Time series of dissipation rates for each simulation.
Indeed the overall shape of the time series curves for 𝑠 = 1 in figure 4.10 are reminis-
cent of those for the development of Kelvin–Helmholtz instability (KHI) in a stratified
shear layer (see e.g. Salehipour et al. 2015). Particular features that stand out include a
sharp, early rise in 𝜀′, a short-lived ‘fully turbulent’ stage where the dissipation rates are
approximately constant, and a fast decay from this regime. This is in contrast to some
other canonical flows, such as the development of Holmboe instability, which lead to
more long-lived turbulent activity (Salehipour et al. 2016).
In the simulations with 𝑠 = 1, the dominant contribution to mixing (quantified by
the time integral of 𝜒) comes from the ‘fully turbulent’ period 25 ≲ 𝑡 ≲ 35. The instan-
taneous mixing efficiency during this period is 𝜂 = 𝜒/(𝜒+𝜀) ≈ 0.24, whichmatches the
KHI simulations of Salehipour et al. (2015) for 𝑃𝑟 = 1. Together with the temporal evo-
lution of 𝜀′ and the development of ‘billow’ structures in figure 4.6j, this makes a strong
argument that mixing in these flows is primarily the result of turbulence driven by local
shear instabilities, despite the presence of localised convection. Indeed the similarity in
mixing efficiency is remarkable given the highly irregular buoyancy field on which the
billows develop in our simulations.
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Fig. 4.11 Plane snapshots of vorticity at times of maximum turbulent dissipation rate 𝜀′
for simulations R8s0 and R5s0. Planes and vorticity components match those shown in
figure 4.6.
In both of the simulations with lower initial wave steepness, the peaks in dissipa-
tion rates are far smaller than for the more energetic initial conditions. For simulation
R8s0, where 𝑠 = 0.5, the maximum value of 𝜀′ never even exceeds the dissipation rate
associated with laminar diffusion of themean flow 𝜀. To visualise how these flows differ
from the higher dissipation cases, vorticity snapshots are plotted in figure 4.11 for the
times at which 𝜀′ is at its maximum. Panels (𝑎) and (𝑏) show that no large billow struc-
tures develop in case R8s0, and the maximum TKE dissipation rate is instead achieved
when the convective rolls saturate in the spanwise plane. Although the buoyancy field
is sufficiently distorted by the shear to drive local convection, the local amplification
of shear in the 𝑥𝑧-plane is reduced compared figure 4.6. Treating the dynamics as that
of a refracted wave, we can think of the wave only achieving high values of steepness
once its vertical wavenumber𝑚 has also increased significantly. The smaller scales as-
sociated with high values of𝑚 are more susceptible to viscous effects, and it is possible
that locally intense shear is smeared out by diffusion before instabilities can grow sig-
nificantly. As seen in figures 4.11c and 4.11d, turbulent structures emerge from regions
of high shear at slightly higher initial wave steepness (𝑠 = 0.75). The local shear layers
are not as thin as for 𝑠 = 0.5, consistent with the idea that instabilities are more likely
to develop when viscous effects are reduced. At larger values of 𝑅𝑒, it may be possible
for turbulent billows to grow from 𝑠 = 0.5 and lead to significant local dissipation and
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Fig. 4.12 Spatio-temporal evolution of shear production 𝑆𝑝, defined in (4.31), for simu-
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(𝑐) Vertical profile of time-averaged 𝑆𝑝.
mixing. The turbulence would remain far more localised due to the thinner shear lay-
ers, but it is possible that the combination of convective and shear mechanisms seen in
the cases where 𝑠 = 1 would remain relevant.
4.4.4 Mean flow interactions
For the simulations with largest wave steepness, we have deduced that the majority of
turbulent dissipation and mixing can be associated with turbulence arising from shear
instabilties. As mentioned above, turbulent shear flows are often associated with a
transfer of energy from the mean flow to the turbulence through the shear production
𝑆𝑝 = −𝑤′𝒖′ ⋅
𝜕𝒖
𝜕𝑧 . (4.31)
Positive values of𝑆𝑝 represent an extraction of energy from themeanflow, as highlighted
by the TKE evolution equation in (4.29).
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Fromanother perspective, internalwaves breaking at a critical level typically provide
momentum to the mean flow as shown in the classical experiments of Koop andMcGee
(1986). This momentum transfer is a vital part of the mechanism discussed by Plumb
(1977) to describe the atmospheric Quasi-Biennial Oscillation. In our simulations, we
appear to observe shear instabilities developing near critical levels, and therefore expect
the development of the mean flow to rely on a combination of these effects.
To investigate how the wave breaking affects the mean flow, we plot the shear pro-
duction 𝑆𝑝 from simulation R8s1 as a function of 𝑧 and 𝑡 in figure 4.12. The time series
of volume-averaged shear production, shown in figure 4.12a, is dominated by large, re-
versible changes at early stages of the simulation. Indeed the mean value of 𝑆𝑝, aver-
aged over both space and time for 80 time units, is only 𝑂(10−5), indicating a negligible
net transfer of energy between the mean flow and its perturbation. This contrasts with
the evolution of Kelvin–Helmholtz instability in a stratified shear layer (Salehipour and
Peltier 2015). Although large, reversible changes are also seen at early times in that
setup, the lack of initial perturbation energy requires a significant net transfer of energy
from the mean flow over the course of a turbulent event.
The negligible net energy transfer does not however mean that the mean flow is un-
affected by its interaction with the breaking wave. Figure 4.12c plots the time-averaged
shear production as a function of height, showing that 𝑆𝑝 < 0 in the centre of the do-
main, whereas 𝑆𝑝 > 0 near the edges. This suggests that although the turbulence pro-
duced atmid-heights in the domain is reminiscent of that triggered by shear instabilities,
any extraction of energy from the mean flow in this region is dominated by the earlier
wave-mean flow interaction. This is emphasised in the space-time plot of figure 4.12b,
where a strong patch of negative shear production persists at mid-heights even as the
turbulence develops at 𝑡 ≈ 25. As hinted at earlier in figure 4.6, we can therefore in-
terpret the billows as arising from instabilities of the wave’s shear rather than the mean
flow. The evolution of themean flow appears primarily governed by its interaction with
the coherent internal wave, and is only slightly modified by the subsequent turbulence.
This interpretation of a wave-mean flow interaction is also consistent with the shift
in mean streamwise velocity shown earlier in figure 4.7a. Since the wavenumbers of the
internal wave 𝑘 and 𝑚 are both positive, we expect the wave to propagate to the right
and downwards (in the positive 𝑥 and negative 𝑧 directions) even as it is refracted by
the shear flow. If the wave then deposits its momentum as it approaches the predicted
critical levels, we would expect a positive shift in the streamwise velocity in that region,
since the wave is propagating to the right. This is precisely what we see in figure 4.7a,
where 𝑢 increases over the region 3𝜋/4 ≲ 𝑧 ≲ 3𝜋/2.
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4.5 Discussion and conclusions
We have investigated the flow arising from the superposition of a large amplitude plane
internal gravity wave and a mean shear flow. This initial condition is motivated by ob-
servations of high internal wave strain in the presence of variable shear in regions of
the thermocline by Alford and Pinkel (2000). In our simulations, some aspects of the
dynamics at early times can be reasonably described by ray tracing analysis, despite a
lack of the necessary, assumed scale separation between the base flow and the wave
field. The propagation of wave energy quantities towards the centre of the domain is
well predicted, as seen in figure 4.9. This inherently linear analysis suggests that critical
levels, whose locations are highlighted in figure 4.3, exist in this region where the mean
shear is negative. Combined with wave action conservation, ray tracing predicts an in-
crease in the vertical wavenumber𝑚 and the local wave steepness 𝑠 as waves approach
the critical levels. The increase in local wave steepness far above 𝑠 = 1 shown in figure
4.4a, together with the near-horizontal ray propagation close to the critical levels, sug-
gests that the flow field can subsequently be susceptible to instabilities, as analysed by
Winters and Riley (1992).
The fully nonlinear DNS is consistent with this picture, (even though the underly-
ing assumptions of the ray theory are clearly not satisfied) as seen in the snapshots of
figures 4.5 and 4.6. Vertical length scales are reduced in the centre of the domain, and
regions of statically unstable buoyancy emerge as thewave field is distorted by the shear.
Streamwise-aligned convective rolls, best highlighted by figures 4.5e and 4.6e, emerge
from the regions of static instability in all of the simulations, regardless of their initial
wave steepness. Quasi-exponential growth in the energy of the spanwise velocity is ob-
served in figure 4.8 once the maximum local Rayleigh number in the domain becomes
large. We deduce that the roll structures in the spanwise plane are simply driven by a
linear convective instability.
The accumulation of wave energy in the centre of the domain also leads to an inten-
sification of local shear in the 𝑥𝑧-plane. Flows arising from the more energetic initial
condition (where 𝑠 = 1) subsequently become turbulent and exhibit large-scale organi-
sation in the form of elliptical billow structures. These billows, visualized in figure 4.6j,
are reminiscent of those arising due to Kelvin–Helmholtz instability (KHI) in a stratified
shear layer. Indeed, relative to the width of the shear layers produced by the refracted
wave, the length of each billow is consistent with the fastest growing mode arising from
linear stability analysis of a shear layer (see e.g. Drazin and Reid 2004).
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Furthermore the time series of dissipation rates in figure 4.10 show that wave break-
ing is characterised by a ‘burst’ or ‘flare’ of turbulence, rather than a sustained event.
This bursting nature is again reminiscent of turbulence initiated through KHI. When
turbulence persists throughout the domain at mid-heights, the mixing efficiency is also
largely similar to that found in previous studies of KHI at 𝑃𝑟 = 1. The buoyancy field
surrounding the local shear layers in our simulations is complex, with regions of strong,
stable stratification, and static instability present either side of the shear layer. It is there-
fore somewhat surprising that the mixing results are consistent with a typical stratified
shear layer, particularly given the results of Mashayek et al. (2013) highlighting strong
Richardson number dependence within that simple setup. A future study of shear-
induced mixing for a wider range of background buoyancy profiles would be useful
in pinpointing the key parameters governing variations in mixing efficiency. Never-
theless in the simulations with larger initial wave steepness, mixing appears predomi-
nantly shear-driven despite the prior emergence of convective rolls in the breakdown of
the wave. To be clear, by ‘shear-driven’ we mean that energy is supplied to turbulence
primarily through shear instabilities, and in this case the unstable shear is that in the
velocity field of the refracted internal wave.
As seen in figure 4.11, the less energetic initial conditions do not lead to as much
turbulent activity. The waves are still refracted towards the centre of the domain and
reach sufficient steepness to drive local convection, but we do not observe as intense
shear amplification in the 𝑥𝑧-plane in these cases. We suggest that viscous effects are
damping thewave before strong shears can be generated. Although highwave steepness
values occur at later times, high localwavenumbers are still produced earlier by thewave
refraction, and as time progresses these gradients will be smeared out by diffusion. We
canmodel these diffusive effects by adding a simple dissipative term to the conservation
of wave action (4.25). Consistent with the simulations, we find in figure 4.4 that this
wave damping limits the growth of the wave steepness on a time scale similar to the
time taken to reach peak dissipation.
Even at the high resolution of our simulations, we cannot consider Reynolds num-
bers that match our motivating oceanographic observations, suggesting that viscous ef-
fects are overemphasised in our flows. It is therefore possible that themechanisms driv-
ing turbulence and mixing in our more energetic simulations may be relevant for flows
arising from smaller initial wave steepness. In these cases unstable shear layers would
be produced at higher wavenumbers, potentially limiting the size of the billows and the
extent of the turbulence. Nevertheless this wave breaking may be representative of a
process leading to intense mixing from internal waves in the ocean.
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Shear-driven turbulence is commonly associated with an extraction of energy from
the mean shear flow, characterised by positive values of shear production 𝑆𝑝 > 0. How-
ever even in our most energetic simulations, we find on average that 𝑆𝑝 < 0 in the re-
gion of most intense turbulence, as shown in figure 4.12. This instead suggests that the
primary effect on the mean flow comes from a wave-mean flow interaction, where the
wave transfers its momentum into the mean flow as it breaks. The change in the mean
streamwise velocity shown in figure 4.7a supports this interpretation. Indeed, since the
strong local shears are associated with the wave rather than the mean flow, it may be
expected that simple energetics arguments regarding the interaction of turbulence and
a mean flow do not apply here.
Although this counterexample to the traditional picture of shear-driven turbulence
is specific to our setup, it highlights a generic difficulty in analysing turbulent strati-
fied flows. The effects of internal gravity waves and turbulence are often considered in
isolation, although their interplay is vital at the scales associated with wave breaking
that are of interest to us. Waves break to produce turbulence, turbulence itself can emit
internal waves, and the evolution of a turbulent patch in a stratified fluid is affected at
leading order by the presence of internal waves (as reviewed e.g. by Davidson 2013).
Continuous energy transfer between waves and turbulence can lead to great difficulties
in interpreting their respective roles in the dynamics.
In our simulations, the internal wave appears to drive both the generation of tur-
bulence and the modification of the mean flow. However our setup of an initial value
problem superimposing awave and shear is not typical of how such an interactionwould
arise in the ocean. Internal waves in the ocean continuously propagate away from gen-
eration sites such as topographic features wherewaves are generated through tidal flows
(Sarkar and Scotti 2017). It is unclear what behaviour could be expected over a longer
time scale as more waves propagate towards the breaking event through the shear. If a
critical level were responsible for the breakdown, onemight expect a continuous supply
of energy to maintain the turbulence as waves propagate towards it.
Our simulation of an isolated ‘burst’ of turbulence arising from a large amplitude
internal wave is however more consistent with the time scales of overturning events ob-
served by Alford and Pinkel (2000), henceforth AP. Taking the dimensionless duration
of the wave breaking event in simulation R8s1 as 𝑁0𝑡 = 50 and the background buoy-
ancy frequency as 𝑁0 = 5 × 10−3 s−1, we deduce a duration of 𝑇 = 1 × 104 s ≈ 0.116 d,
consistent with the time scales of figure 4.1. Of course the observations of AP rely on in-
dividual vertical profiles, and it is possible for longer lasting turbulent patches to simply
be advected away from the profiler.
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In the context of these observations in the thermocline, we have neglected the effect
of the Earth’s rotation in our simulations. For the field site of AP, buoyancy effects are
important on much faster time scales than rotation, as evidenced by the typical ratio
𝑓/𝑁 = 1.6 × 10−3. The slowly varying shear may however be intrinsically related to the
effects of rotation, and it ismost likely associatedwith a slowly-propagating near-inertial
wave. Although the observations of AP tell us the strength of the vertical shear, they do
not report on the orientation of the mean flow or how it changes. This orientation may
have significant consequences on the nature of the wave breakdown. For example Fritts
et al. (2013) find that a spiralling finescale shear flow weakens the spanwise convective
instability relative to the case of a shear flow aligned with the internal wave. Broutman
et al. (1997) also add the time-dependent nature of propagating near-inertial shear to
their ray tracing analysis and find that this can reduce the proportion of short internal
waves that end up dissipated in critical layers. Determiningwhether these types of inter-
action could impact our results on mixing and mean flow acceleration would be useful
in understanding how specific the results are to our setup.
In regions away from the thermocline, 𝑓/𝑁 typically takes larger values and rota-
tion can be expected to play more of an important role, although similar wave breaking
mechanismsmay still be relevant. For example the deep oceanmeasurements ofWater-
man et al. (2012) highlight a local peak in turbulent dissipation and internalwave energy
approximately 1 km above the ocean floor, where stratification remains relatively weak.
From corresponding measurements of the mean shear flow, they attribute this peak to
waves breaking at critical levels. Waterman et al. (2012) also find a mismatch in this re-
gion between dissipation rates measured from microstructure and those inferred from
the internal wave energy. One explanation for this is that, like in our simulations, wave
energy is split between the mean flow and turbulence as the waves break. Investigating
how incoming wave energy is distributed between mean flow acceleration, turbulent
dissipation, and mixing in a fully turbulent critical layer would be useful for improving
parameterizations for such scenarios. Such parameterizations could depend strongly on
the properties of the incoming waves, and therefore require a fundamental understand-
ing of the various sources of internal waves in the ocean. A key open question remains
of how much mixing can be attributed to each of these sources, such as tidal beams
(Dauxois et al. 2018), lee waves (Legg 2021), and near-inertial waves (Alford et al. 2016).
The energetic simulations presented in this chapter have highlighted a flow where,
although convective instabilities emerge first in the transition to turbulence, mixing
is primarily associated with shear-driven turbulence. We quantify mixing here by the
buoyancy variance destruction rate 𝜒. Through this definition, mixing relates to the
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evolution of the system towards a state where the buoyancy perturbation 𝜃 is uniform
throughout the domain (Villermaux 2019). However in oceanographic models we are
primarily concerned with diapycnalmixing related to the diffusive flux across a surface
of constant buoyancy. Accurate quantification of this diapycnal mixing is vital when
applying DNS results to improve parameterizations of mixing efficiency or diapycnal
diffusivity. Furthermore, large variations in the mean buoyancy gradient, as observed
in this chapter’s simulations, may cause 𝜒 and the diapycnal mixing rate to differ signif-
icantly. To explore diapycnal mixing more carefully in our simulations, the following
chapter focuses on the development of an extended framework for available potential
energy that is applicable to stratified, triply periodic domains. We apply this framework
to both the simulations of the current chapter and those of chapter 3, and discuss how
diapycnal mixing can best be estimated or parameterized for such flows.

Chapter 5
Quantifying mixing and APE in
simulations of stratified flows
In this chapter, we propose a new technique for the calculation of available potential
energy (APE) in triply-periodic domains where a mean stratification is imposed. We
highlight how the aperiodicity of the buoyancy 𝑏 in the vertical leads to ambiguities
when applying the APE framework of Winters et al. (1995), widely used for bounded
domains. By overcoming this problem, we are now able to calculate diapycnal mixing
in periodic systems directly, and we subsequently apply the new technique to the sim-
ulations of chapters 3 and 4. In those chapters, mixing had been approximated by 𝜒,
similar to the model of Osborn and Cox (1972). We investigate how well this assump-
tion performs and discuss the implications of using the Osborn and Cox (1972) model
to estimate a diapycnal diffusivity in such flows.
This chapter is based on a manuscript that is currently under review for the Batch-
elor Centenary Commemorative Volume of the Journal of Fluid Mechanics.
5.1 Mixing and available potential energy
The transport of heat and salt across surfaces of constant density (isopycnals) in the
ocean provides a vital contribution to the closure of the ocean’s energy budget (Wunsch
and Ferrari 2004; Hughes et al. 2009). As discussed in §1.1, such a diapycnal flux arising
frommolecular diffusion alone is insufficient to balance the generation of densewater in
polar regions and close the global circulation. Turbulence therefore plays an important
role in enhancing mixing through the stirring of tracer fields (such as temperature or
salinity) and the subsequent generation of small-scale gradients. In the ocean interior,
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turbulence is often associated with breaking internal waves (MacKinnon et al. 2017),
which in turn lead to mixing that is strongly intermittent in both space and time.
Here we define mixing as the irreversible diffusive flux across isopycnals that arises
due to macroscopic fluid motions, as in Peltier and Caulfield (2003). This flux is some-
times expressed as the mean vertical flux of buoyancy 𝑏 = −𝑔(𝜌 − 𝜌0)/𝜌0. The flux
⟨𝑤′𝑏′⟩ can however include significant contributions from entirely reversible processes
such as internal waves. Indeed equating buoyancy flux and irreversible mixing is only
appropriate when both are averaged over time and applied to a statistically stationary
state. Winters et al. (1995) show that the true rate of irreversible mixing in a Boussinesq
fluid is equal to the conversion rate of available potential energy (APE) to background
potential energy (BPE). As introduced by Lorenz (1955), APE refers to the change in en-
ergy resulting from adiabatically sorting the buoyancy field of a fluid to its state of mini-
mum potential energy. By extending the APE framework to compressible flows Tailleux
(2009) argues that mixing should in fact be described as the dissipation of APE into in-
ternal energy, which is balanced exactly by an enhancement in the generation of BPE
in the Boussinesq limit. In this study, we focus on the dynamics of a single-component
Boussinesq fluid with a linear equation of state, and refer the reader to Tailleux (2013a)
for a discussion of mixing and APE in more complex scenarios.
Although the Winters et al. (1995) framework provides an exact expression with
which to calculate diapycnal mixing, it is not practical for use in oceanographic ob-
servations. The most precise observational estimates of mixing come from vertical mi-
crostructure profilers that record small-scale gradients of velocity or temperature in iso-
lated vertical profiles. Themethods of Osborn andCox (1972) andOsborn (1980), which
are derived from mean balances in the buoyancy variance and turbulent kinetic energy
equations respectively, can then be used to estimate an effective diapycnal diffusivity
𝐾𝑑. This diffusivity is related to the mixing rate throughℳ = 𝐾𝑑𝑁2 where 𝑁 is some
appropriatemeasure of the buoyancy frequency. Note that𝑁maynot be straightforward
to identify if there is significant spatio-temporal variability in the flow. Both estimation
methods are derived on the assumption that the flow is statistically steady and thus that
themixing iswell described by some average of the buoyancy flux. The diffusivity𝐾𝑑 ob-
tained from these microstructure measurements can then be checked against estimates
of diffusivity from tracer release experiments (Ledwell et al. 2000). Understanding how
𝐾𝑑 varies throughout the ocean is also vital for improving the accuracy of global circu-
lation models, where diapycnal turbulent fluxes are only captured through a prescribed
parameterization of 𝐾𝑑, such as that of Klymak and Legg (2010).
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Accurately quantifying mixing in computational fluid dynamics requires the use of
direct numerical simulations (DNS) that resolve down to the dissipative scales of mo-
tion. These simulations can thenbeused to test the assumptions used to derive the above
models (as in Taylor et al. 2019), or to quantify the differences in inferred diffusivity
arising from the models (Salehipour and Peltier 2015). The need to resolve the small-
est scales of motion restricts the Reynolds numbers 𝑅𝑒 it is possible to attain through
DNS, and so massive computational grids are needed to push 𝑅𝑒 up towards geophysi-
cal values. Since the earliest days of simulating turbulence through DNS, triply periodic
domains have been used to reduce computational cost (Orszag and Patterson 1972). The
lack of fixed boundaries in this setup means that higher values of 𝑅𝑒 can be obtained.
Thin boundary layers do not need to be resolved and highly efficient pseudospectral
methods, exploiting the imposed periodicity, can be implemented.
Riley et al. (1981) were the first to include a mean density stratification in such a
triply periodic setup by decomposing the buoyancy field into a linear profile 𝑁20𝑧 and a
periodic perturbation 𝜃. This system has since proved popular for studying the dynam-
ics of high 𝑅𝑒 stratified turbulence (e.g. Staquet and Godeferd 1998; Riley and de Bruyn
Kops 2003; Brethouwer et al. 2007). Investigations ofmixing in periodic domains, recent
examples of which can be found in Maffioli et al. (2016) and Garanaik and Venayag-
amoorthy (2019), do not however implement the rigorous Winters et al. (1995) frame-
work for quantifying APE, thus identifying explicitly irreversible mixing. It is common
instead to describe mixing in terms of the destruction rate of buoyancy variance 𝜒. This
approximation is closely related to the methodology underlying the diffusivity estimate
of Osborn and Cox (1972).
As we later explore in §5.4.3, approximating mixing with 𝜒 can result in an over- or
under-estimate depending on whether the most intense turbulence in the flow prefer-
entially samples regions of locally high/low stratification (and thus is associated with
different characteristic local values of the buoyancy frequency). It is therefore impor-
tant to be able to quantifymixing accurately in the periodic system and identify whether
such discrepancies can be significant. Since the buoyancy in the system is only defined
through its periodic perturbation 𝜃, ambiguity arises in how to construct the background
state of minimum potential energy. In §5.2 we use a simple example to highlight this is-
sue and then provide an extension to the framework ofWinters et al. (1995) that resolves
the ambiguity in the case of triply periodic domains. §5.3 gives a brief overview of the
numerical simulations we shall use to test the new framework, including the numerical
method used. §5.4 uses the new framework to analyse the simulations, and compares
the exact mixing rates to commonly used estimates. Finally, we conclude and discuss
110 Quantifying mixing and APE in simulations of stratified flows
these results in §5.5, with a particular focus on how our findings impact the estimation
and parameterization of mixing in the ocean.
5.2 Quantifying mixing in triply-periodic domains
We consider the problem of quantifying irreversible mixing in a system governed by
the dimensionless Boussinesq equations subject to an imposed, constant, mean strat-
ification. We decompose the buoyancy field as 𝑏 = 𝑧 + 𝜃, where 𝑏 = 𝑧 represents
the buoyancy profile of the imposed mean stratification. Note that 𝑏 has been non-
dimensionalized by 𝐿0𝑁20 , where 𝐿0 is a typical length scale and 𝑁0 is the mean dimen-
sional buoyancy frequency, so themean buoyancy gradient in the dimensionless system
is always equal to one.
𝛁 ⋅ 𝒖 = 0, (5.1)
𝜕𝒖
𝜕𝑡 + (𝒖 ⋅ 𝛁)𝒖 = −𝛁𝑝 +
1
𝑅𝑒∇
2𝒖 + 𝑅𝑖0𝜃 ̂𝒛, (5.2)
𝜕𝜃
𝜕𝑡 + (𝒖 ⋅ 𝛁) 𝜃 =
1
𝑅𝑒𝑃𝑟∇
2𝜃 − 𝑤. (5.3)
We apply periodic boundary conditions in all three directions to the flow velocity 𝒖,
pressure 𝑝 and buoyancy perturbation 𝜃. The (dimensionless) domain sizes in the 𝑥, 𝑦,
and 𝑧 directions are 𝐿𝑥, 𝐿𝑦, and 𝐿𝑧, respectively. The dimensionless parameters in the
system are the Reynolds number, Prandtl number and bulk Richardson number, given
by
𝑅𝑒 = 𝐿0𝑈0𝜈 , 𝑃𝑟 =
𝜈
𝜅, 𝑅𝑖0 =
𝑁02𝐿02
𝑈02
, (5.4)
where 𝑈0 is a velocity scale, 𝜈 is the kinematic viscosity, and 𝜅 is the diffusivity of buoy-
ancy. As mentioned in the introduction, these equations are frequently used in stud-
ies of stratified turbulence where the periodicity allows for the use of efficient spectral
methods and removes the effect of solid boundaries.
Although the buoyancy perturbation 𝜃 is periodic in the vertical, the total buoyancy
𝑏 = 𝑧 + 𝜃 is not. We are instead left with a jump condition for 𝑏 at the upper and lower
boundaries that has consequences for the calculation of irreversible mixing and poten-
tial energy. The mean potential energy in the domain is defined as
𝒫(𝑡) = ⟨−𝑅𝑖0𝑏𝑧⟩ , (5.5)
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where ⟨𝑓⟩ = 1
𝑉
∫𝑉 𝑓 𝑑𝑉 denotes an average over the domain volume 𝑉 . Substituting
𝜃 = 𝑏 − 𝑧 into (5.3) and multiplying by −𝑅𝑖0𝑧 provides an evolution equation for the
potential energy in the form
𝑑𝒫
𝑑𝑡 = −𝑅𝑖0 ⟨𝑤𝑏⟩ +
𝑅𝑖0
𝑉 ∫𝜕𝑉
𝑧𝑏𝒖 ⋅ 𝒏 d𝑆 + 𝑅𝑖0𝑅𝑒𝑃𝑟 ⟨
𝜕𝑏
𝜕𝑧⟩ −
𝑅𝑖0
𝑉𝑅𝑒𝑃𝑟 ∫𝜕𝑉
𝑧𝛁𝑏 ⋅ 𝒏 d𝑆. (5.6)
Taking the top and bottom boundaries to be at 𝑧 = 𝐿𝑧 and 𝑧 = 0 respectively, and
applying the periodic boundary conditions simplifies the equation to
𝑑𝒫
𝑑𝑡 = −𝑅𝑖0⟨𝑤𝜃⟩ + 𝑅𝑖0 𝑤𝜃
||𝑧=0 −
𝑅𝑖0
𝑅𝑒𝑃𝑟
𝜕𝜃
𝜕𝑧
|
|
|𝑧=0
, (5.7)
where an overbar denotes a horizontal average. The conversion rate of internal energy
to potential energy, given by the third term on the right hand side of (5.6), has been
cancelled out by the main contribution of the diffusive flux through the boundary - the
final term in (5.6). The evolution equation (5.7) highlights how sensitive the evolution
of the potential energy can be to the choice of the boundary.
The accurate quantification of irreversiblemixing requires partitioning the potential
energy into background and available components. The background potential energy
(BPE) is defined as theminimum value of potential energy that can be achieved through
adiabatic rearrangement of the fluid in the domain. In this minimum state, the buoy-
ancy profile is given by a monotonically increasing one-dimensional function 𝑏∗(𝑧, 𝑡),
so the mean BPE is given by 𝒫𝐵 = ⟨−𝑅𝑖0𝑏∗𝑧⟩. Winters et al. (1995) show that BPE can
also be expressed as
𝒫𝐵(𝑡) = ⟨−𝑅𝑖0 𝑏(𝒙, 𝑡) 𝑧∗(𝒙, 𝑡)⟩ , (5.8)
where 𝑧∗ is the height a parcel of fluid with buoyancy 𝑏(𝒙, 𝑡) is moved to under the
adiabatic rearrangement. Following Lorenz (1955), the available potential energy (APE)
is defined as the surplus potential energy
𝒫𝐴(𝑡) = ⟨−𝑅𝑖0𝑏 (𝑧 − 𝑧∗)⟩ . (5.9)
The rate of irreversible mixing associated with fluid motion is then given by the energy
transfer rate from APE to BPE, which takes the form
ℳ = 𝑅𝑖0𝑅𝑒𝑃𝑟 ⟨
𝜕𝑍∗
𝜕𝑏
|||𝑏(𝒙,𝑡)
|𝛁𝑏|2 − 𝜕𝑏𝜕𝑧⟩ =
𝑅𝑖0
𝑅𝑒𝑃𝑟 (⟨
𝜕𝑍∗
𝜕𝑏
|||𝑏(𝒙,𝑡)
|𝛁𝑏|2⟩ − 1) , (5.10)
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Fig. 5.1 (𝑎) displays contours of the total buoyancy field given by 𝜃 = sin𝑥; (𝑏) shows
the sorted profile 𝑍∗(𝑏) associated with this buoyancy field; (𝑐) shows the horizontally
averaged irreversible mixing rate ℳ(𝑧) = 𝜕𝑍∗
𝜕𝑏
|𝛁𝑏|2 − 𝜕𝑏
𝜕𝑧
. Note that an overbar here
denotes an average over 𝑥, and 𝜕𝑍∗/𝜕𝑏 is evaluated at 𝑏(𝑥, 𝑧).
where 𝑍∗(𝑏, 𝑡) is the inverse function associated with the sorted buoyancy profile 𝑏∗
which satisfies 𝑧∗(𝒙, 𝑡) = 𝑍∗(𝑏(𝒙, 𝑡), 𝑡). It is important to appreciate that the term scaling
|𝛁𝑏|2 in (5.10) is effectively the inverse square of the buoyancy frequency of the sorted
variables, and so accentuates the contributions where the sorted buoyancy gradient is
relatively weak. As discussed below in §5.4.3, this is a potential source of difference
betweenℳ and the buoyancy variance destruction rate 𝜒.
We now present a simple example to highlight how the aperiodicity of 𝑏 can cause
issues for calculating the mixing rate ℳ. We consider the buoyancy field given by
𝜃 = sin𝑥 in a domain of length 2𝜋. This might be thought of as a representation of
the buoyancy field associated with a standing internal gravity wave, at an instant when
half the columns of fluid in the domain are raised up and half are pushed down relative
to their equilibrium location.
The total buoyancy field 𝑏 = 𝑧 + sin𝑥 and its corresponding sorted profile 𝑍∗(𝑏) are
shown in figures 5.1a and 5.1b respectively. In an unbounded domain, we would expect
a linear profile for 𝑍∗ since the wave is simply a rearrangement of the initial linear strat-
ification. However by taking the boundaries at 𝑧 = 0 and 𝑧 = 2𝜋, we produce a profile
with deviations from a uniform slope close to these values. Since 𝜃 is independent of 𝑧,
we would also expect the mixing rateℳ to be constant regardless of the vertical extent
that we average over. Figure 5.1c instead shows that the variations in 𝜕𝑍∗/𝜕𝑏 change
the value ofℳ across much of the domain, with the horizontally-averaged mixing rate
even taking negative values close to the boundary.
5.2 Quantifying mixing in triply-periodic domains 113
5.2.1 Local APE density
The simplest way of tackling the issue highlighted above would appear to be the use
of a localised measure of APE. This concept has been used as an alternative framework
for quantifying available potential energy in situationswhere fluxes through a boundary
are important. Originally devised byHolliday andMcIntyre (1981) andAndrews (1981),
local APEhas seen renewed interest recently in its application to numerical simulations.
We follow Scotti and White (2014) in defining the local APE density 𝐸𝐴𝑃𝐸 as a function
of space and time by
𝐸𝐴𝑃𝐸(𝒙, 𝑡) = −𝑅𝑖0∫
𝑏(𝒙,𝑡)
𝑏∗(𝑧,𝑡)
𝑧 − 𝑍∗(𝑠, 𝑡) d𝑠, (5.11)
We use this form primarily for its ease of notation, although as we show in appendix
A.3, for the setup we consider it is equivalent to various other expressions proposed for
local APE density. Although this quantity varies in space and time, its dependence on
the globally sorted profiles 𝑏∗ and 𝑍∗means that it cannot be calculated solely from local
fields. In particular, the issue for quantifying mixing highlighted by figure 5.1 remains
unresolved unless we can obtain the appropriate background profile 𝑏∗.
We propose the use of a control volume bounded by surfaces of constant buoyancy
(isopycnals) to construct a reliable background profile 𝑏∗. Consider tiling the compu-
tational domain by stacking several computational domains vertically, as in figure 5.2.
The velocity and buoyancy perturbation repeat in each domain, but the vertical coor-
dinate, 𝑧, is continuous such that the total buoyancy in one tile is 𝐿𝑧 larger than the
total buoyancy at the same relative position in the tile immediately below it. In this
system it is particularly useful to consider two isopycnals separated by the vertical pe-
riodic length, i.e. 𝐿𝑧. These isopycnals will have the same shape due to the periodicity
of 𝜃, and the volume enclosed by these two isopycnals will therefore be constant. The
buoyancy profile can then be sorted into a background state 𝑏∗(𝑧), where the parcels are
sorted into the one-dimensional domain 0 ≤ 𝑧−𝑧1(𝑡) < 𝐿𝑧 and 𝑧1 is the mean height of
the lower isopycnal. Essentially we are restricting 𝑏 to lie in a range [𝑏0, 𝑏0 + 𝐿𝑧), and
then sorting the values of 𝑏 to obtain 𝑏∗. Given 𝜃 at each point, 𝑏 (and therefore also 𝑧)
can be uniquely determined from such a range. Although this background profile must
have a mean vertical gradient equal to the imposed mean stratification, its local gradi-
ents 𝜕𝑏∗/𝜕𝑧 can varymore generally. In the simple example considered in figure 5.1, this
technique recovers the linear profile 𝑍∗(𝑏) = 𝑏 expected from the column displacement
argument mentioned above.
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Fig. 5.2 Example schematic of tiling the periodic computational domain vertically. The
vertical velocity 𝑤, shown in (𝑎) and (𝑏), and buoyancy perturbation 𝜃, shown in
(𝑐), simply repeat thanks to their periodic boundary conditions. The total buoyancy
𝑏 = 𝑧 + 𝜃, shown in (𝑑), is not periodic in the vertical, although isopycnal surfaces sep-
arated by the vertical period 𝐿𝑧 are of identical shape.
By using such a method to obtain the background profile 𝑏∗, local APE as defined in
(5.11) becomes a useful tool for investigating the mechanisms that lead to mixing in the
domain. We are also able to accurately calculate the rate of irreversible mixing defined
in (5.10), and by volume-averaging (5.11) we can obtain a global measure of the APE in
the system. The mean local APE defined in this way can also be written in the form
𝐸𝐴 ≡ ⟨𝐸𝐴𝑃𝐸⟩ = −𝑅𝑖0 ⟨𝑏 (𝑧 − 𝑧∗)⟩ − 𝑅𝑖0 ⟨∫
𝑧∗(𝒙,𝑡)
𝑧
𝑏∗(𝑠, 𝑡) d𝑠⟩ . (5.12)
recovering the Winters et al. (1995) form of APE from (5.9) and an extra term. Winters
and Barkan (2013) explain that this term accounts for the energy changes arising from
the requirement of incompressibility, leading to displacement of some fluid elements
to make room for the rearrangement of a fluid parcel in the sorting process. They also
showed through considering fluid parcel exchanges that this term vanishes in the case
of fixed horizontal boundaries.
We now consider a simple example to show how this term can change with the new
definition of the background profiles. We prescribe 𝜃 = −𝑧1(𝑥, 𝑦, 𝑡) as the buoyancy
perturbation field, so the domain represents that of a uniform stratification where each
fluid column has been shifted so that the 𝑏 = 0 isopycnal is at 𝑧1, analogously to the
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situation shown in figure 5.1a. We enforce that 𝑏 lies in the range [0, 𝐿𝑧), so in this case
the reference profiles simply take the form 𝑏∗(𝑠, 𝑡) = 𝑠 − 𝑧1(𝑡), and 𝑍∗(𝑠, 𝑡) = 𝑠 + 𝑧1(𝑡).
This is equivalent to considering our domain to be the volumebounded by the isopycnals
𝑏 = 0 and 𝑏 = 𝐿𝑧. We can therefore analytically compute
𝐸𝐴𝑃𝐸(𝒙, 𝑡) =
𝑅𝑖0
2 (𝑧1(𝑥, 𝑦, 𝑡) − 𝑧1(𝑡))
2 . (5.13)
Recall that 𝑧 ≡ 𝑏 − 𝜃 now depends on the range we have specified 𝑏 to take, so consid-
ering each of the terms in (5.12) separately, we also find that
−𝑅𝑖0 ⟨𝑏 (𝑧 − 𝑧∗)⟩ = 0, −𝑅𝑖0 ⟨∫
𝑧∗(𝒙,𝑡)
𝑧
𝑏∗(𝑠, 𝑡) d𝑠⟩ =
𝑅𝑖0
2 (𝑧1
2 − 𝑧1
2) . (5.14)
The integral term, which is zero in the case of a fixed, bounded domain, accounts for all
of the available potential energy in this scenario of raised and lowered fluid columns.
The expression also only requires knowledge of the isopycnal shape, which acts as a
moving boundary for our domain of sorting. We can envision that a global measure
of APE can be split into a contribution from ‘interior’ APE of the form in (5.9), and a
‘boundary’ APE associated with the integral term.
In the following subsections, we further explore this concept by associating global
quantities with a moving periodic domain that is bounded by two isopycnal surfaces.
We shall show that the integral term above arises from the ‘surface’ potential energy as-
sociatedwith the deformation of the boundaries. We also obtain evolution equations for
the global available and background potential energies𝒜 andℬ. This global framework
relies on computing surface integrals along the moving boundaries, which can become
difficult if the isopycnals overturn or split into multiple surfaces. For calculating APE,
it will often be simplest to compute the local APE as in (5.11) and then volume average.
5.2.2 Potential energy between isopycnal boundaries
We now describe more precisely the details of implementing isopycnal boundaries for
quantifying available potential energy and mixing. We first choose a buoyancy value 𝑏0
that defines the lower boundary surface 𝑧1(𝑥, 𝑦, 𝑡) implicitly through
𝑏(𝑥, 𝑦, 𝑧1(𝑥, 𝑦, 𝑡), 𝑡) = 𝑏0. (5.15)
Vertical periodicity of 𝜃 then requires that the upper boundary surface 𝑏 = 𝑏0 + 𝐿𝑧 is
defined by 𝑧2 = 𝐿𝑧 + 𝑧1. It is important to appreciate that (5.15) defines 𝑧1 (and hence
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also 𝑧2) as a single surface that spans the horizontal cross-section of the domain. This
ensures that the volume enclosed by the isopycnals is clearly defined. To aid the cal-
culation of volume integrals, we also require (essentially for clarity of exposition) 𝑧1 to
be a single-valued function of 𝑥 and 𝑦, or equivalently that the boundary isopycnal can-
not exhibit overturning. Such an isopycnal may be difficult to find in homogeneous
turbulence, although stratified flows are often strongly spatially inhomogeneous. A dis-
cussion of how this approach could be generalised for an overturning isopycnal surface
can be found in appendix A.1.
Constructing evolution equations formean energy quantities requires us to take time
derivatives of volume integrals. Since the boundaries of our domain now depend on
time, we must apply the Leibniz rule to any such integral, that is
𝑑
𝑑𝑡 (∫𝑉
𝑓 d𝑉) = ∫
𝑉
𝜕𝑓
𝜕𝑡 d𝑉 +∫𝐴
(𝑓|𝑧=𝑧2 − 𝑓|𝑧=𝑧1)
𝜕𝑧1
𝜕𝑡 d𝐴, (5.16)
where 𝐴 is the horizontal cross-sectional area of the domain and d𝐴 = d𝑥dy is the area
element.
The mean kinetic energy of the system𝒦 = ⟨|𝒖|2⟩/2 is unaffected by the change of
boundaries, since its integrand is periodic in the vertical direction. The evolution of𝒦
can therefore be derived straightforwardly from (5.2) and takes the simple form
𝑑𝒦
𝑑𝑡 = 𝒥 − 𝜀, (5.17)
where the buoyancy flux and kinetic energy dissipation rate are respectively given by
𝒥 = 𝑅𝑖0⟨𝑤𝜃⟩, 𝜀 =
1
𝑅𝑒 ⟨
𝜕𝑢𝑖
𝜕𝑥𝑗
𝜕𝑢𝑖
𝜕𝑥𝑗
⟩ . (5.18)
Note that from this definition, positive values of buoyancy flux correspond to a conver-
sion of potential energy to kinetic energy.
However, extra terms do arise compared to (5.6) when deriving the potential energy
evolution equation. These new terms provide a secondary reservoir of potential energy
for the system, as is explained below. The advective flux across the boundary, given by
the second term on the right of (5.6), is now zero since the bounding isopycnals have the
same shape and the same gradients due to periodicity. Applying the Leibniz result (5.16)
to the potential energy 𝒫 and imposing the boundary conditions therefore produces the
evolution equation
𝑑𝒫
𝑑𝑡 +
𝑑𝒮
𝑑𝑡 = −𝒥 +𝒟𝑝 − ℱ𝑑. (5.19)
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Fig. 5.3 A sketch of two-layer buoyancy fields with varying vertical boundaries.
A more detailed derivation of this equation can be found in appendix A.2.1. The term
𝒟𝑝 = 𝑅𝑖0/𝑅𝑒𝑃𝑟 is the conversion rate of internal energy to potential energy, and ℱ𝑑 is
the diffusive boundary term given by
ℱ𝑑 =
𝑅𝑖0
𝐴𝑅𝑒𝑃𝑟 ∫𝐴
[ |𝛁𝑏|
2
𝜕𝑏/𝜕𝑧]𝑧=𝑧1
d𝐴 = 𝑅𝑖0𝑅𝑒𝑃𝑟(
|𝛁𝑏|2
𝜕𝑏/𝜕𝑧)𝑧=𝑧1
, (5.20)
where the overbar denotes a cross-sectional average over 𝑥 and 𝑦, importantly taken
after the quantity in brackets is evaluated at 𝑧 = 𝑧1(𝑥, 𝑦, 𝑡). We refer to the quantity 𝒮 as
the surface potential energy, where 𝒮 is defined as
𝒮 = 𝑅𝑖0 (⟨𝑏0𝑧⟩ +
𝑧22
2 ) . (5.21)
We can arbitrarily set 𝑏0 = 0 in all of the above by shifting our vertical coordinate to
𝑧 − 𝑏0. 𝒮 then takes the form of potential energy associated with an interface at 𝑧2,
motivating our choice for its name.
5.2.3 APE and BPE between isopycnal boundaries
Using the Winters et al. (1995) form of APE defined in (5.9) is not appropriate for the
time-varying domains considered here. This can be understood by considering the sim-
ple two-layer system shown in figure 5.3. Panel (𝑎) shows the background state obtained
through constructing the one-dimensional buoyancy profile 𝑏∗ for the buoyancy fields
in panels (𝑏) and (𝑐). Since the buoyancy field in figure 5.3b can be obtained from the
background state through shifting the same number of fluid columns up as down, 𝒫
does not change between states (𝑎) and (𝑏). 𝒫 = 𝒫𝐵 therefore holds for state (𝑏), and
hence 𝒫𝐴 = 0. It is simple however to construct a state (𝑐) with lower potential energy
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than state (𝑏). The Winters et al. (1995) definition would then in fact give 𝒫𝐴 < 0 for
the buoyancy profile in figure 5.3c, which is not consistent with the concept of available
potential energy.
We aim to define a newAPE variable𝒜 that can be used in the time-varying domain.
Progress can be made by considering the total potential energy 𝒫 + 𝒮 that appears in
(5.19). The decrease in 𝒫 from figure 5.3a to 5.3c is matched exactly by an increase
in 𝒮. In terms of the total potential energy, states (𝑎) and (𝑐) are therefore equivalent
background states. This motivates subdividing the potential energy into
𝒫 + 𝒮 = 𝒜 +ℬ. (5.22)
We expect 𝒜 = 0 for states (𝑎), (𝑐), and (𝑑) in figure 5.3. In particular for state (𝑑) this
means that any change in 𝒫 + 𝒮 due to a vertical shift of the domain is captured by the
background potential energy ℬ. We therefore construct the background profile 𝑏∗(𝑧)
over the domain 𝑧1 < 𝑧 < 𝑧2, such that
𝑍∗(0, 𝑡) = 𝑧1(𝑡), 𝑍∗(𝐿𝑧, 𝑡) = 𝑧2(𝑡), 𝑏∗(𝑧1, 𝑡) = 0, 𝑏∗(𝑧2, 𝑡) = 𝐿𝑧. (5.23)
This ensures that any change in𝒫 due to a shift in themeanheight of the lower isopycnal
𝑧1 leads to a corresponding change in𝒫𝐵. Accounting also for the corresponding change
in 𝒮 leads to the following definitions for background and available potential energy:
ℬ = ⟨−𝑅𝑖0𝑏𝑧∗⟩ +
𝑅𝑖0
2 𝑧2
2, (5.24)
𝒜 = ⟨−𝑅𝑖0𝑏 (𝑧 − 𝑧∗)⟩ +
𝑅𝑖0
2 (𝑧2
2 − 𝑧2
2) . (5.25)
Note that for a closed system with fixed, insulated boundaries, these definitions recover
the Winters et al. (1995) form for BPE and APE up to a constant in the BPE. Since
𝑧22 − 𝑧2
2 = 𝑧12 − 𝑧1
2, we find that the additional terms exactly match those arising
from the volume-integrated local APE in (5.14). The strong agreement between 𝒜 and
𝐸𝐴 gives us hope that in flows where 𝒜 is not well defined, 𝐸𝐴 can provide an accurate
measure of available potential energy.
Evolution equations for these quantities can be readily obtained throughmultiplying
the buoyancy evolution equation (5.3) by 𝑧∗ and taking volume averages. An analogous
derivation as that leading to (5.19), as shown in appendix A.2.2, results in
𝑑ℬ
𝑑𝑡 = ℳ +𝒟𝑝 − ℱ𝑑, (5.26)
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whereℳ is the irreversible mixing rate defined in (5.10). Subtracting (5.26) from (5.19)
also gives an evolution equation for our new APE variable as
𝑑𝒜
𝑑𝑡 = −𝒥 −ℳ. (5.27)
We therefore recover the simple evolution equation for APE in a closed system, where
the irreversible mixing rate ℳ may also be identified with a destruction of APE (e.g.
Peltier and Caulfield 2003).
5.3 Numerical simulations
We apply the extended APE framework developed in §5.2.3 to two sets of direct numer-
ical simulations. All of these simulations are performed using Diablo, which uses a
third-order Runge–Kutta scheme for time stepping and a pseudo-spectral method for
calculating spatial derivatives (Taylor 2008). The software also implements dealiasing
of nonlinear terms through a 2/3 rule. One set of simulations (from chapter 3, now
denoted set F) adds forcing terms to (5.2) and (5.3) to produce a flow in a statistically
steady state, whereas the other simulations (from chapter 4, and now in set U) solve
the equations unforced as an initial value problem. In all of the simulations, the bulk
Richardson number 𝑅𝑖0 and Prandtl number 𝑃𝑟 are both set to one.
The first set of simulations are those used in our previous study on mixing in forced
stratified turbulence in chapter 3. We refer to the simulations H, R and P in that chapter
by F1, F2, and F3 respectively, and repeat some of their key parameters in table 5.1.
Simulation F1 is forced by randomly phased large-scale vorticalmodes, and importantly
features no direct forcing of the buoyancy field. The evolution equations (5.26) and
(5.27) for ℬ and 𝒜 still therefore hold. On the other hand, simulations F2 and F3 are
forced by large-scale internal gravity waves that include a buoyancy forcing component.
The buoyancy forcing can act as a source or sink of potential energy, modifying the
Table 5.1 Overview of the various numerical simulations.
Simulation F1 F2 F3 U1 U2 U3 U4
Reynolds number (𝑅𝑒) 10 000 10 000 10 000 8000 8000 5000 5000
Domain size (𝐿𝑥 × 𝐿𝑦 × 𝐿𝑧) 2𝜋 × 2𝜋 × 2𝜋 8𝜋 × 𝜋/2 × 2𝜋
Resolution 1024 × 1024 × 1024 4096 × 256 × 1024
Initial condition IGW spectrum Shear and wave
Forcing Vortical Waves Waves Unforced
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Fig. 5.4 The initial condition of simulation U4, where 𝑠 = 0.75. (𝑎) Contours and colour
map of the total buoyancy field 𝑏 = 𝑧 + 𝜃 mod 2𝜋. (𝑏) Colour map of the spanwise
vorticity 𝜁𝑦 =
𝜕𝑢
𝜕𝑧
− 𝜕𝑤
𝜕𝑥
.
evolution equations. However if we are primarily concerned with diapycnal mixing, it
remains useful to calculate the irreversible mixing rateℳ in these cases.
The second set of simulations, from chapter 4, investigate the interaction of a si-
nusoidal vertical shear flow and a plane internal gravity wave. The initial velocity and
buoyancy fields are given by 𝒖 = (sin 𝑧) 𝒙 + 𝒖′ and 𝜃 = 𝜃′ respectively, where
𝜃′ = 𝑠𝑚 cos (𝑘𝑥 + 𝑚𝑧) , 𝒖′ =
𝑠
√𝑘2 +𝑚2
sin (𝑘𝑥 + 𝑚𝑧) (1, 0, − 𝑘𝑚) . (5.28)
As before, we express the initial amplitude of the internal wave through its steepness 𝑠
and choose thewave vector𝒌 = (𝑘, 𝑙,𝑚) = (1/4, 0, 3) based on the typical aspect ratios of
waves observed in the thermocline by Alford and Pinkel (2000). Small-amplitude noise
is added to the initial velocity field to allow the development of three-dimensional mo-
tion from the two-dimensional initial condition. Simulations U1 and U3 use an initial
wave steepness of 𝑠 = 1, with 𝑠 = 0.5 for simulation U2 and 𝑠 = 0.75 for simulation
U4. As an example, the initial buoyancy and spanwise vorticity fields for U4 are shown
in figure 5.4. Note that by taking 𝑏 = 𝑧 + 𝜃 mod 2𝜋 in figure 5.4a, we have effectively
defined isopycnal boundaries at 𝑏 = 0 and 𝑏 = 2𝜋.
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Fig. 5.5 Energy budgets for simulation U1. (𝑎) Time series of the mean buoyancy flux
and viscous dissipation rate; (𝑏) time series of the BPE budget terms; (𝑐) time series of
available and background potential energies defined in (5.24) and (5.25). The time series
for ℬ is shifted by −ℬ(0) for clarity. Terms denoted by symbols are computed from full
flow output files, and so have lower time resolution than 𝒥 and 𝜀, which are computed
‘on-the-fly’.
5.4 Results
5.4.1 Energy budgets
We now investigate the evolution of background and available potential energy in the
various simulations, and consider how terms in the energy budgets (5.26) and (5.27)
relate to the flow dynamics. Figure 5.5 plots a range of time series associated with the
unforced simulation U1. The kinetic energy budget terms 𝒥 and 𝜀, defined in (5.18),
are shown in figure 5.5a, and the BPE budget terms from (5.26) are shown in figure
5.5b. Time series of 𝒜 and ℬ are finally shown in figure 5.5c. Up to time 𝑡 ≈ 20, the
energetics are dominated by large, reversible changes through the buoyancy flux. The
initial increase in𝒜 seen in figure 5.5c is almost entirely returned to the kinetic energy
through wave-mean flow interactions. During this time, there is little mixing and any
changes inℬ are small. A wave breaking event follows, producing an intermittent burst
of turbulent activity that coincides with high values of the diapycnal mixing rateℳ and
the KE dissipation rate 𝜀. For 30 < 𝑡 < 50, this mixing coincides with positive values
of the mean buoyancy flux, leading to a fast drop in 𝒜. The flow relaminarizes at late
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Fig. 5.6 Potential energy budgets for the late-time statistically steady state achieved in
simulation F1. Subplots are as in figure 5.5, with −𝒥 additionally plotted on panel (𝑏).
times, with all quantities tending to constant values and small fluctuations persisting in
the APE and buoyancy flux.
The increase in ℬ over the duration of the simulation is well described by the total
diapycnal mixing associated with the breaking event. Indeed the other non-negligible
terms in the budget (5.26) are close to being equal, as shown in both figures 5.5 and 5.6.
The diffusive boundary term ℱ𝑑 primarily acts to cancel out any increase in ℬ due to
the conversion of internal energy to potential energy through 𝒟𝑝. This cancellation is
exact when the boundary has no lateral variation, and arises since the system is forced
to maintain a constant mean buoyancy gradient through the periodicity of 𝜃.
Figure 5.6 repeats the analysis of figure 5.5 for the forced simulation F1. We only
consider the statistically steady period achieved at late times in this flow. Unlike in the
unforced simulation, themean buoyancy flux remains negative throughout as shown in
figure 5.6a, providing a source of APE from the kinetic energy. Figure 5.6b furthermore
shows that the buoyancy flux is on average in balance with the mixing rate, leading to
an approximately constant value of𝒜, as shown in figure 5.6c. The constant mixing rate
also predictably leads to a linear increase in the background potential energy.
5.4.2 Visualising mixing with local APE
We can further investigate the local processes that lead to the global results above by
analysing the distribution of local APE throughout the domain. Figure 5.7 plots snap-
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Fig. 5.7 Vertical plane snapshots of 𝐸𝐴𝑃𝐸 as defined in (5.11) for simulations performed
in chapters 3 and 4. Solid lines in each case denote the isopycnal boundary 𝑧1 from
which the APE is calculated. Snapshots from the forced simulations of chapter 3 are
each taken at time 𝑡 ≈ 150 with runs F1, F2, F3 shown in (𝑎), (𝑏), (𝑐) respectively.
Panels (𝑑)-(𝑓) display the evolution of 𝐸𝐴𝑃𝐸 in simulation U1 of chapter 4 from the
initial condition to the peak in mixing at time 𝑡 = 30.
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shots of 𝐸𝐴𝑃𝐸(𝒙, 𝑡) from simulations F1-F3 and from simulation U1 at various times.
Since the turbulence arising in each simulation is patchy and inhomogeneous, we are
able to choose appropriate isopycnal boundaries for each simulation and hence calcu-
late the surface potential energy 𝒮. These isopycnal boundaries are shown in figure 5.7
as solid black lines.
Data from the forced simulations of set F are presented in figures 5.7a-c. Each snap-
shot of 𝐸𝐴𝑃𝐸 is taken at time 𝑡 ≈ 150, when the turbulence is in a statistically steady
state. Figure 5.7a highlights low local APE values throughout the domain of simula-
tion F1. Increased 𝐸𝐴𝑃𝐸 occurs only at small scales and in regions with high turbulent
dissipation rates (not shown). In this sense, APE is primarily associated here with the
distortion of the buoyancy field by turbulence, and not with internal waves. By con-
trast, figures 5.7b and 5.7c show patches of high local APE throughout the domain at a
range of scales. This is consistent with associating mixing with intermittent, large-scale
overturns and convectively-driven turbulence, as discussed in chapter 3.
The development of local APE during the unforced simulationU1 is presented in fig-
ures 5.7d-f. The distribution of 𝐸𝐴𝑃𝐸 in the initial condition is shown in figure 5.7d, and
is entirely associated with the internal gravity wave described by (5.28). At early times,
the wave is refracted by the shear flow, leading to a distortion of the banded structure
in the local APE field. By time 𝑡 = 20, 𝐸𝐴𝑃𝐸 preferentially accumulates in the upper
half of the domain while maintaining some signal of the wave structure, as shown in
figure 5.7e. The large values of 𝐸𝐴𝑃𝐸 lead to locally unstable buoyancy profiles, and the
development of convective instabilities. The associated convection converts APE to ki-
netic energy through the buoyancy flux, and also promotes the emergence of small scale
structures seen in figure 5.7e. Later, at 𝑡 = 30, the flow becomes more complex with the
development of shear-driven turbulent billow structures. These structures, seen promi-
nently on the right of figure 5.7f, span regions of both high and low 𝐸𝐴𝑃𝐸 . Although the
volume-averaged mixing rate peaks near this time, the banded structure of 𝐸𝐴𝑃𝐸 leads
to strong local variation in local mixing rates within the turbulent patches. Mixing is
high where turbulence and APE coexist, and it cannot occur where there is no APE to
remove.
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5.4.3 Estimating mixing with 𝜒
In the limit of small buoyancy perturbations from the uniform, imposed buoyancy gra-
dient, available potential energy can be approximated by
̃𝒜 = 𝑅𝑖02 ⟨𝜃
2⟩ . (5.29)
This quantity satisfies the simple evolution equation
𝑑 ̃𝒜
𝑑𝑡 = −𝒥 − 𝜒, (5.30)
where 𝜒 is the rate of destruction of buoyancy variance, i.e. the dissipation rate defined
by
𝜒 = 𝑅𝑖0𝑅𝑒𝑃𝑟 ⟨|𝛁𝜃|
2⟩ = 𝑅𝑖0𝑅𝑒𝑃𝑟 ⟨|𝛁𝑏|
2 − 1⟩ . (5.31)
Comparing the definitions (5.10) and (5.31), we see that 𝜒 precisely takes the form of
the irreversible mixing rate ℳ only for the specific case where the sorted background
buoyancy profile 𝑏∗ exactly matches the imposed uniform stratification. Recall that this
imposed constant stratification has a dimensionless buoyancy gradient equal to one by
construction. In our simulations, local deviations in the buoyancy field are not always
small and we should treat the above approximation with caution. For example, during
the convective phase (20 < 𝑡 < 30) of simulation U1 there are sizeable regions of the
domainwith statically unstable buoyancy gradients. The peakmixing in this case occurs
where the (horizontal) mean buoyancy is in a layered state, with ‘layers’ of relatively low
stratification separated by ‘interfaces’ of relatively high stratification compared to the
imposed constant buoyancy gradient. Such layered states are observed to arise naturally
in turbulent stratified flows, for a wide variety of dynamical reasons (Caulfield 2021).
Nevertheless the dissipation rate 𝜒 is significantly more straightforward to quantify
than the truemixing rateℳ, and so it is useful to investigate howwell it can actually ap-
proximate the mixing. The accuracy of 𝜒 for estimating mixing is also important in the
context of ocean microstructure measurements, where small-scale gradients are mea-
sured directly but there is no way to obtain the relevant reference profile 𝑏∗. In figures
5.8a-c, we therefore plot the time series of both 𝜒 andℳ for each of our simulations. By
inspection, the two quantities appear to match up very well, with the symbols marking
the mixing rate overlapping the lines plotting the time series of 𝜒. To quantify how well
𝜒 approximatesℳ, we plot the time series of their ratio in figures 5.8d-f. Throughout
the forced simulations, and for the early times of the unforced simulations, 𝜒 remains
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Fig. 5.8 A time series comparison of the irreversible mixing rateℳ and the dissipation
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within 10% of the true mixing rate. At late times in simulations U1 and U3 the differ-
ence increases up to 20%, but at this stage the flow is relaminarizing andℳ and 𝜒 are
both small. Indeed we show that this discrepancy is unimportant for quantifying the
total mixing achieved over the course of the simulations in figures 5.8g-i, where we plot
the ratio of time-integrated 𝜒 andℳ. The time integral ofℳ is equal to the increase in
background potential energy due to diapycnal mixing, and we see that using 𝜒 to esti-
mate this quantity results in at most a 5% error in the total BPE change (corresponding
to the final values of the cumulative ratio plotted in figures 5.8g-i).
In the unforced simulations, 𝜒 consistently provides a slight underestimate of the
diapycnal mixing rate. This suggests that regions of intense turbulent mixing, associ-
ated with high values of |𝛁𝑏|, preferentially sample regions where 𝜕𝑍∗/𝜕𝑏 > 1. These
regions are in turn associated with the reference buoyancy profile 𝑏∗ having a locally
weaker stratification than the mean. In simulations F2 and F3, where forcing is ap-
plied in the form of internal gravity waves, the opposite is true and 𝜒 provides a slight
overestimate of ℳ. However it is not true that intense mixing occurs only in regions
of strong or weak local stratification in each flow. In all of the forced simulations for
example, the standard deviation of 𝜕𝑍∗/𝜕𝑏 rises from the range 0.1-0.15 at time 𝑡 = 50
up to 0.25-0.3 at 𝑡 = 150, suggesting that as mixing persists throughout the simulations,
the background profile ismodified. The fractional error between𝜒 andℳ seen in figure
5.8d does not show this increasing trend, suggesting that some local overestimates ofℳ
(where 𝜕𝑍∗/𝜕𝑏 < 1) cancel with some local underestimates (where 𝜕𝑍∗/𝜕𝑏 > 1) in the
global average. Similarly, the standard deviation of 𝜕𝑍∗/𝜕𝑏 reaches values in the range
0.15-0.2 for simulations U1 and U3 when 𝑡 > 30, approximately double the fractional
error during the period of peak mixing.
5.4.4 The effect of mean flow dissipation
In the unforced simulations of set U, themajority of the kinetic energy is associatedwith
the initial mean shear profile 𝑢 = sin 𝑧. At late times in these scenarios, the flow begins
to relaminarize and the kinetic energy dissipation rate 𝜀 is dominated by the laminar
diffusion of the mean shear. Mixing efficiency is however often calculated using the
turbulent kinetic energy dissipation rate, that we quantify here as
𝜀′ = 1𝑅𝑒 ⟨
𝜕𝑢𝑖′
𝜕𝑥𝑗
𝜕𝑢𝑖′
𝜕𝑥𝑗
⟩ , (5.32)
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Fig. 5.9 Time series of (𝑎)-(𝑐) instantaneous and (𝑑)-(𝑓) cumulative mixing efficiency,
calculated with and without the mean flow dissipation, as defined in (5.33) and (5.34)
respectively.
where 𝒖′ = 𝒖 − 𝒖 is the velocity field perturbation from the horizontal average. Fig-
ure 5.9 compares time series of the following definitions of mixing efficiency calculated
using either the turbulent dissipation rate 𝜀′ or the total rate 𝜀
𝜂 = 𝜒𝜒 + 𝜀, 𝜂′ =
𝜒
𝜒 + 𝜀′ . (5.33)
We use 𝜒 rather thanℳ in our definition of efficiency, since we have seen that the dif-
ference between them is small in the previous section, and our records of 𝜒 have better
resolution in time. Large discrepancies between 𝜂 and 𝜂′ are observed when the aver-
age TKE dissipation rate 𝜀′ is small compared to the dissipation rate of the mean flow
𝜀 = ⟨|𝜕𝒖/𝜕𝑧|2⟩/𝑅𝑒. In simulation U2, wave breaking occurs at 𝑡 ≈ 50 and consists of
small, strongly localised overturns that dissipate relatively quickly. Consequentially 𝜀′
remains smaller than 𝜀 for the entire duration, leading to large differences between the
efficiencies in figure 5.9b. 𝜂′ takes much larger values than 𝜂 in all of the unforced
simulations at early and late times, with 𝜂′ close to its initial value of 0.5. This value
corresponds to the diffusion associated with the plane wave form of (5.28) and is a con-
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sequence of the choice 𝑃𝑟 = 1, that is molecular diffusion of buoyancy occurs at the
same rate as the diffusion of momentum. At larger values of 𝑃𝑟, diffusion of the wave
would result in a far lower value of 𝜂′.
In figure 5.9d-f we also plot associated cumulative mixing efficiencies, defined here
in terms of appropriate integrals of 𝜒 and 𝜀 (or 𝜀′):
𝜂𝑐 =
∫𝑡𝑡0 𝜒(𝑡′) d𝑡′
∫𝑡𝑡0 𝜒(𝑡′) + 𝜀(𝑡′) d𝑡′
, 𝜂𝑐′ =
∫𝑡𝑡0 𝜒(𝑡′) d𝑡′
∫𝑡𝑡0 𝜒(𝑡′) + 𝜀′(𝑡′) d𝑡′
, (5.34)
where 𝑡0 = 50 for the forced cases, and 𝑡0 = 0 for the unforced cases. The time integrals
represent the energy changes associated with the cumulative effects of 𝜒 and 𝜀. Figures
5.9e and 5.9f show that the diffusion of the mean shear flow has a significant impact
on the total cumulative efficiency in the unforced simulations. In oceanographic flows,
we expect molecular diffusion to be negligible compared to the turbulent dissipation
rate for the vast majority of the internal wave spectrum. This result therefore highlights
the challenge of using direct numerical simulations, where 𝑅𝑒 is inevitably limited by
computational resources, to investigate ocean mixing processes.
5.5 Discussion and conclusions
In this study, we have highlighted how the APE framework of Winters et al. (1995)
should be generalised in the triply-periodic system often used in numerical simulations
of stratified turbulent flows. In these systems it is important to constrain the buoyancy
field, inferred from the periodic perturbation 𝜃, to lie in a prescribed range. We can then
construct an accurate background buoyancy profile 𝑏∗ that is consistent with the peri-
odic nature of the system. However, setting limits on the buoyancy values effectively
means that the shape of the domain can change in time. In the case where the limiting
buoyancy value has a non-overturning isopycnal surface, we find that this introduces an
extra potential energy term 𝒮 as defined in (5.21). Appropriate definitions of available
and background potential energy can then be obtained by accounting for this additional
term as in (5.24) and (5.25).
Constructing the correct background profile is also vital for accurately calculating
the local APE density 𝐸𝐴𝑃𝐸 defined by Scotti and White (2014). This quantity can then
provide useful information for identifying mechanisms by which mixing can occur.
When integrated over the domain, the local APE also recovers all of the additional terms
in our new global APE variable 𝒜. Furthermore, the local APE can even be quantified
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in scenarios where our global APE is not well defined. So long as the background profile
𝑏∗ is identified, both 𝐸𝐴 ≡ ⟨𝐸𝐴𝑃𝐸⟩ and the irreversible mixing rateℳ can be calculated.
The evolution of 𝐸𝐴 is then entirely determined by the mixing rate and the buoyancy
flux, with zero contribution from boundary fluxes. We can therefore calculate the exact
rate of diapycnal mixing in more energetic stratified flows that use periodic domains,
such as those considered by de Bruyn Kops and Riley (2019) and Portwood et al. (2019).
This technique for calculating APE could also be applied to unstably stratified periodic
systems, where 𝑅𝑖0 < 0, used to study bulk properties of convection (e.g. Lohse and
Toschi 2003). In traditional Rayleigh–Bénard convection, Gayen et al. (2013) find that
irreversible mixing is largely confined to thermal boundary layers. It would therefore
be interesting to investigate whether the theoretical prediction of 𝜂 → 0.5 at high 𝑅𝑎
holds for the periodic convection setup, where such boundary layers are absent.
In observational oceanography, turbulent mixing can be estimated through the use
of fast-response thermistors tomeasure small-scale temperature gradients. The primary
aim in this context is to estimate a diapycnal diffusivity, defined in our dimensionless
formulation as
𝐾𝑑 =
𝑅𝑖0
𝑅𝑒𝑃𝑟 ⟨(
𝜕𝑍∗
𝜕𝑏
|||𝑏(𝒙,𝑡)
)
2
|𝛁𝑏|2⟩ = 𝑅𝑖0𝑅𝑒𝑃𝑟 ⟨
|𝛁𝑏|2
(𝜕𝑏∗/𝜕𝑧|𝑧∗(𝒙,𝑡))
2⟩ . (5.35)
Since the reference profile 𝑏∗ cannot be obtained in the ocean, a large-scale average
is taken of the buoyancy (or temperature) gradient. The estimate often attributed to
Osborn and Cox (1972) is then used such that
𝐾𝑑 ≈
𝑅𝑖0
𝑅𝑒𝑃𝑟
⟨|𝛁𝜃|2⟩
⟨𝜕𝑏/𝜕𝑧⟩2
= 𝜒. (5.36)
Note that the internal energy conversion rate 𝒟𝑝 is neglected here, since it is assumed
to be much smaller than 𝜒 in a turbulent flow. In dimensional form it is common to
see (5.36) written as 𝐾𝑑 = 𝜒/𝑁2, but in our non-dimensionalization the mean buoy-
ancy gradient in the denominator is prescribed to be equal to one. The approximation
made in estimating 𝐾𝑑 in (5.36) is the same approximation used in §5.4.3 to estimate
the mixing rateℳ with 𝜒. Precisely, we approximate the reference buoyancy gradient
𝜕𝑏∗/𝜕𝑧 by the imposed mean stratification. We test this approximation in the context
of diapycnal diffusivity in figure 5.10 by plotting the time series of (𝜒 + 𝒟𝑝)/𝐾𝑑. The
fractional error between the estimate 𝜒 + 𝒟𝑝 and the true diffusivity remains within
one standard deviation of 𝜕𝑍∗/𝜕𝑏 for every simulation. Figures 5.10b and 5.10c show
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Fig. 5.10A time series comparison of the diapycnal diffusivity𝐾𝑑 and the approximation
of 𝜒 +𝒟𝑝. The ratio of the two is plotted in an analogous fashion to figures 5.8d-f.
that 𝜒+𝒟𝑝 underestimates the diffusivity at the time of most intense mixing in the un-
forced simulations. This reaffirms the conclusion drawn from figures 5.8e and 5.8f that
the turbulent mixing in this flow preferentially samples regions of relatively weak local
stratification. Salehipour and Peltier (2015) find a similar underestimation of 𝐾𝑑 in tur-
bulent flows developing from Kelvin–Helmholtz instability in a stratified shear layer.
An investigation to identify in which flows (5.36) provides an over/underestimate of
the diffusivity would be valuable for understanding the variability associated with the
approximation.
We include the internal energy conversion rate𝒟𝑝 in our estimate in figure 5.10 since
it is not always negligible in the simulations. Furthermore Gregg et al. (2018) remark
that𝒟𝑝 should be included when applying mixing results to the strongly stratified pyc-
nocline where mixing is localised and intermittent. In the periodic setup studied here,
the boundary flux ℱ𝑑 counteracts 𝒟𝑝 in the BPE energy budget (5.26) to maintain the
constant mean stratification. Indeed in a state of statistically steady homogeneous strati-
fied turbulence,ℱ𝑑 must cancel both𝒟𝑝 andℳ to ensure a constant value ofℬ through
(5.26). When quantifying diffusivity in this system, it is therefore important to include
the contribution from𝒟𝑝 and to computeℳ+𝒟𝑝 directly, instead of relying on changes
in BPE. In many observational studies focused on mixing in turbulent patches (where
𝒟𝑝 is negligible), practical difficulties in obtaining an accurate value of 𝜒 result in far
larger implied levels of uncertainty than those apparent in in figure 5.10 (see for exam-
ple Waterhouse et al. 2014). In this sense our results show that (5.36) provides a good
estimate of the diapycnal diffusivity in the stratified flows considered.
Due to the aforementioned difficulties involved in accurately resolving small-scale
temperature gradients, shear probes are used more frequently than thermistors to infer
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mixing rates in the ocean. Further assumptions are however needed to obtainmixing es-
timates from such velocity gradientmeasurements. On top of theOsborn andCox (1972)
model, the buoyancy variance destruction rate may be approximated by 𝜒 ≃ −𝒥 = Γ𝜀,
where the turbulent flux coefficient Γ is taken to be a constant, usually 0.2 in practice
after Osborn (1980), under a set of assumptions that the turbulent flow is, for example
quasi-steady. The turbulent flux coefficient is related to the mixing efficiency defined in
(5.33) through
Γ = 𝜂1 − 𝜂. (5.37)
Many experimental andnumerical studies have shownvariation in themixing efficiency
across a range of stratified flows, as reviewed by Ivey et al. (2008) and Caulfield (2021).
This has motivated a body of work to investigate the functional dependence of 𝜂 on var-
ious dimensionless parameters, including the Richardson number, buoyancy Reynolds
number𝑅𝑒𝑏 = 𝜀/𝜈𝑁2, and turbulent Froude number𝐹𝑟 = 𝜀/𝑁𝒦. Despite this concerted
effort to provide insight into how 𝜂 varies, there is no clear physical explanation as to
why Γ = 0.2 is a sensible assumption or why it appears to provide diffusivity estimates
in line with those from tracer release experiments (Ledwell et al. 2000). In figure 5.9 we
highlight examples where laminar diffusion of a shear flow can strongly impact the cal-
culated values of 𝜂. Although not relevant for high Reynolds number flows found in the
ocean, it is important to acknowledge the effect of this diffusion in idealised numerical
studies that discuss mixing efficiency in the context of ocean mixing. This is most rel-
evant for flows where turbulence is transient and localised, such as those arising from
instabilities in stratified shear layers.
In particular, for the energetic framework presented here to be truly applicable to
real oceanographic flows, there are at least three open issueswhichneed to be addressed.
First, it is not at all clear what the effect of more realistic Reynolds numbers, or indeed
realistically higher values of 𝑃𝑟 = 𝑂(10− 1000)will have on the various mixing proper-
ties and energetic pathways discussed here. Second, it is still an open question of some
controversywhether Γ ≈ 0.2, or equivalently 𝜂 ≈ 1/6, is actually ‘typical’ of quasi-steady
mixing processes, or whether Γ actually depends on parameters of the flow. Portwood
et al. (2019) recently demonstrated the emergence of Γ = 0.2 in sheared DNS that was
controlled by construction to be quasi-steady. It is at least plausible that the higher
values of efficiency observed for the flows discussed here are artefacts of the inherent
transience of these flows. Of course, mixing events in the ocean are likely to be highly
spatio-temporally intermittent, not least because of the key role played by ‘breaking’
internal waves, as argued by MacKinnon et al. (2017) and modelled here, so the rele-
vance of quasi-steady sustained stratified turbulence to the real ocean is not immedi-
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ately obvious. Thirdly, complications associated with layered states, either due to hy-
drodynamicmechanisms associatedwith turbulence (Caulfield 2021) or associatedwith
double-diffusive convection (Schmitt 1994) are clearly of interest. The energetic frame-
work presented here is nevertheless well-suited to address these three open issues, or
indeed other challenges of real relevance to the quantification and parameterization of
mixing in realistic stratified flows.

Chapter 6
A perspective on stratified mixing
6.1 Thesis summary
Throughout this dissertation, we have explored the complex interaction between inter-
nal waves, mean vertical shear, and turbulence in a collection of stratified flow simu-
lations. Motivated to understand the processes by which diapycnal mixing occurs in
the ocean interior, we have chosen not to focus on a single, canonical flow problem to
act as a model for turbulence in the ocean. In the context of a downscale transfer of
energy from internal waves, there are many plausible physical mechanisms by which
turbulence can be generated in the stratified ocean. We have therefore investigated a
range of stratified flows, with various interpretations of the primary large-scale effects
of internal waves and shear. We summarise below the key findings from these studies.
In chapter 2, we studied the development of Kelvin–Helmholtz instability in a strat-
ified shear layer. Using two-dimensional direct numerical simulations, we focused on
the nonlinear development of the instability as the minimum Richardson number 𝑅𝑖𝑚
of the flow approaches the ‘marginal’ value of 1/4 from below. Steady inviscid parallel
shear flows must be linearly stable if 𝑅𝑖𝑚 > 1/4 by the theorem of Miles (1961) and
Howard (1961). In its application to strongly-sheared oceanographic flows by Thorpe
and Liu (2009) and Smyth andMoum (2013), this theoretical result has been assumed to
imply the growth or decay of turbulence for values of the gradient Richardson number
𝑅𝑖𝑔 below or above 1/4 respectively.
As a first investigation of how nonlinear dynamics are affected by a change in 𝑅𝑖𝑚
near such marginal values, we performed simulations with a range of 𝑅𝑖𝑚 up to 0.245
at finite Reynolds number. Since the growth rate of the linear Kelvin–Helmholtz insta-
bility decreases with increasing 𝑅𝑖𝑚, laminar diffusion of the shear flow suppressed the
growth of the instability at higher values of 𝑅𝑖𝑚. By actively forcing the flow to counter
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this diffusion of the base shear flow, we were able to quantify the maximum energy
attained by the nonlinear perturbations arising from the linear instability. The maxi-
mum energy decreased linearly to a small but somewhat surprisingly non-zero value as
𝑅𝑖𝑚 → 1/4, as shown in figure 2.3a. This trend applied both when the base shear flow
was steady and when it was forced to accelerate.
At Richardson numbers close to 1/4, the familiar billow structures associated with
Kelvin–Helmholtz instability become very thin, as if squashed by the stable stratifica-
tion. Together with a very slow growth to saturation, this suggests that such nonlinear
states become difficult to access when 𝑅𝑖𝑚 is close to (but still less than) 1/4. This is at
least superficially consistent with the recent study of Portwood et al. (2019), who find a
‘marginal’ steady state of sheared, stratified turbulence at𝑅𝑖𝑔 ≈ 0.16, significantly below
the classical value of 1/4. There however remain several open questions related to strat-
ified shear flows, not least concerning the applicability of the concept of ‘self-organised
criticality’ (Salehipour et al. 2018; Smyth et al. 2019).
The vast majority of the ocean cannot of course be treated as a statistically steady
state of shear-driven stratified turbulence. The study of chapter 2 did not address the
question of how energy is supplied to the shear flow. Away from boundaries, it is com-
monly accepted that the internal gravity wave field plays a key role in the supply of en-
ergy to turbulence in the ocean. Velocity shear in internal waves varies significantly in
space and time, suggesting that a more general consideration of internal wave breaking
is necessary to investigate turbulent mixing relevant to the ocean interior.
Scales at which waves break and transfer energy nonlinearly to turbulence are asso-
ciated with an energy spectrum of 𝐸(𝑚) ∼ 𝑁2𝑚−3 (Gargett et al. 1981). This spectrum is
consistentwith the self-similar regime of ‘strongly stratified turbulence’ proposed byBil-
lant and Chomaz (2001), although most simulations aimed at reproducing that regime
(e.g. Maffioli et al. 2016) supplied energy to the large-scales through the forcing of vor-
tical modes, rather than internal waves. In chapter 3, we therefore compared the flows
arising from forcing vortical modes with those arising from forcing internal waves, with
a particular focus on their mixing properties.
In each case, turbulence was spatially inhomogeneous, with the horizontal average
of the TKE dissipation rate varying over orders of magnitude in the vertical. By fixing
the rate of energy input from each type of forcing, we obtained flows where the turbu-
lence (characterised by the perturbations from the horizontal mean) was maintained
in a statistically steady state. Slow changes in the mean shear, as also seen in previous
studies, did not appear to impact the turbulence significantly.
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From the statistically steady states, we found that the forcing of internal gravity
waves led to a higher turbulent flux coefficient Γ = 𝜒/𝜀 than the forcing of vortical
modes. Inspection of the buoyancy field suggested that this was related to larger buoy-
ancy overturns in the wave-forced cases, and hence a more ‘convective’ mixing mecha-
nism. Using horizontal averages, we showed that𝜒 and 𝜀were extremelywell-correlated
throughout the domains of each flow. Even though Γ took different values depending
on the forcing applied, within each simulation Γ (calculated from horizontal averages)
was shown to be independent of an appropriately calculated turbulent Froude number
𝐹𝑟 = 𝜀/𝑁𝒦, consistent with the low 𝐹𝑟 results of Maffioli et al. (2016). In the vortically-
forced simulation, a trend of Γ ∼ 𝐹𝑟−1 appeared to emerge at 𝐹𝑟 = 𝑂(0.1), consistent
with the scalings of Garanaik and Venayagamoorthy (2019). However their link be-
tween 𝐹𝑟 and the Elisson and Ozmidov length scales 𝐿𝐸 and 𝐿𝑂 was not found to apply
to our data. Given the prevalence of field observations showing 𝐿𝐸 ∼ 𝐿𝑂 (e.g. Moum
1996), further research is warranted in understanding how Γ, 𝐹𝑟, and 𝐿𝐸/𝐿𝑂 may be
related when 𝐿𝐸/𝐿𝑂 = 𝑂(1).
We also investigated the pointwise correlations between 𝜒 and 𝜀 in the statistically
steady state. Apositive correlationwas still observed in the pointwise calculations, albeit
with a farwider spread. Perhaps understandably, the earlier trends forΓ and𝐹𝑟were not
seen in the pointwise calculations. The Γ-𝐹𝑟 scalings, as with most parameterizations,
rely on comparing statistical properties of the flow (such as mean dissipation rates and
mean buoyancy frequency) and should not be expected to hold locally.
Similarities between the simulations extended to the energy spectra. In all cases, we
found a horizontal wavenumber spectrum of 𝐸 ∼ 𝑘−5/3, but the vertical wavenumber
spectrum produced no obvious consistent scaling. By using wavelets to sample heights
conditionally depending on the local buoyancy Reynolds number𝑅𝑒𝑏 = 𝜀/𝜈𝑁2, we iden-
tified two scaling regimes in the vertical wavenumber spectrum. For 𝑅𝑒𝑏 > 10, we ob-
tained a spectral scaling most like 𝐸 ∼ 𝑚−5/3, consistent with an inertial range of near-
isotropic turbulence. By contrast when 𝑅𝑒𝑏 < 1 a clear 𝐸 ∼ 𝑚−3 spectrum emerged.
The association of the𝑚−3 scaling with low 𝑅𝑒𝑏 suggests an interpretation where near-
isotropic patches of (high 𝑅𝑒𝑏) turbulence intermittently appear on a background field
of nonlinear buoyancy-dominated motions (characterised by low 𝑅𝑒𝑏).
As highlighted in §1.3, high values of 𝑅𝑒𝑏 naturally lead to high values of diapycnal
diffusivity. Understanding how intense turbulent patches may be produced from an
internal wavefield, and what their characteristic mixing properties are, is therefore vital
for quantifying diapycnal mixing in the ocean interior. Motivated by the observation
of turbulent patches in the internal wave-dominated thermocline by Alford and Pinkel
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(2000), we subsequently performed further simulations of a single, breaking internal
gravity wave in chapter 4.
In the observations, spatially varying large-scale vertical shear (likely associatedwith
a near-inertial wave) and large-amplitude internal waves were both significant in loca-
tions where turbulence was generated. We therefore decided to investigate the flow
arising from the superposition of an internal gravity wave and a sinusoidal shear flow.
Despite a lack of scale separation between the shear and the wave, we found that lin-
ear ray tracing theory was useful in describing how the internal wave broke. Similar to
wave breaking at a critical level in a slowly varying mean flow, the internal wave was
refracted by the shear, focusing its energy towards certain regions of the flow. In these
regions, the wave became locally unstable to both convective and shear instabilities.
The convective instabilities appeared first, forming streamwise-aligned rolls, and in-
troducing small scale plume structures to the flow. These structures however achieved
relatively little mixing compared to the billow-like vortices that developed later through
local shear instabilities. The size of the billows, relative to the wave-induced shear lay-
ers that they developed from, was consistent with the fastest growing wavelengths of
Kelvin–Helmholtz instability. Although the mean buoyancy field had been strongly
distorted by the wave, the mixing efficiency of the subsequent turbulence 𝜂 ≈ 0.24 was
similar to that found developing from Kelvin–Helmholtz instability in stratified shear
layers at 𝑃𝑟 = 1 (e.g. in Salehipour et al. 2015). Unlike in turbulent flows driven by
mean shear, where the mean flow is blunted by the turbulence, the mean flow in our
case was accelerated where the turbulence was generated. Development of the mean
flow was primarily determined by the wave-mean flow interaction, which appeared to
dominate energy transfers between the turbulence and the mean flow.
These simulations from chapter 4 provided an intriguing perspective on how the
nonlinear interaction between a near-inertial wave and an internal gravity wave may
lead to turbulentmixing. The internalwave broke down through a convective instability,
but did not lead to the high mixing efficiencies seen in the simulations of chapter 3.
There remainmany interesting questions about themixing processes arising in this flow,
some of which we will revisit in §6.2.
Finally, in chapter 5, we tackled the problem of quantifying available potential en-
ergy (APE) in our simulations. We showed that direct application of the existing Win-
ters et al. (1995) framework could produce inconsistent results for the triply-periodic do-
mains used in chapters 3 and 4. This is why in previous chapters we had used𝒫 ≈ ⟨𝜃2⟩/2
to approximate APE and 𝜒 to approximate diapycnal mixing. By considering a control
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volume bounded by surfaces of constant buoyancy, we devised a method for accurately
calculating APE and diapycnal mixing in stratified, periodic domains in chapter 5.
This method was found to be consistent with the local APE density of Scotti and
White (2014), which we then applied to further analyse our earlier simulations. Snap-
shots of local APE provided further evidence that the wave-forced simulations of chap-
ter 3 exhibited more large-scale, convective mixing processes than the vortically-forced
flows. The local APE snapshots also highlighted how local mixing was affected by the
distortion of the buoyancy field in the wave breaking simulations of chapter 4. Despite
strong local effects in this case, we found that 𝜒 had proved to be a good approximation
for the global mixing rate in all of our flows, with a maximum error of about 10%.
With our new framework, we were also newly able to calculate an accurate diapy-
cnal diffusivity, which we compared to the approximation of 𝜒/𝑁20 from Osborn and
Cox (1972). We found that for shear-driven turbulence this approximation typically re-
sulted in an underestimate of the diffusivity of about 10%, consistent with the results
of Salehipour and Peltier (2015). This error is however smaller than those associated
with most microstructure measurements, and the approximation does not rely on the
empirical prescription of a parameter (unlike the Osborn (1980) model and Γ). In this
sense, for the flows we have considered, the Osborn and Cox (1972) model appeared to
provide a reliable estimate of irreversible, diapycnal mixing.
Throughout this thesis we have explored various aspects of mixing relevant to the
breaking of oceanic internal waves, and offered answers to some important questions
on this topic. However many more questions remain unanswered. It is unsurprising
that we have not revealed some grand, unifying theory for open ocean mixing through
internal wave-driven stratified turbulence. A quick search on Web of Science for exam-
ple provides over 4000 results for ‘stratified turbulence’, highlighting a history of incre-
mental gains (and occasional leaps) towards a better understanding of small-scale geo-
physical flows. It would be clichéd to say that there is still much to learn about ocean
mixing, so rather than leave it there, let us now discuss some outstanding open ques-
tions. Given what we have learned from this thesis, we are hopeful that the answers to
these questions may provide us with further insight into the processes and dynamics at
the heart of mixing in the ocean.
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6.2 An outlook on the future
The simulations of chapter 4, aimed at resembling the nonlinear interaction of a near-
inertialwave and an internal gravitywave, provide a useful starting point for future ques-
tions. In these flows, we identified Kelvin–Helmholtz instability (KHI) as the mecha-
nism producing the billow structures that achieve most of the mixing. Theoretical and
numerical studies of KHI often focus on its development on a stratified interface or in
a uniform stratification, but our simulations suggest other buoyancy profiles may be
relevant for modelling turbulent mixing from breaking internal waves.
In our simulations, even as it became unstable, the internal wave appeared to main-
tain its structure, at least in terms of the phase difference between the velocity and buoy-
ancy fields. Thismay partly explainwhy ray tracingwas able to capture the early vertical
propagation of the wave reasonably well. Since the velocity field and buoyancy field are
out of phase, the minimum Richardson number 𝑅𝑖𝑚 of an internal wave is not typically
found at the locations of maximum shear or maximum stratification. Indeed, given the
polarization relations of an internal gravitywave, the flowmust become locally statically
unstable for 𝑅𝑖𝑚 to drop below 1/4.
This motivates looking at a simple system where the flow is unstable to both shear
and convective instabilities despite a mean stable stratification. We could imagine the
flow being that arising as a wave approaches a critical level, similar to that considered
by Winters and Riley (1992). The wave would then be represented by
𝑢′ = 𝑠𝑚 sin(𝑚𝑧), 𝜃′ =
𝑠
𝑚 cos(𝑚𝑧). (6.1)
This flow is linearly stable by the Miles–Howard criterion if 𝑠 < 𝑚, so shear instabilities
will only be possible if the buoyancy field is also statically unstable somewhere. The
flow is reminiscent of the ‘stratified Kolmogorov flow’ studied by Balmforth and Young
(2002), where KHI-like billows emerged from an imposed sinusoidal shear flow. That
study could provide a useful benchmark to compare to when identifying the role of local
convection on the development of structures from shear instability.
Although such a setup would provide a simple system to investigate the develop-
ment of local convection and shear instabilities, the development of nonlinear struc-
tureswould be constrained by the periodic boundaries. We could instead introduce local
convection to the well-studied 𝑢(𝑧) = tanh 𝑧 shear layer with an appropriate buoyancy
profile. By comparing the turbulence from such a system to previous studies of strat-
ified shear layers, we might be able to identify the key parameters that best describe
mixing in transient shear-driven flows for arbitrary mean buoyancy profiles. Given our
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earlier result showing comparable mixing efficiency between our wave breaking simu-
lation and the KHI study of Salehipour et al. (2015), there is at least hope that a general
parameterization can be found for such flows.
As mentioned above, we used vertical shear to emulate a slowly-propagating near-
inertial wave. This however omits a key aspect of the structure of a near-inertial wave:
the rotation of the velocity vector. The horizontal velocity of an inertial oscillation with
frequency 𝜔 = 𝑓 and vertical wavenumber𝑚 is given by
𝑢′ = 𝑈0 cos(𝑚𝑧 ∓ 𝑓𝑡), 𝑣′ = ±𝑈0 sin(𝑚𝑧 ∓ 𝑓𝑡). (6.2)
For sufficiently small 𝑓, this can be approximated by a steady, but non-parallel, shear
flow where the velocity vector rotates around the 𝑧-axis with height. The orientation
of this depth-dependent rotation determines whether phase propagation is upward or
downward. Near-inertial waves are often cited as important sources of mixing due to
strong vertical shears that they develop (see e.g. Alford et al. 2016), but the presence of
significant velocity swirl is rarely considered in fundamental studies of mixing triggered
through shear instabilities.
The classical stability theory for parallel shear flows cannot apply in this case, and it
is possible that nonlinear structures such as billows could be significantly altered by the
presence of an additional spanwise flow. As might be expected in flows with this type
of rotational symmetry, Lelong and Dunkerton (1998) found a near-isotropic develop-
ment of disturbances in simulations of shear-unstable near-inertial waves. Fritts et al.
(2013) also found that a rotational shear flow inhibited the growth of streamwise-aligned
convective rolls, andmodified the growth of shear-driven billows in their simulations of
finescale shear and a large amplitude internal wave. Further study of the flow described
by (6.2) and its breakdown in a uniform stratification might provide much needed in-
sight for the nature of mixing achieved by near-inertial waves.
An elephant in the room throughout the studies in this thesis has been the Prandtl
number 𝑃𝑟 = 𝜈/𝜅, the ratio of the molecular diffusivities of momentum and buoyancy.
We have set 𝑃𝑟 = 1 in all of the simulations we have performed, whereas its value in
the ocean is 𝑂(10−100) depending on the scalar determining the density stratification.
For KHI, most relevant to the results of chapters 2 and 4, previous studies by Smyth
et al. (2001) and Salehipour et al. (2015) have highlighted a trend for the mixing effi-
ciency 𝜂 to decrease monotonically with increasing 𝑃𝑟. In forced stratified turbulence,
the scalings proposed by Maffioli et al. (2016) rely on a high Péclet number assumption
𝑃𝑒 = 𝑅𝑒𝑃𝑟 ≫ 1, supposedly implying 𝑃𝑟 independence for mixing in energetic flows.
However Gregg et al. (2018) cite a private communication from S. M. de Bruyn Kops
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detailing a similar negative correlation between 𝜂 and 𝑃𝑟. The mechanism by which a
change in 𝑃𝑟 affects mixing in highly turbulent flows is still unclear and warrants fur-
ther investigation. Any changes inmixing efficiency at high 𝑃𝑟 is particularly important
for quantifying mixing in salt-stratified regions of the ocean, where microstructure ob-
servations rely on the Osborn (1980) method.
Maintaining a stratified turbulent flow through large-scale forcing would be use-
ful for a study into 𝑃𝑟 dependence since comprehensive statistics can be obtained of the
downscale energy transfers. However, as we have shown in chapter 3, the choice of forc-
ing can itself affect the mixing efficiency. Any such study aimed at resolving the multi-
parameter dependence of mixing efficiency (in statistically steady flows) should there-
fore use a simple, consistent forcing scheme. The work of Maffioli et al. (2016) marks
significant progress towards an understanding of these flows, but there remain unre-
solved questions about the role of 𝑃𝑟 and the interdependence of the turbulent Froude
number 𝐹𝑟 = 𝜀/𝑁𝒦 and the buoyancy Reynolds number 𝑅𝑒𝑏 = 𝜀/𝜈𝑁2.
Mixing in such simulations should be calculated precisely using the APE framework
of chapter 5. In an ideal scenario, where the flow is truly statistically stationary, the tur-
bulent buoyancy flux 𝒥, the buoyancy variance destruction rate 𝜒, and the diapycnal
mixing rateℳ would all be equivalent. However, even in flows where the turbulence is
considered steady, slow changes to the background buoyancy profile can lead to varia-
tions between these quantities. This will be particularly important for quantifying mix-
ing in flows where the buoyancy field becomes layered.
Finally, we note that there remains somewhat of a disconnect between studies of
forced stratified turbulence and the downscale transfer of energy through the internal
wave spectrum. In forcing an isotropic collection of internal gravity waves, we provided
an alternative method of large-scale energy injection, but this should not be considered
‘typical’ of the ocean interior. It is still not entirely clear which mechanisms are respon-
sible for the majority of internal wave dissipation in the open ocean. A combined effort
spanning observations, numerical simulations, and theory is likely required to connect
the spectral descriptions with the physical mechanisms involved. Given the vast in-
crease in computational power in the last 20 years, it may perhaps be useful to revisit a
direct simulation of the internal wave field as performed byWinters and D’Asaro (1997)
and Furue (2003). An increase in the range of scales accessible to such computations
may be able to shed new light on the nature of energy transfers to turbulent scales in
the ocean.
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Appendix A
Further details on mixing and APE
A.1 Considering a more general boundary isopycnal
In (5.15), we assume that the boundary buoyancy contour can be parameterized by 𝑥
and 𝑦. Now let us consider amore general isopycnal boundary thatmay overturn, where
the surface of constant buoyancy is parameterized by arbitrary coordinates 𝑝 and 𝑞. The
implicit definition of the isopycnal surface 𝒙1(𝑝, 𝑞, 𝑡) is then given by
𝑏(𝑥1(𝑝, 𝑞, 𝑡), 𝑦1(𝑝, 𝑞, 𝑡), 𝑧1(𝑝, 𝑞, 𝑡), 𝑡) = 𝑏0. (A.1)
Considering the same volume integral as in (5.16), we apply the Reynolds Transport
Theorem to obtain
𝑑
𝑑𝑡 (∫𝑉
𝑓 d𝑉) = ∫
𝑉
𝜕𝑓
𝜕𝑡 d𝑉 +∫𝑆
(𝑓|𝒙=𝒙2 − 𝑓|𝒙=𝒙1)
𝜕𝒙1
𝜕𝑡 ⋅ 𝒏 d𝑆. (A.2)
𝑆 denotes the domain in (𝑝, 𝑞) space that parameterizes the surface, 𝒙1 = (𝑥1, 𝑦1, 𝑧1) is
the location of the isopycnal surface in Cartesian coordinates, and the area element is
given by
𝒏 d𝑆 = (𝜕𝒙𝜕𝑝 ×
𝜕𝒙
𝜕𝑞) d𝑝 d𝑞. (A.3)
Note that for 𝑝 = 𝑥 and 𝑞 = 𝑦, this recovers the original Leibniz rule result of (5.16)
since 𝒙1 = (𝑥, 𝑦, 𝑧1(𝑥, 𝑦, 𝑡)) and
𝒏 d𝑆 = 𝛁𝑏𝜕𝑏/𝜕𝑧 d𝑥 d𝑦. (A.4)
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We know in general that the direction of the normal is that of the buoyancy gradient
𝛁𝑏, but for the arbitrary form (A.3) the magnitude of 𝒙𝑝 × 𝒙𝑞 depends on the coordi-
nates chosen. Since we wish to calculate the surface integral from simulation data, it is
convenient to restrict ourselves to non-overturning isopycnals, where the magnitude of
the area element can be straightforwardly obtained.
We can however manipulate (A.2) further by noting that 𝒏 = 𝛁𝑏/|𝛁𝑏|, and defining
the average over the surface 𝑆 as
𝑓
∗
= 1𝐴𝑆
∫
𝑆
𝑓 d𝑆, (A.5)
where 𝐴𝑆 is the surface area of the isopycnal defined in (A.1). Applying this to (A.2)
gives
𝑑
𝑑𝑡 (∫𝑉
𝑓 d𝑉) = ∫
𝑉
𝜕𝑓
𝜕𝑡 d𝑉 + [𝑓]
𝑏=𝑏0+𝐿𝑧
𝑏=𝑏0
𝜕𝒙1
𝜕𝑡 ⋅
𝛁𝑏
|𝛁𝑏|
∗
. (A.6)
Substituting 𝑓 = −𝑅𝑖0𝑏𝑧 to find the extra term in the potential energy equation provides
𝑑𝒫
𝑑𝑡 = −𝑅𝑖0 ⟨𝑧
𝜕𝑏
𝜕𝑡 ⟩ − 𝑅𝑖0
𝐴𝑆
𝐴 (𝑏0 + 𝑧2)
𝜕𝒙1
𝜕𝑡 ⋅
𝛁𝑏
|𝛁𝑏|
∗
, (A.7)
where 𝐴 is the cross-sectional area of the domain in the 𝑥-𝑦 plane, and from Winters
and D’Asaro (1996) we know that
𝐴𝑆
𝐴 =
𝜕𝑍∗
𝜕𝑏
|𝛁𝑏|2
∗
|𝛁𝑏|
∗ . (A.8)
Although the last term in (A.7) can be expressed analytically, its computation is farmore
arduous than −𝑑𝒮/𝑑𝑡, and it does not appear (thus far) to simplify to a similar form.
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A.2 Derivation of the potential energy equations
A.2.1 Total potential energy
In this section, the control volume is bounded by the isopycnals 𝑏 = 𝑏0 (that defines
𝑧1) and 𝑏 = 𝑏0 + 𝐿𝑧 (that defines 𝑧2). Consider the time evolution of 𝒫 = −𝑅𝑖0⟨𝑏𝑧⟩ by
applying the Leibniz rule as in (5.16):
𝑑𝒫
𝑑𝑡 = −𝑅𝑖0 ⟨
𝜕(𝑏𝑧)
𝜕𝑡 ⟩ −
𝑅𝑖0
𝑉 ∫𝐴
[𝑏𝑧]𝑧2𝑧=𝑧1
𝜕𝑧1
𝜕𝑡 d𝐴, (A.9)
= −𝑅𝑖0 ⟨𝑧
𝜕𝑏
𝜕𝑡 ⟩ −
𝑅𝑖0
𝑉 ∫𝐴
𝐿𝑧(𝑏0 + 𝑧2)
𝜕𝑧2
𝜕𝑡 d𝐴, (A.10)
= −𝑅𝑖0 ⟨𝑧
𝜕𝑏
𝜕𝑡 ⟩ − 𝑅𝑖0𝑏0
𝑑𝑧2
𝑑𝑡 − 𝑅𝑖0
𝑑
𝑑𝑡 (
𝑧22
2 ) . (A.11)
Defining 𝒮 as in (5.21), we move the last two terms in the above equation to the right
hand side, and use the buoyancy evolution equation (5.3) to expand the first term as
𝑑𝒫
𝑑𝑡 +
𝑑𝒮
𝑑𝑡 = −𝑅𝑖0 ⟨𝑧 (−𝒖 ⋅ 𝛁𝑏 +
1
𝑅𝑒𝑃𝑟∇
2𝑏)⟩ , (A.12)
= 𝑅𝑖0 ⟨𝛁 ⋅ (𝑧𝑏𝒖) − 𝑤𝑏 −
𝑧
𝑅𝑒𝑃𝑟𝛁 ⋅ 𝛁𝑏⟩ , (A.13)
= 𝑅𝑖0 ⟨𝛁 ⋅ (𝑧𝑏𝒖)⟩ − 𝑅𝑖0 ⟨𝑤𝜃⟩ − 𝑅𝑖0 ⟨𝑤𝑧⟩ −
𝑅𝑖0
𝑅𝑒𝑃𝑟 ⟨𝛁 ⋅ (𝑧𝛁𝑏) − 𝛁𝑧 ⋅ 𝛁𝑏⟩ ,
(A.14)
= 𝑅𝑖0 ⟨𝛁 ⋅ (𝑧𝑏𝒖)⟩ − 𝒥 − 𝑅𝑖0 ⟨𝛁 ⋅ (
𝑧2
2 𝒖)⟩ −
𝑅𝑖0
𝑅𝑒𝑃𝑟 ⟨𝛁 ⋅ (𝑧𝛁𝑏)⟩ + 𝒟𝑝. (A.15)
With the boundaries we have specified, the divergence theorem for an arbitrary vector
field 𝒇(𝒙, 𝑡) takes the form
∫
𝑉
𝛁 ⋅ 𝒇 d𝑉 = ∫
𝐴
[𝒇]𝑧2𝑧=𝑧1 ⋅
𝛁𝑏
𝜕𝑏/𝜕𝑧 d𝐴, (A.16)
where 𝛁𝑏/(𝜕𝑏/𝜕𝑧) is evaluated on the surface 𝑧 = 𝑧1 (and takes the same value on the
surface 𝑧 = 𝑧2).
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Applying the divergence theorem to each of the above terms then gives
⟨𝛁 ⋅ (𝑧𝑏𝒖)⟩ = 1𝑉 ∫𝐴
[𝑧𝑏𝒖]𝑧2𝑧1 ⋅
𝛁𝑏
𝜕𝑏/𝜕𝑧 d𝐴 =
1
𝐴 ∫𝐴
(𝑏0 + 𝑧2) [
𝒖 ⋅ 𝛁𝑏
𝜕𝑏/𝜕𝑧 ]𝑧1
d𝐴, (A.17)
⟨𝛁 ⋅ (𝑧2𝒖/2)⟩ = 1𝑉 ∫𝐴
[𝑧
2𝒖
2 ]
𝑧2
𝑧1
⋅ 𝛁𝑏𝜕𝑏/𝜕𝑧 d𝐴 =
1
𝐴 ∫𝐴
(𝐿𝑧2 + 𝑧1) [
𝒖 ⋅ 𝛁𝑏
𝜕𝑏/𝜕𝑧 ]𝑧1
d𝐴, (A.18)
⟨𝛁 ⋅ (𝑧𝛁𝑏)⟩ = 1𝑉 ∫𝐴
[𝑧𝛁𝑏]𝑧2𝑧1 ⋅
𝛁𝑏
𝜕𝑏/𝜕𝑧 d𝐴 =
1
𝐴 ∫𝐴
[ |𝛁𝑏|
2
𝜕𝑏/𝜕𝑧]𝑧1
d𝐴. (A.19)
The potential energy evolution therefore simplifies to
𝑑𝒫
𝑑𝑡 +
𝑑𝒮
𝑑𝑡 = −𝒥 − ℱ𝑑 +𝒟𝑝 + (𝑏0 +
𝐿𝑧
2 )
1
𝐴 ∫𝐴
[𝒖 ⋅ 𝛁𝑏𝜕𝑏/𝜕𝑧 ]𝑧1
d𝐴. (A.20)
We can show that this final integral is zero by considering the evolution of the volume-
averaged buoyancy. Since 𝑏 = 𝑧 + 𝜃, we know that ⟨𝑏⟩ = 𝐿𝑧/2 + 𝑧1 + ⟨𝜃⟩. The mean
buoyancy perturbation is coupled to the mean vertical velocity through the system
𝑑⟨𝜃⟩
𝑑𝑡 = ⟨
𝜕𝜃
𝜕𝑡 ⟩ = −⟨𝑤⟩,
𝑑⟨𝑤⟩
𝑑𝑡 = ⟨
𝜕𝑤
𝜕𝑡 ⟩ = 𝑅𝑖0⟨𝜃⟩. (A.21)
Importantly, if both ⟨𝜃⟩ and ⟨𝑤⟩ are initially zero, then they remain so forever. This is
the scenario most commonly applied in studies using the periodic stratified setup, so we
proceed taking ⟨𝜃⟩ ≡ 0. We therefore know that
𝑑⟨𝑏⟩
𝑑𝑡 =
𝑑𝑧1
𝑑𝑡 . (A.22)
Applying the Leibniz rule of (5.16) to ⟨𝑏⟩ instead gives
𝑑⟨𝑏⟩
𝑑𝑡 = ⟨
𝜕𝑏
𝜕𝑡 ⟩ +
1
𝑉 ∫𝐴
[𝑏]𝑧2𝑧1
𝜕𝑧1
𝜕𝑡 d𝐴 = ⟨
𝜕𝑏
𝜕𝑡 ⟩ +
𝑑𝑧1
𝑑𝑡 . (A.23)
We can then deduce that the desired integral is zero as follows
0 = ⟨𝜕𝑏𝜕𝑡 ⟩ = ⟨−𝛁 ⋅ (𝑏𝒖) +
1
𝑅𝑒𝑃𝑟𝛁 ⋅ 𝛁𝑏⟩ , (A.24)
= − 1𝑉 ∫𝐴
[𝑏𝒖]𝑧2𝑧1 ⋅
𝛁𝑏
𝜕𝑏/𝜕𝑧 d𝐴 +
1
𝑉𝑅𝑒𝑃𝑟 ∫𝐴
[𝛁𝑏]𝑧2𝑧1 ⋅
𝛁𝑏
𝜕𝑏/𝜕𝑧 d𝐴, (A.25)
= − 1𝐴 ∫𝐴
[𝒖 ⋅ 𝛁𝑏𝜕𝑏/𝜕𝑧 ]𝑧1
d𝐴, (A.26)
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where we have applied the divergence theorem and used that 𝛁𝑏|𝑧1 = 𝛁𝑏|𝑧2 .
A.2.2 Background potential energy
In this section, we set 𝑏0 = 0 so the boundary surfaces 𝑧1 and 𝑧2 correspond to the isopy-
cnals 𝑏 = 0 and 𝑏 = 𝐿𝑧. We begin by determining the time evolution of 𝒫𝐵 = −𝑅𝑖0⟨𝑏𝑧∗⟩.
Applying the Leibniz result of (5.16) to this quantity gives
𝑑𝒫𝐵
𝑑𝑡 = −𝑅𝑖0 ⟨
𝜕(𝑏𝑧∗)
𝜕𝑡 ⟩ −
𝑅𝑖0
𝑉 ∫𝐴
[𝑏𝑧∗]
𝑧2
𝑧=𝑧1
𝜕𝑧1
𝜕𝑡 d𝐴, (A.27)
= −𝑅𝑖0 ⟨𝑧∗
𝜕𝑏
𝜕𝑡 + 𝑏
𝜕𝑧∗
𝜕𝑡 ⟩ −
𝑅𝑖0
𝑉 ∫𝐴
𝐿𝑧𝑧2
𝜕𝑧1
𝜕𝑡 d𝐴, (A.28)
= −𝑅𝑖0 ⟨𝑧∗
𝜕𝑏
𝜕𝑡 ⟩ − 𝑅𝑖0 ⟨𝑏
𝜕𝑧∗
𝜕𝑡 ⟩ − 𝑅𝑖0𝑧2
𝑑𝑧2
𝑑𝑡 . (A.29)
The second term in the line above is zero in the case of fixed, insulating, horizontal
boundaries. We therefore consider the simple case of 𝜃 = −𝑧1(𝑥, 𝑦, 𝑡) to investigate
the contribution this term has in the case of time-dependent isopycnal boundaries. As
in §5.2.1, this example has the linear sorted background profiles 𝑍∗(𝑠, 𝑡) = 𝑠 + 𝑧1 and
𝑏∗(𝑠, 𝑡) = 𝑠 − 𝑧1, so
𝑧∗(𝒙, 𝑡) = 𝑍∗(𝑏(𝒙, 𝑡), 𝑡) = 𝑏(𝒙, 𝑡) + 𝑧1(𝑡) = 𝑧 − 𝑧1(𝑥, 𝑦, 𝑡) + 𝑧1(𝑡). (A.30)
For this simple example we find that
⟨𝑏𝜕𝑧∗𝜕𝑡 ⟩ = 0, (A.31)
and conclude that there is no additional contribution to this term when considering
a moving boundary. We now consider the first term in (A.29), and use the buoyancy
evolution equation (5.3) to obtain
⟨𝑧∗
𝜕𝑏
𝜕𝑡 ⟩ = ⟨𝑧∗ (−𝒖 ⋅ 𝛁𝑏 +
1
𝑅𝑒𝑃𝑟∇
2𝑏)⟩ , (A.32)
= ⟨−𝒖 ⋅ 𝑧∗𝛁𝑏 +
1
𝑅𝑒𝑃𝑟𝑧∗𝛁 ⋅ 𝛁𝑏⟩ , (A.33)
= ⟨−𝛁 ⋅ (𝜓𝒖) + 1𝑅𝑒𝑃𝑟 (𝛁 ⋅ (𝑧∗𝛁𝑏) − 𝛁𝑧∗ ⋅ 𝛁𝑏)⟩ . (A.34)
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Here we have introduced the Casimir
𝜓(𝑏) = ∫
𝑏
0
𝑍∗(𝑠) d𝑠, (A.35)
that satisfies 𝛁𝜓 = 𝑧∗𝛁𝑏. Since 𝑍∗ is the inverse of 𝑏∗, and we know ⟨𝑏∗(𝑧)⟩ = ⟨𝑏(𝒙)⟩,
we can furthermore deduce that
𝜓(𝐿𝑧) = ∫
𝐿𝑧
0
𝑍∗(𝑠) d𝑠 = 𝐿𝑧𝑧2 −∫
𝑧2
𝑧1
𝑏∗(𝑠)d𝑠 =
𝐿𝑧2
2 . (A.36)
We also note that𝛁𝑧∗ = (𝜕𝑍∗/𝜕𝑏)𝛁𝑏, and this can be applied to the final term in (A.34).
Applying the divergence theorem (A.16) to the term involving the Casimir produces
⟨𝛁 ⋅ (𝜓𝒖)⟩ = 𝐿𝑧2𝐴 ∫𝐴
[𝒖 ⋅ 𝛁𝑏𝜕𝑏/𝜕𝑧 ]𝑧=𝑧1
d𝐴 = 0. (A.37)
Only the diffusive terms remain, giving
−𝑅𝑖0 ⟨𝑧∗
𝜕𝑏
𝜕𝑡 ⟩ =
−𝑅𝑖0
𝑅𝑒𝑃𝑟 (
1
𝐴 ∫𝐴
[ |𝛁𝑏|
2
𝜕𝑏/𝜕𝑧]𝑧=𝑧1
d𝐴 − ⟨𝜕𝑍∗𝜕𝑏 |𝛁𝑏|
2⟩) , (A.38)
= −ℱ𝑑 +ℳ +𝒟𝑝. (A.39)
We now have
𝑑𝒫𝐵
𝑑𝑡 = ℳ +𝒟𝑝 − ℱ𝑑 − 𝑅𝑖0
𝑑
𝑑𝑡 (
𝑧2
2
2 ) . (A.40)
Defining ℬ = 𝒫𝐵 + 𝑅𝑖0𝑧2
2/2 as in (5.24), we finally arrive at the evolution equation
𝑑ℬ
𝑑𝑡 = ℳ +𝒟𝑝 − ℱ𝑑. (A.41)
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A.3 Equivalence of various local APE definitions for
an adiabatically sorted buoyancy profile
Tailleux (2013b) proposes the following APE density as work against buoyancy forces
defined relative to an arbitrary 𝑧-dependent reference density profile 𝜌𝑟(𝑧, 𝑡):
ℰ𝑎(𝑆𝑖, 𝑇, 𝑧, 𝑡) = ∫
𝑧
𝑧𝑟
𝑔
𝜌0
(𝜌(𝑆𝑖, 𝑇, 𝑧′) − 𝜌𝑟(𝑧′, 𝑡)) d𝑧′. (A.42)
Here the density field depends on amaterially conserved temperature variable 𝑇 as well
as an arbitrary number of compositional variables 𝑆𝑖, and 𝑧𝑟 is the level of neutral buoy-
ancy satisfying 𝜌(𝑆𝑖, 𝑇, 𝑧𝑟) = 𝜌𝑟(𝑧𝑟, 𝑡). The above expression generalises the ‘potential
energy density’ of Andrews (1981) to an arbitrary nonlinear equation of state. Although
(A.42) only applies under the Boussinesq approximation, this expression can be ex-
tended as in Tailleux (2018) to describe APE density for a compressiblemulticomponent
fluid. The arbitrary reference profile can be useful for defining alternative measures
of APE. For example if the uniform, mean gradient is taken as the reference buoyancy
profile 𝑏𝑟 = 𝑧, then (A.42) recovers the APE defined in (5.29).
In this study, we consider a Boussinesq fluid with a linear equation of state in one
variable, and take the reference profile to be the adiabatically sorted buoyancy 𝑏𝑟 = 𝑏∗.
With these assumptions, and applying our non-dimensionalisation, (A.42) becomes
ℰ𝑎(𝒙, 𝑡) = −𝑅𝑖0∫
𝑧
𝑧∗(𝒙,𝑡)
𝑏(𝒙, 𝑡) − 𝑏∗(𝑧′, 𝑡) d𝑧′. (A.43)
This expression is exactly that used by Roullet and Klein (2009). Note that (A.43) can
also be rearranged into the form
ℰ𝑎(𝒙, 𝑡) = −𝑅𝑖0 (𝑧 − 𝑧∗(𝒙, 𝑡)) [𝑏(𝒙, 𝑡) −
1
𝑧 − 𝑧∗(𝒙, 𝑡)
∫
𝑧
𝑧∗(𝒙,𝑡)
𝑏∗(𝑧′, 𝑡) d𝑧′] , (A.44)
the expression for APE density used by Winters and Barkan (2013).
We can further relate (A.43) to the definition of APE by Scotti and White (2014)
(which itself is equivalent to the original definition of Holliday andMcIntyre (1981) but
with simpler notation). We rewrite (A.43) as
ℰ𝑎 = −𝑅𝑖0𝑏(𝑧 − 𝑧∗) + 𝑅𝑖0∫
𝑧
𝑧∗
𝑏∗(𝑧′, 𝑡) d𝑧′, (A.45)
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and make the substitution 𝑧′ = 𝑍∗(𝑠, 𝑡), where 𝑍∗ is the inverse map of the sorted buoy-
ancy profile 𝑏∗. The integral part of (A.45) then becomes
∫
𝑧
𝑧∗
𝑏∗(𝑧′, 𝑡) d𝑧′ = ∫
𝑏∗
𝑏
𝑠𝜕𝑍∗𝜕𝑠 d𝑠, (A.46)
since 𝑏∗(𝑍∗(𝑠, 𝑡), 𝑡) = 𝑠 and 𝑏∗(𝑧∗(𝒙, 𝑡), 𝑡) = 𝑏∗(𝑍∗(𝑏(𝒙, 𝑡), 𝑡), 𝑡) = 𝑏(𝒙, 𝑡). Integrating by
parts then leads to
∫
𝑧
𝑧∗
𝑏∗(𝑧′, 𝑡) d𝑧′ = [𝑠𝑍∗(𝑠, 𝑡)]
𝑠=𝑏∗
𝑠=𝑏 −∫
𝑏∗
𝑏
𝑍∗(𝑠, 𝑡) d𝑠, (A.47)
= 𝑏∗𝑧 − 𝑏𝑧∗ −∫
𝑏∗
𝑏
𝑍∗(𝑠, 𝑡) d𝑠. (A.48)
Finally, we can substitute this expression into (A.45) to recover the form of Holliday and
McIntyre (1981) and Scotti and White (2014):
ℰ𝑎 = −𝑅𝑖0 [𝑏𝑧 − 𝑏𝑧∗ − 𝑏∗𝑧 + 𝑏𝑧∗ +∫
𝑏∗
𝑏
𝑍∗(𝑠, 𝑡)𝑑𝑠] , (A.49)
⇒ ℰ𝑎 = 𝐸𝐴𝑃𝐸 ≡ −𝑅𝑖0∫
𝑏
𝑏∗
𝑧 − 𝑍∗(𝑠, 𝑡) d𝑠. (A.50)
