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Abstract 
In recent years there is much talk about blogging and the way in which blogs influence media and change the way people 
communicate and share knowledge. Blogs are also at the center of attention commercially, while a large number of academic 
staff researches on them. Furthermore, blogs represent an important new arena in agriculture sector for knowledge discovery 
since farmers use them for professional reasons. Opinion mining is a kind of text mining. Its goal is to assess the attitude of the 
author with respect to a given subject. The attitude may be a positive or negative opinion. This paper outlines the challenges and 
opportunities of the blogs for agriculture in terms of analyzing the information which is stored in them. The used technique in an 
experiment blog with the aid of the RapidMiner software is opinion mining. This framework may thus help establish baselines 
for these opinion mining tasks in agriculture. 
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1. Introduction 
Nowadays, the advances in Information and Communication Technologies (ICT), lead to an alternative mode of 
communication among people of every profession. They have changed the way people meet and communicate.  
There is an increasing tendency of professionals and experts in the agriculture sector to inform farmers about 
improved management practices and other issues via the Internet [1, 2]. Agricultural communication, both centrally 
and locally, has been and still remains one of the most notable and successful means for assisting farmers with 
knowledge and technology adoption [3, 4, 5, 6]. Farmers who utilize precision agriculture and other technology-
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driven production strategies may not view the Internet as a hurdle, but may view it as the best way to obtain cutting-
edge information [7]. Therefore, evidence suggests that communication needs to continue to embrace the use of the 
Internet [8]. 
The trend for the informal consumption, creation, communication and sharing of knowledge via ICTs looks set to 
increase with the emergence of so-called ‘Web 2.0’ applications. In particular the notion of Web 2.0 highlights the 
growing popularity of so-called ‘social software’ where users are connected to and collaborate with each other in a 
variety of group interactions [9]. O’Reilly [10], generally accepted to be the originator of the notion of Web 2.0, has 
been keen to stress that it refers primarily to what can be termed ‘the network effect’ of current internet applications 
i.e., the principle that the value and usefulness of web activity is now contingent on the number of participating 
users, with communities of users adding value to web applications in collaborative and creative ways which would 
not be possible on an individual basis. In this sense the worldwide web of Web 2.0 is what O’Reilly terms an active 
‘architecture of participation’ rather than site of passive consumption. According to Manno and Shahrabi [11] Web 
2.0 is reshaping how we do things as a society. It is changing how we communicate with friends and in business, we 
are informed of important events, we shape government policy, collaborate in the classroom and at work, and find 
our next job amongst other everyday things we take for granted. Web 2.0 has dramatically lowered the interaction 
costs of two-way communication over the World Wide Web, and has democratized the production of information 
and applications across the Internet [12]. Verdegem and Gent [13] present how social media can entail both potential 
and pitfalls, especially with regard to the difficult relationship between digital and social inclusion. Technologies 
involving Web 2.0 and Social Media provide a variety of communication methods for farmers, i.e., blogs, wikis, 
forums, social networks, etc.  
A framework for applying opinion mining in blogs for agriculture is presented in this paper. Data mining 
techniques from the field of text, intent mining and sentiment analysis are applied to texts extracted from blog 
concerning agriculture in order to investigate the commentators’ opinion about agriculture subjects. 
A blog is a user-generated Website where entries are made in journal style and displayed in reverse chronological 
order.Data mining is the search for relationships and patterns that exist in large databases, but are 'hidden' among the 
vast amounts of data. A special field of data mining is text mining which sometimes alternately is referred to as text 
data mining and aims to the process of deriving high quality information from text. Intent mining is a special case of 
document analysis whose goal is to assess the attitude of the document author with respect to a given subject. It 
belongs to sentiment analysis or opinion mining which is the application of natural language processing, 
computational linguistics, and text analytics to identify and extract subjective information in source materials. 
Generally speaking, sentiment analysis aims to determine the attitude of a speaker or a writer with respect to 
some topic or the overall contextual polarity of a document. Opinion mining is a kind of intent mining where the 
attitude is a positive or negative opinion. It actually identifies the author’s viewpoint about a subject, rather than 
simply identifying the subject itself. A set of subjective words are used as tags for identifying opinionated sentences. 
Subjective words are marked as “opinionated” and are used in the retrieval phase to boost the rank of documents 
containing them. The mining of opinions in textual materials such as Web logs adds another dimension to 
technologies that facilitate search and summarization and can facilitate the communication among different 
professions in agriculture. 
The paper is organized as follows. Section 2 describes the background theory. Section 3 describes the proposed 
framework. Section 4 presents an experimental implementation. Section 5 presents discussion about the framework 
together with directions in the future. 
2. Background Theory 
A short background theory concerning blogs, data mining and specifically text and opinion mining is presented in 
this section of the paper. 
2.1. Blog 
A blog, a portmanteau of the term web log, is a discussion or informational site published on the World Wide 
Web and consisting of discrete entries ("posts") typically displayed in reverse chronological order since the most 
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recent post appears first. A typical blog combines text, images, and links to other blogs, Web pages, and other media 
related to its topic. The majority of blogs are interactive, allowing visitors to leave comments and even message on 
the blogs, and it is this interactivity that distinguishes them from other static websites [14]. In that sense, blogging 
can be seen as a form of social networking. Indeed, bloggers do not only produce content to post on their blogs, but 
also build social relations with their readers and other bloggers [15].  
In our case we focus on textual information extracted from blogs concerning agriculture. We define agriculture 
blogs as any Weblog that focuses on substantive discussions of the agriculture, the farming profession, including 
agriculture schools, and the process by which productions decisions are made. These blogs could also be further 
sub-divided into different areas. Krishnamurthy [16] proposed a classification of blogs into four basic types 
according to two dimensions: personal vs. topical, and individual vs. community. For example an agriculture blog 
discussing a special topic where several farmers contribute to the blog can be categorized as topical and community. 
According to [17] there are some top agriculture blogs. The selection was based on their great content and 
recommendations from other bloggers. A comprehensive taxonomy covering the different topics found in 
agriculture blogs can be categorized at: (1) General Agriculture Blogs, (2) Blogs Categorized by Agriculture 
Specialty, (3) Blogs Categorized by Agriculture Event, (4) Blogs Categorized by Farming Scope, (5) Blogs 
Categorized by Author/Publisher, (6) Blogs Categorized by Number of Contributors, (7) Miscellaneous Blogs 
Categorized by Topic and (8) Collections of Agriculture Blogs 
2.2. Data mining 
Data mining is the search for relationships and patterns that exist in large databases, but are 'hidden' among the 
vast amounts of data. Data mining consists of such tasks as classification, clustering, time series discovery or 
prediction and association rules mining [18]. It is part of the whole Knowledge Data Discovery (KDD) process. 
KDD is the complete set of processes for knowledge discovery in databases that aims at the detection of valid 
information and pattern recognition in raw data [19]. The classical KDD process includes 5 phases: data pre-
processing, data transformation, data mining, data visualization and data interpretation. 
2.3. Text mining 
Text mining, sometimes alternately referred to as text data mining, roughly equivalent to text analytics, refers 
generally to the process of deriving high quality information from text. High quality information is typically derived 
through the dividing of patterns and trends through means such as statistical pattern learning. Text mining usually 
involves the process of structuring the input text (usually parsing, along with the addition of some derived linguistic 
features and the removal of others, and subsequent insertion into a database), deriving patterns within the structured 
data, and finally evaluation and interpretation of the output [20]. Typical text mining tasks include text 
categorization, text clustering, concept/entity extraction, production of granular taxonomies, sentiment analysis, 
document summarization, and entity relation modeling, i.e., learning relations between named entities [21]. 
2.4. Opinion  mining 
Intent mining is a special kind of document analysis whose goal is to assess the attitude of the document author 
with respect to a given subject. Sentiment analysis or opinion mining refers to the application of natural language 
processing, computational linguistics, and text analytics to identify and extract subjective information in source 
materials. Opinion mining is a kind of intent mining where the attitude is a positive or negative opinion. A set of 
subjective words are used as tags for identifying opinionated sentences. Subjective words are marked as 
“opinionated” and are used in the retrieval phase to boost the rank of documents containing them. 
Generally speaking, sentiment analysis aims to determine the attitude of a speaker or a writer with respect to 
some topic or the overall contextual polarity of a document. The attitude may be his or her judgment or evaluation, 
affective state (that is to say, the emotional state of the author when writing), or the intended emotional 
communication (that is to say, the emotional effect the author wishes to have on the reader). Following the 
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cumulative advances spearheaded by Pang and Lee [22], the sub-tasks of opinion mining have evolved over the 
course of the last few years. These subtasks presently include [23]: 
1. Subjectivity Analysis – involves the determination of whether a given text is objective (neutral in sentiment) or 
subjective (expressing a positive or negative sentiment or opinion); this can be viewed as a binary classification task. 
2. Polarity Analysis – encompasses the prediction of whether a text that has been established as subjective is 
positive or negative in its polarity.  
3. Polarity Degree – measures the degree of polarity, positive or negative, in a subjective text . 
The mining of opinions in textual materials such as Weblogs adds another dimension to technologies that 
facilitate search and summarization. Opinion mining actually identifies the author’s viewpoint about a subject, rather 
than simply identifying the subject itself. Current approaches tend to divide the problem space into sub-problems, 
for example, creating a lexicon of useful features that can help classify sentences or portions of sentences into 
categories of positive, negative or neutral. Existing techniques often try to identify words, phrases and patterns that 
indicate viewpoints. This has proven difficult, however, since it is not just the presence of a keyword that matters, 
but its context. For instance, “This is a great decision” conveys clear sentiment, but “The announcement of this 
decision produced a great amount of media attention” is neutral [24]. 
3. Approach 
This paper proposes a framework for applying opinion mining in agricultural Weblogs. The goals of the proposed 
framework is to (a) extract useful textual information from agriculture Weblogs and (b) apply opinion mining 
techniques on the extracted text in order to discover the positive or negative opinions concerning agriculture.  
The framework consists of 5 (five) steps: Blog creation, Accumulation of Weblog data, Pre-processing of blog 
data, Configuration and Application of the text mining tool and Opinion mining evaluation results. For better 
comprehension of the proposed methodology, this methodology is depicted in Figure 1 and described below. It must 
be noted that the first step of the proposed framework could be eliminated if the researcher chooses to apply it to 
agriculture Weblogs already created on the Internet. 
3.1. Blog creation 
The first step of the framework involves the design and implementation of the blog for agriculture. In our case a 
General Agriculture Blog was created. It combined text, images, and links to other blogs, Web pages, and other 
media related to its agriculture topics. It allowed visitors to leave comments and even message each other via GUI 
widgets on the blog. This step as already stated could be skipped if the framework is to be applied in Weblogs 
already created. 
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Fig. 1 Diagram of the steps for opinion mining in blogs 
3.2. Accumulation of Weblog data 
This step involves the extraction of text data from the Weblog database and specifically from the comments of 
the Weblog. The data are in ASCII form and need to be pre-processed before they can be used for text and opinion 
mining. 
3.3. Pre-processing of blog data 
This step involves the pre-process of the Weblog data in order to be ready for data analysis. The data from the 
comments of the Weblog database contain noise such as URLs, emoticons, symbols, like asterisks, hashes, etc. 
These values have to be removed in order to keep only the text in physical language. In other words the recorded 
text is filtered and only the words belonging to physical language are retained, since in the next step of the proposed 
framework text mining techniques will be applied. 
3.4. Configuration and Application of the text mining tool 
In the fourth step, text mining techniques are applied so that useful information can be extracted. Before applying 
text mining the text from the Weblog comments have to be transformed. The purpose of the transformation of the 
text is to convert it to a format suitable to reduce its complexity, and represent it for use in computational tasks. The 
most common text transformation is based on Vector Space Model (VSM) [25, 26]. According to VSM, text is 
represented as a vector of specific weighted words. The process involves the following steps [27, 28]: 
1. Extract all words from the entire set of text (weblog comments in our case) while ignoring case. This 
process is called tokenization.  
2. Eliminate non-content-bearing, non informative words, called ”stopwords” such as ”a”, ”and”, ”the”, etc. 
3. Use only the root of each word. This process is called stemming.  
4. Count the number of occurrences of each word for each document. 
5. Construct a vector with weights for all of the remaining words.  
The simplest weighting scheme is the one assigning weight “1” for existing words (“0” otherwise) in the 
document. There also are weighting schemes [27, 28, 29] that use more complicated weight values based on the 
TF.IDF concept. They combine the text frequency of a word with the inverse document frequency. In our 
framework we use the TF.IDF weighting scheme. 
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This step also involves the application of Polarity Analysis and Polarity Degree scoring [22] for the text found in 
the blog. The aim of Polarity Analysis is to identify the positive or negative sentiment of the text based on the words 
it contains. On the other hand the aim of Polarity Degree is to score the negative sentiment or the positive sentiment 
of the text. In order to score the text one could use the SentiWordNet [30]. SentiWrodNet version 3.0 is a lexical 
resource specifically created for supporting sentiment classification of text and opinion mining applications. It has 
derived from the automatic annotation of all WordNet [31] synsets according to their degrees of positivity, 
negativity, and neutrality. 
3.5. Opinion mining evaluation results 
Evaluation of opinion mining is not an easy task mainly for two reasons [32]. First, opinions are often subjective, 
and it is not always clear what was intended by the author. Second, it is usually hard to evaluate polarity such as the 
ones we produce for words when we do not have the whole context of the sentence the specific words were included 
in. Furthermore, we must note that sometimes the people write an opinion in Weblogs that is not theirs and they are 
just reproducing the opinion of others. In order to properly evaluate this kind of opinion it is important the authors to 
mention the source of the original opinion. 
The polarity of the words, i.e., discovery of words with positive or negative sentiment in the comments of the 
blog is a result of the proposed framework. The words that have been posted at the blog are classified into two 
categories based on the emotion they show. For example, words such as success, viable, correct, prosperity, high, 
express positive feeling towards the issue under consideration; and the words dependence, low, catastrophe, drought, 
bad, fear, failure, painful are suggestive of negative emotion. These words alone are mainly indirect indication of 
characteristics of the opinion of the users of the blog. The words showing emotion are mostly adjectives and 
adverbs, but can also be verbs and nouns. In order to create the two groups of words, namely the positive and 
negative groups, the following process was used: 
1. Manually find a series of words which are positive or negative and create separate sets of adverbs, verbs 
and nouns. 
2. Then expand iteratively the sets by searching for synonyms and antonyms of words found in the first level 
and classify these as positive or negative. It is common that people use different words and phrases to describe their 
views on a topic. Identifying and grouping synonyms and antonyms is essential for practical applications of opinion 
mining and many times the use of dictionaries can further help. 
3. Further check the results if there are words with some idioms, which can be classified as positive or 
negative and whether express a positive or negative feeling. 
4. Using the final lists of positive and negative words, phrases and idioms, for each sentence of the comments 
containing characterizations for agriculture we alphabetically sort all the words. When entire sentences are 
examined one should not focus on individual words because phrases can contain a 'but' or a 'however' or 'although' 
that can change the meaning of the word which precede or follow.  
This approach can help us achieve more accurate lists of positive and negative words. Furthermore, in the opinion 
mining step we search for the 'silent' characteristics of the extracted words. Many adjectives describe some specific 
features or specific aspects. For example, the adjective 'uncontrolled' is used to describe usually negative agricultural 
phenomena. However, these adjectives do not describe a completely and correct manner for characterizing a specific 
opinion as negative or positive. The main reason is because the exact meaning also depends on the meaning of the 
rest of the phrase and that is why it must be combined with the rest of the words of the sentence. 
4. Case study/Results 
The proposed framework was tested in an experimental general agricultural blog we created for this purpose. 
During a period of six months we maintained the blog and collected opinions from the users of the blog. After that 
text and opinion mining techniques were applied in order to extract the opinions concerning agriculture. 
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4.1. Software tools 
The Software tools used in our case study of the proposed framework are based on WordPress and RapidMiner. 
WordPress is a free and open source blogging tool and a content management system (CMS) based on PHP and 
MySQL. It has many features including a plug-in architecture and a template system. WordPress is used by over 
14.7% of Alexa Internet's "top 1 million" websites and as of August 2011 manages 22% of all new websites [33]. 
WordPress is currently the most popular blogging system in use on the Web [34, 35].  
RapidMiner is an open-source system for data mining comprising data integration, data analysis and reporting in 
one single suite. It is available as a stand-alone application for data analysis and as a data mining engine for the 
integration into own products. The main advantages of RapidMiner that motivate us to use it in our framework are 
(a) the intuitive graphical user interface for the design of the analysis processes, (b) the ability to input and handle 
data from a variety of repositories and formats, (c) the extensive text mining methods implemented and (d) the 
ability to apply several methods for opinion mining [36]. 
4.2. Experimental blog 
The blog which was created is depicted in Figure 2 [37]. It includes the comments of different commentators 
from different parts of Greece in Greek language. It can be accessed in the address http://food-
consulting.blogspot.gr/. 
4.3. Configuration and Application of the text mining tool Data pre-processing 
The third step of the proposed framework includes the Configuration and Application of the text mining tool 
tasks with the use of the RapidMiner software. RapidMiner uses processes in order to implement the various tasks. 
Each process consists (is a sequence) of operators. For text processing it is necessary to install the list of 
"TextProcessing" operators. In this case, two processes were created. In the first process we create, train and store a 
classification model for automatic categorization of the content. It allows the assignment into predefined categories, 
namely positive and negative. In the second process, we apply this classification model to new data to automatically 
be categorized into positive and negative. The processes are depicted in Figure 3. 
The first process consists of the operators Process Documents From Files, X-Validation and Write Model. 
The comments are divided into two different files adding the appropriate label, denoting the corresponding 
category to each of them that is positive and negative respectively. It is worth mentioning, for a more accurate and 
better results outside comments, two additional files were added. Each file contains the most characteristic 
vocabulary feedback, positive and negative respectively, as recorded by collecting our data. From the words we 
spotted more frequently and using a dictionary, we recorded all the synonyms that could be used to characterize the 
agriculture topics as positive or negative. The folder Positive therefore consists of two files, one with the comments 
as such and one containing the appropriate vocabulary refers to positive comments. The same goes for the folder 
Negative.  
From the available algorithms the one that was chosen after testing was the algorithm Naïve Bayes, who had the 
best performance, ie more correct prediction compared to the rest [38, 39]. The Naïve Bayes is a model based on the 
valuation probability to produce a more accurate prediction, is a simple and very popular machine learning method 
that can be easily applied in the field of natural language categorization [40]. 
The operator X-Validation evaluates the performance of the model that we train and apply the non categorized 
data. With the last Operator Write Model we save in the folder of our choice the model that was created for the 
future. In our case the second process is applied to new data. 
The second process consists of the operators Read Model, Process Documents From Files, Apply Model, Select 
Attributes and Write AML. 
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Fig. 2 View of the experimental blog 
 
 
             
Fig. 3 The two processes for training and applying the automatic categorization model 
 
The first operator Read Model takes as parameter the model which will be applied to the data entered. It is 
defined the location where the file of previous process was saved. 
The operator Process documents from files was also used in the first process. The difference lies in the fact that 
we enter comments for categorization, i.e., comments that we want to apply the model-classifier and make the same 
prediction, and no comments categorized as occurred in the training phase of the model. 
The operator named Apply Model links the previous two operators of the process and applies the selected model 
to the data that will be categorized.  
The Operator Select Attributes will select the attributes that should be preserved and what should be removed 
respectively from the introduced file to make the desired prediction. 
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The file-prediction of opinion is now available and is in the location where we chose to be stored by Operator 
Write AML and has the specified name. This file contains the characterization positive or negative with the figure 
that we can have a measure of polarization of each view and may rule and comments tend toward the neutral. 
We have now completed the construction of two processes using RapidMiner to predict the positive or negative 
sentiment expressed in comments that we want to sort automatically. We store these processes so they can be used 
in the future any time we want. The procedure we need to follow every time is to open the second process, to 
introduce through Operator Process documents from files a text of our choice and execute the process. 







Fig. 4 Results of opinion mining 
In Figure 4, we see how many times we encountered words with positive and negative emotions in a completely 
subjective manner chosen. We conclude that the commentators cite as many positive and negative reviews about the 
agriculture issues. So we understand that based on our sample it was split evenly on feelings for judgments. 
5. Discussion and Conclusions 
Although the development of the opinion mining framework for agricultural blogs described in the paper is very 
much work in progress, initial results are promising and we are confident that the semi supervised method used will 
enable a successful system. In summary, the paper proposes a framework for applying opinion mining in blog for 
agriculture. Initially a review on the Web 2.0 applications, especially for blogs took place in order to show the paper 
motivation and relevant background theory was presented. In particular we discussed the type of data used and the 
text and opinion mining techniques which were used. The proposed framework was presented in detail as well as 
how it can be applied in agricultural domain. It is actually a ‘Context sensitive Sentiment Analysis’ framework 
which provides human like sentiment analysis based on semi supervised learning. The expected benefits of applying 
such a framework in agricultural blogs are the following: 
• Qualitative presentation of farmers' concerns. 
• Recording farmers' problems and opinions concerning topics they are interested in without spatial and 
temporal restrictions. For example, they can right their opinions in a blog from wherever they are and whenever they 
like, as long as they have Internet connection. 
• Evaluation of farmers' attitudes about agricultural aspects using text mining tools will lead to further 
improve their treatment by authorities. 
However there are some limitations in this framework. The accuracy can be increased if there is included some 
WSD (Word Sense Disambiguation) program with this approach, so that the exact sense of each term can be 
identified and exact synset score can be taken. Furthermore, the framework has been only applied to a specific blog. 
In order to better benchmark it, it must be applied to other agricultural blogs also. 
It is noteworthy that the framework can also be applied in other Web 2.0 applications regarding agriculture such 
as wikis, forums, social networks, etc. It is also a general opinion mining framework that could be applied in other 
areas apart from the agriculture 
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