In the self-similarity super resolution (SR) approach, similar examples are searched across down-scales in the image pyramid, and the computations of searching similar examples are very heavy. This makes it difficult to work in a real-time way under common software implementation. Therefore, the search process should be further accelerated at an algorithm level. Cauchy-Schwarz inequality has been used previously for fast vector quantization (VQ) encoding. The candidate patches in the search region of SR are analogous to the code-words in the VQ, and CauchySchwarz inequality is exploited to exclude implausible candidate patches early. Consequently, significant acceleration of the similar patch search process is achieved. The proposed method can easily make an optimal trade-off between running speed and visual quality by appropriately configuring the bypass-threshold.
Introduction
A learning-based super-resolution (SR) approach has been intensively studied in recent years due to its diverse prior information. In particular, self-similarity based SR methods have attracted interest because they do not require largescale external examples [1] - [5] .
In the self-similarity SR approach, similar examples are searched across down-scales globally or locally in the image pyramid. In addition, this kind of method gradually super-resolves an image by a small scale factor (e.g., 1.25) so that more accurate similar examples can be found easily. If the target scale is much more than 1.25, the SR process should be done repeatedly until arriving at the target scale. The computations of searching similar examples increase significantly as an image is super-resolved step-by-step. For example, as confirmed from Table 1 , the third procedure, finding a similar patch process, accounts for almost 97% of the computational time in total. This makes it difficult to work in a real-time way under common software implementation. Therefore, the speed of searching similar examples should be further accelerated at an algorithm level. Some previous research reports have aimed to reduce the time it takes to search for similar visual information, specifically in the domain of vector quantization (VQ) encoding. In these papers, various kick-out conditions requiring simple computations were presented [6] , [7] . These conditions exclude implausible code-words at an early stage. Specifically, if the kick-out condition is satisfied for a codeword, it is guaranteed that the code-word cannot be the most similar one to a query vector. Consequently, the code-word "inspected" is simply kicked out without further computing to determine the accurate similarity of the code-word to the query vector. Such a policy was often used to bypass many implausible code-words in the codebook using simple computation of the kick-out condition. For the kick-out condition, Cauchy-Schwarz inequality was first introduced for fast VQ encoding by Wu and Lin [7] . Instead of computing the actual similarity distance between two vectors, CauchySchwarz inequality of each query vector is first computed to check whether heavy computation can be avoided.
It was our observation that by regarding the candidate patches in the search region of SR as the code-words in vector quantization, we could exploit the kick-out conditions in a similar manner to accelerate the similar patch search. Throughout our initial experiments, we have found that the application of the Cauchy-Schwarz inequality to the search of self-similar patches in SR could reduce computationally heavy calculations. In the experiments, the fast algorithm aims to find a best patch identical to one by using the simple full search. However, we found that alleviating this strict policy could further reduce computations with very marginal visual quality degradation for a much faster search. In this letter, the bypass-threshold corresponding to CauchySchwarz inequality is alleviated to some extent, and the new threshold is derived mathematically from Cauchy-Schwarz inequality. The proposed method can easily make an optiCopyright c 2016 The Institute of Electronics, Information and Communication Engineers mal trade-off between running speed and visual quality by appropriately configuring the bypass-threshold. Our experiments proved that our proposed algorithm is about five times faster than the Cauchy-Schwarz inequality method with negligible visual quality degradation.
Our research makes three key contributions. This is the first piece of research to apply the Cauchy-Schwarz inequality to the search of similar patches. The second contribution is that it derives the bypath-threshold theoretically, which easily enables us to speed up the search process with only marginal loss of visual quality. Finally, a spiral search is adopted to find the best patch quickly from the observation that the best patch is typically found near the original patch.
Self-Similarity Based Super Resolution
This section describes the self-similarity based SR approach [1] , [4] , [5] , which we aim to speed up in this letter. Our target self-similarity SR approach based on the low frequency (LF)-high frequency (HF) domain relies on the assumption that the LF patch correlates highly with the HF patch [2] , [4] . The whole process is divided into six detailed procedures as shown in Fig. 1 .
In the first step, the input image is decomposed in to LF and HF components using a Gaussian filter. Next, the input image is interpolated by a scale factor of 1.25, and its scaled version is regarded as the LF component of a high-resolution (HR) image since this initial up-scaled image lacks the HF component. The reconstruction of the missing HF details is the ultimate goal of super resolution. To reconstruct the HF component, for each patch in the LF image, we find the most similar patch in the LF component of a low-resolution (LR) image. Once the most similar patch is found, its corresponding HF patch becomes a prior for the HR HF component, and it is combined into HR LF for HR image reconstruction. Finally, back projection is carried out on the output HR image as a post-processing in order to ensure consistency with the input image. These six procedures correspond to scaling by 1.25, and this cycle is performed repeatedly until the target scale is achieved. If the target scale is set to two, the process is repeated three times.
Among the six procedures, the complexity of finding a Fig. 1 The overall architecture of the self-similarity SR approach. similar patch procedure is the highest. If the size of an input image is L × M, the number of similar patches that should be found at the i th level on the image pyramid becomes (L × 1.25 i ) × (M × 1.25 i ). As a result, for a target scale factor of two, throughout three levels of the image pyramid, 7.82 × L × M similar patches should be found. In searching each similar patch, patch comparisons are carried out N times, which is the size of the search region. This amounts to 7.82× L × M × N patch comparisons for a two-fold increase in resolution. Table 1 summarizes the running time of each procedure in a software-based implementation. Searching a similar patch occupies most of the running time for SR, and its computation time should be reduced at an algorithm level for fast SR processing. Its fast algorithm is described in detail in the next section.
Fast Search of a Similar Patch
In the procedure of the similar patch search, a target patch in the HR LF is expressed by a vector, x = (x 1 , x 2 , · · · , x k ) whose elements are all k pixel values of the target patch. Meanwhile, the similar match of the target patch is searched on the LR LF domain. Its potential similar patch is denoted by y i which is also a k-dimensional vector (
The goal of the similar patch search is to find the best patch y i * of the target patch, x, and this is given by:
where d i is the squared Euclidean distance between x and y i for measuring similarity, and is expressed by:
In the search process of (1), time consumption can be significantly reduced by canceling x 2 out in (2) because x 2 is common over all d i calculations. Then the similarity distance can be rewritten as:
Proportional to k (the dimension of the vectors, x and y i ), the amount of computations linearly increases because the calculation of k j=1 x j y i j takes a large portion of the whole search process. To avoid this repetitive calculation, the Cauchy-Schwarz inequality is utilized. Applying the Cauchy-Schwarz inequality to (3) results in:
which is always true according to the Cauchy-Schwarz inequality. While inspecting every patch in a search region sequentially, we maintain the minimum of d n,min (the "so far" 
then d n+1 ≥ d n,min is always guaranteed. Therefore, we can bypass the y n+1 patch without further computing the actual similarity distance in (3) . If the Cauchy-Schwarz inequality in (4) is used for the kick-out condition, we can avoid the computation of k j=1 x j y i j and also bypass the similarity calculation of some patches in the search region. Note that the norm of x and y i are computed in advance at the preprocessing procedure.
Next, we derive a new kick-out threshold to alleviate the Cauchy-Schwarz inequality to further accelerate the search. The mixed term k j=1 x j y i j is an inner product between x and y i , where θ is the angle between the two vectors. The inequality in (4) is given by:
In natural images, there are many similar patches whose distances are almost equal to each other. Therefore, although the kick-out threshold is truncated marginally, experiments show that its effect on the resulting HR image quality is very negligible. We add a parameter θ th , which controls the kick-out threshold dynamically as follows:
x y i cos θ ≤ x y i cos θ th ≤ x y i
The left inequality of (7) is not always true for all possible values of θ given a certain θ th . Putting (7) into (5), a new kick-out condition is obtained by:
When θ th = 0, the kick-out condition (8) is just identical to the basic Cauchy-Schwarz kick-out condition (5). As θ th increases far from 0, more patches satisfy the kick-out condition (8) , and are skipped without further similarity calculation, leading to the reduction of the search time. If the proposed (8) is compared with the conventional (5), θ th makes the left side of (8) larger than that of (5) for the same candidate patch y n+1 . The candidate patch y n+1 is highly probable to be bypassed in the proposed (8) . In other words, much more patches are bypassed by the proposed kick-out condition. Even though the kick-out condition (8) cannot find the true best patch † all the time, its best patch found by (8) is actually close to the true best patch. By appropriately configuring θ th , we can easily control a trade-off between the running speed and best match accuracy.
Finally, the spiral search is proposed. In the image pyramid in Fig. 1 , true best patches tend to be located near the target patch. This is a reasonable assumption for many natural images, and has also been confirmed through wide experiments. Therefore, we propose finding a similar patch spirally from the center of the search region. This enables us to find "one of the most similar patches" quickly. If the match is found as fast as possible, more patches can be kicked out, and lead to a faster running time.
Experimental Results
The experiments were carried out with an Intel (R) Core (TM) i5-4590 CPU@3.30GHz, with 8GB RAM. A full HD image is super-resolved to an ultra-high-definition (UHD) image using the self-similarity SR method shown in Fig. 1 . Note that any software library or hardware technique was not used for further accelerating the proposed algorithm. A variety of 9 test images shown in Fig. 2 are used for performance evaluations and results are provided for all test images provided by the European Broadcast Union (EBU) [8] . Each test image is divided into 5 × 5 patches, which are reexpressed by a 25-dimensional vector. A similar patch is searched in a local region, whose size is 11 × 11, and thus, the search region is composed of 121 overlapping patches. In other words, there are 121 query vectors per target patch. The proposed algorithm is compared with the full search (FS) and basic Cauchy-Schwarz inequality BC) based fast algorithms.
First, the new threshold, θ th in (7) is experimentally determined. As θ th increases, we investigate an θ best , which is an angle between a target patch vector and its best patch found by (8) . In other words, it indicates the similarity between two vectors. In Fig. 3 , the horizontal axis is the truncated threshold θ th in (7), and the vertical axis represents θ best averaged over all target patches in an image. As shown in Fig. 3 , the similarity between the target and best patches remains almost constant for low θ th . Note that θ th = 0
• in proposed truncated Cauchy-Schwarz method (TC) is equal to BC. For this case, the best patch of the proposed TC is always equal to the true best patch and its hit rate is 100% as shown in Fig. 4. In Fig. 4 , the hit rate rapidly decreases as θ th increases far from 0
• . However, as confirmed by Fig. 3 , even though the threshold is alleviated to some extent, the achieved similarity of the best patch is kept very close to BC because there are multiple similar patches whose similarities are very close to the best patch due to similarity property of image signals. Through numerous experiments, θ th is carefully set to 12
• , which is usually a maximum value to keep the θ best almost uniform. The new threshold is determined with the angle of the inner product, and this enables the threshold to be obtained easily, independent of images. Figure 5 compares the performance behaviors between raster scan and spiral search methods. In Figs. 5 (b) and (c), each pixel represents the target patch, and its value represents the number of cases that do not satisfy the kick-out condition in (5) . In other words, the pixel value is the number of unavoidable computation in the search region. As confirmed in Fig. 5 , the spiral search achieves lower values than the raster scan. That means a higher number of bypass patches, and leads to a smaller amount of computations. The amount of computations also significantly depends on image signal characteristics. We can commonly see that for the flat region like the background (e.g., white board), the pixels have a relatively high value. This means that for the flat re- Fig. 4 The hit rate (averaged over all test images) of the best patch vs. the truncated threshold (θ th ). A 'hit' means the searched similar patch is identical to the patch found by the full search. gion case, almost every patch in the search region is similar to the target patch. For this reason, the minimum distance is changed repeatedly, and it makes the computation intense. On the contrary, for the region which has complex characteristics, (e.g., shirts of a man and a woman), the number of similar patches is relatively smaller than one for simple flat regions. Thus, the minimum distance is less updated, and a higher number of bypasses occurs. Therefore, the region that has a complex structure has a relatively low value. Table 2 shows the central processing unit (CPU) execution time of the similar patch search algorithm for full-highdefinition (FHD) to UHD SR. Also, peak signal to noise ration (PSNR) values of the SR images are compared for FS and proposed algorithm. As listed in Table 2 , the basic fast algorithm to exploit Cauchy-Schwarz inequality surely speeds up the similar patch search about 40% faster than the FS, but its acceleration is still marginal. The combination of TC with the spiral search (TCS) further makes it about five times faster than the BC while still maintaining acceptable visual quality. As listed in Table 2 , the PSNR reduction of the proposed TCS is very marginal, leading to negligible visual quality degradation. Table 3 shows the required operation ratio of TC to FS with respect to the number of addition and multiplication (including the calculations of x and y i as preprocessing). As shown in Table 3 , the proposed TC shows high efficiency for all test images.
Conclusion
In this letter, we proposed a fast algorithm to search for a similar patch for image super resolution. First, CauchySchwarz inequality is applied to a similar patch search to accelerate the process. Then, based on this inequality property, we theoretically derive the truncated Cauchy-Schwarz inequality, which alleviates the strict bypass threshold. With marginal degradation of image quality, the proposed algorithm dramatically speeds up the search process in SR. Finally, a spiral search is additionally applied to minimize redundant calculations. Experimental results show that the proposed method reduces the CPU time consumption compared to the BC, while image quality is negligibly degraded. The simplicity of our algorithm makes it possible to be applied not only to SR but also to various similar patch based image-processing techniques such as non-local denoising.
