Abstract. In the present paper, we introduce and investigate a new subclass of multivalent functions associated with the Cho-Kwon-Srivastava operator τ λ p (a, c). Such results as inclusion relationships, convolution properties and criteria for starlikeness are proved. Relevant connections of the results presented here with those obtained in earlier works are also pointed out.
Introduction and preliminaries
Let A(p) denote the class of functions f normalized by
which are analytic and p-valent in the open unit disc U := {z : z ∈ C and |z| < 1}.
For simplicity, we write A(1) =: A.
For two functions f and g, analytic in U, we say that the function f (z) is subordinate to g(z) in U, and write
if there exists a Schwarz function ω(z), which is analytic in U with ω(0) = 0 and |ω(z)| < 1 (z ∈ U)
such that f (z) = g ω(z) (z ∈ U).
Indeed it is known that f (z) ≺ g(z) (z ∈ U) → f (0) = g(0) and f (U) ⊂ g(U).
Furthermore, if the function g is univalent in U, then we have the following equivalence: f (z) ≺ g(z) (z ∈ U) ⇐⇒ f (0) = g(0) and f (U) ⊂ g(U).
A function f ∈ A(p) is said to be in the class S * p (α), the space of p-valently starlike functions of order α, 0 ≤ α < p, if and only if it satisfies the following inequality:
For p = 1, we write S * 1 (α) =: S * (α).
A function f ∈ A(p) is said to be in the class K p (α) of all p-valently convex functions of order α, 0 ≤ α < p, if and only if zf p ∈ S * p (α).
As usual, for p = 1, K 1 (0) =: K denote the family of all convex functions in U. Also a function f ∈ A is said to be strongly starlike of order β, β > 0, if and only if it satisfies the following subordination condition:
and is denoted by S(β). For functions f j (z) ∈ A(p), given by
we define the Hadamard product (or convolution) of f 1 (z) and f 2 (z) by
In terms of the Pochhamer symbol (or the shifted function) (k) n , k ∈ R, given by
(n = 0);
we now define a function φ p (a; c; z) by
. Corresponding to the function φ p (a; c; z) given by (1.3), we consider a linear operator:
which is defined by means of the following Hadamard product (or convolution):
It is easily seen from (1.3) and (
we also note that
where, in the special case, when p = 1 and n ∈ N 0 (N 0 := N ∪ {0}), D n can be identified with the Ruscheweyh derivative of order n, (see, for details, [6] ). With the aid of the function φ p (a; c; z) defined by (1.3), we here consider a function φ λ p (a, c; z) given by the following convolution:
which leads us to the following family of linear operators:
Also by definition and specializing the parameters λ, a, c, we obtain
where F µ,p denote a familiar integral operator defined by (2.4) below (see Section 2). In recent years, the operator τ λ p (a, c) was studied by many authors (see, for details, Cho et al. [2] , Patel [4] , Aghalary [1] and Sokó land Trojnar-Spelina [7] ).
Making Use of the Cho-Kwon-Srivastava operator τ λ p (a, c), we now define a new subclass of A p as follows. Definition 1.1. For fixed parameters, µ > 0, and α ∈ C − {0}, with α ≥ 0, we say that a function f ∈ A p is in the class R λ a,c (p, α, µ) if it satisfies the following subordination condition:
The object of the present paper is to obtain several inclusion relationships and other interesting properties of functions belonging to the subclass R λ a,c (p, α, µ). By using the method of differential subordination, some mapping properties involving the Cho-Kwon-Srivastava operator τ λ p (a, c) are also investigated. In order to prove our main results, we shall require the following lemmas. Lemma 1.1(Hallenbeck and Rusheweyh [3] ). Let h(z) be analytic and convex univalent in the unit disk U with h(0) = a, c = 0 , (c) ≥ 0. Also let
and the function ψ is convex and is the best dominant of (1.11).
Lemma 1.2(Ruscheweyh and Stankiewicz [5] ). If f, g are analytic and F, G ∈ K such that f ≺ F, g ≺ G, then f * g ≺ F * G.
Main results
We begin by stating our first result given by Theorem 2.1 below.
.
Proof. We first prove (1). Let
By taking the derivative in the both sides of the above equation, we obtain
Since f ∈ R λ a,c (p, α, µ), Lemma 1.1 and (2.1) implies that τ
We now consider the identity
which holds for all α and α 1 . It follows that
and the desired inclusion relationship is clear.
(2) Let f ∈ R λ a,c (p, α, µ) and
Using (1.6) and by taking derivative of (1.6), we obtain
By applying Lemma 1.1 to (2.2), we can write
The estimate µ a a + 1 cannot be improved in general.
By assumption and using Lemma 1.1, we observe that
z.
Since the functions 1 + µ 1 z and 1 + aµ 2 p (a + 1)(α 2 + p) z are convex in U, by applying Lemma 1.2 to (2.3), we conclude the desired result.
Upon setting a = p = λ = c = 1 in the third part of Theorem 2.1, we arrive at the following result.
Corollary 2.1. Let 0 = α j ∈ C, (α j ) ≥ 0 (j = 1, 2) and the functions f j (z) ∈ A (j = 1, 2) satisfy the following subordination: .
Proof. By Lemma 1.1 and Theorem 2.1, we obtain
Thus, we have
This completes the proof of Theorem 2.2.
Upon setting a = p = λ = c = 1 in Theorem 2.2, and using Corollary 2.1, we get the following result.
Corollary 2.2. Let 0 = α j ∈ C, (α j ) ≥ 0 (j = 1, 2) and the functions f j (z) ∈ A (j = 1, 2) satisfy the following subordination:
where 0 < δ ≤ 1 and other parameters are related to the inequality
. For a function f (z) ∈ A p , the integral operator F µ,p : A p → A p is defined by
Proof. It follows from (1.6) and (2.5) that
We now put
Using (2.6) and the differentiation of (2.4), we find that
Since f ∈ R λ a,c (p, α, M ), by virtue of (2.8), we have
Thus, by Lemma 1.1, we get
We thus complete the proof of Theorem 2.3.
By putting a = p = λ = c = 1 in Theorems 2.2 and 2.3, we deduce the following consequence.
Corollary 2.3. Let 0 = α ∈ C, (α) ≥ 0 and the function f (z) ∈ A satisfy the following subordination
Proof. Assume that f ∈ A p satisfies the condition (1.10). By setting
and by (1.10), we have
where ω ∈ B. After some algebraic calculations, from (2.8), we obtain (2.9)
where
It follows that
In particular, (2.10)
and therefore, from (2.9) and (2.10), we get
For proving the second inequality, by setting
and making use of (2.10) and (1.6), we can write (2.11)
where ω 1 (z) ∈ B. After some similar computations as above, it follows that
and
Hence
, and the desired conclusion follows from the above inequalities.
Upon setting a = p = λ = c = 1 in Theorems 2.4, we get the following consequence.
Corollary 2.4. Let 0 < α < 1, 0 < µ < 1 and function f (z) ∈ A satisfy the following subordination
,
* (γ) whenever µ satisfies the inequality
Putting a = 2, λ = 1, c = 1, p = 1 and a = 1, λ = 1, c = 1, p = 1 in Theorem 2.5, we get the following results. f (z) + αzf (z) ≺ 1 + µz, and µ satisfy (2.14), then zf ∈ S * (γ).
Corollary 2.7. Let 0 = α ∈ C, ( 1 α ) > −1 and 0 ≤ γ < 1. If f ∈ A satisfies the condition: 
