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提案された。Wang と Chen は FMAM に焦点をあて、改良を行った Enhanced 
FMAM(EFMAM)を提案している。MAM の研究は多くなされているが、後述するように、




































































第 1 章は、序論である。 
第 2 章では、連想記憶モデルについて述べる。 
第 3 章では、記銘パターンから独立した核パターンを用いた MAM モデルとそのハードウ
ェアモデルについて述べ、ソフトウェアシミュレーション、及びハードウェアシュミレー
ションを用いて、性能を評価する。 
第 4 章では、逆想起を用いた MAM モデルとそのハードウェアモデルについて述べ、ソフ
トウェアシミュレーション、及びハードウェアシミュレータを用いて、性能を評価する。 
第 5 章では、分割記銘を用いた MAM モデルによる計算量の削減、および逆想起を導入し
た分割記銘モデルについて検討する。 










































1943 年、McCulloch と Pitts によりニューロンモデル[33]が提案された。McCulloch-Pitts
ニューロンモデルは、実際のニューロンの特性である、シナプスによる情報修飾、細胞体
による電位加算、インパルス発生の閾値特性をモデル化している。 





























































































1983 年、平井は、従来の連想個億モデルでは困難であった 1 対多の連想が可能な human 
associative processor (HASP)を提案した[35]。HASP は、2 つの連想記回路で構成されて
おり、相関行列を用いた相互想起型連想記憶回路、相互抑制回路から成る。キーおよび連








平衡を保つことが可能である。また、各ユニットは 0 または 1 を出力するが、0、1 どちら
を出力するかが決定論的に決まるのではなく、エネルギーが変化したときの差分および温






1987 年には、Kosko より 2 層構造を持つ連想記憶モデルとして、双方向連想記憶
(BAM:Bidirectional Associative Memory)が提案された[43][44]。BAM の記憶容量として
は、N/4log N であることが導かれている(N はユニット素子数)[44]。 

















































 記銘するパターンを、-1、1 の 2 値の要素をもつ N 次元ベクトルで表す。ここで N 個の
-1、1 の 2 値をとるニューロンからなる離散モデルの神経回路網を考える。神経回路網のそ
れぞれのニューロンを、パターンベクトルの各要素と考え、神経回路網の状態と記銘パタ
ーンは、1 対 1 に対応する。p 個のパターンベクトル 
 































































































































p XXXE  (2.5) 
式(2.5)は、エネルギー関数 E(X)での、パターン X(p)のエネルギーである。Xiは、-1 または
1 をとるため、X＝X(p)の場合に E(p)(X)は最小値をとる。したがって、それぞれのパターン
のエネルギーを足し合わせた E(X)は、X＝X(p) ),,1( Pp  の場合に極小点を持つことが近似
 11 
的に成り立つ(図 2.2)。しかしながら、X＝X(p)のパターン数 p の増加や、それぞれのパター
ン X(p)の分布により、式(2.4)は成り立たなくなる場合がある。この場合、正しいパターンを






















A⊕B＝ BbAabaxEx N   ,,  (2.6) 
 
erosion：対象図形を構成要素の分だけ収縮 
A⊝B＝ BbAbxEx N  ,  (2.7) 
 
opening：対象図形中の構成要素より小さな凸部を削る 
AB＝ (A⊝B)⊕B (2.8) 
 
closing：対象図形中の構成要素より小さな凹部を削り、孔を潰す 
AB＝( A⊕B)⊝B (2.9) 
 
A、B は、対象画像と構成要素の座標を表す位置ベクトル a、b の集合となる。 






























2.4.2 MAM の数学的基礎 
 
記銘させるパターンが P 組あるとすると、   PP YXYX ,,,, 11  のベクトル対を、連想記憶モ
デルに記銘されることになる。あるベクトル対  nxxX ,1 、  myyY ,1 のパター
ンに対して、MAM では 
 






























































  (2.12) 
 
が成立する。ここで、∨、∧の演算子は max 演算、min 演算となる。 
2 次元配列 A、B、C、D において、C=A∨B が成り立つとする。行列 C の ij 成分 cijは 
 
 

















同様に D=A∧B とすると、行列 D の ij 成分 dijは 
 
 

















































ここで、p 個のベクトル対     pryyYxxX rmrrrnrr ,,1,,,,,, 11   を MAM に記銘させる場合
を考える。このとき、記銘した情報は記憶配列 W と M に蓄えられる。 
 

















wij、mijはそれぞれ記憶配列 W、M の i 行 j 列の要素を表している。また、このように記銘
を行った MAM において、入力 Xrが与えられたとき、想起は式(2.17)、(2.18)に従う。 
 



















記憶配列 W と M は、それぞれ欠落ノイズ、付加ノイズのみに対して有効であるという性質
を持っている[4]。しかし、記憶配列 W は付加ノイズに対して、M は欠落ノイズに対して全
く無力で、わずかのノイズに対しても正しい想起は行えない。また、一般ノイズに対して





記憶配列 M および W はそれぞれ入力パターンに含まれる付加ノイズ、または欠落ノイズ
には有効であるが、欠落ノイズ、または付加ノイズに対しては無力となる。また、付加ノ
イズ、欠落ノイズの両方が含まれる一般ノイズに対しては、正しいパターンを想起できな
































核パターンを用いた MAM では、核パターン、および記憶行列 M と W を用いて次式で




















 核パターンの有効性を示すために、図 2.5 に示す記銘パターンを用いて、核を用いない
MAM と核パターンを用いる MAM の自己相関想起実験を行った。ここで完全想起率とは、
ノイズを含む入力パターンより、対応する記銘パターンを 1 ユニットも間違えずに想起し
た確率を表す。記銘パターンは 10×10=100 個の 2 値のユニットからなる。図 2.5 に示す
パターン中の赤いユニットは、Ritter の核パターン構成法によって求めた、核パターンで
ある。核パターンを用いない MAM と核パターン用いた MAM における自己相関想起実験
のノイズ耐性を、図 2.6 に示す。ここで、横軸はノイズの混入率、縦軸は完全想起率を表









































立した核パターンを用いる MAM を提案した[21][22]。 
本章では、記銘パターンに依存しない核パターンの構成法を示し、自己相関想起実験を
行いその有効性を確認する。また、その MAM のハードウェアモデルを提案する。 
 
3.2 記銘パターンから独立した核パターンを用いた MAM 
 


















図 3.1 に本モデルの処理の流れを示す。 













ここで k は各サブブロックのユニット総数、 sbr
jx
,~ は入力パターン
rx の sb 番目のサブブロ
































































~ , (3.2) 




,~ に対する sb 番目のサブ
ブロックの i 番目のユニットの値であり、 rjy
~ は入力に対する核パターンである。s はブロッ
ク分割数を表す。s＝1 は特別なケースでブロック分割しないことを意味する。 














































を行った。図 3.2 に我々のモデルと Ritter のモデルにおける自己相関想起実験のノイズ耐
性示す。横軸はノイズ混入率、縦軸は完全想起率を表す。一試行においてシミュレーショ




図 3.2 記銘パターンから独立した核パターンを用いた MAM における自己相関想起実験の
ノイズ耐性 
 




























図 3.3 記銘パターン(アルファベット大文字 26 文字) 
 







図 3.5 我々のモデルにおける相互相関想起実験のノイズ耐性 
 














本モデルでの前段想起では、記憶配列 M と入力 X を加算し、サブブロックのユニット内















































3.6 記憶配列 W、M の各要素の 1bit 表現 
  
記銘パターンから独立した核パターンを用いたMAMで 2値のデータを取り扱った場合、




















ここで、i、j はユニット番号、r はパターン番号、R は記銘パターン数、x は入力、z は核
パターン、y は期待出力を表す。 
 
記憶配列 W、M は式(3.5)、(3.6)に従うため、記銘するごとに、次第に記憶配列 M の各要





























0 0 1 1 1 1
-1 -1 0 0 0 0
-1 -1 0 0 0 0
-1 -1 0 0 0 0
-1 -1 0 0 0 0
-1 -1 0 0 0 0
0 0 1 1 1 1
1 1 0 0 1 1
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 1 1 1
1 1 0 0 1 1
1 1 1 1 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



















0 1 1 1 1 1
0 1 1 1 1 1
-1 0 0 0 0 0
-1 0 0 0 0 0
-1 0 0 0 0 0
-1 0 0 0 0 0



















0 -1 0 0 0 0
0 -1 0 0 0 0
-1 0 0 0 0 0
-1 0 0 0 0 0
-1 -1 0 0 0 0
-1 -1 0 0 0 0
0 -1 -1 0 0 0
0 -1 -1 0 0 0
-1 0 -1 0 0 0
-1 0 -1 0 0 0
-1 -1 0 0 0 0





パターン1つ目記銘 パターン2つ目記銘 パターン3つ目記銘 





パターン1つ目記銘 パターン2つ目記銘 パターン3つ目記銘 




 記憶配列 M： “0”、”-1” → ‘0’ “1” → ‘1’ 
 記憶配列 W： “0”、”1” → ‘0’  “-1” → ‘1’ 
 
図 3.8 と図 3.9 に記憶配列の各要素を 1bit で再符号化した例を示す。 
 
 
図 3.8 記憶配列 M の各要素の 1bit 表現例 
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-1 0 0 0 0 0
-1 0 0 0 0 0
-1 -1 0 0 0 0
-1 -1 0 0 0 0
0 -1 -1 0 0 0
0 -1 -1 0 0 0
-1 0 -1 0 0 0
-1 0 -1 0 0 0
-1 -1 0 0 0 0
-1 -1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
1 0 0 0 0 0
1 1 0 0 0 0
1 1 0 0 0 0
0 1 1 0 0 0
0 1 1 0 0 0
1 0 1 0 0 0
1 0 1 0 0 0
1 1 0 0 0 0
1 1 0 0 0 0
パターン1つ目記銘 パターン2つ目記銘 パターン3つ目記銘 
1bit 表現 
パターン1つ目記銘 パターン2つ目記銘 パターン3つ目記銘 
1bit 表現 
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3.7 MAM ハードウェアの仕様 
  
構築した MAM ハードウェアの仕様を示す。本ハードウェアは 8×8＝64 ユニットの 2 値




3.8 MAM ハードウェアの構成 
 
3.8.1 MAM ハードウェアの全体ブロック 
  
設計した MAM ハードウェアの全体ブロックを図 3.10 に示す。MAM ハードウェアは大
きく分けて、パターンを記銘する“Memory Unit(記銘ユニット)”、入力と記憶配列 M を加
算し最小値をとり、核を足しこむ“First Recall Unit(前段想起ユニット)”、足しこまれた
核から多数決を行い、核パターンを決定する“Majority Logic Unit(多数決ユニット)”、核

















































核パターン生成ユニットは、Control Signal(ND 信号)の’1’に対し、 


















































































































































































3.9 MAM ハードウェアの性能評価 
  
MAM ハードウェアは、ハードウェア記述言語の VHDL により設計した。ハードウェア
シミュレータを用いてクロック精度の動作確認および、処理能力の確認を行った。ここで
は、ターゲットデバイスとして、汎用機器に良く用いられる Xilinx 社製の Spartan3 を想




図 3.17 8×8 の記銘パターン(アルファベット大文字 20 文字) 
 
 




















図 3.18 ハードウェアシミュレーション結果 
 
図 3.18 中の nd は入力データが有効であるか、rdy は出力データが有効であるかの信号で





 以上の結果から、開発した MAM ハードウェアモデルが正常に動作していることを確認
した。また、データが入力されてから 10 クロックで想起されていることが分かる。この










を表 3-1 に示す。ソフトウェア処理には CPU Intel Xeon 3.0GHz の PC を用いた。 
 







ソフトウェア 32 個／- 3000 26 




アモデルの slice 数は 13310 となり、FPGA 全体(slice 数 13312)の 99％を使用する。この
デバイスでは、64bit のデータで 32 個までの記銘が可能である。 
 




































































ここで、i、j はユニット番号、r はパターン番号を表す。 
 
 図 4.2 に逆想起を用いた MAM の処理の流れを示す。 
本モデルの想起過程を以下に示す。 
 
























ミュレーションを 10000 回行い、その平均値を用いた。 
図 4.3 に 2 個の包含関係にあるパターン 10 組、図 4.4 に 3 個の包含関係にあるパター
ン 10 組、対になるパターンはそれらのパターンとは異なるパターンとし、これらのパター
ンを記銘パターンとする。各々のパターンは 10×10＝100 のバイナリユニットからなる。









































図 4.3 2 個の包含関係にあるパターン 10 組 
 
 
図 4.4 3 個の包含関係にあるパターン 10 組 
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図 4.5 従来モデルにおける相互相関想起実験のノイズ耐性(2 個の包含関係にあるパター
ン 10 組の記銘の場合) 
 
 
図 4.6 逆想起を用いた MAM における相互相関実験のノイズ耐性(2 個の包含関係にある













































図 4.7 従来モデルにおける相互相関想起実験のノイズ耐性(3 個の包含関係にあるパター
ン 10 組を記銘した場合) 
 
 
図 4.8 逆想起を用いた MAM における相互相関想起実験のノイズ耐性(3 個の包含関係に




















































 逆想起を用いた MAM において、記銘パターンから独立した核パターンを用いた MAM
と比較して、記銘パターンを逆想起するだけの、追加の演算が必要となる。このモデルで
は、包含パターンにおける包含しているパターンの数が増加すると、追加の想起時間も増
加してしまう。追加の想起時間 t は式(4.2)に従い増加する。 
 























rX の j 番目のユニット、 r
iz は核パターン





























1. 従来の逆想起を用いた MAM と同様に、前段想起において核パターンを想起する。 
















Stored pattern corresponding to 
3rd element of the kernel image
Stored pattern corresponding to 







 簡単化した逆想起を用いた MAM の性能を評価するために、包含関係にあるパターンの
みを用いて相互相関想起実験を行い、従来の逆想起を用いた MAM と完全想起率を比較し
た。一試行においてシミュレーションを 10000 回行い、その平均値を用いた。記銘パター
ンには、図 4.3 の 2 個の包含関係にあるパターン 10 組、図 4.4 の 3 個の包含関係にある
パターン 10 組を用いて、相互相関想起実験を行った。 
我々は初めに、図 4.3、図 4.4 を記銘パターンに用いた際の、逆想起を用いた MAM と
従来モデルのノイズ耐性を調べた。図 4.10は従来の逆想起を用いたMAMのノイズ耐性を、

































































図 4.11 簡単化した逆想起を用いた MAM における相互相関想起実験のノイズ耐性 
 
 




パターンには、図 4.3、図 4.4 に示すパターンを用いている。 
 
表 4-1 簡単化した逆想起を用いた MAM と従来の逆想起との一回の想起時間比較 
 一回の想起時間 ( sec) 
従来モデル 簡単化した逆想起 
2個の包含関係にあるパターン 83.2 62.4 (25% 削減) 
3個の包含関係にあるパターン 106.5 63.5 (40% 削減) 
 
 表 4-1 は簡単化した逆想起を用いた MAM と従来の逆想起との、一回の想起時間比較を
示している。表 4-1 の結果より、従来モデルの一回の想起時間と比較して簡単化した逆想




























































4.6 簡単化した逆想起を用いた MAM のハードウェアモデル 






















































































図 4.13 逆想起ユニットのブロック図 
 
 
図 4.13 は逆想起ユニットを構成するブロック図を示している。”Simplified Reverse Recall 
Unit”では、簡単化した逆想起の演算式 (4.4) を用いて、記銘したパターンの逆想起を行っ








































(a) 2 個の包含関係にあるパターン対 10 組 
 
 
(b) 3 個の包含関係にあるパターン 10 組 
 








 逆想起を用いた MAM ハードウェアは、ハードウェア記述言語の VHDL により設計して
いる。ハードウェアシミュレータを用いてクロック精度の動作確認および、処理能力の確
認を行った。ここでは、ターゲットデバイスとして、汎用機器に良く用いられる Xilinx 社
製の Virtex5(xc5vsx95t)を想定した。8×8＝64 の 2 値のデータ(64bit)、核ユニット数は 32








 図 4.15 は、包含パターンに対する逆想起を用いた MAM ハードウェアモデルのハードウ
ェアシュミレーション結果を表している。図 4.15 より、入力に対応する出力を 15 クロッ
クで想起できていることが分かる。 
 次に本ハードウェアモデルとソフトウェアモデルとの想起時間を比較した。ソフトウェ













The final kernel image selected 
by the reverse recall unit 
The overlapped kernel image 
obtained by the majority logic unit
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2.8 43.2 54.1 
簡単化した 
逆想起 
2.8 31.4 32.1 
ハードウェア 0.14 0.11 0.11 
 
 















しかし、従来の MAM 同様、記銘パターンの情報を記憶している記憶配列 M、W の構成に
必要な空間計算量は、パターンのユニット数を n とすると、𝑂(𝑛2)となる[4](図 5.1)。ここ
で、記銘パターンがバイナリパターンとすると、記銘パターン数は となる。そこで、従
来の MAM モデルの問題点を解決した分割記銘を用いた新しい MAM モデルが提案された





















5.2 分割記銘を用いた MAM 
 






図 5.2 2 値、5 ユニット 3 組の自己相関想起における記憶配列 M  
 
この問題を解決するために、パターンを記銘する際、パターンを分割し銘、複数の記憶







図 5.3 に分割記銘を用いた際の記銘過程、また図 5.4 に分割記銘を用いた際の想起過程
示す。 
分割記銘を用いた MAM の記銘、および想起過程のアルゴリズムを以下に示す。 
 
記銘 
1. 各パターンを 1 つ目のサブブロックに分割し、その要素を集めた X を構成する。 
2. X と、それに対応する出力 Y とのパターン (自己相関想起の場合 X =Y)を用いて、記
憶配列 M、W を構成する。 






























1. 入力された X をサブブロックに分割する。 
2. 1.のサブブロックを用いて M、W、それぞれ演算を行う。 
3. 出力された各サブブロックを一つのパターンに結合、Y として出力する。 
 
 



































ランダムに入力する。それぞれのパターンは 8×8=64 のバイナリユニットからなる。 
































図 5.6 完全想起率の記銘パターン数依存性(分割記銘を用いたモデル) 
 
図 5.5 より、Ritter の MAM は、入力ノイズが 1[%]の場合、記銘パターン数が増加する
と、完全想起率は約 50%に収束している。入力ノイズが増加すると、完全想起率は低くな
り、ノイズ率が 10[%]では正しい想起ができなくなることが分かる。図 5.6 では、入力ノ
イズが 1[%]の場合、完全想起率は約 50[%]に収束している。入力ノイズが増加すると、完
全想起率が低下し、入力ノイズが 10[%]の場合、Ritter の MAM と同様、完全想起率が 0[%]
に収束していることが分かる。このことから、分割記銘を用いた MAM は、Ritter の MAM
と同等の性能を持っていることが分かる。したがって、分割記銘を用いた MAM は使用す
る空間計算量を削減しながらも、従来の MAM と同等の性能を持っていることが分かる。 
次に、入力ノイズと完全想起率との関係を調べるため、記銘パターン数を 1000[個]とし、
自己相関想起実験を行った。図 5.7 に記銘パターン数を 1000[個]とした場合の、分割記銘





























図 5.7 記銘パターン数を 1000 個とした場合のノイズ耐性 
 
図 5.7 より、分割記銘を用いたモデルと Ritter のモデルを比較すると、ノイズ耐性はほ











































































図 5.9 分割記銘を用いたモデルにおける完全想起率の記銘パターン数依存性 
 
 
図 5.8、および図 5.9 より、核パターンを用いることで、核パターンを用いない MAM(図 
5.5、図 5.6)と比較し、収束する完全想起率が高くなっている。ノイズ率が 1[%]の場合、
核パターンを用いることで、完全想起率が約 70[%]に収束していることが分かる。 












































































図 5.11 より、入力ノイズ 0[%]の場合、記銘パターンから独立した核パターンを用いたモ













































1. 各パターンを 1 つ目のサブブロックに分割し、その要素を集めた X を構成する。 
2. X と、それに対応する出力 Y とのパターン (自己相関想起の場合 X =Y)および、記銘
パターンから独立した核パターン構成法で作成した核パターンを用いて、記憶配列
M、W を構成する。 




1. 入力された X をサブブロックに分割する。 




4. 尤もらしい核パターンを用いて W と演算を行う。 
5. 出力された各サブブロックを一つのパターンに結合、Y として出力する。 
 
 






























を提案した。データが入力されてから 10 クロックで想起可能であり、この MAM ハードウ





















高速に想起が可能な MAM ハードウェアの開発を行った。入力に対応する出力を 15 クロッ
クで想起できていることを示した。この逆想起を用いた MAM ハードウェアモデルは汎用
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