Introduction
Face tracking is an extensively studied field. Nevertheless, it is still a challenge to make a robust and efficient face tracker, especially on mobile devices. This extended abstract briefly describes our implementation of a high-performance multi-platform face and facial feature tracking system. The main characteristics of our approach are that the tracker is fully automatic and works with the majority of faces without any manual initialization. It is robust, resistant to rapid changes in pose and facial expressions, does not suffer from drifting and is modestly computationally expensive. The tracker runs in real-time on mobile devices.
The face tracking algorithm
We are interested in the global position and rotation of the face and its expressions, i.e. facial action. We address the problem as fitting a 3D deformable mesh to the face of the user. Candide [Ahlberg 2001 ] is a simple wireframe face model. To modify the geometry, the model implements a set of action parameters that enable dynamic changes in facial geometry, like eye blinking and lip movement. Thus, for each frame of the video sequence, we are interested in estimation of rotation, translation and action parameters that best fit the face of the user.
The tracker uses a Viola-Jones detector to determine the position of the face in the initial frame. Next, it proceeds to roughly fit the 3D model and select the characteristic points on the face (we denote these as feature points). The feature points are tracked from one frame to another using normalized cross-correlation. The obtained information is passed to the information form of extended Kalman filter (EIF) [Bar-Shalom et al. 2001] . The filter recursively estimates the rotation, translation and action parameters.
In real-world conditions, errors occur in the computation of feature point correspondences between two consecutive frames due to illumination variation, noise, occlusions, etc. These errors accumulate over time and the system will lose track of the face in long video sequences. To solve the problem of drifting, we use a textured face model, similar to [Ström 2002; Ingemars and Ahlberg 2007 texture is extracted from the initialization frame, using the Candide face mesh. The main idea is to use the currently estimated rotation, translation and action parameters to transform the wireframe face model vertices and render the face texture in the frame. Next, the feature point correspondences between this rendered model and the actual face in the original frame are determined. The EIF is used to refine the estimated model parameters. This correcting step is sufficient to stop the drift problem.
Tracking performance
In order to evaluate the performance of our face tracking implementation, we conducted a series of tests in different environments and under various conditions. The quality of the system can be best assessed from the following video: youtu.be/AGZAznKzQEM.
The images above show snapshots from various tracking sessions. These include tracking from streams supplied from ordinary webcams as well as professional hardware (near-infrared and thermal cameras). One of the images depicts a virtual eyewear try-on application running on a mobile platform. The table shows the frame rates achieved by the tracker on various devices. The image stream was supplied from the built-in camera. Thus, the frame rates are bounded by the 30 FPS camera input rate.
Ongoing work
Ongoing work focuses on the possibility of using randomized forests [Breiman 2001 ] for detection of characteristic points on the face (for example, eye or eyebrow corners). We hope that this research will result in the improvement of tracker initialization as well as increase in tracking quality and stability. The approach could help combat the observed tracker drift problem and even make the previously described correcting step redundant.
