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Optimal Consensus for Uncertain Multi-agent
Systems by Output Feedbacks
Yutao Tang
Abstract—This paper investigates an optimal consensus prob-
lem for a group of uncertain linear multi-agent systems. All
agents are allowed to possess parametric uncertainties that range
over an arbitrarily large compact set. The goal is to collectively
minimize a sum of local costs in a distributed fashion and finally
achieve an output consensus on this optimal point using only out-
put information of agents. By adding an optimal signal generator
to generate the global optimal point, we convert this problem to
several decentralized robust tracking problems. Output feedback
integral control is constructively given to achieve an optimal
consensus under a mild graph connectivity condition. The efficacy
of this control is verified by a numerical example.
Index Terms—Optimal consensus, embedded control, uncer-
tainties, integral control, directed graph
I. INTRODUCTION
Multi-agent consensus has been a hot topic for decades due
to its broad applications in many areas including multi-robot
systems, power systems, and mobile sensor networks. While
all agents are only required to agree on some common point
in pure consensus, there are some practical applications in
which a consensus enjoying certain optimality properties is
more favorable and might be inevitable as shown in [1]–[5]
and reference therein.
Recently, distributed optimization has attracted many re-
searchers [6]–[8]. In a typical setting, each agent has a local
convex objective function and all agents are designed to seek
an agreement on the optimal solution to a global objective
function defined as the sum of all these local functions. Many
effective algorithms have been proposed to handle this kind
of distributed optimization problem, to name a few, [9]–[14].
Remarkably, this kind of distributed problems can be deemed
as an optimal consensus problem for single-integrator agents
about the optimal solution of this global objective function.
In practice, the optimal consensus or distributed optimiza-
tion tasks may be implemented or depend on some engineering
multi-agent systems having physical dynamics, e.g. coopera-
tive search of radio sources [15] and the optimal power flow
problem [16]. Noting that such engineering systems are hardly
described by single integrators, it is crucial to design optimal
consensus protocols for non-integrator systems. Some recent
attempts include [17], [18] for second-order agents and [19],
[20] for linear ones. Nevertheless, these protocols all require
the exact information of agent’s system matrices.
Since system matrices of each agent may be unavailable
or only reachable with measurement errors in applications,
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this motivates us to further investigate the optimal consensus
problem for high-order agents under directed graphs with
possible parameter uncertainties in their dynamics. Regarding
the couplings of this global optimal requirement and high-
order dynamics of agents subject to asymmetric communi-
cation constraints, achieving an optimal consensus itself is
nontrivial while the unknown parameters bring further tech-
nical difficulties. In fact, the controllers presented in [17],
[18], [20] are no longer applicable with these uncertainties
and the resultant optimal consensus problem should be solved
in a more aggressive manner. In other words, we need to
ensure the optimal consensus for a class of high-order agents
parameterized by those uncertainties.
In literature, there are at least two standard strategies to
handle the uncertain parameters, i.e., adaptive control pol-
icy with a dynamic compensator and robust control policy
assuming these parameters will be unknown but bounded.
Both strategies have been employed to solve the optimal
consensus problems for several types of multi-agent systems,
e.g., [21]–[23]. However, most existing results for uncertain
multi-agent systems require the full-state or at least its partial
state of each agent except the work in [21] for relative-degree-
one agents. Note that the full state information of agents
may not be available due to physical constraints or high
measurement costs. Thus, we are interested in output feedback
controls to achieve an expected optimal consensus for high-
order uncertain multi-agent systems.
In this paper, we consider a group of high-order multi-agent
systems described by general linear dynamics with uncertain
parameters ranging over an arbitrarily large compact set. Our
main goal is to develop distributed output feedback controls
for these agents to achieve an optimal output consensus under
weight-balanced directed graphs. Technically, to solve this
problem is equivalent to stabilize a group of parameterized
matrices simultaneously by fixed controllers, which certainly
makes our problem more challenging than existing results.
In view of the aforementioned observations, the contribution
of this paper can be summarized as follows.
• Compared with most existing optimal consensus results,
we further explore the cases when these high-order agents
might possess parametric uncertainties. By incorporating
a high-gain technique, we constructively develop a novel
output feedback integral control to ensure the optimal
consensus for these agents and allow the parameter un-
certainties to range over any arbitrarily large compact set.
Thus, this work can be taken as a robust extension to
similar results when the agent’s dynamics are perfectly
known [18]–[20].
2• As the average consensus design can be completed by
solving a special optimal consensus problem, our al-
gorithms naturally provide an alternative way to tackle
such problems for these uncertain agents under weight-
balanced directed communication graph while only inte-
grators are considered in [24], [25]. To our best knowl-
edge, no other works solve such an average consensus
problem for these uncertain linear agents by output feed-
backs under these circumstances yet.
The rest of this paper is organized as follows. Some pre-
liminaries are presented in Sections II including the problem
formulation part. Then the main designs are detailed in Sec-
tion III with proofs. After that, we provide an example to
illustrate the efficacy of our algorithms in Section IV. Finally,
concluding remarks are given in Section V.
II. PRELIMINARIES
In this section, we first introduce some basic concepts in
convex analysis and graph theory and present the formulation
of our optimal consensus problem after that.
A. Convex analysis
We will use standard notations in this paper. Let RN be
the N-dimensional Euclidean space. Denote ||a|| the Euclidean
norm of a vector a and ||A|| the spectral norm of a matrix A. 1N
(or 0N) denotes an N-dimensional all-one (or all-zero) column
vector, and IN denotes the N-dimensional identity matrix. We
may omit the subscript when it is self-evident.
A function f : Rm → R is said to be convex if, for any
0 ≤ a ≤ 1 and ζ1,ζ2 ∈ Rm, we have f (aζ1 + (1− a)ζ2) ≤
a f (ζ1)+(1−a) f (ζ2). A differentiable function f is convex if
for any ζ1,ζ2 ∈ Rm, we have f (ζ1)− f (ζ2) ≥ ∇ f (ζ2)⊤(ζ1−
ζ2), and is strictly convex if this inequality is strict whenever
ζ1 6= ζ2. A function f is ω-strongly convex (ω > 0) over Rm
if for any ζ1,ζ2 ∈ Rm, we have (∇ f (ζ1)−∇ f (ζ2))⊤(ζ1 −
ζ2)≥ ω‖ζ1−ζ2‖2. A vector-valued function f : Rm →Rm is
globally Lipschitz with constant ϑ > 0, or simply ϑ -Lipschitz,
if for any ζ1,ζ2 ∈Rm, we have ‖f(ζ1)−f(ζ2)‖≤ϑ‖ζ1−ζ2‖.
More details can be found in [26].
B. Graph theory
We use a triplet G = (N ,E ,A ) to describe a weighted
directed graph (digraph). Here N = {1, . . .,N} is the node set
and E is the edge set with (i, j)∈ E representing an edge from
nodes i to j. The weighted adjacency matrix A = [ai j]∈RN×N
is defined by aii = 0 and ai j > 0. Here ai j > 0 iff there is an
edge ( j, i) in this graph. When matrix A is symmetric (i.e.,
ai j = a ji for any i, j ∈N ), this digraph is further said to be
undirected.
The neighbor set of node i is defined as Ni = { j | ( j, i)∈ E }
for i = 1, · · · ,N. A directed path an alternating sequence
i1e1i2e2. . .ek−1ik of nodes il ∈N and edges em = (im, im+1) ∈
E for l = 1, , . . ., k and m = 1, . . . , k− 1. If there is a di-
rected path between any two vertices, then the graph is said
to be strongly connected. The in-degree and out-degree of
node i is defined by dini = ∑
N
j=1 ai j and d
out
i = ∑
N
j=1 a ji. A
directed graph is weight-balanced if dini = d
out
i holds for
any i = 1, . . . , N. Any undirected graph is naturally weight-
balanced.
We define the Laplacian matrix of G as L , Din−A with
Din= diag(din1 , . . . , d
in
N ). Note that L1N = 0N for any digraph.
If this digraph is weight-balanced, it also holds that 1⊤N L = 0
⊤
N
and the matrix Sym(L), L+L
⊤
2
is positive semidefinite. When
this weight-balanced digraph is also strongly connected, 0 is
a simple eigenvalue of Sym(L) and all other eigenvalues are
positive real numbers. In this case, we can order all these
eigenvalues of Sym(L) as 0= λ1 < λ2≤ ·· · ≤ λN . More details
can be found in [27]
C. Problem formulation
In this paper, we consider a group of N continuous-time
linear agents as follows:
x˙i = A(w)xi +B(w)ui,
yi =C(w)xi, i = 1, 2, . . . , N
(1)
where xi ∈ Rn is the state, ui ∈ R, yi ∈ R are its input and
output. Here, w ∈W ⊂ Rnw is an uncertain parameter vector
ranging over a (arbitrarily large but known) compact set W
with w = 0 as its nominal value.
We assume that each agent has a private cost function
fi : R→ R that can not be directly shared with other agents,
and define the global cost function as the sum of local costs,
i.e., f (y) = ∑Ni=1 fi(y). Considering these high-order agents in
form of (1), we aim to regulate the multi-agent system such
that their outputs can asymptotically achieve an agreement on
the minimal solution of our defined global objective function
in a distributed way.
A weighted digraph G = (V , E , A ) is used to describe the
information sharing relationships among those agents with a
node set N = {1, . . . , N} and a weight matrix A ∈RN×N . If
agent i can get the information of agent j, then there is an
edge ( j, i) in the graph, i.e., ai j > 0.
Regarding the multi-agent system (1), cost function fi(·),
graph G , and any given compact set W , the optimal consensus
problem is to find an output feedback control ui for agent
i by using its own and exchanged information with the
neighbors such that all trajectories of agents are bounded over
the time interval [0,+∞) and the associated outputs satisfy
limt→+∞ ||yi(t)− y∗||= 0 where y∗ is the optimal solution of
min
y∈R
f (y) = ∑
N
i=1
fi(y) (2)
Remark 1: In this formulation, all outputs of these agents
are required to achieve an optimal consensus minimizing
some global cost function. Note that we have to deal with
both high-order dynamics and also this optimality requirement
simultaneously. This feature makes the optimal consensus
design nontrivial using output feedback controls. Furthermore,
we assume the agents may possess parameter uncertainties
ranging over an arbitrarily large compact set. This problem
is naturally more challenging than the existing (optimal)
consensus formulation for integrators or linear agents without
such parameter uncertainties [18], [20], [24], [25], [28].
3While achieving optimal consensus for high-order agents
itself is nontrivial, the unknown parameters, asymmetric com-
munication graphs, and limited measurements bring further
technical difficulties. To address this issue, we borrow the
embedded design idea in [20] to solve this problem. That is,
we will first present an optimal signal generator to estimate
the global optimal point, and then complete the whole design
by solving the resultant robust tracking problems by output
feedback controls in the following section.
III. SOLVABILITY OF OPTIMAL CONSENSUS
To ensure the solvability of this problem for agent (1), the
following assumptions are made.
Assumption 1: The communication graph G is strongly
connected and weight-balanced.
Assumption 2: For i = 1, . . . , N, fi is li-strongly convex and
its gradient ∇ fi is li-Lipschitz with constants li, li > 0.
Assumption 3: System (1) is minimum-phase and has well-
defined relative degree m with input ui and output yi in the
sense that, C(w)A(w)kB(w) = 0 for all 0 ≤ k ≤ m− 2 and
C(w)Am−1(w)B(w) 6= 0 for any w ∈W .
The rationality of these assumptions have been well ad-
dressed in literature [11], [20], [21], [29]. In particular, As-
sumption 1 ensures that any agent’s information can reach any
other agents. Assumption 2 guarantees the well-posedness of
the optimization problem (2) [26]. As usual, we assume the
optimal solution y∗ to problem (2) is finite [11], [17], [30].
Assumption 3 characterizes a large class of uncertain multi-
agent systems, including integrators and linear ones discussed
in [18]–[20], [24], [25] as special cases.
A. Optimal signal generation and problem conversion
First, we consider the optimal consensus for a group of
single integrators z˙i = µi with the function fi and graph G , and
then convert the formulated optimal consensus for agent (1)
into several output tracking problems for them with reference
zi by output feedbacks.
Since the information graph G is directed, its Laplacian
L might be asymmetric. Thus, the optimal signal generator
proposed in [20] fails to achieve our goal without the infor-
mation of L⊤. The following optimal signal generator has been
developed in [23] for problem (2):
z˙i =−α∇ fi(zi)−β ∑Nj=1 ai j(zi− z j)+∑
N
j=1
ai j(vi− v j)
v˙i = αβ ∑
N
j=1
ai j(zi− z j)
(3)
where α, β > 0 are constants to be specified later.
Its effectiveness has been established in [23]. We denote
l = mini{li}, l = maxi{li}, and quote it here for a complete
design.
Lemma 1: Suppose Assumptions 1–2 hold. Let
α ≥max{1, 1
l
,
2l
2
lλ2
}, β ≥max{1, 1
λ2
,
6α2λ 2N
λ 22
} (4)
Then, starting from any zi(0) and vi(0), the algorithm (3)
makes zi(t) converge to the optimal point y
∗ exponentially
fast as t →∞ for i = 1, . . . , N, i.e., for all t > 0, ||zi(t)−y∗|| ≤
c1e
−c2t for two constants c1,c2 > 0.
This optimal signal generator a modified version of the aug-
mented Lagrangian method solving a distributed optimization
problem in [11], [31]. Compared with the one in [11], the
variable vi is also exchanged among agents, which makes the
generator initialization-free.
Note that with such an optimal signal generator, each agent
gets an asymptotic estimate of the global optimal solution y∗
to problem (2). Thus, to solve the optimal consensus problem,
it is sufficient for us to determine efficient output tracking
controllers for each agent as that in [20] such that each
local tracking error yi(t)− zi(t) vanishes as t goes to ∞. By
incorporating the optimal signal generator (3) into designed
tracking controllers, we finally present a distributed controller
to solve the formulated optimal consensus problem.
According to Proposition 9.1.1 in [32], system (1) can be
put into the following normal form by certain coordinate
transformation under Assumption 3.
x˙0i = A0(w)xi0+ b0(w)yi
ξ˙ir = ξir+1, r = 1, . . . , m− 1
ξ˙im = A1(w)xi0+A2(w)ξi + b1(w)ui
yi = ξi1
(5)
where ξ = col(ξi1, . . . , ξim), ξir = y
(r−1)
i for r = 1, . . . , m and
b1(w) =C(w)A
m−1B(w)> 0.
When the parameter w is exactly known by us, the resultant
tracking problem for agent (5) can be readily solved by some
well-known stabilization-based controllers. Nevertheless, these
unknown parameters make the design of such stabilization-
based controllers very tricky and disables the directed can-
cellation and pole placement method used in [17], [20]. In
fact, we are required in this circumstance to stabilize a group
of parameterized matrices simultaneously by fixed controllers,
which presents a hurdle to the solvability of our formulated
optimal consensus problem for multi-agent system (1).
Some adaptive and/or robust control policies with extra
dynamic compensators have been utilized in [17], [21]–[23]
to deal with such an uncertain parameter issue for an optimal
consensus. However, when facing agents of the form (1) (or
(5)), they all require the full-state information of each agent
and can not be directly employed to solve our formulated
optimal consensus for these agents.
To remove such limitations, we aim to explore the well-
known integral control idea to design tracking controllers for
agent (5) and thus develop novel distributed output feedbacks
to complete our optimal consensus design. To this end, we let
evi = yi− zi and introduce an integral term:
ξ˙i0 = evi (6)
In the following, we first establish an important lemma to
achieve optimal consensus by a partial state feedback control,
and then present a distributed output feedback control to solve
our problem for these uncertain multi-agent systems.
4B. Partial state feedback integral control
We suppose the output yi and its time derivatives y˙i, . . . ,
y
(m−1)
i are available to agent i in this subsection and consider
partial state feedback integral control designs.
Choose positive constants k1, . . . , km such that the poly-
nomial p(s) , k1 + k2s+ · · ·+ kmsm−1 + sm is Hurwitz. One
applicable choice is k j =
(
m
j−1
)
λ
m− j−1
0 for any constant λ0 > 0.
With the integral part ξi0, we propose a partial state feedback
integral control as follows.
ui =−ε[k1ξi0+ k2(yi− zi)+ k3y˙i + · · ·+ kmy(m−2)i + y(m−1)i ]
ξ˙i0 = yi− zi
z˙i =−α∇ fi(zi)−β ∑Nj=1 ai j(zi− z j)+∑
N
j=1
ai j(vi− v j)
v˙i = αβ ∑
N
j=1
ai j(zi− z j) (7)
where the constants k1, . . . , km, α , β are chosen as above with
a constant ε > 0 to be specified later.
Denote U(w) = −b−11 (w)[A1(w)A−10 (w)b0(w) + A2(w)E]
with E = diag(1, 0, . . . , 0). We perform the following coor-
dinated transformation:
x0i = xi0+A
−1
0 (w)b0(w)zi, ξ i0 = ξi0+
U(w)zi
εk1
ξ i1 = evi, ξ ir = ξir, ξ i = col(ξ i1, . . . , ξ im), r = 2, . . . ,m
The tracking error system associated with (5) and its reference
zi(t) can be rewritten as follows.
x˙i0 = A0(w)xi0+ b0(w)evi +A
−1
0 (w)b0(w)z˙i
˙
ξ i0 = ξ i1+
U(w)
εk1
z˙i
˙
ξ i1 = ξ i2− z˙i
˙
ξ ir = ξ ir+1, r = 2, . . . , m− 1
˙
ξ im = A1(w)xi0+A2(w)ξ i + b1(w)[ui−U(w)zi]
yi = ξi1
Letting σi = ∑
m
j=1 k jξ i j−1+ξ im, system (5) is further trans-
formed into the following form.
x˙i0 = A0(w)xi0+ b0(w)ξ i1+Dx(w)z˙i
˙
ξ ie = A0ξ ie + b0σi +Dξ (w)z˙i
σ˙i = A1(w)xi0+A2(w)ξ ie +A3(w)σi +Dσ (w)z˙i
+ b1(w)[ui−U(w)zi]
(8)
where ξ ie = col(ξ i0, . . . , ξ im−1), matrices A0, b0, Dξ , Dx, A2,
A3, Dσ with unknown parameters are defined as follows.
A0 =
[
0m−1 Im−1
−k1 [−k2, . . . ,−km]
]
, b0 =
[
0m−1
1
]
Dξ (w) =


U(w)
εk1−1
0m−2

 , Dx(w) = A−10 (w)b0(w)
A2(w) = A2(w)A0− km[k1, k2− k1
km
, . . . , km− km−1
km
]
A3(w) = A2(w)b0+ km, Dσ (w) =
U(w)
ε
− k2
Substituting the controller (7) into system (5) gives:
x˙i0 = A0(w)xi0+ b0(w)ξ i1+Dx(w)z˙i
˙
ξ ie = A0ξ ie + b0σi +Dξ (w)z˙i
σ˙i = A1(w)xi0+A2(w)ξ ie +[A3(w)− εb1(w)]σi +Dσ (w)z˙i
z˙i =−α∇ fi(zi)−β ∑Nj=1 ai j(zi− z j)+∑
N
j=1
ai j(vi− v j)
v˙i = αβ ∑
N
j=1
ai j(zi− z j) (9)
Denote xi , col(xi0,ξ ie,σi). Here is a lemma to achieve an
optimal consensus by partial-state feedback control (7).
Lemma 2: Suppose Assumptions 1–3 hold. There exist con-
stants k1, . . . , km, α , β , and ε such that the optimal consensus
problem for multi-agent system (1) with (2) is solved by the
state feedback control law (7).
Proof: With k1, . . . , km, α , β chosen as above, we only
have to determine the parameter ε such that an optimal
consensus is achieved for agent (5) under the partial state
feedback control (7). For this purpose, we split the proof into
two parts.
First, we claim that the xi-subsystem of (9) is input-to-state
stable at the origin with input z˙i by choosing a large enough
constant ε . To prove this, we seek a Lyapunov function. Note
that matrices A0(w) and A0 are both Hurwitz by Assump-
tion 3 and the selection of k1, . . . , km. Hence, for any fixed
w ∈ W , there exist two positive definite matrices P0 and P1
uniquely satisfying that A⊤0 (w)P0(w)+P0(w)A0(w) =−2In−m
and A⊤1 P1+P1A1 =−2Im.
Let Vi(xi) = x
⊤
i0P0(w)xi0+ εˆξ
⊤
ieP1ξ ie +σ
2
i with εˆ > 0 to be
specified later. It is quadratic and positive definite. We take its
time derivative along the trajectory of (9) and have that:
V˙i = 2x
⊤
i0P0(w)[A0(w)xi0+ b0(w)ξ i1+Dx(w)z˙i]
+ 2εˆξ
⊤
ieP1[A0ξ ie + b0σi +Dξ (w)z˙i]+ 2σiA1(w)xi0
+ 2σi{A2(w)ξ ie +[A3(w)− εb1(w)]σi +Dσ (w)z˙i}
=−2x⊤i0xi0+ 2x⊤i0P0(w)b0(w)ξ i1+ 2x⊤i0P0(w)Dx(w)z˙i
− 2εˆξ⊤ieξ ie + 2εˆξ
⊤
ieP1b0σi + 2εˆξ
⊤
ieP1Dξ (w)z˙i + 2σiA1(w)xi0
+ 2[A3(w)− εb1(w)]σ2i + 2σiA2(w)ξ ie + 2σiDσ (w)z˙i
By Young’s inequality, one can further obtain that:
V˙i ≤−||xi0||2+ 2||P0(w)b0(w)||2||ξ i1||2+ 2||P0(w)Dx(w)||2||z˙i||2
− εˆ||ξ ie||2+ 2εˆ||P1b0||2||σi||2+ 2εˆ||P1Dξ (w)||2||z˙i||2
+ 2[A3(w)− εb1(w)]σ2i + 2||A1(w)||2σ2i +
1
2
||xi0||2
+
2
εˆ
||A2(w)||2σ2i +
εˆ
2
||ξ ie||2+σ2i + ||Dσ (w)||2||z˙i||2
≤−1
2
||xi0||2− ( εˆ
2
− 2||P0(w)b0(w)||2)||ξ ie||2
− 2[εb1(w)− εˆ||P1b0||2−Ξiσ(w)− 1]σ2i +Ξiz(w)||z˙i||2
where Ξiσ (w) , A3(w)− εˆ||P1b0||2− ||A1(w)||2− 1εˆ ||A2(w)||2
and Ξiz(w), 2[||P0(w)Dx(w)||2+ εˆ||P1Dξ (w)||2+ ||Dσ (w)||2].
Choosing εˆ ≥ 4maxw∈W {||P0(w)b0(w)||2} + 1 and ε ≥
maxw∈W Ξiσ (w)+εˆ||P1b0||2+2
minw∈W {b1(w)} gives
V˙i ≤−1
2
||xi0||2−||ξ ie||2− 2σ2i +Ξiz(w)||z˙i||2
5It implies the following for some constants c1, c2 > 0 that
V˙i ≤−c1Vi + c2||z˙i||2 (10)
Then, we show the solvability of our optimal consensus
problem by combining the above inequality (10) and Lemma
1. Under Assumption 2, the function z˙i is globally Lipschitz
with respect to col(z, v). From Lemma 1, the trajectory of zi(t)
converges to y∗ and thus the signal z˙i(t) exponentially vanishes
as t goes to ∞. Solving the inequality (10) gives that
Vi(t)≤ e−c1(t−t0)Vi(t0)+ c2
∫ t
t0
e−c1(t−τ)||z˙i(τ)||2dτ
This implies Vi(t) and thus xi(t), ξ i1(t) exponentially con-
verge to 0 as time goes to ∞. By the triangle inequality
|yi − y∗| ≤ |yi − zi|+ |zi − y∗|, one can further conclude that
yi(t) exponentially converges to the optimal point y
∗ as time
goes to ∞. The proof is thus complete.
It is interesting to remark that when full-states of each
agent are available, the proposed control (7) requires less
information than the one used in [20] to achieve such an
optimal output consensus. In fact, we take the zero dynamics
x0i as dynamic uncertainties and compensate them by high-
gain controls here. In this way, the controller (7) has lower
orders than those proposed in [20].
Next, we move on to develop an output feedback extension
of (7) by adding dirty observers to complete the whole design.
C. Output feedback integral control
Since the optimal signal generator (3) can be independently
implemented, we then focus on the tracking part. Note that
only the output information is available in this case, we
propose a dirty derivative observer to estimate these unknown
derivatives as that in [33].
χ˙ir = χir+1− lr(χi1− yi), r = 1, . . . , m− 1
χ˙im =−lm(χi1− yi)
(11)
where χi , col(χi1, . . . , χim), lr = γ
rkm−r+1 with a constant
γ > 0 to be specified later.
Substituting these estimations into the partial-state feedback
control (7), an output feedback control to solve the optimal
consensus problem can be given as follows.
ui =−ε[k1ξi0+ k2(yi− zi)+ k3χi2+ · · ·+ kmχim−1+ χim]
ξ˙i0 = yi− zi
χ˙ir = χir+1− lr(χi1− yi), r = 1, . . . , m− 1
χ˙im =−lm(χi1− yi)
z˙i =−α∇ fi(zi)−β ∑Nj=1ai j(zi− z j)+∑
N
j=1
ai j(vi− v j)
v˙i = αβ ∑
N
j=1
ai j(zi− z j) (12)
where constants k1, . . . , km, α , β and ε are chosen as that in
Lemma 2. Clearly, this controller is distributed in the sense
that agent i only uses its own and neighboring information.
It is readily to present our main theorem to achieve an
optimal consensus by distributed output feedback controls.
Theorem 1: Suppose Assumptions 1–3 hold. There exist
constants k1, . . . , km, α , β , ε and γ such that the optimal
consensus problem for multi-agent system (1) and (2) is solved
by the output feedback control (12).
Proof: To complete the proof, we seek for a similar
inequality as (10) for some translated multi-agent systems
under the control (12).
Let χ ir = χir − ξir for r = 1, . . . , m. The error system
associated with the dirty observer (11) is:
χ˙ ir = χ ir+1− lrχ i1, r = 1, . . . , m− 1
χ˙ im =−lmχ i1−A1(w)xi0−A2(w)ξi− b1(w)ui
Substituting (12) into this error system gives
χ˙ ir = χ ir+1− lrχ i1, r = 1, . . . , m− 1
χ˙ im =−lmχ i1−∆i− b1(w)ui
where ∆i , A1(w)xi0 + A2(w)ξ i − εb1(w)σi and ui ,
−ε(k3χ i2+ · · ·+ kmχ im−1+ χ im).
Let χˆir = γ
m−rχ ir for r = 1, . . . , m. It follows that
˙ˆχir = γ(−km−r+1χ i1+ χˆir+1), r = 1, . . . , m− 1
˙ˆχim =−γk1χ i1− [∆i+ b1(w)ui]
Putting it into a compact form gives
˙ˆχi = γAχ χˆi− bχ [∆i + b1(w)ui]
where Aχ =
[ −pχ Im−1
−k1 0m−1
]
, bχ =
[
0m−1
1
]
with pχ =
col(km, · · · , k2).
Recalling the translated system (8), we can use similar
mathematical manipulations and obtain the tracking subsystem
under controller (12) as follows.
x˙i0 = A0(w)xi0+ b0(w)ξ i1+Dx(w)z˙i
˙
ξ ie = A0ξ ie + b0σi +Dξ (w)z˙i
σ˙i = A1xi0+A2ξ ie +[A3− εb1(w)]σi + b1(w)ui +Dσ(w)z˙i
˙ˆχi = γAχ χˆi− γ1−mbχ [∆i + b1(w)ui] (13)
From the choice of ki, there exists a unique positive definite
matrix Pχ satisfying the Lyapunov equation A
⊤
χ Pχ +PχAχ =
−2Im. Let Wi(xi, χˆi) = Vi(xi)+ χˆ⊤i Pχ χˆi with Vi defined in the
proof of Lemma 2. It is quadratic and positive definite.
Fixing the constants k1, . . . , km and ε as those in Lemma 2,
one can easily obtain that
V˙i ≤−1
2
||xi0||2−||ξ ie||2− 2σ2i + 2σib1(w)ui +Ξiz(w)||z˙i||2
≤−1
2
||xi0||2−||ξ ie||2−σ2i + ||b1(w)||2||ui||2+Ξiz(w)||z˙i||2
where Vi is defined as in the proof of Lemma 2.
From the compactness of W , we can further determine
known constants cˆ1, cˆ2, cˆ3 > 0 such that
V˙i ≤−cˆ1Vi + cˆ2||ui||2+ cˆ3||z˙i||2
The time derivative of Wi along the trajectory of (13) satisfies
W˙i = V˙i + 2χˆ
⊤
i Pχ{γAχ χˆi− bχ [∆i + b1(w)ui]}
≤ −cˆ1Vi− 2γ||χˆi||2− 2χˆ⊤i Pχbχ [∆i + b1(w)ui]
+ cˆ2||ui||2+ cˆ3||z˙i||2
6Next, we estimate the above cross terms by Young’s inequal-
ity. From the expression of ∆i, there exists a known constant
l1 > 0 such that ||∆i||2 ≤ l1V 2i . Then,
||2χˆ⊤i Pχbχ∆i|| ≤
2l1
cˆ1
||Pχbχ ||2||χˆi||2+ cˆ1
2l1
||∆i||2
≤ 2l1
cˆ1
||Pχbχ ||2||χˆi||2+ cˆ1
2
V 2i
Note that ui = −ε(k3γ2−mχˆi2+ · · ·+ kmγ χˆim−1 + χˆim). For
any γ > 1, there is a constant l2 > 0 satisfying ||ui||2≤ l2||χˆi||2.
By Young’s inequality, there exists a constant l3 > 0 such that
||2χˆ⊤i Pχbχb1(w)ui|| ≤ ||ui||2+ ||Pχbχb1(w)||2||χˆi||2 ≤ l3||χˆi||2
Putting these inequalities together, we have
W˙i ≤−cˆ1Vi− 2γ||χˆi||2+ 2l1
cˆ1
||Pχbχ ||2||χˆi||2
+
cˆ1
2
V 2i + l3||χˆi||2+ cˆ2||ui||2+ cˆ3||z˙i||2
≤− cˆ1
2
Vi− (2γ− cˆ2l2− 2l1
cˆ1
||Pχbχ ||2− l3)||χˆ2||2+ cˆ3||z˙i||2
Fixing γ ≥max{1, 3cˆ2l2, 6l1cˆ1 ||Pχbχ ||
2, 3l3}, one can obtain
W˙i ≤− cˆ1
2
Vi−||χˆi||2+ cˆ3||z˙i||2
With this inequality, we can follow the same procedure as that
in the proof of (2) and conclude the solvability of our optimal
consensus problem by the output feedback control (12) under
weight-balanced directed graphs.
Remark 2: The parameters in controller (12) explicitly
depend upon some norm bounds of these uncertain system ma-
trices. To avoid such a tedious computation burden, one may
prefer to increase them in the order of α, β , ε, γ sequentially
and choose some sufficient ones by repeated simulations.
Remark 3: Similar optimal consensus problem has been
partially investigated for both single integrators [11], [13], [28]
and high-order agents [17]–[20]. In comparison with these
results, we do not require the exact information of agent’s
system matrices. The integral control rules here facilitate us
to deal with arbitrarily large parameter uncertainties and thus
finalize a robust output feedback control law.
IV. SIMULATION
In this section, we provide an example to illustrate our
design. Consider a multi-agent system including four linear
agents with system matrices as follows.
A(w) =

−1+w1 1 0−1+w2 0 1
1 w3 1

 , B(w) =

 00
1+w3


C(w) =
[
0 1+w4 0
]
where w , col(w1, w2, w3, w4) and w1, . . . ,w4 are unknown
parameters between −0.5 and 0.5. We let W = [−0.5, 0.5]4.
Assumption 3 is verified with a relative degree m = 2.
The communication topology is represented by a ring graph
depicted as Fig. 1 with unity edge weights, which satisfies
Assumption 1 with λ2 = 1 and λ4 = 2. The local cost functions
1 2 3 4
Fig. 1. Communication graph G in our example.
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Fig. 2. Performance of optimal signal generator (3).
are as f1(y) =
1
2
(y − 8)2, f2(y) = y
2
160 ln(y2+2)
+ 1
2
(y − 5)2,
f3(y) =
y2
40
√
y2+1
+ 1
2
y2, f4(y) =
1
2
ln
(
e−0.05y+ e0.05y
)
+ 1
2
y2.
Using the inequalities 0 ≤ 1
ln(y2+2)
≤ 1.5, 0 ≤ 1√
y2+1
≤ 1,
−1 ≤ e0.05y−e−0.05y
e0.05y+e−0.05y ≤ 1, one can further verify Assumption 2
with l1 = l1 = 1 and li = 0.5, li = 1.5 for i = 2, 3, 4.
By Theorem 1, the associated optimal consensus problem
for these agents is readily solved by a distributed output
feedback control of the form (12). Moreover, the global
optimal point is y∗ = 3.24 by minimizing ∑4i=1 fi(y).
For simulations, the control parameters in (12) are chosen
as k1 = 1, k2 = 2, α = 1, β = 15, ε = 6, and γ = 10. All initial
states are (randomly) picked from between −5 and 5. The
effectiveness of optimal signal generator (3) is illustrated in
Fig. 2. To verify the robustness of our algorithm, we first set
the unknown parameter vector w as [0.4, 0.3,−0.2,−0.4]⊤
and then change it as [0.1,−0.2,−0.3, 0.2]⊤ after t = 25s.
The simulation results are shown in Figs. 3 and 4. An optimal
consensus on the global optimal point y∗ for these agents with
different system uncertain parameters can be observed, which
verifies the efficacy of our developed controllers.
V. CONCLUSION
In this paper, we have addressed an optimal consensus
problem for uncertain linear multi-agent systems. By inserting
an applicable optimal signal generator for single integrators
under directed graphs, we have converted this problem to some
decentralized robust tracking problems and finally proposed a
novel output feedback integral control to solve this problem
under strongly connected weight-balanced digraphs. Future
works will include possible output constraints and nonsmooth
cost functions.
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Fig. 3. Profiles of agents’ outputs under output feedback control (12).
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Fig. 4. Profiles of control efforts under (12).
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