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Abstract
Peak power consumption is a universal problem across energy control systems in electrical grids, buildings,
and industrial automation where the uncoordinated operation of multiple controllers result in temporally
correlated electricity demand surges (or peaks). While there exist several different approaches to balance
power consumption by load shifting and load shedding, they operate on coarse grained time scales and do not
help in de-correlating energy sinks. The Energy System Scheduling Problem is particularly hard due to its
binary control variables. Its complexity grows exponentially with the scale of the system, making it impossible
to handle systems with more than a few variables.
We developed a scalable approach for fine-grained scheduling of energy control systems that novelly combines
techniques from control theory and computer science. The original system with binary control variables are
approximated by an averaged system whose inputs are the utilization values of the binary inputs within a given
period. The error between the two systems can be bounded, which allows us to derive a safety constraint for
the averaged system so that the original system's safety is guaranteed. To further reduce the complexity of the
scheduling problem, we abstract the averaged system by a simple single-state single-input dynamical system whose
control input is the upper-bound of the total demand of the system. This model abstraction is achieved by
extending the concept of simulation relations between transition systems to allow for input constraints
between the systems. We developed conditions to test for simulation relations as well as algorithms to
compute such a model abstraction. As a consequence, we only need to solve a small linear program to
compute an optimal bound of the total demand. The total demand is then broken down, by solving a linear
program much smaller than the original program, to individual utilization values of the subsystems, whose
actual schedule is then obtained by a low-level scheduling algorithm. Numerical simulations in Matlab show
the effectiveness and scalability of our approach.
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ABSTRACT
Peak power consumption is a universal problem across en-
ergy control systems in electrical grids, buildings, and indus-
trial automation where the uncoordinated operation of mul-
tiple controllers result in temporally correlated electricity
demand surges (or peaks). While there exist several differ-
ent approaches to balance power consumption by load shift-
ing and load shedding, they operate on coarse grained time
scales and do not help in de-correlating energy sinks. The
Energy System Scheduling Problem is particularly hard due
to its binary control variables. Its complexity grows expo-
nentially with the scale of the system, making it impossible
to handle systems with more than a few variables.
We developed a scalable approach for fine-grained schedul-
ing of energy control systems that novelly combines tech-
niques from control theory and computer science. The orig-
inal system with binary control variables are approximated
by an averaged system whose inputs are the utilization val-
ues of the binary inputs within a given period. The error
between the two systems can be bounded, which allows us to
derive a safety constraint for the averaged system so that the
original system’s safety is guaranteed. To further reduce the
complexity of the scheduling problem, we abstract the aver-
aged system by a simple single-state single-input dynamical
system whose control input is the upper-bound of the total
demand of the system. This model abstraction is achieved
by extending the concept of simulation relations between
transition systems to allow for input constraints between
the systems. We developed conditions to test for simulation
relations as well as algorithms to compute such a model ab-
straction. As a consequence, we only need to solve a small
linear program to compute an optimal bound of the total
demand. The total demand is then broken down, by solving
a linear program much smaller than the original program,
to individual utilization values of the subsystems, whose ac-
tual schedule is then obtained by a low-level scheduling al-
gorithm. Numerical simulations in Matlab show the effec-
tiveness and scalability of our approach.
Categories and Subject Descriptors
C.3 [Computer Systems Organization]: Special-purpose
and Application-based Systems—Real-time and embedded sys-
tems; J.2 [Computer Applications]: Physical Sciences
and Engineering—Engineering ; J.7 [Computer Applica-
tions]: Computers in Other Systems
Keywords
embedded control systems, peak power management, cyber-
physical systems
.
1. INTRODUCTION
Peak power consumption is a universal problem across
energy control systems in electrical grids, buildings, and in-
dustrial automation where the uncoordinated operation of
multiple controllers result in temporally correlated electric-
ity demand surges. For example, in the case of the electrical
grid, when the popular UK TV soap Eastenders comes to
an end five times a week, the grid has to deal with around
1.75 million kettles requiring power at the same time (to pre-
pare tea). That is an additional 3 gigawatts of power for the
roughly 3-5 minutes it takes each kettle to boil. So big is the
surge, caused by correlated human behavior, that backup
power stations have to go on standby across the country,
and there is even additional power made available in France
just in case the UK grid cannot cope [1].
In the case of building systems, heating, ventilating, air
conditioning and refrigeration (HVAC&R) systems, chiller
systems, and lighting systems operate independently of each
other and frequently trigger concurrently, resulting in peak
power demand. Most commercial buildings are subject to
peak demand pricing which can be 200-400 times that of
the nominal power rate [2]. High peak loads also lead to a
higher cost of production and distribution of electricity and
lower reliability. Therefore, peaks in electricity usage are
inefficient and expensive for both suppliers and customers.
While there exist several different approaches to balance
power consumption by load shifting and load shedding, they
operate on coarse grained time scales and do not help in de-
correlating energy sinks. Several approaches, e.g., [3, 4], em-
ployed mixed integer optimization to find optimal schedules
for electric loads. Because mixed integer programming suf-
fers a scalability issue when the number of integer variables
is large, these approaches often worked on coarse grained
time scales to reduce the computational burden. However,
their run-time implementations still required powerful com-
puter hardware and commercial optimization software.
While traditional real-time scheduling algorithms [5] may
be applied to such resource sharing problems, they impose
stringent constraints on the task model. Generally, real-time
scheduling is restricted to tasks whose worst case execution
times are fixed and known a priori [6]. While this simpli-
fies the runtime complexity, it does not effectively capture a
control system’s behavior whose operation is dependent on
the plant dynamics and environmental conditions.
In [7], a Green Scheduling approach was developed for
fine-grained scheduling of energy control systems within an
aggregate peak power envelop while ensuring the individual
systems are maintained within the desired states. The ap-
proach was scalable but could only handle simple plant mod-
els and small uncertainties in the disturbances. [8] improved
Green Scheduling to remove these limitations but the algo-
rithm was not scalable. Moreover, [7, 8] could only bound
the number of actuators activated simultaneously, rather
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than minimizing a more meaningful cost function such as
the total electricity cost. The focus of this paper is on a scal-
able scheduling approach for energy control systems which
has none of the above limitations. Our main contributions
are:
1. We developed a model abstraction method based on
the concept of simulation relations between transition
systems [9, 10]. The method allows us to reduce the
original multi-state multi-binary-input model to a single-
state single-real-input model with input bound track-
ing and safety guarantees.
2. We developed a scalable hierarchical control structure
based on the derived model abstraction. The run-time
controller involves only two small-scale linear programs
and has a low computational requirement that it is
potentially suitable for embedded platforms.
3. Using simulations, we showed that while the mixed in-
teger programming approach [3, 4] may not work be-
yond a trivially small-scale system, our approach can
handle efficiently a much larger system with a fast sam-
pling rate and a long control horizon.
1.1 The Energy System Scheduling Problem
We motivate our scheduling problem by an example of a
room heating system. Consider an energy system consisting
of n rooms and a heater in each room, where the heaters have
fixed heating powers and can only be switched on and off.
Let xi ∈ R denote the air temperature of room i and ρi > 0
the power of the heater in that room. Thermal comfort
specifications require that xi should always be in a comfort
range [li, hi]. The system is subject to disturbances which
are the ambient air temperature Ta and the internal heat
gains Qi in each room, e.g., from its occupants and electrical
appliances. The law of conservation of energy gives us the
following heat balance equation for room i:
Cix˙i(t) = Ki (Ta(t)− xi(t)) +∑j 6=iKij (xj(t)− xi(t))
+ ρiui(t) +Qi(t)
in which Ci > 0 is the thermal capacity of the room, Ki > 0
the thermal conductance between the ambient air and the
room, Kij ≥ 0 the thermal conductance between room i
and room j 6= i, and ui ∈ {0, 1} the on/off control input
of heater i. Collect all the states in x = [x1, . . . , xn]
T , the
comfort ranges in a bounded subset X of Rn, the control
inputs in u = [u1, . . . , un]
T , and the disturbances in w =
[Ta, Q1, . . . , Qn]
T . The dynamics of x is a linear system
with control input u and disturbance input w (see (1)).
The energy demand and consumption of the system are
determined based on time intervals of a given sampling time
T > 0. In each interval [kT, (k+ 1)T ] the averaged total de-
mand is calculated as dk =
Ek
T
where Ek is the total energy
consumption during the interval. This is a practical way to
determine energy demands, e.g., in electricity bills and in
demand response (DR) programs. The peak demand, for
example to be used in calculating the demand charge, is the
maximum interval demand over a given billing period. Our
goal is to schedule the subsystems to minimize the energy
cost while maintaining a safe operation.
Generally we consider a continuous-time linear system Σb
(Σb) x˙ = Ax+Bu+ Ew (1)
where x ∈ Rn is the state vector, u ∈ {0, 1}m are the binary
control inputs that represent the schedules, and w ∈ Rp is
the disturbance vector. The safety condition requires that
the state x(t) stays in a safe set X ⊂ Rn at all time. The
disturbances are constrained in a known set w(t) ∈ W for
all t. Both X and W are bounded polyhedral sets.
At any time, the total demand is a linear combination
of the binary control inputs: d(t) = ρTu(t) where ρ is the
vector of the individual power demand of each subsystem.
During each time interval [kT, (k+1)T ] the total energy con-
sumption is Ek =
∫ (k+1)T
kT
d(t)dt. In this scheduling prob-
lem, we aim to schedule the subsystems, i.e., to compute the
control inputs u, so that the energy cost over a finite hori-
zon is minimized. The energy cost consists of a charge for
the peak demand and possibly a charge for the energy con-
sumption. Specifically, we want to minimize the following
cost function defined over a horizon of N time intervals:
cost = cd · max
06k6N−1
dk +
∑
06k6N−1 ce,k · Ek (2)
where cd is the fixed price for the peak demand and ce,k is
the time-varying price for the interval energy consumption.
Typically cd  ce,k which gives customers great incentive
to reduce their peak demands [2].
1.1.1 Fundamental scalability issues
The scheduling problem can be formulated as minimizing
the cost function (2) subject to, ∀t ≥ 0,∀k = 0, . . . , N − 1
Equation (1), x(t) ∈ X , u(t) ∈ {0, 1}m, w(t) ∈ W
Ek =
∫ (k+1)T
kT
ρTu(τ)dτ, dk =
Ek
T
.
This optimization is intractable because u(·) is infi-
nite dimensional. If we discretize Σb with sampling time
T , the optimization becomes:
minimize
u0,...,uN−1
cd · max
06k6N−1
dk +
∑
06k6N−1 ce,k · Ek (3)
subject to xk+1 = ATxk +BTuk + ETwk
dk = ρ
Tuk, Ek = Tdk
xk ∈ X , uk ∈ {0, 1}m, wk ∈ W
where the constraints hold for all k = 0, . . . , N − 1. Here,
the subscript k denotes the value of a variable at time step
k, and matrices AT , BT , and ET are of the discrete-time
dynamical model. Note that the safety condition, that xk
stays inside X at all k, must be robust to the unknown but
bounded disturbances w, and thereby results in conservative
control inputs trading off performance for safety. In prac-
tice, disturbance forecasts are usually available, for example
in the forms of weather forecast and occupancy schedules,
which should be exploited to obtain more accurate predic-
tions of future states and hence less conservative control
inputs and better performance. Therefore, the disturbances
are modeled as wk = w˜k + δk where w˜k ∈ W is the forecast
and δk is the forecast uncertainty. The forecast accuracy, as
a bounded set of δk, is assumed to be known and certainly
smaller thanW. The optimization (3) is a mixed-integer lin-
ear program (MILP) and can be solved by an MILP solver.
However, except for small-scale systems with only a few
control inputs and a short horizon N , the number of binary
variables can be prohibitively large and the MILP is difficult
to solve. For example, if Σb has m = 20 control inputs with
sampling time T = 5min for a horizon of N = 288 steps
in 24 hours, the MILP will have 5,760 binary variables, not
to mention the continuous state and disturbance variables.
Solving such large MILPs often requires powerful comput-
ers with commercial optimization solvers. In our simulation
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study (Section 7), with only two subsystems (m = 2), an
8-core MacPro with 64Gb RAM running the solver Gurobi
6.0 did not finish the MILP optimization after the time limit
of 15 minutes. Moreover, due to the uncertainty caused by
the disturbances, the control decisions need to be adjusted
regularly by solving the optimization repeatedly at every
time step (model predictive control (MPC)). Therefore, for
any practical size of the system, implementing this approach
can be highly demanding, if even possible, in terms of run-
time hardware and software requirements. Although there
are techniques in MPC to reduce the complexity, e.g., move
blocking, an MILP solver is still required. Certainly the
controller cannot be implemented on an embedded proces-
sor with limited processing power and memory.
1.1.2 Goal
Our goal in this paper is to develop a scalable scheduling
algorithm that can potentially run on embedded processors,
even for systems of moderate practical size. We consider a
slightly more general problem than (3):
minimizeu(·) cd · max
06k6N−1
dk +
∑
06k6N−1 ce,k · Ek (4)
subject to x˙(t) = Ax(t) +Bu(t) + Ew(t) ∀t ≥ 0
u(t) ∈ {0, 1}m ∀t ≥ 0
xk = x(kT ) ∈ X
w(t) = wk ∈ W ∀t ∈ [kT, (k + 1)T )
Ek =
∫ (k+1)T
kT
ρTu(τ)dτ, dk =
Ek
T
where the constraints hold for all k = 0, . . . , N − 1. Prob-
lem (4) is more general than (3) because we consider a
continuous-time schedule u(·), which is not necessarily con-
stant during each time interval.
2. OVERVIEW OF THE APPROACH
In this work, we develop a hierarchical design using model
approximation followed by model abstraction, combining tech-
niques from control theory and computer science to solve
the energy scheduling problem. This is complemented by
a run-time implementation approach for the above schedul-
ing problem. An overview of the overall idea and results is
described in this section and in Fig. 1, while the technical
details will be presented in the subsequent sections.
The complexity of the scheduling problem (4) comes mainly
from the binary control inputs u. To alleviate this issue, we
approximate the original model Σb by the averaged system
Σa with state x for each time interval t ∈ [kT, (k + 1)T ):
(Σa) x˙(t) = Ax(t) +Bηk + Ew(t)
where ηk =
1
T
∫ (k+1)T
kT
u(t)dt is the average, also called the
utilization, of u(t) during the interval. Clearly, ηk is a vector
of real numbers between 0 and 1: ηk ∈ [0, 1]m. Because ηk is
continuous, if we use Σa in place of Σb, the complexity of the
optimization is greatly reduced to that of an LP. However, to
ensure the safety constraint, we need to bound the deviation
of x(kT ) from x(kT ) for all possible continuous-time binary
input signals u(t) that satisfy the utilization equation. In
Section 3, we will derive a tight bound on the error between
x and x. As we will see, the error can be unbounded or be-
come too large as k increases, leading to overly conservative
control inputs to ensure safety, or even infeasibility. To keep
this error as small as possible, we reset the state x of Σa to
the measured state x of Σb at each kT , so that their error is
reset to 0. Since the input ηk is constant in each interval, Σa
Approximation
Abstraction
xk ∈ Rn
x¯k ∈ Rn
sk ∈ R
u(t) ∈ {0, 1}m
ηk ∈ [0, 1]m
vk ∈ R
Receding horizon control
(N steps of scalar input)
One-step optimization
One-step scheduling
algorithm pi(t; ηk)
Σs
Scalar state
Scalar real input
Σa
Large-scale
Real inputs
Σb
Large-scale
Binary inputs
simulation relation
bounded error
Figure 1: Overview of the scheduling approach. The
solid blue boxes represent the different models at
different scales resulted from the oﬄine design pro-
cess: the original large-scale binary-input model Σb
is reduced to the single-state single-input model Σs.
The dashed boxes represent the run-time compo-
nents, which include two lightweight optimizations
and one simple scheduling algorithm.
Physical
System 1
Physical
System n
Actuator
Scheduling
Computation of
optimal
utilization ηk
Computation of
optimal
upper-bound vk
sk, uk
vk: upper-bound for aggregated demand
Actual aggredated demand dk
u1 un
ηk
Figure 2: Hierarchical control for minimizing aggre-
gated energy cost across multiple subsystems.
can be discretized with sampling time T . With the averaged
system in place, we can reformulate the optimization (4) as
minimizing the cost function (2) subject to
x˙(t) = Ax(t) +Bpi(t; ηk) + Ewk ∀t ∈ [kT, (k + 1)T ) (5a)
ATxk +BT ηk + ETwk + ek+1 ∈ X ∀ek+1 ∈ E(ηk) (5b)
xk = x(kT ) (5c)
ηk ∈ [0, 1]m, wk ∈ W, Ek = Tdk, dk = ρT ηk (5d)
where the constraints hold for all k = 0, . . . , N − 1. In
the continuous-time dynamics (5a), pi(t; ηk) is a scheduling
algorithm that calculates the continuous-time schedule u(t)
during the k-th interval so that its utilization is ηk. At each
instant kT the state xk of the averaged system is reset to the
actual state x(kT ) (constraint (5c)). Let ek+1 be the error
between x((k+1)T ) and xk, which is unknown but bounded
in the ηk-dependent set E(ηk) (cf. Section 3). To ensure that
x(kT ) ∈ X , constraint (5b) robustly restricts the next state
in X for all possible errors ek+1.
In problem (5), the number of optimization variables ηk
over horizon N is mN , which can be large for a large-scale
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system over a long horizon. For instance, with m = 20 and
T = 5min over 24 hours, there are 5,760 optimization vari-
ables. Constraint (5b) involves high-dimensional dynamical
equations and set operations over a long horizon, resulting
in many constraints. More importantly, constraint (5a) re-
quires execution of a continuous-time dynamical model. For
these reasons, problem (5) is still difficult to solve, and its
computational burden in run-time is still prohibitive for sys-
tems of practical size over a long horizon1. An embedded
implementation of the controller is therefore unlikely realiz-
able. To reduce the complexity even further, we employ a
model abstraction technique based on the concept of simu-
lation relations between transition systems [9, 10].
A transition system is a generalization of a dynamical
system, whose state can transition into a new state either
autonomously or under the influence of exogenous inputs.
Intuitively speaking, a transition system T2 is said to simu-
late another transition system T1 if every move of T1 can be
tracked by T2 with respect to a symbolic relation between
their states [10]. The original definitions of simulation rela-
tions in the literature do not take into account any relation
between the two systems’ inputs. In Section 4, we extend
this concept so that T2 simulates T1 while satisfying not only
its state and input constraints but also a constraint between
its input and that of T1.
Suppose that there exists a scalar discrete-time system:
(Σs) sk+1 = αsk + vk + β
Twk
sk ∈ S ⊆ R, vk ∈ V ⊆ R, (sk, vk) ∈ Ω ⊆ S × V
and a relation R ⊆ X ×S such that Σa simulates Σs subject
to the constraint TρT ηk 6 vk between their inputs. The
intuition is that sk represents an aggregated state of all the
energy subsystems at time step k, and vk is the total en-
ergy input to the system (more precisely, an upper-bound
thereof). Effectively, the scalar system Σs abstracts the
higher-dimensional system Σa by aggregating all the energy
states and inputs. The constraints S, V, and Ω are to ensure
compatibility with the state and input constraints of Σa. We
will show that any admissible trajectory of Σs can be tracked
by an admissible trajectory of Σa with equal or less energy
cost. Therefore, instead of solving the large-scale optimiza-
tion (5), we can optimize the sequence of {v0, . . . , vN−1} for
the scalar system Σs, then recover the input ηk by solving
a simple optimization for each time step k. The benefit of
our approach is that all the involved optimization programs
have much fewer variables and much less complexity, hence
it is scalable. This advantage is more significant when a re-
ceding horizon control approach is employed to compute ηk
one step at a time. In that case, we only solve two small-
scale programs at each step, compared to a large-scale and
complex program if we solve (5) directly. Details will be
presented in the subsequent sections.
Our approach is best illustrated by Fig. 1. There
are two processes involved:
• In the oﬄine controller design process (blue boxes and
text, left side, from bottom up) we start with the orig-
inal system model Σb and approximate it with the av-
eraged system model Σa. The error bounds between
the states of the two are also calculated as functions of
ηk. Then Σa is abstracted by a scalar system Σs, and
a simulation relation R between them is constructed.
• In the online controller execution process (dashed boxes,
1In our targeted energy control applications, the horizon is
typically a day, even a week or longer.
from top down) a receding horizon control framework
is used with the abstract model Σs to compute an op-
timal sequence of aggregate energy demands. Each en-
ergy demand vk is disaggregated into utilization values
ηk for the individual control inputs by a one-step op-
timization. A simple one-step scheduing algorithm pi
schedules the subsystems so that each achieves the cor-
responding utilization. This hierarchical control struc-
ture is illustrated in Fig. 2.
3. APPROXIMATION BY AVERAGING
Consider the averaged system Σa of Σb for each time in-
terval t ∈ [kT, (k + 1)T ): x˙(t) = Ax(t) + Bηk + Ew(t).
Recall that the utilization ηk =
1
T
∫ (k+1)T
kT
u(τ)dτ is the av-
erage value of u(t) in the interval, and is a vector of real
numbers in [0, 1]. Initially x0 = x(0) = x(0). Generally, as
k increases, xk may deviate further and further from x(kT ),
which is undesirable since the state constraint X needs to
be maintained at all time. For this reason, as mentioned
earlier, we reset the value of x to the measured state x at
each time instant kT , to keep the deviation within a tight
bound. The deviation e(t) = x(t)− x(t) follows the dynam-
ics e˙(t) = Ae(t) +B(u(t)− ηk) for all t ∈ [kT, (k+ 1)T ) and
e(kT ) = 0. At the next instant (k + 1)T , the error is
ek+1 = e((k + 1)T ) =
∫ (k+1)T
kT
eA((k+1)T−s)B(u(s)− ηk)ds.
A tight bound on ek+1 can be obtained, which is dependent
on the value of ηk. In this section, we make a practical
assumption that the state matrix A is diagonalizable with
real eigenvalues, that is V A = DV where D is a diagonal
matrix of the eigenvalues of A and V is a non-singular matrix
whose columns are the corresponding right eigenvectors. We
then define a new state z = V x, whose dynamics are
z˙ = V x˙ = V Ax+ V Bu+ V Ew = Dz + V Bu+ V Ew.
This new model is in the form of (Σb) with a diagonal state
matrix. Let λi be the i-th diagonal element of D, for i =
1, . . . , n. The following theorem provides bounds on ek+1.
Theorem 1. Let bi be the i
th row of V B, bi > 0 the sum
of all positive elements of bi, and bi 6 0 the sum of all
negative elements of bi. For each i = 1, . . . , n, define
ξi =

0 if λi = 0
1
λi
(eλiT − 1)− T if λi > 0
1
λi
(eλiT − 1)− T eλiT if λi < 0
and εi = ξibi, εi = ξibi. Define B˜ = V
−1ΞB where Ξ is the
diagonal matrix of all ξi. Then the error ek+1 is bounded by
ε 6 V (ek+1 + B˜ηk) 6 ε (element-wise)
where ε and ε are the vectors of all εi and εi respectively.
Equivalently, ek+1 = V
−1ε−B˜ηk for some ε bounded element-
wise by ε 6 ε 6 ε.
We note that the utilization ηk, i.e., the control input of
Σa, enters affinely in the bounds on ek+1.
Remark 1. We can still use our approach when A is not
diagonalizable, however the error bounds obtained in The-
orem 1 must be generalized. For instance, we can use the
Jordan normal form to transform A into a block diagonal
matrix, and obtain bounds in a way similar to that in Theo-
rem 1. The made assumption simplifies the presentation of
our results but does not limit the practicality of our approach.
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M1
M2
u1(t) y1(t)
y2(t)u2(t)
x1
x2
R Ry
M1
M2
u(t)
y1(t)
y2(t)
e(t)
Figure 3: Model abstraction (right) is different from
model order reduction (left): M1 and M2 do not
share their inputs and outputs, but maintain a rela-
tion between their states along their evolutions.
4. MODEL ABSTRACTRIONWITH SIMU-
LATION RELATIONS
As we discussed in Section 2, to further reduce the opti-
mization (5), we employ the notion of model abstraction and
simulation relations. We first distinguish model abstraction
and model order reduction. Model order reduction is a com-
mon technique in control theory to reduce the order of a
large-scale system so that it becomes manageable. The re-
duced model, however, still has the same input and output as
the original model. Under the same input signal, it should
produce an output signal which approximates that of the
original model, within some error bound. The left diagram
in Fig. 3 illustrates this concept, where M2 is a reduced-
order model of M1. On the other hand, model abstraction
derives a new model, usually of a lower order, with com-
pletely different input and output than the original model.
However, there exists a relation between their states that
can be maintained along their evolutions. In other words,
one model can track the behavior of the other under this
relation. The right diagram in Fig. 3 depicts two models
with a symbolic state relation R. If for any admissible in-
put u2(·) toM2 there exists an admissible input u1(·) toM1
so that the state relation is always maintained along their
traces, we have a model abstraction. Furthermore, we may
require that a symbolic relation Ry between their outputs
(observations) is also maintained. A nice property of model
abstraction is that we can design a controller forM1 by first
designing a supposedly simpler controller for M2 and then
refining it for M1 using the symbolic state relation.
4.1 Simulation Relations
In this section we review the concept of simulation rela-
tions between transition systems. The readers are referred
to [9, 10] for more thorough treatments of the subject.
Transition systems allow us to unify the modeling of dis-
crete and continuous, deterministic and non-deterministic
dynamical systems. As we do not concern with the observ-
able outputs in this paper, we remove the observation aspect
from the definition of transition systems in [10]:
Definition 1 (Transition System, [10]). A transition
system is a tuple T = (Q,Σ,→, Q0) that consists of
• a possibly infinite set Q of states;
• a possibly infinite set Σ of labels;
• a transition relation →⊆ Q× Σ×Q;
• a possibly infinite set Q0 ⊆ Q of initial states.
A transition from state q to state q+ under the label σ,
i.e., (q, σ, q+) ∈→, is denoted q σ−→ q+. We assume that
the transition systems are nonblocking , meaning that for all
q ∈ Q, there exists at least one transition starting from
q. If for any q ∈ Q and any σ ∈ Σ, there is at most one
transition q
σ−→ q+ of T and Q0 is a singleton, then T is called
deterministic. Otherwise, it is called nondeterministic.
Example 1. Transition systems generalize dynamical sys-
tems. As an example, consider a nonlinear discrete-time
dynamical system x+ = f(x, u) where x ∈ Rn is the state
and u ∈ Rm is the input, with initial state x0. This sys-
tem can be represented by a deterministic transition system
T with Q = Rn, Σ = Rm, →= {(x, u, x+)|x ∈ Q, u ∈
Σ, x+ = f(x, u) ∈ Q}, and Q0 = {x0}. If the system is
subject to disturbance: x+ = f(x, u, w) where w ∈ W ⊆ Rp
is the disturbance, then T becomes nondeterministic where
→= {(x, u, x+)|x ∈ Q, u ∈ Σ, w ∈ W, x+ = f(x, u, w) ∈ Q}.
A simulation relation between two transition systems T1 =
(Q1,Σ1,→1, Q01) and T2 = (Q2,Σ2,→2, Q02) is a stronger
notion of system refinement, which allows one system to
“track”the other system while maintaining a certain relation
between their states.
Definition 2 (Simulation). A relation R ⊆ Q1 ×Q2
is called a simulation relation of T1 by T2 if and only if for
all (q1, q2) ∈ R and for all transitions q1 σ1−→1 q+1 , there
exists a transition q2
σ2−→2 q+2 such that (q+1 , q+2 ) ∈ R.
Note that in [10], T1 and T2 have the same label sets and
σ1 = σ2 = σ. However in Definition 2 we relax this require-
ment, i.e., Σ1 and Σ2, hence σ1 and σ2, can be different.
T2 is said to simulate T1, denoted T1  T2, if there exists a
simulation relation R of T1 by T2 such that for all q1 ∈ Q01,
there exists q2 ∈ Q02 such that (q1, q2) ∈ R. Intuitively, if
T1  T2 then every state trajectory of T1 can be“tracked”by
T2 with respect to the state relation R. Simulation relations
and their variants are a powerful tool for safety verification
and hierarchical controller design [10, 11, 12, 13].
4.2 Input-Constrained Simulation Relations
Conventionally, simulation relations as defined in Defi-
nition 2 do not explicitly take into account disturbances.
Moreover, there is no relation between the inputs (or labels)
to the two systems as required for the total demand bound
in our problem. Therefore, this section extends the concept
of simulation relations to account for these ingredients.
Remark 2. For nondeterministic systems, the simulation
relation as defined in Definition 2 is not robust to the non-
determinism. In particular, it is implicitly assumed that the
transition from any q1 under any σ1, although nondetermin-
istic, is detectable so that an appropriate transition q2
σ2−→
q+2 can be selected. T2 is not nondeterministic anymore be-
cause here q2
σ2−→ q+2 can be chosen to satisfy (q+1 , q+2 ) ∈ R.
Furthermore, it assumes no correlation between the nonde-
terminism of the two systems, which in reality may exist,
e.g., if they are subject to the same disturbances in different
ways. Our extended definition accounts for both robustness
to disturbances and nondeterminism correlation.
Remark 3. A relation between the labels of T1 and T2
generalizes the simulation relation definition in [10], where
σ1 and σ2 are related by σ1 = σ2 (provided that Σ1 = Σ2).
We generalize the label σ as a pair σ = (υ, δ) of a control
label υ ∈ U and a disturbance label δ ∈ D. Here, U and
D are respectively the (possibly infinite) sets of control la-
bels and disturbance labels. The definition of the transition
relation is modified accordingly as →⊆ Q × U × D × Q,
and a transition (q, υ, δ, q+) ∈→ is denoted q (υ,δ)−−−→ q+.
Given two transition systems T1 and T2, we impose a con-
straint between their control labels υ1 and υ2 as a relation
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Ru ⊆ U1 × U2, and a constraint between their disturbance
labels Rd ⊆ D1 × D2. Note that the constraint Ru is de-
sirable but not required for the execution of the transition
systems, i.e., an admissible execution of the transition sys-
tems may violate the constraint. The relation Rd takes ef-
fect whenever T1 and T2 are executed simultaneously in the
same environment. For system Ti, the set of all admissible
successor states from a state qi under label σi = (υi, δi) is
denoted by succi(qi, υi, δi) = {q+i | (qi, υi, δi, q+i ) ∈→i}.
Definition 3 (Input-constrained Simulation). A re-
lation R ⊆ QS1 ×QS2 is an input-constrained simulation re-
lation of T1 by T2 if and only if for all (q1, q2) ∈ R and all
(υ1, δ1) ∈ U1×D1 such that succ1(q1, υ1, δ1) 6= ∅, there exists
υ2 ∈ U2 such that
1. (υ1, υ2) ∈ Ru; and
2. for all δ2 ∈ D2 such that (δ1, δ2) ∈ Rd, succ2(q2, υ2, δ2) 6=
∅ and (q+1 , q+2 ) ∈ R ∀(q+1 , q+2 ) ∈ succ1(q1, υ1, δ1) ×
succ2(q2, υ2, δ2).
The existence of an input-constrained simulation relation
R of T1 by T2 allows T2 to track any state sequence of
T1 with respect to R, as long as their initial states are
in R. We define a trajectory of Ti as a (potentially infi-
nite) sequence of admissible states, labels, and transitions:
q0i
υ0i ,δ
0
i−−−→i q1i
υ1i ,δ
1
i−−−→i q2i · · · . The next lemma follows di-
rectly from Definition 3. It essentially says that if an input-
constrained simulation relation R of T1 by T2 exists then T2
can be controlled to track any admissible trajectory of T1,
with respect to R, while keeping the input constraint Ru.
Lemma 1. Suppose R is an input-constrained simulation
relation of T1 by T2, and (q
0
1 , q
0
2) ∈ R. Let κ2 : Q1 × U1 ×
D1 × Q2 → U2 be any feedback law such that for all ad-
missible quadruples (q1, υ1, δ1, q2) ∈ Q1 × U1 × D1 × Q2,
υ2 = κ2(q1, υ1, δ1, q2) satisfies the conditions in Definition 3.
Such κ2 always exists. Then for any trajectory of T1, any
corresponding trajectory of T2 with υ
k
2 = κ2(q
k
1 , υ
k
1 , δ
k
1 , q
k
2 )
satisfies (qk1 , q
k
2 ) ∈ R and (υk1 , υk2 ) ∈ Ru for all k.
5. MODEL ABSTRACTION FOR ENERGY
SYSTEM SCHEDULING
Going back to the energy system scheduling problem, we
apply the framework of input-constrained simulation rela-
tions to abstract the high-dimensional model Σa by a low-
dimensional model Σs. We then derive a feedback control
law that allows Σa to track the state of Σs while main-
taining their simulation relation, all their state and input
constraints, as well as the input upper-bounds set by Σs. In
particular, we consider the scalar discrete-time system Σs:
(Σs) sk+1 = αsk + vk + β
Twk (6)
sk ∈ S ⊆ R, vk ∈ V ⊆ R, (sk, vk) ∈ Ω ⊆ S × V
The intuition is that sk represents an aggregated state of
all the subsystems at time step k and vk specifies an upper-
bound of the total energy demand. For example, consider
the room heating system in Section 1.1. At time k, sk can
represent the total enthalpy of all rooms, while vk bounds
the total heating energy of all heaters during that interval.
Because the system is subject to heat loss and disturbances,
the dynamics of s have the form of (6).
The abstraction of Σa, i.e., the input-constrained simu-
lation relation R, depends on how the control input vk is
computed and how the disturbances are represented in Σs.
In practice, forecasts of the disturbances, denoted w˜k, with
known bounded accuracies are often available and used in
computing the control inputs for both Σs and Σa. The fore-
cast accuracies are represented by a vector ζ ≥ 0 in Rp such
that −ζ 6 wk − w˜k 6 ζ element-wise for all k.
We consider a feedback control approach in which, at each
time step k, vk is decided using the disturbance forecast w˜k
and the actual state sk, computed from the observed actual
state xk. The control input ηk is calculated from the actual
states sk and xk, and vk and w˜k. Hence, both the control
laws for Σa and Σs are feedback.
We derive the abstraction Σs of Σa in three steps:
1. Σs and Σa are formulated as transition systems;
2. Assuming a certain form of R, we derive conditions for
R to be an input-constrained simulation relation;
3. Based on the conditions, we develop algorithms to
compute the parameters of Σs, its joint constraint Ω,
and the simulation relation R.
5.1 Transition Systems
The evolution of Σs is influenced by the actual distur-
bances, which are unknown but within known accuracies
from their forecasts. To model this phenomenon, we will in-
clude the disturbance forecasts in the control labels of both
transition systems, while their disturbance labels are the
errors between the forecasts and the actual disturbances.
Specifically, we define T1 of Σs as follows:
• State q1 ≡ s and state set Q1 = S.
• Control label υ1 ≡ (v, w˜1) with U1 = V ×W.
• Disturbance label δ1 is the disturbance forecast error
δ1 = w − w˜1; D1 = {δ1 ∈ Rp | − ζ 6 δ1 6 ζ}.
• Transitions →1= {(s, v, w˜1, δ1, s+)|(s, v) ∈ Ω, w˜1 ∈ W,
δ1 ∈ D1, w˜1 +δ1 ∈ W, s+ = αs+v+βT (w˜1 +δ1) ∈ S}.
The transition system T2 of Σa is defined as:
• State q2 ≡ x; Q2 = X .
• Control label υ2 ≡ (η, w˜2) with U2 = [0, 1]m ×W.
• Disturbance label δ2 is also the forecast error; D2 =
{δ2 ∈ Rp | − ζ 6 δ2 6 ζ}.
• Transition set: we again model the state reset as a non-
deterministic but bounded perturbation of x. Define
→2= {(x, η, w˜2, δ2, x+) |x ∈ X , η ∈ U2, w˜2 ∈ W, δ2 ∈
D2, w˜2 +δ2 ∈ W, x+ = ATx+BT η+ET (w˜2 +δ2)+e ∈
X , ε 6 V (e+ B˜η) 6 ε}.
The joint input constraintRu must specify that their distur-
bance forecasts are the same, henceRu = {((v, w˜1), (η, w˜2)) ∈
U1 × U2 |TρT η ≤ v, w˜1 = w˜2}. Finally, because T1 and T2
are subject to the same actual disturbances, we define the
disturbance relation Rd = {(δ1, δ2) ∈ D1 ×D2 | δ1 = δ2}.
5.2 Conditions for R
To derive R, we need to be able to certify if any given
relation R of s and x is an input-constrained simulation
relation of T1 by T2. The following theorem provides such a
necessary and sufficient condition for R. Here, the product
between a matrix M ∈ Rm×n and a set P ⊆ Rn is defined
as the image of P under the linear map M , i.e., MP = {y ∈
142
Rm | y = Mx, x ∈ P}. I denotes the identity matrix and 0 is
a zero vector or matrix, whose dimensions are often omitted
when they are obvious from the context. The symbol 	
denotes the Pontryagin difference between two sets.
Theorem 2. A set R ⊆ S × X is an input-constrained
simulation relation of T1 by T2 if and only if
MlPl ⊆MrPr (7)
where
Ml =
[
0 0 1 0 0 0
α 0 1 βT βT 0
0 AT 0 ET ET I
]
, Mr =
[ 0 0 1 0
1 0 0 0
0 I 0 B˜−BT
]
and
Pl=
{
(s, x, v, δ, w˜, ε)
∣∣(s, x)∈R, (s, v)∈Ω,−ζ6δ6ζ, w˜∈W,
w˜ + δ ∈ W, αs+ v + βT w˜ ∈ S 	 βTD1, ε 6 V ε 6 ε
}
Pr=
{
(s+, x+, v, η)
∣∣x+∈X , (s+, x+)∈R, η∈ [0, 1]m, TρT η6v}
Although Theorem 2 is useful for verifying whether a given
R is an input-constrained simulation relation, it does not
allow us to directly computeR sinceR appears on both sides
of (7). Furthermore, computing the image of a set under a
linear map and checking for a set inclusion are generally
difficult. Therefore, we will impose a certain structure on
the relation R that results in polyhedral sets Pl and Pr.
We will also derive a simpler condition for R, which can be
verified by checking the feasibility of a linear program.
As mentioned earlier, s represents an aggregated state of
the subsystems. Thus, we can choose s to be approximately
a linear combination of all the states of the subsystems. Let
s ≈ cTx, where c is a constant vector in Rn. The set R is
chosen to represent this relationship between s and x as
R = {(s, x) ∈ S × X | |cTx− s| 6 γ}, (8)
where γ > 0 is a design parameter. Intuitively, in an energy
system, the set of x ∈ X such that (s, x) ∈ R, for any s ∈ S,
is the set of all states that have roughly the same aggregated
energy level s (up to an error of γ).
We have assumed in Section 1.1 that X and W are poly-
hedra. Suppose also that Ω is a polyhedron. Let their hy-
perplane representations be
X = {x ∈ Rn |Hxx 6 kx}, W = {w ∈ Rp |Hwx 6 kw}
Ω = {(s, v) ∈ S × V |HsΩs+HvΩv 6 kΩ}
where Hx, kx, Hw, kw, H
s
Ω, H
v
Ω, kΩ are matrices and vectors
of appropriate dimensions. Because s and v are scalars, we
can bound them as s 6 s 6 s and v 6 v 6 v, where s, s, v,
v are respectively the lower- and upper-bounds of s and v.
Note that Ω is a subset of S ×V = [s, s]× [v, v]. With these
assumptions, Pl and Pr become polyhedral sets. We can
now state a sufficient condition for R in the next theorem.
Theorem 3. A set R defined in (8) is an input-constrained
simulation relation of T1 by T2 if there exist a real matrix Z
of non-negative elements, a real matrix Q, and a real vector
q such that
MrQ = I, Mrq = 0, ZHl = HrQMl, Zkl 6 kr −Hrq (9)
in which
Hr =

Hx
−1 cT
1 −cT
−1 TρT
I
−I
 , kr =
 kxγγ
0
1
0

Hl =

Hx
−1 cT
1 −cT
HsΩ H
v
Ω
Hw
Hw Hw
I
−I
α 1 βT
−α −1 −βT
V
−V

, kl =

kx
γ
γ
kΩ
kw
kw
ζ
ζ
s−maxδ∈[−ζ,ζ] βT δ
−s+minδ∈[−ζ,ζ] βT δ
ε
−ε

.
Here, the blank spaces are zero blocks and 1 denotes a vec-
tor of 1’s. Although Theorem 3 is only sufficient, it reduces
the condition to checking the feasibility of the linear pro-
gram (9), which can be solved rather efficiently by any LP
solver such as Gurobi, MOSEK, CPLEX, CLP.
The design parameters (α, β, c, γ, HsΩ, H
v
Ω, kΩ) are mul-
tiplied by the elements of Z in (9). Consequently, finding
them by solving (9) leads to a bilinear program, which is
intractable to solve for any significant size. We will discuss
a way to compute these parameters in the next section.
5.3 Computation of Design Parameters
As the design parameters (α, β, c, γ, HsΩ, H
v
Ω, kΩ) en-
ter the sufficient condition (Eq. (9)) in bilinear terms, it is
intractable to compute them (optimally) using this condi-
tion. In this section, we present a method to design these
parameters in a suboptimal but tractable way.
5.3.1 Computing α, β, c
We compute α, β, c based on the intuition that s is the
aggregated state of all the subsystems: s ≈ cTx. From the
discrete-time dynamics of x we have
sk+1 ≈ cTxk+1 = cTATxk + cTBT ηk + cTETwk
while at the same time
sk+1 = αsk + vk + β
Twk ≈ αcTxk + TρT ηk + βTwk.
Matching the two equations, we aim to find α and c so that
cTBT = Tρ
T while minimizing ‖cTAT − αcT ‖, where ‖ · ‖
denotes some vector norm. If BT is full row rank, c can
be uniquely computed by solving a linear equation, and the
minimization becomes a simple unconstrained program. If
BT is not full row rank, c and α can be found by solving
the above nonlinear optimization, which can be made un-
constrained by rewriting c in terms of the basis vectors of
the kernel of BTT . We then calculate β = E
T
T c.
5.3.2 Computing γ and Ω
Once α, β, and c are chosen, we can compute the parame-
ter γ of the relation R and the constraint set Ω of (s, v). We
first choose the ranges [s, s] and [v, v] of s and v that satisfy
s > minx∈X cTx, s 6 maxx∈X cTx
v > min06η61 TρT η, v 6 max06η61 TρT η
based on the relationships between s and x, v and η. Because
X is bounded, s and s are finite; and so are v and v.
Choosing γ and Ω is difficult because γ appears in both
kl and kr, and Ω is a set. It is unnecessary for γ to be
larger than s − s due to |cTx − s| 6 γ. Therefore we can
select any value between 0 and s−s for γ, with the apparent
intuition that as γ gets smaller, the constraint between s and
x becomes stricter, keeping (s, x) inR is more difficult, hence
R is less likely an input-constrained simulation relation. For
Ω, which is a subset of [s, s]×[v, v], the following result allows
us to construct Ω from smaller sets.
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Lemma 2. Suppose that all the parameters are fixed ex-
cept for Ω. Let Ω1 and Ω2 are two subsets of [s, s] × [v, v]
and suppose that they satisfy the sufficient condition in The-
orem 3. Then their union Ω1∪Ω2 satisfies the necessary and
sufficient condition in Theorem 2.
This lemma can be proved by noting that Ω1 and Ω2 sat-
isfy Theorem 2, and Ω appears only in the left-hand side of
Eq. (7). Using this result, we can check the sufficient condi-
tion in Theorem 3 for small sets, then construct the final Ω
set from their union. This algorithm is outlined below.
1. Grid the finite intervals of s and v as s = s0 < s1 <
· · · < sls = s and v = v0 < v1 < · · · < vlv = v, i.e.,
grid the box [s, s]× [v, v] into lslv small cells.
2. For each cell Ωi,j = [s
i, si+1] × [vj , vj+1], for 0 6 i 6
ls−1 and 0 6 j 6 lv−1, check if it satisfies Theorem 3.
3. Construct Ω as the union of all cells Ωi,j that satisfy
Theorem 3. If the projection of Ω onto s covers [s, s]
then take Ω. This is to ensure that we can always find
an admissible control input v for any valid value of s.
We can simplify Ω by a convex polyhedron contained
in the union, from which HsΩ, H
v
Ω and kΩ are extracted.
Remark 4. The constructed set Ω may not satisfy Theo-
rem 3 because the condition is only sufficient. However, Ω is
valid because it satisfies the stronger necessary and sufficient
condition in Theorem 2, due to Lemma 2.
6. SCALABLE SCHEDULING: DESIGNAND
ALGORITHMS
This section summarizes the results developed in the pre-
vious sections and discusses the design process and the run-
time implementation of our approach.
6.1 Design Process of Scalable Scheduling
Given the scheduling problem (4):
1. Discretize Σb (Eq. (1)) with sampling time T .
2. Compute ε, ε, and B˜ using Theorem 1.
3. Compute α, β, c of the scalar model Σs (Section 5.3.1).
4. Compute parameters γ and Ω of the relation R (Sec-
tion 5.3.2). The construction of Ω requires checking
the feasibility of the LP (9) for many times. The com-
putational burden for this step can be high. However,
the design process is performed oﬄine, hence the run-
time performance of our approach is not affected.
The design is complete when all parameters are obtained.
6.2 Run-time Implementation
The run-time implementation consists of three hierarchi-
cal components, as illustrated in Fig. 1.
Top level – optimal upperbounds
At the top level is an optimization to compute optimal in-
puts vk for Σs, which are also the upper-bounds of the ag-
gregated demand of the system. The optimization is solved
repeatedly at each time step, taking into account the current
state of the system and the robustness to errors in distur-
bance forecasts. Let the current step be i 6 N − 1; the
optimization is formulated below.
minimize
vi,...,vN−1
cd · max
i6k6N−1
vk/T +
∑
i6k6N−1 ce,k · vk
subject to sk+1 = αsk + vk + β
T w˜k
− γ 6 cTxi − si 6 γ
v 6 vk 6 v, s 6 sk 6 s, HsΩsk +HvΩvk 6 KΩ
s− min
−ζ6δ6ζ
βT δ 6 si+1 6 s− max−ζ6δ6ζ β
T δ
for all k = i, . . . , N − 1. Only the first step of the solution,
i.e., si and vi, will be used in the lower levels because at the
next time step, the optimization will be repeated.
The above optimization is an LP with the scalar dynam-
ics Σs and at most N variables v0, . . . , vN−1, which can be
solved very efficiently [14], even on embedded computers us-
ing optimization libraries or code-generation tools such as
FORCES, ECOS, and FiOrdOs2.
6.2.1 Middle level – optimal utilizations
Given an optimal (sk, vk) from the top level, the middle
level computes an optimal utilization ηk that satisfies the
conditions of the input-constrained simulation relation R.
By Lemma 1, such ηk always exists and maintains the rela-
tion R between the states of Σs and Σa. At each step k, we
minimize a cost function J(ηk) subject to the constraints:
ηk ∈ [0, 1]m, TρT ηk 6 vk
ATxk + (BT − B˜)ηk + ET w˜k ∈ X 	 ETZ 	 E
−γ −minε∈E cT ε 6 cT (ATxk + (BT − B˜)ηk + ET w˜k)−
(αsk + vk + β
T w˜k) 6 γ −maxε∈E cT ε
where E = {ε | ε 6 V ε 6 ε}. The last two constraints are
to ensure that the next state is robustly safe and robustly
maintains the relation R. The cost function J(ηk) can be
chosen to minimize the energy demand:
J(ηk) = ρ
T ηk
or to minimize the difference with a given (ideal) state x?:
J(ηk) = ‖ATxk +BT ηk + ET w˜k − x?‖2.
Note that the middle-level optimization is solved for
a single time step and has only m variables (ηk) with
linear constraints. Therefore it can be solved efficiently if J
is convex in ηk [14]. Because the constraint Tρ
T ηk 6 vk is
always maintained, the actual energy cost will never exceed
the optimal cost computed by the top-level optimization.
6.2.2 Low level scheduling
The solution ηk of the middle level is passed to the last
component at the lowest level, which schedules the binary
control inputs u to achieve the desired utilization ηk. In
this paper, we use a simple and fast scheduling algorithm,
which switches each control input on for a fraction of the
duration T equal to its utilization value. Better scheduling
algorithms for this level is a topic for future research.
7. CASE STUDY: ROOMHEATING SYSTEM
We validated our scheduling approach using simulation of
the room heating system example, described at the begin-
ning of Section 1.1. In this case study, we consider 20 rooms
(n = 20) with 20 heaters (m = 20), one in each room. The
system parameters were randomly generated with room’s
2http://www.embotech.com and http://fiordos.ethz.ch
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Figure 4: Time-varying price of energy.
Figure 5: Set Ω constructed by gridding s and v.
thermal capacity Ci ∈ [2500, 4500] (kJ/K) and thermal con-
ductanceKi chosen proportionately from [0.48, 0.72] (kW/K).
The heaters’ powers were chosen based on the size of the
rooms (Ci values) ρi ∈ {4.5, 7.5} (kW). We randomly as-
signed rooms which can thermally interact with each other
and the value of their inter-room thermal conductance Ki,j
was chosen from [0.1, 0.2] (kW/K). Room temperatures were
required to be kept in the comfort range between 20.3 and
24.5 Celsius degrees. The ambient air temperature was vary-
ing but bounded between 6◦C and 16◦C. The internal heat
gain in each room was between 0.1 and 1.0 (kW). Forecasts
of the ambient air temperature are provided with an accu-
racy of 0.2◦C, and forecasts of the internal heat gains are
provided by occupancy and operation schedules, with an
accuracy of 0.1 (kW). The daily time-varying energy price
(Fig. 4) is 5 times more expensive during the on-peak hours
($0.25/kWh from 1-5 PM) than during the off-peak hours
($0.05/kWh at night). The peak demand price is $2/kW.
7.1 Complexity of the MILP
We first tried solving the MILP (3) for a trivially small
scale system of only two rooms (n = m = 2) with a horizon
of N = 288 (24 hours with 5-minute sampling time), on an
8-core MacPro with 64Gb RAM running the state-of-the-
art commercial solver Gurobi 6.0. It did not finish after 15
minutes (three times the sampling time) and was therefore
interrupted. Although there exist techniques to improve the
performance of the optimization, for example move-blocking
and warm-start, we believe that it would not scale beyond
a very small number of subsystems running in real-time on
a control computer with limited processing power.
7.2 Scalable Scheduling Design
We performed the design process outlined in Section 6.1
and computed the parameters of the model abstraction. The
sampling time is T = 5min. Taking the most time was
the construction of the set Ω on a grid of 50 × 50 = 2,500
cells. Reported in red color in Fig. 5 is the union of the cells
resulting from this computation, for γ = 20. To simplify Ω,
we took the blue polyhedron inside this union as Ω.
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Figure 6: Ambient air temperature profile.
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Figure 7: Aggregated energy demand upper-bounds
vk and the actual demands Ek.
7.3 Simulation Results
The ambient air temperature profile for a day is plotted
in Fig. 6. The internal heat gain profiles were generated fol-
lowing a typical pattern in office buildings. The disturbance
forecasts were generated from the actual profiles with ran-
dom errors within the given accuracies. We simulated the
run-time implementation of our approach (Section 6.2) in
Matlab with Gurobi 6.0 as the optimization solver. Each of
the top-level and middle-level optimizations took less than
15ms. Each iteration of our scheduling algorithm took less
than 30ms. Therefore our run-time scheduling algorithm is
very scalable compared to the MILP approach.
Figure 7 plots the aggregated energy demand upper-bound
vk (red, dashed), computed by the top-level optimization,
and the actual total energy demand Ek (blue, solid). Ob-
viously, Ek never exceeded vk. Also observe that the to-
tal demands, both the upper-bounds and the actual values,
were lowered during the on-peak hours to reduce the cost.
The total cost for energy, including the usage charge and
the peak demand charge, was $218.60 with 1004.38 kWh of
consumption and 54.815 kW peak demand. About half of
the total cost was the peak demand charge.
Figure 8 reports the air temperatures of the first 4 rooms,
which were always maintained inside the comfort range.
8. CONCLUSIONS
We developed an approach which combines techniques
from control theory and computer science to solve the energy
scheduling problem for large-scale systems with fast sam-
pling time. The approach uses a model abstraction method
based on the concept of simulation relations between tran-
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Figure 8: Air temperatures of the first four rooms.
145
sition systems, which allows us to reduce the original multi-
state multi-binary-input model to a single-state single-real-
input model with input bound tracking and safety guar-
antees. Unlike the mixed integer programming approach,
which has computational issues for any system of practical
size, our approach is much more scalable. While the oﬄine
design process may require significant computing power, the
run-time implementation is lightweight that it can poten-
tially be implemented on embedded computers. We val-
idated our approach using Matlab simulations of a room
heating system. Our numerical simulations showed that
while the mixed integer programming approach may not
work beyond a trivially small-scale system, our approach
can handle efficiently a much larger system with a fast sam-
pling rate and a long control horizon.
A future extension of this work is to test the control al-
gorithms on an embedded platform to verify its run-time
scalability. Another direction is to develop better schedul-
ing algorithms for the low-level actuator scheduler, such that
not only the averaged interval demand but also the instan-
taneous demand are reduced. We also aim to apply the
approach to more practical systems other than the room
heating system.
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APPENDIX
Proof of Theorem 1. We first suppose that A is diagonal
with λi being its diagonal elements. In this case, each ele-
ment ei((k + 1)T ) can be calculated independently
ei((k + 1)T ) =
∫ (k+1)T
kT
eλi((k+1)T−s)bi(u(s)− ηk)ds.
If λi = 0 then obviously ei((k+ 1)T ) = 0. Consider the case
λi 6= 0. Observe that
∫ (k+1)T
kT
µibi(u(s)− ηk)ds = 0 for any
constant µi. Consequently
ei((k + 1)T ) =
∫ (k+1)T
kT
(eλi((k+1)T−s) − µi)bi(u(s)− ηk)ds
where µi = 1 if λi > 0 and µi = e
λiT if λi < 0. It
is straightforward to show that eλi((k+1)T−s) − µi > 0 for
all s ∈ [kT, (k + 1)T ]. Because u(s) ∈ {0, 1}m for all s,
bi 6 biu(s) 6 bi with bi and bi defined as above. Therefore
(eλi((k+1)T−s)−µi)(bi−biηk) 6 (eλi((k+1)T−s)−µi)bi(u(s)−
ηk) 6 (eλi((k+1)T−s) − µi)(bi − biηk). It follows that
εi − ξibiηk 6 ei((k + 1)T ) 6 εi − ξibiηk
where εi = ξibi, εi = ξibi, and ξi =
∫ (k+1)T
kT
(eλi((k+1)T−s) −
µi)ds =
1
λi
(eλiT − 1) − µiT . The result is proved for when
A is diagonal. If A is diagonalizable by V then by applying
the above result to D = V A and V B, the theorem is proved.
Proof sketch of Theorem 2. To prove this theorem, we
need the following lemma, which can be verified to be true
by inspection:
Lemma 3. Consider the matrices Ml ∈ Rn×m and Mr ∈
Rn×p, and the sets Pl ⊂ Rm and Pr ⊂ Rp. The following
statements are equivalent
• ∀x ∈ Pl, ∃u ∈ Pr such that Mlx = Mru
• MlPl ⊆MrPr.
From Definition 3 and all the constraints and dynami-
cal equations of Σa and Σs, we have that R is an input-
constrained simulation relation of T1 by T2 if and only if
∀x ∈ Pl, ∃u ∈ Pr such that Mlx = Mru
where Ml, Pl, Mr, and Pr are defined as in the theorem.
The result then follows directly from the above lemma.
Proof sketch of Theorem 3. It is straightforward to see
that the matrices Hl, Hr and the vectors kl, kr define the
polyhedral sets Pl and Pr in Theorem 2. We only need
to show that condition (9) is sufficient for MlPl ⊆ MrPr.
Define P = {x |HrQMlx 6 kr − Hrq}. It follows from (9)
and the Farkas’ lemma that Pl ⊆ P, which leads to MlPl ⊆
MlP = {y |HrQy 6 kr −Hrq}. For all y ∈MlPl, Hr(Qy +
q) 6 kr ⇒ Qy + q ∈ Pr ⇒ Mr(Qy + q) = y ∈ MrPr,
where we use the fact that MrQ = I and Mrq = 0. Thus
MlP ⊆ MrPr. Therefore MlPl ⊆ MrPr. The proof is
complete.
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