Comparison theorem of one-dimensional stochastic hybrid delay systems by Yang, Zhe et al.
Strathprints Institutional Repository
Yang, Z. and Mao, X. and Yuan, C. (2008) Comparison theorem of one-dimensional stochastic
hybrid delay systems. Systems and Control Letters, 57 (1). pp. 56-63. ISSN 01676911
Strathprints is designed to allow users to access the research output of the University of Strathclyde.
Copyright c© and Moral Rights for the papers on this site are retained by the individual authors
and/or other copyright owners. You may not engage in further distribution of the material for any
profitmaking activities or any commercial gain. You may freely distribute both the url (http://
strathprints.strath.ac.uk/) and the content of this paper for research or study, educational, or
not-for-profit purposes without prior permission or charge.
Any correspondence concerning this service should be sent to Strathprints administrator:
mailto:strathprints@strath.ac.uk
http://strathprints.strath.ac.uk/
Comparison theorem of 1-dimensional
stochastic hybrid systems
Zhe Yang1, Xuerong Mao2, Chenggui Yuan 3
1 Institute of Mathematics
Shandong University, Jiana 250100, China
2 Department of Statistics and Modelling Science
University of Strathclyde, Glasgow G1 1XH, U.K.
3 Department of Mathematics
University of Wales Swansea, Swansea SA2 8PP, U.K.
Abstract
In this paper, the comparison theorem of stochastic differential delay equations
with Markovian switching has been investigated. In order to develop our theory,
a new proof of existence and uniqueness of stochastic differential equations with
Markovian switching is given.
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1 Introduction
In the past 40 years, the comparison theorems of two Itoˆ’s stochastic differential
equations have received a lot of attention, for example, Anderson [1], Gal’cuk and Davis
[4], Ikeda and Watanable [6], Mao [10], Skorohod [14], Yamada [18] and Yan [19] gave some
sufficient conditions for comparison theorem. Recently, Peng and Zhu [7] has presented
a sufficient and necessary condition for comparison theorem by using viability theory.
However, so far, there is no result for comparison theorem on stochastic differential delay
equations, which the present paper shall copy with. Should our theory be more applicable,
we shall establish the comparison theorem of stochastic differential delay equations with
Markovian switching (SDDEwMSs).
Stochastic differential equations with Markovian switching is an important class of
hybrid systems. In ecology, engineering and other disciplines it is well known that many
systems exhibit such discrete dynamics, due for example to component failures or repairs,
changing subsystem interconnections, etc. When coupled with continuous dynamics, these
discrete phenomena give rise to what are known as hybrid systems. Of particular interest
to the present paper are hybrid systems whose discrete behavior is driven by continuous-
time Markov chains. Such systems have been used to model a number of engineering
(and other) systems. For example, Kazangey and Sworder [9] developed a macroeco-
nomics model of the national economy in this framework, to study the effect of federal
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housing removal policies on the stabilization of the housing sector. The term describ-
ing the influence of interest rates was modeled by a finite-state Markov chain to provide
a quantitative measure of the effect of interest rate uncertainty on the optimal policy.
Athans [2] suggested that such hybrid systems would also become a basic framework in
posing and solving control-related problems in Battle Management Command, Control
and Communications (BM/C3) systems. Hybrid systems were also considered for model-
ing electric power systems (Willsky and Levy [17]), the control of a solar thermal central
receiver (Sworder and Rogers [16]) and the modeling of subtilin production by Bacillus
subtilis (Hu, Wu and Sastry [5]). In his book [12], Mariton discussed how such hybrid
systems have also emerged as a convenient mathematical framework for the formulation
of various design problems in target tracking, fault tolerant control and manufacturing
processes. On the other hand, control engineering intuition suggests that time-delays
are common in practical systems and are often the cause of instability and/or poor per-
formance. Moreover, it is usually difficult to obtain accurate values for the delay and
conservative estimates often have to be used. The importance of time delay has already
motivated several studies on the stability of switching diffusions with time delay, see, for
example, [8, 11, 13].
In this paper we compare the following two one-dimensional SDDEwMSs
dX(1)(t) = f1(X
(1)(t), X(1)(t− δ(t)), t, r(t))dt+ g1(X(1)(t), X(1)(t− δ(t)), t, r(t))dB(t),
t ∈ [0, T ],
X(1)(t) = x1(t), t ∈ [−τ, 0],
and
dX(2)(t) = f2(X
(2)(t), X(2)(t− δ(t)), t, r(t))dt+ g2(X(2)(t), X(2)(t− ζ(t)), t, r(t))dB(t),
t ∈ [0, T ],
X(2)(t) = x2(t), t ∈ [−τ, 0],
where r(t), t ≥ 0 is a right-continuous Markov chain on the probability space satisfying
certain property. We are interested in the following problem: If f1 ≥ f2, g1 ≥ g2, we
wonder the following is true or not:
x1(s) ≥ x2(s), s ∈ [−τ, 0], P − a.s..⇒ X(1)(t) ≥ X(1)(t), t ∈ [0, T ], P − a.s..
To treat this problem, we introduce a new type of stochastic differential equations
with Markovian switching (SDEwMSs) with stochastic coefficients f, g while the classical
f , g are deterministic. In section 2 the existence and uniqueness of the solution to the new
equation and the comparison theorem will be given. In section 3 we will get comparison
theorem of 1-dimensional classical SDDEwMSs and the approach can also be applied to
comparison theorem of 1-dimensional new SDDEwMSs corresponding to the equations in
Section 2.
2 Comparison theorem of SDEwMSs
Throughout this paper, unless otherwise specified, we let (Ω,F , {Ft}t≥0, P ) be a
complete probability space with a filtration {Ft}t≥0 satisfying the usual conditions (i.e.
it is increasing and right continuous while F0 contains all P -null sets). Let B(t) =
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(B1(t), ..., Bd(t))T be an d-dimensional Brownian motion defined on the probability space.
Let | · | denote the Euclidean norm in Rm. Let τ > 0 and C([−τ, 0];Rm) denote the family
of continuous function ϕ from [−τ, 0] to Rm with the norm ‖ϕ‖ = sup−τ≤θ≤0 |ϕ(θ)|.
Let r(t), t ≥ 0, be a right-continuous Markov chain on the probability space taking
values in a finite state space S = {1, 2, . . . , N} with generator Γ = (γij)N×N given by
P{r(t+∆) = j|r(t) = i} =
{
γij∆+ o(∆), if i 6= j,
1 + γij∆+ o(∆), if i = j,
where ∆ > 0. Here γij > 0 is transition rate from i to j if i 6= j while
γii = −
∑
i6=j
γij .
We assume that the Markov chain r(·) is independent of the Brownian motion B(·).
It is well known that almost every sample path of r(t) is right continuous step function
and r(t) is ergodic Markov chain and that there is a sequence {τk}k≥0 of stopping times
such that 0 = τ0 < τ1 < ...τk →∞ and r(t) is a constant on every interval [τk, τk+1), i.e.,
for every k ≥ 0, r(t) = r(τk) on t ∈ [τk, τk+1) (see [15]).
Consider a SDEwMSs of the form
dX(t) = f(X(t), t, r(t))dt+ g(X(t), t, r(t))dB(t) (2.1)
on 0 ≤ t ≤ T with initial data X(0) = x0 ∈ L2(F0,Rm) and r(0) = i0 ∈ S, where
f : Ω × Rm × [0, T ] × S → Rm, g : Ω × Rm × [0, T ] × S → Rm×d satisfy the following
conditions
(H1) There exists a constant L > 0, such that for all t ∈ [0, T ], i ∈ S, x, x′ ∈ Rm,
|f(x, t, i)− f(x′, t, i)|+ |g(x, t, i)− g(x′, t, i)| ≤ L|x− x′|;
(H2) f(0, ·, i) ∈ L2F(0, T ;Rm), g(0, ·, i) ∈ L2F(0, T ;Rm×d),∀ i ∈ S.
Theorem 2.1 Assume that f, g satisfy (H1) and (H2). Then for any initial value x0 ∈
L2(F0,Rm) there exists a unique solution X. ∈ L2F(0, T ;Rm) to equation (2.1) and X is
t-continuous on [0, T ].
Proof. We first consider equation (2.1) on t ∈ [0, τ1 ∧ T ]. Fix β = 2L2 +2L
√
L2 + 2 > 0,
where L is the Lipschitz constant given in (H1). To this β, we introduce a norm in the
Hilbert space L2F(0, τ1 ∧ T ;Rm) :
‖ ν(·) ‖−β=
(
E[
∫ τ1∧T
0
|ν(s)|2e−βsds]
) 1
2
.
Clearly it is equivalent to the original norm of L2F(0, τ1 ∧ T ;Rm). But this norm is more
convenient to construct a contraction mapping in order to apply the fixed point theorem.
We define a mapping
h(x) : L2F(0, τ1 ∧ T ;Rm) −→ L2F(0, τ1 ∧ T ;Rm),
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such that
h(x)(t) = x0 +
∫ t
0
f(x(s), s, i0)ds+
∫ t
0
g(x(s), s, i0)dB(s), t ∈ [0, τ1 ∧ T ].
Then for any x(·), x′(·) ∈ L2F(0, τ1 ∧ T ;Rm), we get
h(x)(t)− h(x′)(t) = ∫ t
0
(f(x(s), s, i0)− f(x′(s), s, i0))ds
+
∫ t
0
(g(x(s), s, i0)− g(x′(s), s, i0))dB(s), t ∈ [0, τ1 ∧ T ].
Applying the generalized Itoˆ’s formula (see [15]) to |h(x)(t) − h(x′)(t)|2e−βt, and taking
expectation, we obtain
E[ |h(x)(t)− h(x′)(t)|2e−βt ]
= E[
∫ t
0
e−βs(−β)|h(x)(s)− h(x′)(s)|2ds]
+E[
∫ t
0
e−βs|g(x(s), s, i0)− g(x′(s), s, i0)|2ds]
+2E[
∫ t
0
e−βs(f(x(s), s, i0)− f(x′(s), s, i0), h(x)(s)− h(x′)(s))ds].
This, together with (H1), yields
E[
∫ t
0
βe−βs|h(x)(s)− h(x′)(s)|2ds]
≤ E[∫ t
0
e−βs|g(x(s), s, i0)− g(x′(s), s, i0)|2ds]
+2E[
∫ t
0
e−βs(f(x(s), s, i0)− f(x′(s), s, i0), h(x)(s)− h(x′)(s))ds]
≤ E[∫ t
0
e−βs((2L
2
β
+ L2)|x(s)− x′(s)|2 + β
2
|h(x)(s)− h(x′)(s)|2)ds].
Since β = 2L2 + 2L
√
L2 + 2,
E[
∫ τ1∧T
0
e−βs|h(x)(s)− h(x′)(s)|2ds] ≤ 1
2
E[
∫ τ1∧T
0
e−βs|x(s)− x′(s)|2ds].
Thus h is a strict contraction mapping of L2F(0, τ1 ∧ T ;Rm). It follows by the fixed point
theorem that equation (2.1) has a unique solution X(·) ∈ L2F(0, τ1 ∧T ;Rm). Moreover, X
is t-continuous on [0, τ1 ∧ T ] with probability one and E[
∫ τ1∧T
0
|Xs|2ds] <∞.
We now consider equation (2.1) on t ∈ [τ1 ∧ T, τ2 ∧ T ]. Following the same path of
the above proof, we can obtain that equation (2.1) has a unique solution X· ∈ L2F(τ1 ∧
T, τ2 ∧ T ;Rm) and X is t-continuous on [τ1 ∧ T, τ2 ∧ T ] with probability one. Repeating
this procedure we get equation (2.1) has a unique continuous solution X(t) on [0, T ]. 2
For the future use, we cite the following Lemmas.
Lemma 2.2 Let X(t) = X(0) +M(t) + V (t) be a continuous semimartingale, where M
is a continuous local martingale with M(0) = 0 and V is a continuous process of finite
variation with V (0) = 0, then
X+
2
(t) = X+
2
(0) + 2
∫ t
0
X+(s)dM(s) + 2
∫ t
0
X+(s)dV (s) +
∫ t
0
I[X(s)>0]d〈M,M〉(s).
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For the details of Lemma 2.2 see Cao and Yan [3]. The following Lemma is necessary
and sufficient condition for comparison theorem of 1-dimensional SDEs [7].
Lemma 2.3 Consider the following two 1-dimensional SDEs defined on [0, T ],
j = 1, 2
X(j)(t) = xj +
∫ t
0
bj(s,X
(j)(s))ds+
∫ t
0
σj(s,X
(j)(s))dB(s).
We assume that, for j = 1, 2, that xj ∈ R, bj : [0, T ]×R→ R, σj : [0, T ]×R→ R1×d are
continuous in (t, x) and that there exists a constant µ > 0 such that for each x, x′ ∈ R
and t ≥ 0,
|bj(t, x)− bj(t, x′)| ≤ µ|x− x′|, |σj(t, x)− σj(t, x′)| ≤ µ|x− x′|.
Then the following conditions are equivalent:
(a) x1 ≥ x2 ⇒ X(1)t ≥ X(2)t , ∀ t ∈ [0, T ], P -a.s.;
(b) For each (t, x) ∈ [0, T ]× R, σ1(t, x) = σ2(t, x), b1(t, x) ≥ b2(t, x).
In Lemma 2.3, the coefficients of SDEs are deterministic, while in the following lemma,
the coefficients of SDEs are random.
Lemma 2.4 Set m = 1. Consider the following two 1-dimensional SDEs
X(1)(t) = x0 +
∫ t
0
(f(X(1)(s), s) + bs)ds+
∫ t
0
g(X(1)(s), s)dB(s), t ∈ [0, T ]
and
X(2)(t) = x0 +
∫ t
0
f(X(2)(s), s)ds+
∫ t
0
g(X(2)(s), s)dB(s), t ∈ [0, T ].
Assume that f, g satisfy (H1), (H2) and f, g are continuous in t, b ∈ L2F(0, T ;R). If b ≥ 0,
then ∀ x0 ∈ L2(F0,R), we have X(1)(t) ≥ X(2)(t),∀ t ∈ [0, T ], P–a.s..
Proof. By Lemma 2.2, we get
E[(X(2)(t)−X(1)(t))+2 ]
= 2E[
∫ t
0
(X(2)(s)−X(1)(s))+(f(X(2)(s), s)− f(X(1)(s), s)− bs)ds]
+E[
∫ t
0
I[X(2)(s)−X(1)(s)>0](g(X(2)(s), s)− g(X(1)(s), s))2ds]
≤ 2E[∫ t
0
(X(2)(s)−X(1)(s))+(f(X(2)(s), s)− f(X(1)(s), s))ds]
+E[
∫ t
0
I[X(2)(s)−X(1)(s)>0](g(X(2)(s), s)− g(X(1)(s), s))2ds]
≤ E[(2L+ L2) ∫ t
0
(X(2)(s)−X(1)(s))+2ds],
which implies that E[(X(2)(t) − X(1)(t))+2 ] = 0, ∀t ∈ [0, T ], by Grownwall’s inequality,
that is, X(1)(t) ≥ X(2)(t),∀ t ∈ [0, T ], P–a.s.. 2
In the following, we shall investigate the comparison theorem of the SDEwMSs.
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Theorem 2.5 Set m = 1. Consider the following two 1-dimensional SDEwMSs
X(1)(t) = x
(1)
0 +
∫ t
0
f1(X
(1)(s), s, r(s))ds+
∫ t
0
g(X(1)(s), s, r(s))dB(s), t ∈ [0, T ]
and
X(2)(t) = x
(2)
0 +
∫ t
0
f2(X
(2)(s), s, r(s))ds+
∫ t
0
g(X(2)(s), s, r(s))dB(s), t ∈ [0, T ].
Assume that fj, g satisfy (H1), (H2) and fj, g are continuous in t, j = 1, 2. If for a.a. ω,
f1(x, t, i) ≥ f2(x, t, i),∀(x, t, i) ∈ [0, T ]×R×S, x(1)0 ≥ x(2)0 , we have X(1)(t) ≥ X(2)(t),∀ t ∈
[0, T ], P–a.s..
Proof. We consider the above two equations on t ∈ [0, τ1 ∧ T ]. Denote the differences by
Xˆ(·) = X(1)(·)−X(2)(·), x0 = x(1)0 − x(2)0 . Then
Xˆ(t)
= x0 +
∫ t
0
(f1(X
(1)(s), s, i0)− f2(X(2)(s), s, i0))ds
+
∫ t
0
(g(X(1)(s), s, i0)− g(X(2)(s), s, i0))dB(s)
= x0 +
∫ t
0
[fsXˆ(s) + (f1(X
(1)(s), s, i0)− f2(X(1)(s), s, i0))]ds+
∫ t
0
gsXˆ(s)dB(s),
where
fs =

f2(X
(1)(s), s, i0)− f2(X(2)(s), s, i0)
X(1)(s)−X(2)(s) , if X
(1)(s) 6= X(2)(s);
0, if X(1)(s) = X(2)(s),
gs =

g(X(1)(s), s, i0)− g(X(2)(s), s, i0)
X(1)(s)−X(2)(s) , if X
(1)(s) 6= X(2)(s);
0, if X(1)(s) = X(2)(s).
Since f1(X
(1)(t), t, i0) ≥ f2(X(1)(t), t, i0), t ∈ [0, τ1 ∧ T ], by Lemma 2.4 we know Xˆ(t) ≥
X¯(t), t ∈ [0, τ1 ∧ T ], a.e., where X¯(·) is the solution of the SDE
X¯(t) = x0 +
∫ t
0
fsX¯(s)ds+
∫ t
0
gsX¯(s)dB(s).
Note X¯(t) = x0 exp[
∫ t
0
(fs− 12 |gs|2)ds+
∫ t
0
gsdB(s)] ≥ 0, t ∈ [0, τ1∧T ], we obtain X(1)(t) ≥
X(2)(t), ∀ t ∈ [0, T ], P–a.s.. Repeat the same procedure above, we shall get X(1)(t) ≥
X(2)(t), t ∈ [τi ∧ T, τi+1 ∧ T ], i ≥ 1 a.s. Therefore the proof is complete. 2
3 Comparison theorem of 1-dimensional SDDEwMSs
In this section δ(·) and ζ(·) are two nonnegative continuous real-valued functions
defined on [0, T ] satisfying
(A1) there exists a constant τ > 0 such that for each t ∈ [0, T ],
−τ ≤ t− δ(t) ≤ t, −τ ≤ t− ζ(t) ≤ t.
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(A2) there exists a constant L > 0 such that for each t ∈ [0, T ], and for each nonnegative
and integrable ξ(·) ,∫ t
0
ξ(s− δ(s))ds ≤ L
∫ t
−τ
ξ(s)ds;
∫ t
0
ξ(s− ζ(s))ds ≤ L
∫ t
−τ
ξ(s)ds.
Remark 3.1 Examples for δ(s) satisfying (A1) and (A2). Let δ(s) ≡ c, where c > 0 is
a constant. Or let s− δ(s) be a monotone nonnegative function whose converse function
has continuous differential function.
We now consider the comparison theorem of 1-dimensional classical SDDEwMSs.
Look at the following two equations
dX(1)(t) = f1(X
(1)(t), X(1)(t− δ(t)), t, r(t))dt+ g1(X(1)(t), X(1)(t− ζ(t)), t, r(t))dB(t),
t ∈ [0, T ],
X(1)(t) = x1(t), t ∈ [−τ, 0],
and
dX(2)(t) = f2(X
(2)(t), X(2)(t− δ(t)), t, r(t))dt+ g2(X(2)(t), X(2)(t− ζ(t)), t, r(t))dB(t),
t ∈ [0, T ],
X(2)(t) = x2(t), t ∈ [−τ, 0],
where for j = 1, 2, {xj(t) : −τ ≤ t ≤ 0} ∈ C([−τ, 0];R) are both F0-measurable, r(·) is
the same as in Section 2, fj : R×R× [0, T ]× S→ R and gj : R×R× [0, T ]× S→ R1×d
satisfy the following conditions
(H3) There exists a constant K > 0, such that for all t ∈ [0, T ], i ∈ S, x, y, x′, y′ ∈ R,
|f1(x, y, t, i)− f1(x′, y′, t, i)| ∨ |f2(x, y, t, i)− f2(x′, y′, t, i)|
∨|g1(x, y, t, i)− g1(x′, y′, t, i)| ∨ |g2(x, y, t, i)− g2(x′, y′, t, i)| ≤ K(|x− x′|+ |y − y′|);
and there is, moreover, a h > 0 such that for all t ∈ [0, T ], x, y, x′, y′ ∈ R,
|f1(x, y, t, i)|+ |f2(x, y, t, i)|+ |g1(x, y, t, i)|+ |g2(x, y, t, i)| ≤ h(1 + |x|+ |y|).
Under hypothesis (H3), (A1) and (A2), using the similar method to the proof of
Theorem 2.1, we can get each of the above two SDDEwMSs has a unique continuous
solution. Firstly, we shall give two simple examples which both counter the comparison
theorem. One is for the case where f2 is nonincreasing in y and the other is for g has y
term.
Example 3.2 Given T > 0, τ > 0, we consider the following two SDDEs{
X(t) = c+
∫ t
0
aX(s− τ)ds, t ∈ [0, T ];
X(t) = c, t ∈ [−τ, 0)
and {
X ′(t) =
∫ t
0
aI[X′(s−τ)<0]X ′(s− τ)ds, t ∈ [0, T ];
X ′(t) = 0, t ∈ [−τ, 0),
where a = − 2
τ
, c < 0 are given constants. It is obvious that ay ≤ ayI[y<0], X ′ ≡ 0. But
X(t) > 0, t ∈ ( 2
τ
, τ ]. 2
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Example 3.3 Given T > 0, τ > 0, we consider the following two SDDEs{
X(t) = c+
∫ t
0
X(s− τ)dB(s), t ∈ [0, T ];
X(t) = c, t ∈ [−τ, 0)
and {
X ′(t) =
∫ t
0
X ′(s− τ)dB(s), t ∈ [0, T ];
X ′(t) = 0, t ∈ [−τ, 0),
where c < 0 is a given constant. We can easily get X ′ ≡ 0. When t ∈ [0, τ ], we have
X(t) = c+ cB(t). But
P{(ω, t) ∈ Ω× [0, τ ] : X(ω, t) > 0} > 0. 2
From the example above, we know that the comparison theorem does not hold for
which the diffusion contains delay. In the following, we shall give a sufficient condition of
the comparison theorem for a class of SDDEwMS.
Theorem 3.4 Consider the following two 1-dimensional SDDEwMSs{
dX(1)(t) = f1(X
(1)(t), X(1)(t− δ(t)), t, r(t))dt+ g(X(1)(t), t, r(t))dB(t), t ∈ [0, T ];
X(1)(t) = x1(t), t ∈ [−τ, 0]
(3.1)
and{
dX(2)(t) = f2(X
(2)(t), X(2)(t− δ(t)), t, r(t))dt+ g(X(2)(t), t, r(t))dB(t), t ∈ [0, T ];
X(2)(t) = x2(t), t ∈ [−τ, 0].
(3.2)
Assume δ(t) satisfy (A1), (A2) and
(H1’) There exists a constant C > 0, such that for all t ∈ [0, T ], i ∈ S, x, y, x′, y′ ∈ R,
|f1(x, y, t, i)− f1(x′, y′, t, i)| ∨ |f2(x, y, t, i)− f2(x′, y′, t, i)| ≤ C(|x− x′|+ |y − y′|),
|g(x, t, i)− g(x′, t, i)| ≤ C|x− x′|;
and there is, moreover, a h¯ > 0 such that for all t ∈ [0, T ], x, y, x′, y′ ∈ R,
|f1(x, y, t, i)|+ |f2(x, y, t, i)| ≤ h¯(1 + |x|+ |y|), |g(x, t, i)| ≤ h¯(1 + |x|);
(H2’) f1, f2 are continuous in (x, y, t), g is continuous in (x, t), f2 is increasing in y, i.e.
f2(x, y, t, i) ≥ f2(x, y′, t, i), ∀ x ∈ R, t ∈ [0, T ], i ∈ S, if y ≥ y′.
If f1(x, y, t, i) ≥ f2(x, y, t, i), t ∈ [0, T ], x, y ∈ R, i ∈ S, x1(s) ≥ x2(s), s ∈ [−τ, 0], we have
X(1)(t) ≥ X(2)(t), a.e., a.s..
Proof. LetX(1)(·) be the solution of equation (3.1) andX(2)(·) be the solution of equation
(3.2). We consider the case when t ∈ [0, τ1 ∧ T ]. Set{
dX(3)(t) = f2(X
(3)(t), X(1)(t− δ(t)), t, i0)dt+ g(X(3)(t), t, i0)dB(t), t ∈ [0, τ1 ∧ T ];
X(3)(t) = x2(t), t ∈ [−τ, 0].
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It is obvious that there exists a unique solution of the above SDEwMSs by Theorem
2.1. By Theorem 2.5, that f1(x,X
(1)(t − δ(t)), t, i0) ≥ f2(x,X(1)(t − δ(t)), t, i0), t ∈
[0, τ1 ∧ T ], x ∈ R and that x1(0) ≥ x2(0) imply X(1)(t) ≥ X(3)(t), ∀ t ∈ [0, τ1 ∧ T ], P–a.s..
Set{
dX(4)(t) = f2(X
(4)(t), X(3)(t− δ(t)), t, i0)dt+ g(X(4)(t), t, i0)dB(t), t ∈ [0, τ1 ∧ T ];
X(4)(t) = x2(t), t ∈ [−τ, 0].
Also by Theorem 2.5, since f2 is increasing about y and f2(x,X
(1)(t − δ(t)), t, i0) ≥
f2(x,X
(3)(t−δ(t)), t, i0), t ∈ [0, τ1∧T ], x ∈ R, we have X(3)(t) ≥ X(4)(t), ∀ t ∈ [0, τ1∧T ],
P–a.s..
Similarly for n = 5, 6, · · ·, we consider the following SDEwMS{
dX(n)(t) = f2(X
(n)(t), X(n−1)(t− δ(t)), t, i0)dt+ g(X(n)(t), t, i0)dB(t), t ∈ [0, τ1 ∧ T ];
X(n)(t) = x2(t), t ∈ [−τ, 0].
Similarly we have X(4)(t) ≥ X(5)(t) ≥ · · · ≥ X(n)(t) ≥ · · ·, ∀ t ∈ [0, τ1 ∧ T ], P–a.s..
We fix β = 1 + (1 + 2L)C2 + 2C > 0, where C is the Lipschitz constant given in (H1′).
To this β, we introduce a norm in the Hilbert space L2F(0, τ1 ∧ T ;R) like in the proof of
Theorem 2.1:
‖ ν(·) ‖−β= (E[
∫ τ1∧T
0
|ν(s)|2e−βsds]) 12 .
Set Xˆ(n)(t) = X(n)(t)−X(n−1)(t), n ≥ 4. Then Xˆ(n)(t) satisfies
dXˆ(n)(t) = (f2(X
(n)(t), X(n−1)(t− δ(t)), t, i0)− f2(X(n−1)(t), X(n−2)(t− δ(t)), t, i0))dt
+(g(X(n)(t), t, i0)− g(X(n−1)(t), t, i0))dB(t), t ∈ [0, τ1 ∧ T ];
Xˆ(n)(t) = 0, t ∈ [−τ, 0].
Applying Itoˆ’s formula to |Xˆ(n)(t)|2e−βt, then take expectation, we obtain
E[ |Xˆ(n)(t)|2e−βt ]
= E[
∫ t
0
e−βs(−β)|Xˆ(n)(s)|2ds] + E[∫ t
0
e−βs(g(X(n)(s), s, i0)− g(X(n−1)(s), s, i0))2ds]
+ 2E[
∫ t
0
(f2(X
(n)(s), X(n−1)(s− δ(s)), s, i0)− f2(X(n−1)(s), X(n−2)(s− δ(s)), s, i0))
·e−βsXˆ(n)(s)ds].
Since f2, g satisfy (H1
′),
E[ |Xˆ(n)(t)|2e−βt ]
≤ E[∫ t
0
e−βs(−β)|Xˆ(n)(s)|2ds] + C2E[∫ t
0
e−βs|Xˆ(n)(s)|2ds]
+CE[
∫ t
0
e−βs2Xˆ(n)(s)(|Xˆ(n)(s)|+ |Xˆ(n−1)(s− δ(s))|)ds]
≤ E[∫ t
0
e−βs(C2 − β + 2C)|Xˆ(n)(s)|2ds]
+E[
∫ t
0
e−βs2CXˆ(n)(s)|Xˆ(n−1)(s− δ(s))|ds]
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≤ E[∫ t
0
e−βs((1 + 2L)C2 + 2C − β)|Xˆ(n)(s)|2ds]
+E[
∫ t
0
e−βs 1
2L
|Xˆ(n−1)(s− δ(s))|2ds].
Since β = 1 + (1 + 2L)C2 + 2C, δ satisfies (A2), we get
E[
∫ t
0
e−βs|Xˆ(n)(s)|2ds] ≤ 1
2L
E[
∫ t
0
e−βs|Xˆ(n−1)(s− δ(s))|2ds]
≤ 1
2L
E[
∫ t
0
e−β(s−δ(s))|Xˆ(n−1)(s− δ(s))|2ds] ≤ 1
2
E[
∫ t
−τ e
−βs|Xˆ(n−1)(s)|2ds]
= 1
2
E[
∫ t
0
e−βs|Xˆ(n−1)(s)|2ds].
Thus
E[
∫ t
0
e−βs|Xˆ(n)(s)|2ds] ≤ (1
2
)n−4E[
∫ t
0
e−βs|Xˆ(4)(s)|2ds].
Set t = τ1 ∧ T, it follows that (X(n). )n≥4 is a Cauchy sequence in L2F(0, τ1 ∧ T ;R). Since
L2F(0, τ1 ∧ T ;R) is a Banach space, we obtain X. ∈ L2F(0, τ1 ∧ T ;R) satisfies the following
equation{
dX(t) = f2(X(t), X(t− δ(t)), t, i0)dt+ g(X(t), t, i0)dB(t), t ∈ [0, τ1 ∧ T ];
X(t) = x2(t), t ∈ [−τ, 0].
By the existence and uniqueness theorem of classical SDDEwMSs, we know
X(t) = X(2)(t), ∀ t ∈ [0, τ1 ∧ T ], P − a.s..
Since X(1)(t) ≥ X(3)(t) ≥ X(4)(t) ≥ X(t), t ∈ [0, τ1 ∧ T ], it holds immediately
X(1)(t) ≥ X(2)(t), ∀ t ∈ [0, τ1∧T ], P−a.s.. 2
Corollary 3.5 Let X(1)(·) be the solution of equation (3.1) and X(2)(·) be the solution
of equation (3.2). Assume f1, f2, g satisfy (H1
′) and (H2′), δ satisfy (A1) and (A2). If
f1(X
(1)(t), X(1)(t − δ(t)), t, i) ≥ f2(X(1)(t), X(1)(t − δ(t)), t, i), t ∈ [0, T ], i ∈ S, x1(s) ≥
x2(s), s ∈ [−τ, 0], we have X(1)(t) ≥ X(2)(t), ∀ t ∈ [0, T ], P–a.s..
Proof. We consider the case when t ∈ [0, τ1 ∧ T ]. Set{
dX(3)(t) = f2(X
(3)(t), X(1)(t− δ(t)), t, i0)dt+ g(X(3)(t), t, i0)dB(t), t ∈ [0, τ1 ∧ T ];
X(3)(t) = x2(t), t ∈ [−τ, 0].
Then
X(1)(t)−X(3)(t)
= x1(0)− x2(0) +
∫ t
0
(g(X(1)(s), s, i0)− g(X(3)(s), s, i0))dB(s)
+
∫ t
0
[f1(X
(1)(s), X(1)(s− δ(s)), s, i0)− f2(X(3)(s), X(1)(s− δ(s)), s, i0)]ds
= x1(0)− x2(0) +
∫ t
0
gs · (X(1)(s)−X(3)(s))dB(s) +
∫ t
0
fs · (X(1)(s)−X(3)(s))ds
+
∫ t
0
[f1(X
(1)(s), X(1)(s− δ(s)), s, i0)− f2(X(1)(s), X(1)(s− δ(s)), s, i0)]ds,
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where
fs =
f2(X
(1)(s), X(1)(s− δ(s)), s, i0)− f2(X(3)(s), X(1)(s− δ(s)), s, i0)
X(1)(s)−X(3)(s) I{X(1)(s) 6=X(3)(s)}
and
gs =
g(X(1)(s), s, i0)− g(X(3)(s), s, i0))
X(1)(s)−X(3)(s) I{X(1)(s) 6=X(3)(s)}.
Since f1(X
(1)(t), X(1)(t − δ(t)), t, i0) ≥ f2(X(1)(t), X(1)(t − δ(t)), t, i0), t ∈ [0, τ1 ∧ T ], by
Lemma 2.4 we know X(1)(t) − X(3)(t) ≥ X¯(t), t ∈ [0, τ1 ∧ T ], a.e., where X¯(·) is the
solution of the SDE
X¯(t) = x1(0)− x2(0) +
∫ t
0
fsX¯(s)ds+
∫ t
0
gsX¯(s)dB(s).
Note X¯(t) = (x1(0) − x2(0)) exp [
∫ t
0
(fs − 12 |gs|2)ds +
∫ t
0
gsdB(s)] ≥ 0, t ∈ [0, τ1 ∧ T ], we
obtain X(1)(t) ≥ X(3)(t), ∀ t ∈ [0, τ1 ∧ T ], P–a.s..
Set{
dX(4)(t) = f2(X
(4)(t), X(3)(t− δ(t)), t, i0)dt+ g(X(4)(t), t, i0)dB(t), t ∈ [0, τ1 ∧ T ];
X(4)(t) = x2(t), t ∈ [−τ, 0].
Similarly to the proof of Theorem 3.4, we get X(1)(t) ≥ X(2)(t), ∀ t ∈ [0, T ], P–a.s.. 2
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