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Abstract
A.A. Kirillov has given a parametrization of the space U∞ of univalent functions on the
closed unit disk, which are C∞ up to the boundary, by Diff(S1)/S1 where Diff(S1) denotes
the group of orientation preserving diffeomorphisms of the circle S1. In the same spirit, the
space J∞ of C∞ Jordan curves in the complex plane can be parametrized by the double quo-
tient SU(1,1)\Diff(S1)/SU(1,1). As a consequence, J∞ carries a canonical Riemannian metric.
We construct a canonical Brownian motion on U∞. Classical technologies of the theory of univalent
functions, like Beurling–Ahlfors extension, Loewner equation, Beltrami equation, developed in the
context of Kunita’s stochastic flows, are the tools for obtaining this result which should be seen as a
first step to the construction of a canonical Brownian motion on J∞.
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RésuméA.A. Kirillov a paramétré l’espace U∞ des fonctions C∞, bijectives dans le disque unité fermé et
holomorphes dans son intérieur, par l’espace Diff(S1)/S1, où Diff(S1) désigne le groupe des difféo-
morphismes préservant l’orientation du cercle unité. Dans le même esprit, l’espace J∞ des courbes
de Jordan C∞ du plan complexe peut être paramétré par SU(1,1)\Diff(S1)/SU(1,1). Par voie
de conséquence, l’espace J∞ possède une métrique riemannienne canonique. Nous construisons
dans cet article le mouvement brownien canonique sur U∞ à l’aide de technologies classiques de la
théorie des fonctions univalentes, comme l’extension de Beurling–Ahlfors, l’équation de Loewner,
l’équation de Beltrami, revisitées dans le contexte des flots stochastiques à la Kunita. Cet article nous
semble être un premier pas vers la construction du mouvement brownien canonique sur J∞.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction: A canonical Riemannian metric on the space of Jordan curves
A Jordan curve in the complex plane C is a closed subset Γ ⊂ C such that there exists a
continuous injective map of the circle φ :S1 → C satisfying φ(S1) = Γ . The parametriza-
tion φ is not unique: given two parametrizations φ1, φ2 of the same Jordan curve, there
exists a homeomorphism h of S1 such that φ2 = φ1 ◦ h. Two parametrizations define the
same orientation of Γ if h is an orientation preserving homeomorphism of the circle.
Denote by J the set of Jordan curves in C, which form a non closed part of the set of
compact subsets of the plane. In fact, a continuous family of Jordan curves may converge
to a curve having double points.
When Γ is a rectifiable Jordan curve, the arc length provides a canonical parame-
trization. More generally, we may use holomorphic parametrizations, constructed in the
following way: the complement of Γ in C is the union of two connected open subsets
D+Γ and D
−
Γ where D
+
Γ is bounded and D
−
Γ is unbounded. The Riemann mapping theorem
gives the existence of a conformal map ψ+ of D+Γ onto the open unit disk in C, defined up
to composition with an element in SU(1,1), the group of automorphisms of the Poincaré
disk of the form z → (az + b)/(b¯z + a¯). By a theorem of Caratheodory [8,25], ψ+ has
a continuous injective extension F+ to the closure D¯+Γ of D+Γ , and (F+)−1|S1 gives a
parametrization of Γ canonically defined up to an element of SU(1,1). The advantage
of holomorphic parametrizations lies in the fact that its indeterminacy corresponds to the
finite dimensional group SU(1,1). Note that gΓ := F− ◦ (F+)−1|S1 is an orientation pre-
serving homeomorphism of the circle S1, where F− is defined analogously to F+ with
respect to D−Γ .
Denote by J∞ the space of C∞ Jordan curves. For Γ = φ(S1) ∈ J∞ with smooth
parametrization φ ∈ C∞(S1;C), it can be proved that gΓ ∈ Diff(S1) where Diff(S1) de-
notes the group of C∞ orientation preserving diffeomorphisms of the circle. Furthermore,
the classical theory of C∞ conformal welding shows that the map Γ → gΓ is a surjective
map of J∞ onto Diff(S1); in addition, see [16], J∞ is isomorphic to the following double
quotient:
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J∞  SU(1,1)\Diff(S1)/SU(1,1). (1.1)
Denote by diff(S1) the Lie algebra of Diff(S1) of right invariant vector fields on
Diff(S1). We identify diff(S1) with the C∞ vector fields on S1: every such vector field
is of the form u ddθ where u is a C
∞ function on S1; the Lie algebra bracket is given
by [u,v] = uv˙ − vu˙. The complexified Lie algebra diff(S1) ⊗ C has the natural basis
e˜n := exp(inθ) ddθ in which the Lie bracket takes the form [e˜n, e˜m] = i(m − n)e˜m+n for
m,n ∈ Z.
The Lie algebra of the Poincaré automorphism group SU(1,1) is the Lie subalgebra of
diff(S1) generated by 1, cosθ , sin θ : the vector field 1 × ddθ corresponds to a rotation of
the disk; the vector field sin θ × ddθ corresponds to the one parameter family of Poincaré
automorphisms hλ where the relation z′ = hλ(z) is z′−1z′+1 = exp(iλ) z−1z+1 .
Theorem 1.1. There exists, up to multiplication by a constant, a unique Riemannian metric
on J∞ which is invariant under the left and right action of SU(1,1). This metric is defined
by an orthonormal basis as given in (1.2) below.
Proof. We follow [4] and consider the quotient diff(S1)/ sl(2,R). Since SL(2,R) is a
subgroup, the adjoint action of e˜j , j = 0,±1 preserves sl(2,R); therefore the adjoint action
passes to the quotient and acts infinitesimally on J∞. Let adr (e˜j ) be this action which by
hypothesis is unitary, as well as the corresponding action adl (e˜j ) on the left. As adr (e˜0) is
unitary, the metric is invariant by rotation. Extending the metric as a Hermitian metric on
the complex valued functions, invariance by rotation implies that the metric diagonalizes
in the basis {e˜n}: we denote {en} the orthonormal basis obtained by multiplying each e˜n by
a normalizing constant.
Existence of the metric. Take
en := 1√|n|(n2 − 1) exp(inθ), |n| > 1. (1.2)
Denote ρj = adr (e˜j ), j = 0,±1; we have:
ρj (en) = i
∑
k
βkn(j)ek, β
k
n(j) :=
√
(n− j)2|n+ j |((n+ j)2 − 1)
|n|(n2 − 1) δ
k
n+j ,
where δkn+j is the Kronecker symbol. The unitarity condition ρ∗j + ρ−j = 0 is equivalent
to
βkn(j) = βnk (−j), j = 0,1.
First remark that δkn+j = δnk−j . The verification in case j = 0 is tautological; in the case
j = 1
(n− 1)2|n+ 1|((n+ 1)2 − 1)
|n|(n2 − 1) =
(n+ 1 + 1)2|n|(n2 − 1)
|n+ 1|((n+ 1)2 − 1) .
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The computation above gives unitarity with the exception of the cases where the denom-
inators involved vanish
n(n2 − 1) = 0, (n+ 1)((n+ 1)2 − 1)= 0, n= −2,−1,0,1.
For n= 2, ρ1(e−2) = ρ−1(e−1) = 0; by passing to the quotient we get unitarity for adr (ej ),
j = −1,0,1.
Uniqueness of the metric. Any invariant metric diagonalizes in the basis {e˜n}; another
invariant metric will thus correspond to an orthonormal basis {e	n} where e	n = anen and
where the an are positive constants. Such a transformation gives rise to the multiplication
βkn(·) →
an
ak
βkn(·) = [β	]kn(·).
The unitarity conditions
[β	]kn(1) = [β	]nk(−1)
imply that
an
ak
= ak
an
∀n, k, βkn(1) = 0,
where the last condition corresponds to n = k − 1; as the ak are positive we get ak−1 = ak
for all k. 
By invariance of the metric, passing from the left to the right action changes the sign
of the operator ad. The constructed metric is the Kähler metric associated to a cocycle
defining the Virasoro algebra [17,3].
We recall the construction of the canonical Brownian motion on Diff(S1). The regu-
larized canonical Brownian motion on the group of diffeomorphisms of the circle is the
stochastic flow on the circle S1 associated to the Itô SDE,
dgrx,t (θ) = dzrx,t
(
grx,t (θ)
)
,
zrx,t (ψ) :=
∑
n>1
rn√
n3 − n
(
x2n(t) cosnψ + x2n+1(t) sinnψ
)
,
(1.3)
where {x.} is a sequence of independent scalar-valued Brownian motions and r ∈ ]0,1[. It
results from Kunita’s theory of stochastic flows that θ → grx,t (θ) is a C∞ diffeomorphism.
The limit limr→1 grx,t = gx,t exists uniformly in θ and defines a random homeomorphism
gx,t , called canonical Brownian motion on Diff(S1), see [23,5,9,26]. This random homeo-
morphism is furthermore Hölder continuous, see [5,9].
Our work is related to the search of unitarizing measures for representations of the
Virasoro algebra [3,4,2]. It can also be considered as a contribution to stochastic conformal
geometry of the complex plane, a new field which has been opened by the SLE theory
(see [19]).
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2. Beurling–Ahlfors extension of vector fields from the circle to the diskThe circle S1, considered as Lie group, has the real line R as Lie algebra. To a C1
diffeomorphism φ of the circle we associate the family of diffeomorphisms {φ˜} of the line
satisfying (
d
dx
φ˜
)
(x) =
(
d
dθ
φ
)
(eix).
For a diffeomorphism φ close to the identity, we select a representative φ˜ in this family by
the choice φ˜(0) = argφ(0) ∈ ]−π/2,π/2[.
Let P = {ζ ∈ C | ζ = θ + iy where y > 0}. We define the Beurling–Ahlfors extension
[6] Φ of φ˜ to P by
Φ(ζ ) :=
1∫
−1
φ˜(θ − yψ)(1 − |ψ|)dψ − 6i 1∫
−1
φ˜(θ − yψ)(1 − |ψ|)ψ dψ. (2.1)
Since φ˜ is increasing, we see that y > 0 implies ImΦ(ζ ) > 0. If φ˜(θ) = θ , we get
Φ(θ + iy) = θ + iy . Considering now the case of a flow φt of diffeomorphisms of S1
and applying formula (2.1), we obtain a family Φt of diffeomorphisms of the plane. Recall
that differentiating φt with respect to t at t = 0 gives a vector field on the circle u(θ) ddθ ,
where u is a 2π -periodic function. Hence differentiating Φt with respect to t , we get a
vector field U on the half plane P :
U(ζ ) =
1∫
−1
u(θ − yψ)(1 − |ψ|) dψ − 6i 1∫
−1
u(θ − yψ)(1 − |ψ|)ψ dψ, (2.2)
where we identify vector fields and complex valued functions on the half-plane P .
In terms of the following functions on the real line
K(s) := (1 − |s|)1[−1,1](s), S(s) := 6sK(s),
Ky(s) := 1
y
K
(
s
y
)
, Sy(s) = 1
y
S
(
s
y
)
,
Eq. (2.2) writes as a convolution product:
U(ζ ) = [(Ky − iSy) ∗ u](θ), ζ = θ + iy. (2.3)
Denoting by K̂ the Fourier transform of K , i.e.,
K̂(ξ) =
+∞∫
−∞
K(s) exp(−iξs)ds,
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we have K̂y(ξ) = K̂(yξ). Now expanding the periodic function u into a complex Fourier∑+∞series, i.e., u(θ) = n=−∞ cn exp(inθ), gives
U(ζ ) =
+∞∑
n=−∞
cn
(
K̂(yn)+ 6K̂ ′(yn))exp(inθ) where K̂(ξ) = sin2(ξ/2)
(ξ/2)2
. (2.4)
In real coordinates, expanding u(θ) = a0 +∑n1 an cosnθ + bn sinnθ , we get:
U(ζ ) = a0 +
∑
n1
K̂(yn)(an cosnθ + bn sinnθ)− 6i
∑
n1
K̂ ′(yn)(bn cosnθ − an sinnθ).
Note that K̂(0) = 1, K̂ ′(0) = 0 imply that U(· , y) → u(·) as y → 0. In the sequel the
following identities will be used
K̂(ξ) = 2
1∫
0
(1 − s) cos(ξs)ds = 2(1 − cos ξ)
ξ2
= 1 − ξ
2
12
+ ξ
4
360
− · · · ,
6K̂ ′′(ξ) + K̂(ξ) = 2
1∫
0
(1 − s)(1 − 6s2) cos(sξ)ds,
Q(ξ) := {K̂ + 7K̂ ′ + 6K̂ ′′}(ξ) = 1∫
−1
(
1 − |s|)(1 − 6s2 + 7is)eiξs ds. (2.5)
It will be proved in Appendix B that
[
K̂ ′(ξ)
]2 = 16
15
1∫
0
(1 − t)3(1 − 2t − 4t2)(1 − cos(2ξt)) dt
− 2
15
1∫
0
(1 − t)4(3 + 2t)(1 − cos(ξ t)) dt,
[
K̂ ′′(ξ)+ K̂(ξ)]2 = 1∫
0
φ′1(t) cos(ξ t)dt +
1
2
1∫
0
φ′2(t) cos(2ξt)dt,
(2.6)
where
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φ1(t) = 935 (1 − t)
8 − 48
35
(1 − t)7 + 8
5
(1 − t)6 + 8
5
(1 − t)5 − 5
3
(1 − t)4,φ2(t) = −2
7 × 9
35
(1 − t)8 + 2
11 × 3
35
(1 − t)7 − 2
7 × 13
5
(1 − t)6
+ 28(1 − t)5 − 200
3
(1 − t)4.
(2.7)
We remark that φ1(0)+ 12φ2(0) = 0.
2.1. Passing to the unit disk
Consider the holomorphic chart ζ → z = exp(iζ ) and denote log− a = sup(0,− loga).
Letting U1 be the image of the vector field U in the z coordinate, we have:
exp
(
iζ + εiU(ζ ))− exp(iζ )= εU1(z)+ o(ε)
which, by differentiation with respect to ε at ε = 0, gives izU(ζ ) = U1(z) or
U1(z) = iz
[ +∞∑
n=−∞
cn
(
K̂
(
n log− |z|)+ 6K̂ ′(n log− |z|)) exp(inθ)]. (2.8)
Proposition 2.1. Given u ∈ L2(S1), the vector field U1 vanishes at z = 0 and is C1 in
D = {z: |z|< 1}.
Proof. The proof is based on the convergence of the following series:
|∇U |(ζ )
∑
n
|cnn|
(∣∣K̂(yn)∣∣+ 7∣∣K̂ ′(yn)∣∣+ 6∣∣K̂ ′′(yn)∣∣)
 ‖u‖L2
√∑
n
(
n2
[∣∣K̂(yn)∣∣+ 7∣∣K̂ ′(yn)∣∣+ 6∣∣K̂ ′′(yn)∣∣])2;
∣∣∇U1∣∣(z) ∣∣U(ζ )∣∣+ |z||∇U |(ζ ). 
3. Covariances of the extension to the disk of the canonical random field on the circle
In the complex exponential version of Fourier series, expansion (1.3) for r = 1 takes the
form
zx,t (θ) =
+∞∑
n=−∞
n=−1,0,1
1√|n|(n2 − 1)Xn(t) exp(inθ), (3.1)
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where Xn(t) := 12 (x2|n|(t) − i sign(n)x2|n|+1(t)) are complex Brownian motions, indepen-
dent for n > 1, and normalized by the condition E[Xn(t)X−n(t)] = t/2 where Xn(t) =
X−n(t). We extend (3.1) to the unit disk by means of formula (2.8).
Definition 3.1. Let
Z˜x,t (z) = iz
+∞∑
n=−∞
n=−1,0,1
(
K̂
(
n log− |z|)+ 6K̂ ′(n log− |z|))
× 1√|n|(n2 − 1)Xn(t) exp(inθ). (3.2)
It follows from (2.8) that Z˜x,t is a C1 vector field in D.
In a neighbourhood of ∂D the logarithmic chart ζ where z = exp(iζ ), is appropriate for
our purpose.
Definition 3.2. Denote by Zx,t (ζ ) the vector field Z˜x,t read in the chart ζ = θ + iy ,
Zx,t (ζ ) :=
+∞∑
n=−∞
n=−1,0,1
1√|n|(n2 − 1)Xn(t){K̂(yn)+ 6K̂ ′(yn)}exp(inθ). (3.3)
The success of the Beurling–Ahlfors strategy is demonstrated by the following result.
Theorem 3.3. There exist a constant c, independent of ζ and y > 0, such that in terms of
∂¯ = ∂θ + i∂y the following estimate holds:
E
(∣∣∂¯Zx,t (ζ )∣∣2) ct. (3.4)
Proof. We have:
∂¯Zx,t = i
+∞∑
n=−∞
n=−1,0,1
sign(n)
√ |n|
n2 − 1Xn(t)
{
K̂ + 7K̂ ′ + 6K̂ ′′}(yn) exp(inθ). (3.5)
Using the fact that (K̂ + 7K̂ ′ + 6K̂ ′′)(0)= 0, we get forQ(ξ) := {K̂ + 7K̂ ′ + 6K̂ ′′}(ξ),
Q(ξ) = O(ξ), as ξ → 0, and
Q(ξ) = O(ξ−2), as ξ → ∞ (see Appendix B).
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SinceE
[∣∣∂¯Zx,t (ζ )∣∣2]= t2
+∞∑
n=−∞
n=0,±1
|n|
n2 − 1
(Q(yn))2,
estimate (3.4) results from the existence of an absolute constant c1 such that for all y > 0:
c1 
∑
n
1
n
[Q(yn)]2  y2 ∑
ny−1
n+ y−4
∑
n>y−1
n−5 = O(1). 
Non-diagonal estimates of the covariance of Zx,t will be needed later; for this purpose
we separate (3.3) in its real and imaginary part:
Zx,t (ζ ) = Vx,t (ζ )+ iWx,t (ζ ), ζ = θ + iy, (3.6)
where
Vx,t =
∑
n>1
1√
n3 − nK̂(yn)
[
x2n(t) cosnθ + x2n+1(t) sinnθ
]
,
(3.7)
Wx,t = −6
∑
n>1
1√
n3 − nK̂
′(yn)
[
x2n+1(t) cosnθ − x2n(t) sinnθ
]
.
Note that K̂ is an even function, whereas K̂ ′ is odd.
The covariance is a function of (ζ, ζ ′) taking its values in the 2 × 2 matrices:( a c1
c2 b
)
(ζ, ζ ′). We denote by dtA ∗ dtB the Itô contraction of stochastic differentials. Then
we have
dtVx,t (ζ ) ∗ dtVx,t (ζ ′) = a(ζ, ζ ′)dt, where
a(ζ, ζ ′) =
∑
n>1
K̂(yn)K̂(y ′n) 1
n3 − n cosn(θ − θ
′), (3.8)
dtWx,t (ζ ) ∗ dtWx,t (ζ ′) = b(ζ, ζ ′)dt, where
b(ζ, ζ ′) = 36
∑
n>1
K̂ ′(yn)K̂ ′(y ′n) 1
n3 − n cosn(θ − θ
′), (3.9)
dtVx,t (ζ ) ∗ dtWx,t (ζ ′) = c(ζ, ζ ′)dt, where
c(ζ, ζ ′) = 6
∑
n>1
1
n3 − nK̂
′(yn)K̂(y ′n) sinn(θ ′ − θ). (3.10)
In the following, we denote Pδ = {θ + iy: y > δ} for δ > 0 and Dρ = {z: |z| < ρ} for
ρ  1.
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Lemma 3.4. The covariance of Zx,t is a C5 function on P ×P . Denoting
(ζ, ζ ′) := a(ζ, ζ )+ b(ζ, ζ )+ a(ζ ′, ζ ′)+ b(ζ ′, ζ ′)− 2a(ζ, ζ ′)− 2b(ζ, ζ ′),
then
(ζ, ζ ′) c|ζ − ζ ′|2, (ζ, ζ ′) ∈Pδ ×Pδ; (3.11)
(ζ, ζ ′) c‖ζ − ζ ′‖2(log−(‖ζ − ζ ′‖)+ 1), (ζ, ζ ′) ∈P ×P . (3.12)
Proof. The covariance of Zx,t is given by the series (3.8)–(3.10). We have:
(ζ, ζ ′) =
∑
n>1
1
n3 − nn(ζ, ζ
′)
with n(ζ, ζ ′) = An(K̂)+ 36An(K̂ ′), where
An(F ) :=
[
F(yn)−F(y ′n)]2 + 4F(yn)F (y ′n) sin2(n(θ − θ ′)
2
)
.
Differentiation with respect to θ or y has essentially the effect of multiplying the nth term
of the series by n; for ζ ∈ Pδ the nth term is of order O(n−7). Passing to the disk intro-
duces for Z˜x,t a singularity by the differentiation of log− |z|, which for the first derivative
in the variables (x, y) where z = x + iy gives a singularity of order O(|z|−1); this sin-
gularity is balanced by the factor z appearing in (3.2). We conclude with the estimate
|An(F )| cδ−2(|y − y ′|2 + |θ − θ ′|2) where F = K̂ or K̂ ′. This establishes (3.11).
As K̂ and K̂ ′ are bounded, the second term in An(F ) is bounded by sin2(n(θ − θ ′)/2)
which leads for  to a contribution bounded by
∑
n>1
1
n3 − n sin
2
(
n(θ − θ ′)
2
)
 |θ − θ ′|2(log− |θ − θ ′| + 1).
The elementary inequality 2(α + β)(log−(α + β) + 1)  α log− α for α,β > 0, implies
that ∑
n>1
1
n3 − n sin
2
(
n(θ − θ ′)
2
)
 c‖ζ − ζ ′‖2(log− ‖ζ − ζ ′‖ + 1).
Assume that y  y ′ and split the contribution of the first term of An(F ) to  in two partial
sums: B1 =∑n−1<y ′ and B2 =∑n−1y ′ . The estimates of Bi , i = 1,2, are achieved by
the mean value theorem: along with the asymptotics
K̂ ′(ξ) = O
(
1
|ξ |2 + 1
)
, K̂ ′′(ξ) = O
(
1
|ξ |2 + 1
)
, ξ → ∞,
we obtain the estimate:
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B1  (y − y ′)2
∑ 1 n2  (y − y ′)2 ∞∫ 1 dtn>(y ′)−1
(y ′n)2 + 1 n3 − 1
(y ′)−1
(y ′t)2 + 1 t
= (y − y ′)2
∞∫
1
1
t2 + 1
dt
t
which gives (3.12).
Remark 1. We can as well establish the existence of a constant C such that for all y > 0,
y ′ > 0, y = y ′,
∑
n>1
1
n3 − n
(
K̂(yn)− K̂(y ′n))2  C[(y − y ′)2 log∣∣∣∣ 1y − y ′
∣∣∣∣+ (y − y ′)2]. (3.13)
Namely, from the first part of Eq. (2.5) we get K̂(yn)− K̂(y ′n) = 2 ∫ 10 (1 − s)(cos(yns)−
cos(y ′ns))ds; thus
∑
n>1
1
n3 − n
(
K̂(yn)− K̂(y ′n))2  c∑
n1
1
n3
1∫
0
(1 − s)2 sin2
(
y − y ′
2
ns
)
ds.
By [5, (3.2.1), p. 402], the last term is dominated by
const(y − y ′)2
1∫
0
(1 − s)2
[
s2 + s2 log
(
1
(y − y ′)s
)]
ds;
integration then gives (3.13).
3.1. Covariance of ∂¯Zx,t
Formula (3.5) represents ∂¯Zx,t as a complex Fourier series. Passing again to real coor-
dinates Zx,t = Vx,t + iWx,t , we have:
∂¯Zx,t = (∂θVx,t − ∂yWx,t ) + i(∂θWx,t + ∂yVx,t ).
Differentiation of (3.7) gives 6∂yVx,t = ∂θWx,t and therefore
∂¯Zx,t = A+ iB,
where
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A =
∑ n√
n3 − n
(
6K̂ ′′(yn)+ K̂(yn))(x2n+1(t) cosnθ − x2n(t) sinnθ),n>1
B = 7∂yVx,t .
(3.14)
Denoting
E
[
dtA(ζ1) ∗ dtA(ζ2)
]= α(ζ1, ζ2)dt,
E
[
dtB(ζ1) ∗ dtB(ζ2)
]= β(ζ1, ζ2)dt,
E
[
dtA(ζ1) ∗ dtB(ζ2)
]= γ (ζ1, ζ2)dt, (3.15)
we have:
α(ζ1, ζ2) =
∑
n>1
n2
n3 − n
(
6K̂ ′′(y1n) + K̂(y1n)
)(
6K̂ ′′(y2n) + K̂(y2n)
)
cosn(θ1 − θ2),
β(ζ1, ζ2) =
∑
n>1
49n2
n3 − nK̂
′(y1n)K̂ ′(y2n) cosn(θ1 − θ2),
γ (ζ1, ζ2) =
∑
n>1
7n2
n3 − n
(
6K̂ ′′(y1n)+ K̂(y1n)
)
K̂ ′(y2n) sinn(θ2 − θ1).
Lemma 3.5. There exist strictly positive numerical constants c1, c2 such that∣∣α(ζ1, ζ2)∣∣ c1 exp(−c2d(ζ1, ζ2)),∣∣β(ζ1, ζ2)∣∣ c1 exp(−c2d(ζ1, ζ2)),∣∣γ (ζ1, ζ2)∣∣ c1 exp(−c2d(ζ1, ζ2)), (3.16)
where d(ζ1, ζ2) denotes the distance between ζ1 and ζ2 in the Poincaré metric of the half
plane {y > 0}.
Proof. First, we use expression (3.5) for ∂¯Z. Define
D(z1, z2)dt := E
[
dt ∂¯Zx,t (y1, θ1) ∗ dt ∂¯Zx,t (y2, θ2)
]
, zk = exp(−yk + iθk), k = 1,2.
Since E[dtXn ∗ dtXm] = δnm dt , by taking into account that Q is a real valued function, we
get:
D(z1, z2) =
+∞∑
n=−∞
n=−1,0,1
|n|
n2 − 1Q(y1n)Q(y2n) exp
(
in(θ1 − θ2)
)
.
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Denote uy(θ) :=∑+∞n=−∞Q(yn) exp(−inθ) and u(s) = (1 −|s|)1[−1,1](s)(1 + 7is− 6s2).
Because of (2.5), we have
uy(s) = 2π
y
u
(
s
y
)
.
Let
ψ(θ) = 2
∑
n>1
n
n2 − 1 cosnθ ≡ 2 log
1
θ
+ a bounded function,
then D(z1, z2) = (uy1 ∗uy2 ∗ψ)(θ1 −θ2) where ∗ denotes convolution on the circle. Define
Dy1,y2(θ)dt :=D(z1, z2)dt = E
[
dt ∂¯Zx,t (y1, θ) ∗ dt ∂¯Zx,t (y2,0)
]
and consider the norm in the Wiener algebra A of absolutely convergent Fourier series:
‖Dy1,y2‖A :=
+∞∑
n=−∞
n=−1,0,1
|n|
n2 − 1
∣∣Q(y1n)Q(y2n)∣∣ +∞∫
−∞
∣∣Q(y1t)Q(y2t)∣∣ dt|t| ;
‖Dy1,y2‖2L2 :=
+∞∑
n=−∞
n=−1,0,1
n2
(n2 − 1)2
∣∣Q(y1n)Q(y2n)∣∣2  +∞∫
−∞
∣∣Q(y1t)Q(y2t)∣∣2 dt|t|2 .
In the last two identities, the comparison of the series with the integral can be justified
by writing
∫∞
−∞ f (t)dt =
∑+∞
k=−∞
∫ k+1
k f (t)dt and computing
∫ k+1
k f (t)dt via applying
Taylor’s formula with remainder term to the function f . 
Theorem 3.6. We have
‖Dy1,y2‖L∞  ‖Dy1,y2‖A  ρ(y1, y2) :=
inf(y1, y2)
sup(y1, y2)
;
‖Dy1,y2‖2L2  inf(y1, y2)× ρ(y1, y2).
(3.17)
Proof. Assume that y1  y2  1. Then we have
‖Dy1,y2‖A 
+∞∫
−∞
∣∣Q(ty1)Q(ty2)∣∣ dt|t| ;
+∞∫
0

1/y2∫
0
y1y2t
2 dt
t
+
1/y1∫
1/y2
y1t
y22 t
2
dt
t
+
+∞∫
1/y1
1
(y1y2t2)2
dt
t
 y1
y2
,
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and‖Dy1,y2‖2L2 
+∞∫
−∞
∣∣Q(ty1)Q(ty2)∣∣2 dt
t2
;
+∞∫
0

1/y2∫
0
(y1y2)
2t4
dt
t2
+
1/y1∫
1/y2
(y1t)2
(y2t)4
dt
t2
+
+∞∫
1/y1
1
(y1y2t2)4
dt
t2
 y1 × ρ(y1, y2). 
Remark 2. For yi → 0, the L∞ norm of the function Dy1,y2 is much larger than its L2
norm: this means that its support is localized on a set of small measure. We shall see that
the support of the covariance is concentrated nearby zero which means that ∂¯Zx,t has a
quite unexpected behaviour of white noise when yi → 0.
This fact is made explicit by the following theorem:
Theorem 3.7. We have
∣∣Dy1,y2(θ)∣∣ c inf{ρ, y1y2θ2
}
and
∫
S1
∣∣Dy1,y2(θ)∣∣dθ  2√y1y2. (3.18)
Proof. In the sense of distribution we have
uy = cyδ′0 + O
(
y2
)
, y → 0, c := 7i
6
,
where δ′0 denotes the derivative of the Dirac mass at the origin. Given a C∞ function f of
compact support, as the support of uy converges to 0, by using a Taylor expansion of f ,
we are reduced to calculate the integral
∫
sauy(s)ds for a ∈ {0,1}. Then we use that ψ is
C2 in the complement of 0 and that
ψ¨(θ) = 2
θ2
+ O(1).
The second inequality in (3.18) follows from the first one as follows: if y1  y2, then
ρ = y1/y2. Observe that y1y2/θ2 > ρ is equivalent to θ2 < y22 , i.e., θ < y2. We decompose
∫
S1
∣∣Dy1,y2(θ)∣∣dθ =
y2∫
0
∣∣Dy1,y2(θ)∣∣dθ + 2π∫
y2
∣∣Dy1,y2(θ)∣∣dθ.
Then
∫ y2
0 |Dy1,y2(θ)|dθ  ρy2, since ρy2 = y1 
√
y1y2, we obtain the domination for∫ y2
0 |Dy1,y2(θ)|dθ . For the second integral, we have
∫ 2π
y2
y1y2θ−2 dθ  y1. 
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It is useful to rewrite the estimates in (3.16)–(3.17) in term of conformal invariants. Let
µζ be the harmonic measure of the point ζ given by the Poisson kernel. Then, for two
points ζ1, ζ2 the measures µζ1 and µζ2 are mutually absolutely continuous. Let q(ζ1, ζ2)
be the Radon–Nikodym derivative defined by the relation dµζ2 = q(ζ1, ζ2)dµζ1 . Defining
the Harnack deviation as
eH (ζ1, ζ2) = ‖q‖L∞ + ‖q−1‖L∞,
we get eH (ζ1, ζ2)  suph∈H+ h(ζ1)/h(ζ2) where H+ denotes the cone of positive har-
monic functions. The Poincaré distance dP is the Riemannian distance for the Poincaré
metric |dζ |2/y2. Thus, using the invariance of the Poincaré metric and of the Harnack de-
viation under Möbius transformations, we can compute these expressions on the unit disk
in the special case where z1 = 0; then
eH (0, z2) = 1 + |z2|1 − |z2| = exp
(
dP (0, z2)
)
. (3.19)
Theorem 3.8. There exists a numerical constant c such that∣∣D(ζ1, ζ2)∣∣ c exp(−dP (ζ1, ζ2)). (3.20)
Proof. We have
y1
y2
sup
x
(x2 + y22)
(x − θ)2 + y21
= y1
y2
sup
x
u(x)
v(x)
, θ > 0.
At the extremum, we get u/v = u′/v′ = x/(x − θ), or x2θ − x(θ2 + y21 − y22) − θy22 = 0.
This equation is satisfied for
xM =
θ2 + y21 − y22 +
√
(θ2 + y21 − y22 )2 + 4θ2y22
2θ
,
where the value of the maximum is
y1
y2
θ2 + y21 − y22 +
√
(θ2 + y21 − y22)2 + 4y22θ2
θ2 + y21 − y22 +
√
(θ2 + y21 − y22)2 + 4y22θ2 − 2θ2
.
For y1/y2 small, the maximum is essentially reached at x = θ and takes the value
y1
y2
θ2 + y22
y21
= θ
2
y1y2
+ y2
y1
< 2 max
{
θ2
y1y2
,
y2
y1
}
,
y1y2
θ2 + y22
=
{
θ2
y1y2
+ y2
y1
}−1
>
1
2
{
y1y2
θ2
,
y1
y2
}
>
1
2
∣∣D(y2, y1 + iθ)∣∣. 
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We shall need an estimate of the covariance E[∂¯Zx,t (ζ1)∂¯Zx,t (ζ2)]. For this purpose it
is convenient to use real coordinates. Exploiting (3.14)–(3.15), we have
E
[
∂¯Zx,t (ζ1)∂¯Zx,t (ζ2)
]= (α(ζ1, ζ2)− β(ζ1, ζ2))+ i(γ (ζ2, ζ1)+ γ (ζ1, ζ2)),
E
[
∂¯Zx,t (ζ1)∂¯Zx,t (ζ2)
]= (α(ζ1, ζ2)+ β(ζ1, ζ2))+ i(γ (ζ2, ζ1)− γ (ζ1, ζ2)).
It remains to calculate β(ζ1, ζ2) and γ (ζ2, ζ1) + γ (ζ1, ζ2). Expressions of the covariance
functions are given in Appendix B. In particular, it is proved that
β
(
(y1, θ), (y2, θ)
)
/36 =
∑
n>1
n
n2 − 1K̂
′(ny1)K̂ ′(ny2)
= 2
3
y2
y1
1∫
0
(1 − s)h(y1s)ds + g ×
[
y2
y1
]2
(3.21)
where y2  y1  π/4 and where g is a function bounded by a numerical constant; the
function h is explicitly given.
4. Canonical Brownian motion on Diff(S1) extended to the disk
The purpose of this paragraph is to integrate the random vector Z˜x,t defined in (3.2),
that is to construct the stochastic flow Ψ˜x,t defined formally by the Stratonovich SDE,
δt Ψ˜x,t (z) = (δt Z˜x,t )
(
Ψ˜x,t (z)
)
, Ψ˜x,0(z) = z, (4.1a)
where δt denotes the Stratonovich differential. The first step is to rewrite (4.1a) in the
framework of Itô calculus. To this end we have to calculate the underlying stochastic con-
tractions.
In the chart z = exp(iζ ), we get Ψ˜x,t (z) = exp[iΨx,t (−i logz)]. The logarithm is defined
up to a multiple of 2π ; as the vector Zx,t is periodic, the flow Ψx,t commutes with the group
operation generated by ζ → ζ + 2π ; therefore the indeterminacy of the logarithm does not
matter for the construction of Ψ˜x,t . Let P denote again the half plane {y > 0}. Fixing
ζ0 ∈P the trajectory t →Ψx,t (ζ0) = θx,t + iyx,t is driven by the Stratonovich SDE,
δtψx,t (ζ ) = (δtZx,t )
(
ψx,t (ζ )
)
, ψx,0(ζ ) = ζ, (4.1b)
where Zx,t is the vector field defined by (3.3). The following system is equivalent to (4.1b),
δθx,t =
∑
n>1
1√
n3 − nK̂(nyx,t )
(
cos(nθx,t )δx2n(t) + sin(nθx,t )δx2n+1(t)
)
,
δyx,t = −6
∑
n>1
1√
n3 − nK̂
′(nyx,t )
(
cos(nθx,t )δx2n+1(t) − sin(nθx,t )δx2n(t)
)
.
(4.1c)
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4.1. The stochastic contractionsThe regularized Brownian motion on Diff(S1) has been defined through the Itô SDE
(1.3). The drift induced by writing (1.3) in Stratonovich form vanishes:
∑
k>1
rk
(k2 − 1) (dt x2k coskθ
′ + dt x2k+1 sinkθ ′) ∗ (−dt x2k sin kθ ′ + dt x2k+1 coskθ ′) = 0.
Therefore grx,t satisfies the Stratonovich SDE
δgrx,t (θ) =
∑
k>1
rk√
k(k2 − 1)
[
cos
(
kgrx,t (θ)
)
δx2k(t) + sin
(
kgrx,t (θ)
)
δx2k+1(t)
]
.
Proposition 4.1. Define the vector field A(ζ ) = v(ζ )+ iw(ζ ), ζ = θ + iy , where
v = 0, w(y, θ) = 6
∑
n>1
1
n2 − 1
(
6K̂ ′′(yn)+ K̂(yn))K̂ ′(yn). (4.2)
The following Stratonovich and Itô equations are equivalent:
δt Ψ˜x,t (z) = δt Z˜x,t
(
Ψ˜x,t (z)
)
, Ψ˜x,0(z) = z,
dt Ψ˜x,t (z) = dt Z˜x,t
(
Ψ˜x,t (z)
)+ 1
2
A
(
Ψ˜x,t (z)
)
dt, Ψ˜x,0(z) = z. (4.3)
Proof. This can be seen from system (4.1c) or directly from (4.1b). According to Itô’s
calculus, the stochastic contraction is
1
2
(
i dt
∂Wx,t
∂y
∗ dtWx,t + i dt ∂Wx,t
∂θ
∗ dtVx,t + dt ∂Vx,t
∂y
∗ dtWx,t + dt ∂Vx,t
∂θ
∗ dtVx,t
)
.
The last term vanishes since
dt
∂
∂θ
(
x2n(t) cosnθ + x2n+1(t) sinnθ
) ∗ dt(x2n(t) cosnθ + x2n+1(t) sinnθ)= 0;
the third term vanishes since
dt
(
x2n+1(t) cosnθ − x2n(t) sinnθ
) ∗ dt(x2n(t) cosnθ + x2n+1(t) sinnθ)= 0.
The first term gives rise to
36
∑
n>1
1
n2 − 1 K̂
′′(yn)K̂ ′(yn); (4.4)
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for the second term we usedt
∂
∂θ
(
x2n+1(t) cosnθ − x2n(t) sinnθ
) ∗ dt(x2n(t) cosnθ + x2n+1(t) sinnθ)= −ndt . 
Remark 3. The Itô system associated to (4.3) is
dθx,t =
∑
n>1
1√
n3 − nK̂(nyx,t )
(
cos(nθx,t )dx2n(t)+ sin(nθx,t )dx2n+1(t)
)
,
dyx,t = −6
∑
n>1
1√
n3 − nK̂
′(nyx,t )
(
cos(nθx,t )dx2n+1(t) − sin(nθx,t )dx2n(t)
)
+ 1
2
w(yx,t )dt .
(4.5)
For the drift function w given by (4.2), the following asymptotic expansions hold nearby
y = 0:
w 
∑
ny<1
y2
n4
+
∑
yn>1
1
y4n6
 y, ∂w
∂y
 −
∑
ny<1
y
n2
+
∑
yn>1
1
y4n5
 1.
As y → ∞, we have w(y) → 0 and ∂yw → 0.
Let ζω(t) = θω(t) + iyω(t) be the generic trajectory of the diffusion associated to the
elliptic operator
Lζ = 12b(ζ, ζ )
∂2
∂y2
+ 1
2
a(ζ, ζ )
∂2
∂θ2
+w(ζ ) ∂
∂y
.
There exists a measurable probability preserving map χ :X → Ω ; let ω = χ(x) be such
that θx,t + iyx,t = θχ(x)(t) + iyχ(x)(t).
Lemma 4.2. The trajectories of the diffusions associated to L have infinite lifetime and
stay in P up to their lifetime.
Proof. Note that t → yω(t) is the one-dimensional diffusion associated to the ODE
1
2
q(y)
d2
dy2
+w(y) d
dy
, q(y)= 36
∑
n>1
1
n3 − n
(
K̂ ′
)2
(yn).
Since K̂ ′(s) = −s/6 + O(s3) as s → 0, and K̂ ′(s) = O(s−2) as s → ∞, we have
q(y)= 1
4
y2
∑
n<y−1
1
n
+ O(y2)< y2 log− y, y → 0.
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From [12,13] and using the fact that w(y) > 0, we deduce the existence of a probability
preserving map ω → ω˜ with the following property: denoting yω˜ the diffusion associated
to the ODE
1
2
y2 log−(y)
d2
dy2
, (4.6)
satisfying yω˜(0)= yω(0), then
min
t∈[0,T ]yω˜(t) mint∈[0,T ]yω(t); maxt∈[0,T ]yω(t) maxt∈[0,T ]yω˜(t).
We may integrate (4.6) by the change of variable λ(y) := [log−(y)]1/2 and by using Itô
calculus.
The other possibility to leave P is by yω(t) → ∞ as t → T < ∞: this can be excluded
as for y > y1; we may use as comparison equation the usual Brownian motion, along with
w(y) → 0 as y → ∞. 
Theorem 4.3. Eqs. (4.1)–(4.3) define a unique stochastic flow Ψ˜x,t of C1 diffeomorphisms
of D1; moreover,
lim
ρ→1 Ψ˜x,t
(
ρ exp(iθ)
)= gx,t (θ) uniformly in θ ∈ S1.
Proof. We apply Theorem 8.2 of [20], p. 852, which shows that (4.3) and (4.5) are local-
ized on Dδ . It remains to pass from Dδ to D; this is a consequence of Lemma 3.4. The
proof of the convergence for r → 1 results from [18, Theorem 5.4.2, p. 245]. 
5. Canonical Brownian motion on the space of univalent functions and stochastic
conformal welding
As shown in Lemma 3.4, the covariance of Zx,t is C5 on P ; the covariance of Z˜x,t is
therefore C5 on Dδ = {z: δ < |z| < 1}; near z = 0 however, Z˜x,t is only C1. Hence Ψ˜x,t
defines a C4 diffeomorphism on Dδ . As at z = 0 the vector field Z˜x,t vanishes and is of
class C1, we conclude that Ψ˜x,t is a C1 orientation preserving diffeomorphism of the open
disk D.
We define the complex modulus of quasi-conformality as
µΨ˜ (z) :=
∂¯Ψ˜x,t
∂Ψ˜x,t
(z), |z| < 1, (5.1)
and νρx,t by
ν
ρ
x,t (z) := µΨ˜ (z), |z| ρ < 1, νρx,t (z) := 0, |z|> ρ. (5.2)
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By a compactness argument, we getsup
z
∣∣νρx,t (z)∣∣< 1. (5.3)
Now let Fρx,t be a solution of the following Beltrami equation, defined on the whole com-
plex plane:
∂¯F
ρ
x,t
∂F
ρ
x,t
(z) = νρx,t (z). (5.4)
Following [1, p. 91], we normalize the solution by the conditions
∂zF
ρ
x,t (z)− 1 ∈ Lp, Fρx,t (0) = 0.
The solution is analytically expressible in terms of the Ahlfors–Volterra series (see [1,
p. 92]) giving a solution of the Beltrami equation; the solution is unique and provides a
functional on the probability space X.
Theorem 5.1 (Smooth welding theorem). Denote Dρ := {z: |z|< ρ} and let
f
ρ
x,t (z) = Fρx,t ◦
(
Ψ˜x,t
)−1
(z), z ∈ Ψ˜x,t (Dρ);
g
ρ
x,t (z) = Fρx,t (z), z /∈ Ψ˜x,t (Dρ).
Then
f
ρ
x,t is holomorphic and univalent on Ψ˜x,t (Dρ),
g
ρ
x,t is holomorphic and univalent on
(
Ψ˜x,t (Dρ)
)c
,
(5.5)
and
(f
ρ
x,t )
−1 ◦ gρx,t (z) = Ψ˜x,t (z), z ∈ ∂Dρ. (5.6)
Proof. The composition formula for quasi-conformal moduli (see [21, p. 24]),
µu◦v−1(z′) =
µu −µv
1 −µuµ¯v (z)
(
∂v
|∂v|
)2
(z), z′ = v(z), (5.7)
implies that f ρx,t is holomorphic and univalent on Ψ˜x,t (Dρ). As ν
ρ
x,t = 0 on (Dρ)c, we get
holomorphicity of gρx,t . 
The following compositions are well defined for z ∈ ∂Dρ :(
(f
ρ
x,t )
−1 ◦ gρx,t
)
(z) = (Ψ˜x,t ◦ (F ρx,t )−1 ◦Fρx,t )(z) = Ψ˜x,t (z).
The map ρ → Ψ˜x,t (Dρ) is increasing and ⋃ρ<1 Ψ˜x,t (Dρ) = D1.
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Theorem 5.2. For each r < 1, the limitlim
ρ→1f
ρ
x,t (z) =: ϕx,t (z)
exists uniformly in z ∈ Dr and defines a univalent function ϕx,t on D1.
Proof. We follow the idea of Loewner. In the case of a conformal map of a slit domain,
we consider an infinitesimal deformation written in a “multiplicative way” which is the
composition of maps.
Lemma 5.3. Denote
δρ(F
ρ
x,t ) = lim
ε→0+
1
ε
{
(F
ρ
x,t )
−1 ◦Fρ+εx,t − Id
}
. (5.8)
Then
δρ(F
ρ
x,t )(z) =
1
π
∫
∂Dρ
σ (z′) z
(z− z′)z′ dz
′, z ∈Dρ, (5.9)
where σ := µΨ˜x,t .
Proof. Denote vε := (F ρx,t )−1 ◦ Fρ+εx,t . Then vε(z) → z, as ε → 0. The complex dilatation
is calculated by the composition formula which gives
µvε = σ1{z: ρ<|z|<ρ+ε} + χε, lim
ε→0χε = 0. (5.10)
We use Eq. (3) of [1, p. 91]
(∂vε − 1)(z) = − 1
π
∫
{z: ρ<|z′|<ρ+ε}
1
(z− z′)2 σ∂vε dz
′ ∧ dz¯′.
Then ∂vε → 1 as ε → 0, and the integral with respect to the area measure converges to-
wards the curvilinear integral on ∂Dρ , and we get
∂
[
δρ(F
ρ
x,t )
]
(z) = − 1
π
∫
∂Dρ
σ (z′)
(z′ − z)2 dz
′. (5.11)
As δρ(Fρx,t ) is holomorphic in Dρ and vanishes at zero, we conclude by integrating with
respect to z. 
Corollary 5.4. As ρ → 1, Fρx,t converges uniformly with all its derivatives in a neighbour-
hood of z = 0. For the univalent function f ρx,t , all coefficients of its Taylor expansion at the
origin converge.
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Proof. The kernel (z − z′)−2 has no singularity for z close to zero and z′ ∈ Dρ , where
ρ > 1/2. As a dilatation, σ is bounded by 1. 
Corollary 5.5. We have
∣∣δρ(Fρx,t )∣∣ 2 |z|
ρ(ρ − |z|) (5.12)
and
δρ+ε(F ρ+εx,t ) = δρ(Fρx,t )+ o(ε).
Proof. Since |σ | < 1, we deduce (5.12) from (5.9). 
To prove that limρ→1 Fρx,t (z0) exists, we use the following Lemma.
Lemma 5.6. For ρ fixed, consider the differential equation
z˙(s) = δρ+s(F ρ+sx,t )
(
z(s)
)
, z(0) = z0. (5.13)
If
z(s) ∈ Dρ ∀s ∈ [0,1 − ρ0[, (5.14)
then
F
ρ+s
x,t (z0) = Fρx,t
(
z(s)
)
. (5.15)
Proof. Fixing ε > 0 sufficiently small, from (5.4) we have
Fρ+ε = Fρ[I + εδρ(Fρ)] (5.16)
which gives a discrete approximation
z(ε) = z0 + εδρ(Fρ). (5.17)
We deduce from (5.16) the approximative identities:
Fρ+kε  Fρ+(k−1)ε[I + εδ(k−1)ε(F )] Fρ+(k−2)ε[I + εδ(k−2)ε(F )][I + εδ(k−1)ε(F )]
 Fρ[I + εδ0(F )][I + εδε(F )] · · · [I + εδ(k−2)ε(F )][I + εδ(k−1)ε(F )],
and we are left to associate to this identity the recursion formula
z(ε) = z0 − εδ0(F ), z(2ε) = z(ε)− εδε(F ), . . . ,
z
(
(j + 1)ε)= z(jε)− εδjε, j ∈ {0, . . . , k − 1}. 
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Remark 4. As Fρx,t is continuous, limρ→1 F
ρ
x,t (z0) exists uniformly on the set of z0 satis-fying (5.14).
This set is described more precisely by the following lemma.
Lemma 5.7. Given r < 1, there exists ρ0 such that hypothesis (5.14) is satisfied for any
z0 ∈ Dr .
Proof. Denote u(s) = |z(s)|. Using (5.13), along with the fact that |u(s)| < 1, we get the
inequality
du(s)
ds
 2 1
ρ(ρ − u(s)) , u(0) = |z0|.
Comparing u(s) with the solution of the ODE
ρ(ρ − v)dv = 2 ds, v(0) = r,
we have to show that there exists ρ sufficiently close to 1, such that this ODE has a regular
solution for s ∈ [0,1 − ρ]. The solution of the ODE is
ρ2v − 1
2
ρv2 = 2s + ρ2r − 1
2
ρr2.
Equivalence of this solution in implicit form with the solution of the original ODE holds
on the interval where the discriminant (s) of the second order equation is non-zero:
(s) = 0, s ∈ [0,1 − ρ]. We have
(s) = ρ4 − 2ρ
(
2s + ρ2r − 1
2
ρr2
)
= 0, s ∈ [0,1 − ρ]
or (ρ − r)2ρ = 2s. This relation is assured by choosing ρ such that ρ(ρ − r)2 >
2(1 − ρ). 
End of proof of Theorem 5.2. It is known that if a sequence of univalent functions con-
verges on compact subsets of the open unit disk to a non-constant function ϕx,t , then ϕx,t
is univalent in the open unit disk (the proof is a direct consequence of Rouché’s theorem).
On the contrary, univalence on the boundary needs an extra assumption:
ϕx,t is continuous and injective on D¯1. (5.18)
Theorem 5.8 (Stochastic welding theorem). Assume that (5.18) holds true. There exists a
function γx,t univalent outside the disk such that(
(ϕx,t )
−1 ◦ γx,t
)
(exp iθ) = gx,t (exp iθ) (5.19)
where gx,t is defined through (1.3).
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Proof. Under assumption (5.18) we have (ϕx,t )−1 = limρ→1(f ρx,t )−1 and the stochastic
welding is obtained as the limit of the smooth welding. 
See [11] for generalized conformal welding.
6. Infinitesimal Beltrami equations
We consider again
dgrx,t = (dt zrx,t ) ◦ grx,t where zrx,t (θ) =
∑
n>1
rn√
n3 − n
(
x2n(t) cosnθ + x2n+1(t) sinnθ
)
.
As before, let Z˜rx,t be the extension of the random field zrx,t from the circle to the unit disk
and denote by Ψ˜ rx,t the corresponding flow on the disk. Outside the origin, Ψ˜ rx,t is a C∞
flow; solving the Beltrami equation leads to Frx,t . We have the key fact that the covari-
ance of ∂¯Z˜rx,t satisfies uniformly in r → 1 decreasing estimates in terms of the hyperbolic
distance.
Now fix r and vary another deformation parameter: the time t along the evolution of the
stochastic flow Ψ˜ rxε,t . For the differential calculus along the time variable, we use the trans-
fer principle (see [22, Chapter VIII]) and proceed by smoothening the Brownian motion.
To a Brownian motion xk , a mollifier a, that is a C∞ function with compact support con-
tained in the interval [−1,0], and a number ε > 0, we associate the smoothened Brownian
motion xεk defined by
xεk (t) =
0∫
−ε
xk(t − s)a
(
s
ε
)
ds
ε
.
By definition, the paths of xε(·) are C∞ functions. As in Eq. (3.6), let
Zrxε,t := V rxε,t + iWrxε,t ,
where
V rxε,t =
∑
n>1
rn√
n3 − nK̂(yn)
(
xε2n(t) cosnθ + xε2n+1(t) sinnθ
)
,
Wrxε,t = −6
∑
n>1
rn√
n3 − nK̂
′(yn)
(
xε2n+1(t) cosnθ − xε2n(t) sinnθ
)
.
Let z = exp(−y + iθ). The vector field Z˜rxε,t (z) := izZrxε,t (−i logz) depends smoothly
on t ; the derivative ddt Z˜
r
xε,t with respect to t defines a non-autonomous C2 vector field on
the unit disk D. We consider the associated flow
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d
dt
Ψ˜ rxε,t (z) =
(
d
dt
Z˜xε,t
)(
Ψ˜xε,t (z)
)
, Ψ˜ rxε,0(z) = z. (6.1a)It results from the limit theorem that limε→0 Ψ˜ rxε,t (z) = Ψ˜ rx,t (z). Letting Θrxε,t :=
(Ψ˜ rxε,t )
−1
, we get (
d
dt
Θrxε,t
)
(z) = −(Θrxε,t )′(z)
(
d
dt
Z˜rxε,t (z)
)
. (6.1b)
Following Eqs. (5.1)–(5.5), we denote
f rxε,t = Frxε,t ◦
(
Ψ˜ rxε,t
)−1
.
6.1. An infinitesimal Beltrami equation
Theorem 6.1 (Loewner’s equation along a stochastic flow). The infinitesimal increments
δt,εF
r :=
(
d
dt
F rxε,t
)
◦ (F rxε,t )−1 (6.2)
satisfy
∂¯(δt,εF
r ) = Arxε,t , Arxε,t :=
[
∂f rxε,t
∂f rxε,t
∂¯
(dZ˜rxε,t
dt
)]
◦ (f rxε,t )−1 (6.3)
and are given by the formula:
(δt,εF
r)(z) = Γ˙xε,t := 12π i
∫
f r
xε,t
(Dr)
1
z− z′A
r
xε,t (z
′)dz′ ∧ dz¯′, z ∈ C. (6.4)
Proof. Differentiating the identity ∂¯(f rxε,t ) = 0 and taking (6.1) into account, we get
d
dt
f rxε,t = δtF ◦ f rxε,t − (∂f rxε,t ) ◦
d
dt
Z˜rxε,t ;
∂¯
{
δtF ◦ f rxε,t − (∂f rxε,t ) ◦
d
dt
Zxε,t
}
= 0.
(6.5)
We recall the rule of change of variables for holomorphic and anti-holomorphic derivatives
which can be found in [1]. Denote ζ = f (z), fz = ∂f , fz¯ = ∂¯f ; notice the identities ∂f =
∂¯ f¯ and ∂¯f = ∂f¯ . We have
∂¯(g ◦ f ) = ((∂¯g) ◦ f )( ∂f )+ ((∂g) ◦ f )(∂¯f ). (6.6)
In fact,
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df = (∂f )dz+ (∂¯f )dz¯,
dg = (∂g)dζ + (∂¯g)dζ¯ ,
d(g ◦ f ) = (∂ζ g)(∂zf dz+ ∂z¯f dz¯)+ (∂ζ¯ g)(∂zf dz+ ∂z¯f dz¯).
The second equation of (6.5) follows from the first one since ∂¯f rxε = 0. Next exploit (6.6),
the vector fields being considered as infinitesimal transformations: for the first term we
take f = f rxε,t and g = exp(ηδtF ); as this choice gives ∂¯f = 0, we get
∂¯{δtF ◦ f rxε,t } = (∂¯δtF )∂(f rxε,t ).
Taking f = exp(−η ddt Zxε,t ) and g = fxε,t , we have
∂¯
{
−f rxε,t ◦
d
dt
Z˜rxε,t
}
= −∂f rxε,t × ∂¯
d
dt
Z˜rxε,t ,
which proves (6.3). To obtain the integrated form (6.4), we use the solution of the ∂¯ equa-
tion. Define
H1(z) := 12π i
∫
f rx,t (D)
1
z− z′A
r
x,t (z
′)dz′ ∧ dz¯′, z ∈ C. (6.7)
Let H2 := (H1 − δtF ), then ∂¯H2 = 0; therefore H2 is a holomorphic vector field on the
Riemann sphere which vanishes according to the boundary conditions. 
Remark 5. After a change of variables in the integral (6.4), we obtain
(δt,εF
r )(z) = 1
2π i
∫
Dr
1
z− f rxε,t (u)
|∂f rxε,t |2Arxε,t
(
f rxε,t (u)
)
du∧ du¯, u ∈ C. (6.8)
From the expression for Arxε,t in (6.3) we deduce
(δt,εF
r )(z) = 1
2π i
∫
Dr
1
z− f rxε,t (u)
(∂f rxε,t )
2∂¯
(
d
dt
Z˜r
)
du∧ du¯, u ∈ C. (6.9)
Consider the C∞ Jordan curve given as image of the unit circle under Frx,t . We want to
establish a uniform estimate in r of the modulus of Hölder continuity for the map
ψrx,t (θ) := Frx,t (cos θ + i sin θ). (6.10)
Note that ψrx,t is a function of θ only, which maps the circle into the plane. Thus it is not a
stochastic flow in the usual sense where the flow provides a correspondence between two
spaces of the same dimension.
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The criterion for Hölder continuity in [10] is given for flows in Itô form. Consider the
classical ODE
dFrxε,t
dt
(ζ ) = (Γ˙xε,t )
(
Frxε,t (ζ )
) (6.11)
where the vector field Γ˙xε,t is defined by (6.2)–(6.4). When ε → 0, the flow (6.11) con-
verges to the Stratonovich flow, see [13],
δtF
r
x,t (ζ )= (δtΓx,t )
(
Frx,t (ζ )
)
. (6.12)
Passing from the Stratonovich to the Itô flow is not straightforward in this case and not
studied in the present work. The goal would be to show that the stochastic contraction is
bounded when ζ tends to the boundary of Fx,t (D), which would come from the estimate
by the hyperbolic distance of |D(z1, z2)| given in (3.16)–(3.20).
The purpose of the next paragraph is to obtain uniform estimates in r for the maps Frx,t
and to deduce estimates for the univalent function ϕx,t .
6.2. The area of the image Frx,t
Theorem 6.2. Denote arx(t) := area(F rx,t (Dr )). There exist constants c1, c2, c3, indepen-
dent of r < 1, such that for any R > 0,
Prob
(
sup
t∈[0,T ]
logarx(t) − c1T > c2 +R
)
 exp
(
−c3 R
2
T
)
. (6.13)
Proof. As arx(0)= πr2, the estimate can be reduced to the study of the evolution in t . Since
the flow is orientation preserving, the area of Frx,t (Dr) is the determinant of the Jacobian
of the flow integrated over the domain Dr . The Jacobian is calculated by solving the linear
stochastic differential equation obtained by differentiating the stochastic differential δtF rx,t
in (6.12) with respect to ζ . We pass to the real coordinate system z = x + iy , dz ∧ dz¯ =
−2i dx dy and δtF rx,t =: u+ iv. The determinant of the Jacobian of the flow is obtained by
integrating the trace
∂u
∂x
+ ∂v
∂y
= 2 Re∂(δtF rx,t ).
We get
arx(t) =
∫
Dr
det(∂F rx,t )(z)dx dy =
i
2
∫
Dr
exp
( t∫
0
2 Re(∂δsF rx,t )
(
zx(s)
))
dz∧ dz¯,
where
∫ t
0 2 Re(∂δsF
r
x,t )(zx(s)) is the stochastic integral of the stochastic differential con-
sidered along zx(s) := Frx,s(z). Thus
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dt arx(t) =
i
2
∫
det(∂F rx,t )(z)2 Re(∂δtF rx,t )
(
Fx,t (z)
)
dz∧ dz¯Dr
= i
2
∫
F rx,t (Dr)
2 Re(∂δtF rx,t )(z)dz∧ dz¯. (6.14)
With [1, p. 87] and (6.3), we have
(∂δtF
r
x,t )(z) =
1
2iπ
∫
F rx,t (Dr)
Arx,t (z
′)
(z′ − z)2 dz
′ ∧ dz¯′
and
2 Re(∂δtF rx,t )(z) =
1
π
Im
∫
F rx,t (Dr)
Arx,t (z
′)
(z′ − z)2 dz
′ ∧ dz¯′.
Substitution in (6.14) gives
dt arx(t) =
i
2π
Im
∫
F rx,t (Dr)×F rx,t (Dr)
1
(z− z′)2 A
r
x,t (z
′)dz′ ∧ dz¯′ dz∧ dz¯. (6.15)
Since Calderon convolution by the kernel 1/(πλ2) is an isometry on L2(R2), we get by
means of Hölder’s inequality,
∣∣dt arx(x)∣∣2  1π2
∣∣∣∣ ∫
F rx,t (Dr )×F rx,t (Dr )
1
(z− z′)2 A
r
x,t (z
′)dz′ ∧ dz¯′ dz∧ dz¯
∣∣∣∣2
 ‖Ar‖2
L2(F rx,t (Dr ))
× ‖1F rx,t (Dr)‖2  cax(t)2 dt,
where c is some constant. The last inequality is a consequence of (3.4) and (6.3). Let
αrx(t) := logarx(t). By Itô calculus, αrx(t) is a semi-martingale; its stochastic differential is
given by
dtαrx(t) = γ1 dβ + γ2 dt (6.16)
where β is a Brownian motion and γi are bounded functions because of (3.4), (6.3).
Using the exponential martingale inequality, we deduce inequality (6.13) from (6.16),
see [24]. 
Corollary 6.3. Let a1x(t) be the area of ϕx,t (D), then a1x(t) satisfies estimate (6.13).
Proof. It is sufficient to prove that br := area(ϕ(Dr)) satisfies the same estimate for any
r < 1; as the boundary of ϕ(Dr) is a C∞ Jordan curve, we have by means of (5.1) that
br < a
ρ
x,t + ε for ρ sufficiently close to 1. 
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Lemma 6.4 (Comparison lemma for the hyperbolic metric). Let G1,G2 be two simply
2connected domains such that G1 ⊂ G2 and denote by dsi the corresponding Poincaré
metrics. Then
ds21  ds22 .
Proof. Consider the Poincaré distance given by the infinitesimal Harnack inequality: for
every positive harmonic function bounded by 1, the length of its gradient is  1, where the
upper bound is reached for the Poincaré metric. It is sufficient to prove the inequality at the
center of the disk. As harmonic functions, which are restrictions to G1 of harmonic func-
tions on G2, constitute a subspace of the harmonic functions on G2, the result follows. 
Given a Jordan curve Γ , consider the two domains D+,D− limited by this curve, D+
being compact. Given ζ0 ∈ Γ then log(ζ0 − ζ ) is a holomorphic map of Θ of D+ into a
strip of width at most 2π . Any point of Θ(D+) is contained in the middle of a strip of
length 4π . Therefore, using the comparison Lemma for hyperbolic metric, we deduce:
Lemma 6.5. There exists a positive constant c0, independent of ζ1, ζ2, such that
dD
+
P (ζ1, ζ2) > c0 log
∣∣∣∣ζ0 − ζ1ζ0 − ζ2
∣∣∣∣. (6.17)
6.3. Uniqueness of the welding
We adopt the point of view of [16, p. 304]. The circle S1 is the boundary of the two
closed hemispheres of the Riemann sphere. Let S1+ be the northern hemisphere and S1− be
the southern hemisphere. Given h ∈ Homeo(S1), we define on S1+ ⊕ S1− an equivalence
relation where equivalence classes are constituted by single points with the exception of
the boundaries ∂S1± which are identified using h; the set of equivalence classes has the
structure of a topological manifold h. A continuous function Φ on h is given by the
data of a couple of continuous function Φ± defined on the closed hemispheres such that
Φ+(s) = Φ−(h(s)) on the equator. This family of functions forms an algebraAh; an equiv-
alent definition is to define h as the Gelfand spectrum of Ah.
The welding problem is equivalent to the following question:
Does there exist a conformal structure on h which restricted to each of the open hemi-
spheres coincides with the given conformal structure on the hemisphere?
For such a conformal structure C , we denote by Ch the corresponding Riemann surface.
By Poincaré’s uniformization theorem, up a homeomorphism, there is a unique conformal
structure on the sphere; this means that there is a homeomorphism Θ carrying h onto
Id. The image of the equator Θ(∂S1+) is a Jordan curve Γ Ch . We define a Hölder Jordan
curve as a curve which is parametrizable by a univalent function ϕ such that ϕ and ϕ−1 are
Hölder continuous.
Theorem 6.6. Assume that there exists a welding conformal structure C0 such that Γ C0h is
a Hölder Jordan curve, then every welding structure C coincides with C0.
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Proof. Let Θ0,Θ be the corresponding homeomorphisms of h. Then v := Θ ◦ Θ−10
Cdefines a new conformal structure on the complement of Γ 0h . By [15, Corollaries 2 and 4,
pp. 267–268], there is a unique conformal structure which coincides with the trivial one on
the complement of Γ C0h ; therefore C = C0. 
Theorem 6.7. To a univalent function f defined on D¯ we associate the Jordan curve
Φ(f ) = f (S1).
Let ϕx,t be the univalent function constructed in Theorem 5.2 as solution of the stochas-
tic welding problem (5.19). Then t → Φ(ϕx,t ) defines a Markov processes with values
in J .
Proof. The map ϕx,t → gx,t is injective up to a rotation: this operation preserves the law
of gx,t . The passage from univalent functions to Jordan curves is obtained by taking the
quotient of the space M of univalent functions by the group of Poincaré automorphisms
of D (see [2]). 
Appendix A. The canonical Brownian motion on Diff(S1) is not quasi-symmetric
The classical theory of conformal welding is developed for diffeomorphism of the cir-
cle in case where the diffeomorphisms have a quasi-conformal extension to the unit disk.
The class of diffeomorphisms h preserving the point at infinity and admitting a quasi-
conformal extension to the half plane P is fully characterized by the Beurling–Ahlfors
quasi-symmetry property:
sup
θ,ψ∈S1
h(θ +ψ) − h(θ)
h(θ)− h(θ −ψ) < ∞. (A.1)
If by coincidence the canonical Brownian motion on Diff(S1) should satisfy condition
(A.1), the results of the present paper would follow more easily without the indirect ap-
proach we have followed.
The purpose of this Appendix is to show that, almost surely, gx,t does not satisfy con-
dition (A.1).
A.1. Study of the three point motion
Consider the covariance
dt zx,t (θ) ∗ dt zx,t (θ ′) =B(θ − θ ′)dt, B(ψ) =
∞∑
k=2
1
k3 − k cos(kψ),
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by [5, Lemma 3.2] or [9]B(ψ) =B(0)(1 − γ (ψ)), where γ (ψ)  cψ2 log− |ψ|, as ψ → 0,
c being a numerical constant. Given a finite subset σ of S1, we denote by σ(t) = gx,t (σ )
its image under gx,t and by d := |σ(t)| its constant cardinality. The function B is positive
definite; the d × d symmetric matrix
Qσ(t) :=
(
B(σi − σj )
)
, σi , σj ∈ σ(t),
is therefore positive definite. Through Qσ(t) we define an Euclidean metric on
R
σ  T ((S1)σ(t)). Then the motion σ(t) is Markovian and given as solution of the Itô
SDE,
dσ(t) =√Qσ(t) dx(t), (A.2)
where x(t) is an Rd valued Brownian motion.
We fix three points enumerated in increasing order by σ−, σ, σ+ and let
ρ+ = σ+ − σ, ρ− = σ − σ−.
The covariance matrix of the triplet σ−, σ, σ+, divided by B(0), takes the form:( 1 1 − γ (ρ−) 1 − γ (ρ+ + ρ−)
1 − γ (ρ−) 1 1 − γ (ρ+)
1 − γ (ρ+ + ρ−) 1 − γ (ρ+) 1
)
.
We restrict the corresponding quadratic form to the two dimensional space spanned by
ρ+, ρ−. The variance of a random variable of the type
αρ+ + βρ− = α(σ+ − σ)+ β(σ − σ−)
is a quadratic form with the coefficients:
E
[
(σ+ − σ)2]= 2γ (ρ+),
E
[
(σ+ − σ)(σ − σ−)]= −γ (ρ+)+ γ (ρ+ + ρ−)− γ (ρ−),
E
[
(σ − σ−)2]= 2γ (ρ−).
We use again that the Itô invariants factorize through ρ+, ρ− which means that the pro-
jected process is a Markov process associated to the elliptic operator
L := γ (ρ+) ∂
2
∂(ρ+)2
+ 2(γ (ρ+ + ρ−)− γ (ρ−)− γ (ρ+)) ∂2
∂ρ+∂ρ−
+ γ (ρ−) ∂
2
∂(ρ−)2
,
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and apply Itô calculus to the functionφ := log− ρ+ − log− ρ−.
As ρ+, ρ− play symmetric roles, the properties of the random variable φ are stable under
the symmetry η → −η. Since L(ρ+) =L(ρ−) = 0, we get
L(log− ρ±) = 1
(ρ±)2
γ (ρ±),
Lφ = −γ (ρ
−)
(ρ−)2
+ γ (ρ
+)
(ρ+)2
 φ, (A.3)
1
2
‖∇φ‖2 = γ (ρ
+)
(ρ+)2
− γ (ρ
+ + ρ−)− γ (ρ+)− γ (ρ−)
ρ+ρ−
+ γ (ρ
−)
(ρ−)2
.
Observe that ρ+ = ρ−eφ and
1
2
‖∇φ‖2 = log− ρ− − φ − (1 + eφ)2e−φ(log− ρ− − log(1 + eφ))
+ eφ(log− ρ− − φ)+ e−φ log− ρ− + log− ρ−.
We note the remarkable fact that the coefficient of log− ρ− vanishes: 2 − e−φ − 2 − eφ +
eφ + e−φ = 0. Thus we get
1
2
‖∇φ‖2  |φ|, φ → ±∞. (A.4)
Fixing hs = 2−s and θk = k2λs , the corresponding function φk,s , taking into account (A.2)
and (A.3), admits as comparison SDE in the sense of Ikeda–Watanabe the following SDE
dy˜ =√|y˜|db(t)+ y˜ dt, y˜ = 0, (A.5)
where b is a scalar-valued Brownian motion which can be written as a deterministic func-
tion of the {xk}, i.e., b(t) = ∑k ∫ t0 αk(s)dxk(s) with αk adapted such that ∑k αk = 1.
According to [12], we have
sup
t∈[0,T ]
∣∣φk,s(t)∣∣ sup
t∈[0,T ]
∣∣y˜(t)∣∣. (A.6)
A remarkable fact is that the comparison Eq. (A.5) is independent of the scale s.
Theorem A.1. Almost surely, the canonical Brownian motion on the group of diffeomor-
phism of S1 does not satisfy the quasi-symmetry condition (A.1).
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Proof. We shall follow a Dubois–Reymond type methodology of condensation of singular-
q ′ −3 ′ities. Consider the sequence sq = 2 and take θkq such that |θkq −θkq′ | > |q−q | , q = q .
Then the sequence of processes {wq} defined by wq(t) := φkq ,sq (t) is asymptotically in-
dependent: in the realm of Gaussian variables asymptotical independence is equivalent to
asymptotical orthogonality. Considering the six point motion covariance matrix, we remark
that
dtwq ∗ dtwq ′ = O
(
log(|q − q ′|)
q ∧ q ′
)
.
As each of these processes is governed by the same comparison Eq. (A.5), and as the
process driven by (A.5) is not uniformly bounded, the Borel–Cantelli lemma shows that a.s.
lim sup
q→∞
wq(t) = ∞. 
Appendix B. Asymptotic expansion of some inverse Fourier transforms
Our objective is to compare the series defining the covariance functions with the
Poincaré distance in the half plane. We give two integral representations of the series,
one as a convolution double integral (Proposition B.3 and Appendix B.2); the other one is
a one time integrated form of the first representation and is expressed in terms of a single
integral (Appendix B.2). Both representations provide a mean for studying the series.
In Appendix B.1, using the double integral representation of the series, we prove the
estimates obtained in Theorems B.1 and B.2 below. In Appendices B.2 and B.3, we discuss
how to obtain the integral representations of the series.
In Appendix B.3, we construct the kernel functions of Proposition B.3 below. In Ap-
pendix B.3, we express the series φ, ψ , α, β , γ of (B.3)–(B.4) as h-transforms, that is in
the form
∑
i,j
1∫
0
Pij (y1, y2, s)h
(
(εiy1 + εjy2)s + θ
)
ds, εi = −1,0,1,
where Pij is a polynomial in s and a rational function homogeneous of degree 0 in (y1, y2);
if y1 = y2 = y , then Pij (y, y, s) does not depend on y . The study of Pij permits to study
the behaviour of the functions α,β, γ . We give explicit expressions for the polynomials
Pij and obtain asymptotic expansions for the covariance functions.
In the half plane ζ = θ + iy , y > 0, the Poincaré metric is given by |dζ |/y . Let d be the
Poincaré distance; then, in particular,
d
(
(θ, y), (θ ′, y)
)= min
f
θ ′∫
θ
√
1 + f ′(t)2
f (t)
dt ∼ 1
y
|θ − θ ′|
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with f (θ) = f (θ ′) = y and d((θ, y), (θ, y ′)) = | log(y/y ′)|. With the triangle inequal-
ity for the distance, we can deduce from the two previous estimates a domination for
d((θ, y), (θ ′, y ′)).
Let ρ = d((θ, y), (θ ′, y ′)), we have (see for example [14])
coshρ = |θ − θ
′|2 + y2 + (y ′)2
2yy ′
. (B.1)
When y → 0, the behaviour of the covariances of the vector field ∂¯Z is estimated in
terms of the hyperbolic distance d(ζ1, ζ2). See Eqs. (3.16)–(3.20).
Theorem B.1. Letting Q(y) = K̂(y)+ 7K̂ ′(y)+ 6K̂ ′′(y) as in Eq. (2.5), we have
Q(y) = 2
1∫
0
(1 − s)(1 − 6s2) cos(ys)ds − 14 1∫
0
(1 − s)s sin(ys)ds.
Denoting D(ζ1, ζ2)dt = E[dt ∂Zx,t (ζ1, ζ2) ∗ dt ∂¯Zx,t (ζ1, ζ2)], then for ζj = θj + iyj ,
j = 1,2, and θ = θ1 − θ2,
D(ζ1, ζ2) =
∑
|n|>1
|n|
n2 − 1Q(y1n)Q(y2n) exp
(
in(θ1 − θ2)
)
.
If θ = 0, there exist constants c1, c2, c3 such that for sup(y1, y2) c3|θ | < c2, we have the
estimate ∣∣D(ζ1, ζ2)∣∣ exp(−c1d(ζ1, ζ2)).
If θ = 0, then
∣∣D(y1, y2)∣∣ inf(y1, y2)
sup(y1, y2)
.
To handle the different cases in a unified way, we consider a function h of the type
h(t) =
∑
n1
λ(n) cosnt. (B.2)
Assume that h is a C∞ function defined on ]0,2π[ and moreover that there exist c > 0
and δ > 0 such that h(t) c for 0 < t < δ. Assume furthermore that for y > 0, the integral∫ 1
0 h(ys)ds is finite. Consider the series
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φ(y1, y2, θ) =
∑
λ(n)K̂(y1n)K̂(y2n) cosnθ,
n1
ψ(y1, y2, θ) =
∑
n1
λ(n)K̂ ′(y1n)K̂(y2n) sinnθ
(B.3)
and
α(y1, y2, θ) =
∑
n1
λ(n)
(
6K̂ ′′(y1n)+ K̂(y1n)
)(
6K̂ ′′(y2n) + K̂(y2n)
)
cosnθ,
β(y1, y2, θ) =
∑
n1
λ(n)K̂ ′(y1n)K̂ ′(y2n) cosnθ, (B.4)
γ (y1, y2, θ) =
∑
n1
λ(n)
(
6K̂ ′′(y1n) + K̂(y1n)
)
K̂ ′(y2n) sinnθ,
where
K̂(x) = 2
1∫
0
(1 − s) cos(sx)ds = 2(1 − cosx)
x2
= 1 − x
2
12
+ x
4
360
− · · · ,
K̂ ′(x)= − 4
x3
(1 − cosx)+ 2 sinx
x2
= −2
1∫
0
s(1 − s) sin(sx)ds
= −x
6
+ x
3
90
− x
5
3360
+ · · · ,
K̂ ′′(x)= 12
x4
(1 − cosx)− 8 sinx
x3
+ 2 cosx
x2
= −2
1∫
0
s2(1 − s) cos(sx)ds; (B.5)
6K̂ ′′(ξ)+ K̂(ξ) =
(
2
ξ2
+ 72
ξ4
)
(1 − cos ξ)− 48
ξ3
sin ξ + 12
ξ2
cos ξ
= 7
60
ξ2 − 31
5040
ξ4 + · · ·
= 2
1∫
0
(1 − s)(1 − 6s2) cos(sξ)ds, (B.6a)
and since
∫ 1
0 (1 − s)(1 − 6s2)ds = 0, for any differentiable function g,
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1∫ ( 2) 1 1∫ 2 ′
0
(1 − s) 1 − 6s g(s)ds =
2
0
u(1 − u) (2 + 3u)g (u)du, (B.6b)
K̂ ′(x)2 = 32
x6
(1 − cosx)+
(
2
x4
− 8
x6
)
(1 − cos 2x)− 16 sinx
x5
+ 8 sin 2x
x5
= 16
15
1∫
0
(1 − t)3(1 − 2t − 4t2)cos(2xt)dt − 2
15
1∫
0
(1 − t)4(3 + 2t)dt . (B.6c)
Theorem B.2. Consider the series given by (B.4), where h(t) =∑n1 1n cosnt .
If θ = 0, there exist constants c1, c2, c3 > 0, a neighbourhood
V = {0 < sup(y1, y2) c3|θ | c2}
such that if (θ, y1, y2) ∈ V , then
∣∣α(y1, y2, θ)∣∣+ ∣∣β(y1, y2, θ)∣∣+ ∣∣γ (y1, y2, θ)∣∣ c1
cosh(ρ)
where ρ = d((y1, θ), (y2,0)) is the hyperbolic distance defined in (B.1).
If θ = 0, there exist c1, c2 such that for sup(y1, y2) < c1,
∣∣α(y1, y2,0)∣∣+ ∣∣β(y1, y2,0)∣∣ c2
cosh(ρ)
where ρ = | log(y1/y2)|.
For the proofs of Theorems B.1 and B.2 (see Appendix B.1), we use the following
proposition.
Proposition B.3. There exist kernels Nφ,Nψ,Nα,Nβ,Nγ which are functions of (y1, y2, θ)
such that
φ(y1, y2, θ) =
1∫
0
1∫
0
(1 − s)(1 − u)Nφ(sy1, uy2, θ)ds du,
ψ(y1, y2, θ) =
1∫
0
1∫
0
s(1 − s)(1 − u)Nψ(sy1, uy2, θ)ds du;
(B.7)
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1∫ ( 2)( 2)α(y1, y2, θ) =
0
(1 − s)(1 − t) 1 − 6s 1 − 6t Nα(sy1, ty2, θ)ds dt,
β(y1, y2, θ) = −
1∫
0
1∫
0
s(1 − s)t (1 − t)Nβ(sy1, ty2, θ)ds dt, (B.8)
γ (y1, y2, θ) =
1∫
0
1∫
0
(1 − s)(1 − 6s2)t (1 − t)Nγ (sy1, ty2, θ)ds dt .
We consider the following choices for h:
• When λ(n) = 1/n, n 1,
h(t) =
∑
n1
cosnt
n
= − log
∣∣∣∣2 sin( t2
)∣∣∣∣ for 0 < t < 2π. (B.9)
• For λ(1) = 0 and
λ(n) =
{
n/(n2 − 1), n 2,
1/(n3 − n), n 2,
or since
1
n3 − n = −
1
n
+ 1
2(n− 1) +
1
2(n+ 1) ,
we get
h(t) =
∑
n2
n cosnt
n2 − 1 =
[∑
n1
cosnt
n
cos t
]
− 1
2
− 1
4
cos t, respectively,
h(t) =
∑
n2
cosnt
n3 − n =
[∑
n1
cosnt
n
(cos t − 1)
]
− 1
2
+ 3
4
cos t .
(B.10)
If λ(n) is an even function of n, then∑
n=0
λ(n)Q(ny1)Q(ny2)einθ = 2α(y1, y2, θ)+ 2β(y1, y2, θ)
+ 2i[γ (y1, y2, θ)+ γ (y2, y1, θ)], (B.11)
whereQ(y) = (K̂ + 7K̂ ′ + 6K̂ ′′)(y).
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B.1. Proofs of Theorems B.1 and B.2, h(t) =∑n1 cosntn
Proof of Theorem B.2. If h(t) is given by (B.9), we get
Nα = − log
∣∣∣∣sin2(θ2
)
− sin2
(
y1s + y2t
2
)∣∣∣∣− log∣∣∣∣sin2(θ2
)
− sin2
(
y1s − y2t
2
)∣∣∣∣,
d2
ds dt
Nα = y1y2
[
1 − cos θ cos(y1s + y2t)
(cosθ − cos(y1s + y2t))2 −
1 − cosθ cos(y1s − y2t)
(cosθ − cos(y1s − y2t))2
]
= 2y1y2 sin(y1s) sin(y2t)
[
A
B
] (B.12)
with
A = cos3 θ − cosθ(1 + cos2(y1s)+ cos2(y2t))+ 2 cos(y1s) cos(y2t)
= (1 − cosθ)[2 cos(y1s) cos(y2t) − cosθ(1 + cosθ)]− cosθ(cos(y1s) − cos(y2t))2
= (1 − cosθ)[cos2(y1s) + cos2(y2t)]− [cos(y1s)− cos(y2t)]2 − cosθ sin2 θ (B.13)
and
√
B = (1 − cos θ)[2 cos(y1s) cos(y2t)− (1 + cosθ)]+ (cos(y1s)− cos(y2t))2. (B.14)
If 0 < θ  1 and y1  y2  θ/2, then cos(y1) cos(y2) and
2 cos(y1s) cos(y2t) 2 cos(y1) cos(y2) 1 + cos θ,(
cos(y1s)− cos(y2t)
)2  (1 − cosθ)2. (B.15)
From the first estimate in (B.15), we obtain
√
B  (1 − cosθ)[2 cos(y1s) cos(y2t) − (1 + cosθ)]
 (1 − cosθ)[2 cos(y1) cos(y2)− (1 + cos θ)], (B.16)
whereas the second inequality in (B.15) gives
√
B  2(1 − cosθ). (B.17)
From Eq. (B.13) and the second inequality in (B.15), we obtain
A (1 − cosθ)(cos2(y1s) + cos2(y2t))− (1 − cosθ)2 − cos θ sin2 θ.
This gives
A (1 − cos θ)[cos2(y1s)+ cos2(y2t) − 1 − cos2 θ];
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on the other hand, y1  y2  θ/2 implies thatcos2(y1s) + cos2(y2t) 1 + cos2 θ,
which together proves that A 0. Thus
d2
ds dt
Nα  0.
On the other hand, because of (B.6), if θ = 0, the series α is equal to
−
1∫
0
1∫
0
(1 − s)(1 − 6s2)(1 − t)(1 − 6t2)
× log
∣∣∣∣(1 − sin2((y1s + y2t)/2)sin2(θ/2)
)(
1 − sin2((y1s − y2t)/2)
sin2
(
θ/2
) )∣∣∣∣ds dt .
Using (B.6b), this equals
α =
1∫
0
1∫
0
f (s)f (t)
d2
ds dt
Nα ds dt, where f (s) 0 for 0 s  1. (B.18)
We integrate the last integral and obtain that |α| is dominated by
1∫
0
1∫
0
d2
ds dt
Nα ds dt
= − log
∣∣∣∣ [sin2(θ/2)− sin2((y1 + y2)/2)][sin2(θ/2)− sin2((y1 − y2)/2)][sin2(θ/2)− sin2(y1/2)]2[sin2(θ/2)− sin2(y2/2)]2
∣∣∣∣. (B.19)
Theorem B.1 for α is a consequence of the previous lemma. 
Lemma B.4. For 0 < θ  1 and sup(y1, y2) < θ/2, let
α =
∑
n1
1
n
(
6K̂ ′′(y1n)+ K̂(y1n)
)(
6K̂ ′′(y2n) + K̂(y2n)
)
cosnθ.
There exist two positive constants c1, c2, such that
c1
y21y
2
2(θ
2 − y21 − y22)
θ6
 |α| c2 y
2
1y
2
2
θ4
. (B.20)
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Proof. The lower estimate follows fromcos2(y1)+ cos2(y2)− 1 − cos2 θ
4(1 − cosθ)3 
A
B
. (B.21)
The upper bound is a consequence of (B.19). 
Remark 6. From the second equation in (B.13), we deduce that
A (1 − cosθ)[2 cos(y1s) cos(y2t)− cos θ(1 + cos θ)]. (B.22)
If y1 = y2 = y , it gives
α(y, y, θ)
= −
1∫
0
1∫
0
(1 − s)(1 − 6s2)(1 − t)(1 − 6t2) log∣∣∣∣1 − sin2(y(s + t)/2)sin2(θ/2)
∣∣∣∣ds dt . (B.23)
Thus, for 0 < y  2θ , we have α(y, y, θ) consty2/(θ2 + y2).
The series β can be handled in the same way,
Nβ(y1, y2, θ) = log
∣∣∣∣ sin((y1 + y2 + θ)/2) sin((y1 + y2 − θ)/2)sin((y1 − y2 + θ)/2) sin((y1 − y2 − θ)/2)
∣∣∣∣
= − log
∣∣∣∣ e−iy2 − e−i(y1+θ)1 − e−i(y1+θ)e−iy2
∣∣∣∣− log∣∣∣∣ e−iy2 − e−i(y1−θ)1 − e−i(y1−θ)e−iy2
∣∣∣∣.
It simplifies to
Nβ = − log
∣∣∣∣ sin2(θ/2)− sin2((y1s + y2t)/2)sin2(θ/2)− sin2((y1s − y2t)/2)
∣∣∣∣.
In particular, if y1 = y2 = y , the estimate β(y, y, θ) consty2/(θ2 + y2) holds for
β(y1, y2, θ) = −
1∫
0
1∫
0
s(1 − s)t (1 − t) log
∣∣∣∣sin2(θ/2)− sin2((y1s + y2t)/2)sin2(θ/2)− sin2((y1s − y2t)/2)
∣∣∣∣ds dt .
For Nγ , the estimate in Theorem B.2 is a consequence of the following lemma. It can
also be deduced from Proposition B.16 below along with (B.43).
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Lemma B.5. Let h(t) be given by (B.9). Assume that sup(y1, y2) θ/4, then there exists
a constant c such that
∣∣γ (y1, y2, θ)∣∣ c y21y2
θ3
. (B.24)
Proof. If h(t) is given by (B.9), then
Nγ (y1, y2, θ) = − log
∣∣∣∣ sin((y1 + y2 + θ)/2) sin((y1 − y2 − θ)/2)sin((y1 + y2 − θ)/2) sin((y1 − y2 + θ)/2)
∣∣∣∣
= − log
∣∣∣∣ sin2(y1/2)− sin2((y2 + θ)/2)
sin2(y1/2)− sin2((y2 − θ)/2)
∣∣∣∣
and
γ (y1, y2, θ) = −
1∫
0
1∫
0
s(1 − s)(1 − t)(1 − 6t2) log∣∣∣∣ sin2(y1t/2)− sin2((y2s + θ)/2)sin2(y1t/2)− sin2((y2s − θ)/2)
∣∣∣∣ds dt
=
1∫
0
1∫
0
s(1 − s)
2
t (1 − t)2(2 + 3t)H(ty1, sy2, θ)ds dt
with
H(ty1, sy2, θ) = ddt log
∣∣∣∣ sin2(y1t/2)− sin2((y2s + θ)/2)sin2(y1t/2)− sin2((y2s − θ)/2)
∣∣∣∣
= y1
[
sin(y1t)
cos(y2s + θ)− cos(y1t) −
sin(y1t)
cos(y2s − θ)− cos(y1t)
]
.
Since s(1 − s)t (1 − t)2(2 + 3t) 0 for 0 s  1, we have
∣∣γ (y1, y2, θ)∣∣ const 1∫
0
1∫
0
∣∣H(ty1, sy2, θ)∣∣ds dt  c y21y2
θ3
. 
Corollary B.6.
∣∣γ (y1, y2, θ)+ γ (y2, y1, θ)∣∣ c[y21y2
θ3
+ y1y
2
2
θ3
]
 c y1y2
θ2
.
Proof. Since y1 + y2  θ/2. 
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B.2. The series as double integrals. The kernel functionsThe function h(t) given by (B.2) is even. For the series α and β , we consider the fol-
lowing even function of θ ,
h1(y, θ) = h(y + θ)+ h(y − θ). (B.25)
Since h(t) is even, h1(y, θ) is obviously even in y . Define the kernel:
Nβ(y1, y2, θ) = h1(y1 + y2, θ)− h1(y1 − y2, θ). (B.26)
Then Nβ(y1, y2, θ) is odd in y1 and odd in y2; it will be an appropriate choice to study the
series β . In the same way,
Nα(y1, y2, θ) = h1(y1 + y2, θ)+ h1(y1 − y2, θ) (B.27)
is even in y1, even in y2 and even in θ , thus it is appropriate to study the series α. For the
series γ , we consider the function h2(y, θ) which is odd in θ and odd in y ,
h2(y, θ) = h(y + θ)− h(y − θ). (B.28)
The kernel
Nγ (y1, y2, θ) = h2(y1 + y2, θ)− h2(y1 − y2, θ) (B.29)
is even in y1 and odd in y2 and will be used for the series γ . Let
A= h(y1 + y2 + θ), B = h(y1 + y2 − θ),
C = h(y1 − y2 + θ), D = h(−y1 + y2 + θ),
then
Nα = A+B +C +D, Nβ = A+B −C −D, Nγ = A−B −C +D.
Lemma B.7. Let µ(t) such that µ′′(t) = h(t). Then for y1 = 0, y2 = 0,
1∫
0
1∫
0
h(y1s + y2t + θ)ds dt = 1
y1y2
[
µ(y1 + y2 + θ)−µ(y1 + θ)−µ(y2 + θ)+µ(θ)
]
.
Proof. We start with the identity
J =
1∫
0
1∫
0
µ′′(y1s + y2t + θ)ds dt = 1
y1
1∫
0
1∫
0
d
ds
[
µ′
(
y1s + y2t + θ
)]
ds dt
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and evaluate the integral with respect to s to obtainJ = 1
y1
1∫
0
[
µ′(y1 + y2t + θ)−µ′(y2t + θ)
]
dt
= 1
y1y2
1∫
0
d
dt
[
µ(y1 + y2t + θ)−µ(y2t + θ)
]
dt .
This proves the lemma. 
As a particular case, let
µ(t) = t
2 log |t|
2! −
3
4
t2.
Since µ′′(t) = log |t|, we get for y1 = 0, y2 = 0,
1∫
0
1∫
0
log |y1s + y2t + θ |ds dt
= 1
y1y2
[
µ(y1 + y2 + θ)−µ(y1 + θ)−µ(y2 + θ)+µ(θ)
]
. (B.30)
In the same manner, see (B.10), we obtain φ(t) = µ′′φ(t), where
φ(t) =
∑
n2
n cosnt
n2 − 1 =
[∑
n1
cosnt
n
cos t
]
− 1
2
− 1
4
cos t,
µφ(t) = 2 sin2
(
t
2
)
log
∣∣∣∣2 sin( t2
)∣∣∣∣+ 54 cos t + 18 cos 2t − t22 .
Proof of Proposition B.3.
• The series α. With 6K̂ ′′(x)+ K̂(x) = 2 ∫ 10 (1 − s)(1 − 6s2) cos(sx)ds, we obtain(
6K̂ ′′(y1n)+ K̂(y1n)
)(
6K̂ ′′(y2n)+ K̂(y2n)
)
= 2
1∫
0
1∫
0
(1 − s)(1 − 6s2)(1 − t)(1 − 6t2)2 cos(ny1s) cos(ny2t)ds dt
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1∫ 1∫ ( 2) ( 2)= 2
0 0
(1 − s) 1 − 6s (1 − t) 1 − 6t
× [cos(ny1s + ny2t)+ cos(ny1s − ny2t)]ds dt
and (
6K̂ ′′(y1n) + K̂(y1n)
)(
6K̂ ′′(y2n) + K̂(y2n)
)
cosnθ
=
1∫
0
1∫
0
(1 − s)(1 − 6s2)(1 − t)(1 − 6t2)
× [2 cos(ny1s + ny2t) cosnθ + 2 cos(ny1s − ny2t) cosnθ]ds dt .
• The series β . Since K̂(x) = 2 ∫ 10 (1 − s) cos(xs)ds, by taking the derivative with re-
spect to x , K̂ ′(x) = −2 ∫ 10 s(1 − s) sin(xs)ds, we get
K̂ ′(y1n)K̂ ′(y2n)
= 2
1∫
0
1∫
0
s(1 − s)t (1 − t) × 2 sin(ny1s) sin(ny2t)ds dt
= −2
1∫
0
1∫
0
s(1 − s)t (1 − t)[cos(ny1s + ny2t) − cos(ny1s − ny2t)]ds dt,
and thus
K̂ ′(y1n)K̂ ′(y2n) cosnθ
= −
1∫
0
1∫
0
s(1 − s)t (1 − t)[2 cos(ny1s + ny2t) cosnθ
− 2 cos(ny1s − ny2t) cosnθ
]
ds dt
= −
1∫
0
1∫
0
s(1 − s)t (1 − t)[ cos(ny1s + ny2t + nθ)+ cos(ny1s + ny2t − nθ)
− cos(ny1s − ny2t + nθ)
− cos(ny1s − ny2t − nθ)
]
ds dt .
• For the series γ the proof is similar. 
Remark 7. We can calculate N(sy1, ty2, θ) in terms of y1 + y2 and y1 − y2 with the
identities
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sy1 + ty2 = 12
[
(s + t)(y1 + y2)+ (s − t)(y1 − y2)
]
,sy1 − ty2 =
[
(s + t)(y1 − y2)+ (s − t)(y1 + y2)
]
.
B.3. The h-transform. Extended cos and sin functions
This method differs basically from the previous one by the fact that we linearize the
three products(
6K̂ ′′(y1) + K̂(y1)
)(
6K̂ ′′(y2)+ K̂(y2)
)
, K̂ ′(y1)K̂ ′(y2),(
6K̂ ′′(y1) + K̂(y1)
)
K̂ ′(y2),
before taking the integral transform. The interest of this second representation is that we get
immediately only one integral. Of course, using Taylor formula with integral remainder,
and after several integrations by parts, we can recover the double integral of the repre-
sentation of Section B.2, and conversely with a change of variables in the double integral
of Section B.2 and an integration, we find the integral representation of Section B.3. The
function 6K̂ ′′(y)+ K̂(y) is a cos transform and K̂ ′(y) a sin transform: Let φ(x1, x2, θ) a
function of the variables x1, x2, θ . We say that φ(x1, x2, θ) is a homogeneous cos transform
in x1, x2, if
φ(x1, x2, θ) =
∑
i,j
1∫
0
Pij (x1, x2, s) cos
(
(εix1 + εjx2)s + θ
)
ds, εi = 0,±1, (B.31)
where Pij is a polynomial in s and a rational function homogeneous of degree 0 in (x1, x2);
if x1 = x2 = x , the function Pij (x, x, s) does not depend on x . To define homogeneous sin
transforms, we put sin instead of cos. For example,
1∫
0
cos(x1s)ds
1∫
0
cos(x2t)dt = 12
[
(x1 + x2)2
x1x2
1∫
0
(1 − s) cos((x1 + x2)s) ds
− (x1 − x2)
2
x1x2
1∫
0
(1 − s) cos((x1 − x2)s)ds]
is a homogeneous cos transform. We have
∑
n1
λ(n)φ(nx1, nx2, nθ) =
∑
i,j
1∫
0
Pij (x1, x2, s)h
(
(εix1 + εjx2)s + θ
)
ds. (B.32)
We say that the series (B.32) is a homogeneous h-transform.
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We shall see that the productsK̂(y1)K̂(y2),
(
6K̂ ′′(y1)+ K̂(y1)
)(
6K̂ ′′(y2)+ K̂(y2)
)
, K̂ ′(y1)K̂ ′(y2)
are homogeneous cos transforms whereas (6K̂ ′′(y1)+ K̂(y1))K̂ ′(y2) is a homogeneous sin
transform. In particular, we have
K̂(x)2 = 4
3
1∫
0
(1 − s)3(4 cos(2xs)− cos(xs))ds. (B.33)
Thus [(
6K̂ ′′(y1)+ K̂(y1)
)(
6K̂ ′′(y2) + K̂(y2)
)]
cosθ,[
K̂ ′(y1)K̂ ′(y2)
]
cosθ and
[(
6K̂ ′′(y1)+ K̂(y1)
)
K̂ ′(y2)
]
sin θ
are all homogeneous cos transforms.
Lemma B.8. For any integer p,
d
dy
1∫
0
yp
(1 − s)p−1
(p − 1)! f (ys)ds =
1∫
0
yp−1
(1 − s)p−2
(p − 2)! f (ys)ds. (B.34)
Proof. We have, for p > 1, p and q integers,
d
dy
1∫
0
yq
(1 − s)p−1
(p − 1)! f (ys)ds =
1∫
0
yp−1 (1 − s)
p−2
(p − 2)!
[
(q − 1)
(p − 1)(1 − s)+ s
]
f (ys)ds. 
Proposition B.9. Let h(t) be given by (B.2). Then
φ(y1, y2, θ) = 12
[
Fh(y1, y2, θ)+Fh(y1, y2,−θ)
]
,
where
Fh(y1, y2, θ) = −4
1∫
0
(1 − s)3
3!
[
y21
y22
h(y1s + θ)+ y
2
2
y21
h(y2s + θ)
− 1
2
(y1 + y2)4
y21y
2
2
h
(
(y1 + y2)s + θ
)
− 1
2
(y1 − y2)4
y21y
2
2
h
(
(y1 − y2)s + θ
)]
ds (B.35)
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andψ(y1, y2, θ) = 12
[
Gh(y1, y2, θ)−Gh(y1, y2,−θ)
]
with
Gh(y1, y2, θ) = 4
1∫
0
y21
y22
[
2
(1 − s)4
4! −
(1 − s)3
3!
]
h(y1s + θ)ds
+ 8
1∫
0
y32
y31
(1 − s)4
4! h(y2s + θ)ds +
1∫
0
L(y1, y2, s)h
(
(y1 + y2)s + θ
)
ds
+
1∫
0
L(y1,−y2, s)h
(
(y1 − y2)s + θ
)
ds (B.36)
and
L(y1, y2, s) = −4 (y1 + y2)
5
y31y
2
2
(1 − s)4
4! + 2
(y1 + y2)4
y21y
2
2
(1 − s)3
3! .
The expressions (B.35) and (B.36) can be used for any integrable function h; if we take
h(t) = c, where c is a constant, we find that Fh(y1, y2, θ)) = c. If h(t) = ct , then
1
2
[
Gh(y1, y2, θ)+Gh(y1, y2,−θ)
]= cy1
6
.
Corollary B.10. We have
∑
n1
λ(n)K̂(yn)2 cosnθ = −8
1∫
0
(1 − s)3
3!
[
h(ys + θ)− 4h(2ys + θ)]ds.
If θ = 0, then
∑
n1
1
n
K̂(yn)2 cosnθ ∼ h(θ), as y → 0. (B.37a)
If θ = 0, then
∑
n1
1
n
K̂(yn)2 ∼ − log |y|, as y → 0. (B.37b)
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Corollary B.11. We have∑
n1
λ(n)K̂(yn)2 sinnθ
= 4
1∫
0
s(1 − s)3
3!
[
8
(
h(2ys + θ)− h(2ys − θ))− (h(ys + θ)− h(ys − θ))]ds,
and ∑
n1
1
n
K̂(yn)2 sinnθ ∼ constθ
y
as θ → 0 and y is fixed. (B.38)
We can study in the same way the functions α, β and γ .
Proposition B.12. Let h(t) be given by (B.2). Then
α(y1, y2, θ) = 12
[
Ah(y1, y2, θ)+Ah(y1, y2,−θ)
]
and
Ah(y1, y2, θ) =
1∫
0
[
P1(s)
y41
y42
+ P2(s)y
2
1
y22
]
h(y1s + θ)ds
+
1∫
0
[
P1(s)
y42
y41
+ P2(s)y
2
2
y21
]
h(y2s + θ)ds
+
1∫
0
R(y1, y2, s)h
(
(y1 + y2)s + θ
)
ds
+
1∫
0
R(y1,−y2, s)h
(
(y1 − y2)s + θ
)
ds, (B.39)
where
P1(s) = −72 × 72 × (1 − s)
7
7! + 48 × 72 ×
(1 − s)6
6! − 10 × 72 ×
(1 − s)5
5! ,
P2(s) = 72 × 2 × (1 − s)
5
5! − 48 × 2 ×
(1 − s)4
4! + 20 ×
(1 − s)3
3! ,
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R(y1, y2, s) = − P1(s) (y1 + y2)
8
4 4 + 6 × 72 ×
(y1 + y2)6
3 3
(1 − s)52 y1y2 y1y2 5!
− 24 × 10 × (y1 + y2)
6
y31y
3
2
(1 − s)4
4! + 50 ×
(y1 + y2)4
y21y
2
2
(1 − s)3
3! .
We remark that if we put h(t) = 1 in (B.39), then everything cancels, we have
1∫
0
[
P1(s)
y41
y42
+ P2(s)y
2
1
y22
+ P1(s)y
4
2
y41
+ P2(s)y
2
2
y21
+R(y1, y2, s)+R(y1,−y2, s)
]
ds = 0.
Thus, (B.39) remains true if we replace h(ys + θ) by h(ys + θ) − h(θ). For h(t) = cos t ,
which is a particular case of (B.2), we obtain with (B.39) a representation of(
6K̂ ′′(y1)+ K̂(y1)
)(
6K̂ ′′(y2)+ K̂(y2)
)
cosθ
as an integral transform.
Corollary B.13. We have
α(y, y, θ) =
1∫
0
(
P1(s) +P2(s)
)[
h(ys + θ)+ h(ys − θ)]ds
+ 1
2
1∫
0
R(s)
[
h(2ys + θ)+ h(2ys − θ)]ds,
where R(s) = R(y, y, s).
If θ = 0, then α(y, y, θ) ∼ consth(θ) as y → 0. If θ = 0, as y → 0,∑
n1
1
n
[
6K̂ ′′(ny)+ K̂(ny)]2 ∼ const logy.
Moreover, there exist a constant c1 > 0 independent of y , θ and a neighbourhood V =
{|θ | + y < c2} such that for (θ, y) ∈ V , θ = 0, y > 0,∑
n1
1
n
[
6K̂ ′′(ny)+ K̂(ny)]2 cosnθ  c
cosh(ρ)
,
where ρ = d((y,0), (y, θ)) is given by (B.1).
In the same manner, we have
Proposition B.14. For h(t) given by (B.2),
β(y1, y2, θ) =
∑
n1
λ(n)K̂ ′(ny1)K̂ ′(ny2) cosnθ = 12
[
Bh(y1, y2, θ)+Bh(y1, y2,−θ)
]
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withBh(y1, y2, θ) =
1∫
0
(
16(1 − s)5
5! −
8(1 − s)4
4!
)(
y31
y32
h(y1s + θ)+ y
3
2
y31
h(y2s + θ)
)
ds
+
1∫
0
Q(y1, y2, s)h
(
(y1 + y2)s + θ
)
ds
−
1∫
0
Q(y1,−y2, s)h
(
(y1 − y2)s + θ
)
ds,
where
Q(y1, y2, s) =
(
4(1 − s)4
4! −
8(1 − s)5
5!
)
(y1 + y2)6
y31y
3
2
− 2(1 − s)
3
3!
(y1 + y2)4
y21y
2
2
. (B.40)
Setting h(t) = 1 in Bh, we obtain
1∫
0
{(
16(1 − s)5
5! −
8(1 − s)4
4!
)(
y31
y32
+ y
3
2
y31
)
+Q(y1, y2, s)−Q(y1,−y2, s)
}
ds = 0.
In particular
1∫
0
[
Q(y1, y2, s) −Q(y1,−y2, s)
]
ds = c
(
y31
y32
+ y
3
2
y31
)
where c is a constant (there is no term in y1/y2 or in y2/y1). For the coefficient of
y1/y2 + y2/y1, the last statement follows from (4/5! − 8/6!) × 15 − 2/4! × 4 = 0. Thus,
as in Proposition B.14, we can replace h(ys + θ) by h(ys + θ) − h(θ) in (B.40) and the
formula stays valid.
Corollary B.15. We have
∑
n1
λ(n)K̂ ′(ny)2 cosnθ =
1∫
0
(
16
(1 − s)5
5! − 8
(1 − s)4
4!
)[
h(ys + θ)+ h(ys − θ)]ds
+ 1
2
1∫
0
Q(y,y, s)
[
h(2ys + θ)+ h(2ys − θ)]ds.
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Moreover,∑
n1
1
n
K̂ ′(ny)2 cosnθ  c
cosh(ρ)
.
For the series γ , we obtain the following result.
Proposition B.16. We have
γ (y1, y2, θ) =
∑
n1
λ(n)
(
6K̂ ′′(y1n)+ K̂(y1n)
)
K̂ ′(y2n) sinnθ
= 1
2
[
F(y1, y2, θ)− F(y1, y2,−θ)
]
where
F(y1, y2, θ) = y
3
1
y32
1∫
0
P1(s)h(y1s)ds + y
4
2
y41
1∫
0
R1(s)h(y2s)ds + y
2
2
y21
1∫
0
R2(s)h(y2s)ds
+
1∫
0
Q(y1, y2, s)h
(
(y1 + y2)s
)
ds
+
1∫
0
T (y1, y2, s)h
(
(y1 − y2)s
)
ds (B.41)
with
P1(s) = 72 × 4 (1 − s)
6
6! − 48 × 4
(1 − s)5
5! + 10 × 4
(1 − s)4
4! ,
R1(s) = 72 × 4 (1 − s)
6
6! − 72 × 2
(1 − s)5
5! ,
R2(s) = −8 (1 − s)
4
4! + 4
(1 − s)3
3! ,
Q(y1, y2, s) = −144 (y1 + y2)
7
y41y
3
2
(1 − s)6
6! +
(
72
y41y
2
2
+ 96
y31y
3
2
)
(y1 + y2)6 (1 − s)
5
5!
−
(
48
y31y
2
2
+ 20
y21y
3
2
)
(y1 + y2)5 (1 − s)
4
4! +
10
y21y
2
2
(y1 + y2)4 (1 − s)
3
3! ,
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T (y1, y2, s) = −144 (y1 − y2)
7
4 3
(1 − s)6 −
(
72
4 2 −
96
3 3
)
(y1 − y2)6 (1 − s)
5y1y2 6! y1y2 y1y2 5!
+
(
48
y31y
2
2
− 20
y21y
3
2
)
(y1 − y2)5 (1 − s)
4
4! −
10
y21y
2
2
(y1 − y2)4 (1 − s)
3
3! .
Corollary B.17. If h(t) is given by (B.9) or (B.10), then when θ = 0 is small,
γ (y, y, θ)∼ consty
3
θ3
when y → 0. (B.42)
Corollary B.18. There exist constants c1 > 0, c2 > 0, independent of (θ, y), and a neigh-
bourhood V = {(θ, y) | 0 < y < |θ |/2 c2} such that for (θ, y) ∈ V ,∑
n1
1
n
(
6K̂ ′′(ny)+ K̂(ny))K̂ ′(ny) sin(nθ) c
cosh(ρ)
(B.43)
where ρ = d((y,0), (y, θ)) is given by (B.1).
B.3.1. The series β
Proof of Proposition B.14. Let
C2(x)= x6
1∫
0
(1 − s)5
5! cos(xs)ds = 1 −
x2
2
+ x
4
4! − cosx,
xS2(x) = −x6
1∫
0
(1 − s)4
4! cos(xs)ds = x
(
x − x
3
3! − sin x
)
,
C1(x)= −x4
1∫
0
(1 − s)3
3! cos(xs)ds = 1 −
x2
2
− cosx;
then
K̂ ′(x1)K̂ ′(x2) = 16
x31x
3
2
(
C2(x1)+C2(x2)− 12C2(x1 + x2)−
1
2
C2(x1 − x2)
)
+ 8
x31x
3
2
(
x1S2(x1) + x2S2(x2)− 12 (x1 + x2)S2(x1 + x2)
− 1
2
(x1 − x2)S2(x1 − x2)
)
+ 2
x21x
2
2
(
C1(x1 + x2)−C1(x1 − x2)
)
.
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Replacing C1, C2, S2 by their integral representations, we obtainK̂ ′(x1)K̂ ′(x2) =
1∫
0
(1 − s)5
5!
16
x31x
3
2
φ6(x1, x2, s)ds −
1∫
0
(1 − s)4
4!
8
x31x
3
2
φ6(x1, x2, s)ds
−
1∫
0
(1 − s)3
3!
2
x21x
2
2
ψ4(x1, x2, s)ds, (B.44)
where
φ6(x1, x2, s) = x61 cos(x1s)+ x62 cos(x2s)−
1
2
(x1 + x2)6 cos
(
(x1 + x2)s
)
− 1
2
(x1 − x2)6 cos
(
(x1 − x2)s
)
,
ψ4(x1, x2, s) = (x1 + x2)4 cos
(
(x1 + x2)s
)− (x1 − x2)4 cos((x1 − x2)s). (B.45)
If x1 = x2, we recover formula (2.5) for (K̂ ′(x))2.
Using the identity 2 cos(nx) cosnθ = cos(n(x + θ))+ cos(n(θ − x)), we obtain
β(x1, x2, θ) =
∑
n1
λ(n)K̂ ′(nx1)K̂ ′(nx2) cosnθ = 12
[
B(x1, x2, θ)+B(x1, x2,−θ)
]
with
B(x1, x2, θ) =
1∫
0
(1 − s)5
5!
16
x31x
3
2
φ˜6(x1, x2, θ, s)ds −
1∫
0
(1 − s)4
4!
8
x31x
3
2
φ˜6(x1, x2, θ, s)ds
−
1∫
0
(1 − s)3
3!
2
x21x
2
2
ψ˜4(x1, x2, θ, s)ds (B.46)
where
φ˜6(x1, x2, θ, s) = x61h(x1s + θ)+ x62h(x2s + θ)−
1
2
(x1 + x2)6h
(
(x1 + x2)s + θ
)
− 1
2
(x1 − x2)6h
(
(x1 − x2)s + θ
)
,
ψ˜4(x1, x2, s) = (x1 + x2)4h
(
(x1 + x2)s + θ
)− (x1 − x2)4h((x1 − x2)s + θ)
and h(x) =∑n1 λ(n) cos(nx). After rearranging the terms in (B.46), we obtain Proposi-
tion B.14. 
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Corollary B.19. Assume that 0 < x1 < π/3 and that x1 is fixed, then in a neighbourhood
of x2 = 0,
B(x1, x2,0) = 23
x2
x1
1∫
0
(1 − s)h(x1s)ds + ε
(
(x2/x1)
2). (B.47)
Proof. If x1 = 0, x1 > 0 is fixed, we have φ˜6(x1,0, s) = 0 and ψ˜4(x1,0, s) = 0, this gives
B(x1,0) = 0. If x1 = 0, the function x2 → B(x1, x2) is C2 in the variable x2. Moreover, it
is an odd function of x2. We use Taylor expansions of x2 → B(x1, x2), x2 → φ˜6(x1, x2, s)
and x2 → ψ˜4(x1, x2, s) at x2 = 0. By means of Taylor’s formula, we get
φ˜6(x1, x2, s) = x41
(−30h(x1s) − 12x1sh′(x1s)− x21s2h′′(x1s))x222!
+ x21
x42
4!
(− 360h(x1s) − 480x1sh′(x1s)− 180x21s2h′′(x1s)
− 24x31s3h(3)(x1s)− x41s4h(4)(x1s)
)+ ε(x52);
ψ˜4(x1, x2, s) = x31
(
8h(x1s)+ 2x1sh′(x1s)
)
x2
+ x1
(
48h(x1s) + 72x1sh′(x1s)+ 24x21s2h′′(x1s)+ 2x31s3h′′′(x1s)
)x32
3!
+ ε(x32).
Denote
φ˜ = −30h(x1s)− 12sx1h′(x1s)− s2x21h′′(x1s) and ψ˜ = 8h(x1s)+ 2sx1h′(x1s).
Integration by parts gives
1
2!
[ 1∫
0
(1 − s)5
5! 16φ˜ ds −
1∫
0
(1 − s)4
4! 8φ˜ ds
]
−
1∫
0
(1 − s)3
3! 2ψ˜ ds = 0.
We may proceed in the same way for the term of next order in the expansion of B(x1, x2).
Denote
φ˜∗ = −360h(x1s) − 480x1sh′(x1s) − 180x21s2h′′(x1s)
− 24x31s3h(3)(x1s) − x41s4h(4)(x1s)
and
ψ˜∗ = 48h(x1s)+ 72x1sh′(x1s) + 24x21s2h′′(x1s) + 2x31s3h′′′(x1s).
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We calculate by integration by partsJ = 1
4!
[ 1∫
0
(1 − s)5
5! 16φ˜∗ ds −
1∫
0
(1 − s)4
4! 8φ˜∗ ds
]
− 1
3!
[ 1∫
0
(1 − s)3
3! 2ψ˜∗ ds
]
which gives
J = 2
3
1∫
0
(1 − s)h(x1s)ds.
This concludes the proof. 
Corollary B.20. For 0 < t < 2π , let h(t) =∑n1 λ(n) cosnt as in (B.2). Then
∑
n1
λ(n)K̂ ′(ny)2 = 16
15
1∫
0
(1 − t)3(1 − 2t − 4t2)h(2yt)dt
− 2
15
1∫
0
(1 − t)4(3 + 2t)h(yt)dt . (B.48)
Proof. We use expression (2.6),
K̂ ′(x)2 = 16
15
1∫
0
(1 − t)3(1 − 2t − 4t2) cos(2xt)dt
− 2
15
1∫
0
(1 − t)4(3 + 2t) cos(xt)dt . 
Corollary B.21. At y = 0, we have the following expansions in y:
∑
n1
1
n
K̂ ′(ny)2 = 7 − 4 log2
45
+ 1
4!18y
2 + · · · ,
∑
n2
n
n2 − 1 K̂
′(ny)2 = 7 − 4 log 2
45
− K̂ ′(y)2 logy − 1
4
K̂ ′(y)2
+ y2 × (a Taylor expansion in y2),∑
n2
1
n3 − nK̂
′(ny)2 = −K̂ ′(y)2 logy + y2 × (a Taylor expansion in y). (B.49)
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Proof. We use2
15
1∫
0
(1 − t)4(3 + 2t) log t dt − 16
15
1∫
0
(1 − t)3(1 − 2t − 4t2) log t dt = 7
45
. 
B.3.2. The extended cos and sin functions
The following functions play a main role in the study of the series α, β , γ . For k > 0,
let T (k) = ∫ +∞0 tk−1e−t dt . If k is an integer then k! = T (k + 1). For k > 0 let
Ck(x) = (−1)kx2k+2
1∫
0
(1 − s)2k+1
T (2k + 2) cos(xs)ds,
Sk(x) = (−1)k+1x2k
1∫
0
(1 − s)2k−1
T (2k)
sin(xs)ds. (B.50)
We describe some of the properties of these functions when k is a positive integer. Here
Ck(x) is the remainder of order 2k in the Taylor expansion of 1 − cosx at x = 0;
C0(x) = 1 − cosx,
C1(x) = 1 − x
2
2
− cosx, . . . , Ck(x) = 1 − x
2
2
+ · · · + (−1)k x
2k
(2k)! − cosx,
S0(x) = − sinx,
S1(x) = x − sinx, . . . , Sk(x) = x − x
3
3! + · · · + (−1)
k+1 x2k−1
(2k − 1)! − sinx,
Ck(x)
x2k+1
= (−1)k
1∫
0
(1 − s)2k
(2k)! sin(xs)ds = x(−1)
k
1∫
0
(1 − s)2k+1
(2k + 1)! cos(xs)ds,
Sk(x)
x2k
= (−1)k+1
1∫
0
(1 − t)2k−1
(2k − 1)! sin(xt)dt = x(−1)
k+1
1∫
0
(1 − t)2k
(2k)! cos(xt)dt .
Note that C′k(x) = −Sk(x), C′′k (x) = −Ck−1(x) and xSk(x) =
∫ 1
0 Ck(sx)ds. Let
c :=
1∫
0
1 − cos t
t
dt −
+∞∫
1
cos t
t
dt
be the Euler constant. We deduce after integration by parts, see [5,7],
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+∞∫
C0(t)
1∫
C1(t)
(
3
)
1A1 =
1
t3
dt +
0
t3
dt =
2
− c
2! ,
A2 =
+∞∫
1
C1(t)
t5
dt +
1∫
0
C2(t)
t5
dt =
(
c − 25
12
)
1
4! ,
Ap = −(2p + 2)(2p + 1)Ap+1 + (−1)p 4p + 3
(2p + 2)!
with
Ap =
+∞∫
1
Cp−1(t)
t2p+1
dt +
1∫
0
Cp(t)
t2p+1
dt = (−1)p+1(αp − c) 1
(2p)!
and
αp = 1 + 12 +
1
3
+ 1
4
+ · · · + 1
2p
.
There are various extended addition formulas which differ, for example, whether we take
C as a sin or a cos transform,
C2(y1)C1(y2) =
(
1 − cosy1 − y
2
1
2
+ y
4
1
4!
)(
1 − cosy2 − y
2
2
2
)
= C3(y1)+C3(y2)− y
2
2
2
C2(y1)− y
2
1
2
C2(y2) + y
4
1
4! C1(y2)
− 1
2
C3(y1 + y2) − 12C3(y1 − y2)
= C4(y1)+C4(y2)− y
2
2
2
C3(y1)− y
2
1
2
C3(y2) + y
4
1
4! C2(y2)
− 1
2
C4(y1 + y2) − 12C4(y1 − y2).
Below are some of these formulas,
C0(y1)C0(y2) = C1(y1)+C1(y2)− 12C1(y1 + y2)−
1
2
C1(y1 − y2),
C0(y1)S1(y2) = S2(y2)+ y2C1(y1)− 12S2(y1 + y2)+
1
2
S2(y1 − y2),
C2(y1)C0(y2) = C2(y1)+C2(y2)− y
2
1
2
C1(y2) + y
4
1
4! C0(y2)
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− 1
2
C2(y1 + y2)− 12C2(y1 − y2),S2(y1)C0(y2) = S2(y1)+ y1C1(y2)− y
3
1
3! C0(y2)−
1
2
[
S2(y1 + y2)+ S2(y1 − y2)
]
,
C1(y1)C0(y2) = C1(y1)+C1(y2)− y
2
1
2
C0(y2)− 12C1(y1 + y2)−
1
2
C1(y1 − y2)
= C2(y1)+C2(y2)− y
2
1
2
C1(y2)− 12C2(y1 + y2)−
1
2
C2(y1 − y2),
C2(y1)S1(y2) =
(
1 − cosy1 − y
2
1
2
+ y
4
1
4!
)
(y2 − siny2)
= S3(y2)+ y2C2(y1)− y
2
1
2
S2(y2)+ y
4
1
4! S1(y2)
− 1
2
[
S3(y1 + y2)− S3(y1 − y2)
]
,
S2(y1)C1(y2) =
(
y1 − sin y1 − y
3
1
3!
)(
1 − cosy2 − y
2
2
2
)
= S3(y1)+ y1C2(y2)− y
3
1
3! C1(y2)−
1
2
[
S3(y1 + y2)+ S3(y1 − y2)
]
− y
2
2
2
S2(y1),
S2(y1)S1(y2) =
(
y1 − sin y1 − y
3
1
3!
)
(y2 − sin y2)
= y2S2(y1) + y1S2(y2)− y
3
1
3! S1(y2) +
1
2
[
C2(y1 + y2)−C2(y1 − y2)
]
,
C1(y1)C1(y2) =
(
1 − cosy1 − y
2
1
2
)(
1 − cosy2 − y
2
2
2
)
= C2(y1)+C2(y2)− y
2
1
2
C1(y2)− y
2
2
2
C1(y1)
− 1
2
[
C2(y1 + y2)+C2(y1 − y2)
]
= C3(y1)+C3(y2)− y
2
1
2
C2(y2)− y
2
2
2
C2(y1)
− 1
2
[
C3(y1 + y2)+C3(y1 − y2)
]
,
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C1(y1)S1(y2) =
(
1 − cosy1 − y
2
1
)
(y2 − siny2)2
= S2(y2)+ y2C1(y1)− y
2
1
2
S1(y2) − 12
[
S2(y1 + y2)− S2(y1 − y2)
]
= S3(y2)+ y2C2(y1)− y
2
1
2
S2(y2) − 12
[
S3(y1 + y2)− S3(y1 − y2)
]
,
S1(y1)S1(y2) = (y1 − siny1)(y2 − sin y2)
= y1S2(y2)+ y2S2(y1)+ 12
[
C2(y1 + y2))−C2(y1 − y2)
]
,
S2(y1)S2(y2) =
(
y1 − siny1 − y
3
1
3!
)(
y2 − siny2 − y
3
2
3!
)
= y1S3(y2)+ y2S3(y1)− y
3
1
3! S2(y2)−
y32
3! S2(y1)
+ 1
2
[
C3(y1 + y2)−C3(y1 − y2)
]
.
In terms of cos transform, we have
Sp(y1)Sq(y2) = y1Sp+q (y2)− y
3
1
3! Sp+q−1(y2)+ · · · + (−1)
p+1 y
2p−1
1
(2p − 1)!Sp+1(y2)
+ y2Sp+q (y1)− y
3
2
3! Sp+q−1(y1)+ · · · + (−1)
q+1 y
2q−1
2
(2q − 1)!Sq+1(y1)
+ 1
2
[
Cp+q (y1 + y2))−Cp+q (y1 − y2)
]
.
This permits to obtain
1∫
0
(1 − s)p
p! cos(sy1)ds ×
1∫
0
(1 − t)q
q! cos(ty2)dt
as a homogeneous cos transform.
B.3.3. Linearization of the products
In the following, we consider
(
6K̂ ′′ + K̂)(y) = 72
y4
C1(y)+ 48
y3
S1(y)− 10
y2
C0(y),
K̂ ′(y) = − 4
y3
C1(y)− 2
y2
S1(y).
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We have (
6K̂ ′′ + K̂)(y) = 72
y4
C2(y)+ 48
y3
S2(y)− 10
y2
C1(y). (B.51)
The following identity yields (B.44),
K̂ ′(y1)K̂ ′(y2) = 16
y31y
3
2
C1(y1)C1(y2) + 4
y21y
2
2
S1(y1)S1(y2)
+ 8
y31y
2
2
C1(y1)S1(y2)+ 8
y21y
3
2
S1(y1)C1(y2).
In the same manner, we have(
6K̂ ′′ + K̂)(y1)(6K̂ ′′ + K̂)(y2)
=
[
72
y41
C1(y1) + 48
y31
S1(y1)− 10
y21
C0(y1)
]
×
[
72
y42
C1(y2)+ 48
y32
S1(y2)− 10
y22
C0(y2)
]
.
Proof of Proposition B.12. From (B.51), we deduce the linearization(
6K̂ ′′ + K̂)(y1)(6K̂ ′′ + K̂)(y2)
=
1∫
0
P1(s)
[
y41
y42
cos(y1s) + y
4
2
y41
cos(y2s)
]
ds
+
1∫
0
P2(s)
[
y21
y22
cos(y1s)+ y
2
2
y21
cos(y2s)
]
ds
+
1∫
0
R(y1, y2, s) cos
(
(y1 + y2)s
)
ds
+
1∫
0
R(y1,−y2, s) cos
(
(y1 − y2)s
)
ds (B.52)
where P1(s), P2(s) are given in (B.39) and, where
R(y1, y2, s) = 72 × 36 × (y1 + y2)
8
y41y
4
2
(1 − s)7
7! − 36 × 48 ×
(y1 + y2)8
y41y
4
2
(1 − s)6
6!
+ 36 × 10 × (y1 + y2)
6(y21 + y22)
y41y
4
2
(1 − s)5
5!
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+ 24 × 48 × (y1 + y2)
6
3 3
(1 − s)5y1y2 5!
− 24 × 10 × (y1 + y2)
6
y31y
3
2
(1 − s)4
4! + 50 ×
(y1 + y2)4
y21y
2
2
(1 − s)3
3! .
If y1 = y2 = y , R(y, y, s) = φ′2(s)/2 is given by (2.7). This proves Proposition B.12. 
Corollary B.22. If θ = 0, there exist constants c1 and c2 such that∑
n1
1
n
(
6K̂ ′′ + K̂)2(ny) cosnθ  c1
cosh(ρ)
(B.53)
for |θ | + y < c2 and y > 0.
Proof. We have
h(ys + θ)+ h(ys − θ) = log
∣∣∣∣4 sin(ys + θ2
)
sin
(
ys − θ
2
)∣∣∣∣
= log∣∣2(1 − cosθ)∣∣+ log∣∣∣∣1 − sin2(ys/2)
sin2(θ/2)
∣∣∣∣.
The integrals containing log |2(1 − cosθ)| cancel and since | log(1 − u)| 3u for 0 < u<
1/10, we obtain
∑
n1
1
n
(
6K̂ ′′ + K̂)2(ny) cosnθ
=
1∫
0
(
P1(s)+ P2(s)
)
log
∣∣∣∣1 − sin2(ys/2)sin2(θ/2)
∣∣∣∣ds + 12
1∫
0
R(s) log
∣∣∣∣1 − sin2(ys)sin2(θ/2)
∣∣∣∣ds.
Thus∣∣∣∣∑
n1
1
n
(
6K̂ ′′ + K̂)2(ny) cosnθ ∣∣∣∣ const sin2(y)sin2(θ/2)  consty
2
θ2
 const 2y
2
θ2 + 2y2 . 
B.3.4. The series γ . Proof of Proposition B.16
We have[
6K̂ ′′(y1)+ K̂(y1)
]
K̂ ′(y2)
= −72 × 4
y41y
3
2
C2(y1)C1(y2)− 72 × 2
y41y
2
2
C2(y1)S1(y2)− 48 × 4
y31y
3
2
S2(y1)C1(y2)
1016 H. Airault et al. / J. Math. Pures Appl. 83 (2004) 955–1018
− 48 × 2
y3y2
S2(y1)S1(y2)+ 10 × 4
y2y3
C1(y1)C1(y2)+ 10 × 2
y2y2
C1(y1)S1(y2)
1 2 1 2 1 2
= y
3
1
y32
1∫
0
P1(s) sin(y1s)ds + y
4
2
y41
1∫
0
R1(s) sin(y2s)ds + y
2
2
y21
1∫
0
R2(s) sin(y2s)ds
+
1∫
0
Q(y1, y2, s) sin
(
(y1 + y2)s
)
ds +
1∫
0
T (y1, y2, s) sin
(
(y1 − y2)s
)
ds
where the polynomials P1(s), . . . are given by (B.41). If y1 = y2 = y , this simplifies to
[
6K̂ ′′(y)+ K̂(y)]K̂ ′(y) = 2
15
1∫
0
s(1 − s)3(14 − 3s − 6s2) sin(ys)ds
+ 2
7
5!
1∫
0
s(1 − s)3(−11 + 12s + 24s2) sin(2ys)ds.
Proof of (B.42). ∑n1 λ(n)(6K̂ ′′(ny)+ K̂(ny))K̂ ′(ny) sinnθ = J (y, θ), where
J (y, θ)= −
1∫
0
φ(s)
[
h(ys + θ)− h(ys − θ)]ds
−
1∫
0
ψ(s)
[
h(2ys + θ)− h(2ys − θ)]ds (B.54)
with
φ(s) = 1
15
s(1 − s)3(14 − 3s − 6s2),
ψ(s) = 2
6
5! s(1 − s)
3(−11 + 12s + 24s2). (B.55)
If h(t) = − log |t|, then h(ys + θ) − h(ys − θ) = 2ys/θ + 2y3s3/(3θ3) + · · ·, as y → 0.
We see that
1∫
0
sφ(s)ds + 2
1∫
0
sψ(s)ds = 9 × 2
3
5!
1∫
0
s2(1 − s)3(−6 + 7s + 14s2)ds = 0, (B.56)
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and thusJ (y, θ)∼ consty
3
θ3
, as y → 0. 
Proof of (B.43). We have
h(ys + θ)− h(ys − θ) = − log
∣∣∣∣ sin((ys + θ)/2)sin((ys − θ)/2)
∣∣∣∣= − log∣∣∣∣1 + tan(ys/2)/ tan(θ/2)1 − tan(ys/2)/ tan(θ/2)
∣∣∣∣.
Let
f (u) = h(u+ θ)− h(u− θ)+ u
tan(θ/2)
= − log
∣∣∣∣1 + tan(u/2)/ tan(θ/2)1 − tan(u/2)/ tan(θ/2)
∣∣∣∣+ utan(θ/2) .
There exists a constant c such that
∣∣f (u)∣∣ cu3
θ3
for 0 < u < inf(1, θ/2).
Because of (B.54) and (B.56), we have
J (y, θ)= −
1∫
0
φ(s)f (ys)ds −
1∫
0
ψ(s)f (2ys)ds,
and thus
∣∣J (y, θ)∣∣ cM y3
θ3
with M = ∫ 10 |φ(s)|ds + ∫ 10 |ψ(s)|ds. 
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