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Abstract
Reinforcement learning method is one of the machine learning methods
with control. This method is expected to be useful for problems that
involve stochastic disturbances and for those explicit training data is not
available.
However, there are a practically important class of problems among
these where (1) rewards are given after long time delay when a control
was applied, and (2) there are large dierences of time scale between con-
trol timing and rewarding timing. These problems arise in many areas
where automation is expected but dicult to realize. Traditional rein-
forcement learning method is usually designed for a target that has close
relationship between state-action set and rewards. Therefore, applying
normal traditional reinforcement learning method to this class of prob-
lems causes slow convergence and inappropriate control at early stages.
This research proposes a modication of reinforcement learning method
for this class of problems. The main idea is to learn a“ set of states and
actions”rather than individual state and action. By controlling allocation
of rewards, it is shown that actions that give fair reward in early stages
will be prioritized whereas optimal policy will be given in a long term.
This thesis also shows the results of the application of proposed method
to some typical problems. First is the plant growth control problem.
Plant factory system is a kind of farm that is controlled by an engineered
approach. These are roughly classied into two types. One is the com-
plete control type, where all environments are articially prepared. The
other one is the semi-control type, where natural environments are used
in some parts. Automatic plant growth control is dicult especially in
latter case because growth model is not consolidated. In a plant factory,
growth is controlled by nutrients solution where each nutrient has dif-
ferent component. In this research, reinforcement learning is applied so
that the rate of nutrients is chosen by an action, time is used as a state,
and the size of crop is used as a reward. Experiments were conducted
by using a small scale plant factory system developed in an incubator.
In pre-experiments, a traditional reinforcement learning method was ap-
plied but there was no improvement of the growth. Then, a qualitatively-
programed plant growth simulator was used for comparative experiments
between proposing method and the traditional learning. The experimen-
tal results showed that the proposed method was more eective than the
traditional method.
Second application is a trac control problem. As a way of resolving
vehicle congestion, a feedback control approach has been proposed which
models a trac network as a discrete dynamical system and derives feed-
back gain for controlling green light times of each junction. Since the
input is the sensory observed trac ow of each link, and since the state
equation models both the topology and the parameters of the network, it
is eective for adaptive control of a wide area trac in real-time. One of
the essential factors in a state equation is the vehicles ’turning ratio at
each junction. However, in a normal trac sensor layout, it is impossible
to directly measure this value in real-time, and values from trac census
are used. In this application, reinforcement learning is used to predict the
turning ratio in real-time, which gives more appropriate feedback control.
An action is allocated to a candidate of a turning ratio and a state to a
discretized time and date. If a selected action is close to an actual turning
ratio, it will improve entire trac ow. But the eect is observed in a
long run. Therefore, this is a typical problem where the proposed method
is useful. The eect of proposed learning method was veried through
experiments by a cellular micro trac simulation.
Keyword: Reinforcement Learning, Long Reward Delay, Plant Fac-
tory System, Trac Control
概要
強化学習手法は外乱に強く，教師データが不要な機械学習手法の一つ
である．そのため強化学習手法は不確実性が高い実用的問題に適してい
ると考えられる．実用的問題において強化学習手法を適用させることを
考えると，制御に対し報酬は大きな時間遅れを持って与えられ，また制
御の回数と報酬を得る回数にも差が生じることが考えられる．従来の強
化学習手法では状態行動対と報酬は厳密に関係を結びつけることが可能
である対象に適用するような設計が主なため，従来の強化学習手法をそ
のまま実用的な問題に適用させるのは難しい．そのため本研究では実用
的問題に向けた強化学習手法の提案を行った．実用的問題の制御に対し
報酬が大きな時間遅れを持って与えられるという特徴から，大まかな状
態行動対を報酬が得られるまでの期間とし，その状態行動対は実際に行
われる制御の集合とした．提案手法は後述する植物育成制御問題に強化
学習手法を適用させることを基盤としており，状態行動対の集合と報酬
の関係は植物育成過程の特徴を基に考案した．提案手法は状態行動対を
集合として扱い，報酬は得られた時点で一括してその集合に与えられる．
そのため報酬を得られた時点でそれまでの状態行動対は一括して強化さ
れることになり，それにより学習速度が速まることが植物育成制御問題
への適用で検証済みである．
植物育成制御問題と交通流制御問題を実用的問題の例として提案手法
を適用させる．
植物育成制御問題について．工学的に植物育成制御を行うことが可能
な植物工場システムがある．植物工場システムは大別して人工環境だけ
でまかなう完全制御型，一部自然環境を用いる半制御型に分けられる．植
物の育成モデルは確立されていないため，自動制御により植物育成を行
うのは難しい．本研究では提案した学習手法を用いて植物工場システム
下で植物育成制御を行う．植物育成制御は異なる成分比を持った養液の
供給比率制御により行う．実験環境としてインキュベータを用いた小規
模植物工場システムを作成し，従来の強化学習手法による育成実験を行っ
た．この実験では従来手法による制御では育成回数を重ねることで改善
される結果は得られなかった．提案手法と従来手法の比較実験は植物育
成シミュレータを作成し行った．シミュレータ実験では提案手法が従来
手法に比べ効果が高いことを確認した．
交通流制御問題について．都市交通の渋滞解消のための交通信号制御
方式として，交通流の流入量と流出量の期間を離散化した交通ネットワー
クモデルを扱うストアアンドフォワード方式に基づいた手法がある．交
通流を離散化することにより，各道路の流入流出日による交通信号のス
プリットのフィードバック制御を適用させることが可能であり，LQ最適
化手法といった最適制御を用いることでフィードバックゲインを導き出
すことが可能である．この方法は理論的・実用的観点から有用であり，い
くつかの都市で使用されているがフィードバックゲインを導出するため
のパラメータは人の手で事前に決定されている．そのパラメータの一つ
に分岐率がある．分岐率とは直進右左折と言った交差点での自動車の進
行方向の割合を表すもので，運転手の意志という人的要素が絡みセンサ
で計測することは不可能であるが，フィードバック制御行うことを考え
た場合大きな影響を及ぼす要素となる．本研究では分岐率の推定を強化
学習手法で行い，その予測値を使用した交通信号のフィードバック制御
による渋滞解消を目指す．検証は小規模な交通ネットワークのミクロシ
ミュレータを作成し，それを用いて行った．シミュレータでは 2交差点
の交通ネットワークにおいて，片側交差点の信号のみをフィードバック
制御を行いもう一方は固定制御で行った．フィードバック制御の有無で
比較し，強化学習により分岐率を獲得することとそれを用いたフィード
バック制御の有効性を確認した．
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第1章 はじめに
近年の強化学習分野では現実の用途向けの研究が行われてきている．強
化学習のリアルタイムでの行動方策の自律的な獲得能力，および特性は，
不確実性が高く，モデル化が困難な自然を対象とした制御に適している
と考えられる．自然環境，特に植物の生育に関して言えば，強化学習で
用いられる状態は時間推移で変化する．しかし，従来の強化学習の研究
では，状態と時間の関係を独立して考えるものが主流であり，時間方向
の情報を積極的に利用する試みは，あまり行われていない．本研究の目
的は，状態の時間推移を独立して考慮し，適応させることのできる強化
学習手法を考え，その対象として植物の育成制御を行う．具体的な対象
としては，工学的に制御を行うことができる植物工場システムを対象と
する．自然を対象とした制御においては，報酬の時間遅れが極めて大き
い対象が多く見られる．そのため，この研究では，試行回数をなるべく
少なくし，早期に有効な制御方策を見出すことのできるような，状態価
値関数と方策の収束改善手法，およびその調整のための手法も明らかに
していく．
この章を 1章とし，本論文の構成について述べる．
2章では本論文の研究対象となる実用的問題へ強化学習手法を適用させ
ることについて，実用的問題が強化学習の適用範囲でどのクラスに当て
はまるのかを述べ，本研究の強化学習の研究分野での位置づけについて
述べる．また実用的問題を強化学習で扱う場合，どのような特徴を持つ
のかについて述べる．制御に対し報酬が大きな時間遅れを持って与えら
れる長遅延報酬問題となることについて述べ，関連研究を紹介し，この
ような問題に対してどのようなアプローチが行われているのかを述べる．
長遅延報酬問題向けの強化学習手法として，状態行動集合価値関数を
用いた時間推移対象向け強化学習手法を提案した．3章では提案手法につ
いて述べる．提案手法は一般的な強化学習手法とは違い，長遅延報酬問
題では強化学習で扱う報酬を得られるタイミングと行動のタイミングが
異なることに着目して考案した．報酬を得られるタイミングで状態行動
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対を集合として扱い，その集合は報酬を得られるまでの状態行動系列で
表される．報酬は集合に与えられ，集合内の各状態行動対に分配される．
本論文内では系列数で均等に分配して報酬を与える．そうすることで従
来手法に比べ学習の加速が図れる．TD(）手法と Prot Sharing手法と
の比較についてもこの章で述べるが，比較は実験による検証ではなく，そ
れぞれの手法についての特徴を比較して述べる．
4章・5章では提案手法の実用的問題への適用例として，植物育成問題
と交通流制御問題を例として検証を行ったことについて述べる．
植物育成問題では植物工場システムを用いた植物育成制御について，強
化学習を適用させ育成回数を重ねることにより徐々に良好な植物を育成
することを目標とした．植物工場システムとは工学的に植物育成制御が
可能なシステムのことで，大別してすべての環境を人工的にまかなう完
全制御型植物工場システムと，太陽光や外気などと言った一部自然環境
を用いる半制御型植物工場システムに分けられる．植物育成問題に強化
学習を適用させることについて，その特徴は 2章で述べるように報酬を
得られるタイミングと行動のタイミングに大きくずれが生じることがあ
げられる．その他には植物の育成は時系列的に一方向であると言った特
徴が挙げれらる．3章で述べる状態行動集合価値関数を用いた時間推移対
象向け強化学習手法はこれらの特徴に着目して考案したものである．
実験環境として，温度，湿度，光量及びライトの点灯時間が制御可能
なインキュベータを用いた小規模植物工場システムを作成した．この小
規模植物工場システムでは予備実験として，従来の強化学習手法による
育成制御実験を行った．小規模植物工場システムには異なる成分比の養
液タンクが 2種類用意してあり，バルブの開閉時間をコントロールする
ことで植物に与える養液の成分を制御することが可能となっている．学
習によりバルブの開閉時間を獲得することを目的とした．結果としては
従来手法では育成の回数を重ねることで成長がよくなるという結果を得
ることはできなかった．
小規模植物工場システムに基づく定性的な植物育成シミュレータを作
成した．作成したシミュレータを用いて従来手法と提案手法との比較実
験を行った．提案手法が学習速度の点で効果的だという結果を得られた．
交通流制御問題では都市交通の渋滞解消のための交通信号制御方式と
して，交通流の流入量と流出量の期間を離散化することにより，各道路
の流入流出比による交通信号のスプリットのフィードバック制御を適用
させることが可能である．この際のフィードバックゲインの要素の一つ
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に分岐率というものがある．分岐率とは直進右左折といった交差点での
自動車の進行方向の割合を表すもので，運転手の意志という人的要素が
絡みセンサで計測することは不可能である．本研究ではこの分岐率の推
定を強化学習により行うことを目標とする．
5章では，まず交通ネットワークの離散化について説明し，それに基づ
くフィードバック制御手法の説明を行い，そのフィードバックゲインの一
要素である分岐率推定のための強化学習手法の設計について述べる．強
化学習で分岐率の獲得が可能であるか，また獲得できた際の分岐率を用
いてフィードバック制御を行うと交通流にどのような影響を及ぼすのか
について，シミュレータを作成し検証を行った．結果として，交通流の
改善を図ることが可能だという結果を得ることができた．
6章では，本論文で論じたことの総括を行う．
7章では，展望を述べる．
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第2章 実用的問題への強化学習
の適用
2.1 研究の背景
2.1.1 強化学習の適用範囲
強化学習とは機械学習手法の一手法であり，エージェントは統計的パ
ターン認識や人工ニューラルネットなどと違い，どのように行動を行う
べきかといった教師データが与えらることはなく，エージェント自身がど
のような行動を取ることでより高い収益を獲得できるかを学習する．行
動はそれによる直接的な報酬のみならず，その後の状況に影響を与え，す
べての後続報酬に影響を及ぼす．つまり試行錯誤的な行動探索と報酬が
強化学習の特徴である．
強化学習の適用範囲として適切なのはMDP(Markvo Decision Process)
と呼ばれる，状態への遷移がその時の状態と行動のみに依存し，それ以
前の状態や行動とは無関係な特性を持った対象である．例としては将棋
や囲碁といったものが挙げられる．このような場合の強化学習手法とし
ては Sarsa学習手法などがあり，状態を観測し，行動を決定，そして報酬
を得るといったことが強化学習の一般的な流れとなる．
非MDP問題では前述した状態観測，行動決定，報酬獲得といった一連
の流れを行うことは難しい．行動に対し報酬が著しく遅れを持って与え
られると言った特徴がある．本研究ではこの点に着目して，このような
対象を長遅延報酬問題と呼ぶ．このような対象には，エピソード単位で
扱い行動系列を一括に強化するといったエピソード型強化学習手法が知
られている．また中間報酬が得られる場合向けの学習手法として Prot
Sharing手法といったものも存在する．この中間報酬を得られる対象の中
で，植物育成などといった 1エピソードに非常に長い時間がかかる実用
的問題を本研究の対象とする．
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図 2.1: 強化学習の適用範囲
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2.1.2 長遅延報酬対象への強化学習の適用
植物の育成制御など，自然環境を対象に強化学習を適用させることを
考えるとき，強化学習で扱う状態というものは連続時間上にあるものと
考える．連続時間上に状態があるというのは，同一試行内で同じ状態に
なることが考えにくいということと，時間が進むにつれ一方向的に状態
が変化していくということを表す．例えば，植物の成長過程について考え
ると，一般的に茎の長さというものは順調に成長した場合時間がたつに
つれ伸びていくというだけであり，縮んでしまうということは考えにく
い．本研究では植物の育成制御を対象に強化学習を適用させるため，連
続時間上で状態が推移する対象向けの強化学習手法を提案する．
植物の育成制御において，強化学習で扱う報酬を得る事を考えると，制
御を行ったことで即時結果を得ることができず，制御に対して報酬が時
間遅れを持つことが考えられる．更に，制御と報酬の関係を厳密に結び
つけることが難しいと考えられるため，ある一定の基準に達したときに
報酬を得るといったことや，一定時間後において報酬を得るといったこ
とが考えられる．そのため植物の育成制御について，例えば植物工場シ
ステム内において養液の供給を行うことを考えた場合，養液の供給制御
の回数と報酬を得る回数に差が生じるということが考えられる．従来の
強化学習では，状態行動対と報酬は厳密に関係を結びつけることが可能
である対象に適用するような設計になっているため，植物の育成制御に
関しては適用することが難しいと考えられる．
交通流制御問題において，交通流を離散モデル化することにより，各
道路の流入流出比による交通信号のスプリットをフィードバックにより
制御することが可能となる．モデル化のための重要な要素として分岐率
があるが，この分岐率は人的要素が絡みセンサで計測することは難しい．
分岐率は交差点での重要な要素であり，フィードバックの精度に大きな
影響を及ぼす．正確な分岐率をリアルタイムに計測することが不可能な
ため，教師データを必要とする手法では交通信号制御に適用することは
難しい．しかしながら，フィードバックコントローラがより正確な分岐
率を持ったモデルを扱うことができるのならば，交通流を改善させるこ
とが可能であると考えられる．そのため分岐率の獲得には教師データを
必要としない強化学習手法が有効であると考えられる．
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2.2 関連研究
関連研究としてProt Sharingに基づく強化学習の理論と応用を挙げる．
この研究では，強化学習を工学に応用する際の重要となる 2つの要件
について述べ，Dynamic Programingに基づく伝統的接近がそれらの要件
を満たさないことを論じている．2つの要件を満たす手法として経験強化
型のProt Sharingの理論と手法を解説したあと，具体的な適用例が紹介
されている．
強化学習を工学に応用する際の重要となる 2つの要件とは以下の 2点
だと筆者は考えている．
要件 1 適用可能な環境のクラスが広いこと
要件 2 素早い学習が可能であること
要件 1については，実際に強化学習で「何がどの程度実現可能か」と
いう問題に関係する．適用可能なクラスは広いほど好ましいが，期待獲
得報酬量を最大化する意味での最適性を要求する場合，適用可能な環境
のクラスは限定される．したがって，適用可能なクラスを広げようとす
ると，最適性を犠牲にしなければならない．この場合，何らかの合理性
が保証されることが望ましいと述べられている．
要件 2については，学習初期に試行錯誤による報酬獲得を誘導し，か
つ得られた報酬を適切にフィードバックする必要がある．後者は学習ア
ルゴリズムにより実現可能であるが，前者は報酬をどのように設計する
かという問題に関係する．
強化学習の研究は環境同定型と経験強化型に類別される．Dynamic Pro-
gramingに基づく環境同定型が主流とされているが，この接近法は，上記
の要件 1及び 2を十分に満たしていると言えない状況にある．一方，経験
強化学習型のProt Sharing手法は，上記 2つの要件を満たす手法として
有望であると述べている．
Prot Sharingは報酬を得た時に，それまでのルール系列を一括的に強
化する手法である．Prot Sharingではエピソード単位でルールに付加さ
れた評価値を強化する．報酬からどれだけ過去かを引数とし，強化値を
返す関数を強化関数と呼ぶ．無効ルールを抑制するために最も簡単な強
化関数は等比減少関数が考えられる．（図 2.2）
無効ルールと有効ルールの混同がなければMDPsを超えるクラスに置
いても常に合理的制作の獲得が保証される．また，エピソード単位でルー
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ルを強化するため，一度の報酬で多くのルールを強化することができ，学
習の効率が良いと述べられている．
この研究では適用例として，The acrobot problemやLegoロボット，追
跡問題，クレーン群制御問題への適用などが挙げられている．これらの
適用例では，決定的な合理的政策が存在しない場合や，不完全性に起因
する不確実性が存在する場合にProt Sharing手法が有効であると述べら
れている．
2.3 強化学習適用を前提とした実用的問題の分析
2.1.2で述べたように，実用的問題の特徴として強化学習で扱う状態と
いうものは連続時間上にあり，同一試行内で同じ状態になることは考え
にくい．その点を鑑みるとProt Sharing手法で扱うような無効ルールは
存在せず，このような対象に TD（）手法や Prot Sharing手法を適用
させると，過去の系列に遡るほど強化が著しく弱まることがわかる（図
2.2，図 2.3）．そのため一試行に莫大な時間がかかる実用的問題に適用さ
せるには，従来の学習手法では学習速度が満足とは言えない．
また実用的問題では状態観測よりも大きな時間幅でシステムの振る舞
いが大きく変わるイベント・段階が観測されるものが多い．例として植
物について考えると，種から発芽，双葉を経て本葉が出るという段階が
ある．
これらを前提とすると従来手法の学習の収束性のおそさを改善できる 3
章で述べる長遅延報酬対象向けの強化学習手法を提案することができる．
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図 2.2: 等比減少関数の合理性
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図 2.3: phaseに分けた場合の妥当性を満たしている時の従来手法と提案
手法の比較
Ph.D Thesis at Future University Hakodate, 2012
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第3章 状態行動集合価値関数を
用いた時間推移対象向け
強化学習手法
3.1 概要
植物の育成制御など報酬と制御を厳密に結びつけることが難しい対象
に適した強化学習手法として，時間区分状態行動対集合を用いた遅延報
酬対応強化学習手法を提案する．ここでは植物の育成制御を対象として
話を進める．植物の成長過程が連続時間上にあると考え，対象がある一
定の基準に達した時点で強化学習で扱う状態を推移させ，強化学習で使
われる行動出力を，状態変化までの時間内で実際にあった行動出力の集
合とする．価値関数の更新式を以下に示す．
Q(f(si; ai)g) Q(f(si; ai)g) + (r + Q(f(s0i; a
0
i)g) Q(f(si; ai)g)) (3.1)
式のパラメータは，siが状態，aiが行動出力，が学習率，rが報酬，
が割引率である．状態 siから s
0
iに推移する時間が tであり，行動出力が
一定の間隔 tで行われたとすると，状態行動対の集合は以下のように表
すことができる．
(si; ai) = f(s1; a1); :::; (sn; an)g; n = t
t
(3.2)
上記のように，状態行動対を集合として扱うのは，観測上での学習の状
態と制御上の学習の状態のあり方が違うためで，特に報酬の与えられる
タイミングが違ってくることが理由となる．
図 3.1の上段が観測上の学習系列，下段が制御上の学習系列である．植
物の育成制御などにおいて，実際に報酬を得ることができるのは観測に
よるもので，制御上の学習系列においてもそれは同じタイミングで得ら
れる．従来の学習方式で問題となるのは，特に価値関数の更新を行うと
きである．
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例として，(図 3.1）における観測上の状態St+1と制御上の状態S
0
m+2～
S
0
m+4について考える．観測上で得られる報酬はこの場合 rt+1であり，従
来の学習方式の場合，価値関数の更新が行われるのは S 0m+4のみである．
それは報酬が与えられるのがS 0m+4のみで，S
0
m+2およびS
0
m+3には報酬が
与えられてはいない（図 3.2）ので，学習が繰り返されたとしても，これら
の状態における価値関数が更新されることはない．提案する手法，つまり
状態行動対を集合として扱った場合では，観測上St+1の状態は制御上の状
態 S 0m+2～S
0
m+4として扱うので，St+1について学習を行うことは，S
0
m+2
～S 0m+4について報酬が不足なく与えられることになり（図 3.3），S
0
m+2
～S 0m+4の価値関数はすべて更新される．この場合の報酬の与え方として
は，観測上の学習系列での収益と，制御上での学習系列の収益をほど同
値にするために，観測上の状態での間にある制御上の状態群に均等に分
割した報酬を与えるのが妥当だと思われる．つまり，S 0 の系列に与えら
れる報酬 r0は次式であらわされる．
r
0
=
r
n
(3.3)
nは観測上の状態に対する制御上の状態数である．St+1で言えば，S
0
m+2，
S
0
m+3，S
0
m+4の 3つなので n = 3ということになる．
3.2 従来手法との比較
従来の強化学習方式との違いは，制御上の学習系列の状態行動対に不
足なく報酬が与えられ価値関数が更新されるか否かである．不足なく価
値関数の更新が行われることの重要性について，以下の簡単な例で比較
説明を行う．
(図 3.4)は制御上の学習系列の一例だとする．各状態 stにおいて，とり
うる行動は aと bの二種類，行動によって次の状態に推移するものとし，
s2，s3の行動後に報酬が与えられるものとする．s4～s7の順位が s4，s5，
s6，s7の順に高いものとし，目標を順位の高いところに到達するといった
例で説明する．従来の学習方式で学習を行った場合，s2と s3の状態行動
対には報酬が与えられるため，行動価値関数の更新される．しかし，s1の
状態行動対には報酬が与えられないため，行動価値関数の更新されない．
目標設定としては，学習後 s4に到達してほしいのだが，s1の行動価値関
数が更新されないため，s1における各行動価値関数は同値であり，行動
決定は同確率で行われることになる．そのため，十分に学習を行った段階
Ph.D Thesis at Future University Hakodate, 2012
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図 3.1: 観測上の学習系列と制御上の学習系列
図 3.2: 従来の学習方式での制御上学習系列に対する報酬の与えられ方
Ph.D Thesis at Future University Hakodate, 2012
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図 3.3: 提案学習方式での制御上学習系列に対する報酬の与えられ方
図 3.4: 制御上の学習系列の例
Ph.D Thesis at Future University Hakodate, 2012
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においても，最適な目標の s4に到達することが確実ではなく，s4か s6の
どちらかにほぼ同確率で到達するという学習結果になる．対して，提案
方式では s1においても各行動価値関数は更新が行われるため，十分に学
習を行うと，高確率で s4に到達するという学習結果を得ることができる．
別の状況として，状態推移により別々の状態から同じ状態を取り得る
こと（図 3.5）についても説明する．同様の問題設定で，順位が s4，s5，
s6の順に高い場合，従来の学習方式だと同様の問題により s4，s5のどち
らかに同確率で到達するという学習結果になり，提案手法では適切な学
習結果が得られるが，s5の順位がもっとも高い場合には，s2，s3のどち
らからでも到達することができるので，従来方式でも十分である．しか
し，この例はかなり限定的かつ簡易的なものであり，現実問題に扱う場
合にはより複雑なものになると考えられ，この例のような学習環境の設
計は難しいものになると考えられる．
これらの例は非常に簡易的なものであるが，観測上の学習系列と制御
上の学習系列で報酬の与えられるタイミングにずれが生じる場合のおい
ては，不足な区価値関数の更新が行われないと適切な学習結果を得るこ
とが難しくなることがわかる．現実問題への適用などではより複雑な状
態遷移を行い，状況もより複雑になるため，提案手法で行えるように，価
値関数の更新が不足なく行われることは非常に重要である．
3.3 状態行動集合価値関数を用いた時間推移対象
向け強化学習手法の適用対象の解析
提案した状態集合価値観数を用いた時間推移対象向け強化学習手法が
適用可能な対象について述べる．
提案手法は 2.3で述べた，同一試行内で同じ状態を取り得ない対象かつ
状態観測よりも大きな時間幅でシステムの振る舞いが大きく変わるイベ
ントが観測されるものを元に考案し，イベントの区切りで状態を集合と
して扱うことで学習の加速を図る手法である．提案手法が適用可能な対
象は，状態を単純有向グラフで表すことができ，イベントの区切りを観
測できるものとなる．
Prot Shaing手法が扱うような無効ルールが存在する問題においても，
図 3.6のように，無効ルールを含む状態推移のループが単純有向グラフで
表すことができる場合には提案手法を適用することが可能となる．
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図 3.5: 制御上の学習系列の例 2
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提案手法は単純有向グラフで表現可能な状態推移をする部分があり，そ
れらの部分グラフごとを大きな一方向リンクとして接続可能な構造を持っ
たものを対象とする．本論文ではそのような構造を局所的有向閉路を持
つ単純有向マクログラフと呼ぶ．
実問題を局所的有向閉路を持つ単純有向マクログラフで表現する例に
ついて述べる．
図 3.7は交通流制御問題を例としたものである．状態を時間区切りと
交差点の状況とし，行動を信号制御とする．時間区切りを用いることで，
状態は有向グラフとして表現可能である．局所的有向閉路を午前と午後
のそれぞれの交通流に区切ることでマクロな視点では単純有向グラフと
なる．
図 3.8は船の川下りレースを例としたものである．船は川上をスタート
地点，川下をゴール地点とし，必ずチェックポイントを通過するものとす
る．船は自身の行動である進行方向とスピード以外に川の流れの影響を
受ける．船は常に移動するため状態は有向グラフとして表現が可能とな
る．単純にゴールに向かうルートを有向ルール，操縦者のミスなどによ
り発生する迂回ルートを無効ルールとした場合，それぞれのルートは有
向閉路として表現可能であり，それぞれの有向閉路同士も単純有向グラ
フとして表現可能となる．
これらの例のように実問題を局所的有向閉路を持つ単純有向マクログ
ラフで表現することで，提案した強化学習手法を適用することが可能と
なる．
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図 3.6: 局所的有向閉路を持つ単純有向マクログラフの例
図 3.7: 局所的有向閉路を持つ単純有向マクログラフを交通流制御問題に
当てはめた例
Ph.D Thesis at Future University Hakodate, 2012
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図 3.8: 局所的有向閉路を持つ単純有向マクログラフをチェックポイント
を通過する川下りレースに当てはめた例
Ph.D Thesis at Future University Hakodate, 2012
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第4章 植物育成問題への適用
4.1 背景
4.1.1 目的
植物工場システムは，閉鎖的もしくは半閉鎖的な空間において，植物
およびそれに付随する生物などを計画的，合理的に生産するためのシス
テムである．植物工場システムにおいては，光や温度などの環境は人工
的に制御することができるため，自然環境の影響を受けることが少ない．
環境を人工的に制御することにより，植物の育成についても制御が可能
であると考えられる．安全な食料の安定生産，環境保全，省資源に役立
つ植物生産システムとして，植物工場は今後重要性を増すと考えられる．
以下に詳細を説明する
定義:農業生産は，露地栽培から始まり，施設園芸，水耕栽培そして植
物工場の順に行動かしていく．しかし，施設園芸以降を明確に区分する
のは難しいが，実情に合わせると「環境制御や自動化などハイテクを利
用した植物の周年生産システム」というのが定義となる．これは，コン
ピュータを用いて，温度，光などの植物育成に必要な環境を適切に制御
し，多少なりとも自動化を図ることで，施設内においてあまり天候に左
右されることなく，省力的に生産する技術のことである．
特徴:植物工場は，主に土を使わない水耕栽培で行われる．水耕栽培は
土壌栽培に比べ，清浄に扱うことで低農薬栽培が可能となる．後述する
キューピーTSファームのように，立体空間の有効利用を行うことで，土
地面積あたりの生産量を大幅に上げることができるという特徴もある．
植物工場のタイプは，完全制御型と太陽光利用型の二つのタイプがあ
る．太陽光利用型は文字通り，光合成に必要な光源に太陽光を使用する
もので，ハウス栽培，水耕栽培の延長上にある．完全制御型は，閉鎖空
間において，植物が必要とする環境を完全に人工的に制御するタイプで
ある．両者を比較した場合，太陽光利用型のほうが，光に関するコスト
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がタダな分有利に見えるが，設備コスト，夏期を中心に冷房コストがか
かるため，作物によっては必ずしも最適なシステムにならない場合もあ
る．完全制御型のほうが，生産性が高いという点を含めて，理想的な植
物工場といえる．
近年植物工場の特徴を生かした研究，実用はよく行われている．例え
ば，計画的，安定的に植物を生産できる特徴については，遺伝子組み換
えを施した植物を用いて，特定の物質，特に医療に役立つ成分を安定的
に生産することや，立体空間を利用することで，オフィスビル内での植
物生産や高架下などの有効利用について行うことも可能である．
植物工場のスケジュールタスクを用いた育成制御では，一定の品質で
安定した生産を行うことができるという特徴があるが，育成をしていく
過程で，品質の向上を図るといったことを自律的に行うことは不可能で
ある．本研究では，強化学習を育成制御に用いることで，育成回数を重
ねるにつれ品質の向上を目指す．
4.2 強化学習を使った植物育成制御
提案した強化学習手法の適用対象として，植物工場システムにおいて，
養液供給制御による植物の育成制御とする．
まず，一般的な植物工場システムについて説明する．一般的な植物工
場システム（図 4.1）では，固定的なスケジュールにおいて植物の育成を
行っている．図 4.1ではスケジュールタスクに基づき，センサにより植物
の育成状況を観測し，養液の供給制御を行うという制御を行う例である．
一般的な植物工場システムでは，養液供給のみならず温度などの環境の
制御を行う場合もある．スケジュールはあらかじめ，人間が決定したも
のであり，このスケジュールタスク自体を更新しない限り，制御は改善さ
れることはない．また，養液については，育成する植物に適切だと考え
られるものが一種類用意されるのみであり，成分のコントロールを行っ
たりということはなされていない．
植物工場システムの養液供給制御を強化学習を用いて行う場合（図4.2），
図 4.1のスケジュールタスクと強化学習コントローラが置き換わることに
なる．強化学習を適用する場合，センサによる植物の生育状況の観測を
行い，それを元に行動出力を決定する．例えば，収穫時点の茎の長さな
どを評価として用いることで，行動出力は茎の長さをより長くするよう
に学習する．また，養液を複数種類用意することで，より適切だと思わ
Ph.D Thesis at Future University Hakodate, 2012
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れる成分を持った養液を供給していくことが学習により可能になってい
くと考える．
本研究では複数種類の養液を用意し，提案した強化学習により，成長
段階にあわせて適切な養液の混合比を学習する設定に適用させる．実験
はまず植物育成シミュレータによる検証を行い，次に，植物工場システ
ムにおいて実際の植物の育成制御実験を行った．両実験における構成は
基本的には図 4.2のシステム構成図に従う．また，温度や光量といった制
御についてはスケジュールタスクを用いた固定的制御で，強化学習によ
る制御を行うのは用意した複数種類の養液の供給制御である．
4.3 小規模植物工場システム
実際の植物の育成を行うための実験環境として小規模植物工場システ
ム（図 4.3，図 4.4）を作成した．このシステムは (図 4.2)の構成に準ずる
もので，異なる成分を持った養液を 3種類（ハイポネックスハイグレード
栄養素強化 064:500倍希釈，同 744:1000倍希釈，同 666:1000倍希釈）用
意し，電磁弁（burkert社製Type 6213:図 4.8）によりそれぞれの供給量
をコンピュータを用いて制御することが可能である．この電磁弁は通電
している間のみ開き養液を通すもので，養液の供給に関しては，養液タン
クからの水圧による．電磁弁とコンピュータ間のインターフェースにトラ
イステート社のPICNIC（図 4.7）を用いた．PICNICでは，コンピュー
タとの通信をTCP/IPで行うことができ，コンピュータから PICNICの
デジタル出力を制御することができる．PICNICのデジタル出力からソ
リッドステートリレー（以下 SSR）の on/oを制御することにより，電
磁弁の開閉を制御する．また，養液 3種類すべて用いる場合には一度に
2株まで育成可能だが，養液 2種類のみの場合には一度に 3株育成する
ことが可能である．植物に必要な温度，湿度，光量といった環境はイン
キュベータ（東京理科機器株式会社製 FLI-2000H）を用いることで，温
度，湿度，光量を制御することができる．温度は 0～50℃，湿度は 50～
90%，ライトは 6段階調光（0～5）で 0～約 25000Lxの間で制御すること
が可能である．各制御はインキュベータにプログラムすることにより行
うことができ，運転時間の指定や，24時間範囲での繰り返し動作などを
それぞれ 10セグメントの範囲でプログラムすることが可能である．
Ph.D Thesis at Future University Hakodate, 2012
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図 4.1: 一般的な植物工場システム
図 4.2: 強化学習を用いた植物工場システム
Ph.D Thesis at Future University Hakodate, 2012
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図 4.3: 小規模植物工場システム（写真）
Ph.D Thesis at Future University Hakodate, 2012
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図 4.4: 小規模植物工場システム（モデル図）
表 4.1: 小規模植物工場に用いた機器
機器 概要
コンピュータ
OS：WindowsXP
プログラム実行環境：Java
PICNIC2
トライステート社製
通信：TCP/IP 通信
出力：デジタル 4 チャンネル
ソリッドステートリレー（SSR）6 AC100V，20A まで ON/OFF 制御可能
電磁弁 6
burket 社製 Type 6213
12～240V の電流が流れている時のみ開く
10l タンク 3
ハイポネックスハイグレード栄養素強化 064：500 倍希釈
同 744：1000 倍希釈
同 666：1000 倍希釈
インキュベータ
東京理科器械株式会社製 FLI-2000H
温度調節範囲：摂氏 0～50 度
湿度調節範囲：50～90%・5.0%‾
照度調節範囲：0～約 25000Lx，6 段階
プログラム機能
1 パターン：最大 10 セグメント，
1 分～99 日 23 時間 59 分/1 セグメント
プログラム繰り返し回数：1～999 回または無限回
制御機能：温湿度の目標優先制御，
ステップ制御，勾配制御，照度のステップ制御
Ph.D Thesis at Future University Hakodate, 2012
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図 4.5: 小規模植物工場システム（ブロック図）
Ph.D Thesis at Future University Hakodate, 2012
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図 4.6: 養液供給制御用コンピュータ
Ph.D Thesis at Future University Hakodate, 2012
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図 4.7: 電磁弁制御装置（PICNIC）
Ph.D Thesis at Future University Hakodate, 2012
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図 4.8: 電磁弁（burkert社製 Type 6231）
Ph.D Thesis at Future University Hakodate, 2012
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図 4.9: 養液タンク（10l）
Ph.D Thesis at Future University Hakodate, 2012
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4.4 小規模植物工場システムにおける予備実験
4.4.1 実験
作成した小規模植物工場システムにおける実験では，育成対象として
葉ダイコンを用いる．育成対象として葉ダイコンに決定するに当たって
予備実験を行った．予備実験では，まず比較的短期間で育成が可能な植
物として，ブロッコリ，ルッコラ，ダッタンソバ，カイワレダイコン，葉
ダイコンを育成した．その結果，短期間において比較的良く育ち，また
養液の成分に差をつけた場合に我々人間でも感じることが可能なほど大
きな差が出た葉ダイコンを選定した．また，小規模植物工場システムに
おいて，植物の育成制御が可能であるかの実験を行った．この予備実験
は，強化学習を用いずに，固定的スケジュールを用いて行った．その結
果葉ダイコンを育成することが成功し（図 4.10），作成した小規模植物工
場システムが正しく動作することを確認した．
提案した強化学習手法による育成実験の前段階として，従来の強化学
習手法による植物の育成実験を行った．この実験では，葉ダイコンを同時
に 3株 6日間育成させ，各株における葉ダイコンの茎の長さの平均値を大
きくすることを目標に，2種類の異なる成分比を持った養液（ハイポネッ
クスハイグレード栄養素強化 064:500倍希釈，同 744:1000倍希釈）の供
給比率の決定について学習を行う．養液の供給量は，両養液の供給を制御
する電磁弁を合計 9秒間開くことで行う．例えば，064の養液供給が 5秒
であれば，744の供給量は 4秒とする．システムの構成としては (図 4.4)
に準ずる．実験環境は，温度 25℃，湿度 50%，ライト 12時間で on/o
切り替えで行った．養液の供給は 1日 2回 12時間間隔である．一回の学
習で 3つの結果について学習を行う．つまり，一回の学習で 3試行分の学
習を行った．実験の 1回目は初期段階なので，養液の供給比率がランダ
ムなものを 2株，養液の供給比率が同一のものを 1株として，それ以降
は強化学習により養液供給比率を決定させるようにした．この実験では 6
回育成を行った．実験結果を (図 4.11)に示す．実験結果はグラフで，各
段階で長さ平均が 1位のもの，2位のもの，3位のものを線で結んであり，
それぞれの結果に相関はない．
Ph.D Thesis at Future University Hakodate, 2012
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図 4.10: 固定的スケジュールで育成した葉ダイコン
Ph.D Thesis at Future University Hakodate, 2012
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図 4.11: 従来の学習方式による結果（縦軸：茎の長さ平均，横軸：育成
回数)
Ph.D Thesis at Future University Hakodate, 2012
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表 4.2: 従来の学習方式による結果
1位 2位 3位
1回目（学習前） 45.00mm 38.93mm 33.33mm
2回目 52.00mm 40.25mm 39.83mm
3回目 49.38mm 47.80mm 39.44mm
4回目 44.00mm 40.00mm 36.50mm
5回目 40.75mm 38.20mm 24.67mm
6回目 39.00mm 34.33mm 25.00mm
Ph.D Thesis at Future University Hakodate, 2012
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4.4.2 考察
実験結果を見ると初期の段階から 2回目，3回目は改善された結果を得
ることができたが，それ以降は改善されいている結果とは言いがたい．こ
のような結果が得られたのは，従来の強化学習手法では，制御上での学
習系列に追いける各状態行動対の価値が適切に更新されないためと考え
られる．このことから，植物など状態遷移が連続時間上にあり，制御に
対し報酬が時間遅れを持つ対象に関しては，従来の強化学習手法では適
用が難しいということがいえる．
4.5 植物育成シミュレータによる比較実験
4.5.1 実験
植物育成シミュレータを作成し，時間区分状態行動対集合を用いた遅
延報酬対応強化学習手法の有効性の検証を行った．実際に植物の育成を
しながら検証を行うとすると，試行を行うたびに植物の育成を行う必要
がある．多くの試行数実験を行うのに実際の植物の育成では時間がかか
りすぎる．そのため，検証段階では植物育成シミュレータを用いる．こ
のシミュレータは，植物の成長を厳密にシミュレートしたものではなく，
我々が実際に植物を育成する際に観測することのできる，植物の定性的
な挙動をシミュレーションしている．
シミュレータの具体的な仕様を述べると，(図 4.2)に準ずる構成で，3
つの異なる成分比の養液供給を模して，3つの行動出力を用意し，それに
対して学習を行わせる．この行動出力は即時植物に影響を与えるのでは
なく，ある程度の時間遅れをもって効果が現れることとし，また植物の
成長段階において養液効果の影響度合いが変わるものとした．植物に影
響を与える環境として，温度，湿度，光量，二酸化炭素濃度などがある
が，本研究で扱う実験環境ではそれらの環境を固定することができる．そ
れを利用し強化学習で扱うパラメータを少なくし，学習を簡単にするた
め今回の実験では環境を制御パラメータとして扱っていない．植物の成
長度合いについて，実際の植物では葉の茂り具合や茎の長さなどが考え
られるが，強化学習で扱う場合は単に数値パラメータとして扱うので具
体的な長さなどではなく数値で扱う．本研究において，強化学習で扱う
状態は植物の成長度合いに応じて切り替わるものとし，時間経過で切り
替わるものではない．つまり 3.1で説明した観測上の学習系列を規範とす
Ph.D Thesis at Future University Hakodate, 2012
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る．また本研究ではこの状態のことを phaseと呼ぶこととした．成長度
合いについて更に述べると，シミュレータでは各 phaseにおいて養液の
効果はそれぞれ違い，また養液は時間遅れをもって効果を表すこととし，
成長度合いは養液の効果と養液供給量の積の累積値であらわすこととし
た．その際本来であれば植物の成長過程において植物は個々の個性のよ
うなものを持っているため，ランダム的にその個性，つまり揺らぎのよ
うなものを実装する必要があると思われるが，本実験では提案した学習
手法についての検証をメインとするため，そのような揺らぎを持たせず
シミュレータを設計した．
シミュレータ実験での設定について述べる．植物を規定時間，この実
験では 240ステップ時間後で 1試行とし，その時点での成長度合いを報
酬として与える事とする．強化学習の報酬の取り方として，各状態での
成長度合いをとるのではなく 1試行が終わった時点での報酬のみを用い
るエピソード型強化学習で価値関数を更新していく．養液を模した行動
出力として各 phaseで効果の異なる行動出力を 3種用意した．これらの
行動出力の影響は各 phaseにおいて異なるのだが，効果が現れるときに
はその時点の phaseの効果が反映されるのではなく，養液供給が行われ
た時点での phaseの効果が反映される．また養液供給量は 3種類とも 0～
10の範囲で決定され，3種類の供給量の合計が 10以下になるよう設定し，
3種の養液をそれぞれ，供給してから 3ステップ時間後，5ステップ時間
後，7ステップ時間後に効果が現れることとした．実験では以下のような
数種類の養液効果パターンにおいて実験を行った．
1. 養液 3種がすべて植物の成長にプラスとなるパターン
2. ある養液は植物の成長に効果を与えないパターン
3. ある養液は植物の成長に悪影響を与えるパターン
4. 養液 3種すべてが，ある phaseにおいては植物の成長に悪影響を与
えるパターン
などといったパターンを用意して実験を行った．(2)のパターンではあ
る養液の効果はすべて 0であるとした．(3)および (4)での悪影響につい
Ph.D Thesis at Future University Hakodate, 2012
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ては，現実の植物の育成では考えにくいことであるが，成長度合いをマ
イナスにするような効果として用意し，実験を行った．これらの要素効
果パターンについて，実際にある特定の植物の成長過程を模したもので
はなく，予備実験で育てた植物の成長過程を見て，我々が計測すること
のできる定性的な成長過程になるように効果パターンを設計した．これ
らの養液効果パターンを用い，提案した強化学習手法において，softmax
方策について実験を行った．学習パラメータについて，学習率 は従来
の強化学習研究を参考にして 0.1とした．また割引率 は対象である植物
の育成について，その系列は非常に長いものであり，初期の行動出力も
十分その成長に影響を与えるものと考えることができるため，0.99とし
た．ひとつの実験につき，30000試行学習を行った．(1）の養液 3種が全
ての植物の成長にプラスとなるパターンでは特によい結果（図 4.12）を
得ることができた．
4.5.2 考察
結果として，(1)の養液 3種がすべて植物の成長にプラスとなるパター
ンにおいては特に良い結果を得ることができた．各試行ごとに結果にば
らつきは見られるが移動平均を見ると，試行を重ねるにつれ，成長度合
いが大きくなっていくことが確認できた．特に 5000試行あたりまでは，
大幅に成長度合いが上がっていくことが確認できた．これらの結果から，
考案した時間区分状態行動対集合を用いた遅延報酬対応強化学習手法の
研究は，定性的な植物育成シミュレータにおいて，典型的な養液効果パ
ターンにおいて有効であることがいえる．試行ごとに結果のばらつきが
見られたのは，一試行の制御回数が 240と多いことと，各養液供給量の
幅が 0～10まであることに加え，3種類の合計が 10以下でなければなら
ないという制約を設けたために行動出力の決定パターンが膨大になって
しまったためだと考えられる．
4.6 まとめ
提案した手法の検証として，植物工場システムにおける植物の育成制
御への適用，特に複数種類の養液の供給制御に適用させ検証を行った．検
証手法として，植物育成シミュレータによる提案手法の妥当性の検証を
行い，実際に植物を育成するための小規模植物工場システムを作成した．
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図 4.12: シミュレーション実験結果
Ph.D Thesis at Future University Hakodate, 2012
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小規模植物工場システムにおける実験では，従来の強化学習による葉ダ
イコンの育成制御実験を行った．
その結果，植物育成シミュレータにおける検証実験では，考えられる
典型的な養液効果パターンについて，時間区分状態行動対集合を用いた
遅延報酬対応強化学習手法が有効であることが確認できた．小規模植物
工場における，従来の強化学習手法の適用実験では，従来の強化学習手
法では改善される結果を得ることができないことがわかった．
Ph.D Thesis at Future University Hakodate, 2012
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第5章 交通流制御問題への適用
5.1 背景
5.1.1 目的
現代の都市交通には渋滞解消のための交通信号制御が求められている．
しかし以下の様な理由により制御問題は複雑となっている．
1. 交通信号のスプリットやサイクル，オフセットは限られており，一
度に複数の道路に影響を与える
2. 一つの交差点の交通量は他の多くの交差点に影響があり，また時間
差が大きく，構造が複雑である
3. 運転手の意志は計測不能でありながらも交通流に影響を及ぼす
4. センサは高価で限られており，通常使われるセンサは現在の交通流
しか測ることができない
これらの解決策としては，SCOOTや SCATS，MODERATOと言った
システムの適用が知られている．これらのシステムは，交差点を通過し
た交通流を計測し，それに応じて交通信号制御を行っている．効果的で
実用的なため多くの都市で使われてはいるが，完全な自動制御ではなく，
いくつかのパラメータは人間の手によって決定されている．更に重要な
点として，複数の交通信号への協調的な適応は行われておらず，隣り合っ
た二つの交差点間の時間推移が考慮されているのみである．本研究では
この時間推移のことをオフセットと呼ぶ．その他重要な要素として，赤
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青黄それぞれの時間であるスプリット，赤青黄一回りのサイクルと言った
ものがあるが，それ等はあまり考慮されていない．近年では，最適化な
どの制御理論側からのアプローチが注目されており，複数の交差点への
制御手法も提案されている．
流入量と流出量の期間を離散化した交通ネットワークモデルを扱うス
トアアンドフォワード方式に基づいた手法がある．自動車の各方向への
分岐率と言った要素が，各交差点での交通流の特徴として挙げられる．交
通流を離散化することにより，各道路の流入流出比によるスプリットの
フィードバック制御を適用することができる．参考文献では，LQ最適化
手法と言った最適制御を用いることでフィードバックゲインを導き出し
ている．この方法は理論的，実用的観点から有用であり，いくつかの都
市で使用されているが，いくつかのパラメータは，人によって事前に決
定されるべきものである．
モデル化のための重要な要素として分岐率がある．分岐率は直進，右
左折の自動車の進行方向割合を表すもので，人的要素が絡みセンサで計
測することは難しい．分岐率は交差点での重要な要素であるため，フィー
ドバックの精度に大きな影響を及ぼす．しかしながら，分岐率をリアル
タイムに計測することは難しい．図 5.1に示すように，センサは交差点で
自動車が右左折のどちらを行って交差点から出たのか，交差点に入って
きた自動車がどの方向に進むのかを計測することができない．
本研究では，機械学習による分岐率推定を目指す．正確な分岐率をリ
アルタイムに計測することが不可能なため，教師データを必要とする手
法では交通信号制御に適用することは難しい．しかしながら，フィード
バックコントローラがより正確な分岐率を持ったモデルを扱うことがで
きるのならば，交通流を改善させることが可能であると考える．本研究
では強化学習手法により分岐率の決定を行う．
5.1.2 強化学習の有効性
フィードバックゲインは主に飽和交通流，道路ネットワークの構成，分
岐率に依存する．前者 2つについては短期間で変更されることはないが，
分岐率は頻繁に変化し，リアルタイムに最新の値をしるひつようがある．
前節と図 5.1で述べたとおり，分岐率の測定は通常困難であり，その値は
交通流調査により収集されたものが通常用いられる．我々の考えは，分
岐率を機械学習手法により得ることである．
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分岐率の正しい値は知ることができないので，教師あり学習を適用さ
せることはできない．仮にフィードバックに正確なモデルデータを使う
ことが可能ならば，交通流の改善が期待できる．そこで教師なし学習手
法を使うことによって分岐率を獲得し，交通流の改善を目指す．
5.2 交通流の離散化モデル
ある道路における交通状況を交通流 [pcu/h]と定義する．pcuとはpassenger-
car-unitの略で，自動車の数を数えるのに使用する．例としてバスなど大
型車の場合は 2[pcu]または 3[pcu]となる．各道路が保持できる最大交通
流は飽和流 [pcu/h]と呼ばれる．
交通ネットワークは 5.3に示す，シンプルな two-junctions-one-wayと
設定する．各道路をLiで表し，その交通流を liで表す．交差点において，
Liは他のリンク Lijn 2 Oiで表される Oiとつながっている．Oiは交差
点から出ていくリンクの集合であり，Lijn 2 Iiで表される Iiを交差点に
入ってくるリンクの集合とする．交差点において各自動車は一定の確率
で次のリンクへと移動する．この確率を分岐率とし，リンク iから jへの
分岐率を tijで表す．リンク iへの飽和流を siとする．
あるリンクから別のリンクまでの交通流を交差点での交通信号で制御
する．交通信号には phaseと呼ばれるものを定義する（図 5.4）．通常の
4叉路交差点では 4つの phaseが存在する．右左折直進ができるものを
phase1，3，右折のみができるものを phase2，4と定義する．5.5におい
て水平方向のものを phase1，2，垂直方向のものを phase3，4とし，これ
らの phaseは順に推移し，その時間をサイクルとする．交差点mにおけ
る phase iの青信号時間の割合をスプリットと呼び gmiで表す．隣接する
二つの交差点間のサイクル開始時間の違いをオフセットと呼び，オフセッ
トは停止することなくある交差点から別の交差点まで，自動車が移動で
きるような役割を果たす．
すべての信号は同じサイクル時間Tにより制御され，オフセットはゼ
ロに設定されると仮定すると，リンク iへの流入量と流出量の差は以下の
式で表される．
li(k + 1) = li(k) + qi(k)  ri(k) (5.1)
qi(k)は流入量で，ri(k)は流出量である．kはサイクル番号を表す．流
出量 ri(k)は交通信号の影響を受け，近傍の飽和流において，リンク iに
Ph.D Thesis at Future University Hakodate, 2012
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図 5.1: 分岐率の取得が困難な例
図 5.2: 本論文で扱う交通ネットワークの定義（用語）
Ph.D Thesis at Future University Hakodate, 2012
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図 5.3: 交通ネットワーク
図 5.4: 交通信号の状態
Ph.D Thesis at Future University Hakodate, 2012
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おける青信号時間に比例する．したがって ri(k) = si
P
(j2Oi) gnj で表され
る．流入量もまた青信号時間に比例し，リンク iに流入してくる各リンク
Lmjm 2 Iiの交通流量はリンク iから交差点mに流入する自動車の分岐
率に比例する．qi(k)は以下の式で表される．
qi(k) =
X
j2Ii
sjtjigjvmji (5.2)
vmji は交差点mの phase番号を示し，リンク jから iへの交通流に影響
する．
5.3 交通信号のフィードバック制御
前述した交通流の線形離散力学系では，交通信号のフィードバックコ
ントロールが可能となる．まずターゲットとする交通流を指定する必要
がある．交通流 lnを適切な交通信号制御下で安定した交通需要バランス
であることを前提とし，均衡のとれた（目標値）交通流を lNi とする．ま
た青信号時間を gNi とすると，xi(k) = li(k)   lNi と uij(k) = gij(k)   gNi
に由来する状態式は以下のようになる．
x(k + 1) = x(k) +Bu(k) (5.3)
x，uはそれぞれ xi，uijのベクトルで表現されるもので，またBは飽
和流や分岐率を含んだ交通ネットワークの構造を表した行列である．こ
の状態方程式にLQ最適制御を適用することが可能であり，フィードバッ
クゲインKは以下のように導出できる [1]．
g(k) =  Kx(k) (5.4)
また以下のように明示的に gN や lN を使わずともフィードバックを使
用することが可能である．
g(k) = g(k   1) K(l(k)  l(k   1)) (5.5)
このことにより，交差点での phaseのスプリットは，現在の交通流に応
じてリアルタイムに変更される．
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図 5.5: 交通流入出
Ph.D Thesis at Future University Hakodate, 2012
46
Takumi Wakahara
Practical Reinforcement Learning for Long Delayed Reward Problems
図 5.6: 交通流入量
Ph.D Thesis at Future University Hakodate, 2012
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図 5.7: フィードバック制御のための設定
Ph.D Thesis at Future University Hakodate, 2012
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5.4 強化学習手法による分岐率の獲得
フィードバックゲインは主に飽和交通流，道路ネットワークの構成，分
岐率に依存する．前者 2つについては短期間で変更されることはないが，
分岐率は頻繁に変化し，リアルタイムに最新の値をしるひつようがある．
緒言と 5.1で述べたとおり，分岐率の測定は通常困難であり，その値は交
通流調査により収集されたものが通常用いられる．我々の考えは，分岐
率を機械学習手法により得ることである．
分岐率の正しい値は知ることができないので，教師あり学習を適用さ
せることはできない．仮にフィードバックに正確なモデルデータを使う
ことが可能ならば，交通流の改善が期待できる．そこで教師なし学習手
法を使うことによって分岐率を獲得し，交通流の改善を目指す．
学習による分岐率の獲得とそれを用いたフィードバック制御は各交差
点で行われ，制御は各交差点ごと個々に行われる．つまり各交差点は同
期して制御されるのではなく，非同期にそれぞれ独立して制御される．
また制御のタイミングと報酬獲得には時間差が生じる．実際の交通ネッ
トワークに適用することを考えた場合，交差点での交通信号制御により
交差点を通過した自動車が次の交差点でのセンサが獲得する自動車数が
報酬として得られるため，本問題は長遅延報酬問題となる．
分岐率の獲得のため，強化学習手法を使用することにした．以下より
学習システムの設計を述べる．
5.4.1 状態空間
適切な状態空間の設計は収束までの時間と得られる知識の特性の両点
において重要である．都市交通において，交通流の統計データやイベン
トは曜日によりほぼ同じであり，また季節や気象条件により変化する．一
日の交通流の統計データについて，ピーク時の交通流は約一時間である
ため，分岐率の粒度は少なくとも一時間となる．したがって，状態空間
の区切りは 30分，7日間，12か月および祝日で分割する．これらにより
状態数は約 4000となる．
5.4.2 学習器の割り当てと行動
学習器の出力は各方向への分岐率の集合とする．リンク iは他のリンク
Lnjn 2 Oiにつながっており，各接続リンク nは分岐率 tinに関係してい
Ph.D Thesis at Future University Hakodate, 2012
49
Takumi Wakahara
Practical Reinforcement Learning for Long Delayed Reward Problems
る．このことにより，各リンクにそれぞれ学習器を割り当てる．学習器
はW 個の行動を持った行動の集合（aw = ftWin│ n 2 Oig; w = 1…W）を
持つ．分岐率 tWin は調査により収集された交通流データの値から大幅にず
れることなく適切な値が決定される必要がある．また行動数が多すぎる
と適切な学習結果を得ることは難しいため，行動の種類を 1つの分岐率
に対し 5つとする．そのため行動数は 3方向の場合 15とする．
強化学習では状態行動価値関数Q(s; a)の更新により学習を行い，Q値
が最も高いものから確率的に行動が決定される．Q値は対応するリンク
の交通流を表しているため，近傍の交通流を改善する値が設定されるこ
ととなる．
5.4.3 報酬（評価）
報酬は交通流の合計とする．交通信号は交差点の外部につながるすべ
てのリンク Lnjn 2 Oiへ交通流を割り当てるため，評価関数（報酬）はP
( n 2 Oi)ln の集合となる．評価は局所的なものであるが，隣接した学
習器は交通流を共有するため，長期的に見て全体的に最適な値を得るこ
とができるものと考えられる．
5.4.4 学習を行うタイミングと周期
フィードバック制御は通常 30秒～2，3分のサイクルで行われる．し
たがって学習による行動選択が行われるのも同じタイミングであるべき
である．このことにより，1年間の学習の周期は 30[cycles/30min]かつ
4[days/month]になり，状態ごとに 120回となる．行動の数が 15の場合，
状態行動対は 1試行で約 8回の学習をすることになる．これは比較的少な
いように見えるが，最初の行動集合の設定を実際の状況に十分近いもの
にすると，実現可能なレベルで試行数を少なくすべきであるからである．
5.5 シミュレータによる検証
5.5.1 実験
交通流シミュレータを作成し，強化学習により分岐率の推定が可能で
あるか，また推定した分岐率を用いてフィードバック制御を行った際に
Ph.D Thesis at Future University Hakodate, 2012
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交通流にどのような影響を及ぼすのかをシミュレータ実験により検証を
行った．
シミュレータは図??で表される右折レーンをもつ 4差路交差点 2つで
構成される．制御を行うのは右側の交差点で，水平方向の青時間，黄時
間のスプリット比を学習により獲得する分岐率を用いて簡単なフィード
バックにより行う．フィードバック制御が行われない信号時間について
は固定スプリットである．学習を行わないもう一方の交差点の交通信号
制御は均等なスプリット比による固定制御である．自動車の動作につい
てはシンプルなセルオートマトンモデルによるもので，各自動車はマッ
プに基づき移動する．マップは表 5.1に示したセルで構成されており，左
折は左方向のセル移動することができるが，右折は進行方向右斜め前の
セルへ移動する仕様となっている．進行は自動車が進もうとした次のセ
ルに他の自動車が居なければ進行可能とした．信号が青の状態では直進
右左折すべての方向へ進む自動車の通過が可能であり，黄の状態では右
折のみ進行可能，赤の状態では交差点内に残った自動車のみ進行可能と
なるように，それぞれの信号で交差点のセルが変化する．分岐率は数サ
イクルごとに変化し，特定のセルで分岐率に基づき確率的に自動車は進
行方向を決定する．強化学習で扱う状態は数サイクルとし，行動は分岐
率である．報酬は流出量センサのセルで数サイクル分を獲得する．セン
サのセルは制御を行う交差点より離れた位置にあり，これが意味するの
は制御を行う交差点から見て次の交差点の流入量を計測するためのセン
サとなっている．表 5.1の最下段の行について，自動車の発生は決めら
れた自動車数を下回る場合マップ上に自動車を発生させ，消滅のセルに
自動車が移動すると自動車は消滅する仕様にし，マップ上で自動車が循
環しないように設計した．シミュレータはVisual Studio 2010 C Express
edition，XNA Frameworkを用いて作成した．
行った実験の設定について述べる．学習で扱う状態は 5サイクルごと
に変化し，状態数を 3とした．分岐率はそれぞれ 50%，20%，80%とし，
特定のセルに自動車が居るときに分岐率の確率で進行方向を変化させる．
学習により推定した分岐率を用いた交通信号のスプリット時間の決定は，
分岐率の割合で水平方向の青信号時間と黄信号時間を決定するといった，
単純なフィードバック制御である．黄信号の状態では右折のみ進行可能
という特徴から，例えば 20%の分岐率を用いる場合では，黄信号時間:青
信号時間＝ 2：8と決定する．サイクル時間は 540ステップ時間とし，固
定スプリットの場合 1スプリットは 90ステップ時間である．黄信号，青
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信号のスプリットの合計時間は 180ステップ時間である．報酬は 5サイク
ルごとのセンサで得られる交通流の和とし，学習は 5サイクルごとに行っ
た．学習方式はQ-Learning，方策は -greedy方策で行った．の値は 0.1
として実験を行った．実験は 1500サイクル行い，学習の状態数は 300と
なる．
5.5.2 考察
図 5.11が実験結果である．緑の線がフィードバック制御を行ったもの，
赤の線は比較として行った固定スプリット制御による交通流の結果であ
る．シミュレータの仕様により 100サイクル目あたりまでの数サイクル
は道路に十分な自動車が行き渡っていないため，それ以後の結果に着目
する．固定スプリット制御のものはスプリット時間の変化が起こらない
ために，ほぼ横ばいの安定した交通流となっている．それに対し，学習
により分岐率を獲得し，それを用いたフィードバック制御を行ったもの
はサイクルが進むに連れより多くの自動車を処理することができている．
このことから学習により適切な分岐率を推定し，それを用いたフィード
バック制御は交通流制御において有用であると言える．
5.6 まとめ
この手法では，設計が必要な非自明なパラメータがいくつか存在する
ため，これらのパラメータについて調査する必要がある．もっとも影響
のあるパラメータは行動の集合であり，どの程度の変動が直感的な要因
となるべきかなどである．しかし，明示的に正しい分岐率を知る方法は
全ての交差点における全ての自動車の走行経路を計測する他なく，非常
にコストがかかる．したがって，少なくとも提案手法は観測から値を推
定できる一手法と言える．
本研究では，都市交通ネットワークのフィードバック制御を行うため
の，モデルパラメータの改善に機械学習によるアプローチを行うことを
提案した．提案手法は，リアルタイムにおけるセンサ情報からは得られ
ない分岐率を獲得するものである．強化学習により決定されるパラメー
タ候補はリアルタイムに計測可能なものであるため，本研究に適してい
ると言える．
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表 5.1: シミュレータで用いるセル
下方向 上方向 右方向 左方向
下方向
直進・左折
上方向
直進・左折
右方向
直進・左折
左方向
直進・左折
下方向
直進・右前
上方向
直進・右前
右方向
直進・右前
左方向
直進・右前
下方向
右前
上方向
右前
右方向
右前
左方向
右前
下方向用
流入量センサ
上方向用
流入量センサ
右方向用
流入量センサ
左方向用
流入量センサ
下方向用
流出量センサ
上方向用
流出量センサ
右方向用
流出量センサ
左方向用
流出量センサ
水平方向用
青信号
水平方向用
黄信号
水平方向用
赤信号
垂直方向用
青信号
垂直方向用
黄信号
垂直方向用
赤信号
自動車発生セル 自動車消滅セル 自動車
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シミュレータによる実験では，適切な分岐率の推定を行い，簡単では
あるがそれを用いたフィードバック制御により，固定スプリット制御に
比べ良好な結果を得ることができた．そのため学習により分岐率を推定
しそれを用いてフィードバック制御を行うことは，都市交通ネットワー
クにおいて有用であると言える．
本研究のフィードバック手法はサイクルタイムとオフセット制御を考
慮したものではない．これらの制御を含めると非常に複雑なものになる
と考えられるが，本研究の様な確率的な組み合わせを行う手法は将来的
に有望な手法だと考えられる．
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図 5.8: 制御を行う交差点
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図 5.9: 分岐率獲得のための学習設定
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図 5.10: シミュレータ画面
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図 5.11: シミュレータ実験結果
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第6章 全体のまとめ
本論文では強化学習のリアルタイムでの行動方策の自律的な獲得能力，
および特性は，不確実性が高く，モデル化が困難な自然・実用的問題を対
象とした制御に適していると考えた．植物育成問題・交通流制御問題を
例に，従来の強化学習で扱う状態と時間の関係を独立した考えではなく，
時間方向の情報を積極的に利用する試みを行った．
研究対象を実用的問題としその対象が，制御に対し報酬が大きな時間
遅れを持って与えられる長遅延報酬問題となることについて述べ，長遅
延報酬問題の特性に適用できるような，状態行動集合価値観数をもちい
た時間推移対象向け強化学習手法を提案した．提案手法は報酬を得られ
るタイミングで状態行動対を集合として扱い，その集合は報酬を得られ
るまでの状態行動系列で表される．報酬は集合に与えられ，集合内の各
状態行動対に分配される．そうすることで従来手法に比べ学習の加速が
図れることを植物育成問題に適用して確認した．
植物育成問題では植物工場システムを用いた植物育成制御について，強
化学習を適用させ育成回数を重ねることでじょじょに良好な植物を育成
することを目標とした．その際，強化学習で扱う際の植物育成の特性を明
らかにし，それを元に提案手法を考案した．適用方法として養液制御に
よる植物育成制御方法を提案し，その実験システムとしてインキュベー
タを用いた小規模植物工場システムを作成した．この植物工場システム
における予備実験で従来の強化学習手法では，試行を重ねるに連れ良好
な植物育成ができなかったことを確認し，また養液制御により植物育成
制御が可能であることを明らかにした．これを受け，植物育成シミュレー
タを作成し，従来手法と提案手法の比較実験を行い，提案手法が学習速
度の点で効果的だという事を確認した．
別の実用的問題の例として交通流制御問題を挙げた．交通流制御問題
では交通ネットワークを離散化することでフィードバック制御が可能と
なる．フィードバックゲインの導出の一要素にセンサで獲得することが
難しい分岐率があり，その分岐率の獲得を強化学習手法により行うこと
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を提案した．強化学習により分岐率が獲得可能か，また獲得した分岐率
を用いたフィードバック制御が交通流にどのような影響を及ぼすかにつ
いて，交通シミュレータを作成し検証を行った．結果として，学習によ
り獲得した分岐率を用いたフィードバック制御は，固定スプリット制御
に比べ良好な結果を出すことが可能であることを確認した．
本論文では長遅延報酬を持つ実用的問題の例として，植物育成問題，交
通流制御問題を挙げ，提案した状態行動集合価値観数を用いた強化学習
手法が有用であることをシミュレータ実験により明らかにした．例とし
て 2つ挙げたが，長遅延報酬問題となる実用的問題は他にも様々考えら
れ，直接制御する対象以外にも，従来行われている制御に調整をかける
形でも適用可能なのではないかと考えられる．そのため提案手法は応用
範囲が広いと考えられる．
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第7章 展望
本論文では従来困難と考えられていた 2つの実用的問題への強化学習
手法の適用について述べた．
植物育成問題については，シミュレータによる実験で提案手法の学習
速度の速さを確認することができた．また成分の違う養液を用いること
で植物育成制御が可能であることは明らかであるため，提案手法による
植物工場システムを用いた植物育成について強化学習の適用が実運用可
能なものとなることが期待できる．また成分の違う養液供給の比率制御
のみならず温度や湿度と言った，植物に影響を及ぼす様々な環境の制御
にも強化学習の適用が可能であると考える．実際には環境の微調整を強
化学習により行うことで，植物工場システムを用いた植物生産の自動化
や新規農業就労者への機械によるサポートなどが期待できる．
交通流制御問題については，交通信号のフィードバック制御のために，
センサで獲得することが困難な分岐率について強化学習で獲得すること
を提案し，シミュレータ実験により分岐率の獲得可能なことと，獲得し
た分岐率のみを使った交通信号のフィードバック制御により交通流が改
善されることを確認した．実際問題として，分岐率の推定を微調整といっ
た形で交通信号制御に介入させることにより交通流は無理なく改善され
ると期待されるが，そのためには交通センサが各交差点に網羅的に配置
されている必要がある．今日の状況では交通センサの数は十分とは言え
ず，将来的により多くの交通センサの配備と言った交通インフラの整備
が望まれる．
Small World仮説などの大規模な問題では，ハブの周りに集中する多数
のリンク・ノードと，それらをつなぐ少数のリンクから構成されている
ことが知られている．仮説として，大規模な制御問題でも同様な構造が
見いだせるのではないかと考える．大規模な問題であるほど，本論文で
述べた局所有向閉路を持つ単純有向マクログラフであることが予想でき，
本論文で述べた強化学習手法の適用範囲は大規模な実用的制御問題向き
であることを期待できる．
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最後に，本論文で述べたことを基に実用的制御問題への道筋を示すこ
とができるのではないかと考えられる．
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