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Abstract
Single-view 3D object reconstruction is a challenging fundamental problem in
computer vision, largely due to the morphological diversity of objects in the natural
world. In particular, high curvature regions are not always captured effectively by
methods trained using only set-based loss functions, resulting in reconstructions
short-circuiting the surface or cutting corners. In particular, high curvature regions
are not always captured effectively by methods trained using only set-based loss
functions, resulting in reconstructions short-circuiting the surface or cutting cor-
ners. To address this issue, we propose learning an image-conditioned mapping
function from a canonical sampling domain to a high dimensional space where the
Euclidean distance is equal to the geodesic distance on the object. The first three
dimensions of a mapped sample correspond to its 3D coordinates. The additional
lifted components contain information about the underlying geodesic structure.
Our results show that taking advantage of these learned lifted coordinates yields
better performance for estimating surface normals and generating surfaces than
using point cloud reconstructions alone. Further, we find that this learned geodesic
embedding space provides useful information for applications such as unsupervised
object decomposition.
1 Introduction
Reconstructing the 3D model of an object from a single image is a central problem in computer vision,
with many applications. For example, in computer graphics, surface models such as triangle meshes
are used for computing object appearance. In robotics, surface normal vectors are used for grasp
planning, and in computer aided design and manufacturing, complete object models are needed for
production. Motivated by such use cases, recent deep learning-based approaches to 3D reconstruction
have shown exciting progress by using powerful function approximators to represent a mapping from
the space of images to the space of 3D geometries. It has been shown that deep learning architectures,
once trained on large datasets such as ShapeNet [2], are capable of outputting accurate object models
in various representations including discrete voxelizations, unordered point sets, or implicit functions.
These representations can generally produce aesthetically pleasing reconstructions, but extracting
topological information from them, such as computing neighborhoods of a point on the surface, can
be difficult. In particular, naively computing a neighborhood of a point using a Euclidean ball or
Euclidean nearest neighbors can give incorrect results if the object has regions of high curvature. Such
mistakes can in turn degrade performance on downstream tasks such as unsupervised part detection
or surface normal estimation. We thus propose a new method for single-view 3D reconstruction
based on the idea of explicitly learning surface geodesics. The key insight of our approach is to
embed points sampled from the surface of a 3-dimensional object into a higher-dimensional space
such that geodesic distances on the surface of the object can be computed as Euclidean distance
in this ‘lifted’ space. This embedding space is constrained such that the 3D surface of the object
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Figure 1: Left: Embedding a cut circle with Isomap [18] vs. Geodesic-HOF. In contrast to embedding
methods such as Isomap [18], Geodesic-HOF preserves the original Euclidean coordinates and
lifts the points to the higher-dimensional space by adding extra "geodesic lifting coordinates".
Right: Face Decomposition using the geodesic lifting coordinates. Figure (a) shows the object of
interest. Figure (b) shows a low-dimensional projection of the geodesic lifting dimensions using
t-SNE [11]. Figure (c) shows the same clustering results by coloring the output 3D points. For clarity
of correspondence, we retrospectively color the points in (b) to match the clustering labels in (c).
Best viewed in color.
lies in its first 3 dimensions (Figure 1-left shows a 2D example of this constraint). The remaining
embedding dimensions can thus be interpreted as a quantification of curvature. To test the efficacy of
this approach, we present a neural network architecture and training regime that is able to effectively
learn this representation, and our experiments demonstrate that using the learned surface geodesics
yields meaningful improvements in surface normal estimation. Further, we find that this embedding
enables unsupervised decomposition of an object’s surface into non-overlapping 2D sub-manifolds
(i.e., charts), which can be useful for texture mapping and surface triangulation (see Figure 1-right).
Our contributions. We present Geodesic-HOF for surface generation and provide several experi-
mental evaluations to assess its performance. In Section 4.1, we show that Geodesic-HOF exhibits
reconstruction quality on par with state-of-the-art surface reconstruction methods. Further, we find
that using the learned surface geodesics meaningfully improves surface normal estimation. Finally, in
Section 5.1, we show how the learned representation can be used for decomposing the object surface
into non-overlapping charts which can be used for generating triangulations or explicit function rep-
resentations of surfaces. We hope that our results will provide an effective method for reconstructing
surfaces and unfold new research directions for incorporating higher-order surface properties for
shape reconstruction.
2 Related Work
Several recently-developed object representations have shown promise in the 3D reconstruction
literature. With the success of Convolutional Neural Network (CNN) in processing image data, it is
natural to extend it to 3D. Therefore, many methods have been developed to directly output a regular
voxel grid in 3D [3, 17, 16, 22]. However, the naive voxel representation requires the output to be the
same resolution during training and during inference and the computational and memory usage of
such methods grows cubically with the resolution. More complex octree-style approaches have been
proposed to address these issues, but scaling to high resolutions remains a challenge [16].
In light of these resource demands, unordered point sets have become a popular alternative to
voxelization for representing 3D shapes [6, 23, 9, 13], as the inherent sparsity of point sets scale
more gracefully to high-resolution reconstructions. However, unordered point sets still lack intrinsic
information about the topology of the underlying surface; thus, some work has investigated the use
of implicit functional surface representations. Implicit functions such as occupancy [12] or signed
distance [15], which are continuous by definition, have shown promise as object representations, and
can effectively store detailed information about an object’s geometry. One of the main drawbacks
of such methods is the need for a post-processing step such as running marching cubes to generate
the object, making extracting the underlying object extremely time-consuming [15]. Furthermore,
generating training data for these methods is non-trivial since they require dense samples near the
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surface of the object. Finally, as noted in [12], in terms of Chamfer score, implicit function methods
are not as accurate as direct methods such as AtlasNet [7] and Pixel2Mesh [19] which are trained
directly using Chamfer-based loss functions.
A substantial body of work exists at the intersection of differential geometry, computer vision,
and deep learning that studies the usefulness of geodesics in many 3D settings, such as surface
matching [20, 21], shape classification [10], and manifold learning [14, 7, 19]. In particular, the
well-known Isomap [18] algorithm uses shortest paths on k-nearest neighborhood graphs and applies
Multi-Dimensional Scaling [5] to find the dimensionality and embedding of the data. As illustrated
in Figure 1, direct embedding of geodesic distances does not necessarily yield the object surface. In
Geodesic-HOF, the network is designed to explicitly output a sampling of the surface manifold and
learn geodesic distances.
3 Learning Geodesics for 3D Reconstruction
From a finite set of points, connecting points based on Euclidean distance proximity alone is
insufficient to produce an accurate depiction of the surface topology. If distant points on the manifold
are erroneously considered to be close because they are close in the Euclidean space used for
computing neighborhoods, the so-called “short-circuiting" problem arises [1]. Short-circuiting can be
observed in Figure 2 where the points on opposite sides of a single wing are erroneously connected
because they are nearby in terms of their Euclidean distance, although they are quite far on the surface.
We propose using surface geodesics as a natural tool to solve this problem.
A geodesic between two points on a surface is a shortest path between these points which lies entirely
on the surface1. Geodesics carry a significant amount of information about surface properties. In
particular, the difference between the geodesic and Euclidean distances between two points is directly
related to curvature. Intuitively, connecting points based on geodesic distance, rather than Euclidean
distance yields a more faithful reconstruction of the true surface. Given this setup, we can formalize
the surface reconstruction problem that is the focus of this work.
Problem statement: Given a single image I of an object O, our goal is to be able to (i) generate an
arbitrary number of samples from the surface of O, and (ii) compute the geodesic distance between
any two generated points on the surface. We use Chamfer distance (Eqn. 2) to quantify the similarity
between a set of samples from the model and the ground truth O.
In the next section, we present our approach to solving this problem through a deep neural network.
3.1 Geodesic-HOF: Method Overview
Geodesic-HOF is a neural network architecture and set of training objectives that aim to address the
problem presented above. In order to describe the technical details of Geodesic-HOF, we first establish
our notation and terminology. During training, we are given an image I of an object O as well as
X∗ = {x∗1, . . . , x∗n}, a set of points sampled from O. We denote the ground truth surface geodesic
function g(·, ·). In practice, the function g can be computed using either a very dense sampling of the
ground truth object O or a surface triangulation. Using a convolutional neural network, Geodesic-
HOF maps an input image I to a continuous mapping function fI : M ⊂ RD → R3+K . fI maps
samples from a canonical sampling domain M to an embedding space Z = {zi = fI(mi) ∈ R3+K}.
In this work, we take M to be the unit solid sphere.
For every z ∈ Z, we denote the vector obtained by taking the first three components of z as x and
refer to it as point coordinates of z. We call the remaining K dimensions as the geodesic lifting
coordinates of z. We define Oˆ = {xˆi = fI(mi)} be the set of predicted point coordinates from a
set of samples {mi}. Finally, for any two mi,mj ∈ M , with zˆi = fI(mi) and zˆj = fI(mj), the
predicted geodesic distance is given by gˆ(zˆi, zˆj) = ||zˆi − zˆj ||2.
The mapping fI is trained such that Oˆ accurately approximates the ground truth object O in terms of
Chamfer distance and gˆ(zi, zj) accurately approximates the ground truth geodesic distance g(x∗i , x
∗
j ),
1In some contexts, geodesics are defined as locally shortest paths. For example, two points on the sphere
making an angle less than pi with the center has two geodesics even though one is shorter than the other. In this
paper, we use the term to refer to a globally shortest path. Note that, there might still be multiple geodesic as in
the case of two diametrically opposite points on the sphere.
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Figure 2: Normal Estimation with Geodesic Neighborhoods vs. Euclidean Neighborhoods. Top: Es-
timating the normal of a point on the wing by using geodesic neighborhoods. Bottom: Normal
estimation of the same point using the Euclidean neighborhoods. We observe spurious neighbor
points from the bottom of the wing are included in the Euclidean case, which causes the normal
estimation to be inaccurate. Best viewed in color.
where x∗i , x
∗
j ∈ X∗ are the two ground truth samples closest to xˆi and xˆj (the point coordinates of zi
and zj . The first condition requires that the point coordinates represent an accurate sampling of the
object surface; the second condition requires the embedding space to accurately capture geodesic
distances between two point coordinates. We can show that the lifting coordinates encode curvature
information: the quantity gˆ(zˆi, zˆj)2− ||xˆi− xˆj ||2 is equal to the squared norm of the geodesic lifting
coordinates. This quantity approaches the geodesic curvature when the samples are close to each
other on the manifold.
3.2 Network Architecture and Training Procedures
The network design of Geodesic-HOF follows the Higher Order Function (HOF) method, which
has three main components: an image encoder, a Higher-Order Function network and a point mapping
network. An image encoder extracts the semantic and geometric information from an image I of an
object. From this representation, the Higher-Order Function network predicts a set of parameters
of a mapping function fI : RD → R3+K . To use the mapping function fI , we start by sampling
the unit sphere to generate a set of points M = {mi}. Then we use the learned network to map
these sampled points to a set of embeddings Z = {zi = fI(mi) ∈ R3+K}. The advantages of
Higher-Order Function Networks over the Latent Vector Concatenation (LVC) paradigm are discussed
in detail in [13]. Please refer to the Supplementary Material Section for the architecture details. In
Geodesic-HOF, we optimize the loss function L, the weighted sum of the standard Chamfer loss LC
and the geodesic loss LG, with weight λC and λG, respectively
L := λCLC + λGLG (1)
These losses are defined in the next section. Since the precision of the point coordinates is important
for finding the correct geodesic distance, we weigh the Chamfer loss more than the Geodesic loss.
Practically, we choose λG and λC to be 0.1 and 1.0 respectively. We use the Adam Optimizer [8] with
learning rate 1e-5.
3.3 Loss Functions
The weights of the mapping function fI for a given image I are learned so as to minimize the weighted
sum of two losses: Chamfer loss and Geodesic loss. Recall M is a set of points randomly sampled
from the pre-mapping space. The predicted set of embeddings from M is Z = {zi = fI(mi) |
mi ∈M}. For simplicity of notation, we separate the 3D point coordinates X = {xi ∈ R3} and the
geodesic lifting coordinates W = {wi ∈ RK} such that zi := [xi;wi].
Chamfer loss is defined as the set distance between the point coordinates X = {xi} and the
ground truth point set Y .
LC(X,Y ) =
1
|X|
∑
x∈X
min
y∈Y
||x− y||22 +
1
|Y |
∑
y∈Y
min
x∈X
||y − x||22 (2)
4
We optimize this loss so that our predicted point set accurately represents the surface of the ground
truth object.
Geodesic loss ensures the geodesic distance is learned accurately between every pair of points. We
denote the ground truth geodesic distance on the object surface as g(xi, xj), where (xi, xj) ∈ Oˆ and
Oˆ is our prediction of O, which is the union of several 2-manifolds representing the object surface in
R3. Since the geodesic distance is only defined on the object surface, we project the point coordinates
{xi} onto the object and compute the pair-wise geodesic distance. The details of this formulation are
described in Equation 7. We want to reconstruct the object while learning the embedding of each
point so that the geodesic distance in the 3D object space R3 is the same as the Euclidean distance in
the embedding space Rk. For a set of embeddings Z = {zi := [xi, wi]}, the geodesic loss is defined
as:
LG(Z) =
1
|Z|2
|Z|∑
i=1
|Z|∑
j=1
(||zi − zj ||2 − g(xi, xj))2 (3)
For computing the geodesic loss, we need the ground truth geodesic distance matrix on the object
O. We build a Nearest Neighborhood graph G = (V,A) on X∗, a set of samples from O. We define
D(vi, vj), the geodesic distance between vi and vj , as the length of the shortest path between vi ∈ V
and vj ∈ V computed by Dijkstra’s algorithm on G. For each point xi from our prediction, we find
its k-nearest neighbors, denoted as Λ(xi) = {vpi } where p is the index of each neighbor. For a pair
of point coordinates (xi, xj), assume the set of nearest neighbors in V of xi and xj are {vpi } and{vqj}, respectively. Here, we use γpq(xi, xj) to denote the unnormalized confidence score that path
between xi and xj goes through v
p
i and v
q
j . σ here is a generic Gaussian radial basis function. We
define αij , the confidence of an undirected path between vi ∈ V and vj ∈ V , as:
αpq(xi, xj) =
γpq(xi, xj)∑
p∈|Λ(xi)|,q∈|Λ(xj)| γpq(xi, xj)
(4)
γpq(xi, xj) = σ(xi, v
p
i )σ(xj , v
q
j ) (5)
= exp(−(||xi − vpi ||22 + ||xj − vqj ||22)) (6)
Essentially, the confidence of a path between xi and xj going through the two vertices v
p
i and v
q
j
is the normalized similarity between (xi, xj) from our prediction and their possible corresponding
vertices (vpi , v
q
j ) in the graph measured by a radial basis kernel. Because of the normalization step, the
confidence over all possible paths can be seen a probability distribution over which vertices (vpi , v
q
j )
to choose on the ground truth object. Thus, we can define the soft geodesic loss function as:
g(xi, xj) =
∑
vpi ∈Λ(xi),vqj∈Λ(xj)
αpq(xi, xj)D(v
p
i , v
q
j ) (7)
4 Experiments
In this section, we evaluate the effectiveness of our method on a single-view reconstruction task. We
show that Geodesic-HOF is able to reconstruct 3D objects accurately while learning the geodesic
distance. We evaluate Geodesic-HOF on the ShapeNet [2] dataset and show Geodesic-HOF performs
competitively in terms of Chamfer distance and in normal consistency comparing against the current
state of the art 3D reconstruction methods. Then we show a set of interesting applications of our
learned embeddings in tasks such as manifold decomposition and mesh reconstruction. Our experi-
ments show that we can learn important properties such as curvature from the learned embeddings to
render a better representation of the object shape.
4.1 Single View Object Reconstruction
In this section, we evaluate the quality of our learned representation by performing a single-view
reconstruction task on the the ShapeNet [2] dataset. For fair comparison, we use the data split
provided in [4]. We use the pre-processed ShapeNet renderings and ground truth objects from [12].
For evaluation, we use two main metrics: Chamfer distance and Normal consistency. The detail of
the dataset can be found in Supplementary Material.
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Category 3D-R2N2 [3] PSGN [6] Pix2Mesh [19] AtlasNet [7] OccNet [12] Ours
Airplane 0.227 0.137 0.187 0.104 0.147 0.099
Bench 0.194 0.181 0.201 0.138 0.155 0.122
Cabinet 0.217 0.215 0.196 0.175 0.167 0.134
Car 0.213 0.169 0.180 0.141 0.105 0.100
Chair 0.270 0.247 0.265 0.209 0.180 0.173
Display 0.314 0.284 0.239 0.198 0.278 0.193
Lamp 0.778 0.314 0.308 0.305 0.479 0.229
Speaker 0.318 0.316 0.285 0.245 0.300 0.206
Rifle 0.183 0.134 0.164 0.115 0.141 0.096
Sofa 0.229 0.224 0.212 0.177 0.194 0.162
Table 0.239 0.222 0.218 0.190 0.189 0.145
Telephone 0.195 0.161 0.149 0.128 0.140 0.109
Vessel 0.238 0.188 0.212 0.151 0.218 0.137
mean 0.278 0.215 0.216 0.175 0.215 0.141
Table 1: Chamfer Comparison: Geodesic-HOF achieves state of the art performance in Chamfer
distance. We sample 100,000 points on the object of interest and the output of each method to
compute the Chamfer distance.
Category 3D-R2N2 [3] Pix2Mesh [19] AtlasNet [7] OccNet [12] Ours (Euc) Ours (Geo)
Airplane 0.629 0.759 0.836 0.840 0.846 0.863
Bench 0.678 0.732 0.779 0.813 0.778 0.795
Cabinet 0.782 0.834 0.850 0.879 0.871 0.870
Car 0.714 0.756 0.836 0.852 0.819 0.827
Chair 0.663 0.746 0.791 0.823 0.802 0.810
Display 0.720 0.830 0.858 0.854 0.834 0.862
Lamp 0.560 0.666 0.694 0.731 0.712 0.732
Speaker 0.711 0.782 0.825 0.832 0.828 0.838
Rifle 0.670 0.718 0.725 0.766 0.797 0.797
Sofa 0.731 0.820 0.840 0.863 0.853 0.855
Table 0.732 0.784 0.832 0.858 0.827 0.841
Telephone 0.817 0.907 0.923 0.935 0.922 0.933
Vessel 0.629 0.699 0.756 0.794 0.774 0.790
mean 0.695 0.772 0.811 0.834 0.818 0.828
Table 2: Normal Comparison: Geodesic-HOF achieves competitive performance with state of the art
methods in normal consistency. We sample 100,000 points on the object of interest and the output of
each method to compute the normal consistency. Note that OccNet [12] is an implicit method, which
gives it advantages in normal estimation due to marching cubes post-processing.
Evaluation Metrics Chamfer distance is defined identically as Equation 2. We sample 100,000
points from both our output representation and the ground truth point cloud. Note that the original
objects are normalized so that the bounding box of each object is a unit cube and we follow the
evaluation procedure of [12] to use 1/10 of the bounding box size as the unit. Normal consistency
between two normalized unit vectors ni and nj is defined as the dot product between the two
vectors. For evaluating the surface normals, we first sample oriented points from the object surface,
denoted as Xpred = {(~xi, ~ni)}) and the set of ground truth points and the corresponding normals
Xgt = {(~yj , ~mj)}). The surface normal consistency between two set of oriented points sample from
the object, denoted as Γ, is defined as:
Γ(Xgt, Xpred) =
1
|Xgt|
∑
i∈|Xgt|
|~ni · ~mθ(x,Xpred)| (8)
θ(x,Xgt := {(~yj , ~mj)})) = arg min
j∈|Xgt|
||x− yj ||22 (9)
In Table 1 we show our Chamfer distance comparison with 3D-R2N2 [3], PSGN (Point Set Generating
Networks) [6], Atlasnet [7] and Pixel2Mesh [19]. In Table 2, we show the normal comparison results
with the same set of methods. In Table 1, it can be seen that Geodesic-HOF can accurately represent
the object as indicated by the best overall chamfer performance. By learning a continuous mapping
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(a) Manifold Decomposition of a canonical cube
shape.
(b) Manifold Decomposition of a table from the
ShapeNet [2] test set.
Figure 3: Comparing surface manifold decompositions by clustering raw 3D point coordinates xi
and geodesic lifting coordinates wi of the predicted embedding zi = [xi, wi]. K-Means is used for
clustering with K=6. Geodesic lifting coordinates give more meaningful features that partition the
surface into intuitive components. Best viewed in color.
function between the mapping domain and the embedding domain, we allow high-resolution sampling
of the embedding space to represent the object. In addition, by using a Higher-Order Function Network
as the decoder, we avoid the dimensionality constraints of the latent vector code to provide a more
direct way for image information to flow into the mapping function. In comparison, the methods that
have pre-defined connectivity, such as Pix2Mesh [19] and AtlasNet [7], suffer from the topological
constraints of the sampling domain.
Table 2 shows that our normal estimation results compared with other methods. The last two columns
show the normal consistency obtained with two methods. Both methods use a nearest neighbor search
to find the local planar neighborhood and estimate the normals based on a principle axes analysis of
the neighborhood. Ours (Euc) uses Euclidean distance to find the neighborhood whereas Ours (Geo)
uses the learned geodesic embedding to find the neighborhood. The comparison between the last two
columns shows that the geodesic embeddings provide a better guide for finding the low curvature
neighborhood. For example, on the edge of the table, if we estimate the normal of the points on the
tabletop near the edge, we should avoid the inclusion of the points on the side of the table. From
our experiments, the geodesic neighborhoods yield overall better normal estimation results. Note
that implicit methods such as Occupancy Network have a natural advantage in normal estimation
due to the filtering effect of the marching cubes post-processing, which is advantageous for datasets
with few high-frequency surface features. Despite this difference, our normal consistency performs
competitively against state of the art methods. This result highlights the effectiveness of the learned
geodesics in understanding the local structure, such as curvature, of the object.
5 Applications
In this section, we show two example applications of our learned geodesic embeddings. In Section 5.1,
we use the geodesic lifting dimensions of the embeddings to decompose shapes into simpler, non-
overlapping charts. In Section 5.2, we show how each chart from decomposition can be represented
as an explicit function y = f(u, v) which can then be used for mesh reconstruction.
5.1 Chart Decomposition
The object surface can be represented as a differentiable 2-manifold, also known as an atlas, using
a collection of charts. Clustering Geodesic-HOF embeddings according to the lifting coordinates
provides a natural way to split the object into a small number of low curvature charts as illustrated in
Figure 3, where we contrast this technique with a standard clustering method based on Euclidean
distance in R3. Our method correctly separates the faces of the cube (left) and the legs and the
table-top (right). The charts can be useful in many applications such as establishing a uv-map for
texture mapping and for triangulation based mesh generation. We next describe the latter.
5.2 Mesh Reconstruction
Once we decompose the object into charts, we can fit a surface to each chart and establish a two-
dimensional coordinate frame. The 2D coordinates can then be used for triangulation. One possible
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approach is to fit a parametric representation to each chart such as a plane or conic. In this section, we
present a more general approach where we use a multi-layer Perceptron fθ to represent the manifold –
similar to the approach presented in AtlasNet. The main advantage of Geodesic-HOF over AtlasNet
is that since we have low-curvature regions already partitioned into charts and have point coordinates
associated with each chart, we can learn the parameters θ in an unsupervised manner. We present the
details of the method in the Supplementary Material, and an illustration of this method in Figure 4.
Figure 4: Top Left. 2D Input image. Left. Mesh Reconstruction from Geodesic-HOF by fitting a
chart onto each non-overlapping manifold from clustering the geodesic lifting coordinates. Right.
Visualization of the charts from our decomposition obtained by clustering the geodesic lifting
coordinates. Each color indicates a different chart (20 in total). Best viewed in color.
Pix2Mesh AtlasNet OccNet[12] Ours (Mesh)
Mean Chamfer 0.216 0.175 0.215 0.169
Mean Normal 0.772 0.811 0.834 0.780
Table 3: Mesh Reconstruction Comparison on entire ShapeNet test set. Evaluation is done by
sampling 100,000 points uniformly on the predicted mesh. The surface normal of each point comes
from the surface normal of the triangles the points belong to. Pix2Mesh, AtlasNet and Geodesic-HOF
are explicit methods whereas OccNet is based on learning occupancy as an implicit function.
In Figure 4, we decompose an airplane to 20 non-overlapping charts by clustering the lifting coor-
dinates, triangulating each chart using the method described above. We observe that the charts are
split nicely at high-curvature areas. Finally, we compare the resulting meshes with a state of the art
implicit function method: Occupancy Network [12] learns an occupancy function to represent the
object and uses marching cubes to generate a mesh. In Table 3, we present mean values over all
ShapeNet classes, and present full comparison across classes in the Supplementary Material section.
Note that, unlike the other methods in this table, we fit the manifolds as a optimization step rather
than directly supervising on the ground truth mesh. Despite the lack of ground truth for generating
the mesh, we show competitive Chamfer distance and normal consistency.
6 Conclusion
We presented Geodesic-HOF for generating continuous surface models from a single image. Geodesic-
HOF is capable of directly generating surface samples at arbitrary resolution and estimating the
geodesic distance between any two samples. Comparisons showed that our method can generate more
accurate point samples and surface normals than state of the art methods which can directly generate
surfaces. It also performs comparably to implicit function methods which rely on post-processing the
output to generate the object surface. We also presented two applications of Geodesic-HOF: parti-
tioning the surface into non-overlapping, low-curvature charts and learning a a functional mapping
f(u, v) of each chart. Combining these two applications allowed us to generate triangulations of
the object directly from the network output. This approach alleviates some of the limitations of the
previous mesh generation methods such as overlapping charts or genus constraints.
We hope that this work will motivate future research in 3D reconstruction that learns higher-order
surface properties like geodesics in order to produce more useful, accurate representations of 3D
objects.
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Broader Impact
3D Surface Reconstruction has numerous practical applications in medicine, manufacturing, and
entertainment. The ability to reconstruct accurate 3d models from images allows people to transfer
knowledge between the physical and virtual worlds. In robotics, 3D reconstruction could assist
learning manipulation skills based on the reconstructed objects. In manufacturing and medicine,
it can be used for training in a reconstructed virtual environment. While the current machine
learning techniques are enabling these beneficial applications, the ability of machines to infer missing
information from past experiment remains a double-edge sword. An important question to answer
is how machine learning algorithms can identify and handle the biases introduced by the prior
experience.
The specific problem of surface reconstruction from a single image is an under-constrained problem:
when we are looking at the image of a round object, we can not tell if it is the size of a tennis ball or a
planet. Furthermore, we can not be sure that the exact shape is a sphere. Learning based approaches
compensate for this lack of knowledge by encoding prior information present in the training dataset.
This process might induce biases which can have serious implications (e.g. for organ reconstruction
in medical imaging) and reinforce stereotypes (e.g. by inferring a person’s 3D model based on their
gender or ethnicity) depending on the application. Therefore, practical applications using learning
based 3D reconstruction methods must be watchful for such biases and ensure that they are mitigated.
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Supplementary Material
A Geodesic-HOF Training Details
A.1 Network Architecture
Figure 5: Architecture overview of Geodesic-HOF
Figure 5 illustrates the main architecture of Geodesic-HOF. An image encoder takes a single-view
image of the 3D object to be constructed and maps it to a 512-dimensional image feature vector.
The Higher-Order Function network uses this feature descriptor as input and outputs θ – the weights
of the mapping function f . The mapping network f maps each samples from R3 to an point in
3 +K-dimensional embedding space. The first three dimensions of the embedding vector, as denoted
with purple in the figure are the ”3D Point Coordinates xi", which represent the true 3D location of
these samples in the object space. The next K dimensions are called "Geodesic Lifting Coordinates
wi".
A.2 Dataset and Training
In order to give a fair comparison of Geodesic-HOF with other methods, we use the same evaluation
procedure as stated in Occupancy Networks [12]. We use the pre-processed ShapeNet [2] where the
objects are pre-processed so that the object surface is water-tight. We use the same split with 30661
training objects, 4371 validation objects and 8751 test objects. The objects are normalized so that
the minimum bounding box of the shape is a unit square. The Chamfer numbers are reported with
1/10 of each object bounding box as the unit for chamfer. For the details of the this data-processing,
please refer to [12]. We train our network on a single Gtx-1080Ti GPU with an Adam Optimizer with
learning rate 1e−5 as the learning rate. We train the network for 5 epochs, where in each epoch we
go through all 24 images of all objects. Batch size for training is 1.
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B Explicit Function Representation of Charts
In order to reconstruct the object surface from our predicted embedding Z = {zi ∈ R3+K}, we
simply optimize a set of mappings from a canonical chart to different manifolds that each consistent
of a sub-region of the object’s surface. For each decomposed manifold, we want to learn a mapping
from a canonical chart to this manifold. More specifically, given a set of samples Ui = {(u, v) ∈ R2}
from a canonical 2d chart and a set of samples from target manifoldMi, we want to learn the mapping
function f : R2 → R3 so as to minimize the Chamfer distance between Ui and Mi. In practice, we
decompose the object surface into 20 local manifolds (charts) such that M =
20⋃
i=1
Mi.
This manifold fitting methodology is similar to AtlasNet [7] with a number of critical differences:
1. We are not optimizing the mesh with respect to the ground truth during training. The
optimization is with respect to our own prediction given by the 3D point coordinates
predicted by our network.
2. There is zero to little overlap between the charts since the points are partitioned using
geodesic clustering before fitting.
3. The decomposition with the geodesic lifting dimensions simplifies the manifold learning
problem into learning the mapping to a set of low-curvature manifolds.
Rather than designing a new mesh learning method, we show that a surface can be easily extracted
from our embedding representation and that we can achieve competitive mesh results. In practice, one
can imagine extending this to a fully end-to-end mesh reconstruction algorithm to directly supervise
the network with the ground truth training set. Yet this is not the focus of this paper and we leave the
exploration of this feature in our future work.
For fitting the mesh, we represent each mapping function fi as a neural network that takes in samples
from an unit square chart and maps it to a low-curvature area of the object. We optimize the the
Chamfer loss between the mapped samples and the ground truth object samples. In practice, we take
100 gradient steps for all of the charts of each object to obtain a nice-looking mesh. Note that this is
done purely as an optimization step on the output of the network, we are mapping a set of charts onto
our predicted point set. We notice the quality of the mesh grows as we take more gradient steps.
C Qualitative Mesh Evaluation
We present the qualitative rendering of the meshes from each object category in Figure 6. Similar
to what we present in Figure 4, each color here indicates a different component from our manifold
decomposition. As seen in Figure 6, each sub-manifold generally corresponds to a low-curvature
manifold that can be learned more easily. The geodesic lifting dimensions of the Geodesic-HOF are
used to identify these regions. Due to the clustering nature of our decomposition, in which a point is
assigned to only one cluster ID, we have little to no overlap between any two manifolds. Since the
focus of the paper is not mesh reconstruction, we did not explicitly use the decomposition in learning
the mapping function. However, we believe the near-mutual exclusiveness between the manifolds
could be a desirable property in mesh reconstruction. Specifically, this property allows the network to
avoid learning repeated mapping between charts, which enables more efficient use of the network
capacity.
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Figure 6: Mesh rendering of select classes. Each row shows the objects from a class in ShapeNet [2]
Test set. Color indicates the label of each manifold. We use 20 non-overlapping manifolds to represent
the object.
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Category Pix2Mesh [19] AtlasNet [7] OccNet [12] Ours (Mesh)
Airplane 0.187 0.104 0.147 0.112
Bench 0.201 0.138 0.155 0.122
Cabinet 0.196 0.175 0.167 0.158
Car 0.180 0.141 0.159 0.120
Chair 0.265 0.209 0.228 0.204
Display 0.239 0.198 0.278 0.213
Lamp 0.308 0.305 0.479 0.280
Speaker 0.285 0.245 0.300 0.239
Rifle 0.164 0.115 0.141 0.117
Sofa 0.212 0.177 0.194 0.176
Table 0.218 0.190 0.189 0.193
Telephone 0.149 0.128 0.140 0.115
Vessel 0.212 0.151 0.218 0.157
mean 0.216 0.175 0.215 0.169
Table 4: Chamfer Comparison: Geodesic-HOF achieves state-of-the art performance in Chamfer
distance. Overall and in certain categories, Geodesic-HOF significantly outperforms the competing
methods. We sample 100,000 points on the object of interest and the output of each method to
compute the Chamfer distance.
Category Pix2Mesh [19] AtlasNet [7] OccNet [12] Ours (Mesh)
Airplane 0.759 0.836 0.840 0.805
Bench 0.732 0.779 0.813 0.766
Cabinet 0.834 0.850 0.879 0.833
Car 0.756 0.836 0.852 0.775
Chair 0.746 0.791 0.823 0.762
Display 0.830 0.858 0.854 0.840
Lamp 0.666 0.694 0.731 0.657
Speaker 0.782 0.825 0.832 0.780
Rifle 0.718 0.725 0.766 0.727
Sofa 0.820 0.840 0.863 0.826
Table 0.784 0.832 0.858 0.800
Telephone 0.907 0.923 0.935 0.910
Vessel 0.699 0.756 0.794 0.725
mean 0.772 0.811 0.834 0.780
Table 5: Normal Comparison: Geodesic-HOF performs competitively against direct mapping methods
such as Pix2Mesh [19] and AtlasNet [7]. An implicit surface method, Occupancy Networks [12],
outperforms all direct mapping methods in this table. Note that Geodesic-HOF post-processes the
network output and does not have access to the ground truth in the training set.
D Full Mesh Comparison
In this section, we show the full quantitative evaluation of Geodesic-HOF compared with the mesh-
based methods reported in the main paper. As shown in Table 4, Geodesic-HOF is able to learn very
accurate point prediction while learning the geodesic embedding. In terms of Chamfer performance,
Geodesic-HOF achieves the best results among all mesh-based methods in this table. In Normal
Consistency, we can see a clear advantage of implicit methods over direct mapping methods. We
hypothesize that this is because the marching cubes post-processing inherently smooths the object
surface and produces more robust normal prediction. We observe a trade-off between detailed features
(Chamfer) and smoothness of surface prediction (normal). Note that, unlike the other methods in this
table, our mesh algorithm is a simple post-processing of the output of Geodesic-HOF, and therefore
does not have access to the ground truth training set.
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