Criteria for stability, asymptotical stability and instability of the nontrivial solutions of the impulsive system
Introduction
The problem of stability of solutions holds a very significant place in the theory of impulsive differential equations (see [3, 8, 15] and references cited therein). Milman and Myshkis [12] investigate the stability of the zero solution of differential equations with fixed moments of impulse actions by using the second Lyapunov method. Later, the method was used for differential equations with impulses at variable times, impulsive hybrid systems, for stability criteria in terms of two measures and integro-differential equations [2-6, E-mail address: marat@arf.math.metu.edu.tr. 1 M.U. Akhmet is previously known as M.U. Akhmetov. 8, 10, 13, 15] . To the best of our knowledge only papers [9, 11] deal with the stability of the nontrivial solution of an impulsive system with variable time of the impulse action via Lyapunov direct method. The results of [9] are based on the idea that the surfaces of discontinuity degenerate into vertical planes as time increases infinitely and the assumption that the distance between different solutions does not increase after jumps. In present paper we consider a more general form of the problem without using the conditions mentioned above. It deserves to be emphasised that, apparently, the construction of a reduced system for systems with variable time of impulsive action is done for the first time.
Let G x ⊂ R n be a bounded domain and G = {(t, i, x): t ∈ R + , i ∈ N , x ∈ G x }, where t 0 ∈ R is fixed, R + = [t 0 , +∞), N = {1, 2, 3, . . .}. The main object of the paper is the following system of differential equations with impulse actions on surfaces:
which is considered on the set G and whose solutions are piecewise continuous, with discontinuities of the first kind, left continuous functions. Let x denote the Euclidean norm of x ∈ R n , and R + = [0, ∞). We will use the following conditions:
Definition 1.1. A function h ∈ C[R + , R + ] is said to belong to class H if h is strictly increasing and h(0)
(C1) f (t, x) : R + × G x → R n is a piecewise continuous function with discontinuities of the first kind at boundary points of surfaces t = θ i (x), i ∈ N , where it is left continuous with respect to t,
There exist a function γ ∈ H and a number l > 0 such that
(C7) The existence and uniqueness of solutions of (1) hold.
We should note that the system considered in this paper belongs to a class of systems with impulses at nonfixed moments and, therefore, it needs conditions of the absence of beating [8, 15] . We assume that (C5) is valid and Ml < 1. Then beating is absent for (1) . It is easily seen that conditions (C1) and (C6) on functions t = θ i (x) guarantee that a solution of (1) meets every surface of discontinuity if the range of the function t = θ i (x), i ∈ N , is included into the domain of the solution. So we can assume that the following condition of general character is valid: (1), where a ∈ R, a > t 0 , or a = ∞, intersects any of the surfaces t = θ i (x), i ∈ N , not more than once. And, if sup G x θ i (x) < a, then x(t) intersects t = θ i (x) exactly once.
Let x 0 (t) be a solution of (1) discontinuous at t = τ i , i ∈ N . It follows from assumptions (C3), (C4) and (C8) on the surfaces of discontinuity that the sequence τ i , i = 1, 2, 3, . . . , does not have a finite limit point. Thus, if {τ i }, i ∈ N , is an infinite sequence, then
A solution x 0 (t) of (1) is called continuable to the right if x(t) : R + → R n and τ i → ∞ as i → ∞.
Let T ⊆ R be a fixed interval. Define a set U T of functions u : T → R n which are left continuous with discontinuities of the first kind. Assume that the set of discontinuity points of every function u ∈ U T is not more than countable and does not have a finite limit point in R. Fix ∈ R, > 0.
(1) every discontinuity point of u 2 (t) lies in -neighbourhood of a discontinuity point of u 1 (t); (2) for all t ∈ T , which are not in -neighbourhoods of discontinuity points of u 1 (t), the inequality u 1 (t) − u 2 (t) < is valid. Definition 1.4. Hausdorff's topology, which is built on the basis of all -neighbourhoods, 0 < < ∞, of all elements u ∈ U T , will be called B T -topology. Let x 0 (t) be a continuable to the right solution of (1). Definition 1.5. The solution x 0 (t) is said to be B-stable in Lyapunov sense if for any positive ∈ R there exists a number δ > 0, such that every solution x(t) of (1) which (1) is called B-asymptotically stable, if there exists a number ∆ > 0, such that, if x(t) is a solution of (1) which satisfies an inequality (1) is called B-unstable, if either it is not continuable to the right or for some > 0, and any δ > 0, a solution x δ (t) of (1) exists such that
Remark 1.1. The definitions of stability of nontrivial solutions for systems with nonfixed moments of impulse actions were given in [8, 9, 15] . The authors of [8, 9] name this kind of stability as quasistability. Our definitions [1] are based on the ideas of [7] which were used to define a discontinuous almost periodic function. One can show that Definitions 1.5-1.7 and the definitions of quasistability are equivalent.
Remark 1.2.
It is easy to see that by using the language of B-topology one can give definitions of all kinds of stability of solutions as well as of integral manifolds. If the moments of impulse effects are fixed then the definitions of stability coincide with the classic definitions [14] .
We will use the notatioṅ
,
B-reduced system
Let x 0 (t) be a continuable to the right solution of (1), and τ i , i ∈ N , be discontinuity points of x 0 (t), i.e., τ i = θ i (x 0 (τ i )), i ∈ N . Assume that x(t) : R + → R n is another solution of (1) and γ i , i ∈ N , are discontinuity points of x(t), γ i = θ i (x(γ i )), i ∈ N . One can show that the difference z(t) = x(t) − x 0 (t) satisfies the following system of equations:
As the points t = γ i , i ∈ N , depend on a solution x(t), it is not easy to investigate stability of the zero solution of (2). So we suggest to use another way of investigation as follows. Fix i ∈ N , x ∈ G x , and let ξ(t) be a solution of the system
with initial condition ξ(τ i ) = x. Let t = ζ i be a meeting moment such that
Assuming that solutions ξ(t) and ξ 1 (t) of (3),
where ∂G x is the boundary of the domain G x and introduce new functions
where s 0. Obviously, {κ, µ, π} ⊂ H. Let h ∈ R be such that h > 0 and κ(h) = h 0 , and
where × is the sign of the Cartesian product. Let us consider the system
Definition 2.1. Systems (1) and (4) (4), such that
Specifically,
And, conversely, for every solution y(t) : (1), which satisfies (5)-(7).
Lemma 2.1. The following assertions are valid:
Proof. Assertion (i) immediately follows from definition of Φ i (x).
We have, for fixed
From (8) and (9) it follows that
and Proof. Let x(t) and y(t) be solutions of (1) and (4), respectively, such that x(t 0 ) = y(t 0 ). Without loss of generality we can assume that [t 0 , τ 1 ] is an interval of continuity of solutions x(t) and y(t) and, hence, (t,
It is obvious that ζ 1 τ 1 .
Since the case ζ 1 = τ 1 is trivial, we shall consider only the case
If it is known that (t, x) ∈ G i for all t ∈ [τ 1 , ζ 1 ], then similarly to (10) one can show that
Moreover, x(ζ 1 +) = y(ζ 1 ); in view of the definition of Φ 1 (x). Thus, (C7) implies that x(t) = y(t) if t is a continuity point and t > ζ 1 . Then one can verify that conditions of Definition 2.1 are valid for all t ∈ [t 0 , a). The assertion about x 0 (t) is trivial. The theorem is proved. ✷ Let x(t) be a solution of (1) and an integral curve of x(t) belongs to G h . Let y(t) be a solution of (1),
where
Definition 2.2. System (12) is said to be a B-reduced system for (1) in the vicinity of x 0 (t).
Proof. The validity of the theorem follows immediately from condition (iii) of Lemma 2.1 and the last equality in (13) . ✷ Remark 2.1. It is obvious that W i are functionals of solutions of (3) and, hence, they cannot be defined explicitly as well as F and J i . But our intention is to use a qualitative property of W i which is given by Theorem 2.2.
Stability
In this section we will formulate and prove the theorems of stability and unstability. They are analogues of Lyapunov and Chetaev theorems [8, 14, 15] . (12) is stable.
Then the trivial solution of

Proof. The conditions imply that
if x is sufficiently small. Thus, all the assumptions of Theorem 47 of [15] are fulfilled and the proof is complete. ✷
Theorem 3.1. Suppose that conditions (C1)-(C8) and (I 1 )-(I 5 ) are fulfilled. Then the solution x 0 (t) of (1) is B-stable.
Proof. Fix > 0 and denote 1 
Since (12) is the reduced system [15] of (4), then by above lemma the solution x 0 (t) of (4) is stable, i.e., there exists δ > 0, such that if y(t), y(t 0 )−x 0 (t 0 ) < δ, is a solution of (4), then y(t)−x 0 (t) < 1 , t ∈ R + . Let x(t), x(t 0 ) = y(t 0 ), be a solution of (1). The B-equivalence implies that
where ζ i , i ∈ N , are the discontinuity points of x(t). Assume without any loss of generality that ζ i τ i . We have that
The proof of the theorem follows from (14) and (15) . ✷
Lemma 3.2. Suppose that conditions (I 1 )-(I 4 ) are valid and, moreover, the following assumption is fulfilled:
Then the zero solution of (12) is asymptotically stable.
Proof. Similarly to the proof of Lemma 3.1 one can find that V ( x) ) for sufficiently small x and, hence, all the conditions of Theorem 47 of [15] for the asymptotic stability are fulfilled. ✷ (1) is asymptotically stable.
Proof. Since all conditions of Theorem 3.1 are valid, then the solution x 0 (t) of (1), is Bstable. Moreover, (12) is the reduced system for (4) and all the conditions of Lemma 3.2 are fulfilled. Hence, x 0 (t) is an asymptotically stable solution of (4). That is, for 1 > 0 there exists δ 1 > 0, such that if y(t), y(t 0 ) − x 0 (t 0 ) < δ 1 , is a solution of (4), then there exists
, be a solution of (1) . Then similarly to the proof of Theorem 3.1 one can show that (14) and (15) are valid for t ξ . That is, x(t) is in -neighbourhood, 1 
The theorem is proved. ✷
We shall formulate the following Theorems 3.3 and 3.4 without proof. They can be verified by the same techniques as Theorems 3.1 and 3.2 using Theorems 48 and 49 of [15] . 
Then the solution x 0 (t) of (1) is B-stable if ν = 0 and it is B-asymptotically stable if ν > 0.
Let us make an additional assumption that Proof. Fix ∈ R, 0 < < q/(1 + 2M), and denote 1 (1) satisfies the inequalities |τ i − ζ i | < 1 , i ∈ N , and x(t) − x 0 (t) < 1 , t ∈ T , where ζ i , i ∈ N , are the points of discontinuity of x(t). Let y(t), y(t 0 ) = x(t 0 ), be a solution of (4) 
Let t / ∈ T . Then the following cases are possible:
We shall consider these cases in turn.
(a) Let us assume that τ j ζ j < t, [τ j , t] ∩ T = ∅ (other possibilities can be considered similarly). Denote
Using (C9) one can verify that
Then
(b) Now let τ j < t ζ j (similarly, one can investigate the case ζ j < t τ j ). Defining t * again by (16) and (17), one can see that (18) is valid and the lemma follows. ✷ Lemma 3.4. Suppose that condition (I 4 ) is fulfilled and the following assumptions are valid:
x) > 0}, and the plane t = const is a nonempty open set adherent to the origin for any
Then, the zero solution of (12) is unstable.
The proof follows from Theorem 50 of [15] similarly to the proof of Lemma 3.2. 
where x = (x 1 , x 2 ) ∈ R 2 and a and b are constants such that
and
where λ, θ, σ are constants such that θ > 0, λ > 0 and
Denote
where t 0 ∈ R, 0 < t 0 < θ, is fixed. We assume that λ and |σ | are sufficiently small such that surfaces t = θ i (x), i ∈ N , do not intersect in G. Thus, the set G is a partition of sets G i , i ∈ N , where G 1 is a part of G which is between the surfaces t = t 0 and t = θ 1 (x), and G i is a part of G which is between surfaces t = θ i−1 (x) and t = θ i (x), and the surface
where θ i (x) = iθ − λx 1 + σ x 2 . One can verify that a piecewise constant function ξ(t) = (φ(t), ψ(t)), where
and ψ(t) = 0, for all t ∈ R + , is a solution of (19) ((23) + (24)) and τ i = iθ , i ∈ N , are discontinuity points of ξ(t). Notice that ξ(t) intersects every surface of discontinuity exactly one time. Indeed, if
The last inequality is true in view of (22). And
Thus, (25) and (26) imply that conditions (C5) and (C6) are fulfilled. Denote by C 0 the union of η-neighbourhoods, η ∈ R, η > 0, of the points (0; 0) and
One can choose η so that lM < 1. Moreover, inequalities (25) and (26) are valid uniformly with respect to i ∈ N and the functions t = θ i (x) are uniformly continuous for all i ∈ N . Thus, in view of continuity of the functions in the impulse part of (19) and of functions t = θ i (x), one can conclude that there is a neighbourhood G 0 of ξ(t) in B R + -topology such that every solution x(t) ∈ G 0 , t ∈ R + , intersects exactly one time every surface of discontinuity. Denote
i (x) = −bx 1 + ax 2 . The system
is a B-reduced system of Eq. (19) in a neighbourhood of ξ(t). It is not difficult to verify thatV
where κ(x) → 0 as x → 0. Fix a number ∈ R, 0 < < h/2, and denote α(s)
if x is sufficiently small. Moreover,
for β(s) = 2s if x is sufficiently small. Thus,
One can verify that V (x) = x 2 /2 + ζ(x), where the series for ζ(x) starts with not less than the third degree. Hence, there exists a function Ψ ∈ A such that 
We will stick to system (31) from the previous example: the set G, the surfaces of discontinuity (21), relations (20) and (22) and constants M, l, l 1 . Also assume that lM < 1. One can show that the function ξ(t) from Example 4.1 is also a solution of (31) and this solution satisfies relations (25) and (26). The reduced system for (31) in a neighbourhood of ξ(t) has the form (27), where
2 , J (1) i (x) = ax 1 + bx 2 , J (2) i (x) = −bx 1 + ax 2 . Thus, we have that every solution of (31) intersects every surface of discontinuity exactly once if it belongs to a sufficiently small neighbourhood of ξ(t) in B R + -topology.
Take again as a Lyapunov function the expression V (x) = 1 − cos x 2 + x 2 2 /2. It is easily seen thatV F (x) = sin 4 (x 1 ) + x 4 2 V 2 (x) if x is sufficiently small. Moreover,
where κ(x) → 0 as x → 0. We will show that the inequality
implies that ξ(t) is B-asymptotically stable. Denote
Let x be sufficiently small such that |κ(x)| < , where , 0 < < h 1 , is fixed. Then (32) and inequality 2V (x) x 2 imply that 2( − h 1 ) ) .
Since the inequality
is true if a is sufficiently small, we can conclude that condition (V 5 ) is also valid and ξ(t) is a B-asymptotically stable solution of (31) by Theorem 3.4.
