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Abstract
We discuss stability of Q-balls interacting with fermions in theory
with small coupling constant g. We argue that for configurations with
large global U(1)-charge Q the problem of classical stability becomes
more subtle. For example, in model with flat direction there is maxi-
mal value of charge for stable solutions with Q ∼ 1
g4
. This result may
be crucial for the self-consistent consideration of Q-ball evaporation
into the fermions. We study the origin of additional instability and
discuss possible ways to avoid it.
1 Introduction
Nontopological solitons (see [1] for review) are extended stationary configu-
rations of fields which can be stable thanks to conserved global charge. Cole-
man discussed main properties of these lumps in [2] and also referred them as
Q-balls. In supersymmetric theories Q-balls may provide [3,4] an interesting
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alternative to dark matter particles in the framework of the Affleck-Dine ap-
proach to the baryogenesis (see also recent astrophysical constraints in [5]).
Q-balls are also interesting for gravitation waves production in the early uni-
verse [6,7] and different cosmological scenarios [8,9]. So, there is a motivation
for theoretical studies of nontopological solitons in the presence of other fields
in different models of particle physics beyond the Standard Model.
The stability issue of nontopological solitons is the most important prob-
lem for phenomenology. As was shown in [10], interaction with light fermions
results to evaporation of Q-balls. This quantum process is parametrically
suppressed for large and classically stable configurations. In this paper we
revise classical stability of Q-balls by taking into account radiative correc-
tions due to the fermions. We argue that radiative corrections can provide
additional instability as it was presented in [11] for the classical vacuum. For
this purpose the model which admits the analytical classical solution in the
abscense of fermions will be studied. Remarkably, this model was the first
example of Q-balls in relativistic theory [12] and can be applied for theories
with flat potential. Fermions provide negative corrections to the effecctive
potential for large absolute values of the scalar field. However, negative sec-
ond derivative of the scalar potential is the origin of classical instability for
large Q-balls [13]. This effect may be crucial in phenomenology, where charge
values of order ∼ 1030 are discussed [14].
In the previous works restrictions on the maximal charge due to the clas-
sical fields were studied, see, for example [15–18]. The quantum stability is
more subtle issue [19]. Usually evaporation of Q-ball (see e.g. [20]) is consid-
ered as the indication of quantum instability. This is a perturbative process
and the decay rate can be calculated in some approximation [10] (see also [21]
for numerical results beyond thin-wall approximation). In addition Coleman-
Weinberg mechanism discussed in our work drastically changes the stability
properties for configurations with large charge. It should be stressed that
solutions exist in the absence of interaction with fermions and perturbation
theory on coupling constant is applicable.
The paper is organized as follows. In the next section we remind general
properties of Q-balls and present the model studied in more details. In
Section III one-loop corrections to the scalar potential due to fermions are
considered. In Sec. IV we discuss restrictions on large Q-balls and present
results of numerical calculations. In Conclusions we summarized restrictions
on the value of the maximal charge on the branch of stable Q-balls and
consider possible solutions to avoid them.
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2 Classical solutions and the model
First of all, we briefly remind some results from the theory of nontopological
solitons. Let us consider complex field φ with the action
S[φ, φ∗] =
∫
d4x
(|∂µφ|2 − V (|φ|)) , (1)
where V (|φ|) is the U(1)-invariant scalar potential.
In order to obtain the Q-ball solution we fix the charge
Q = −
∫
d3x i
(
φ˙∗φ− φ∗φ˙
)
and then extremize the energy
E =
∫
d3x
(
|φ˙|2 + |∇φ|2 + V (|φ|)
)
with respect to this condition. Than, for stationary configuration φ(x) =
e−i ωtφ(~x) one can obtain equation of motion which we will consider later.
There are several restrictions on the frequency ω and the scalar potential:
min
φ 6=0
(
V (|φ|)
|φ|2
)
< ω2 < m2 =
d2V
dφ dφ∗
∣∣∣∣
φ=0
. (2)
Derivation of these conditions are explained in [2, 20, 22]. For the minimiza-
tion of energy it is reasonable to consider spherically symmetric configura-
tions
φ(x) = e−i ωtf(r), (3)
where f(r) is real nodeless function. Arguments providing that form of ansatz
are discussed in [2]. Equations for complex scalar field and conjugated field
coincide and we could rewrite them as
f ′′(r) +
2
r
f ′(r) + ω2f(r)− 1
2
∂V (f)
∂f
= 0. (4)
There are several properties of solutions which can be obtained analyti-
cally. Firstly, the useful integral condition
dE
dQ
= ω, (5)
which has generalization for gauged Q-balls [26, 27] . We have mentioned
that property because it is crucial for cross-checks, especially for numerical
analysis.
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Also, there is generalization of criterion [23] of classical stability for rela-
tivistic theories [1, 24]:
dQ
dω
≤ 0. (6)
We choose the following potential
V (|φ|) = m2|φ|2θ
(
1− |φ|
2
v2
)
+m2v2θ
( |φ|2
v2
− 1
)
, (7)
which can be used for theories with flat direction. Moreover, one can con-
sider linear stability of solutions in this model by explicit separation of vari-
ables [25]. On the stable branch of solutions E ∼ Q3/4 and charge could be
infinitely large for ω → 0.
Nontrivial interaction with charged two-component left-hand spinor χ can
be introduced by additional Lagrangian density
L = χ†σ¯µ∂µχ− i g
2
(
φχ†σ2χ∗ − h.c.) , (8)
where σ¯µ = (1,−~σ) (~σ are usual Pauli matrices) and g is dimensionless
coupling constant. We suppose that both φ and χ are charged only on
global U(1) group because there are serious restrictions on gauged Q-balls
[15, 26–28].
Interaction of the form (8) results to the evaporation of Q-balls [10]. But
in this case there is one more quantum effect due to fermions. Radiative
corrections can turn down the scalar potential. In this case for the stable
branch there is a possibility to obtain solution with
dQ
dω
= 0 (9)
for large values of charge [13]. We will look for such solutions after careful
calculation of effective action.
During our analysis we fixed the mass m of the scalar field. All dimen-
sional variables are considered with respect to m and mathematically one
can put it to be equal to one. We have emphasized above that in the theories
with flat direction charge of the Q-ball might be infinitely large in the limit
ω → 0. In this case time derivative and gradients of the scalar field are ad-
ditionally suppressed compared to effective potential, which is governed only
by small coupling constant g. Also, for potential (7) mass of the scalar field
is zero for large values of |φ| and one can take into account only fermionic
corrections. For small moduli φ we assume that all the physics is governed
by scalar field and potential (7) has small corrections, which will be checked
in the next section.
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3 Effective potential
Now, we turn to computation of the effective potential of the scalar field in
the presence of fermions. We will use formalism of the background field, see
details of this method and a lot of others in [29].
First of all, we devote a few words to the formalism of the effective action.
Let us define a generating functional in the presence of classical sources J(x)
and J∗(x).
Z[J, J∗] = eiW [J,J
∗] =
〈
0+|0−〉∣∣
J,J∗
=
=
∫
DφDφ∗DχDχ∗ ei
∫
d4x(L+φ∗J∗+φJ).
By means of Legendre transformation we turn to the classical field φ.
And the effective potential in this framework is
Veff(φ, φ
∗) = −
∑
n
1
(n!)2
Γ˜(1,...,2n)(0, ..., 0) |φ|2n,
where Γ˜(1,...,2n)(0, ..., 0) is 1PI Green‘s function in momentum space multiplied
by i . For our purpose we take into account only one loop diagrams.
We can calculate each diagram in momentum space. All of them have
no external momenta. That is why we need to count a combinatorial factor
which arise from topologically equivalent diagrams with crossed legs. This
factor is equal to (n!)2/(2n). Accounting of vertices and minus sign from
fermionic loop results to
−iΓ˜(2n)(0) = −(n!)
2 g2n
2n
∫
d4p
(2π)4
tr (pµσ
µpν σ¯
ν)n
(p2 + i ε)2n
.
The complete expression for the one-loop correction is
V(1loop) = i
+∞∑
n=1
∫
d4p
(2π)4
1
n
(g2|φ|2)n
(p2 + iε)n
+
+C|φ|2 +B|φ|4.
We have already included in the expression above all counterterms which are
necessary in order to cancel ultraviolet divergences. One could see that the
set of integrands is the Taylor series of the logarithm and V(1loop) takes the
form
V(1loop) = i
∫
d4p
(2π)4
ln
(
1− |g φ|
2
p2 + iε
)
+
+C|φ|2 +B|φ|4.
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Using the dimensional regularization we will apply the following procedure.
To avoid difficulties arising from logarithm, we differentiate integrand with
respect to g2 and use the condition V(1loop)(φ, g)
∣∣
g=0
= 0. Then one can
obtain
V(1loop) =
gd|φ|d
(4π)
d
2
Γ(1− d
2
)
2
d
+
+C|φ|2 +B|φ|4 =
=
gd|φ|d
(4π)
d
2
Γ(2− d
2
)
2
d
(
1− d
2
)−1
+
+C|φ|2 +B|φ|4 d=4−ε=
d=4−ε
=
g4|φ|4
32π2
(
2
ε
− γ + ln (4π) +
+
3
2
− ln (g2|φ|2)+O(ε))+
+C|φ|2 +B|φ|4.
Renormalization conditions can be fixed at some point M ≫ v to be of the
form
d2V(1loop)
dφ dφ∗
∣∣∣∣
φ=M
= 0 (10)
and
d4V(1loop)
dφ2 dφ∗2
∣∣∣∣
φ=M
= 0. (11)
Then we obtain for the effective potential
V(1loop) = −g
4|φ|4
32π2
(
ln
( |φ|2
M2
)
− 3
)
− g
4M2|φ|2
4π2
. (12)
Let us stress that V(1loop) has two local extrema. Firstly, it has the local
minimum at
|φ| = 1.60M. (13)
And also it has the local maximum at
|φ| = 2.59M. (14)
One could introduce the new variable w =
φ
M
and represent V(1loop) as
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Figure 1: One-loop-correction shown in dimensionless variables.
analytic function which scales as g4M4 and depends on the dimensionless
variable w
V(1loop)(φ) = −g
4|φ|4
32π2
(
ln
( |φ|2
M2
)
− 3
)
− g
4M2|φ|2
4π2
=
= −M4
g4
(
|φ|
M
)4
32π2
(
ln
( |φ|2
M2
)
− 3
)
−
g4
(
|φ|
M2
)2
4π2
 =
= g4M4
(
− w
4
32π2
(
ln
(
w2
)− 3)− w2
4π2
)
=
= g4M4 v(1loop)(w).
The dimensionless combination
v(1loop) = − w
4
32π2
(
ln
(
w2
)− 3)− w2
4π2
(15)
does not depend on parameters of the Lagrangian. In Fig. 1 one-loop cor-
rection is shown.
In the end of the section let us look at the full effective potential which
is the sum of the potential with flat direction and one-loop correction. It is
of the form
Veff = m
2|φ|2θ
(
1− |φ|
2
v2
)
+m2v2θ
( |φ|2
v2
− 1
)
−
−g
4|φ|4
32π2
(
ln
( |φ|2
M2
)
− 3
)
− g
4M2|φ|2
4π2
. (16)
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Figure 2: Effective potential with different M . The other free constants are
g=0.1, v=0.1, m=1.0.
Here we should care about the classical stability of the vacuum φ = 0. Thus,
d2Veff
dφ dφ∗
∣∣∣∣
φ=0
> 0⇒
⇒ m2 > d
2V(1loop)
dφ dφ∗
∣∣∣∣
φ=0
⇒
⇒ m2 > g
4M2
4π2
. (17)
In Fig. 2 the full effective potential (16) is presented for different values of
M .
One could see from the Fig. 1 that one-loop correction has two slopes.
The first of them starts at |φ| = 0 and ends at the local minimum |φ| =
1.60M . The second slope is |φ| > 2.59M . For large coupling constants
one can obtain additional cusp (9) on the branch of stable Q-balls when
maximal value of |φ| less than 1.60M for the critical solution. The qualitative
conditions for this regime are
4.2
√
mv
M2
< g <
√
2πm
M
(18)
and will be discussed in the next section. Here we should comment that the
origin of the upper bound of g is the condition of the classical stability (17)
for the vacuum φ = 0.
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For the second regime coupling constant is small,
4.2
√
mv
M2
> g (19)
and the maximal value of φ for critical solution lies at the second slope. In
the next section we will derive conditions (18) and (19) in the semi-analytical
approach and present numerical results.
Both regimes are illustrated at Fig. 2. The first regime works for the
potential with M = 16. Curves for M = 4 and M = 7 correspond to the
second regime.
4 Solution for bent flat direction
Now we turn to the discussion of solution. Following the equation of motion
of the Q-ball in our model we obtain
f ′′(r) +
2
r
f ′(r)+
+
(
ω2 −m2θ
(
1− f
2(r)
v2
)
+
M2g4
4π2
)
f(r) +
+
g4f 3(r)
16π2
(
ln
(
f 2(r)
M2
)
− 5
2
)
= 0. (20)
We solved it numerically for two regimes (18) and (19) by the shooting
method although some features can be obtained analytically. We checked
that condition (5) holds for each ω for function E(Q). Secondly, we have
persuaded that (6) holds for stable brunch because it is crucial for our anal-
ysis. And we have made sure that dQ/dω becomes equal to zero at the cusp
point and then becomes positive.
4.1 First regime
We work in the first regime (18) if the amplitude of the critical solution lies
within the first slope of effective potential.
For semi-analytical analysis one can approximate effective potential by
simple piecewise parabolic potential with real parameter s of the form
Vappr = m
2 |φ|2 θ
(
1− |φ|
2
v2
)
+
+(−s2 |φ|+ (m2 + s2)v2)θ
(
|φ|2
v2
− 1
)
, (21)
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Figure 3: Domain constrained by inequalities (18) at m = 1 and v = 0.1.
where θ(x) is Heaviside theta function. Solution in this potential can be
obtained analytically. For large values of charge there is approximation of
this analytical solution for the stable branch
f(r) =
{
φ0
sin (Ωr)
Ωr
, r < pi
Ω
0, r > pi
Ω
. (22)
In this expression Ω2 = ω2 + s2 and φ0 = f(0) is the value of the field in
the centre of Q-ball. In this approximation the first term in (21) is negligible
and one can obtain for the energy
E =
2π2φ20
Ω
+ (ω2 − s2)2π
2φ20
Ω3
+
4π4v2
3Ω3
(m2 + s2), (23)
and for the charge
Q =
4π2ωφ20
Ω3
. (24)
The conditional extremum of energy (23) for fixed charge (24) with respect
to ω occurs for
φ0 = πv
√
m2 + s2
ω2 + s2
. (25)
Then the charge of configuration is
Q =
4π4ωv2(m2 + s2)
(ω2 + s2)5/2
. (26)
Using this expression one can obtain that condition (9) occurs when
ω =
s
2
. (27)
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Numerical result approximation
0 500000 1.0×10
6
1.5×10
6 Q0
10000
20000
30000
40000
50000
60000
E
Figure 4: Parameters of the numerical solution: g = 0.1, m = 1, v = 0.1,M =
20. Parameters of the approximation: m = 1, v = 0.1, s = 0.03.
For this critical solution the maximal charge is
Qmax = 2
(
4
5
) 5
2
π4
v2(m2 + s2)
s4
(28)
and the field amplitude at the origin is
φ0 max =
2πv
√
m2 + s2√
5s
. (29)
Our approximate potential (21) is appropriate for the first regime when
− s2φ20max + (m2 + s2)v2 > Veff(1.6M)
and
φ0 max < 1.6M.
These inequalities provides the restriction
g > 4.2
√
mv
M2
(30)
from the condition (18). The domain which responds inequalities (18) sketched
in Fig. 3.
Let us illustrate how this approximations fits numerical computations. In
Fig. 4 we present how approximation holds for E(Q) dependence. In Fig. 5
two curves are plotted. Dotted curve is the numerical dependence of charge
with respect to ω and dashed curve is our approximation. One could see that
they almost coincide.
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Numerical result approximation
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Q
Figure 5: Parameters of the numerical solution: g = 0.1, m = 1, v = 0.1,M =
20. Parameters of the approximation: m = 1, v = 0.1, s = 0.03.
Figure 6: This plot shows the effective potential in comparison with the one-
loop corrections. Black dot signs the values of the field in the center of Q-ball
and value of the effective potential at the solution with maximal charge. Here
m = 1, v = 0.5,M = 10, g = 0.12.
4.2 Second regime
In this subsection we present numerical results obtained in the second regime
(19). In Fig. 6 we signed the maximal value of the amplitude for the critical
solution on the plot for the effective potential. For the same values of the
parameters one can use Fig. 7 to find the maximal charge for the stable
branch of solutions.
Important result of our work is the dependence of maximal charge on the
coupling constant Qmax(g) in the second regime. We proceeded numerical
computations of this function in the limit g → 0 for parameters m = 1, v =
0.1,M = 1 and found that
Qmax =
2103
g3.739
, (31)
as it is plotted in Fig. 8 in logarithmic scale. Let us discuss analytical
12
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Figure 7: Plot φ0(Q) when parameters are v = 0.5, m = 1,M = 10, g = 0.12.
ln(Qmax)=7.651- 3.739ln(g)
▽
▽
▽
▽
▽
▽
- 8 - 6 - 4 - 2 0
ln(g)
10
15
20
25
30
35
40
ln(Qmax)
Figure 8: Plot ln(Qmax) versus coupling constant v = 0.1, m = 1,M = 1.
estimations for the Qmax(g) of the classicaly stable solutions and compare
them to numerical result (31).
Here we remind the effective potential (16) in the limit of large |φ| and
small coupling constant
Veff
g→0
|φ|≫M
= m2v2 − g
4|φ|4
32π2
(
ln
( |φ|2
M2
)
− 3
)
. (32)
We expect that in this case the maximal value of the field |φ(0)| is determined
by very nonlinear part of the potential. Moreover |φ(0)| for the critical
solution is of the same order as the root of the equation Veff = 0.
Assuming that logarithmic term is changing slowly and taking into ac-
count that |φ| ≫ M we get that the point where potential is equal to zero
is
φ|Veff=0 ∼
√
mv
g
. (33)
In order to estimate critical charge one can use the following analysis.
For sub-critical Q-balls it is possible to use flat-potential-approximation and
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ln(ϕmax)=0.946- 0.929 ln(g)






- 8 - 6 - 4 - 2 0
ln(g)
- 10
- 8
- 6
- 4
- 2
0
ln(ϕmax)
Figure 9: Plot ln(φmax) versus coupling constant v = 0.1, m = 1,M = 1.
set s = 0 in (21). Then the radius of the Q-ball becomes R ≃ π
ω
and the
maximal field amplitude |φ(0)| ≃ πvm
ω
. Then we can set
φ|Veff=0 ∼ |φmax(0)| ⇒
πvm
ωcrit
∼
√
mv
g
.
Thus, for critical solution frequency ω scales linearly with coupling constant,
ωcrit ∼ g.
Since Q ≃ R3 φ20ω one can obtain for critical charge
Qmax ∼ 1
g4
which is in correspondence with (31). On Figures 9,10 we plotted |φmax(0)|
ln(ωcrit)=- +0.944 ln(g)
▽
▽
▽
▽
▽
▽
- 8 - 6 - 4 - 2 0
ln(g)
- 10
- 8
- 6
- 4
- 2
0
ln(ωcrit)
Figure 10: Plot ln(ωcrit) versus coupling constant v = 0.1, m = 1,M = 1.
and ωmin ≡ ωcrit as functions of coupling constant g in order to illustrate the
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validity of our approximation. It is worth to mention that the second regime
is crucial for small coupling constants g and the result (31) is applied for the
largest Q-balls in our toy model.
5 Conclusions
In this work we focused on the classical stability of Q-balls in the pres-
ence of massless fermions. We assumed that scalar field has the flat direc-
tion potential which admits stable Q-balls without interactions with other
fields. One-loop correction turned down potential for large values of moduli.
The magnitude of additional term is negative and has very nonlinear form(−φ4 ln φ
M
)
. Then we computed Q-balls solutions for different values of free
parameters. Since the effective potential depends on three parameters we
studied its distortions under different values of these parameters and found
that charge constraint may occur in two regimes. These regimes are ruled
by conditions (18) and (19). We calculate Qmax(g) dependence when other
parameters are fixed and found it to be Qmax ∼ 1g3.739 . Moreover, we estimate
that φ ∼ 1
g
and this result is in a good agreement with numerical calculations.
As a result of our work we demonstrated that interaction with fermions
constrains parameters of stable Q-ball. Thus, one can not neglect this kind
of interaction for large charges even if the coupling constant is very small.
Our result is important for the self-consistent consideration of the Q-ball
evaporation to the fermions. Restriction on the maximal charge may be
strengthened or weakened because we admit interaction with other fields. For
example, gravitational coupling and electric charge also produce constraints
on the charge. These effects were discussed in [16, 18, 27, 30]. As we have
mentioned in the introduction, model with flat direction potential originally
was considered in the framework of MSSM and now has implementations in
cosmology. The breaking of supersymmetry may also rise the flat direction
and this correction should be also taken into account.
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