Object recognition, which mainly includes object detection and semantic segmentation, is one of the critical challenges for intelligent vehicles. In most cases, cameras and Lidar are the most common sensors used for object recognition. However, both cameras and Lidar suffer from some inherent drawbacks. Therefore, the fusion of camera and Lidar becomes a natural solution to overcome the inherent defects of each single sensing modality. With the boost of deep learning-based algorithms, multi-sensor fusion methodologies employ deep-learning methods as their fusion strategy, which has made impressive accomplishments on large-scale objects such as vehicles and buses. However, most existing sensor-fusion strategies have the problem of ignoring detailed information caused by down-sampling operations in deep learning, which results in poor detection performance on small-scale objects such as pedestrians and cyclists. In this paper, we propose a real-time multi-sensor (Lidar and color camera) fusion strategy for multi-scale object recognition at the semantic level named Enet-CRF-Lidar. Firstly, a multi-module Enet is designed to adapt both large-scale objects and small-scale ones. Then, the CRF-RNN module is integrated with the multi-module Enet to introduce the low-level details of the input data, which leads to a significant improvement in small-scale object recognition. The experimental results show that the proposed Enet-CRF-Lidar module can provide reliable detection performance on multi-scale objects and can be adapted to complex scenarios.
I. INTRODUCTION
Object recognition, which mainly includes object detection and semantic segmentation, is one of the fundamental components in the perception systems designed for intelligent vehicles [1] . The decision-making system of intelligent vehicles needs to formulate driving strategies according to the categories and the positions of the on-road objects. Therefore, a qualified objection recognition system should be able to classify the on-road objects and measure the range of them accurately. Considering the complexity of the road scenes and the differences in weather and illuminating conditions, it is still a challenging topic in designing a robust and accurate recognition system.
In most cases, intelligent vehicles are equipped with a varied set of sensors such as mono and stereo cam-The associate editor coordinating the review of this manuscript and approving it for publication was Sudipta Roy . eras and Lidar to have a robust perception of the driving environment [2] . The sensors mentioned above have their advantages and disadvantages in object recognition. For the camera, its ability to classify the objects is significantly stronger than other sensors, especially after the boost of deep learning-based algorithms [3] . But the biggest problem is that most deep-learning-based methodologies have the problem of ignoring the detailed information of the input data due to the down-sampling operations such as maxpooling, which results in poor performance on small-scale object recognition (e.g., pedestrians and cyclists). In recent years, Lidar has become a valid option for object recognition in Intelligent Vehicle (IV) and Intelligent Transportation Systems (ITS) due to its wide field of view, high-precision distance measurement (centimeter-accuracy) and durability to the environmental condition [4] . However, the sparse point cloud data makes it hard for Lidar to classify the objects. This shortcoming is more apparent when detecting distant targets. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Currently, researchers have come to realize that multisensor fusion-based methods have higher reliability than that of single sensors. Therefore, the fusion of camera and Lidar is a feasible solution for object recognition with both accurate classification results and precise distance measurement [5] . However, the problem of detailed information ignorance still exists in most multi-sensor fusion-based methodologies, which is harmful to the recognition performance on small-scale objects. Meanwhile, most methods do not take full advantage of the data from different sensors. Besides, researchers who aim at object detection do not just use square bounding boxes recently. In their papers, the bounding boxes have the boundary of the detected objects, which are similar to the results of semantic segmentation. Meanwhile, semantic segmentation can also realize object recognition. In this paper, we propose a real-time multi-sensor (color camera and Lidar) fusion strategy for multi-scale object recognition at the semantic level. Firstly, a multi-module Enet is designed to make our methodology adapted to multi-scale object recognition. Moreover, a CRF (conditional random field) as RNN (recurrent neural network) module is integrated with the multi-module Enet to refine the result by using the low-level detailed information extracted from the original input. In our work, the data of camera and Lidar are deeply fused, where both high-level features and low-level details are taken into consideration. The experimental results verify that the proposed multi-sensor fusion methodology makes a significant improvement on multi-scale objects, especially the small-scale objects. The main contributions of the paper are as follows:
(1) In order to improve the adaptability for both large-scale objects (car, bus) and small-scale objects (pedestrian, cyclist) recognition, a multi-module Enet is designed. Two Enets are trained with one large-scale object training set and one small-scale object training set respectively. (2) In order to overcome the drawback that Enet tends to ignore the detailed information, a CRF-RNN module is added to refine the results of the multi-module Enet, which introduces the low-level detailed information of both image data and Lidar data. In this way, the data of color images and Lidar is deeply fused, and the negative effect of the detailed information ignorance can be reduced as much as possible.
The rest of this paper is organized as follows. Some related works in object recognition and multi-sensor fusion are reviewed in Section II. The proposed approach for multi-sensor object recognition is described in detail in Section III. Experimental results are presented and discussed in Section IV, and Section V makes the conclusions.
II. RELATED WORKS
This section gives an overview of the object recognition methods, the related fusion methodologies, and their recent accomplishments.
A. CAMERA-BASED OBJECT RECOGNITION
Camera-based object recognition methodologies can be divided into pre-Deep learning arrival and post-Deep learning arrival. Before the rise of deep learning, manual feature extraction and traditional classification methods such as Support Vector Machine(SVM), AdaBoost and Random Forest are commonly used for object recognition. In [6] , the Haar features combined with AdaBoost training were proposed to perform object recognition at the object level. In [7] , Histogram of Oriented Gradients (HOG) features were extracted to be combined with the SVM classifier. In [8] , the Deformable Parts Model (DPM) was proposed, which used HOG and SVM with the idea that one object is constructed by its parts. However, the accuracy of these traditional methodologies is directly subject to the quality of manual feature extraction, since it is not easy to design a robust feature due to the morphological diversity of the object, the illumination variation, the background and many other factors.
In recent years, the algorithms based on deep-learning have achieved marvelous success, making it the priority choice of object classification. Notably, the Convolutional Neural Network (CNN) is the most commonly used. Here summarize some of the well-performed CNNs listed as follows.
-VGGNet. VGGNet [9] is an improved variant of AlexNet [10] . The main contribution of VGGNet is that it uses multiple small-scale convolution kernels instead of large-scale convolution kernels, which increases its depth and improves the performance.
-ResNet. With the success of VGGNet, more and more researches try to increase the depth of the network to get better performance. However, as the depth of the network increases, the gradient explosion and gradient disappearance problems are becoming more and more serious, leading to a decline in its performance. To overcome this problem, He et al. [11] proposed ResNet which adds a short-cut connection into the network. The short-cut connection can produce a smooth forward transfer processing and has a smooth reverse residual transfer at the same time, which improves the learning ability of the deep network and solves the problem of gradient disappearance in deep neural networks.
-FPN. SPP-Net [12] and SSD [13] were proposed to detect objects at different scales, but they only used the characteristics of the last layer. Considering their defects, [14] proposed Feature Pyramid Network (FPN) to exploit the inherent multi-scale pyramidal hierarchy of deep convolutional networks to construct feature pyramids, where each layer is independently predicted, and the top layer features are fused with lower layer features after upper sampling.
However, most CNNs suffer from the ignorance of detailed information caused by the max-pooling layer used in CNNs [15] . Besides the problems above, the cameras are subject to the environment and can hardly obtain accurate distance measurement of the objects. 
B. LIDAR-BASED OBJECT RECOGNITION
The typical processing steps of LiDAR-based object recognition include data acquisition, segmentation, and classification. The segmentation step aims at down-sampling the point clouds of the Lidar to reduce the computation while retaining the useful information. After that, a classifier that uses the segmented Lidar data is needed. The main two classification methods for Lidar-based recognition are model-based and feature-based approaches [16] . In [17] , a geometric and motion combined model is proposed. In [18] and [19] , geometric features and reflective intensity features are employed to classify the objects.
This kind of methodology mainly relies on the handcraft features and models, which is not quite adaptive. What is more, the cumulative errors led by multiple processes will reduce the stability of the system.
C. LIDAR AND CAMERA FUSION
As the fusion of Lidar and camera gradually becomes a consensus in the object recognition field, more and more researchers have focused on multi-sensor data fusion. Based on the abstraction level where the fusion takes place, the fusion methods can be divided into, (1) low-level fusion that combines multi-sensor data to create a new set of multi-channel data as the input of the deep-learning algorithm, (2) high-level fusion that considers the interaction of camera and Lidar data before and during the processes. Several fusion methods have been proposed to achieve object recognition at the object level. In [20] , the authors combine depth maps generated from Lidar data and color images as inputs, and then extract HOG and Local Binary Patterns (LBP) features. Besides, considering that the pose and orientation of the objects is one of the biggest causes of the large intra-class variability in object recognition algorithms, they split the samples into different views and train a separate random forest on their HOG and LBP features. In [21] , the authors use CNN-based classifiers on both Lidar and image data. The outputs of the classifiers are fused at the decision level using CNN. In [22] , Lidar data is transformed into the proposed HHA (horizontal disparity, height, angle) representation, and then fused with color images using CNN. In [23] , the authors use the top and front views of Lidar data and color image data as inputs of a deep-learning framework, and a region-based feature fusion scheme is used for the classification.
The methodologies mentioned above fuse camera and Lidar data on both low and high levels to a certain degree. However, the low-level details of both camera and Lidar data are not fully utilized, which is crucial for restoring detailed information of the input data.
III. METHOD DESCRIPTION
In this section, we propose a multi-sensor-fusion object recognition system to detect the on-road objects at the semantic level. First, we describe the generation of Lidar-image. Next, we briefly introduce the Enet and multi-module Enet. Finally, we specify the proposed multi-sensor-fusion object recognition system.
A. SYSTEM OVERVIEW
The architecture of the proposed multi-sensor-fusion object recognition system is shown in Fig. 1 . We named this network Enet-CRF-Lidar. As can be seen, the Enet-CRF-Lidar can be divided into two parts: the multi-module Enet in the front end and the CRF-RNN in the rear end. In the front end, the Lidarimage generated from the Lidar and color camera is input to the multi-module Enet, which consists of LS-Enet (Large-Scale Enet) and SS-Enet (Small-Scale Enet). The LS-Enet and SS-Enet are trained by using a large-scale object training set and a small-scale object training set respectively as mentioned above. The results of LS-Enet and SS-Enet are directly merged for efficiency. In the rear end, the CRF-RNN module takes the result of multi-module Enet as the unary potential and detailed information as the pairwise potential to recursively refine the result. The proposed Enet-CRF-Lidar makes not only full use of the data of different sensors but also takes full advantage of the high-level features and low-level details, which leads to accurate results and makes a significant improvement on small-scale object recognition.
B. LIDAR-IMAGE GENERATION
The color images can be used directly as the input of the convolutional neural network. Since the Lidar points are sparse, the projection of the Lidar points into the corresponding image plane is much sparser than its associated image. Such low-resolution information has a limited effect on object recognition. Therefore, in this paper, in order to transform the Lidar data into the form as color images, we propose generating high-resolution Lidar-image representations, which share the same size with the image data. By using Lidar-image and color image, the deep learning-based object recognition can be performed and a deep-level Camera-Lidar-fusion strategy can be carried out.
In [24] , the authors introduce plenty of methods to generate dense images from Lidar data. In this paper, we adopt the Delaunay Triangulation (DT) to generate dense images from Lidar data. DT generates a mesh from the projection of the Lidar points into the corresponding image plane. The Voronoi diagram is generated according to the mesh to interpolate the up-sampled pixels of the Lidar-image. The generation processes of the Lidar-image are shown in Fig. 2 . DT is effective in generating dense maps that are close to 100% density, because DT interpolates all locations in the map regardless of the locations of the initial input points. In this work, the value of every pixel in the Lidar-image is represented by its depth and reflectance. The depth represents the distance between every pixel and the Lidar, while the reflectance can tell the difference between different types of surface that the Lidar reflection is obtained. Fig. 3 shows a color image followed by a Lidar-image obtained by using DT and Voronoi diagram interpolation. The image and Lidar data used in this paper are obtained from the KITTI dataset. In our work, we combine the two channels of Lidar-image with the color images' three channels. By performing this step, a five-channel fusion data is obtained, which contains the color information from the color camera and the depth information from the Lidar along with the reflectance information. The five-channel fusion data merge the camera and Lidar data at the data-level. The precise Lidar information will have a positive effect on the performance of object recognition, which will be discussed in the following sections.
C. NETWORK STRUCTURE
The proposed Enet-CRF-Lidar is inspired by the CNN-CRF structure shown in Fig. 4 . The main purpose of CNN-CRF is to overcome the problem of detailed information ignorance caused by CNN. However, most CNN-CRF based methods still have two shortcomings:
(1) Most CNN architectures have difficulty in adapting to multi-scale object recognition, which results in unstable recognition performance in real traffic scenarios. (2) In most cases, the CNN-CRF framework only uses color images as its inputs. However, the information of color images is not enough for robust object recognition. In order to overcome the shortcomings above, a multimodule Enet is proposed. Meanwhile, the high-precision Lidar data is added to the input reasonably by considering the internal interaction of color images and Lidar data.
1) MULTI-MODULE ENET
Enet (efficient neural network) [25] is a lightweight CNN, which is optimized for fast inference and high accuracy. Enet consists of an initial block and some bottleneck modules, as shown in Fig.5(a) and Fig.5(b) respectively. The initial block is used to extract the high-order features of the input data preliminarily, which can improve the efficiency of the network. The bottleneck module of Enet adopts a view of ResNet, which has a single branch and extensions with convolutional filters that separate from it and then merge back with an element-wise addition. This kind of short-cut connection can improve the learning ability of the network. Also, Enet replaces some regular convolution layers with dilated convolution or asymmetric convolution. The dilated convolution can increase the receptive field of the network, while asymmetric convolution can improve the computing speed of the network. With the design strategies mentioned above, Enet is capable of inferencing fast and keeping high accuracy at the same time. However, it is hard for a single module Enet to handle multi-scale object recognition at the semantic level. Therefore, a multi-module Enet is designed as shown in Fig. 1 .
The Multi-module Enet is divided into two sub-Enets (LS-Enet and SS-Enet). The LS-Enet is trained by large-scale training set and is responsible for the large-scale object recognition such as cars and buses, while the SS-Enet is trained by small-scale training set and is responsible for the small-scale object recognition such as pedestrians and cyclists. In our work, the results of LS-Enet and SS-Enet are merged directly for efficiency.
As is known to all, label maps predicted by CNN models tend to have blurry boundaries, which is caused by the loss of low-level details in down-sampling operations such as maxpooling. In addition, small-scale objects such as pedestrians and cyclists tend to be ignored by the network due to the down-sampling operations. Therefore, in our work, Conditional Random Field (CRF) [26] is used as the rear end to optimize the result of multi-module Enet, which aims at increasing the prediction accuracy on small-scale objects.
2) CONDITIONAL RANDOM FIELD
In order to obtain accurate point-wise label prediction, both high-level semantics and low-level details of objects should be taken into consideration. The latter is crucial for the consistency of label assignments. For example, if two pixels in the image are next to each other and have similar colors, it is likely that they belong to the same object and thus have the same label. Inspired by [27] , we employed a CRF to refine the label map generated by multi-module Enet. For a given five-channel fusion data as described above and a label prediction c where c i denotes the predicted label of the i-th pixel, a CRF model employs the energy function which is defined as follows:
where u i (c i ) is the unary potential, which considers the predicted probability from Enet, b i,j (c i , c j ) is the pairwise potential define the ''penalty'' for assigning different labels to a pair of similar points. As [28] , we model pairwise potentials as weighted Gaussians:
where each k (m) G for m = 1, . . . , M , is a Gaussian kernel applied on feature vectors. The feature vector of pixel i denoted by f i is derived from features of the input data. µ(c i , c j ) = 1 if c i = c j , and 0 otherwise, which captures the compatibility between different pairs of labels. Unlike the traditional methods, which barely employ features extracted from color images, we use four Gaussian kernels that consider Lidar information along with color image information:
The first Gaussian kernel is inspired by the observation that nearby pixels with similar color are likely to be in the same class, which is defined as k (1) = ω (1) 
where p i and p j are the positions, I i and I j are the color vectors. The second Gaussian kernel is based on the assumption that nearby pixels with similar depth are likely to be in the same class, which is defined as k (2) = ω (2) 
where D i and D j are the value of depth. The third Gaussian kernel is based on the assumption that nearby pixels with similar reflectance are likely to be in the same class, which is defined as
The forth Gaussian kernel is employed to remove small isolated regions, which is defined as k (4) = ω (4) exp(− Minimizing the CRF energy in function (1) yields the most probable label assignment for the given data. However, it is intractable to solve the minimization problem in function (1) accurately. Although there are several methods trying to solve this problem approximately, the strength of CRF cannot be fully taken advantage of, since it is not integrated with the deep network. In [26] , a mean-field iteration algorithm was reformulated as a recurrent neural network (RNN), which means the CRF can refine the label maps generated by CNN in the forward pass while passing error differentials back to the CNN during training. The mean-field iteration algorithm is composed of six steps:
Step 1 (Initialization): In the initialization step of the algorithm, the operation is performed as follows:
where U i (l) = −u i (c i )(c i = c), U denotes the unary potentials obtained by multi-module Enet, Z i = c exp(U i (c)). This step is equivalent to applying a softmax function over the unary potentials U across all the labels at each pixel.
Step 2 (Message Passing): In this step, the Gaussian kernels are calculated based on the features as function (3) to function (6) . This step is equivalent to performing the Gaussian blur on the initialized data and can be implemented through a convolution layer.
Step 3 (Weighting Filter Outputs): In this step, the oper-
i (l) are the Gaussian kernels calculated in Step 2, ω (m) are the weights of the Gaussian kernels.
Step 4 (Compatibility Transform): This step is implemented to decide how much it changes each point's distribution. For example, assigning labels ''person'' and ''bicycle'' to nearby pixels should have a lesser penalty than assigning labels ''sky'' and ''bicycle''. This step can also be viewed as a 1 × 1 convolution whose parameters are learned during training.
Step 5 (Adding Unary Potentials): In this step, the unary potential, which is obtained from Step 1, is added to the result of Step4.
Step 6 (Normalizing): In this step, another softmax layer is used as normalization with no parameters.
In general, a single iteration of the mean-field algorithm (shown in Fig. 6 ) can be modeled as a stack of common CNN layers.
We use the function f θ CRF to denote the transformation done by one mean-field iteration: given the input data I , pixel-wise unary potential values U and the estimation of marginal probabilities Q in from the previous iteration, and the next estimation of marginal distributions after one mean-field iteration is given by f θ CRF (U , Q in , I ).
In our work, the parameters of the CRF module are fixed, so we set them as the same value in [29] . During the training process, the LS-Enet and SS-Enet are trained with the CRF module respectively to obtain the optimized parameters. The LS-Enet and SS-Enet are combined with their own parameters during the validation process. We set the number of iterations as 5 during the training process to avoid the problem of gradient explosion and 10 during the validation process to get more precise results.
IV. EXPERIMENTS A. NETWORK STRUCTURE
In our work, the comprehensive comparison has been made, which is composed of two aspects. Firstly, in the term of implementation, we compare the performance of Enet, Enet-CRF and Enet-CRF-Lidar to verify the benefits of multisensor fusion on object recognition at the semantic level. Since the proposed model aims at object recognition at pixel-level semantic segmentation, we compare predicted labels with ground-truth labels and evaluate pixel accuracy (PA) and IoU (intersection-over-union) scores, which are defined as follows:
where TP, FP, and FN are the numbers of true positive, false positive, and false negative pixels, respectively. These two are the common evaluation index in the area of semantic segmentation. Secondly, in the term of object recognition at the object level, using the general evaluation index AP with the PAS-CAL criteria, where IoU threshold is 70% for cars and 50% for pedestrians and cyclists, we compare the performance of our model with object detection methods [30] - [33] to verify the superiority of the proposed multi-sensor fusion strategy.
In these object-detection-related papers, they either use single sensor input or still ignore the effect of the detailed information, which can hardly take full advantage of different sensors.
B. EXPERIMENTAL SETUP
Our experimental datasets are selected from the KITTI-raw data, which provide both color images and the corresponding Lidar data in real traffic scenarios. During the experiment, the original color images and Lidar images are uniformly cropped and compressed into a size of 500 × 500. We split the publicly available raw dataset into a training set with 800 frames and a validation set with 200 frames respectively. The training set is divided into 400 frames dominated by vehicles to train LS-Enet and 400 frames dominated by pedestrians and cyclists to train SS-Enet. The batch size was set as 10 and the initial learning rate was set as 10 −13 . For the validation set, we choose three typical scenarios including country, highway, and city, to verify the robustness of different frameworks under different conditions. We split the validation set into set A and set B, each of them has 100 frames. In set A, all the data shares the same scenario and 50 frames are put into the training set. All of the data in set B is selected from different scenarios and none of the data in set B is trained. We test the performance of different networks on set A and set B respectively. Especially, set B is designed to reflect the robustness of different networks more clearly. Besides, owing to the unavailability of the codes, the variations in experimental platforms and the incompleteness about the datasets, i.e., not all of which include camera and lidar data, it is difficult to make an accurate and fair comparison to a couple of recently published methods in the field of object detection. Therefore, in this paper, we try our best to give a relatively fair and reasonable comparison to these methods by using the datasets that may be different but have the similar scenes from KITTI and one single NVIDIA TITAN XP, which is commonly used.
C. EXPERIMENTAL RESULTS
Segmentation accuracy, mean IoU and mean PA of different models on the validation set A are summarized in Table I . We compared three variations of models: Enet, Enet-CRF without Lidar data and Enet-CRF-Lidar with Lidar data. Note that there is a significant improvement in segmentation accuracy by combining Enet and CRF modules. Especially for the small-scale objects (pedestrians and cyclists), the extra low-level details provided by Gaussian kernels boost the prediction performance for the small-scale categories by more than 10% on average, since the CRF filters misclassified pixels on the borders better. In addition, the Lidar data further improves the prediction performance due to its high precision.
A visualization of the segmentation results by Enet, Enet-CRF, and Enet-CRF-Lidar on set A vs. ground truth labels can be found in Fig 7 . As can be seen in Fig. 7 , for most of the objects, the predicted result is almost identical to the ground truth. Notice that by combining our proposed multi-module Enet with CRF, the prediction accuracy for different categories has significantly improved, which is indicated by smoother bordering and closer outputs to the ground truth. Notably, in the crossroad scenario of Fig. 7 , both Enet and Enet-CRF can hardly recognize the cyclist and the bicycle on the right side of the image, while the Enet-CRF-Lidar has much better performance because of the extra information provided by Lidar data. Enet-CRF-Lidar of better performance mainly benefits from the low-level detailed information introduced by CRF, which overcomes the drawbacks of the Enet to a certain degree. Meanwhile, the high-precision Lidar data has a further bonus on the object recognition performance. Another benefit of using Lidar data is that space information such as range and position of each detected object can be easily obtained from the Lidar.
Segmentation accuracy, mean IoU and mean PA of different models on the validation set B are summarized in Table II As shown in Fig. 8 , Enet can barely detect the road area, and the performance of Enet-CRF is affected as well. However, the proposed Enet-CRF-Lidar still has reliable performance. Although Enet-CRF-Lidar may not reliably detect the small-scale objects under complex conditions (actually, the performance on small-scale recognition of Enet-CRF-Lidar is still the best), the performance on large-scale recognition can still be ensured in most cases, which is an 86.4% accuracy on average. The experimental results on set B further verify that the proposed Enet-CRF-Lidar can improve the recognition performance on multi-scale objects and can adapt to complex scenarios.
In addition, we compare the object recognition performance of different methodologies at the object level. The performance of different models is shown in Table III . Since [30] aims at car recognition at the object level, the result of it shown in Table III is only for the car category. As can be seen, the proposed Enet-CRF-Lidar module outperforms [30] not only by fully considering the internal interaction of data from the color camera and Lidar but also by taking full advantage of high-level features and low-level details, which leads to a significant improvement on object recognition. Compared with multi-scale object detection methods [31] - [33] , our module has 75.96% to 94.35% improvement in time efficiency while it can still maintain comparable recognition accuracy. It turns out that Enet-CRF-Lidar can keep a well balance between efficiency and precision. 
V. CONCLUSION
In this paper, an improved camera and Lidar fusion strategy (Enet-CRF-Lidar) for multi-scale object recognition at the semantic level is proposed. In our work, a multi-module Enet is designed to adapt to both large-scale objects and smallscale ones. Furthermore, a CRF-RNN module is combined with the multi-module Enet to introduce low-level detailed information that is ignored by Enet, which further improves the performance on object recognition.
In the comparison between Enet, Enet-CRF and Enet-CRF-Lidar, Enet-CRF-Lidar module outperforms the others due to the low-level details employed by CRF and the benefits of high-precision Lidar data. In the comparison between Enet-CRF-Lidar and other four state-of-art object detection models in [30] - [33] , Enet-CRF-Lidar also has a better performance which keeps a well balance between efficiency and precision. The experimental results indicate that Enet-CRF-Lidar can provide reliable multi-scale object recognition performance. In the future, we will further modify the network (e.g., the proposed multi-module Enet is still primary, we will modify its architecture in our future work) to improve its performance in detecting small-scale objects.
