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Abstract
The Precision IceCube Next Generation Upgrade (PINGU) is a proposed low-energy in-fill
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array of the IceCube Neutrino Observatory. Leveraging technology proven with IceCube,
PINGU will feature the world’s largest effective volume for neutrinos at an energy thresh-
old of a few GeV, improving the sensitivity to several aspects of neutrino oscillation
physics at modest cost. With its unprecedented statistical sample of low-energy atmo-
spheric neutrinos, PINGU will have highly competitive sensitivity to νµ disappearance,
the θ23 octant, and maximal mixing, will make the world’s best ντ appearance measure-
ment, allowing a unique probe of the unitarity of the PMNS mixing matrix, and will be
able to distinguish the neutrino mass ordering at 3σ significance with less than 4 years
of data. PINGU can also extend the indirect search for solar WIMP dark matter com-
plimentary to the on-going and planned direct dark matter experiments. At the lower
end of the energy range, PINGU may use neutrino tomography to directly probe the
composition of the Earth’s core. With its increased module density, PINGU will improve
IceCube’s sensitivity to galactic supernova neutrino bursts and enable it to extract the
neutrino energy spectral shape.
Keywords:
neutrinos, neutrino oscillations, neutrino ordering, neutrino hierarchy, cosmic rays, dark
matter, supernovae
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1. Introduction
Over the past decade, the South Pole has emerged as a site for world-class astronomy,
particle astrophysics and neutrino physics. The Amundsen-Scott South Pole Station of-
fers very special characteristics — the deep, clear ice below the surface and the dry air
and clear sky above. The glacial ice at the South Pole is 2.8 km thick and extremely
clear [1], making possible neutrino telescopes of unprecedented scale and sensitivity. The
South Pole ice at depths below 2100 m is not only exceptionally clear but also extremely
pure. The age of the ice at a depth of 2500 m is about 100 000 years, and radioactive con-
taminants in the deep ice are in the range of 0.1–1×10−12 g(Uranium or Thorium)/g and
0.1–1 ×10−9 g(Potassium)/g [2]. The cold environment greatly reduces thermionic elec-
tron noise in the photomultipliers. Thus, the South Pole provides a uniquely hospitable
environment to host large-scale detectors. IceCube [3], the world’s largest neutrino detec-
tor, has been in operation with 5160 optical sensors distributed on 86 strings (cables) since
2011, transforming one gigaton of clear ice into a kilometer-scale Cherenkov detector.
Two smaller subarrays that were deployed along with IceCube – IceTop and DeepCore
– are key elements of the facility. DeepCore [3] is the low-energy extension of IceCube,
located in the lower region of the detector’s center, which provides substantially increased
sensitivity to neutrinos with energies of approximately 10–100 GeV. The IceTop surface
detector consists of 162 detector tanks, deployed approximately in coincidence with Ice-
Cube strings, for measurements of air showers above 1˜00 TeV and, therefore, may also
act as a veto against muons from these same events for the buried array. IceCube was
constructed with funding from the Major Research Equipment and Facilities Construc-
tion (MREFC) program of the National Science Foundation (NSF) 2 and a roughly 10%
contribution from non-US sources. The NSF’s Amundsen-Scott station provides excellent
infrastructure for support of IceCube’s scientific activities, including the IceCube Lab-
oratory building (see Fig. 1) that houses power, communications, and data acquisition
systems.
By using IceCube sensors to veto incoming muons, background rates due to undetected
muons in the deep detector can be reduced to levels comparable to deep mines. Figure 2
shows an estimate of the muon rate after applying a downward-going muon veto based
on a simple majority trigger.
2which supports the acquisition and construction of major research facilities and equipment that
extend the boundaries of science, engineering, and technology
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Figure 1: The IceCube Laboratory building houses power, communications and data acquisition systems
for IceCube and other experiments at the South Pole (photo by S. Lidstro¨m/NSF).
The discovery of high energy neutrinos of astrophysical origin by IceCube [5], as well as
competitive measurements of neutrino oscillations [6, 7] and uniquely sensitive searches for
dark matter with DeepCore [8], have led the IceCube Collaboration to begin investigating
possible extensions of IceCube with improved performance at both high and low energies.
The technological solutions to drill and deploy instruments in the deep ice are proven, the
risks are small, and the costs are well understood.
At high energies (>1 TeV), an expanded array in the deep ice and an improved surface
array for identifying air showers that produce atmospheric neutrinos are under consid-
eration [9]. At low energies (around 10 GeV), the Precision IceCube Next Generation
Upgrade (PINGU) is proposed as an in-fill array for IceCube. PINGU is designed to
study neutrino oscillations using atmospheric neutrinos that undergo Mikheyev-Smirnov-
Wolfenstein (MSW) [10, 11] and parametric [12, 13] oscillations as they pass through the
Earth.
Using these neutrinos, PINGU will have enhanced sensitivity to several important as-
pects of neutrino oscillation physics. It will be capable of determining the neutrino mass
ordering (NMO), making high precision measurements of atmospheric muon neutrino dis-
appearance and tau neutrino appearance, studying whether or not the mixing angle θ23 is
maximal, and PINGU will also explore a lower mass range for Weakly Interacting Massive
Particles in searches for annihilation to neutrinos in the terrestrial and solar cores, the
galactic center, dwarf spheroidals and other candidate astrophysical bodies. The detector
will have enhanced sensitivity to very low energy neutrinos from supernovae, and also has
12
Figure 2: Estimated muon rate in the deep ice after applying a veto based on a simple majority trigger
(see, e.g., [4]).
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the potential to perform the first neutrino-based tomographic probe of the Earth.
Together, the proposed detector enhancements at low and high energies are denoted
“IceCube-Gen2.” As a stepping stone to a full-scale IceCube-Gen2 detector, a proposal
to build IceCube-Gen2 Phase 1 (“Phase 1”), comprised of roughly one-quarter the strings
envisioned for the full PINGU array, has been submitted to the NSF and cognizant fund-
ing agencies at collaborating institutions worldwide. The goals of Phase 1 are to perform
the world’s most stringent tests of the unitarity of the PMNS neutrino mixing matrix in
the tau sector, and to improve the sensitivity of IceCube at both high and low energies
through better calibration of the optical properties of the ice and the in situ response
of IceCube photodetectors. Better calibrations will improve reconstruction of neutrino
directions and energies in both archived and future data, extending IceCube’s sensitivity
to sources of high energy astrophysical neutrinos as well as increasing the precision of
neutrino oscillation measurements.
Our simulations of PINGU, informed by experience with data from IceCube, and in partic-
ular DeepCore, indicate that our reconstruction algorithms will provide sufficient angular
and energy resolutions to achieve the project goals. Known systematic uncertainties are
found to be sufficiently small to enable a measurement of neutrino oscillation parameters
with a few months to a few years of data. These estimates are based on a conservative
analysis in which the detector geometry has yet to be fully optimized and a number of
possible improvements: such as the use of event elasticity to provide some ν-ν¯ separation,
down-going atmospheric neutrinos to provide an oscillation-free control sample, possible
improvements in event reconstructions, and better control and understanding of various
systematic errors, not yet included, increasing our confidence in this estimate.
PINGU will be composed of sensors of similar nature and size as the IceCube DOMs,
and installed in only two deployment seasons using the same techniques and equipment.
The expertise developed in designing, deploying, and operating IceCube means that the
PINGU detector could be deployed quickly and with well-understood and minimal risk.
Designed as an extension of IceCube, close integration of PINGU with IceCube’s online
and offline systems will be straightforward, enabling us to use the surrounding IceCube
DOMs to provide a nearly hermetic active veto against downward-going cosmic ray muons,
the chief background of all PINGU physics channels. In addition, the cost of both devel-
oping software systems and operating PINGU will be incremental and thus considerably
lower than normally expected for a project of this scale.
This Letter of Intent (LoI), an update of our original LoI [14], presents the detailed physics
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cases for the muon neutrino disappearance, maximal mixing, tau neutrino appearance,
neutrino mass ordering, Earth tomography, supernova neutrino burst and WIMP dark
matter indirect detection measurements. We describe the baseline design of the PINGU
detector and requirements for the hot water drill and calibration devices, highlighting
salient points of departure from what was used in IceCube [15, 16, 17]. In Appendix D,
we describe “Gen2 Phase 1,” the proposed first step for PINGU and the future IceCube
Gen2 array, highlighting the important physics measurements attainable at both low and
high neutrino energies with its reduced string count. Finally, we provide an estimate of
the schedule and cost for the design, construction, deployment and operation of PINGU.
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2. Detector Design and Predicted Performance
2.1. Introduction
The design of the PINGU detector closely follows that of the DeepCore low-energy exten-
sion for IceCube. The current design consists of a further in-fill of the central DeepCore
volume using hardware following the design principles of the standard DeepCore Digi-
tal Optical Modules (DOMs). The additional modules will lower the neutrino detection
threshold in energy and significantly improve the sensitivity below 20 GeV.
2.2. Detector Geometries
An artist’s rendering of the existing IceCube and DeepCore vertical strings, with each
string holding 60 DOMs, is shown in Fig. 3. The PINGU strings will be deployed around
the center of the existing DeepCore strings, with both sub-arrays surrounded by the
IceCube array. This location maximizes the sensitive volume for the PINGU detector
while preserving the use of the IceCube strings as a veto for incoming atmospheric muons.
Several geometries for PINGU have been studied, where the evaluation metric between
geometries was set by the sensitivity to the neutrino mass ordering. This particular
metric was chosen since the experimental signal has a small but measureable impact
on the oscillation probabilities. Further, the geometry-dependent quantities (the energy
threshold, the angle and energy reconstruction resolution, and the particle identification
efficiency) affecting the determination of the mass ordering are also common features
affecting the majority of the other analyses.
The first version of this LoI [14] used a “40×60” baseline geometry composed of 40 strings
with 60 DOMs per string, all situated within the DeepCore fiducial volume. Following
a subsequent period of optimization, the number of DOMs per string was increased to
96 and the inter-string spacing was increased slightly. This 40 × 96 geometry provided
improved access to the lower-energy neutrino signal and therefore to the physics topics
discussed in this document. Subsequent simulations using a similar photocathode area
with fewer strings (achieved by having more DOMs per string) showed comparable physics
reach at reduced overall cost by virtue of one fewer drilling season and many fewer holes,
translating to lower on-ice personnel costs, less required fuel, and other savings.
The studied geometries differ in the number of strings, their positions, and (as detailed
above) the number of DOMs per string. A summary of the geometries studied in the
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Figure 3: Artist’s rendering of the IceCube and DeepCore detectors. The PINGU detector strings would
in-fill the existing DeepCore array at similar depths, with substantially closer vertical spacing between
modules. PINGU modules would occupy only the lower region of DeepCore indicated in the figure.
greatest detail is shown in Table 1. The configuration used in the previous version of this
LoI is shown first for comparison. For reference, the 40× 96 geometry has undergone the
most study, and was the focus of PINGU presentations until March 2016.
The new baseline PINGU geometry features 26 strings and 192 DeepCore-style modules
per string. This geometry delivers comparable physics sensitivities at significantly reduced
cost relative to the previous 40× 96 geometry. The anticipated installation schedule calls
for eight strings to be installed in the first deployment season and 18 in the following
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season. This schedule fits well with the knowledge gained during the installation of Ice-
Cube and DeepCore, when up to 20 strings were installed per season. With each string
populated with 192 modules, the photocathode in the ice is increased (30% compared to
the 40 × 96 geometry) and offsets the reduced number of strings. To model the physics
impact of a challenging drilling scenario, we have also studied a scaled-down version of
the new baseline geometry with only 20 strings deployed in two seasons. This 20 × 192
geometry matches the total photocathode area of the previous 40× 96 geometry, but has
a slightly larger inter-string spacing.
Configuration Number of Average Inter- Number of Inter-DOM
Strings string Spacing DOMs/String Spacing
40× 60 (initial baseline) 40 20 m 60 5 m
40× 96 40 22 m 96 3 m
26× 192 (new baseline) 26 24 m 192 1.5 m
20× 192 20 30 m 192 1.5 m
Table 1: Summary of the parameters for the studied PINGU detector geometries. Shown are the initial
LOI [14] baseline 40 × 60 geometry, its enhanced 40 × 96 version with greater deployed photocathode,
the new baseline 26× 192 geometry, and its scaled-back 20 × 192 version used to study the impact of a
challenging drilling scenario.
More recently we have explored the physics potential of a geometry with 6–7 PINGU
baseline strings, deployed as “Gen2 Phase 1” (more simply, “Phase 1”) in one season.
The Phase 1 configuration is effectively what the first year of PINGU deployment would
provide. Phase 1 is described in more detail in Appendix D.
A more detailed view of the IceCube, DeepCore, and future PINGU strings for the new
baseline geometry is shown in Fig. 4. The top figure shows the complete IceCube detector,
with an average 125 m spacing between strings (shown in black circles) and a footprint
comprising roughly one square kilometer. The 8 DeepCore strings, with average string
spacings of approximately 70 m, are located in the center of the IceCube geometry and
shown in blue squares. These are co-situated with the 26 PINGU strings (shown in red
circles) having an average string spacing of 24 m. The vertical module distribution is also
shown in the bottom left of Fig. 4, showing the decrease in module spacing from IceCube
(17 m) to DeepCore (7 m) to PINGU (1.5 m). This plot also shows the position of the
“dust layer,” a region of ice with a much higher concentration of particulate matter than
the surrounding areas. The DeepCore DOM positions show the location of the “plug” of
10 DOMs above this layer while the remaining 50 DOMs are located below. The veto
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plug provides additional information about events which enter the dust layer since in
that region their photons are largely lost due to the increased absorption. The PINGU
modules would be positioned below the dust layer, and inset slightly with respect to the
DeepCore DOMs to facilitate the veto of the cosmic ray muon background.
The final, zoomed-in portion of Fig. 4 shows a more detailed overhead view of the center
of the IceCube detector. The figure shows all strings that are used in the PINGU trigger,
including the 15 strings comprising DeepCore. The dashed line indicates the approximate
fiducial region of PINGU, a radius of 85 m around the center of the detector and a length
of 290 m, for a total fiducial mass of roughly 6 Mton.
One of the metrics used to determine the efficiency of the detector to incoming neutrinos
is the “effective mass” of the geometry. This value is calculated using Monte Carlo
simulation at analysis level and is defined as
Meff = Mgen × N
ν
reco
N νgen
, (1)
where Mgen is the mass of ice in which the simulated neutrinos interact, N
ν
reco is the
number of simulated neutrinos passing all analysis selection criteria, and Nνgen is the total
number of neutrinos generated. The final selection criteria used for this calculation are
described in the following parts of this Section, with the results of this calculation shown
as a function of the true neutrino energy for CC νµ interactions in Fig. 5(a) and for CC νe
interactions in Fig. 5(b).
2.3. Detector Hardware and Simulation
Anticipated improvements to the modules, described in Sec. 5.4, are designed to pro-
vide more useful single photoelectron (SPE) information compared to that collected by
DeepCore DOMs. However, we have conservatively built upon the existing IceCube and
DeepCore Monte Carlo software to produce the PINGU simulated data (see Sec. 8 for
full details). To simulate low-energy events, the GENIE neutrino generator [18] is used
to model the neutrino interactions. Following the interaction, GEANT4 [19] is used to
track the produced particles as they travel through the ice (including full simulation of
all secondaries produced at the interaction vertex). The Cherenkov photons produced
by these particles are tracked individually using CLSim, a GPU-based software similar
to that described in [20] which properly treats the position-dependent photon scattering
and absorption in IceCube (see Sec. 8.4 for more details). For more information on the
simulation please see Sec. 8.
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Figure 4: The left figure shows the overhead and side views of the new baseline PINGU geometry. It also
shows the surrounding IceCube and DeepCore strings, and vertical spacings for DeepCore and PINGU
odules. In the side view only some of the strings are shown for clarity. The leftmost graph along the
side of the figure delineates the dust concentration in the ice and shows that PINGU occupies the clearest
ice. Contained in the right figure is a zoom-in of the new baseline PINGU geometry, showing only the
strings used in the PINGU triggering algorithm as well as the fiducial radius of PINGU (dashed line).
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Figure 5: Effective mass for (a) CC νµ and (b) CC νe interactions in the new baseline PINGU geometry
as a function of neutrino energy. Only events passing the final event selection criteria described in this
Section are included in the histograms, causing a slight turnover in the effective mass from CC νµ events
producing a muon that is not fully contained in the PINGU fiducial volume.
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In addition to the particle and photon tracking, the simulation software also generates
the non-physics-related signals, i.e., instrumental noise. The model for these noise hits
has changed since the first version of this Letter of Intent in that improvements have been
made to the method by which the noise is simulated [21]. The current noise generation
method matches the data measured using the IceCube detector better than the previ-
ous version, largely due to the addition of intra-DOM correlated noise. The resulting
increase in noise hits has affected the performance of the event reconstruction which will
be discussed in detail next.
2.4. Event Reconstruction
The most advanced PINGU reconstruction employs likelihood methods at the single pho-
ton level for energy and direction estimation, as well as neutrino flavor identification,
building on the algorithms used for IceCube [22]. Since the scattering length of Cherenkov
photons in the deep Antarctic ice is approximately 20–30% of the absorption length, we
are in an intermediate regime between free-streaming photons and diffusive propagation
and therefore rely on numerical descriptions of light propagation through the ice. The
expected detector responses are computed and tabulated for a variety of event topologies
in the detector, in addition to different depths and angular orientations. These tables
are then fit with splines to reduce numerical instabilities from the binning and ensure a
smooth parametrization [23]. To reconstruct an event, all DOM readouts are subdivided
in time, and a Poisson likelihood is calculated for the contents of each time bin for all
DOMs in PINGU, DeepCore, and IceCube, comparing a reconstruction hypothesis to
the data. The interaction hypothesis is adjusted, and the process is repeated until the
hypothesis with the maximum likelihood is found.
PINGU is designed to observe neutrinos with energies as low as a few GeV. At this energy-
scale, most or all of the secondary particles and Cherenkov photons created in a detected
neutrino interaction will be contained within the detector volume. This is a significant
change from the most frequent events observed in the IceCube detector – high-energy
through-going muons from cosmic ray air showers. Furthermore, at neutrino energies
below roughly 100 GeV, the hadronic shower at the interaction vertex can contribute a
significant fraction of all the Cherenkov photons detected in the event and must be con-
sidered in the event reconstruction. However, stochastic processes such as bremsstrahlung
are much more rare than at high energies, and muon tracks produced by the CC νµ events
most relevant for PINGU analyses are in the minimum-ionizing regime.
This change in the anticipated signal necessitated a new reconstruction strategy appropri-
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ate for the low energy events relevant for the study of neutrino oscillations. A simultaneous
global likelihood fit is performed using all eight event parameters: the interaction vertex
position and time, the zenith and azimuthal angles, the energy of the cascade at the ver-
tex, and the length of the daughter muon (primarily for CC νµ events). For CC νµ events,
the angles are those of the emerging muon, while for all other events, the angles are those
of the cascade at the interaction vertex. In principle, since the muon and the hadronic
shower at the CC νµ interaction vertex are not perfectly aligned, their relative directions
could be treated as independent parameters in the fit, but this is not done in these anal-
yses. It is possible to extract the measured event inelasticity from the fit and use that
information to improve the sensitivity to the neutrino oscillation parameters [24], but for
the analyses covered in this letter we do not yet take advantage of this. Use of the event
inelasticity and complete interaction kinematics will be explored in future refinements of
the analyses presented here.
In order to successfully fit all eight parameters described above, we use the nested sam-
pling algorithm MultiNest [25]. This reconstruction was applied to fully simulated PINGU
events, independent of interaction type, for the geometries shown in Table 1. In order to
remove events close to the boundaries of the sampling space and ensure good reconstruc-
tion quality, the reconstructed vertex of each event was required to be contained within
the PINGU fiducial volume.
Since the previous version of this Letter of Intent [14], we have updated the expected
detector response spline table with newer parameterizations of the ice model surrounding
the detector and with the better simulation of noise described above. Both of these
changes affected the accuracy of the reconstruction with respect to energy. To permit a
direct comparison of the effect of the change of geometry, we have shown results from
both the previous and current baselines in Figs. 6 and 7. An important note is that the
cylindrical radius used for containment has changed from the previous baseline (where it
was 75 m) to the new baseline (where it is 85 m), meaning that more events are available
for analysis with the latter.
It should also be noted that in several of our analyses described in Sec. 3 the infor-
mation in Figs. 6 and 7 is not used directly. Instead, the distributions–created using
the full PINGU simulation and reconstruction–are parameterized as functions of energy.
This parametrization was done using a variable-bandwidth kernel density estimate (VBW
KDE), based on [26, 27, 28], of the distributions of the reconstruction errors for several
energy bins. Example energy and cosine-zenith error distributions and the computed
VBW KDE resolutions are shown in Fig. 8.
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Figure 6: Zenith angle accuracy for events used in our atmospheric-neutrino-based analyses. The lines
show the median of the distribution and the shaded bands indicate the central 50% of events. The top and
center plots show the resolution of the reconstructed zenith angle with respect to the incoming neutrino
for νe and νµ events, respectively. The bottom plot shows the zenith angle resolution with respect to the
outgoing muon for νµ CC events. Values are shown for the current baseline (26×192) and the previous
baseline (40×60) in all cases.
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Figure 7: The relative reconstructed energy resolution for events used in our atmospheric-neutrino-based
analyses. The lines show the median of the distribution and the shaded bands indicate the central 50%
of events. The top plot shows the resolution of the reconstructed energy for νe events while the bottom
is for νµ, both relative to the energy of the incoming neutrino. Values are shown for the current baseline
(26×192) and the previous baseline (40×60) in all cases.
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Preliminary Preliminary
Figure 8: Resolutions for energy (left) and cosine-zenith (right) for CC νµ and νµ events simulated
with neutrino energies from 9.46–10.59 GeV. Plotted are histograms of the individual events’ reconstruc-
tion errors overlaid by lines showing the variable-bandwidth kernel density estimates of the underlying
distributions.
The reconstruction algorithm described above successfully reconstructs about 90% of at-
mospheric neutrino events that satisfy a loose trigger criterion (three modules hit in
spatial and temporal coincidence) and whose true vertex is contained within the PINGU
fiducial volume; these events produce enough photoelectrons to fully constrain the fit. We
do not attempt to recover the remaining 10% of events although that could be done by
re-running the fit with a different random selection of starting points.
2.5. Event Selection
Downward-going atmospheric muons dominate the event rate in the detector, outnumber-
ing atmospheric neutrinos by a factor of roughly 106:1 at the initial trigger level. Criteria
must be put in place to reject this background at high efficiency. The published analysis
of showering events induced by atmospheric neutrinos [29] in the IceCube/DeepCore de-
tector attained an atmospheric muon rejection factor of over 107 by vetoing events with
“early” light (detected before the light in the fiducial volume) in the surrounding IceCube
modules. Furthermore, the improved reconstruction performance for low energy events
described in Sec. 2.4 also provides the ability to reject any remaining downward-going
events based on the reconstructed direction (at the cost of rejecting downward-going neu-
trinos). We therefore anticipate minimal contamination from this particular source of
background in PINGU, especially when restricting the analysis to up-going events only.
In order to select events we reconstruct well, we require events to consist of at least 8
optical modules that have detected light. We also require the reconstructed interaction
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vertices of the events (described in Section 2.4) to be within the more densely instrumented
PINGU fiducial volume, which is defined as a cylinder with radius 85 m and height 320 m
that runs vertically between depths of 2450 m and 2130 m from the surface as shown in
Figure 4. We do not require full containment of muon tracks produced in νµ charged
current interactions; depending on incident angle, muon tracks will be contained in the
IceCube volume up to energies of Eµ ∼ O(100 GeV).
Downward-going atmospheric muons dominate the event rate in the detector, outnum-
bering atmospheric neutrinos by a factor of roughly 106 at the initial trigger level. Event
selection criteria must be put in place to reject this background at high efficiency. Current
measurements of muon neutrino disappearance in the IceCube/DeepCore detector [30] at-
tain an atmospheric muon rejection factor of more than 108 by vetoing events with ‘early’
light in the surrounding IceCube modules (i.e. light detected before the light in the Deep-
Core fiducial volume), highly elongated events without a visible shower characteristic of a
neutrino-nucleon interactions, and events with hits too widely spread in time, which are
associated with muons traversing the full detector. The current PINGU analysis applies
similar criteria to account for the impact of these selection criteria on the neutrino signals.
In current IceCube/DeepCore measurements, sideband data are used to model the residual
atmospheric muon contamination, and neutrinos from the full sky (downward-going as
well as upward-going) are used to help constrain systematic uncertainties. However, it is
not currently possible to simulate enough atmospheric muons to make a full estimation of
the impact of atmospheric muons in the PINGU analyses, nor to use data to make such
an estimate. We have therefore decided to remove all downgoing events in the analyses
presented here. Once PINGU data is available we are confident the current methods
used to estimate such background contamination from data in IceCube/DeepCore will
continue working and will allow us to perform full-sky analyses in PINGU, which will aid
in controlling flux systematics as discussed in Appendix C.
With the cuts described above and the requirement of events to be reconstructed as
upgoing, we do not anticipate contamination from atmospheric muons in PINGU, given
that the similar techniques used in IceCube/DeepCore analyses have already led to very
small contaminations from this source in the upgoing region. We will therefore neglect
such atmospheric muon contamination in the physics studies presented here. A summary
of the expected events rates after the full event selection is given in Table 2.
27
Interaction type Events per year
ντ + ντ CC 2,800
νµ + νµ CC 32,600
νe + νe CC 25,400
ν + ν NC 7,400
Table 2: Annual event rates expected in the PINGU detector after the full event selection and including
the effects of neutrino oscillation (assuming the normal mass ordering).
2.6. Particle ID
Neutrino events at the energies relevant for PINGU analyses fall into two channels: track-
like events with an associated muon from CC νµ interactions and cascade-like events
coming from CC νe,τ as well as all neutral current (NC) interactions. The ability to
separate track-like and cascade-like events benefits many PINGU analyses as we expect
different flavors of neutrinos to carry different pertinent information. In the context of
the neutrino oscillation measurements described in detail in Sec. 3, νµ (classified mostly
as track-like) and νe (classified mostly as cascade-like) undergo effects that are induced
at different energies and different baselines, and the differences in those signatures affect
the oscillation measurements.
The central goal of classifying the event as track-like or cascade-like is the identification
of the presence (or absence) of a muon track. Figure 9 shows an example of a track-like
and a cascade-like event in PINGU. To classify events as track-like or cascade-like we
have trained a “multilayer perceptron” (MLP) neural network (NN) using the TMVA
toolkit [31] with variables based on the output of the event reconstruction described in
Sec. 2.4. These include variables such as the reconstructed muon length, the fraction of
the energy reconstructed in the muon to total energy reconstructed, and the difference
in the log-likelihood between the best fit and the fit forcing the assumption that there
was no track present. Another class of variables that provides information related to the
classification of events is the timing of the hits. Since muons travel at roughly the speed of
light c (while emitting Cherenkov radiation), but the Cherenkov photons emitted during
hadronic and electromagnetic cascades travel at c/n (where n is the refractive index of
the ice), the light emitted in events with muons will be detected earlier than for those
with only cascades. Figure 10 shows the output of the algorithm described above, and
Fig. 11 shows the separation achieved between track-like and cascade-like events used in
the oscillation analysis based on the use of the MLP neural network with a score of 0.55.
This creates a relatively pure CC νµ track-like sample, while mixing all neutrino flavors
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Preliminary Preliminary
Figure 9: Event displays of a CC νµ (left) and a CC νe (right) event. The spheres indicate the DOMs
which recorded photons where the total amount of charge is indicated by the size of the sphere. The
color indicates the time when the DOM observed the first photon, while the dashed line shows the true
neutrino direction direction. In both panels are shown 12 GeV CC ν producing a 10 GeV lepton (µ or
e) crossing the detector leaving several groupings of hits on consecutive strings in a short time interval.
In both cases the interaction vertex and direction is identical to make the comparison between events
easier. We can distinguish the CC νµ and CC νe events by comparing if the charge is extended in the
diagonal (which happens in CC νµ events) or more concentrated around the vertex (which indicates no
µ is present in the event).
in the cascade channel.
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Figure 10: Output of the MLP neural network classifier for the new baseline geometry. Coefficients close
to 1 represent more track-like events, while values closer to 0 correspond to events being more cascade-
like. The large number of events around 0.4 typically will contain mainly lower energy events which
are harder to classify. The TMVA MLP method with the BFGS algorithm was used for training and
Bayesian regulators, with 600 training cycles, N+5 hidden layers, “tanh” as the function type for neuron
activation, and an overtraining test performed every 5 epochs [31].
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Figure 11: The fraction of events identified as track-like in the new baseline geometry as a function of
true neutrino energy for each neutrino flavor and interaction type (CC or NC) using the TMVA [31] MLP
method described in Fig. 10 and a score of 0.55.
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3. Atmospheric Neutrino Oscillations
3.1. Introduction
The atmosphere of the Earth is one of a number of sources that can be used to provide a
large sample of neutrinos [32, 33]. A constant flux of cosmic rays (primarily protons but
with a component of light nuclei) interacts in the upper atmosphere, producing a shower
of hadrons. The majority of these are charged pions, which decay quickly into a muon
and a muon-type antineutrino (or an antimuon and muon-type neutrino). The muon can
then decay into an electron, a muon neutrino and an electron-type antineutrino, with a
similar chain for the antimuon decays. As shown in Fig. 12, these fluxes are described
to first order as a power law spanning many orders of magnitude in energy from roughly
10 GeV to beyond the TeV scale.
The propagation of neutrinos through vacuum (in their mass eigenstates and natural
units) can be described by plane wave solutions of the form [32]
| νj(t)〉 = e−i(Ejt− ~pj ·~x) | νj(0)〉, (2)
in which j ∈ {1, 2, 3}, t is the propagation time, Ej and ~pj are the energy and momentum
of the neutrinos and ~x is the position relative to the starting position. All neutrinos
observed have energies of at least 1 GeV, | ~pi | mi, and therefore the ultrarelativistic
version of the momentum can be used, and t can be approximated by the distance travelled
L. These modifications to Eq. 2 produce the following equation:
| νj(L)〉 = e−im2jL/2E | νj(0)〉. (3)
Using Eq. 3, the probability of a neutrino of flavor α being observed as flavor β after
propagation can be expressed as
Pα→β =| 〈νβ | να(t)〉 |2
=
∣∣∣∑
i
U∗αjUβie
−im2jL/2E
∣∣∣2
=
∑
j,k
U∗αjUβjUαkU
∗
βke
−i∆m2jkL/2E,
(4)
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Figure 12: Energy spectra of the atmospheric νe and νµ fluxes measured by Super-Kamiokande [34],
Frejus [35], AMANDA-II [36, 37], Antares [38] and IceCube [29, 39, 40, 41]. The solid lines show the
prediction from the HKKM’11 model [42] including the effects of oscillations. Figure adapted from [34].
where Uαj are the elements of the PMNS matrix, as shown in Eq. 5, and ∆m
2
jk = m
2
j−m2k
are the mass squared differences. If we assume there are only three families of neutrinos
it follows that the UPMNS written in Eq. 6 is a unitary matrix and can be parametrized
using three mixing angles (θ13, θ23 and θ12) and a Charge-Parity (CP)-violating phase δ: νeνµ
ντ
 = UPMNS
 ν1ν2
ν3
 (5)
=
 Ue1 Ue2 Ue3Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3
 ν1ν2
ν3
 . (6)
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The mixing angles and mass-squared differences that describe oscillations in the neutrino
sector have been measured with good precision through the efforts of a variety of exper-
iments worldwide [32]. IceCube, with its DeepCore extension, has demonstrated [8] the
ability to measure the “atmospheric” mixing parameters θ23 and ∆m
2
32 and, as analysis
techniques are refined and systematic uncertainties are better understood, is on track
to produce results that are competitive with those of world-leading experiments. The
remaining unknowns in the leptonic sector include the nature of the neutrino (Dirac or
Majorana), the extent to which CP symmetry may be violated in the sector, determination
of the presence of a potential sterile neutrino, and the ordering of the mass eigenstates.
In addition to vacuum oscillations there are two distinct physical effects that play a role
in the neutrino flavor propagation through the Earth. The first is the MSW effect [10, 11]
that enhances the oscillation probability for νµ → νe or νµ → νe (depending on the
neutrino mass ordering), which is strongly dependent on the matter density for all path
lengths through the Earth. The second effect arises from the density transition at the
Earth’s mantle-core interface (see Fig. 13) where neutrinos passing through this interface
can undergo “parametric enhancement”, which is also called “neutrino oscillation length
resonance”, of their oscillation probability [12, 13], further enhancing neutrino or anti-
neutrino oscillation probabilities depending on the ordering as in the MSW effect.
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Figure 13: The Preliminary Reference Earth Model (PREM) [43] model’s structure of the Earth and
density as a function of radius r from the center, showing the large change in density at r ' 3 500 km.
The PREM is used to map the Earth’s interior mass density and to account for matter effects in neutrino
oscillations.
The effects of these additional modifications to the oscillation probabilities can be seen
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in the “oscillograms” that represent the probability of oscillation of the neutrino across
a range of travel distances and energies. Examples of these oscillograms are shown in
Fig. 14, which displays the probability that a neutrino created as a muon-type is detected
as a muon-type (Pνµ→νµ). Since these plots show the oscillation probability for neutrinos,
the resonance conditions are met in the normal ordering case. For anti-neutrinos, the
conditions are met for the inverted ordering.
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Figure 14: Muon neutrino survival probability after traveling through the Earth, as a function of the true
neutrino energy and cosine of the true zenith angle, shown for the inverted ordering (left) and normal
ordering (right). A path directly through the center of the Earth corresponds to cos θ = −1. The survival
probabilities for antineutrinos in a given ordering are essentially the same as those for neutrinos under
the opposite ordering.
3.1.1. Sample Generation and Event Selection
In order to investigate the sensitivity of PINGU to the various neutrino oscillation param-
eters, a large sample of simulated neutrino events is required. This sample is generated
with the Monte Carlo software previously used for IceCube and DeepCore, using the GE-
NIE and GEANT4 packages as described in Sec. 2.3. The entire sample of these events
is then reconstructed as described in Sec. 2.4 and Particle Identification (PID) is applied
to it as described in Sec. 2.6.
Although we conservatively reject downward-going atmospheric neutrinos using the recon-
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structed event direction, in the future the subset of these events that start in the PINGU
fiducial volume could be retained and used as an un-oscillated dataset for normalization
purposes, with the benefit of further understanding and constraining various systematics.
3.1.2. Overview of Analyses
While we have employed several different high-level analysis techniques, many of the anal-
yses described below use a common framework and all use the same general methodology.
A detailed discussion of the statistical approach is provided in Appendix A. In the fol-
lowing sections we will highlight where a particular analysis deviates from this common
approach.
The analysis methods developed begin by binning the data based on the reconstructed
energy, zenith angle and particle identification. The current analysis uses 20 linearly
spaced bins in the cosine of the zenith angle for −1 < cos θν < 0 and 39 logarithmically
spaced bins in energy for 1 < Eν < 80 GeV, and also 2 bins for particle identification
referred to as track-like and cascade-like. The content of these bins is derived from
the previously-described simulations, and primarily depends on the neutrino flux, the
oscillation probabilities, the cross-sections, and the effects of the detector. These values
also depend on nuisance parameters that can be adjusted to account for systematic effects
(cf. Table 3).
In the following sections, we present analyses that use atmospheric neutrinos in the energy
range of 1–80 GeV with fluxes as predicted by [44]. The neutrinos are tracked through
the Earth using a full three-flavor formalism [45] including matter effects based on the
standard “PREM” model of the Earth [43]. Our predicted measurement of the neutrino
oscillation probabilities is given in Sec. 3.2, followed by our sensitivities to maximal mixing
in Sec. 3.3 and the neutrino mass ordering in Sec. 3.4, and finally our predicted measure-
ment of tau neutrino appearance and PMNS unitarity in Sec. 3.5. Unless otherwise noted,
all results presented below were fully simulated and reconstructed with the new baseline
PINGU geometry (26× 192).
The first analysis method, referred to as the “LLR” (log-likelihood ratio) method, is pri-
marily used for the neutrino mass ordering analysis (see Sec. 3.4), in which two possibilities
for the ordering need to be compared (as opposed to the study of a continuous parameter
space). This method begins with a “template” histogram generated using chosen values
of the parameters being studied. A pseudo-experiment is then created by making a copy
of the template histogram and applying Poisson fluctuations to the contents of each bin.
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Then, for both the orderings being studied, systematic uncertainties are varied in order
to find those parameter values that yield the template that maximizes the likelihood of
observing the pseudo-experiment under each hypothesis. This process is repeated for
many pseudo-experiments, building up a distribution of the log-likelihood ratio with re-
spect to the parameters studied. A more detailed description of this method is presented
in Appendix A.2. A variation of this method is also used in Secs. 3.5 and 4.1.
In the second, “∆χ2” method, we make the Asimov assumption, i.e. that the mean sen-
sitivity of the experiment is well represented by the significance obtained from the mean
experimental outcomes, removing the need for individual pseudo-experiments. This trans-
lates to a reduction of O(104) in processing time for the neutrino mass ordering analysis.3
The significance for the NMO determination follows from the two ∆χ2 values separating
the mean experimental outcomes under the different hypotheses, using a Gaussian ap-
proximation for the distribution of ∆χ2, as detailed in Appendix A.3. In other analyses
using this method, described in Secs. 3.2 and 3.3, Wilks theorem [46] is used to convert
the ∆χ2 to significance.
Note that for the analyses in the following two sections, 3.2 and 3.3, we have included a
nuisance parameter that explicitly accounts for a systematic error in the overall efficiency
of the individual optical modules, assumed to be known with 10% uncertainty. Wherever
this parameter is present, the uncertainty on the energy scale is reduced from 10% to
0.5%.
3.2. Muon Neutrino Disappearance
The recent atmospheric neutrino oscillation results from IceCube/DeepCore [8] have
demonstrated the physics potential of a neutrino detector in the ice at the South Pole.
The combination of the large flux of neutrinos incident on the detector, along with their
range of path lengths and energies, provides a highly suitable dataset for analysis of the
neutrino oscillation parameters. This dataset will be increased with the PINGU detector
and the reconstructions upgraded, significantly improving the final result. The method
and projected results will be discussed here.
The determination of the atmospheric neutrino parameters relies on the disappearance of
muon-type neutrinos; following their travel through the Earth, the flux of these neutrinos
3The overline in “∆χ2” indicates that no statistical fluctuations are applied, cf. Appendix A.3.
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will be reduced. The probability of muon neutrino survival during propagation through
the Earth is shown in Eq. 7 in the limit that |∆m232|  |∆m221| and ignoring matter
effects:
P (νµ → νµ) ' 1− 4 cos2(θ13) sin2(θ23)[1− cos2(θ13)× sin2(θ23)] sin2(1.27∆m232L/Eν). (7)
In Eq. 7 the atmospheric mixing angle and square of the mass difference (θ23 and ∆m
2
32)
can be determined using the range of distances (L[km]) and energies (Eν [GeV]) available
in the data set. The remaining mixing angle (θ13) is treated as a nuisance parameter with
central value and uncertainty given by best-fit values (from [47]).
There have been many improvements to the analysis following the work presented in [8]:
The inclusion of additional photodetectors in the PINGU geometry lowers the energy
threshold for neutrino detection (see Sec. 2.4); the use of more sophisticated reconstruction
algorithms retains a much larger fraction of the events, resulting in a much larger data set
at all energies; the use of flavor identification (see Sec. 2.4) and cascade-like events lends
added statistical power to the analysis and sharpens the features to which it is sensitive.
These increases combine to significantly improve the sensitivity of PINGU to the neutrino
oscillation parameters.
3.2.1. Event Selection and Reconstruction
The sample used for this study contains neutrinos of all flavors, and uses the previously
described PID algorithm to separate track-like and cascade-like events. The majority
of the analyses in the previous version of this document [14] used only the track-like
events in the final analysis, but newer analysis methods have shown that the inclusion
of the cascade-like events can serve to constrain the non-atmospheric mixing parameters,
producing an improvement in the results.
3.2.2. Analysis Method
In order to determine the oscillation parameter constraints obtained for a given NMO and
corresponding fiducial model, we make use of the Asimov approach described in Appendix
A.3. Given the Asimov dataset for the true ordering, we perform a fine scan in the
(sin2(θ23),∆m
2
31) plane, and evaluate ∆χ
2, defined in analogy with Eq. A.9, but minimized
only over the parameters within the true ordering and over the remaining systematic
parameters, including θ13 which is allowed to vary around the global fit to the data
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in [47]. The solar neutrino oscillation parameters θ12 and ∆m
2
12 are fixed to their global
best values from the same fit since PINGU is insensitive to them. Similarly, δCP is fixed to
zero. We then report the Confidence Level (C.L.) at which any pair of (sin2(θ23),∆m
2
31)
values can be excluded by assuming a χ2 distribution with 2 d.o.f..
An example of the process is presented in Fig. 15 in which the ∆χ2 space is shown for
the oscillation parameters with the assumption of maximal mixing within the normal
ordering. The three contours shown here correspond to the 68%, 90% and 99% C.L.
regions.
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Figure 15: ∆χ2 profile and various confidence regions for the atmospheric oscillation parameters
∆m231, sin
2(θ23) for maximal mixing and normal ordering, assuming a four-year exposure time.
3.2.3. Results
The analysis described above has been performed for a detector livetime of four years.
Since the precision with which θ23 can be measured depends strongly on its true value, we
report the confidence regions for three different values of sin2(θ23): maximal mixing and
two values taken from recent global best fits. In addition to performing scans using the
Asimov method, we have generated around 5 000 pseudo-experiments for each true value
of sin2(θ23) and fit each experiment by optimizing all nine free parameters simultaneously
in order to verify the coverages of the different contours obtained under the χ2 approx-
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imation. The outcomes of the pseudo-experiments, projected into the (sin2(θ23),∆m
2
31)
plane, are superimposed on the scan results in Fig. 16. Identification of the experimen-
tal trials that are contained within a certain contour allows for a comparison between
the expected and actual coverages, based on the Asimov assumption and obtained from
pseudo-experiments, respectively. In testing the Asimov assumptions with many gener-
ated experiments, we find that the contours are conservative all the way up to a C.L. of
around 99%. For an expected coverage of 90%, we find true coverages that are on the
order of 3% larger. This is more thoroughly discussed in Appendix A.
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Figure 16: Normal ordering confidence regions under a χ2 approximation for the atmospheric oscillation
parameters obtained from injecting the respective Asimov dataset, superimposed on the best fit points
from around 5 000 pseudo-experiments, using three different true values for sin2(θ23). The blue points
and lines represent the Fogli 2012 input [48] for θ23, the green points and lines represent the NuFit 2014
inputs [47], and the orange lines and points represent the maximal mixing case.
In Fig. 17 we display the 90% confidence regions for the atmospheric oscillation param-
eters for the different injected values of sin2(θ23), assuming correctly identified normal
mass ordering in the left panel and inverted in the right. The precision of the sin2(θ23)
measurement improves as the true value moves away from maximal (sin2(θ23) = 0.5),
while the measurement of ∆m231 remains unaffected. In the inverted ordering case, a first
octant solution is still allowed at the 90% C.L. if the true value of sin2(θ23) is at its current
global best fit. Projected constraints in the normal ordering case from the running NOvA
and T2K experiments are also included in the left panel for comparison.
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(a) Normal neutrino mass ordering assumed.
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(b) Inverted neutrino mass ordering assumed.
Figure 17: The atmospheric neutrino oscillation contours are shown under assumptions of both the normal
and inverted orderings. Both orderings show the effect of the use of different inputs for θ23; maximal
mixing, Fogli 2012 [48] and NuFit 2014 [47]. The normal ordering assumption includes projected contours
from NOvA [49] and T2K [50].
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3.3. Sensitivity to the Octant of θ23 and Maximal Mixing
One of the open questions in neutrino physics is that of the near-maximal value of θ23.
In this section we examine the prospects for excluding maximal mixing if θ23 differs from
maximal ( i.e., θ23 6= 45◦) and, if so, of determining its octant, i.e., whether θ23 < 45◦ or
θ23 > 45
◦. The analysis follows the NMO sensitivity studies; see Table 3 (Sec. 3.4.1), for
a list of the oscillation, flux, cross-section and detector-related systematics that are taken
into account. In order to determine the confidence level at which a certain hypothesis
(in this case a value of θ23) can be rejected, we make use of the Asimov dataset, and
convert the resulting ∆χ2 from any given fit to an experimental outcome into a statistical
significance by assuming a χ2 distribution with one degree of freedom.
Figure 18 shows the projected sensitivity of PINGU to the octant of θ23 for an assumed
exposure time of four years as a function of the true value of sin2(θtrue23 ) (where sin
2(θtrue23 ) =
0.5 corresponds to maximal mixing). The solid line labeled “NO” assumes that the
true neutrino mass ordering is normal, while that labelled “IO” refers to data generated
assuming the inverted ordering. Due to the existence of the ordering-octant degeneracy
(see Appendix A.3 and especially the right panel of Fig. A.72), we show two additional
lines which are obtained by minimizing over not only the regular set of continuous nuisance
parameters, but also over the ordering itself. All ∆χ2 values result from restricting θ23
to the wrong octant in the fitting procedure. Note that for some values of sin2(θtrue23 )
and combinations of true and tested mass ordering, there might be a second minimum
in the wrong octant apart from sin2(θtest23 ) = 0.5, which we have ensured will be captured
correctly in the case in which it provides a better fit to the data.
If the ordering is inverted, and whether it is correctly identified or not, four years of
data taking with PINGU will allow the octant to be determined at more than 3σ C.L.
if sin2 θ23<0.38 or sin
2 θ23>0.62. If the ordering is normal and correctly identified, ∆χ2
increases much faster as θ23 deviates from maximal mixing, and a 3σ octant determination
becomes possible for sin2 θ23<0.44 or sin
2 θ23>0.58.
If the ordering is inverted, we find that testing for a wrong octant solution within the NO
has no effect on the octant sensitivity for sin2 θ23<0.62, and only very slightly reduces it
above. The latter region is where the ordering-octant degeneracy is largest. A much more
significant reduction in ∆χ2 occurs for the true NO case if the test ordering is optimized,
but only for sin2 θ23<0.45. The second octant can then only be excluded at the 3σ level
for sin2 θ23<0.38.
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Figure 18: PINGU sensitivity to the octant of θ23 assuming four years of exposure time, as a function of
sin2 θ23 and depending on the true neutrino mass ordering. For the solid curves, the test ordering is kept
fixed at the truth, while for the dashed curves we treat it as a free parameter in the fit.
In addition to fixing the exposure time as in Fig. 18, we have investigated how many years
of exposure time it would require in order for PINGU to make a 90% C.L. measurement of
the octant, again depending on the true NMO and sin2(θtrue23 ). This effectively probes the
scaling of ∆χ2 with time. In Fig. 19 the results of this study are presented; minimization
over the ordering is included in both curves. The very flat behavior of the value of ∆χ2 at
roughly 0 when θ23 is close to maximal observed in Fig. 18 finds its counterpart here in the
very steep rise in exposure time as maximal mixing is approached from both sides. The
“shoulder” in the NO case for sin2 θ23<0.45 and the barely visible bump at sin
2 θ23>0.62
for IO again correspond to the regions where misidentification of the NMO degrades the
octant sensitivity and leads to an increase in the exposure time required to determine
it. PINGU is projected to make a 90% C.L. determination of the octant of θ23 within
less than a year if the NO is true and either sin2 θ23<0.38 or sin
2 θ23>0.59, or if the IO
is true and either sin2 θ23<0.39 or sin
2 θ23>0.63. A five-year measurement at the 90%
C.L. is in reach for NO and sin2 θ23<0.47 or sin
2 θ23>0.55, or for IO and sin
2 θ23<0.44 or
sin2 θ23>0.56.
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Figure 19: Exposure time in years required for PINGU to exclude the wrong octant of θ23 at 90% C.L., as
a function of sin2 θ23 and the true neutrino mass ordering. ∆χ2 is also minimized over the test ordering.
If we instead examine the time it takes until a non-maximal θ23 is established at 90%
C.L. assuming it is non-maximal (Fig. 20), the overall trend is quite similar. Since the
best wrong-octant fit of θ23 is never a worse match to the data than maximal mixing,
the exposure time that is required to exclude a maximal θ23 at a given C.L. provides a
lower bound on the time to exclude the wrong octant at the same C.L. Uncertainty of
the NMO only has minor impact on the measurement for NO and sin2 θ23<0.45, where
assuming maximal mixing in the wrong IO yields better fits than it does in the true NO.
Minimization over the test ordering does not impact the sensitivity to maximal mixing at
all if the IO is true.
A non-maximal θ23 can be established at 90% C.L. with a one-year exposure time if the
ordering is normal and sin2 θ23<0.44 or sin
2 θ23>0.59, or if the ordering is inverted and
sin2 θ23<0.43 or sin
2 θ23>0.58. Non-maximal mixing can be determined in less than five
years in the NO case for sin2 θ23<0.47 or sin
2 θ23>0.55, and in the IO case for sin
2 θ23<0.45
or sin2 θ23>0.56.
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Figure 20: Exposure time in years required for PINGU to exclude maximal mixing at 90% C.L., as a
function of sin2 θ23 and the true neutrino mass ordering. ∆χ2 is also minimized over the test ordering.
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3.4. Neutrino Mass Ordering
Data from solar neutrino measurements [51] have shown that m(ν2) > m(ν1), but the
position of ν3 in the ordering of these masses is, as yet, unknown. The sensitivity of
the PINGU detector to neutrinos with energies in the range of roughly 5–15 GeV allows
this ordering to be determined. Figure 21 shows three distinguishability plots similar
to those described in Ref. [52]. To illustrate the individual contributions to the order-
ing signal, three neutrino flavors are shown separately under the assumption of perfect
particle identification (PID). These plots identify regions in which the number of events
expected for the NO is greater than that expected for the IO (blue regions) and vice-versa
(red regions). While this metric is helpful for highlighting the regions of interest in the
energy-angle space from which useful information may be extracted, it provides only an
approximation of the PINGU sensitivity to the NMO without systematics. More detailed
simulations and analysis methods are required to determine the actual PINGU sensitivity,
as discussed below.
Compared to the first version of this document [14], we have incorporated several im-
provements into our NMO analysis. In addition to changing the geometry of the detector
(see Sec. 2), we have also included a detailed simulation of the intrinsic noise. We use a
detector livetime of four years which matches the study of atmospheric νµ disappearance
(Sec. 3.2). Continuing to employ a full event reconstruction and particle identification to
discriminate track-like and cascade-like events, we have studied the impact of numerous
additional systematic uncertainties. These have been partly implemented in the log-
likelihood ratio (LLR) analysis, as will be described. We have also changed the choice of
the wrong ordering hypothesis to be the one that most resembles the true ordering Asimov
template, i.e., that which maximizes the confusion between orderings (see Sec. Appendix
A.2 for more details).
3.4.1. Systematics
Numerous sources of systematic errors have been identified and their impact on the
PINGU sensitivity to the determination of the NMO has been quantified. For conve-
nience, we have categorized these uncertainties into three subsets: neutrino oscillation
parameters, neutrino flux and cross section, and detector modeling. In what follows we
describe and quantify each of these subsets of systematics, and indicate possible ways to
better constrain them to reduce their impact on the final significance. It should be noted
that the calibration systems installed with the PINGU detector (see Sec. 7) will reduce
the magnitude of the detector-related systematics.
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(a) νµ CC events.
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(b) νe CC events.
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(c) ντ CC events.
Figure 21: Distinguishability metric as defined in [52] for one year of simulated PINGU data, with
parametrized reconstruction resolutions as described in Sec. 3.1.2. The square-root of a quadratic sum
over the bins in each plot gives an estimate of the number of σ separating the two orderings. For
illustrative purposes we have assumed perfect flavor ID. The top left figure (a) shows track-like events
from CC νµ interactions. The top right figure (b) shows CC νe events and the bottom figure (c) shows
CC ντ .
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LLR ∆χ2
∗ ∗ ∆m231 = 2.46× 10−3 eV2, −2.37× 10−3 eV2 [47]
Oscillation ∗ ∗ θ23 = 42.3◦, 49.5◦ [47]
∗ ∗ θ13 = 8.5◦ ± 0.2◦ [47]
† δCP = 0◦
∗ ∗ Event rate = nominal
∗ ∗ νe/νµ flux ratio = nominal ± 3% [53]
Flux & ∗ ∗ ν/ν flux ratio = nominal ± 10% [53]
Cross Section ∗ ∗ Atmospheric spectral index = nominal ± 0.05 [53]
† Air-shower interactions [53]
† Neutrino cross-section (see Sec. Appendix B)
∗ ∗ Energy scale = 1.0± 10% († ± 0.5%)
Detector † Individual module efficiency = nominal ±10%
Ice properties
Table 3: List of uncertainties studied in the NMO analysis, with nominal values and Gaussian priors
(where applicable) shown. Asterisks indicate those systematics that were implemented as nuisance pa-
rameters in the analysis procedures. Daggers indicate systematics used only in specific studies and not
fully incorporated into the main analysis.
The specific systematic uncertainties we have studied are listed in Table 3. Those imple-
mented as nuisance parameters in the analysis procedures (see Sec. 3.1.2) are indicated
with an asterisk, with central values and priors indicated for most parameters in the ta-
ble. The uncertainties related to the atmospheric flux and cross-sections were investigated
only using the ∆χ2 approach and are not included in the results of the LLR analysis due
to the computational time required to study them. The oscillation parameters to which
PINGU is most sensitive are θ23 and ∆m
2
31. We present significances with these included
as nuisance parameters in the ordering analysis, both with (LLR analysis only) and with-
out priors. The other oscillation parameters allowed to vary in the analysis are θ13 and
δCP, but they have smaller impact on the overall sensitivity (the implementation of δCP
as a systematic is discussed in Sec. 3.4.3). The remaining oscillation parameters (∆m212,
θ12) were also considered but they have negligible impact and are held fixed. The injected
true values of these parameters are taken from the global best fit analysis [47], and the
1σ error is used as a prior on θ13. The analysis exhibits a strong degeneracy between the
octant of θ23 and the ordering in most of the allowed parameter space of θ23, as discussed
in Sec. Appendix A (and, e.g., in [54]), and this is accounted for in the analysis procedure.
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The flux uncertainties are also treated as nuisance parameters. For the atmospheric
neutrino flux ratios and spectral index we use central values and 1σ uncertainties from [53]
as the nominal values and priors, respectively. The overall atmospheric flux normalization
is allowed to vary without a prior in order to account not only for the atmospheric flux
normalization, but also any uncertainties in the overall detector rate normalization. The
systematic impact of numerous parameters describing neutrino interaction cross-sections
were studied using the GENIE [18] neutrino event generator, full details of which are
available in Secs. 8 and Appendix B.
Detector-related systematics introduce uncertainties in the visible event energy as de-
termined by our reconstruction algorithms. These uncertainties could arise from mis-
calibrated module detection efficiencies or imperfections in our modeling of the optical
properties of the ice in which PINGU will be deployed. A complete study of these effects
requires a significant amount of simulated data. Instead of implementing these uncer-
tainties as nuisance parameters, we evaluated the NMO significance for a small number
of independent datasets, each of which featured a variation of either the overall module
efficiency or the ice property model. As a proxy for other possible uncertainties, we allow
the reconstructed visible energy to vary globally as a nuisance parameter, with a conser-
vative prior of 10% guided by estimations from IceCube calibrations with in situ light
sources (see Sec. 7 for more details). None of these uncertainties had a strong impact on
the NMO significance.
In the energy range of relevance to the NMO measurement, neutrino interactions with
matter are dominated by deep inelastic scattering (DIS). Since DIS uncertainties are
relatively modest, the overall impact of these uncertainties was found to be small. The
impact of the neutrino cross section systematics on the NMO determination have also
been studied using the ∆χ2 analysis method but with the addition of six more systematic
parameters listed in Table 4. The impact of these systematics on the NMO measurement is
found to be very small. More details on these systematics and how they were implemented
can be found in Sec. Appendix B.
To quantitatively assess the impact of each of these groupings of systematics, each was
varied independently of the other groups. Table 5 indicates the “impact” of these dif-
ferent groups of systematics by comparing the 4-year PINGU sensitivity with each set
of systematics to the theoretical limit where statistical uncertainties dominate (all the
systematics are known to arbitrary precision). Clearly, the oscillation parameter uncer-
tainties are the dominant contributors to the decrease in significance compared to the
“no systematics” case. The other two groups shown have only a moderate effect when
48
Name nominal value uncertainty (%)
MCCQEA 0.99 −15,+25
MRESA 1.120 ±20
ABYHT 0.538 ±25
BBYHT 0.305 ±25
CBYV 1u 0.291 ±30
CBYV 2u 0.189 ±30
Table 4: List of parameters and their associated uncertainties based on GENIE. Nominal values of the
parameters are taken from Appendix B of the GENIE User Manual. See Sec. 8 for more details.
LLR ∆χ2
Systematic 4 yr nσ (NO) 4 yr nσ (IO) 4 yr nσ (NO) 4 yr σ (IO)
None 5.5 5.5 5.5 5.5
Flux only 5.2 5.0 5.1 5.1
Detector only 4.3 4.4 4.5 4.5
Oscillation only 3.4, 3.5 2.9, 3.1 3.4 3.0
All 2.9, 3.3 2.6, 2.9 2.8 2.6
Table 5: Summary of the systematic errors and their impacts on the estimated four-year significance of
the mass ordering measurement, for both the LLR and ∆χ2 analysis methods and for the cases in which
the normal and inverted orderings are true. Where two significances are given, the first value is for the
case where NuFit 2.0 [47] priors are not used in the fit and the second is for where they are used (see
Sec. Appendix A for details).
included by themselves.
3.4.2. Results
Several numerical studies have been performed to quantify the ability of PINGU to de-
termine the NMO with all systematics considered. Using global best fit values [47] for
the oscillation parameters, PINGU will determine the ordering with a significance of 3σ
in roughly 4 years. This significance depends quite strongly on the actual value of θ23,
which is not well known (see, e.g., [55] and [56]). The expectation of 4 years to reach 3σ
significance is conservative in the sense that PINGU’s sensitivity to the NMO would be
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(a) Normal neutrino mass ordering assumed.
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(b) Inverted neutrino mass ordering assumed.
Figure 22: Expected significance with which the neutrino mass ordering will be determined using four
years of data, as a function of the true value of sin2(θ23). Solid red (NO) and blue (IO) lines show median
significances, while the green and yellow bands indicate the range of significances obtained in 68% and
95% of hypothetical experiments. The significance for determining the ordering when the true ordering is
inverted is relatively insensitive to θ23, while for the normal ordering large values of θ23 are advantageous.
The range shown corresponds roughly to the current 3σ allowed region of θ23; the global best-fit values
from the NuFit group [47] for both orderings are indicated by black arrows.
greater in almost any region of the allowed parameter space of θ23 other than the assumed
global best fit, as shown in Figs. 22 and 23.
In addition, the NMO sensitivity of PINGU as a function of time has been calculated
assuming the same global best fit oscillation parameters, with and without world-average
priors from [47] on θ23 and ∆m
2
31. The technical description of how the priors were
applied, as well as the plot of NMO sensitivity vs. time, are presented in Sec. Appendix
A. Finally, it is worth noting that the time required to achieve a significant result is
shortened by roughly 6 months if the partially deployed PINGU detector data, as well as
roughly 10 years of DeepCore data available by then, are included in the analysis.
3.4.3. Impact of the Charge-Parity Phase δCP
Using the ∆χ2 method we have investigated the effect of taking into account δCP as a
nuisance parameter in our NMO analysis. This was included following all other system-
atics considered since δCP represents a highly nonlinear parameter. Making sure that it
is correctly treated by the minimizer would therefore require a very large computational
effort. Instead, for a given true ordering hypothesis, we opted to vary the injected δCP in
steps of 45◦ between 0◦ and 360◦ and finely scan δCP in the opposite-ordering fit, simul-
50
01
2
3
4
5
6
7
8
n
σ
 (
4
y
r)
PRELIMINARY
NO (Asimov)
IO (Asimov)
NO (LLR)
IO (LLR)
0.35 0.40 0.45 0.50 0.55 0.60 0.65
sin2 θ23
0
2
4
6
8
10
∆
χ
2
NuFit v2.0 ("Free + RSBL")
NO IO
Figure 23: Upper panel: Projected four-year significance of the neutrino mass-ordering determination as
a function of sin2(θ23) for the cases where the true mass ordering is normal (red) and inverted (blue). The
significance for determining the ordering when the true ordering is inverted is relatively insensitive to θ23,
while for the normal ordering large values of θ23 are advantageous. The NuFIT 2.0 sin
2(θ23) values used
here (0.451 for NO and 0.576 for IO) produce almost the lowest significance possible in each ordering,
and thus correspond to nearly the most conservative values in the entire range. Lower panel: Constraints
on sin2(θ23) from NuFIT 2.0 [47] under the assumption of both normal and inverted ordering.
taneously minimizing over our default set of eight systematics at each step. As before,
we have taken care to find the correct solution for θ23, by searching for a minimum in
both octants for each fixed value of the hypothesized δCP. Figure 24 shows the resulting
reduction of the projected NMO sensitivity as a function of sin2 θ23 for four years of ex-
posure time, compared to the reference projection from Fig. 23. Note that we show the
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Figure 24: Projected reduction of the four-year significance of the NMO determination as a function of
sin2 θ23 when δCP is included as a nuisance parameter, compared to our nominal case where δCP = 0 and
δCP is not minimized over, cf. Fig. 23. Note that the dashed lines are only present in order to guide the
eye. See text for details.
maximum impact on the sensitivity here, i.e. δCP is allowed to take any value. Also, the
absolute significances in this figure deviate from those in the previous figures since here
we make the approximation that the absolute values of the means of the two test statistic
distributions (one for each NMO hypothesis) are the same; see Appendix A.3 for details.
We find that δCP has a non-negligible influence on the significance of the NMO measure-
ment, leading to a decrease of about ∼ 10%− 20%. It does not obscure the NMO signal,
however, independent of whether the ordering is inverted or normal, and independent of
the octant of θ23.
3.4.4. Conclusions
We have performed a detailed study of the expected sensitivity of PINGU to the neutrino
mass ordering. The sensitivity estimates are based on detailed Monte Carlo simulations
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of the detector and full event reconstructions, and the statistical methods used were
validated against a full likelihood analysis for a more limited range of systematics. Our
estimates are also in agreement with external studies [57, 58, 59, 60].
We find that most detector-related systematics investigated so far, with the exception of
the energy calibration scale, play a smaller role than physics-related systematics. The
latter arise from uncertainties in measured oscillation parameters, some of which PINGU
itself will be able to measure. We also find that including non-νµ-CC events in the final
sample with simple particle ID greatly improves the significance of the measurement.
Using the ∆χ2 technique with parameterizations based on fully simulated and fully recon-
structed events of all flavors, incorporating a wide array of detector- and physics-related
systematics, and using an initial form of particle ID, we estimate that PINGU will be
able to determine the neutrino mass ordering to ∼ 3σ with 4 years of data. However, this
significance may very well be higher if the true value of θ23 differs from the current world
average.
There are a number of future improvements that will further enhance the NMO signif-
icance. The most prominent involve refinements in reconstruction, flavor identification,
and the use of the reconstructed inelasticity of the neutrino event, which is a weak ν/ν¯
discriminator. More sophisticated particle ID will enable us to better exploit the distinct
patterns of νµ events relative to those of νe and ντ . The use of the inelasticity would
help us distinguish neutrinos from antineutrinos on a statistical basis and could provide
a 20–50% increase in significance [24]. In addition, further detector geometry optimiza-
tion, improved event selection efficiency and more accurate event reconstruction will also
improve the significance.
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3.5. Tau Neutrino Appearance
Following the IceCube-DeepCore detector’s success in measuring νµ disappearance [8],
a ντ appearance analysis was started and is still underway at the time of this writing.
Tau neutrinos are not present in the conventional atmospheric neutrino flux but can
appear in significant quantities due to νµ → ντ oscillations. Generally speaking, the
appearance measurement faces two challenges: the ντ must have a minimum energy of
3.5 GeV to undergo a charged-current (CC) interaction, and the expected signal rate
from this interaction is low compared to the signal from other neutrino interactions.
In the PINGU detector, the increased photocathode density will mainly improve the
separation of the tau-type interactions from the muon-type. Better energy and zenith
angle resolutions will also enable improved measurements of the regions that are richest
in the oscillated ντ flux.
In the “three neutrino framework” discussed previously, the two clear channels to measure
|Uτ3| directly are ντ → ντ and νµ → ντ . The ντ → ντ channel probes |Uτ3| directly, but
requires an experimentally challenging (and hitherto unrealized) high statistics ντ beam
and long baseline setup. A more feasible experimental channel is νµ → ντ , which probes
a combination of Uµ3 and Uτ3, where any degeneracy between |Uµ3| and |Uτ3| can be
broken by either external constraints on |Uµ3| or by simultaneously measuring νµ → νµ
and νµ → ντ .
Going beyond the three-neutrino-family framework, i.e., assuming UPMNS is not unitary,
means that the summation in Eq. 4 cannot be simplified as discussed above. In that
case, a long-baseline νµ → ντ measurement probes a combination of Uτi and Uµi elements,
which can then be compared to combinations of Uei and Uµi obtained from νµ → νe and
νµ → νµ measurements at similar L/E values. For simplicity, in the following discussion
where comparisons to cases outside the three-neutrino-family framework are made, the
Standard Model expectation to measure |Uτ3|2 ≈ 1/2 is used as equivalent to P (νµ →
νe) + P (νµ → νµ) + P (νµ → ντ ) = 1.
A measured value of |Uτ3|2 ≈ 12 would:
• Strengthen the three-active-neutrino interpretation, and
• Confirm unitarity of the third mass eigenstate.
A measured value of |Uτ3|2 6≈ 12 would:
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• Provide a distinct signature of new physics,
• Further motivate explorations of possible Non-Standard Interactions (NSI) [61, 62,
63], and
• Offer an additional experimental anomaly including a possible sterile neutrino(s)
explanation via |Ue3|2 + |Uµ3|2 + |Uτ3|2 + |Usterile 3|2 = 1.
3.5.1. Event Selection and Reconstruction
The analysis for measuring ντ appearance in PINGU follows the prescription described
in Sec. 3.1.1 for the study of atmospheric neutrino parameters with a notable difference
related to the particle identification.
The Particle IDentification (PID) used for this analysis utilizes the same training that
is applied for all analyses, described in Sec. 2.6. The division of the sample into track-
like and cascade-like events is accomplished by requiring the output score of the PID
calculation to be more cascade-like (MVA score < 0.424), the efficiency of which is shown
in Fig. 25.
The goal of applying a stricter PID criterion is to reject the mis-identified low-energy
νµ CC events that would reduce the ability to distinguish ντ events. Some events that are
not in the “purer cascade” category are selected in a “purer track” sample that is used as
a control sample. Table 6 shows expected rates for signal and background in each sample.
Even though there is still a larger fraction of νe and νµ, primarily made up of charged-
current interactions in the sample, we can further improve the measurement given that νe
and νµ will pile up around the horizon (cos θzenith = 0), while ντ from νµ → ντ oscillations
will mostly be found close to the up-going region, as shown in Fig. 26. Note that in this
analysis we consider explicitly the “sterile neutrino” scenario where oscillation to sterile
neutrinos will impact both the charged-current and neutral-current (NC) interactions, as
sterile neutrinos by definition do not interact with the Z0 boson. In the case of NSI we
could imagine a different effective change to charged-current and neutral-current events,
however this is currently not considered in this analysis.
To better evaluate the potential of the measurement we construct a distinguishability
metric shown in Fig. 27, similar to the one described in Sec. 3 (and in [52]), that shows
where the expected ντ can be best distinguished. In that figure, the color scale indicates
the significance of a given bin in the final analysis (in the absence of systematic effects)
55
 energy (GeV)νTrue 
10 20 30 40 50 60 70 80Fr
ac
tio
n 
of
 e
ve
nt
s 
id
en
tif
ie
d 
as
 c
as
ca
de
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
 CCµν
 CCeν
 CCτν
 NCν
Preliminary
 energy (GeV)νTrue 
10 20 30 40 50 60 70 80
Fr
ac
tio
n 
of
 e
ve
nt
s 
id
en
tif
ie
d 
as
 tr
ac
k
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
 CCµν
 CCeν
 CCτν
 NCν
Preliminary
Figure 25: Particle identification efficiency of the samples used for the ντ appearance analysis. On the
left is shown the efficiency to identify the event as a cascade in the “purer cascade PID” region. The
efficiency to identify the event as a track in the “purer track PID” control sample is shown on the right.
Preliminary
Figure 26: The expected number of neutrino events per year per flavor as a function of the reconstructed
ν incidence angle after regular NMO event selection and the “purer” cascade PID cut.
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Exp. number of events/year/103
Purer cascade PID Purer track PID
Background: νe + νµ 23.7 12.0
CC 20.7 11.7
NC 3.0 0.3
Signal: ντ 2.7 0.4
CC 1.7 0.3
NC 1.0 0.1
Table 6: Rates for signal and background on the cascade and track samples used for this analysis.
Breakdown in CC and NC events for the signal and background samples are also shown.
when trying to distinguish the case without ντ appearance. It is important to note
that the peak of the ντ appearance signal is at a lower energy than the first oscillation
maximum (around 25 GeV for neutrinos traversing the Earth). This difference is due to
the undetected outgoing neutrinos produced either at the τ decay for ντ CC interactions
or at the vertex of the NC interaction. These secondary neutrinos carry away part of the
interacting ντ energy, resulting in event reconstruction at lower energy.
Another way to visualize the potential to measure the ντ component is to look at the
expected distribution of events as a function of the ratio of neutrino pathlength and
energy (L/E), on which the neutrino oscillations depend directly as shown in Eq. 4. This
is illustrated in Fig. 28, where the expected number of events for different scenarios is
shown. A clear difference is observed between the usual three-flavor oscillations and the
scenarios where oscillation-induced ντ do not appear. In the figure, the case where only
ντ CC events disappear is also shown for reference.
3.5.2. Analysis method
The analysis method measures the ντ normalization, defined as the ratio of the number of
measured tau neutrinos to the number expected in the standard three-neutrino paradigm.
The methodology is similar to that described in Appendix A.2, but the pseudo-data
set generation is handled differently. The main difference here is that the pseudo-data
generation is marginalized over the systematics.
To exemplify the procedure described above we consider the first trial run for the ντ
normalization at the nominal value for one month of livetime. First the expected distri-
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Preliminary
Figure 27: The distinguishability metric, as defined in [52], for one year of simulated PINGU data. The
quadratic sum of the absolute values in each bin gives an estimate of the number of σ separating the no-ντ
appearance hypothesis from the standard oscillation picture with ντ appearance, without accounting for
any systematic uncertainties.
bution of events for a realization of the systematic errors was calculated from the PINGU
simulation; for this example: ∆m231 = 2.52× 10−3 eV2 [+1.01σ], sin2 θ23 = 0.491 [-0.16σ],
overall normalization of 1.11 [+0.72σ], νe/νµ flux normalization of 0.96 [-2.00σ], ν¯/ν nor-
malization of 0.94 [-0.40σ], spectral index of 0.05 above nominal [+1.00σ], and energy
scale reduced by 2.5% [-0.25σ]. This expectation is then scaled to the equivalent number
of events after 1 month of data, and a Poisson fluctuation is applied to each bin in the
(cos θν ,Eν) histogram to create the pseudo-data template. The pseudo-data is then used
to estimate which ντ normalization is better represented by the given histogram while
marginalizing over all systematic parameters; for this example: ντ normalization of 0.89,
∆m231 = 2.54× 10−3 eV2 [+1.20σ], sin2 θ23 = 0.520 [+0.35σ], overall normalization of 1.13
[+0.85σ], νe/νµ flux normalization of 1.01 [+0.27σ], ν¯/ν normalization of 0.97 [-0.17σ],
spectral index of 0.038 above nominal [+0.75σ], and energy scale reduced by 4.8% [-0.48σ].
The procedure detailed above was run with 30 000 generated pseudo-data trials for several
different ντ normalizations (ranging between 0 and 1). By comparing the spread of the
reconstructed ντ normalizations among those cases we obtain the sensitivity to distinguish
between different true ντ normalizations, as shown in Fig. 29.
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Figure 28: Expected number of neutrino events per year as a function of reconstructed L/E after regular
event selection and for the “purer” cascade PID cut. Four different scenarios are shown: no neutrino
oscillations occur (red dotted line), regular three-flavor neutrino oscillations (black line) shown with
statistical error bars, neutrino oscillations with νµ → νs (magenta dashed line) and neutrino oscillations
with the assumption that the ντ CC vanish while the ν NC interactions do not vanish (blue dot-dashed
line).
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Figure 29: Resulting distribution of reconstructed ντ normalization obtained using the procedure de-
scribed in the text. An x-axis value of 0 means no ντ appearance while a value of 1 corresponds to ντ
appearance, as expected in the standard oscillation scenario. Under the assumptions of Gaussian distri-
butions and standard oscillations, the median significance to exclude no ντ appearance is roughly 13σ
after six months of livetime.
3.5.3. Systematic uncertainties
We consider systematic uncertainties due to the overall normalization of the neutrino
flux, the νe flux in relation to the νµ flux, the ν¯ rate in relation to the ν rate, the
atmospheric oscillation parameters (∆m231 and θ23), and the spectral index and energy
scale. All considered systematics are listed in Table 7 along with the priors used for either
generating trials or for both the trial generation and the fitting.
These priors differ slightly from those used in other analyses described in this letter
because of either a different implementation of degenerate parameters (as is the case for
the spectral index of the νµ flux and effective area energy dependence). One particular
instance where the prior is changed is the νe/νµ flux normalization, where we assume
a tighter prior based on [33]. The sampling distribution of the oscillation parameters
was centered around maximal mixing for simplicity, and for both parameters used larger
Gaussian errors than the current best fit values. We have also tested the impact of
using either the DOM efficiency parametrization as done in Sec. 3.2 or the energy scale
systematic, and found both yield very similar results, so we have decided to only use the
energy scale systematic in this analysis with a 10% prior, as is done in Sec. 3.4.
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Systematics Gaussian prior
∆m231
† (2.42± 0.10)× 10−3 eV2
sin2(θ23)
† 0.500± 0.055
Normalization† ±15%
νe/νµ flux normalization ±2%
ν¯/ν normalization ±15%
Spectral index of νµ flux ±0.05
Energy scale ±10%
Table 7: List of systematics and priors used for this analysis. For systematics marked with a † the priors
listed are only used in the generation of trials.
Additional systematic effects considered in other PINGU neutrino oscillation analyses but
not in this one, such as the uncertainty related to the atmospheric neutrino flux model
investigated in Sec. 3.4, are not expected to significantly impact the result.
3.5.4. Results
Performing this analysis for several different detector livetimes, we expect to reach 5σ
exclusion of the no-ντ -appearance hypothesis with one month of data, as shown in Fig. 30.
The effect of statistical fluctuations in the measurement are shown by the colored bands.
With one year of data taking, and assuming the expected rate of ντ appearance from stan-
dard three-flavor oscillations, the precision of the ντ normalization measurement should
be better than 10%, as shown in Fig. 31. The current analysis has a O(1%) bias in the
determination of the true ντ normalization that shrinks with time and is much smaller
than the uncertainty in the parameter determination.
Alternatively, instead of assuming the ντ normalization is the one given by three-flavor
oscillations, we can estimate the level at which we can distinguish different true values
of the ντ normalization from the three-flavor oscillation prediction. As shown in Fig. 30,
excluding standard ντ appearance in the case where there is none can be reached with a
little bit more than one month of livetime. With a year of data the true ντ normalizations
can be distinguished at the 5σ level for a true ντ normalization of 0.6, and at the 3σ level
for a true ντ normalization of 0.8, as shown in Fig. 32.
The expected median significances from Figs. 30 and 32 for distinguishing the case where
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Figure 30: Significance to exclude no ντ appearance assuming the expected ντ appearance from the
standard three-flavor ν oscillation. The expected result along with the ±1σ and ±2σ regions are shown,
as well as the significance at which the type-I error (α), that is incorrectly rejecting a true hypothesis,
has the same probability as the type-II error (β), that is incorrectly accepting a false hypothesis.
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Figure 31: Precision with which the rate of ντ appearance can be measured, in terms of the PMNS
expected rate, as a function of exposure (in months). The true value is assumed to be 1.0 (the standard
expectation) for illustration. The expected ±1σ and ±2σ regions and ±5σ limits are shown, as well as
measurements by Super-Kamiokande [64, 65] and OPERA [66].
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Figure 32: Significance to exclude the usual three-flavor ν oscillation for different true ντ normalizations
for the median case. For estimations above 3σ a Gaussian approximation is used.
there is no ντ appearance are different because in each figure a different assumption is
made. Each case is therefore defined by a different expected rate of events that will pro-
duce slightly different required livetimes to exclude the other case at the same significance.
3.5.5. Comparison to other measurements
Recently OPERA reported finding a 5th ντ candidate event [66] from a νµ beam pro-
duced at CERN, increasing their significance for having observed ντ appearance to 5.1σ.
Super-Kamiokande has also published evidence of ντ appearance at 3.8σ [64] and, more
recently, announced evidence at the 4.6σ level [65], using atmospheric neutrinos. With
these measurements it is clear that there is ντ appearance occurring in conjunction with
νµ disappearance.
It is important to increase the precision on the determination of the rate of ντ production
in order to verify the unitarity of the neutrino mixing matrix and to test for NSI. While
OPERA may find additional events in the remaining portion of their data and Super-
Kamiokande may update their results using additional years of data, the current precision
will not increase signficantly; OPERA has stopped taking data and Super-Kamiokande’s
newly announced result was based on data from 1996 until 2016 with an exposure of
22.5 kton over roughly 5 000 days while their published result was based on data from
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1996 until 2008 with a 12-yr exposure of 22.5 kton over 2 806 days. Therefore by the time
PINGU is expected to start taking data Super-Kamiokande is expected to have increased
their sample size by about 50%.
3.5.6. Conclusion
PINGU’s dense instrumentation and the resulting improvement of the reconstruction qual-
ity for low-energy events will allow PINGU to measure ντ appearance with improved ac-
curacy. We expect to be able to exclude the “no ντ appearance” scenario at 5σ signficance
with 1 month of data, and have a better than 10% precision on the ντ appearance nor-
malization after the first year of data. Also with the first year of data we would be able
to distinguish a true ντ normalization below 0.6 at a level of 5σ.
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4. Other Neutrino–Based Analyses
In addition to neutrino oscillation measurements using atmospheric neutrinos, PINGU
has the ability to make several other scientifically compelling measurements. These mea-
surements may use other neutrino sources in addition to the atmosphere and are detailed
below.
4.1. Neutrino Tomography
4.1.1. Motivation
Seismological data based on primary (compressional) p-waves and secondary (shear) s-
waves have been used in the construction of the preliminary reference Earth model
(PREM) [43] that describes the Earth matter density profile. While the matter den-
sity is well known through these measurements, the chemical composition of the interior
of the Earth has not yet been measured. Neutrino tomography provides the first, and
possibly the only, way to directly probe the Earth’s composition. By exploiting the depen-
dence of neutrino oscillation probabilities on the electron density, PINGU, with its large
atmospheric neutrino sample, could be the first experiment to be able to use neutrino
tomography to begin distinguishing between proposed Earth-core composition models.
Systematic uncertainties associated with the unknown true values of oscillation param-
eters are reduced by the observation of neutrinos that do not pass through the Earth’s
core.
4.1.2. Introduction and Earth Composition Models
The Earth’s geomagnetic field was discovered at the end of 16th century [67]. Since
then many models have been proposed to explain its origin. The dynamo model is the
leading explanation of the field. It implies that the Earth contains a conducting fluid
that is convecting [68]. A measurement of the composition of the Earth’s interior may
help resolve the longstanding mystery of the origin of the geomagnetic field and further
advance our understanding of the Earth.
Direct sampling of the interior of the Earth is limited by the reach of drills, which have
only penetrated down to a depth of about 12 km [69]. Coarse information about deeper
regions of the Earth can be obtained by eruption entrainment sampling [70], and the
interior of the Earth has mainly been studied using seismic waves.
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The inner Earth consists of two distinct parts: “silicate Earth”, and the core (see Fig. 13
for a schematic view). The silicate Earth consists of the crust and lower and upper
mantles while the core is divided into the outer and inner regions. Boundaries between
these layers are known with uncertainties on their positions smaller than 10 km [71].
The outer core was determined to be liquid from the absence of detected s-waves [72].
The PREM matter density structure was developed by combining astronomic-geodetic
parameters, free oscillation frequencies, and seismic wave velocity [43]. The uncertainty
on the average density of the lower mantle is estimated to be less than 0.7% [73], and
that of the inner core as less than 0.5% [74]. Interestingly, mantle densities could also be
measured with PINGU itself with a few percent precision [75].
It is believed that the bulk chemical composition of the Earth is the same as the compo-
sition of the “Ivuna” type carbonaceous chondritic meteorites (CI) [76]. The crust and
upper mantle contain less iron, nickel, and sulfur than CI chondrites, implying the core re-
gion should contain more iron and nickel. By comparing high pressure experimental data
and seismological velocity profiles, the inner and outer core are presumed to be mostly
made of iron with some additional light elements [77].
The outer core is assumed to have a combination of thermal and compositional convection.
Without the compositional convection, it is difficult to maintain the geo-dynamo [78].
Measuring the composition of the Earth’s core is therefore expected to lead to under-
standing the geo-dynamo model. In addition, scenarios of the Earth’s formation depend
on the core composition models [79]. There is little doubt in the interpretation that the
outer core is composed of liquid iron alloyed with nickel and some light elements, but
the content and type of the light elements are still uncertain because of the limitations
of the observational data. From high-pressure experimental constraints, possible candi-
dates for the light elements are hydrogen, carbon, oxygen, silicon, and sulfur [80]. While,
among these, hydrogen is the least understood in the context of Earth’s chemical compo-
sition, liquid iron alloyed with 1% hydrogen by weight could also explain the outer core
density [81]. A variety of other outer core compositions have been proposed [71, 82, 83].
4.1.3. Methodology
The Earth composition study with PINGU is made feasible by the fact that neutrino
oscillations depend on the electron density, Ne [84]. The electron density is related to
the mass density via the factor Y = Z/A (the proton to nucleon ratio), weighted by
the relative elemental abundances. As an example iron has a value of Y = 0.466, while
lighter elements have values closer to Y = 0.5, and hydrogen has a very distinctive value
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of Y = 1.0.
The effect of a different core composition (or electron density) on the survival probability
for muon-type neutrinos is illustrated in Fig. 33, with the “distinguishability metric”
plot included for these cases. Modifications are visible for the up-going neutrino events
that cross the inner or outer core, corresponding to zenith angles greater than θν = 168
◦
(cos θν = −0.98) for the inner core while the outer core extends from the inner core to
θν = 147
◦ (cos θν = −0.84). The most relevant energy range is between about 2 GeV
and 6 GeV. Good neutrino energy and zenith angle resolutions in this energy range are
essential for the success of a neutrino tomography measurement.
4.1.4. Analysis Method
The tomography analysis presented here uses the same atmospheric neutrino sample dis-
cussed in Sec. 3, leading to approximately 30 000 upward-going νµ CC events per year.
Roughly 50% of these will have energies between 2 and 6 GeV. The reconstruction and
PID (see Sec. 2.4) proceed in the same manner as previously discussed.
For the sensitivity calculation, a likelihood ratio test as described in Sec. 3 is performed
for different core composition models. For each bin, the likelihood for a given core com-
position is calculated. Systematic uncertainties are treated as nuisance parameters in
the fitting procedure. These uncertainties include the atmospheric spectral index, the
muon-to-electron neutrino flux ratio, the neutrino-to-antineutrino flux ratio, an overall
rate normalization, the energy scale, and the neutrino oscillation parameters ∆m231, θ23,
and θ13. Priors are given in Table 3. The likelihood is computed for a given Z/A ratio
with respect to the Asimov dataset obtained for a pure-iron outer core.
Scans over the electron density of the Earth’s outer core, i.e. the proton-to-nucleon ratio
Z/A can be seen in Fig. 34. The top panel assumes normal ordering to be true and ten
years of livetime with θ23 in the first octant. The bottom panel shows how the sensitivity
changes for θ23 in the second octant and with more livetime and improved reconstruction.
The significance of excluding a given Z/A is shown when the true value of Z/A=0.4656
corresponds to that of pure iron. The top axis shows the equivalent hydrogen content by
weight in an iron core. For each point, the nuisance parameters have been fit so that the
likelihood is maximal. From a comparison of dashed and solid lines, one can see that the
systematic uncertainties reduce the significances of the measurement by roughly 20%. For
the baseline reconstruction, and if θ23 lies in the second octant, a true electron density of
Z/A=0.4656 for the outer Earth core can be constrained with an accuracy of ±13% (1σ)
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Figure 33: (Top) The impact of a changed core composition on the muon-neutrino survival probabilities is
demonstrated by comparing the left figure (pure iron core, Z/A = 0.4656) with the right (iron mixed with
lighter elements, Z/A = 0.4957). (Bottom) “Distinguishability metric” plot showing the ratio between
the expected difference in number of events and their statistical uncertainty assuming one year of data
with 40% electron neutrino contamination. Events are binned by their true neutrino energy and direction.
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after ten years of livetime, assuming statistical uncertainties only.
The systematic uncertainties dominating this measurement are those on the neutrino-to-
antineutrino ratio, the overall rate normalization, and the energy scale. In the studies
presented in sections 3.2 and 3.3, the energy scale uncertainty was reduced from 10% to
0.5% and a new systematic covering the direct optical efficiency was added with a 10% un-
certainty. In both cases the new systematics improved the precision of the measurements.
While this verification has not yet been studied in the context of the presented measure-
ment, it is expected the effect of changing these systematics to either have no impact
on the result or increase the significance to distinguish between models. No significant
dependence on the inner core composition is observed.
Improvements in the event reconstruction performance are expected over the lifetime of
the detector. Figure 34 shows the impact of further improved reconstructions, simultane-
ously improving the energy and angular resolution by 10% and 20%, respectively.
Figure 35 shows the exclusion level vs. time for a pure iron core (Z/A = 0.4656) relative
to other compositions (the top panel of Fig. 34 corresponds to a vertical slice of Fig. 35
at ten years). A mantle-like pyrolite core (Z/A = 0.4957) can be distinguished with
more than 68% confidence with systematic uncertainties in 10 years or 40 megaton-years
(as the average effective mass of PINGU is ∼4 megaton in the energy range 2 GeV to
6 GeV) assuming normal neutrino mass ordering and θ23 in the first octant. Lead could
be excluded at 80% confidence after 8 years. The right axis of Fig. 35 shows that the
hydrogen content in the outer core could be constrained with 68% confidence to less than
5% by weight after 10 years.
The tomography measurement strongly depends on the neutrino mass ordering. If the
ordering is inverted, the possibility to exclude one model with respect to another drops
by 50%. Under the normal ordering, resonant matter oscillations [10, 11, 12, 13] occur
only for neutrinos; under the inverted ordering, they occur only for antineutrinos. In the
energy range of interest, the cross section for the interaction of neutrinos with matter
is roughly twice that of antineutrinos [85]. This decreases the relative number of signal
events in the inverted ordering case, leading to a drop in significance. The octant of θ23
also has a significant impact on the measurement where assuming θ23 is in the second
octant improves sensitivities by about 25%.
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Figure 34: Significances obtained from the mean of 105 likelihood scans over proton to nucleon ratio Z/A
of the inner and outer Earth core with 10 years of PINGU data. The input value assuming a pure iron
Earth core is reproduced correctly. The bottom plot shows how sensitivity improves for θ23 in the second
octant, with more livetime, and with improved reconstructions.
70
1/4 5/20 10/40 15/60 20/80
Time[Years/MTyrs]
0.40
0.42
0.44
0.46
0.48
0.50
0.52
0.54
0.56
Ou
te
r C
or
e 
El
ec
tr
on
 F
ra
ct
io
n
Lead
Water
Pyrolite
Iron
Normal Hierarchy, Baseline Reconstruction & θ23 =42.3 ◦
Statistical + Systematic uncertainty
Statistical uncertainty
68 % 
68 % 
80 % 
80 % 
68
 %
 
68 %
 
80 %
 
80 % 
90 % 
90 % 
0.0
5.0
10.0
15.0
Hy
dr
og
en
 C
on
te
nt
 [w
t%
]
Preliminary
Figure 35: Contour plot of exclusion levels with respect to a pure iron core as function of livetime using
the LLR method.
4.1.5. Conclusions
Resonant neutrino oscillations inside the Earth (driven by the relatively large magnitude
of the θ13 mixing angle) can be used to probe the composition of the Earth’s core. Since
these oscillations are sensitive to the electron density, with good knowledge of the mass
density from seismic measurements one can derive the proton-to-nucleon ratio Z/A inside
the Earth. In particular, the composition of the liquid outer core can be tested. PINGU
could be the first experiment able to verify the Earth has an iron-like core. In this
measurement, knowledge of the neutrino mass ordering is critical for understanding the
composition of the core. However, measurement of the mass ordering is not strongly
dependent on the core composition since the ordering measurement also uses neutrinos
that cross only the mantle. These neutrinos can be used to fix the oscillation parameters
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and minimize the induced systematics. The uncertainty on θ13 is small enough to have
negligible impact on the Earth model determination. PINGU thus offers the best and
possibly only way to test geophysical models of the composition of the Earth’s core by
measuring the matter-induced neutrino oscillations of atmospheric neutrinos.
Further improvements to the Earth tomography analysis are possible with an improved
event selection, potentially based on high-level reconstructions described in Sec. 2.4. These
improvements would yield higher statistics in the region of interest, and allow a better
identification of matter-induced oscillation effects by adding inelasticity measurements to
the likelihood fit.
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4.2. Supernova Neutrinos
As some stars approach the end of their life, they collapse to a neutron star. The majority
of the energy radiated away during this collapse is in the form of neutrinos of all flavors,
emitted in a span of tens of seconds. These neutrinos have energies much lower than those
discussed in the previous sections; between 10 MeV and 30 MeV instead of O(1 GeV).
Due to the significantly lower energy of the neutrinos from supernovae, the detection
method is different from those detailed previously. Whereas the atmospheric neutrino
analyses use the light produced by hadrons and leptons following charged or neutral cur-
rent interactions, supernova neutrinos are detected after an inverse beta decay interaction.
The positron produced in this interaction carries away the majority of the energy from
the neutrino, and it produces Cherenkov light along a short track (roughly 0.6 cm/MeV
and 325 photons/cm [86]).
The lower energy of the neutrinos arriving in the detector from a supernova collapse also
rules out reconstructing the initial neutrino direction in IceCube. As such, studies of
supernova neutrinos search for a short-term, coherent increase in the rate of signals in all
the DOMs in the detector. The noise rates of individual DOMs are roughly 500 Hz, which
can be cut approximately in half by applying an artificial deadtime, eliminating most of
the correlated noise observed at low temperatures.
4.2.1. IceCube Sensitivity to Supernova Neutrino Bursts
If a core-collapse supernova explosion were to happen in our galaxy, IceCube would provide
the world’s most precise neutrino rate determination, with a significance larger than 20
standard deviations for distances up to 30 kpc [86]. The supernova detection significance
deteriorates significantly at the positions of the Magellanic Clouds and beyond because
the intrinsic DOM noise becomes dominant while the supernova neutrino fluence drops
with the inverse distance squared. Furthermore, individual neutrino interactions are not
detected, meaning that the energy and type cannot be determined for each neutrino.
However, it has been shown [87] that the average neutrino energy can in principle be
determined to better than 30% accuracy for distances less than 10 kpc. Recently, the
IceCube data acquisition system has been upgraded to store the timestamps of all hits.
With this information at hand, one can deduce the neutrino energy from a comparison
of the rate at which a single neutrino interaction deposits light in just one module vs.
two (or more) neighboring modules. In IceCube, however, the coincidence rates (with a
suitably tight time window) are only on the order of a few per thousand.
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Due to the increased sensor density both vertically and horizontally, the coincidence
rates in PINGU will be much higher, of order 1%. This will lead to a much improved
determination of the average neutrino energies, particularly at larger distances, and will
allow the extraction of information concerning the neutrino energy spectral shape. In
addition, some improvement in the detection significance for supernova explosions in dwarf
galaxies orbiting our Milky Way may be achieved by employing coincidences in a short
interval, ∆t. Note that the significance for a supernova detection with nk signal events
and optical module noise r roughly scales like nk · (∆t · r)−k/2 for a k-fold coincidence.
4.2.2. Monte Carlo Simulation
Two simulations were conducted to independently characterize the sensitivity of the
PINGU detector. In the first simulation, the effective volume is evaluated for various
coincidence conditions for each detector configuration, namely IceCube, DeepCore, and
PINGU with an older, truncated geometry of 20 strings of 60 standard IceCube DOMs
operating with 4pi sensitivity, leading to a conservative result. In the second simulation,
the significance of the collective rate deviation is determined with respect to supernova
distance for the IceCube detector in comparison to its subsequent generation extensions,
DeepCore and PINGU. This simulation considers the 40×96 and 20×192 PINGU geome-
tries. For supernova neutrinos, we expect that a 26× 192 PINGU geometry will provide
minor improvements over the 40× 96 geometry.
The first simulation was conducted and cross checked with two independent GEANT4-
based [19] codes for various detector configurations (IceCube and DeepCore, plus the
PINGU 20× 192 geometry). The light yield is found to roughly scale with the absorption
length in the ice. Uncertainties connected to varying the optical properties of the ice as
a function of depth were assessed.
Since it is important to reject atmospheric muons when applying tight coincidence criteria,
atmospheric muon simulations were also produced. These simulations were generated
following the Gaisser flux model [88], to which a simple and efficient muon rejection
algorithm was applied. A second atmospheric muon background set was simulated as
a cross check, using standard IceCube simulation tools and the CORSIKA air shower
generator [89]. These studies demonstrated that the distance reach and average energy
determination are not strongly affected by the presence of the remaining atmospheric
muon background. Some improvements to these results should be possible by using the
realistic description of the detector, particularly by including the outer detector layers
that act as a veto.
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The detector sensitivity can be characterized by the effective volume for positrons per
optical module Veff(e
+) = Ndetected/n(e
+), where Ndetected is the number of detected hits
in each optical module for a given coincidence condition. The energy-dependent density
of positrons from neutrino interactions in the ice is denoted by n(e+). Table 8 summa-
rizes these effective volumes, assuming an average neutrino energy 〈Eν¯e〉 = 12.6 MeV.
The numbers are provided for IceCube, DeepCore and the truncated 20 × 60 PINGU
geometry, imposing various coincidence criteria. Clearly, PINGU provides substantially
larger coincidence probabilities than IceCube.
Detector single nearest triple
hit neighbor coincidence
IceCube 583 m3 0.6 m3 0.0002 m3
DeepCore 767 m3 2.7 m3 0.03 m3
PINGU (20× 60) 912 m3 4.4 m3 0.11 m3
Table 8: Effective volumes for positrons Veff(e
+) per optical module for various coincidence conditions in
IceCube, DeepCore and the truncated PINGU 20× 60 geometry, assuming 〈Eν¯e〉 = 12.6 MeV.
In the second study, low energy supernova neutrinos were injected in each detector ge-
ometry (IceCube, DeepCore, and the 40 × 96 PINGU geometry) with levels responding
to an O-Ne-Mg, 8.8M supernova [90] at 10 kpc. The collective hit rate throughout the
entire detector is compared to the expected non-Poissonian noise levels, generated with
the detector noise model. The significance, calculated as the collective rate excess per
DOM, ∆µ, divided by its measured uncertainty σ∆µ, is approximately proportional to the
square root of the total number of optical modules within the detector (see Fig. 36). For
statistically independent DOM rates, it should be distributed according to a Gaussian
with unit width4, such that its value corresponds to the number of standard deviations
from the null hypothesis of no signal.
4.2.3. Determination of the average neutrino energy
The methods described above search for supernovae by examining the collective hit rate
within the detector. This method provides a large target but very little information
is obtained from the events. A second method considers coincident hits from events
occurring very close to the strings [91]. This method reduces the effective volume of the
4In practice, statistically correlated hits introduced by atmospheric muons cannot be fully removed,
leading to a widening of the distribution.
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Figure 36: Significance as a function of distance for an O-Ne-Mg, 8.8M supernova [90]. The sensitivity
of the 40 × 96 PINGU geometry is compared to the standard IceCube geometries. For reference, the
positions of the Milky Way and the Magellanic Clouds are indicated. Note that a trial factor is not
included.
detector, but may provide more information about the events themselves, and the average
neutrino energy could be determined in IceCube with MeV resolution for a supernova at
10 kpc. The energy dependence becomes stronger when the optical modules are closer
together yielding a higher rate of coincidences. It has previously been demonstrated that
sub-MeV resolutions for dense core detectors [87, 92] can be achieved.
The relative precision of the energy determination is depicted in Fig. 37 as a function of
distance and average energy. To be most conservative, flux, energy, and spectral shape
were taken from the collapse of an O-Ne-Mg 8.8M progenitor star, the lowest mass
progenitor known to undergo a core collapse. We also assume the conservative case of the
truncated (20× 60) PINGU geometry.
4.2.4. Providing a measure of the spectral shape
Different coincident hit modes (e.g. multiple hits on single DOMs or between neighbors)
show distinct differences in the neutrino energy dependence [93]. These can be used to
characterize the spectral shape of the neutrino emission, in addition to the determination
76
Preliminary
IceCube 5 kpc
Preliminary
PINGU 20 kpc
PINGU 10 kpcPINGU  5 kpc
Figure 37: Comparison of the precision on the determination of the average neutrino energy in (left)
IceCube and (right) the truncated PINGU 20× 60 geometry for a supernova at 20 (black), 10 (blue) and
5 (red) kpc distance.
of the average energy. Assuming a neutrino spectral shape parametrized with three pa-
rameters (the luminosity Lν , the average neutrino energy 〈Eν¯e〉 and a shape parameter
α [94]) and using single, double and triple coincident hit modes in a χ2 fit, 〈Eν¯e〉 and α
can be extracted simultaneously.
A scan of the parameter space for a simulated supernova at 10 kpc distance is shown
in Fig. 38 as function of average energy and α for IceCube and PINGU. The color scale
indicates the log10(χ
2) value for the parameter values tested. Note that α and 〈Eν¯e〉
are almost degenerate. The increased rates at higher hit modes in PINGU lead to a
substantially smaller uncertainty on the parameters.
4.2.5. Conclusions and outlook
PINGU will enhance IceCube’s ability to detect and interpret very low energy (Eν ∼
15 MeV) neutrino bursts from supernova explosions. Taking IceCube and DeepCore
together with the 40×96 PINGU geometry, the galactic supernova sensitivity will increase
by approximately
√
2 when compared to IceCube alone. The greatest benefit comes
from the improved determination of the average supernova neutrino energy provided by
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Figure 38: Combined determination of the average neutrino energy and the spectral shape parameter α
for IceCube (left) and PINGU (right) using a χ2 method. The input value (〈Eν¯e〉 = 12.6 MeV, α = 2.84)
is denoted by a star.
PINGU’s closer module spacing. The average energy will also be measured roughly a
factor of five better than with IceCube. As shown with the truncated 20× 60 geometry,
PINGU would also allow us to determine the spectral shape, once the average neutrino
energy is known. A PINGU geometry with significant increase in the module density will
improve this result.
Lowering the PMT noise rates will be an important ingredient for the detection of super-
novae in neighboring galaxies in an envisaged low energy, multi-megaton future detector
succeeding PINGU. Very low noise rates could be achieved by collecting light with wave-
length shifters read out with highly sensitive PMTs with a small cathode area. Extending
the accepted wavelength range down to 200 nm by using fused quartz windows would
increase the detection efficiency by a factor of approximately 2.7 (weighted for the optical
module sensitivity and the 1/λ2 dependence of the Cherenkov photon flux). The PINGU
deployment may allow us to test these technical improvements by deploying prototype
modules as discussed in Sec. 5.4.3.
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4.3. Dark Matter
4.3.1. Motivation
Observational evidence indicating the existence of dark matter can be obtained at a wide
variety of scales, from the motion of stars to imprints on the cosmic microwave background
(CMB) [95, 96, 97]. Many dark matter candidates could be indirectly detected through
the observation of particles created in dark matter self-annihilations. The search for
neutrinos created as part of these annihilations is of particular interest, since neutrinos
can be used to probe the properties of the dark matter, including its self-annihilation and
nucleon scattering cross-sections. One of the attractive candidates for this dark matter
is the Weakly Interacting Massive Particle (WIMP, denoted by χ). This candidate arises
naturally in many theories beyond the Standard Model of Particle Physics developed
to explain the origin of electroweak symmetry breaking and solve the gauge hierarchy
problem [97]. Although we will use the terms “WIMP” and “dark matter candidate”
interchangeably in the rest of the section, the reader should note that there are other
scenarios that provide viable non-WIMP dark matter candidates [98, 99] with similar
signatures in neutrino telescopes.
Given that they interact gravitationally, WIMPs could be captured in the Sun (after scat-
tering off nuclei), accumulate, and self-annihilate producing a flux of neutrinos. Under the
assumption of equilibrium between WIMP capture rate (ΓC) and annihilation rate (ΓA) in
the Sun, ΓA depends only on the total scattering cross-section. Since the Sun is primarily
a proton target, strong constraints can be derived on the spin-dependent WIMP-proton
scattering cross-section (σp,SD) by measuring a neutrino flux from the Sun. IceCube has
set the world’s best limits on this process for WIMP masses above 50 GeV [100].
Searches for dark matter annihilation signals in the Milky Way can be used to test the
thermal average of the WIMP annihilation rate, which is the product of the annihilation
cross-section and the relative velocity of WIMPs averaged over the velocity distribution,
〈σAv〉. IceCube has set tight constraints on 〈σAv〉 with searches for signals from the
Galactic halo [101], Galactic Center [102], and dwarf spheroidal galaxies and clusters of
galaxies [103, 104]. These results improved upon theoretical predictions [105, 106].
The lowered energy threshold of PINGU will allow the enhancement of current searches
to test WIMP masses that are below the IceCube detection threshold. WIMP scenarios
motivated by DAMA’s annual modulation signal [107] and isospin-violating scenarios [108]
would also be testable.
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4.3.2. Limit Calculation
The primary WIMP annihilation spectrum is model-dependent, hence we consider two
extreme benchmark scenarios, where WIMPs annihilate exclusively to τ+τ− and bb¯. The
first case results in a “hard” neutrino spectrum, while the second case leads to a “soft”
spectrum with lower average neutrino energy. One can expect that a general model with
a mix of various annihilation channels will be bracketed by these two extrema.
4.3.3. Experience from DeepCore
The most recent IceCube Solar WIMP analysis [100] searched for signal neutrinos originat-
ing from potential WIMP masses ranging from 20 GeV to 5 TeV. Within this mass-range,
signal events can have very different event topologies in the detector. To accommodate
all expected event topologies within one single analysis, the full dataset is split into three
independent, non-overlapping event selections that were later combined. The first divi-
sion is into two seasonal data streams, “summer” and “winter”, when the Sun is above
and below the horizon at the South Pole, respectively. The winter dataset is then further
divided into a low-energy and high-energy sample. During the summer period, downward-
going events are selected that interact inside DeepCore to reduce the atmospheric muon
background. The winter high-energy event selection has no particular track-containment
requirement, selecting upward-going muon tracks. The low-energy counterpart is focused
on upward-going starting or fully-contained neutrino-induced muon tracks inside Deep-
Core.
The inclusion of DeepCore thus allowed the search to be extended to the austral summer
when the Sun is above the horizon and expanded the WIMP mass reach from 50 GeV
to 20 GeV, which was not accessible to previous IceCube searches [100]. With its lower
energy threshold, PINGU will allow further extension to even lower WIMP masses.
4.3.4. Solar WIMPs
Building on the experience gained with DeepCore analyses, we utilize the lowered energy
detection threshold of PINGU to significantly improve the sensitivity for WIMP masses in
the range between 5 and 50 GeV. We perform a straightforward event-based Monte Carlo
(MC) study, using the 26×192 PINGU geometry (see Table 1). The datasets are identical
to those used in the atmospheric neutrino studies, described in Sec. 3.1.1. In contrast to
previous IceCube WIMP searches where we relied solely on the track channel produced by
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muon-type neutrino CC interactions, here we include all neutrino flavor channels taking
advantage of PINGU’s directional reconstruction capability for cascades. PINGU will also
offer the potential to use energy spectral information [109], however to be conservative
it is not used for the calculation of the sensitivity. This study focuses on the low-mass
WIMP range and considers only events that interact inside the PINGU volume.
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Figure 39: Sensitivity of the 26 × 192 PINGU geometry to σp,SI (left figure) and σp,SD (right figure)
for hard (solid lines) and soft (dashed lines) annihilation channels over a range of WIMP masses for a
livetime of three years. The sensitivities are compared to the present IceCube limits [100] and limits from
Super-K [110].
In accordance with the assumptions in Sec. 3.1.1, the down-going atmospheric muon
background is assumed to be reduced to a negligibly small level, so that the background
consists only of atmospheric muon neutrinos, which are generated following the flux model
in [44]. The background at final analysis level from solar atmospheric neutrinos (those
neutrinos generated in the atmosphere of the Sun) has previously been calculated to be
of order one event in 317 days of data [100], and is consequently not included.
All signal simulations are made with DarkSUSY [111] and WimpSim [112], which describe
the capture and annihilation of WIMPs inside the Sun and the consequent production
and propagation of neutrinos from the core of the Sun to the detector, including three-
flavor oscillations and matter effects. The expected neutrino signal flux from WIMP
annihilations in the Sun is calculated by weighting the simulated neutrino events with
the WIMP channel dependent neutrino spectra obtained from DarkSUSY. The zenith-
dependent Sun position throughout the year is taken into account.
In the absence of signal, we estimate the 90% C.L. median upper limit µ90s on the number
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of signal events, given nbg, following [113]. The limit on µ
90
s is compared to ns, which
was calculated for ΓA = 1 s
−1, to derive the 90% C.L. limit on ΓA for each WIMP model.
Limits on ΓA are then converted into limits on the spin-dependent (σp,SD) and spin-
independent (σp,SI) WIMP-proton scattering cross-sections using the method from [112].
Figure 39 shows the calculated sensitivities as a function of WIMP mass for the soft
(dashed) and hard (solid) annihilation channels obtained in this study. Additional ideas
to further advance this search are discussed below.
4.3.5. Galactic Center WIMPs
The expected differential neutrino flux from dark matter annihilations at the Galactic
Center (GC) is proportional to the differential neutrino multiplicity per annihilation, dNν
dE
,
and the line of sight integral over the square of the dark matter density at an angle of ψ
from the GC, J(ψ) [105].
Searches for dark matter self-annihilations in the GC have been performed by IceCube
using the NFW dark matter density profile [114] as a benchmark. The first GC analysis
used the partially instrumented 40-string IceCube detector, probing 〈σAv〉 for WIMP
masses down to 100 GeV for several annihilation channels [102]. The two most recent GC
analyses use the almost-completed IceCube detector (comprised of 79 strings), including
DeepCore [115]. The sensitivity to 〈σAv〉 in the GC was improved by up to four orders
of magnitude for WIMP masses of 100 GeV (τ+τ−) compared to the previous IceCube
40-string analysis. For PINGU an even lower energy threshold in the sub-10 GeV region
is expected.
The GC, in the southern hemisphere at −29◦ declination, is a challenging target for
IceCube due to the high rate of down-going atmospheric muon background events. Veto
methods against atmospheric muons [115], developed for the most recent IceCube 79-
string GC analysis, significantly improved the sensitivities of analyses focused on low-
energy events in the southern hemisphere. This turns IceCube into an efficient 4pi detector
for indirect dark matter searches. These methods reject muon background while retaining
low energy starting events inside a fiducial region, and make it feasible to achieve an event
selection with an adequate neutrino purity for PINGU.
The sensitivity to 〈σAv〉 for a GC analysis for WIMP masses between 5 and 30 GeV
with PINGU is derived in a straightforward event-based MC analysis. This analysis
is very similar to the study described in Sec. 4.3.4. In contrast to the solar WIMP
analysis, where a perfectly efficient atmospheric muon veto was assumed, we use the
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Preliminary
Figure 40: Sensitivity of the 40 × 96 PINGU geometry to 〈σAv〉 for direct annihilations into neutrinos
over a range of WIMP masses for a live-time of one year. In light of the results presented in Sec. 3, for this
signature we expect the 40 × 96 and 26 × 192 geometries to perform comparably well. The sensitivities
are compared to limits from the IceCube 40-string analysis [102] and the sensitivities of the most recent
IceCube 79-string GC analyses [115].
level of atmospheric muon background in the IceCube 79-string GC analysis (neutrino
purity of 10% at final analysis level). This provides a conservative sensitivity estimate
for PINGU. As for the solar WIMPs, we assume a live-time of one year, the 40 × 96
PINGU detector geometry, and WIMP annihilations into neutrinos for this study. The
resulting neutrino line spectrum yields approximately equal numbers of neutrinos and
anti-neutrinos of all flavors after annihilation and neutrino oscillations. We consider
muons produced through CC interactions as the only signal-detection channel for this
conservative study (all-flavor prospects are discussed below). The number of signal and
background events are calculated in a cone around the GC with a half-opening angle
of 10◦ by weighting the simulated neutrino events according to the expected signal and
atmospheric neutrino background flux respectively. The number of expected atmospheric
muon background events (nbg,µ) are added to the atmospheric neutrino background (nbg,ν)
with expected purity to determine the total background (nbg).
Using the statistical method as described in Sec. 4.3.4, we derive the 90% C.L. limit on
〈σAv〉 for each WIMP model. Figure 40 shows the calculated sensitivities as a function
of WIMP mass for the direct neutrino annihilation channel obtained in this study. The
blue shaded areas indicate the expected range of sensitivity which could be obtained with
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improved analysis techniques. Here, the expected range of sensitivities is driven by the
remaining contribution of atmospheric muons to nbg. Consequently, the most optimistic
range of the blue shaded area assumes a more efficient atmospheric muon veto (perfect
muon veto in the limit).
4.3.6. Outlook and conclusions
With one year of data, PINGU will be able to test direct detection claims of signals in the
spin-independent region using dark matter annihilations in the Sun with hard neutrino
spectra. The search for neutrinos from dark matter annihilations in the Sun will provide
an independent method to test the longstanding anomalous annual modulation signal
from DAMA/LIBRA [116, 107]. PINGU will also probe a region of parameter space
that is intrinsically difficult to access in direct detection and has often resulted in excess
events in searches, such as CoGeNT [117, 118], and the silicon data from CDMS-II [119]
(CDMS-Si), as well as being able to test for dark matter annihilations near the Galactic
Center.
The PINGU sensitivities discussed here are based on standard analysis methods utilized
in IceCube, which have been kept intentionally simple. The results presented are therefore
conservative, since PINGU offers the possibility of applying analysis methodologies that
go beyond what we have used thus far in IceCube and DeepCore. These include a more
precise definition of contained and partially-contained events, a better energy estimation
from the measured track length allowing us to use spectral information, and particle
identification, each of which can potentially confer greater sensitivity to dark matter.
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5. Instrumentation
5.1. Introduction
In this section we present initial design considerations for PINGU sensors, down-hole
cables and the drill. Experience gained with IceCube is leveraged in many instances to
reduce design effort and mitigate risk. At this stage in the design process, several possible
sensor ideas are being pursued. While simulations based on IceCube DOMs enable us to
perform detector studies using existing IceCube Software infrastructure, improved sensor
designs are expected to provide better performance at lower cost. We note the cable and
drill designs are not strongly dependent on the sensor design.
5.2. Sensor Configuration
As described in Sec. 2.2, an initial detector design consists of 26 strings with 4992 sensors
(PINGU Digital Optical Modules, or PDOMs) deployed within the DeepCore section of
the IceCube volume (Fig. 4), at depths of 2150-2450 m. Following the design of the
IceCube/DeepCore DOM [120], each module houses a 10-inch diameter high-quantum-
efficiency PMT along with electronics to operate the PMT, send digitized signals to the
surface, and perform calibration tasks.
5.3. Optical Sensor Design
Figure 41 shows a sketch of the PDOM, whose external components (glass sphere, cable
penetrator, connector, etc.) are essentially identical to that of the IceCube DOM. In-
ternal components (PMT, optical gel, etc.) would also be similar. IceCube experience
demonstrates the robustness of the DOM design: of the 5160 IceCube DOMs deployed at
depth, 98.4% were operable after this critical phase, with only 0.4% failing in subsequent
long-term operation.
As shown in Fig. 42, the PDOM has a single “Main Board” containing electronics respon-
sible for waveform digitization, control, and communication with the surface. Modules on
this board reproduce most of the functionality of the original DOM Main Board, which
cannot be identically recreated because several of the key parts are obsolete and unavail-
able. The new design is simplified and uses modern electronic technology to reduce cost,
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Figure 41: PINGU Digital Optical Module (PDOM).
power and board space. The previous multi-channel analog circuitry and custom digitiz-
ers are replaced by a single commercial ADC chip, with triggering and data processing
handled by a more capable FPGA-based processor. All triggered waveforms are sent to
the surface after suitable compression, allowing the new design to omit complex circuitry
and in situ interconnections previously used to detect local coincidences between modules.
As now found in IceCube modules, PMT waveforms will be digitized and deconvolved into
individual photoelectron signals as needed; the new design will allow the deconvolution
to be done before transmission of data to the surface.
Simplification of the Main Board’s design will reduce component count, complexity, and
overall cost. The previous design also included an analog delay board to allow for trigger-
ing the custom waveform digitizers after detection of a PMT pulse. This is not needed in
the new design because the continuously-digitized PMT output is buffered in the FPGA
while threshold crossings are detected digitally.
New PDOM firmware is being written as part of the Main Board redesign. The code
preserves the original structure and communications protocols as much as possible, en-
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Figure 42: Functional block diagram for data acquisition in the PDOM, focusing on the Main Board.
suring a high level of compatibility with existing modules in the IceCube data acquisition
system.
Figure 43 shows first-revision hardware for the PDOM high voltage system. The High
Voltage Divider (HVD) board provides the high-voltage resistive bias and output signal
coupling networks for the PMT, while the High Voltage Supply (HVS) board provides a
simple analog interface for controlling and monitoring the system’s high voltage setting.
The design utilizes a miniaturized high voltage DC-DC converter module, which is capa-
ble of supplying a maximum 2 kV output voltage while consuming only 125 mW under
the HVD’s nominal 130 MΩ load. The total ripple injected into the PMT’s output signal
by the high-voltage system has been measured as <10 µV. These new designs hew closely
to the proven high-voltage design strategies of operating IceCube DOMs, while also em-
ploying recent advances in passive component technology to increase voltage de-ratings
and improve manufacturability.
A prototype design for the PDOM’s on-board digitizer, called the Digitizing Daugh-
ter Card (DDC), is shown in Fig. 44. At the heart of the DDC is the Texas Instru-
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Figure 43: The prototype Gen2-DOM HVD (left) and HVS (right) boards.
ments ADS4149, a 14-bit, differential ADC, configured to sample at its maximum rate of
250 Msps. The DDC also employs an Analog Devices ADA4930 fully differential amplifier
for the dual purposes of single-ended to differential signal conversion, and signal shaping
for optimal identification of single photoelectron pulses. Various other bits of circuitry
(e.g., an anti-aliasing filter, a baseline offset adjustment circuit, an external trigger cir-
cuit, and digital expansion headers) are also included on the DDC. Figure 44 also shows a
measurement of the DDC’s baseline distribution with its input terminated to 100 Ω. The
measured ∼1.4 RMS error in ADC counts is very close to the manufacturer’s ∼1 RMS
error specification for typical ADS4149 transition noise.
The DDC is controlled and read out by the Terasic Inc. System-on-a-Chip Development
Kit (SoCKit). The SoCKit utilizes Altera’s Cyclone V SX-series FPGA, a 110K logic
element FPGA which includes a built-in ARM Cortex-A9 hard processor. The DDC
connects to the SoCKit via Samtec’s High Speed Mezzanine Connector (HSMC). Figure 45
shows a block diagram representation of the firmware which was developed to read out the
DDC. The ADC-FPGA Interface module divides the incoming Double Data Rate (DDR)
250 Msps ADC data stream into four parallel Single Data Rate (SDR) streams, each
running at 62.5 Msps. Dividing the data stream in this way allows the design to easily
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Figure 44: The DDC and SoCKit (left) and a measured baseline distribution (right).
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meet all synchronous timing requirements, while making only modest tradeoffs in resource
utilization and design complexity. The Trigger and Pipeline module examines the data
stream for the occurrence of any of a number of user-programmable trigger conditions,
signalling the ADC FIFO Control module to begin filling the ADC FIFOs with event
data when the active trigger condition is satisfied. A 48-bit timestamp generated by the
Local Time Counter module is also stored with each event. Data on the output side of
the ADC FIFOs are sequentially re-ordered by the Processor Event FIFO Control module
and presented to the FPGA’s processor for formatting and transmission to the user.
The prototype hardware described above was combined to make an early test setup, as
shown in the block diagram of Fig. 46. This test setup was used in order to exercise all
prototype electronics elements according to their expected end use, and also to begin to
characterize overall system performance. An IceCube R7081-02 Hamamatsu 10-inch PMT
was mounted on the HVD, and the resulting assembly was placed in a dark box. The
PMT’s anode signal was read out by the DDC. High voltage was supplied to the PMT
assembly from the HVS, which was controlled by the SoCKit with all control signals
routed through a DDC expansion header. The high voltage setting was tuned for a PMT
gain of ∼107. Single photoelectron pulses were stimulated in the PMT by drving an
LED with a pulse generator whose amplitude and width settings were adjusted such that
only ∼1/50 pulse generator triggers resulted in a signal at the PMT’s output. A second
channel of the pulse generator was connected to the DDC’s external trigger input in order
to force coincidental triggering and readout.
Figure 47 shows a typical single photoelectron waveform and the resulting charge distri-
bution of all events for which a 0.25 PE amplitude threshold was surpassed. The typical
SPE is seen to be easily distinguishable from the baseline noise, and the measured charge
distribution exhibits a relative width and peak-to-valley ratio similar to the characteristics
of typical DOMs being used by IceCube.
5.4. New Photon Detection Technologies
In parallel to the PDOM design described in Sec. 5.3, alternative optical modules are
also under active development. The focus of this development is to increase the photon
collection area, minimize the noise, and improve the time and directional resolution of the
optical module. Full detector simulations for PINGU and other detectors using the new
types of optical modules are currently being developed, focusing on the following two key
areas:
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Figure 46: Block diagram of the test setup for the prototype Gen2-DOM hardware.
Figure 47: A typical single photoelectron waveform (left) and the resulting charge distribution for the
run (right).
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Photon Collection Area: The energy and zenith resolutions of the detector will improve
with the count statistics of measured photons. To a good approximation, the total number
of emitted photons scales linearly with the neutrino energy.
Directional Sensitivity: Even though scattering dominates over absorption in the
Antarctic ice, the average scattering angle is small. The distribution of detected Cherenkov
photons therefore partially maintains its directional characteristics present at emission,
carrying important information about the direction of the emitting particle. This is es-
pecially true for distances that are comparable to the scattering length, as in PINGU.
Figure 48 shows the number of photons as a function of the angle between the direct,
unscattered Cherenkov path, and the impact direction on the optical module. For an
emitter-receiver distance of 14 m, typical for these events, it has been seen that the signal
is dominated by direct light. Thus optical modules with intrinsic directional resolution
can deliver additional input for event reconstruction. Even at a distance of 125 m some
of the directionality is preserved, in particular when considering the arrival time with
respect to that of a unscattered photon.
The installation of PINGU may allow for deployment of new photon detection instru-
ments that will improve the overall sensitivity to photons as well as potentially providing
additional information about the events themselves. Taking advantage of the proper-
ties of Antarctic ice (low temperature, low radioactivity, and little absorption above UV
wavelengths of 200 nm) the R&D efforts so far focus on two major directions:
• multi-PMT optical modules (e.g. mDOMs and D-Eggs, discussed below) with in-
creased photodetection sensitivity and directional information and
• low noise, UV-sensitive, wavelength-shifting modules (e.g. WOMs, also discussed
below) with large area but relaxed timing requirements.
While both approaches provide an enhanced photodetection sensitivity, the directional
information and precise timing of the mDOM and D-Egg may prove particularly ben-
eficial for accurate event reconstruction. The mDOM in particular may provide strong
advantages in the PINGU energy regime. The low noise and UV-sensitivity of the WOM
approach mostly promises a reduced energy threshold and improved energy resolution.
Beyond PINGU, these technologies may eventually be combined to exploit their comple-
mentarity.
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Figure 48: Number of Cherenkov photons from a bare muon track arriving at an optical module with a
given angle with respect to the direct, unscattered light path for different distances between the emitter
and optical module.
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5.4.1. Multi-PMT Optical Modules (mDOMs)
As discussed previously, the IceCube neutrino telescope uses optical modules consisting of
a spherical glass pressure vessel containing a single large-diameter PMT, as well as front-
end and digitization electronics. In contrast, multi-PMT optical modules [121], such as
those developed for the KM3NeT neutrino telescope in the Mediterranean Sea, house
arrays of many small PMTs and their read-out electronics. Such modules offer a number
of attractive advantages compared to the PDOM:
• increased photocathode area with almost uniform 4pi acceptance,
• improved event reconstruction and background suppression due to directional sen-
sitivity,
• improved photon counting due to segmentation of the photocathode area,
• local coincidence recognition for improved signal selection and background suppres-
sion, and
• superior timing without the need for magnetic shielding.
We adapted the KM3NeT multi-PMT concept by incorporating 24 three-inch PMTs in a
14-inch spherical glass housing with a short cylindrical extension suitable for deployment
in holes achievable with the IceCube drill equipment (Fig. 49a,b). The goal is to achieve
an overall price per cathode area at least as low as in conventional optical modules. The
status of the R&D and prototyping efforts is discussed below.
Housing: Unlike full glass spheres, spherical pressure vessels with a cylindrical extension,
required by the mDOM to accommodate the main electronics board, are not commercially
available in the appropriate form factor and pressure rating. Cooperation with a glass
vessel manufacturer (Nautilus GmbH) has resulted in a technical solution which, according
to the manufacturer specifications, fulfills the requirements. The pressure vessel consists
of two glass half-spheres which are extended at their equator with a cylinder of 27.5 mm
height (see Fig. 49b). The two segments will be joined centrally using beveled glass
surfaces and application of low pressure. Each hemisphere is able to house 12 three-inch
PMTs providing an almost uniform 4pi sensitivity in the full module (see Fig. 49c).
PMTs: At the time of this writing, three companies (Hamamatsu, ET Enterprises, HZC)
provide three-inch PMT prototypes that have been optimized for KM3NeT, including
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length (< 12 cm), and transit time spread (RMS < 2 ns). Their mushroom-shaped
entrance windows offer superior timing and 10 dynodes provide the required gain. For
the first mDOM prototype, the Hamamatsu R12199-02 model has been selected due to
its better form factor with respect to the dimensions of the pressure vessel.
Internal PMT Support structure: The PMTs (and possibly calibration devices) will
be suspended using a support structure that will also accommodate reflector rings around
each PMT. The reflector rings increase the sensitivity of the PMTs in the central ±50◦
direction by about 30%, thereby enhancing the directional sensitivity of the module sig-
nificantly. The support structure has to provide temperature resistance, limited shrinkage
due to pressure and temperature, negligible chemical reactivity with PMT glass and op-
tical silicon gel, low intrinsic radioactivity, and durability throughout the lifetime of the
experiment. The first prototypes of such a holding structure (see Fig. 49b) have been
produced by rapid prototyping (“three-dimensional printing”) by an external company.
For mass production, alternative, more cost-effective production methods are being in-
vestigated.
Readout electronics: The front-end readout electronics will be based on an extended
KM3NeT layout. The high voltage is generated on the PMT base with Cockcroft-Walton
circuitry designed by Nikhef [122]. For the digitization of the analogue waveform produced
by the PMT, two concepts are currently under investigation. In the baseline concept,
the waveform is split after amplification and passed to four discriminators with differ-
ent thresholds. The time-over-threshold signal from each discriminator is routed to an
FPGA on the main board where the leading and trailing edge times for each channel are
determined. In a more ambitious approach, the waveform is fed into a custom Application-
Specific Integrated Circuit (ASIC) currently under development, which incorporates 63
thresholds. The ASIC contains a 2N − 1 to N encoder which reduces the data to a 6-bit
output word. Processing of the output corresponds to that of the baseline concept. In
the ASIC scheme, the larger number of thresholds allows for a detailed sampling of even
complex waveforms. The target for the total energy consumption of the mDOM is < 3 W.
Current project status: The design of the pressure vessels has been finalized. First pro-
totypes have been delivered and will undergo pressure tests. Three-inch PMT prototypes
from Hamamatsu are on hand and will be incorporated in the first mDOM prototype. A
climate chamber is available to measure properties crucial for the use in deep ice, such
as the dark rate, under realistic conditions (down to −50◦C). A first design of the PMT
support structure has been developed and a prototype manufactured. Work on the de-
sign of the PMT base incorporating the pre-amplifier and time-over-threshold circuitry
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Figure 49: Rendering (a) and exploded view (b) of current mDOM design. (c) mDOM effective area for
a plane wave front as a function of its zenith and azimuth angle simulated at 470 nm, quantum efficiency
not included.
(both discrete and ASIC) are progressing. Simulations are currently underway to address
the optical properties of the module including the signature of optical background from
radioactive processes in the glass and the impact of the utilization of mDOMs on the
physics performance of PINGU.
5.4.2. Dual optical sensors in an Ellipsoid Glass (D-Egg)
The existing IceCube DOMs have a proven record of very high stability. Each DOM
carries a 10-inch PMT (Hamamatsu R7081-2) which looks downwards into the ice. The
D-Egg design is based on the successful technology of the current IceCube DOM but
housing two 8-inch PMTs (Hamamatsu R5912-100) with one looking up and one looking
down. The improved aspects of this setup will be detailed here.
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Figure 50: The D-Egg schematic: the height of the glass vessel is 534 mm and its diameter at the equator
is 300 mm.
Housing: The glass housing of the D-Egg has been optimized to ensure the best optical
performance while preserving the mechanical strength necessary to withstand the pressure
stresses to which it will be exposed. The mechanical strength of the glass housing has
been tested up to 70 MPa, which is higher than the greatest pressure observed during the
freeze-in process of the current IceCube strings.
The thickness of the glass varies with latitude, being thicker at the housing’s equator and
thinner at its poles. The diameter of the D-Egg at the equator is 300 mm, which is 30.2 mm
less than the current IceCube DOM. This will reduce the drilling costs by allowing for holes
with smaller diameter (and therefore less fuel). Figure 50 shows the existing components
of the D-Egg. The electronics and digital outputs are under development and are based
on modifications of the PDOM designs.
Improved sensitivity to UV photons: The transmittance of the glass for UV photons
has been improved compared to the current IceCube glass. For instance 40% of 350 nm
photons are absorbed by the current IceCube glass while over 95% of vertical photons
pass through the D-Egg glass at the pole. A comparison of the transmittance of the glass
and the gel is shown in Fig. 51.
The quantum efficiency (QE) of the PMT has also been improved and is shown together
with the transmittance of the glass in Fig. 51. At λ = 380 nm, the QE of the 8-inch
D-Egg PMT is increased from 25% to ∼ 33% compared to a standard IceCube PMT.
It can be inferred that the acceptance of UV photons at λ = 320 nm is limited by the
quantum efficiency of the PMTs. The photon detection probability of the D-Egg (with
glass and gel) has been measured in a freezer with five LEDs of wavelengths 340, 365,
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Figure 51: The photon detection efficiency is determined by the glass, gel, and PMT. The transmittance
of the glass and gel and the QE of the PMTs for the D-Egg and IceCube DOMs are shown as a function
of wavelength.
470, 520, and 572 nm. The result is compared to GEANT4 simulations which take into
account the absorption of the glass and the gel, the geometry of D-Egg and the properties
of the PMTs (Fig. 52).
The QE measured by Hamamatsu has been corrected by the charge response of ∼ 90%
and compared to simulations of the bare PMT. More measurements are planned to verify
the simulations, especially at UV wavelengths and at different photon-incident angles.
Compared to the current IceCube DOM, the detection efficiency of photons at 350 nm
has been increased by almost a factor of two.
4pi-coverage of acceptance: The D-Egg has two PMTs covering 4pi solid angle of
the detection volume. This is important in the case of vetoing down-going muons. It
also provides directional information of the incoming photons and potentially could help
reconstructing events which are cascade-like. Detailed studies are in progress.
The geometric and optical properties of the D-Egg have been implemented in GEANT4 [19].
Photons of wavelengths 300 nm to 650 nm are simulated in circular beams with a diameter
of 0.534 m, which is the height of the D-Egg. The quantum efficiency of the PMTs has
also been included in the simulation. Photon beams are then injected and rotated from
the bottom to the top of the optical module. The effective areas of the D-Egg and the
IceCube DOM at different wavelengths and photon angles are shown in Fig. 53.
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Figure 53: The effective area of the current IceCube DOM (a) and the D-Egg (b). The optical properties
of the glass and gel have been implemented in GEANT4 simulations. The PMT simulations include
the charge response correction and the quantum and collection efficiency. Each point scales with the
probability of a photon of a certain wavelength and zenith angle being converted to a photoelectron.
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The IceCube DOM has greater sensitivity to photons arriving from below while the D-Egg
has nearly isotropic sensitivity to photons from all angles. At 340 nm, the effective area of
the D-Egg integrated over all angles is ∼ 4 times the effective area of the IceCube DOM.
The assembly of a complete D-Egg is expected in 2017 including the final version of the HV
divider board and signal readouts. The performance of 8-inch PMTs with transformer-
based or capacitor-based HV boards is being tested in a freezer at −45◦C.
5.4.3. Wavelength-Shifting Optical Modules (WOMs)
One way to improve the photo-collection efficiency of the photodetectors is through the
use of wavelength-shifting and light-guiding materials to concentrate the light from a large
area onto one or a few PMTs with small photocathode area. The goal of this R&D project
is to provide modules with the following properties:
• very low noise rates on the order of 10 Hz,
• high UV sensitivity,
• large geometric acceptance and module sensitivity,
• long term stability,
• no necessity for magnetic shielding, and
• adequate timing resolution.
The essential idea of the WOM is to increase the sensitive area of a PMT by using passive
components that act as light collectors and concentrators, as illustrated in Fig. 54. The
use of cigar-shaped modules maximizes the photon collection area that can be deployed,
for modules produced at a price per photosensitive area that is lower than that of standard
optical modules. The dimensions are mainly limited by the requirement to safely with-
stand high pressure and be handled easily. With a larger photo-detection efficiency, the
resulting geometry can provide a more elongated module that has a significantly smaller
diameter, allowing a decrease in the hole size and thus yielding another significant cost
reduction. Except for the readout electronics, all components for a first prototype have
been produced and are currently evaluated with the results discussed below.
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Figure 54: Schematic drawing of the Wavelength-shifting Optical Module (left) and a prototype illumi-
nated under UV light (right). Converted light guided in the cylinder is focused onto the PMT by an
adiabatic light guide (within the holding structure).
Housing: In order to provide sensitivity at wavelengths below 300 nm and suppress
noise arising from radioactivity in the glass, quartz tubes of suitable dimensions have
been investigated. An R&D project with the glass vessel manufacturer Nautilus GmbH
resulted in a technical solution designed to withstand pressures of 68 MPa, significantly
larger than what is expected during the freeze-in process. The final design specs of 9 mm
thickness, 114 mm diameter, and 1200 mm length (with hemispherical borosilicate end
caps) are a compromise with weight, achievable dimensional accuracy and cost taken into
consideration.
In total six modules were fabricated. One module has been successfully pressure-cycled
multiple times to a pressure above 34 MPa. The optical transparency was measured
on smaller samples from the same production batch and shows excellent transmittivity
for wavelengths larger than 290 nm, and & 20% transmittivity down to a wavelength of
215 nm.
Wavelength-shifting cylinder: A wavelength shifting and light-guiding cylindrical
tube, with a diameter to allow for only a small air gap between the tube and the pressure
vessel, provides the optimal geometry for light collection and concentration. In order to
enhance the performance towards the UV, transparent tubes are coated with a thin film
containing fluorescent dye. Cherenkov photons, peaking in the UV, are absorbed and re-
emitted isotropically in the dye at a larger wavelength. Of these photons, a large fraction
(up to 75%) are guided towards the ends via total internal reflection. The dye is applied
as a thin (few µm) film on cast PMMA tubes through a dip-coating technique, resulting
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in high light yield, durability and long-term stability.
PMT and readout: On both ends of the tube, the light is guided to the spherical
surface of a PMT through adiabatic light guides. In principle, the minimum diameter
of the PMT is determined by the wall thickness of the light-guiding tube, however the
selection is limited by the availability of small PMTs with sufficient gain to detect single
photo-electrons. For the current prototype, we use the same 3 inch Hamamatsu PMT
(R12199-02) with a peak quantum efficiency of 25% at 390 nm that is evaluated for the
mDOM concept (c.f. §5.4.1). The dark-noise rate of this PMT has been measured to be
. 30 Hz over the full temperature range of interest from −50◦C to −10◦C. The readout
electronics for the PMT will be based on those developed for the PDOM (c.f. §5.3), but
altered to match the smaller dimensions of the housing.
System performance: Different wavelength-shifting materials have been tested in lab
measurements as candidates for use in such a sensor, and their photon capture efficiency
(including conversion and light-guiding) has been measured. Best results have been ob-
tained with a dye that is made from a mixture of different wavelength shifters in the
same polymer matrix. For the prototype, we use a PEMA-matrix (Paraloid B72) with an
admixture of 0.6%w of 1,4-Bis(2-methylstyryl)benzol (Bis-MSB) and 1.2%w p-Terphenyl
(pT) as active ingredients. Photon capture and transport efficiencies well above 20% and
as high as 50% have been achieved in this configuration, depending on the dye concen-
tration, surface quality of the coating and other factors. Figure 55 shows the Cherenkov
spectrum-weighted effective photosensitive area of the prototype module, including the
transparency of the pressure housing, the measured capture and transport efficiency and
the quantum efficiency, of the currently used PMT. In particular for short wavelengths,
the performance of the prototype built with readily available technology exceeds that of
modules currently used in IceCube. Stronger absorption and scattering of the UV-light
reduces the effect, resulting in the most notable gain for close-by horizontal events. For a
geometry with a 24 m string spacing, the average distance to the closest sensor is 7.2 m.
With the current design already outperforming the existing modules, in particular for
dense sensor geometries, future improvements are to be expected by increasing the light
capture and transport efficiency and a more optimal choice of PMT.
5.5. Cable
Sets of PINGU sensors will be deployed along a single cable similar to those used for
IceCube. These cables consist of multiple twisted wire quads, each of which serves power
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Figure 55: Left: Cherenkov spectrum weighted effective photo-detecion area as a function of incident
wavelength for the Wavelength-shifting Optical Module (WOM) and an IceCube high-QE module (DOM).
Absorption and scattering length in the ice a depth of 2400m are shown for reference. Right: Average
relative photoelectron yield from minimum ionizing muons compared to the PDOM as a function of
distance and zenith angle.
and communications for several sensors, a polymer core for structural support, and a
robust outer sheath. The PINGU sensor spacing motivates some changes to the cable
attachment configuration, but the electrical and mechanical specifications will be essen-
tially the same as for previous IceCube cables. This allows reuse of a proven engineering
solution, leveraging the IceCube project experience with procurement and verification of
this critical component.
Figure 56 shows how PDOM sensors could be attached to the down-hole cable. The
attachment of other sensor designs, such as the mDOM, would be similar. The cable
itself carries the load from the top of the PDOM chain, 2150 m up to the surface of the
ice. In the instrumented depth range, the load is carried alternately by short segments of
steel wire rope and the PDOM harnesses, with electrical cables secured alongside. The
main load is transferred from the down-hole cable to the steel rope by grips above the
topmost PDOM and at the bottom of the chain. These cable grips are like those used in
IceCube above and below every DOM, but the closer PINGU module spacing allows most
of them to be replaced by the simpler and lower cost steel rope hardware. The strings are
connected to the data acquisition computers via surface cables that run to the IceCube
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laboratory building.
With a lower power design and improved data compression, more sensors can be serviced
by each wire pair than in IceCube. As shown in Fig. 56, each group of four sensors is
serviced by one wire pair broken out from the main cable. This is compared with only two
DOMs per wire pair in IceCube. Another simplification of the cable design comes from
the omission of extra wires previously dedicated to detecting local coincidences between
modules hit, so that each breakout construction is much more straightforward. These
changes allow considerably more sensors to be deployed on each cable, reducing cable and
drilling costs and avoiding the need for redesign and attendant risk. The same advantages
apply to other sensor designs, such as the mDOM, D-Egg, and WOM.
5.6. Drilling and Deployment
PINGU strings will be deployed in holes drilled with an upgraded IceCube Enhanced Hot
Water Drill. Each hole is approximately 55 cm diameter and 2500 m depth, the same
as the original IceCube holes. The drill provides 5 MW of thermal power in the form of
a high-pressure (1000 psi) and high flow (200 gallons/minute) 90◦C water jet which will
melt ice to a depth of 2500 m in 30 hours. After drilling each hole, a string of modules is
deployed over a period of 10 hours and will be fully frozen-in after 3 weeks.
During the construction of IceCube, a highly trained crew of 30 drillers were able to drill
up to 20 holes in each South Pole construction season (Table 9). Key personnel from the
IceCube project and the South Pole support network remain active in hot water drilling
and will still be available for PINGU, leveraging their extensive experience to optimize
the required drilling time and effort. Existing equipment and procedures can be utilized,
including necessary refurbishment and replacement of some components, to complete the
construction of the 26-string PINGU within 1+2 seasons. As shown in Table 10, the first
season will be used for reassembly, staging and testing of the drill equipment, followed by
two for drilling and deployment.
The IceCube drill is a complex system with many components, with complete written
and video documentation of its operation. Following the last deployments in 2010–2011,
the system was winterized for storage and to facilitate reuse (Fig. 58). Major components
remain in IceCube/NSF stewardship, such as the hose reel, drill towers, and associated
structures. These represent significant engineering solutions and assembly efforts that
can be reused by PINGU. Heating plants, high pressure pumps, and water tanks remain
similarly available. Other components were allocated for use by other projects, of which
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Figure 57: Cross section of an Ericsson cable designed for a PINGU string. The outer diameter is 36 mm.
only some are still at the South Pole. A preliminary inventory of drill-related equipment
needing replacement has been made for PINGU cost estimation (see Sec. 9). To recom-
mission the drill system, PINGU will likely need to replace the main drill hose, cable reels,
electrical generators and distribution, the independent firn drill, and the Rodwell system
that supplies make-up water from melted snow.
Certain aspects of the drilling system will be upgraded for PINGU. In particular, improve-
ments are planned that will increase optical clarity of the refrozen ice near the deployed
sensors. In AMANDA and IceCube, it was found that light scattering is enhanced in such
refrozen ice [123] (or “hole ice”) modifying the DOMs’ angular response function and
complicating calibration and systematic error studies. The effect is most apparent for
near-vertical background muons, where downward traveling light can be scattered in the
upward direction and more easily strike the PMT photocathode (Fig. 59). Study of the
number and timing of photons in such events has resulted in a quantitative hole ice model
that is routinely used for simulation and analysis of neutrino events in IceCube. Subse-
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Season Strings deployed
2004-2005 1
2005-2006 8
2006-2007 13
2007-2008 18
2008-2009 19
2009-2010 20
2010-2011 7
Table 9: IceCube yearly records for drilling and deployment.
Season Special activities Strings Deployed
1 Drill Rebuilding and Staging, Firn Pre-drilling
2 Recommission Drill 6-10
3 Decommission Drill 10-16
Table 10: PINGU drilling and deployment schedule.
quently, a camera system was deployed in one IceCube hole and confirmed the scattering
visually [124].
The hole ice scattering is believed to be caused by dissolved gas that is released from the
solution as very small bubbles during the refreezing process. Glacial ice incorporates air
entrained with the snow from which it was slowly formed over thousands of years, but in
a clathrate solid form (the air is trapped within the crystal structure) that is optically
clear. The hole-refreezing process takes place over a much shorter time scale, apparently
causing the observed reduction in hole ice clarity. Supporting this view is the amount of
air measured in the original ice, about 600 mg/kg, and the solubility of air in cold water,
only 20 mg/kg at 1 bar. Drill circulation passes about two-thirds of the meltwater through
equipment at the surface, where much of the gas can escape, but the remaining one-third
still contributes 200 mg/kg to the final mix. During refreezing, the inward growing ice
phase can exclude this dissolved gas into the remaining liquid phase along the axis, where
the concentration thus increases until it reaches saturation even at the high pressures in
the hole (200 bar). At this point bubbles can be expected to form a reduced-transparency
core, consistent with the camera observations.
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Figure 58: IceCube drill components stored at South Pole, 2011.
For the surface tanks of the IceCube array (IceTop), a special degassing system was used
to ensure clear ice, but this degassing was not performed for water in the deep holes of
AMANDA and IceCube. For PINGU, the drilling operation will be modified so that the
instrumented region of the hole contains only water that has been brought to the surface
and degassed. Standard membrane degassing equipment will remove 85% of air dissolved
at atmospheric pressure, leaving only 3 mg/kg for return to the hole. By slowing the
drilling in the bottom 350 m of depth and then raising the drill head slowly while injecting
cold degassed water, gas-laden water will be displaced above the PINGU fiducial volume
while adding only a few hours to the drilling time. Additional filtering will also prevent
the introduction of mineral impurities from the heating equipment and their possible
precipitation. Possible ways to reduce ice fracturing through pressure reduction during
the refreeze are also under consideration. In this way the PINGU hole ice is expected to
be made effectively clear. Remaining light scattering near PINGU modules, as well as in
the bulk ice away from the holes, will be precisely calibrated by studies with LED beacons
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μFigure 59: Scattering of light by bubbles in hole ice near DOMs in IceCube. The photocathode is on the
bottom side of each DOM, indicated with a dashed curve.
and downgoing background muons (Sec. 7).
Deployment of sensors into PINGU holes will be similar to IceCube deployment, with some
modification for the use of steel wire rope between modules (Fig. 56). One AMANDA
string was successfully deployed with such steel rope, but the standard IceCube proce-
dure involved attachment of harnessed DOMs directly to the main electrical cable, with
installation of special grips for transferring the vertical load between harness and cable.
In PINGU, the chain of modules will be assembled and lowered by repeatedly adding
harnessed modules and steel rope links. This is done in an iterative process that supports
the already deployed section on a tethered hook while the next module or rope segment
is suspended above it from a chain hoist. After attachment of the new component, the
whole load is hoisted up slightly to allow detachment of the tether and then lowered a
few meters to allow attaching the new top to the tether. In synchrony, the main electri-
cal/support cable is lowered and secured appropriately to the module chain, along with
its breakout cable assemblies that connect to the modules. After the final module link
is deployed, support is transferred to a grip on the main cable and the assembly is then
lowered 2150 m into the hole. The equipment for handling the main cable, the enclosing
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structure, and procedural safeguards can all be reused from IceCube, giving confidence in
achieving a similarly successful operation.
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6. The Data Acquisition System
The IceCube data acquisition system (DAQ) is now a mature and well-understood com-
position of firmware and software components maintained by a team of IceCube scientists
and software professionals. In order to leverage the existing infrastructure, both the op-
tical modules will be designed in such a way as to be fully compatible with the IceCube
DAQ system.
6.1. Firmware and Software
As described in Sec. 5.3, PINGU modules, like their IceCube counterparts, trigger and
digitize PMT pulses autonomously. The digitization process is foreseen to be continuous
and the trigger formed digitally with logic in the FPGA. Triggered pulses will then be pro-
cessed by a deconvolution algorithm existing in firmware, software, or some combination
of the two running within the module. The algorithm will extract the underlying photon
pulse charge and local time stamp from the sampled waveforms and output the resulting
list of (charge, time) pairs to a memory buffer. The data volume of this representation of
the pulses is approximately ten times more compact than the uncompressed waveforms,
thereby dramatically increasing the effective buffer depth of the module and decreasing
the bandwidth requirements on the module-to-surface communications channel. The in-
formation content of these data objects will be made compatible with the stream output
by the IceCube DOM; the minimum needed to process the objects is an identifier of the
originating channel and a timestamp. Further information, such as charge, is optional and
may be used if available. To support these anticipated changes in the module hardware
design, the following new features will be implemented:
• module-specific digitizer hardware, including firmware-based trigger,
• firmware and software to perform in-module pulse deconvolution (under develop-
ment), and
• firmware to support the higher density of channels per wire pair relative to the
IceCube DOM (under development).
6.2. Integration of PINGU Channels into IceCube Surface DAQ
PINGU channels will be integrated into the IceCube data acquisition system as shown in
Fig. 60. The PINGU readout hub (StringHub) components are each connected to a string
111
of modules. They extract hit summaries (channel and time information, currently) from
the stream of data buffers sent by the modules and send them to a trigger unit. Each
trigger unit examines the stream of hits and identifies patterns of interest by sending
a trigger to the Global Trigger unit. The Global Trigger unit merges triggers from the
sub-detectors which overlap in time. A global trigger is then sent to an Event Builder
processor which requests the full readout data, including waveform information buffered
in the hubs, in time windows around the triggers, packaging this data into an event data
structure on disk.
The individual components, and their changes relative to IceCube entities are discussed
next.
6.2.1. Communications System and Readout Electronics
It is expected that between 4 and 8 modules will share a common copper pair connection
to the surface in order to reduce the cost and size of the surface-to-DOM cables relative
to the IceCube in-ice cable system. This is a two- to four-fold increase in the channel
aggregation and will require upgraded communications firmware. At the same time it
will be necessary to increase the density of the readout electronics in order to accommo-
date additional PINGU channels in the rack space available in the IceCube Computing
Laboratory. An improved readout system is currently being designed to meet these new
requirements of PINGU. The communications must be made compatible with existing
IceCube channels to allow for a uniform deployment of readout hardware across all chan-
nels. Despite this requirement, it will be possible, via advanced protocol-discovery during
the link negotiation phase, to encompass the improved communications protocol of the
PINGU channels using more robust phase-shift keying modulation techniques while still
supporting the baseband signalling currently used in IceCube.
In addition to data communication, the IceCube and PINGU data transmission protocols
are required to implement a mechanism for time translation between the local timestamps
in the IceCube and PINGU modules and the globally referenced time system UTC. In
IceCube this mechanism is known as RAPCal and is fully documented in [120]. The
corresponding solution for PINGU DOMs is currently under design with requirements
for the same or better time resolution with respect to RAPCal (less than 5 ns) which
loosens the cable crosstalk specification. With the above-mentioned phase-shift keying
modulation schemes, pseudo clock recovery can be implemented.
At the application level, the PINGU StringHubs should function nearly identically to
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Figure 60: Schematic representation of the integration of the PINGU modules into the IceCube data
acquisition system. At left are the modules (circles), an entire string of which are connected to data
collection processes running on the readout computers (grey boxes). In IceCube there are 86 such
entities corresponding to the deep ice modules and another 11 entities for the IceTop surface channels.
From software there is no limitation to the number of readout hosts in the system. The StringHub
readout processors forward module hit summaries to the trigger processors which may, upon detection
of an interesting hit pattern, request a readout of all hits in the detector in a given time window around
the trigger time. Trigger processors can operate on hits from both PINGU and the existing IceCube
and DeepCore DOMs in combination. Each global trigger results in an event being built by the Event
Builder. These events are then sent to the Processing and Filtering (PnF) farm at the South Pole for
initial reconstruction and data reduction.
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those of IceCube: each hub collects and buffers data, sending pulse hit summaries to
the trigger processors. The notable extension to the functionality concerns the tagging
of hits that are sent to the triggers. Due to past computing limitations in sending the
full 2.5 MHz rate of hits to the triggers, only hits tagged with “local coincidence” in the
ice are forwarded. This reduces the rate of hits resulting in triggers to approximately
50 kHz. Recent improvements in both the computing hardware and the IceCube DAQ
will support hit sorting and triggering at the expected aggregate PINGU hit rate, also
roughly 2.5 MHz.
6.2.2. Triggers
The DAQ layout depicted in Fig. 60 explicitly separates the PINGU trigger processor
from the IceCube trigger processor, providing a degree of isolation between the two.
Development of another trigger processor specific to PINGU is the only infrastructure
development foreseen at the DAQ level. These modifications are minimal and only involve
adding additional bookkeeping data structures to the trigger code. While existing DAQ
trigger algorithms can be re-parameterized and used in PINGU, new trigger algorithms
will also likely be developed to fully exploit the capabilities of the new subdetector. It is
also possible that the PINGU trigger could operate as one or more algorithms within the
In-Ice Trigger unit. This latter configuration has the advantage that a single trigger can
be formed from the combination of information from IceCube and PINGU channels.
6.3. Event Builder
The Event Builder interacts with the readout computers through a rather simple network
interface. The PINGU StringHub will implement this interface and thereby participate
directly in the event assembly process. As such, there are no customizations needed in
the Event Builder for PINGU deployment.
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7. Calibration
7.1. Overview
PINGU event reconstruction uses the timing, location, and amount of deposited light to
reconstruct the properties of the incident particle: position, time, direction and energy.
Accurate reconstruction relies on calibration of the timing (arrival time of photons at
the modules), geometry (module positions), photon detection efficiency (photosensor sen-
sitivity), and a model for the optical properties of the ice. The latter determines how
Cherenkov photons propagate through the ice from their creation until they are absorbed
or reach a module. Uncertainties in any of these measurements constitute the detector-
based systematic uncertainties in PINGU physics measurements. Other systematic errors
come from uncertainties in the atmospheric neutrino flux, including the energy spectrum
and zenith angle distribution, the atmospheric oscillation parameters ∆m2atm, θ23 and
θ13, the neutrino cross-section and branching ratios to specific final states, and the light
output from a given neutrino interaction final state. As shown in Sec. 3.4.1, the largest
impact in the neutrino mass ordering measurement is from uncertainty in the atmospheric
oscillation parameters.
Here we review the impact of detector-based uncertainties on PINGU physics measure-
ments. We then discuss the methods for detector calibration in IceCube and PINGU, and
planned calibration devices for PINGU. In this section, the NMO analysis is used as a
proxy for all PINGU analyses, as it is one of the most sensitive analyses and is susceptible
to the impact of most of systematic uncertainties discussed in Sec. 3.
Note that these calibration devices could equally well be deployed and used in the proposed
Phase 1 detector (Appendix D), with the same benefits to low energy oscillation analyses.
In Appendix D we also describe the advantages that would accrue to high energy IceCube
neutrino analyses as well.
7.2. Impact of Detector Systematics in PINGU
A complete study of the impact of detector-based uncertainties on PINGU’s sensitivity to
the NMO requires more simulation statistics than are currently available. At present, the
only detector-based systematics incorporated in the NMO study are the optical properties
of the ice and module efficiency. Conservatively, the uncertainties on these quantities are
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taken to be the current IceCube values, and these values are sufficient to measure the
NMO.
The default model of the optical properties of the ice is the SPICE Mie model, based on
LED flasher data from IceCube [1]. This model is compared to the more recent SPICE
Lea model [23], which has a similar basis but includes an observed azimuthal anisotropy in
the scattering length. The effect of unsimulated anisotropy in SPICE Mie appeared as a
spread in the difference between the predicted and observed charge deposited in IceCube
DOMs by the LED flashers. The difference between SPICE Mie and SPICE Lea is used
therefore as a proxy for unsimulated, as yet unknown, effects in the ice model. The DOM
efficiency is known to within 10% in IceCube; a conservative estimate of the uncertainty
in PINGU uses this number. In order to evaluate the impact of these parameters in the
existing simulations, the mean PINGU module efficiency has been shifted by 10%, and the
individual module efficiency has been smeared by sampling from a Gaussian distribution
with a width of 10%. This method of including the efficiency shift is applicable to all
modules used in PINGU, and the results are not expected to change with the module
type.
Of all detector systematics evaluated thus far in the simulation, the overall shift in the
mean value of the module efficiency has the largest impact on the energy scale in PINGU,
as shown in Fig. 61. The shift in the energy scale corresponds to a shift in the mean value
of the module efficiency. Therefore, the uncertainty in the energy scale is taken to be 10%
in the NMO systematics study in Sec. 3.4.1, corresponding to the current uncertainty in
the IceCube DOM efficiency.
7.3. Detector Calibration
IceCube in-situ detector calibration employs reference electronics onboard the DOMs,
LED flashers co-located with each DOM, in-ice calibration lasers and low energy muons
in the ice. Most of these methods will be used again in PINGU.
7.3.1. Geometry
The positions of IceCube DOMs have been measured to within 1 m with several methods,
which we will also use in PINGU. During module deployment, the position of strings will
be surveyed and the absolute depth of the modules will be estimated using data from
the drilling process and pressure sensors attached to the bottom of each string. The
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Figure 61: Energy resolution for 11 GeV electron neutrinos in PINGU (charged current only). Blue:
baseline geometry and SPICE Mie ice model. Red: Mean module efficiency reduced to 70% of nominal;
this is larger than our 10% uncertainty in order to see the impact more clearly. Green: Individual module
efficiency smeared by 10%. Blue-green: SPICE Lea ice model. The largest shift is seen for the change
in the mean module efficiency; the peak of the reconstructed energy distribution is reduced by the same
amount as the efficiency.
vertical distance between modules will be measured with a laser ranger or similar device
during deployment, and will be corrected for possible cable stretching. Corrections to
these measurements will be determined using in situ light sources to triangulate the final
position of modules in the ice. Given the PINGU interstring spacing of about 20 m, an
uncertainty of 1 m in the interstring spacing corresponds to a less than 3◦ error in direction
resolution. Studies are underway to determine how much the geometry measurement may
be improved in PINGU.
IceCube also includes several DOMs with onboard inclinometers to measure a possible
differential ice flow that would cause time-dependent changes in the detector geometry.
Significant changes have not yet been observed, but similar devices may be installed in
PINGU.
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In addition to the position of the modules, the azimuthal orientation of the modules after
freeze-in will be measured by LED flashers and/or onboard compasses. In IceCube, the
azimuthal orientations of the DOMs are measured with LED flashers to within 10◦ [1].
7.3.2. Timing
The IceCube time calibration system uses reciprocal pulses sent between the free-running
clock in each DOM and the master clock on the surface, resulting in a time synchronization
across the detector of 3 ns or better [15]. PINGU will use a similar method, but with
a continuous clock signal that is integrated into the communications system as opposed
to isolated discrete pulses. Small transit time offsets in each PMT will be measured
using pulses from integrated LEDs. Calibration light sources with independent timing
will be used during commissioning to verify that overall time offsets among modules are
accurately tracked throughout the hardware and data processing chain.
7.3.3. Module Gain and Sensitivity
Similar to IceCube, PINGU reconstruction will make use of PMT output waveforms based
on the time and number of photons arriving at each module. From observed single photon
responses, PMT high voltage settings will be chosen for gain close to 107. In order to
control for small offsets or drifts from the nominal single photoelectron (SPE) response
of 1.6 pC, PINGU will continuously monitor the waveforms for SPEs in triggered events.
The result is a measured SPE charge for each module, including any effects due to PMT
or electronic gains. This will then serve as the fundamental calibration quantity when
making precise correspondences between PMT waveforms and photon counts. In IceCube,
such an SPE calibration has been shown to be stable at the level of 1% or better.
Linear response of the module to pulses with multiple photons will be verified by in-
ice LED flashers capable of operating at different brightnesses. As previously done in
IceCube [22], ratios between pulse brightness can be gauged by counting single photon
responses in sufficiently distant modules, and then used to map any nonlinearities in near
modules.
Independent measurements of module optical sensitivity will be performed in the lab
before shipping and deployment in the ice. In particular, the sensitivity of a selected
subset of modules will be thoroughly characterized as a function of wavelength and angle.
To transfer this detailed characterization to the full population, all modules will undergo
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a time-efficient testing process similar to that used in IceCube [15], but with increased
emphasis on angular and wavelength dependences. Similar measurements of IceCube
DOMs [125] suggest that a systematic error of 2% can be achieved in the laboratory.
The efficiency in ice includes the effect of the local ice properties, and is measured in
IceCube using low energy muons [22], with an uncertainty of 10%. This measurement
may be improved by better reconstruction of the position and direction of low energy
muons.
7.3.4. Ice Properties
The ice into which the modules are deployed consists of two components: the undisturbed
bulk ice between strings, and the melted and refrozen hole ice in which strings are de-
ployed. The optical properties of the bulk ice depend on local dust concentrations, which
were measured in IceCube with dust-logging devices during deployment and with LED
flashers after deployment [1]. IceCube measurements have shown that the scattering and
absorption properties of the bulk ice between the holes are highly location-dependent.
Concentrations of dust in the ice vary with depth, creating approximately horizontal lay-
ers. These dust layers are not perfectly horizontal, and the concentration of dust at a
given depth for one string can therefore differ from the concentration of dust at the same
depth for another string. Both the absorption and scattering lengths of the ice track
the dust concentrations. Additionally, the strength of scattering in the ice appears to be
anisotropic with respect to the azimuthal angle of the photon direction [23].
At the depth where PINGU will be deployed (between 2150 and 2450 m below the surface
of the ice), typical scattering and absorption lengths are greater than 25 m and greater
than 100 m, respectively [1]. The scattering length is therefore comparable to or longer
than the PINGU inter-string spacing of about 20 m. Currently the scattering and ab-
sorption lengths in IceCube are measured to within 10% using LED flashers co-located
with IceCube DOMs [1]. In addition to the 10% uncertainty on the optical properties
of the ice, there is additional uncertainty due to unsimulated effects, which appears as a
difference in the simulated and actual charge deposited by LED flashers. For example, if
the anisotropy is not simulated, this introduces a 30% spread in the difference between
the simulated and actual charge [1]. Improvements to the LED flashers in PINGU are
under study (see Sec. 7.4) in order to better measure the bulk ice properties.
The hole ice includes bubbles from the refreezing process in the columns surrounding the
sensors, as discussed in Sec. 5.6. These bubbles modify the angular sensitivity of the
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Table 11: Summary of proposed PINGU calibration devices and their purposes.
LED flashers POCAM Cameras MTOMs Compass Inclinometer
Energy scale X X
Bulk ice X X
Hole ice X X X
Sensitivity X X X
Geometry X X X X
Timing X
Azimuth X X X X
Ice motion X X
Cable shadow X
module in ice, especially in the forward direction, as measured by flashers and muons in
ice [1]. The degassing process planned for PINGU deployments (see Sec. 5) is intended
to reduce or eliminate the formation of bubbles in the hole ice. Instruments discussed in
Sec. 7.4 will investigate any residual effects of the hole ice.
7.4. Calibration Devices
As the studies of calibration requirements progress, we are looking at cost-effective im-
provements to the calibration devices used in IceCube. In this section, we will discuss
several new or improved calibration devices designed to significantly improve our under-
standing of the detector. A summary of calibration devices and their purposes is shown
in Table 11.
7.4.1. LED Flashers
LED flashers are installed with IceCube/DeepCore DOMs [126] and will be co-located in
all PINGU modules. Flashers are versatile devices with a range of settings which have been
used in IceCube to measure ice properties, module sensitivity, timing, orientation and the
coordinates of deployed modules. Measuring the highly location-dependent variation in
the optical properties of the ice requires calibration sources at multiple locations within the
PINGU instrumented volume. Several improvements are planned for both the design and
characterization of PINGU light sources in order to achieve the desired calibration goals.
A conceptual sketch of a PDOM with upgraded PINGU flashers is shown in Fig. 62. An
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extensive simulation effort is currently underway to optimize the properties of the flashers.
Figure 62: An upgraded PINGU module with flashers.
• LED light output: Photodiode monitoring of the LEDs on the control board will
increase confidence in the laboratory characterization and will allow for better con-
trol of the brightness settings, especially at low light levels, which will be necessary
in order to measure the ice properties across the short distances between PINGU
modules.
• LED pulse timing profile: In IceCube, the minimum LED pulse width is 7 ns.
In order to measure the scattering function more precisely over short distances, the
LED pulse width should be reduced below 2 ns so that the time behavior of the
received light is almost entirely due to scattering rather than the source pulse shape.
R&D efforts are underway to determine the feasibility of producing a 1 ns pulse in
the ice. Pulse widths of 3 ns have been produced in the lab using IceCube LEDs,
and it is expected that widths of 1-2 ns can be achieved with an updated driver
circuit. A very simple fast driver, proposed by Kapustinsky et al. [127], has been
successfully used by a variety of experiments for calibration.
• LED orientation: IceCube LEDs are positioned at one of two zenith angle ori-
entations: pointing horizontally outward (perpendicular to the cable) and pointing
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upwards at an angle of 45◦ above horizontal. Other angles are being investigated for
PINGU flashers, such as flashers pointed straight upward in order to be maximally
sensitive to the optical properties of the hole ice. The mDOM sensor design allows
the most flexibility in placement of LEDs.
• LED direction: The orientation of the IceCube LEDs within a DOM is only
known to within ±5◦. A housing for the LED in the PINGU module would control
the direction to within 1◦, which is better than needed given the spacing in PINGU.
The azimuthal LED orientations will be determined in situ using the observed light
pattern in surrounding modules.
• LED angular emission profile: IceCube LEDs have a beam width of 10◦ in ice.
Both wider and narrower beam widths are under investigation; a wide beam can be
achieved by coupling the LED to a diffuser, and a narrow beam can be achieved by
using a collimator. The LED emission pattern will be measured in the lab.
• LED wavelength: Most IceCube LEDs have a wavelength of 405 nm, with a few
modules containing LEDs with wavelengths of 505, 450, 370 and 340 nm. These
LEDs have been used to validate the wavelength dependence of the scattering and
absorption lengths in the ice. PINGU modules may contain different wavelength
LEDs in order to further study the wavelength dependence of the ice properties and
the module response in ice.
7.4.2. POCAM
A diffuse light source called the Precision Optical CAlibration Module (POCAM) is under
development to complement the LED flashers [128]. The POCAM is a light source that
will not be located inside a module, but rather on the cable alongside the modules. The
main goal of the POCAM is isotropic illumination of a large part of the PINGU volume
by building a light source that is not shadowed by a PMT. Similar to the LED flashers,
we plan to use monochromatic LEDs with several different wavelengths as a primary
light source. A single LED per wavelength is used to achieve isotropic illumination. The
POCAM will be self-calibrating and the light output will be continuously monitored.
The PINGU baseline geometry shows an overall symmetry in the azimuthal direction.
However, for the PDOM has an up-down asymmetry due to the module’s asymmetric
construction (see Fig. 41). In addition, the orientation of any module (sensor or POCAM)
will be random in azimuth along the string axis during deployment and will be fixed after
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hole ice refreezing. Given that, we aim to reach an ice illumination in the azimuthal di-
rection with a homogeneity on the order of 1 % and relax the requirement on homogeneity
in the zenith direction to < 10 %. Overall, we aim to measure the POCAM’s emission
profile with a precision better than 1 %.
Initial POCAM studies used the well-tested IceCube pressure sphere as the housing, and
we identified three major components that challenged the isotropic-emission requirement.
These included (a) the cable penetrator, (b) the main cable itself and (c) the waistband
and harness, which causes a certain amount of shadowing, interrupting the homogeneity
of the illumination.
We developed a dedicated Geant4 [19] simulation to study and optimize the light emission
of the POCAM [129]. We investigated the POCAM’s performance for two configurations:
(a) a multi-port (see Fig. 63, left) and (b) a diffusing semi-transparent layer setup (shown
in Fig. 63, middle). In the first configuration we investigated the light homogeneity and
timing depending on the integrating sphere diameter, the number of ports, the position
and the radius. To investigate the properties of the second configuration we modified only
the radius of the semi-transparent sphere and its thickness and thus the probability of
photons being reflected, transmitted or absorbed through the sphere’s wall. Investigation
of shadowing, and inhomogeneities which limited light emission in the spherical design, led
to an updated pill-shaped design (see Figure 63, right). This design allows light emission
over 4pi from two separated hemispheres. The simulation results shown below are for the
spherical POCAM but have informed the development of the pill-shaped POCAM.
The performance of both configurations was studied for two diameters, 24 cm and 6 cm.
The larger diameter is limited by the size of the IceCube pressure sphere leaving some
space for electronics and cables. The smaller diameter was chosen empirically considering
handling during construction. The settings of those four configurations are summarized
in Table 12.
The resulting inhomogeneities for three zenith angle bands, together with the decay con-
stants of the time response of the integrating spheres, are also listed in the Table 12. In
Fig. 64 we show the average photon emission direction in azimuth for 1◦ zenith angle
bands (left) and the emission time profile (right) of the studied integrating spheres.
Generally, the smaller spheres for both versions of the setup show better homogene-
ity, reaching ∼ 2 % inhomogeneity in azimuth direction inside narrow zenith bands in
the regions not affected by shadowing. On the other hand the diffuse semi-transparent
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Figure 63: Left: A multi-port POCAM placed in the IceCube pressure sphere. Middle: A diffusing semi-
transparent setup of the POCAM. The blue line shows a sample simulation of a photon emitted from a
LED and undergoing several reflections before leaving POCAM. Right: cylindrical POCAM design.
Table 12: POCAM configurations: integrating sphere diameter D, number of ports n, port opening angle
α, effective photon transparency T , photon absorption A, and inhomogeneity for three different zenith
angle zones θ.
Config. D/cm n α/◦ T/% A/% Inhomogeneity/% τ/ns
θ < 60◦ 60◦ ≤ θ ≤ 120◦ θ > 120◦
C1 24 768 1 1.5 61.0 11.9 18.5 11.6 35.1
C2 6 768 1 1.5 74.4 14.7 56.4 10.3 11.7
C3 24 - - 2.5 50.3 12.4 14.5 12.4 13.1
C4 6 - - 2.5 50.7 14.3 61.3 10.3 3.1
configurations show significantly shorter response compared to the multi-port version of
the same diameter. Overall we can conclude that a POCAM consisting of a diffuse semi-
transparent integrating sphere with a diameter of 6cm shows the smallest inhomogeneities
while giving the shortest response time. The pill-shaped POCAM design uses glass hemi-
spheres with an external diameter of 4.5 inches, with the diffuse semi-transparent layer
made of polytetrafluoroethylene (PTFE).
We also plan to investigate the feasibility of using a completely different approach for a
diffusing light source based on the concept of a diffusing ball described in [130]. This
concept provides a simple and inexpensive solution for the POCAM.
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Figure 64: Left: Average photon emission direction in azimuth direction for different zenith angle bands.
The error bars show the standard deviation. Right: Emission time profile. The shaded area refers to the
rectangular LED time profile with a width of 10 ns. An exponential distribution is fitted to each time
profile for t > 20 ns and shown as a solid line. The decay times are listed in Table 12.
For the POCAM’s light source we are investigating individual monochromatic fast-switched
(few nanosecond) LEDs and a fast LED driver circuit. The Kapustinsky driver is able to
drive LEDs with pulses of ∆t = 1 − 2 ns (FWHM), and the LED provides light pulses
with up to 109 photons per pulse. This photon yield corresponds to an electromagnetic
shower with an energy of ∼ 6 TeV. Light intensity can be controlled directly by the ap-
plied supply voltage (VCC < 24 V). Assuming the dynamic range of the modules is large
enough, and that they do not saturate, the energy resolution can reach 1 % in the case of
an ideal detector.
An important feature of the POCAM is the continuous pulse-by-pulse monitoring of the
light emission with a precision of ∼ 1 %. Here we are considering fast solid-state detectors
such as photodiodes or silicon photomultipliers. In the recent years the technology of
the latter sensors shows a continuous improvement in performance, which makes it an
interesting alternative to photodiodes.
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7.4.3. Cameras
A high-resolution camera similar to the one already deployed in IceCube [124] will be
deployed with at least one string to photograph the hole ice during and after refreezing.
Comparison of PINGU hole ice photographs with photographs taken by IceCube will
provide early data on the efficiency of the degassing and filtering program.
We are also planning a more comprehensive set of visual hole ice data via deployment
of low cost cameras [131]. These on-board cameras, located on all or a large fraction of
PINGU modules, could provide quantitive data and qualitative information about the
local environment of each module, valuable to the interpretation of other calibration
measurements. Together with the cameras, one or more bright LEDs are required as
light sources for the system. The goals of the camera measurements can be categorised
into five groups: (1) Hole-ice measurements, (2) Bulk-ice measurements, (3) Geometry
calibration, (4) Freeze-in observations, (5) General survey of the module environment.
Figure 65 illustrates the potential camera measurements.
The main goal of the camera system is to better understand the hole ice. It could be
utilised to observe where individual modules are located with respect to the interface be-
tween the bulk ice and the hole ice. The camera would detect bubbles in the refrozen hole,
dust or large contaminants. The camera system could also determine the module position
with respect to the cable and thereby reliably measure the effect of cable shadowing on
the module sensitivity.
Measurements of bulk ice properties are possible by observing the scattered light from
LEDs on adjacent strings to the observing camera. A variety of geometry measurements
that compliment the standard IceCube-like geometry calibration are also possible. These
measurements could range from measuring the module φ-orientation to measuring inter-
string distances. Observations during and after freeze-in allow for a better understanding
of the fundamental hole-ice properties and ice formation process. Another virtue of the
camera system is the ability to survey changes in the module environment.
The camera system would use small inexpensive fixed focus CMOS or CCD cameras
mounted on the main board or attached to penetrator of the pressure sphere. For in-
creased light sensitivity and reduced data volume, black and white cameras would be
used. Colored images could still be obtained by illuminating with RGB-LEDs. CMOS
cameras combine low power usage (∼ 0.3 W), wide field of view, high resolutions, and
good light sensitivity. CCD cameras have a significantly higher light sensitivity compared
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Figure 65: Left: Schematic drawing to illustrate potential camera measurements: (H1) Hole ice survey;
(H2) Mapping of hole shape; (H3) Cable position and orientation; (B1) Light transmission and scattering
at hole ice - bulk ice interface; (B2) Light attenuation and scattering in the bulk ice; (G1) Orientation of
the camera in the module; (G2) module geometry. Right: Potential camera positions in the PDOM.
to CMOS cameras, but consume more power (∼ 1W) and have lower resolutions. Fig-
ure 66 compares light sensitivities in the PINGU geometry. Long-exposure still images
would be taken that are only limited by the intrinsic camera noise.
As an example, to see a typically bright LED (∼ 2–3 candela) located in a neighboring
module in the adjacent string at 20 m distance, the camera should have sensitivity ∼
0.001 lux (typical sensitivity of a CMOS camera). A fish-eye lens might be used to increase
the field of view of the camera. Precise knowledge of the camera and LED position and
orientation on each module is required to use the system for geometry calibration.
IceCube data transfer rates even allow for large raw images to be transferred on time scales
of several minutes, keeping calibration measurements short. Images would be analysed
offline, corrected for image distortions from the pressure sphere, and used to study ice
properties and hole ice conditions.
The camera system would be mounted separately on a small camera board, and com-
municate with the module mainboard via an SPI (Serial Peripheral Interface) or similar
interface. The camera board (approximately 35 mm × 35 mm) would contain a MCU
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Figure 66: The minimum illuminance required for a camera to see an LED located in the neighboring
module on the same string, and on an adjacent string, are shown. An exposure time of 1s is assumed.
The gray area at the top is that of a typical CMOS camera sensitivity. The gray area at the bottom
represents the typical sensitivity of a CCD camera.
(Micro Controller Unit) next to the camera for image processing. Most of the time this
system operates in power-saving mode.
7.4.4. Muon Tagging Optical Module (mTOM)
We are investigating the possibility of deploying scintillator detectors called Muon Tagging
Optical Modules (mTOMs) in PINGU to tag the position of muons with high precision
(to within a few cm). This approach is inspired by a recent study using the DM-Ice17
dark matter detector, that consists of two 5-inch NaI crystals deployed in the IceCube
volume [132]. While the primary purpose of the DM-Ice17 detector is the direct detection
of dark matter, the crystals detect 1-2 muons per day that also trigger the IceCube array.
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A study of the impact in energy, direction, and position uncertainty of muons using the
DM-Ice17 detector in conjunction with IceCube has been performed [133]. This has shown
a reduction in mis-reconstructed events, when tagging the muon using the NaI crystals,
as well as an improvement in the track reconstructed position. Given that the mTOM’s
size is 10 times smaller than the DM-Ice17 crystal, the track can be better localized.
The mTOMs in PINGU would be constructed of solid, 5 cm×5 cm×1 cm plastic scintil-
lator block placed within a light-tight reflective aluminium casing. A prototype of this
design has been developed in the context of a stand alone desktop muon counter [134].
The optical read-out is provided via a silicon photomultiplier (SiPM). These Modules have
a thin profile, so that they require very little space within the module, making it possible
to have four modules per PDOM. The detector would be hardwired into the standard
PINGU DAQ.
If four mTOMs were deployed in each PINGU DOM, we expect to detect approximately
106 downgoing cosmic ray muon interactions per year. These identified muons could then
be used for detailed calibration of PINGU.
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8. Monte Carlo Simulation Software
Simulations of the PINGU detector have been carried out using the Monte Carlo tools
developed for the IceCube experiment. The strong similarities between the IceCube and
PINGU hardware permit capitalizing on the extensive efforts that have gone into refining
the IceCube simulation model of both the Antarctic ice and also the hardware response.
However, some modifications to the standard IceCube tools were necessary to produce
reliable simulations of neutrino interactions in the range of 1–20 GeV, and there have
been modifications to the IceCube simulation tools in order to more correctly simulate
the detector. All of these elements are detailed in this section.
8.1. Neutrino Event Generator
Although most high-energy IceCube neutrino simulations rely on the NuGen event gen-
erator (based on ANIS [135]), simulations of neutrinos interacting in the PINGU detector
are based on the GENIE Neutrino Monte Carlo generator [18] version 2.8.6, that is used
extensively in the accelerator-based neutrino physics community. GENIE conducts a full
simulation of the neutrino-nucleon interaction, and produces a list of secondary particles
exiting from the interaction vertex, modeling intranuclear interactions where necessary.
All neutrino interaction channels are modeled by GENIE, although the bulk of the events
detected by PINGU arise from deep inelastic scattering (DIS).
A wrapper was created to embed GENIE within the IceCube software framework. Events
are generated isotropically from a user-defined power law distribution (normally E−1)
and need to be reweighted to reproduce the atmospheric neutrino spectrum [33]. A newer
atmospheric model was specifically developed for use at the South Pole [136] in order to
accurately incorporate the Earth’s geomagnetic effects on the arrival directions of cosmic
rays. The asymmetry in the resultant neutrino flux as a function of azimuth and zenith
starts at ∼ 10 GeV and becomes more pronounced at lower energies. While a rewrite
of the weighting software to incorporate the asymmetry is underway, an average flux
over the full azimuth range was used to produce an atmospheric neutrino flux value. The
spectrum currently used for generation (E−1) is very different from the expected spectrum
so that the higher energy events can be sampled more efficiently. This is necessary for
parameterizing the response at all energies as explained in Secs. 2.4 and Appendix A.
In addition to considering the atmospheric weighting, this reweighting procedure per-
mits rapid assessment of the impact of uncertainties in the true flux and spectrum of
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the atmospheric neutrinos. GENIE enables extensive modeling of the uncertainties for
neutrino interaction physics [18] be taken into account in the simulation. Specifically,
the uncertainties that are studied address the neutrino interactions for the major types
of events that are simulated for use in the analyses: deep inelastic scattering (DIS), res-
onance production (RES) and quasi-elastic (QEL) interactions. These interactions are
each addressed separately.
Deep inelastic scattering events will be the most prevalent type in the PINGU low-energy
dataset. In the GENIE simulation code employed for PINGU simulations, the model used
is that provided by Bodek and Yang [137] which accounts for higher twist and corrections
to the target mass. The parameters specifically used in the PINGU analysis for the DIS
events deal with the twist parameterization (AhtBY and BhtBY) and the correction to
the u valence quark in the GRV98 PDF (CV1uBY and CV2uBY).
The resonance production events are generated based on the Rein-Sehgal model [138]
and have the associated uncertainties included in the production calculations for the
axial mass parameter for charged current (MaCCRES) and neutral current (MaNCRES)
interactions. Finally, the QE events are also considered and the axial mass is also taken
into account for charged current interactions (MaCCQE). In all these cases, the effects of
variations of these parameters up to ±2σ are computed and parameterized for use in the
analysis.
To improve performance, neutrino interactions were simulated inside a cylinder of 200 m
radius and 500 m height centered on PINGU. Because the atmospheric muon veto is
extremely effective at rejecting particles originating outside of the PINGU fiducial volume,
the reduction in neutrino rate at the analysis level introduced by this approximation
should be negligible.
8.2. Atmospheric Muon Event Generators
Computational resource limitations do not permit generation of event samples comparable
to the expected atmospheric muon rates, so we rely primarily on the demonstrated muon
rejection performance of the IceCube DeepCore detector to support our estimates of muon
background rates. Since the extra instrumentation available in PINGU will improve the
currently available reconstructions in the DeepCore volume, the existing algorithms that
reject atmospheric muons will be further improved and, therefore, this estimate should
be strongly conservative. Accordingly, our neutrino efficiencies are calculated by applying
slightly modified DeepCore event selection routines to our simulated neutrino events, and
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the atmospheric muon samples produced for PINGU are primarily intended to confirm
that these event selections behave as expected.
Two methods were used to produce samples of the atmospheric muon background. The
first utilized full Corsika [89] simulation of air showers produced by cosmic rays incident
on the upper atmosphere, tracking the muons produced in such air showers to the PINGU
detector. The second, known as the “muon gun,” parametrizes the angular and energy
distributions of the muons produced in the Corsika simulations and injected muons from
a hemisphere extending just outside the IceCube detector volume.
8.3. Particle Propagation
The relativistic particles produced at a GENIE neutrino interaction vertex were tracked by
GEANT4 [19] until they, and any daughter particles produced, fell below the Cherenkov
threshold. All of the Cherenkov photons produced were stored for propagation through
the ice by a separate program (see below). This provided a more detailed model of the
light emission from the neutrino interaction vertex than the standard IceCube tools, which
relies instead on parametrized descriptions of prototypical hadronic and electromagnetc
showers. Atmospheric muons traveling through the detector were modeled using the
standard IceCube particle propagator PROPOSAL [139], instead of GEANT4.
8.4. Light Propagation
Once the relativistic particles were propagated through the detector volume by GEANT4
or PROPOSAL, the Cherenkov photons produced were tracked by the IceCube software
tool “clsim.” This is a parallelized, GPU-based software package that permits full treat-
ment of photon propagation throughout the extremely large volume occupied by IceCube.
The depth-dependent optical properties of the Antarctic ice have been extensively studied
by the IceCube Collaboration, and the full details of this optical model [1] were included.
At each propagation step, photon scattering is modeled by numerical approximations to
the Mie scattering function, as developed and tuned by IceCube.
8.5. Detector Response
The main optical elements of the planned PINGU DOMs are identical to those used in
DeepCore, so the detector response modeling of the DOMs was used without modification
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(except that an average calibration function was used for each DOM, rather than the
individualized DOM models used in IceCube simulations). Recent studies of dark noise
in IceCube have shown that there is a significant non-Poissonian component to the DOM
noise, possibly arising from scintillation in the pressure housing glass or the PMT glass at
very low temperatures; this effect was included in the detector simulation. Improvements
to this noise model [21] were some of the main updates included in the simulation since
the first version of this letter.
Although the digitization electronics used in PINGU will differ from the IceCube and
DeepCore design, no modifications were made to this aspect of the simulation software.
The dynamic range of PINGU may be slightly narrower, but given the much lower energy
range of the neutrinos of interest, saturation of the PINGU electronics should be rare for
events in the desired energy range. The timing resolution of the PINGU electronics will
be similar to that of IceCube, so the photon timing and pulse resolution should be similar.
The PINGU electronics will provide this timing resolution over the full event time range,
whereas the IceCube electronics occasionally need to fall back on a slower FADC with
coarser timing resolution.
In IceCube and DeepCore, data rates from individual DOMs are reduced by imposition
of a local coincidence in hardware. If neighboring DOMs also detect light, a full data
record is transmitted to the surface; otherwise, only a brief summary record is sent.
No dedicated local coincidence circuitry is planned for PINGU, but we anticipate that
onboard photoelectron pulse extraction in FPGAs, and string-level software coincidence
logic at the surface, will allow us to fit PINGU data comfortably within the available
cable bandwidth. Again, to the extent that the PINGU hardware differs from the model
used in simulation, the additional flexibility in software-based coincidence logic will only
improve PINGU performance over the model used in simulation. We therefore have a
high degree of confidence in our simulation of PINGU.
The trigger rate in DeepCore is quite low, demanding only three close-neighbor DOMs
with locally-coincident hits within a time window of a 2.5 microseconds. Although this
threshold may not be feasible given the much higher number of DOMs in PINGU, very
few simulated neutrino events near the trigger threshold survive the relatively strict event
selection applied to neutrino events used in the performance studies presented in this
document. We anticipate that the inclusion of spatial, as well as temporal, information
into the PINGU trigger will permit use of trigger algorithms which would record all of
the events used in these studies.
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Project Year Activities
1 Drill engineering and refurbishment,
Optical module production
2 Drill engineering and refurbishment,
Firn drill transport,
Optical Module production and transport
3 Drill transport, Site preparation,
Optical module production and transport
4 Deployment, optical module transport
5 Deployment
Table 13: Summary schedule for construction of PINGU.
9. Schedule and Cost
The proposed schedule and cost for PINGU is largely based on the successful construction
of IceCube. IceCube was completed on time and on budget over a 10 year period that
included eight seasons of construction and installation at the South Pole starting in the
austral summer of 2003/2004. IceCube construction was completed in January 2011. The
plan for the construction schedule of PINGU incorporates knowledge obtained from Ice-
Cube along with considerations related to the length of time between IceCube completion
and the start of PINGU. The schedule is driven primarily by funding availability and is
not technically limited.
We anticipate that two years will be required for refurbishment and improvement of the
IceCube hot water drill. Optical module assembly and transportation to the South Pole
would occur in parallel with this effort. Once the drill and optical modules are available at
the South Pole, the full PINGU array can be deployed in two seasons. Some preparatory
activity (snow compacting, firn drilling) would be required in the prior South Pole season
to enable a prompt start to deployment once the drill arrives. A summary of the envisaged
schedule is shown in Table 13.
In summary, PINGU will take approximately five Project Years to build and will require
two austral summer deployment seasons at the South Pole. The schedule does not cur-
rently take into account possible funding constraints related to federal budget years that
begin each October. If a Phase 1 proposal is approved, all of the work related to the drill
and module development will be completed in advance of a full PINGU deployment, cor-
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responding to approximately the first three years of a full PINGU construction timeline.
There would also be a commensurate reduction in the cost for completion of PINGU, since
development, transportation and testing of the drill, as well as module development, will
have already been completed. Similarly, Phase 1 will retire virtually all of the associated
risk for PINGU.
The start of module production is planned for PY1 with an expected integration and
test rate of 24 modules per week at each production site. One such site will be the
Physical Sciences Laboratory (PSL) in Stoughton, Wisconsin. PSL successfully integrated
and tested approximately 3500 Digital Optical Modules for IceCube from 2004 to 2009.
Physical infrastructure including important Dark Freezer Labs, along with key personnel,
remain at PSL making this a natural choice for one of the several production facilities.
The first scheduled module deployment season for PINGU will be in PY4. It is planned
that 6–8 holes would be drilled in this initial season. To accommodate a potentially
faster drilling schedule, 10 complete strings of instrumentation will ship from production
sites and the associated cable system production site to meet Polar Program logistics
requirements. Instrumentation production would take place continuously to accommodate
the deployment of the remaining additional strings of detectors in PY5. Final string
commissioning and IceCube integration would occur late in PY5 when PINGU would be
complete.
As with the schedule estimates described above, the cost estimates for PINGU are largely
based on extensive experience obtained from IceCube construction. We have created a
detailed Work Breakdown Structure (WBS) with the following top level task areas:
1. Project Office
2. Drilling
3. Detector Modules
4. Cable System
5. Power, Communications, and Timing System
6. Calibration System
7. IceCube Integration
8. Polar Operations (except drilling)
9. Antarctic Support Contractor
A detailed bottom-up estimate that extends three levels into the WBS, including inflation
but not contingency, has been performed for the 40-string, 96 module/string PINGU
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Cost (20 Strings) Cost (26 Strings)
Drill refurbishment $5M $5M
Deployment (labor) $5M $5M
Instrumentation $24M $32M
Management & other costs $5M $5M
Total $39M $47M
Fuel 146 000 gal 190 000 gal
Table 14: Summary costs for construction of PINGU in U.S. dollars. Deployment labor includes the
scientists and engineers associated with the hot water drill and string installation effort. Fuel requirements
for the hot water drill are provided as volumes due to uncertainties in the price of oil and the impact of
the overland traverse on transport costs; recent costs are approximately $20/gal.
geometry [14]. This earlier estimate leveraged some cost savings with PINGU being a
part of a large-scale IceCube high energy extension of order 100 strings. However, with
PINGU built in two seasons with many fewer strings, its overall cost decreases even
when budgeted as a standalone project. With fewer holes drilled in fewer seasons, but
more modules per string, project costs are driven less by drilling, cable and deployment
expenses, and more by module procurement and production expenses. Experience gained
from the IceCube deployment indicates that installing up to 20 strings in a single season is
feasible. The anticipated schedule involves the installation of 8 strings in the first season
(allowing time for restarting the procedure) and 18 in the second for a total of 26. A
pessimistic scenario is also presented in which 6 strings are installed in the first season
and 14 in the second for a total of 20. In each of these scenarios, the number of modules
per string has been increased to 192. The rough costs of these two scenarios are given in
Table 14.
The potential for the use of a new optical module has also been considered with minimal
impact on the total budget. The cost for an IceCube-like PDOM is $5.2k while the cost
for the mDOM-like module (see Sec. 5.4.1) has been estimated to be $8k. (An mDOM
has more than double the photocathode area of a PDOM.) The use of 125 mDOMs per
string would then result in a net savings while increasing the overall number of photons
collected.
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Figure 67: The Amundsen-Scott South Pole Station.
10. Antarctic South Pole Facility and Logistics
At the Amundsen-Scott South Pole Station, operated as a scientific facility on behalf of the
National Science Foundation (NSF), astrophysical observations have been underway for
several decades, and to date represent the majority of ground-based astrophysical work in
Antarctica. Relatively recent overviews of neutrino, cosmic ray and astronomy programs
at the South Pole have been presented at a workshop in 2011 in Washington [140] and
at the Symposium 288, Astrophysics from Antarctica, at the International Astronomical
Union General Assembly [141].
The Amundsen-Scott station provides excellent infrastructure for scientific activities at the
South Pole, including the IceCube Laboratory (see Fig. 1) building that houses power,
communications, and data acquisition systems for IceCube. The South Pole Station
facility, shown in Fig. 67, was completed in 2008, prior to the completion of IceCube. The
realization of IceCube established the South Pole ice cap as an underground laboratory
that is available as a resource for scientific endeavors beyond IceCube.
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The station is accessible by aircraft from approximately November through mid-February,
supporting a summer population of approximately 150, including both scientists and sup-
port personnel. During the remainder of the year, the station is occupied by approximately
40 winter-over personnel. Scientists typically make up around 25–30% of the personnel
on station.
Whereas during the construction of IceCube all Antarctic intercontinental passenger and
cargo transport was via ski-equipped LC-130 aircraft operated by the New York Air Na-
tional Guard, the US Antarctic Program has been transitioning fuel and cargo transport
to tractor traverses between the McMurdo and Amundsen-Scott stations (see Fig. 68).
The cargo capacity of a single traverse, 350 metric tons, is thirty fold that of an LC-130
mission. A number of forty-five day round trip traverses have been achieved in recent
austral seasons. This has dramatically reduced the program’s dependency on the limited
LC-130 fleet, and cargo and fuel costs per unit of load delivered to South Pole are more
cost efficient by $11.50 per kg compared to an LC-130 airlift.
The PINGU effort is expected to rely heavily on the overland traverse to deliver many
of its large-scale components, including elements of the drill, fuel, down-hole cables and
modules. This will dramatically reduce the logistical footprint of PINGU construction at
the South Pole, as will the significantly shorter active drilling and deployment duration
of two seasons.
IceCube uses 60 kW of power and has access to a bandwidth of more than 100 GB/day
for data transmission and detector control. Although PINGU and IceCube will have a
comparable number of deployed sensors, PINGU is being designed to require roughly
1/5 the power and 1/10 the bandwidth of IceCube. PINGU is also being designed to
integrate seamlessly with the IceCube data acquisition cyberinfrastructure at the South
Pole, leading to economies of scale that reduce the additional computational power needed
on the surface. Electrical power is provided by the station generators and is highly reliable
with the IceCube detector operating with an uptime of approximately 99%. The primary
means of data transmission from the South Pole is via a TDRS satellite link maintained
by the NSF.
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the Leverett Glacier en route to the South Pole during the 2008–09 season. The front-most train includes
the living and generator modules (red). Next in line is an MT865 towing a steel fuel sled (grey) and eight
3000 gal. bladders on flexible sleds (tan). The red Quadtrac is towing two coupled sets of bladder sleds,
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Appendix A. Mass Ordering Analysis Techniques
Appendix A.1. Simulation of experimental Outcome
Figure A.69: Template simulation scheme. See text for details.
All statistical analysis methods presented here require an experimental expectation for
the number of neutrinos, which is created in the simulation step (see Sec. 8). The same
code is used to obtain this distribution of events in the (Eν , cos θν) or “template” for any
given set of physical and systematic parameter values. Within the template the event
information is binned in 20 equally spaced linear bins in the cosine of the zenith angle
for the range −1 < cos θν < 0 and 39 logarithmically spaced bins in energy for the range
1 GeV < Eν < 80 GeV. The bins are chosen to be small enough to not artificially degrade
the resolution, yet large enough to keep the computational effort affordable and retain
sufficient statistics in each bin. To generate the template, we employ a staged approach,
in which we assume that the effect modeled by each step is independent of any of the
other steps. Figure A.69 shows the generation scheme that yields the final level templates.
The individual detector response functions are generated using a set of simulated events,
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thus fully taking into account both the physics modelled by GENIE, GEANT4, and the
propagation of Cherenkov photons within a realistic ice model (see Sec. 8), as well as the
effects of the detector resolution predicted by the full reconstruction and event selection
pipeline (Sec. 2.4).
The simulation starts off at the flux stage, where two-dimensional maps of the expected
primary atmospheric neutrino flux as a function of (Eν , cos θν) are produced for νe, νµ
and the corresponding anti-particles. Here, we allow for uncertainties in the neutrino-to-
antineutrino ratio, the muon-to-electron flavor ratio and the spectral index.
In the second step, the oscillation probabilities are computed on a fine grid for a given
set of 3-flavor mixing parameters, taking into account the varying electron densities from
Ref. [43] as the neutrinos traverse the Earth’s mantle or core. Since this is a task that
is highly parallelizable for different trajectories through the Earth, we have adapted the
existing GPU version of the Prob3++ neutrino oscillation library [45] from Ref. [143] to be
able to take into account layers of alternating matter density. Calculating the probabilities
on a GPU instead of a CPU reduces the template generation time by up to a factor of
30, from around 3 s down to around 0.1 s. The four histograms containing the electron
and muon (anti)neutrino fluxes are then each weighted with the appropriate survival and
appearance probabilities of the various oscillation channels (averaged over the bin) to get
the corresponding histograms for the oscillated flux, of which there are twelve in total.
Oscillated fluxes are converted into event counts by multiplying with the desired detector
livetime, and folding in the detector’s effective areas for the various interaction channels.
The effective areas follow from the event selection procedure laid out in Sec. 3.1.1. This
is the stage at which the simulated detector response is included into this process.
Both the energy and angular resolutions of the detector are accounted for by multiplying
the 2D histogram of detected events in the true parameters (Etrueν , cos θ
true
ν ) with the 3D
detector response matrix R : Etrueν → (Erecoν , cos θrecoν ). The matrix maps the true param-
eters on the reconstructed parameters (Erecoν , cos θ
reco
ν ) as a function of energy, thereby
properly accounting for events that are lost due to being mis-reconstructed outside of the
considered energy or zenith ranges.
In order to model the reconstruction resolutions as accurately as possible in each bin of
(Etrueν , cos θ
true
ν ), we employ a variable-bandwidth kernel density estimation (VBW KDE)
algorithm, that smoothes the reconstructed neutrino energy and direction histograms
obtained directly from MC simulations. This is necessary in order to mitigate the effect
142
of the limited amount of MC statistics available, which would otherwise artificially bias the
analysis results. As mentioned in Sec. 2.4, our algorithm is the fusion of two previously-
published methods: first, a fixed-bandwidth KDE is made [26], with a modified version
of the Sheather-Jones bandwidth selection criteria [28] that does not assume that the
underlying distribution is normal. The individual kernels’ bandwidths for the full VBW
KDE are then derived from the pilot density estimate [27]. A Gaussian kernel shape is
used for both the fixed- and variable-bandwidth parts of the algorithm. At this step, a
distinction is not currently being made between interactions of neutrinos and antineutrinos
of the same flavor, nor do we assume different resolutions for NC interactions of different-
flavor neutrinos.
Application of the event classification probabilities (as depicted in Fig. 11 and described
in Sec. 2.6), but as a function of reconstructed neutrino energy, leads to the two final
level templates, with event counts classified as either track-like or cascade-like using the
particle identification.
Appendix A.2. Log-Likelihood Ratio Analysis
The most statistically detailed analysis we employ—the log-likelihood ratio (LLR) analysis—
entails two concepts: that of a template (introduced previously) and that of a pseudo-
experiment, which is generated by calculating a bin-wise Poisson variation of the template.
The log-likelihood of observing the pseudo-data given a certain realization of physical and
systematic parameters (the hypothesis used to generate the template)
L ≡ lnL =
∑
i,j
nij lnµij − µij − lnnij! , (A.1)
where nij is the content of the (i, j)-th bin in the pseudo-data and µij is the expectation
for that bin, taken from the template corresponding to the hypothesis. Gaussian priors
are included via an additional sum of the form Lprior = −
∑
k(∆pk)
2/(2σ2k), where ∆pk is
the deviation of the k-th systematic parameter from its central value, and σk is the width
of its prior distribution.
Compared to the original version of this document [14], we are now able to include a larger
number of systematics through the use of a numerical minimizer that maximizes the log-
likelihood L over all parameters, instead of performing a scan of the multi-dimensional
space. The CPU time required to perform a single fit to a given pseudo-experiment
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depends on the dimension of the parameter space and on the rigorousness of the minimizer,
but is of the order of one to two minutes for our default settings in the eight dimensional
space. 5
The LLR test statistic is used in the NMO analysis to determine how much more one
ordering (either the Inverted Ordering (IO) or the Normal Ordering (NO)) is favored
by the pseudo-experiment. For any given pseudo-experiment, the two log-likelihoods
L( pseudo-experiment | IO ) and L( pseudo-experiment | NO ) are calculated by finding
the respective maxima of L. Since the pseudo-experiment can be generated assuming
either the IO or the NO is correct, this leads to the four possible combinations
L(IO|IO) and L(IO|NO), or L(NO|IO) and L(NO|NO) . (A.2)
These, in turn, are used to create the LLRs6
L(IO|IO)− L(IO|NO) and L(NO|IO)− L(NO|NO) , (A.3)
respectively. By choice of this convention higher values of this test statistic imply that the
data is more consistent with the IO, while lower values suggest better agreement with the
NO. By producing a large number of pseudo-experiments for each ordering, in which the
individual outcomes each are subject to random fluctuations, one can build up the two
LLR distributions, and quantify the agreement and disagreement between the underlying
hypothesis and both hierarchies on a statistical basis. An exemplary case of the LLR
distribution is shown in Fig. A.70.
Appendix A.2.1. Median Sensitivity
Due to its use throughout the literature, we haven chosen to adopt the median sensitivity
α(β = 0.5), which yields the confidence level 1 − α at which an experiment will reject
the wrong ordering hypothesis with β = 50% probability [32]. Figure A.70 demonstrates
how the median sensitivity is obtained from two LLR distributions (A.3): we employ a
one-sided test, i.e. α is given by the fraction of cases in which the log-likelihood ratio
of a wrong ordering experiment exceeds (true IO) or falls below (true NO) the median
5Note that whenever the mixing angle θ23 is a free parameter the same pseudo-experiment is fit twice
under the same hypothesis, with the minimizer being started in a different octant each time. This ensures
that the global minimum is found, even when the likelihood landscape exhibits a strong octant degeneracy.
6Logarithm of the likelihood ratios, equivalent to the difference between the log-likelihoods.
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Figure A.70: Calculation of the median NMO sensitivity using the log-likelihood ratio (LLR) method.
Shown are the LLR distributions based on a particular set of pseudo-experiments for true NO. The
vertical red line indicates the median LLR for the underlying NO fiducial model. From a Gaussian fit to
the wrong ordering distribution (here: IO), we determine the probability α(β = 0.5) to misidentify the
ordering in the “average” experiment. See text for details.
log-likelihood ratio of a true ordering experiment. The double-sided convention is applied
to convert it into a corresponding number of Gaussian standard deviations,
nσ =
√
2 erfc−1(α) . (A.4)
To mitigate statistical fluctuations on the determination of α, we fit a Gaussian model
to the test statistic distribution for the wrong/opposite hypothesis with a large number
of trials (see Appendix A.2.2). Now the question arises of how to calculate the median
sensitivity; every ensemble of pseudo-experiments we generate is based on one well-defined,
fixed hypothesis, i.e. a certain combination of the ordering and oscillation parameter
values, as well as the detector exposure time. Ideally in the next step, one would select
one pseudo-experiment within the ensemble at hand, compute the best fitting solution
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Figure A.71: 10 000 Gaussian fits (dashed blue) and TO-LLR means (red) from randomly sampling the
underlying (Gaussian) LLR distributions. The left panel shows the case of 1 000 pseudo-experiments,
while in the right panel 10 000 pseudo-experiments were generated. See text for details.
within each ordering and produce one ensemble of pseudo-experiments for each hypothesis,
in order to build up the LLR distributions (A.3) and calculate α(β = 0.5). Repeating
this for each pseudo-experiment in the original ensemble would yield a distribution of
sensitivities, the median of which would constitute the confidence level at which the
average experiment would be able to exclude the wrong ordering, valid for the hypothesis
assumed to be true in the first place. The problem with this approach is the number of
pseudo-experiments that would be needed to be fit in order to adequately sample median
sensitivities and LLR distributions. It would be of the order of (104)2 = 108, for only one
possible realization of the NMO, each requiring roughly two minutes to fit the systematic
parameters to the pseudo-experiment.
Instead, we take an approach that is still highly computationally demanding, but much
more feasible. Here, we also generate pseudo-experiments for a certain fixed hypothesis,
but adjust the procedure laid out above in two aspects. First, only a single true ordering
(TO) LLR distribution is created by directly fitting to these pseudo-experiments, from
which the median LLR for the underlying hypothesis is determined. Second, the com-
bination of the atmospheric parameters (θ23 and ∆m
2
31) are adjusted to determine the
realization of the wrong ordering (WO) most resembling the true one on average. The
test statistic is then built based on those true ordering and wrong ordering hypotheses
only, reducing the number of pseudo-experiments that are fitted to roughly 104.
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Appendix A.2.2. Estimate of Statistical Uncertainty of Median Sensitivity
The fact that the number of available pseudo-experiments is not infinite means that the
quoted median sensitivity is subject to statistical fluctuations. In general, the statistical
uncertainty will depend mainly on the number of trials ntrials, but also on the value of the
sensitivity itself. In order to ensure that the relative statistical error is on the order of
a few percent or less, we have repeatedly simulated each LLR procedure 10 000 times by
randomly drawing ntrials samples from the Gaussian fit to the LLR distribution, refitting
those samples, and calculating the deviations of the obtained sensitivities from the original
one. This allows us to give an estimate of the standard error on the (two-sided) median
sensitivity, given ntrials. Here, we make the assumption that we can determine the mean
of the true-ordering LLR distribution with an accuracy of σmean = σTO/
√
ntrials, where
σTO is the standard deviation of its Gaussian fit. Two examples depicting this procedure
can be seen in Fig. A.71, where we compare the spreads in the TO-LLR mean and the
variations of the WO-LLR Gaussian fits for the 1-year NO dataset for the (hypothetical)
cases of 1 000 and 10 000 pseudo-experiments. The black histogram corresponds to the
original LLR distribution, while the Gaussian fit, assumed to represent the true shape
of the distribution, is also shown in black. Here, the ten-fold increase in the number
of pseudo-experiments would reduce the relative statistical uncertainty of the median
sensitivity from 3.5% to 1.1%, i.e. by roughly a factor of
√
10 in accordance with the
analytical calculation of that uncertainty.
Tables A.15 and A.16 give an overview of the number of pseudo-experiments we have
processed for different detector livetimes and true values of θ23, and also show the ob-
tained median sensitivities including their relative statistical uncertainties estimated via
simulation.
livetime (years) # Trials nσ (NO/IO) ∆nσ/nσ (NO/IO) (%)
1 16220 1.7/1.5 0.9/0.9
4 11120 2.9/2.6 1.1/1.1
5 3240 3.1/2.8 1.9/1.9
10 16000 4.2/3.8 0.9/0.9
Table A.15: Number of pseudo-experiments generated and fitted for different PINGU livetimes at the two
NMO fiducial models, together with the obtained median NMO sensitivities and their relative statistical
uncertainties based on the finite number of trials. No prior is applied for θ13 or ∆m
2
31.
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θ23 (
◦) # Trials nσ (NO/IO) ∆nσ/nσ (NO/IO) (%)
39 2000 2.6/2.8 2.4/2.4
42 1930 3.2 (IO) 2.5 (IO)
42.3 11120 2.9 (NO) 1.1 (NO)
45 1500 4.4/3.3 2.8/2.8
47 2000 5.5/2.9 2.5/2.4
49 2000 6.7 (NO) 2.4 (NO)
49.5 11120 2.6 (IO) 1.1 (IO)
52 2000 7.2/3.0 2.5/2.4
Table A.16: Same as Tab. A.15, but here for a fixed livetime of four years and different true values of θ23
in both NMOs (unless given otherwise).
Appendix A.3. Asimov Analysis
Our second analysis method makes use of the ∆χ2 metric also used extensively in the
literature. It is based on the usual definition of χ2 as the weighted sum of squared
differences between n measurements (bins) xi drawn from the normal distributions with
standard deviation σi and corresponding median outcomes µi,
χ2 =
n∑
i=1
(xi − µi)2
σ2i
. (A.5)
When the model predictions µi are dependent on a set of P parameters {pi}, one usually
considers the minimum
χ2min ≡ min{pi} χ
2 (A.6)
with respect to pi. The quantity χ
2 can be minimized with respect to the (nuisance)
parameters either using the NO or the IO hypothesis, leading to the two minima
χ2NO(IO) ≡ min{pi}∈NO(IO)χ
2 . (A.7)
The test statistic
∆χ2 ≡ χ2NO − χ2IO (A.8)
is then employed to determine which one of the two ordering hypotheses constitutes the
better fit to the data, with ∆χ2 < 0 (∆χ2 > 0) favouring the NO (IO) hypothesis, in
close analogy to the LLR method detailed in the previous section.
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In the so-called “Asimov”7 approach, the randomly sampled pseudo-data xi are replaced
by the exact model predictions µi at the nominal parameter values p0 within the corre-
sponding true ordering:
∆χ2TO(p0) ≡ min
p∈WO
n∑
i=1
(
µTOi (p0)− µWOi (p)
)2
σ2i
, (A.9)
where the minimization is performed over the parameters p within the wrong ordering.
Since by construction χ2TO = 0 when using the Asimov data set, ∆χ
2
IO is the equivalent of
the test statistic defined in Eq. (A.8), while ∆χ2NO only differs by the sign.
8 The Gaussian
prior penalty term added to ∆χ2TO is −2Lprior.
Essentially, this technique assumes that statistical fluctuations in the experimental data
are as likely to reinforce as to obscure the signature of the correct ordering, so that only
the single data set most likely to be observed for any given set of oscillation parameters
needs to be analysed.
Usually, ∆χ2 is transformed into an actual sensitivity by evaluating it under the assump-
tion that it is χ2-distributed with 1 degree of freedom, so that the number of Gaussian
standard deviations at which a given ordering can be identified is simply nσ =
√
∆χ2.
As detailed in Ref. [144], this approach is not well justified due to the discrete nature of
the neutrino mass ordering, but it turns out that a precise frequentist definition of the
sensitivity for any desired rejection power is possible under the Gaussian approximation
for the distribution of the test statistic ∆χ2 [57]. In these references it is shown that χ2TO
is χ2 distributed with n−P (P being the number of parameters) d.o.f., while χ2WO follows
a non-central χ2 distribution, and as a result
∆χ2 = N
(
±∆χ2, 2
√
∆χ2
)
, with + (-) for IO (NO) (A.10)
is Gaussian distributed, with mean ∆χ2 and standard deviation 2
√
∆χ2 [57]. ∆χ2 de-
pends on the true parameter values within the given mass ordering, especially the mixing
7This is a reference to the Isaac Asimov short story Franchise, in which the single most typical voter
replaces the full electorate.
8This is the reason for denoting this quantity by “∆χ2”, and not by “∆χ2”. Also, be aware that the
subscript denotes the assumed true ordering and not the one that is minimized over, as in Eq. (A.7),
since minimization over the parameters within the WO will always be implied.
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angle θ23, which determines the amplitude of the matter effect and thus significantly alters
the event rates.
Following Ref. [57], in order to obtain an estimate of the median sensitivity under the
Gaussian assumption that is consistent with our Monte Carlo based approach of generat-
ing pseudo-experiments laid out in Appendix A.2.1, one has to start off with the critical
value ∆χ2α, such that a certain ordering hypothesis can be rejected at the Confidence Level
CL(1 − α). From the definition (A.8) it is clear that in the case of true NO, we would
decide to reject the IO hypothesis at CL(1− α) if ∆χ2 < ∆χ2α, i.e. α = P (∆χ2 < ∆χ2α).
Using Eq. (A.10) one finds
α =
1
2
erfc
∆χ2IO −∆χ2α√
8∆χ2IO
 , (A.11)
β =
1
2
erfc
∆χ2NO + ∆χ2α√
8∆χ2NO
 , (A.12)
so that requiring β = 0.5 implies ∆χ2α = −∆χ2NO. Applying the two-sided convention to
convert α into a number of Gaussian standard deviations, the median sensitivity is
nσ =
√
2 erfc−1
1
2
erfc
∆χ2IO + ∆χ2NO√
8∆χ2IO
 (A.13)
for true normal ordering. The true inverted ordering case is calculated analogously.
Both ∆χ2IO as well as ∆χ
2
NO above will depend on the true parameter values p0 within
the respective hypotheses. This means that we actually need to perform two fits for
any given true hypothesis TO, with injected values pTO0 . Again sticking to true NO for
illustration purposes, first we determine ∆χ2NO(p
NO
0 ) (Eq. (A.9)). The resulting best fitting
parameters under the IO hypothesis then serve as the IO fiducial model pIO0 for which the
expected experimental outcome under the IO is computed, from which in turn ∆χ2IO(p
IO
0 )
is obtained. The median sensitivity then follows directly from Eq. (A.13).
The usual
√
∆χ2 prescription frequently encountered in the literature is recovered if the
one-sided convention is employed to convert from α to nσ, and if the moduli of the means
of the two test statistic distributions are approximately the same, i.e. ∆χ2IO ≈ ∆χ2NO. We
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Figure A.72: Distribution of best fit values sin2 θfit23 as a function of the true value sin
2 θtrue23 , when the
NMO is misidentified. Both the outcomes of invididual pseudo-experiments (point density color-coded)
as well as fits to the corresponding Asimov datasets are shown, for true normal ordering in the left panel,
and for true inverted ordering on the right.
find that this approximation does not hold for sin2 θ23 & 0.5 and the case in which NO is
true, where it actually leads to an underestimation of the sensitivity. The reason is that
while ∆χ2NO continues growing in this region of parameter space, ∆χ
2
IO stays small due to
the ordering-octant degeneracy: the best fit θ23,IO lies in the second octant, which means
that the expected experimental outcome under the wrong (inverted) ordering hypothesis
is reasonably well fit with θ23,NO in the first octant. This behavior is depicted in Fig. A.72:
here we compare the fit results for sin2(θ23) based on the Asimov dataset to the outcomes
of the individual pseudo-experiments in the LLR method.
In Fig. A.73 we provide an example of how the distribution of the LLR test statistic ob-
tained from performing several thousands of pseudo-experiments compares to the Gaus-
sian approximation (A.10) of ∆χ2. Here, we show two representative datasets; the left
panel corresponds to the true NO case and maximal mixing, for four years of detec-
tor livetime, while the right panel displays the distributions obtained for true IO, with
θ23 = 49.5
◦. Only the atmospheric oscillation parameters are included as systematics (cf.
Tab. 5). The vertical line in each panel is drawn at the position of the mean of the ∆χ2TO
distribution; its absolute value corresponds to the “Asimov-∆χ2”, i.e. ∆χ2TO defined in
Eq. (A.9).
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Figure A.73: Gaussian approximations for the distribution of ∆χ2, together with the corresponding LLR
distributions (scaled by a factor of two) obtained from pseudo-experiments. The left panel shows a
representative dataset assuming the NO, while the right panel shows a case where the IO is true. Only
two systematic parameters are included, see text for details.
Appendix A.3.1. Notes on the Validity of the Gaussian Approximation (A.10)
In the scheme we describe above it is not guaranteed that all the assumptions upon which
Eq. (A.10) rests indeed hold. This applies especially to the case in which there is a tight
prior penalty term on one or more parameters, when the WO fiducial model is tested,
with corresponding “true” fiducial values pTO0 . Illustratively, the reason is that the injected
value of the i-th parameter pTO0,i does not necessarily correspond to the central value of
its prior (since it is obtained from a fit to the alternative ordering), so that the minimum
within the same ordering will be pulled away from pTO0,i , and be systematically biased.
As a result, χ2TO(p
TO
0 ) will follow a non-central χ
2 distribution also, and the expression
(A.10) is no longer valid. The modification of ∆χ2 is not as trivial as just a shift of its
mean by χ2TO(p
TO
0 ) however, as it also affects the higher percentiles. As a consequence,
for studies using the current NuFit prior on ∆m231 we only rely on pseudo-experiments as
in the LLR methodology to determine the significance.
Fig. A.74 shows the expected evolution of the NMO sensitivity as a function of full detector
livetime both without and with including current knowledge of the oscillation parameters
θ23 and ∆m
2
31. In the former case we compare the significances yielded by the Gaussian
approximation of the ∆χ2 test statistic to those obtained from fitting Poisson-fluctuated
pseudo-experiments in the LLR approach (cf. Tab. A.15). In the latter, however, only
results from the LLR method are shown due to the limitations of the Gaussian approx-
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Figure A.74: Projected evolution of median NMO sensitivity as a function of full detector livetime, in
number of Gaussian standard deviations as defined in Eq. (A.4), for both true normal (red) and true
inverted (blue) ordering. For the case of no external constraints on θ23 and ∆m
2
31, results from the
Asimov method are shown as dashed lines, while LLR results are shown as filled points. Circles represent
the sensitivities obtained in the LLR method with NuFit 2.0 [47] constraints applied to the two oscillation
parameters in addition. See text for details.
imation (A.10) pointed out above. The prior on ∆m231 is assumed to be Gaussian, with
central value and standard deviation taken from [47], and chosen according to the NMO
assumption of the fit. The (non-Gaussian) constraints placed on θ23 are shown in the
lower panel of Fig. 23. We apply the according prior to θ23 whenever it is fit within a
given NMO, but remove the overall penalty of about one unit in ∆χ2 when NO is assumed
in the fit. Even though one would not expect different shapes for NO and IO if current
oscillation data were not sensitive to the ordering, this procedure allows us to capture
the impact of the current constraints on θ23 while retaining the two global best fits as
central values and without introducing an external preference for the IO in the NMO
determination.
Both priors are implemented as penalty terms added to Eq. A.1, and are applied when
fitting both NMO assumptions to pseudo-experiments, and when searching for the wrong-
ordering hypothesis that mimics the average true ordering experiment the most. The
observed increase in NMO sensitivity with respect to the case of no external constraints
on ∆m231 and θ23 is on the order of 10− 20%.
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Appendix A.4. Atmospheric Oscillation Parameter Sensitivity
In Sec. 3.2 we determine regions of various two-dimensional confidence levels for the
atmospheric oscillation parameters (∆m231, sin
2 θ23) by generating the mean experimental
outcome under the “true” model and evaluating χ2TO defined in Eq. (A.7) on a fine grid
in the plane of the two parameters, assuming the correct NMO in the fit. Under the
assumption that χ2TO follows a χ
2 distribution with 2 d.o.f., each iso-contour is easily
converted into a corresponding C.L. at which an experiment will yield a combination of
(∆m231, sin
2 θ23) contained within.
Since it is not guaranteed that the distribution follows that of a χ2 with a given number
of d.o.f., we have compared the C.L. associated with different iso-contours to their true
coverage. This can be done by determining the outcomes of a large number of pseudo-
experiments, as mentioned in Sec. 3.2.3 and depicted in Fig. 16, and then finding the
fraction of outcomes a given contour of constant χ2TO actually contains.
The result of this study is shown in Fig. A.75, for the same three injected values of sin2 θ23
used in Sec. 3.2, and true NO. As one can see from the plot, the fractions of pseudo-
experimental outcomes found inside the iso-contours exceed the expectations based on
assuming a χ2 distribution with 2 d.o.f. up to about 95% (expected) C.L., implying that
the extents of the respective contours are conservative. For true IO, we do not anticipate
a qualitatively different picture.
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Figure A.75: True coverage of various joint confidence regions for the atmospheric oscillation parameters
(∆m231, sin
2 θ23) from the Asimov approach, as a function of the expected confidence level obtained
according to a χ2 distribution with 2 d.o.f. See text for details.
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Appendix B. Neutrino Cross-section and Model Uncertainties
Neutrino interaction models play an important role in oscillation analyses; the oscillation
probability is inferred from the event rate, which is a convolution of the flux, cross section,
efficiency and oscillation probability. In the PINGU mass ordering analysis, as an example,
the relative difference in cos(zenith) vs. E space for neutrinos and antineutrinos is used to
infer the mass ordering. Flavor separation of charged current (CC) νµ interactions and νe,
ντ into track and cascade samples also introduces dependence on the relative population
of these interactions, as predicted by the interaction model and efficiency. In addition,
neutral current (NC) interactions contribute to the backgrounds in cascade samples. The
uncertainties on these models therefore play an important role in the determination of
the physics results obtained from the neutrino analyses.
Appendix B.1. Neutrino interaction processes from 1-100 GeV
PINGU is sensitive to neutrino and antineutrino interactions above a few GeV, as shown
by Fig. 5 which shows the effective areas divided into neutrinos and antineutrinos. Both
of these interactions are then important to consider in the final analysis of the event rates.
Figure B.76, copied from Ref [85], shows the neutrino and antineutrino cross section
processes as a function of neutrino (or antineutrino) energy. The dominant processes in
the PINGU event sample, as shown later, are CC and NC deep inelastic scattering (DIS)
interactions, in which a neutrino (ν`) strikes a quark in a nucleon (N), which produces a
hadronic shower, X, and the corresponding flavor lepton partner (` = e, µ, τ) in the final
state:
ν` +N → `− +X (B.1)
In the case of antineutrino interactions ν¯, the final state lepton will be positively charged
(`+); we note PINGU is insensitive to the charge of the final state lepton and separates an-
tineutrino from neutrino interactions through the neutrino and antineutrino cross sections
and relative initial flux.
At energies of a few GeV the most significant contribution to the total cross-section is
from CC resonant (RES) interactions, in which the neutrino interacts with a nucleon,
exciting a resonance, which decays to a meson, and predominantly to a pion:
ν` +N → `+N ′ + pi, (B.2)
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Figure B.76: Total neutrino and antineutrino per nucleon CC cross sections (for an isoscalar target)
divided by neutrino energy and plotted as a function of energy. Contributions include quasi-elastic
scattering (dashed), resonance production (dot-dash), and deep inelastic scattering (dotted). Example
predictions for each are provided by the NUANCE generator [145]. Note that the quasi-elastic scattering
data and predictions have been averaged over neutron and proton targets and hence have been divided
by a factor of two for the purposes of this plot.
157
where N ′ represents the final state nucleon.
Below 1 GeV, the dominant process is CC quasi-elastic scattering (CCQE):
ν` +N → `+N ′, (B.3)
There are also NC analogs of each of these processes, which result in a neutrino in the
final state instead of the charged lepton. Table B.17 lists the contributions to the total
event rate for the default simulation, separated by flavor and assuming the Honda flux
model.
Appendix B.2. The GENIE event generator
GENIE is a software package [18] which simulates neutrino interaction; GENIE stands for
Generates Events for Neutrino Interaction Experiments. For the PINGU analysis studies
discussed here, the version of GENIE used was 2.8.6. That this version of GENIE includes
a bug fix to the GRV98 PDF, having ≈ 1% effect on the total cross-section.
Table B.18 summarizes the errors on the parameters in GENIE believed to be the most
significant for PINGU. These are taken directly from the GENIE Users Manual [146]). No
justification is provided in the GENIE documentation, however in the following sections
we provide additional information to explain why these parameters are the most significant
and why others may be disregarded at this time.
Appendix B.3. Uncertainties not considered
Table B.17 shows that several of the potential process do not contribute significantly to
the overall event rate and therefore need not be considered in the analysis. These include
the coherent production channel for both CC and NC events (contributing 0.7 and 0.2%
respectively) and elastic scattering for NC events (totalling 4×10−3%). Grouped into the
“Other” category are single kaon, η, and Λ production as well as inverse muon decay.
These events may be considered for a future analysis and can be either neglected or
included with a large uncertainty.
The total DIS cross-section is known at approximately the 3-5% level. We do not consider
this as a source of systematic uncertainty because a floating normalization on the dominant
channel would be degenerate with the neutrino or antineutrino normalization. Therefore,
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Interaction νµ&νµ νe&νe ντ&ντ
CC 83.8 84.9 61.9
QE 9.8 9.7 6.5
RES 13.7 13.3 9.8
COH 0.7 0.8 0.03
DIS 59.5 61.1 45.6
Other 0.0 0.0 0.0
NC 16.2 15.1 38.1
QE 0.004 0.007 0.04
RES 0.3 0.3 1.0
COH 0.2 0.2 0.5
DIS 15.8 14.6 36.6
Other 0.02 0.0 0.0
Table B.17: The breakdown of the event rate, in percentage, using the default GENIE simulation for
each neutrino flavor. This table was made using the Honda flux model.
Name nominal value uncertainty (%)
MCCQEA 0.99 −15,+25
MRESA 1.120 ±20
ABYHT 0.538 ±25
BBYHT 0.305 ±25
CBYV 1u 0.291 ±30
CBYV 2u 0.189 ±30
Table B.18: List of parameters and their associated uncertainties based on GENIE. Nominal values of
parameters from Appendix B of the GENIE User Manual, Section 8.1.
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for this analysis we focus on aspects which may affect the relative difference between
neutrino or antineutrino event rates, including:
• Possible variations in the cross section model which may affect the shape of the
predicted event spectrum with energy
• Differences between channels (CC vs. NC)
• Differences between flavors
Due to the technical implementation of the cross section systematics into the analysis
(via effective area) it is not possible to study the effect of uncertainties on the hadronic
final state. However, systematic errors from the hadronic system are rather minor in this
analysis [147].
While we recognize the importance of CC vs. NC uncertainties, we do not consider any
additional uncertainties on this ratio for DIS, RES or QE. According to Table B.17, the
only significant contribution to the analysis comes from NC DIS interactions and the
Bodek-Yang model parameters, discussed in later sections, affect both CC and NC cross
sections as implemented in GENIE.
This analysis is also constrained by the error propagation method used in GENIE, a tech-
nique often called “re-weighting”. This technique is applied in GENIE for a set of physics
parameters p. For each p that can be reweighted, there is a corresponding systematic
parameter xp. Tweaking this systematic parameter modifies the physics parameter p as:
p→ p(xp) = p · (1 + xp δp
p
) (B.4)
where δp is the estimated standard deviation of p. After tweaking p by some value, a
new cross section is calculated. This allows one to see the effect on the cross section as
compared to the nominal cross section [18]. Because the new cross-sections are weighted to
the nominal cross-section with different weights, there are no effects on the reconstructed
variables such as energy.
The only uncertainties considered on the neutrino cross-section models are those on the
QE, RES, and DIS models, which will be addressed in the following sections.
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Appendix B.4. Uncertainties on QE and RES model
For the greater neutrino community, most experiments are at lower energies than the
region of interest for PINGU (less than a few GeV) where cross section uncertainties are
very important. In those experiments QE and resonant events dominate the sample and
the uncertainties on these types of interactions are relatively high. Although PINGU will
be dominated by DIS events, we have addressed the uncertainties associated with the QE
interactions.
The largest effect on the overall shape of CCQE events is driven by uncertainties on
the axial mass in the axial form factor, MCCQEA . It is suspected that M
CCQE
A is merely
an effective parameter; it reproduces the right differential cross section at low energy
but is masking nuclear physics processes which are not included in the current GENIE
model. The two extreme effects on the analysis are either a raw increase to the CCQE
cross section, achieved by MCCQEA , or the presence of “multi-nucleon effects”
9 where the
neutrino interacts on a correlated pair of nucleons. Multi-nucleon interactions, as a high
momentum transfer process which mimics CCQE, can create a bias in the neutrino energy
reconstruction for low energy experiments, however generous uncertainties on the RES
channel, which produce a similar feed down, can mitigate the effect.
Appendix B.5. Uncertainties on the DIS model
The dominant contribution to the total cross-section at the energy ranges of interest with
PINGU comes from DIS interactions. In GENIE, the DIS model uses the Bodek-Yang
correction (BY) [137]; the uncertainties in this model are encapsulated in the parameters,
ABYHT , B
BY
HT , C
BY
V 1u, C
BY
V 2u.The parameter A is used to account for the higher order QCD
terms and dynamic higher twist in the form of an enhanced target mass while the param-
eter B is used to account for the initial state quark transverse momentum. The CV 1u and
CV 2u parameters are used by vector K factors so the GRV98 PDFs have the correct form
in the low Q2 photo-production limit. There is an additional K factor that is used for
sea quarks but at neutrino energies less than 50 GeV, the charm sea contribution is very
small and can be neglected [148].
At sufficiently high energies, the masses of the leptons can be neglected in the cross-section
9These are sometimes referred to two particle, two hole (2p2h) effects or meson exchange current
(MEC).
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calculations. However, at energies near the production threshold, one must consider
differences between the νe,νµ and ντ cross-sections. This effect is assumed to be negligible
at PINGU’s energies.
Appendix B.6. Implementation
The effects of the neutrino cross section systematics on the neutrino mass ordering study
were studying using the ∆χ2 method. Apart from the addition of the GENIE systematics,
the same systematics were used in the other ∆χ2 results as described in Table 3.
The neutrino cross section systematics were included with the assumption that they would
only change the effective areas and not the reconstructed variables. Indeed this is true
when GENIE is only used to propagate cross-section systematics to the effective area
where the error is propagated as a weight on an event. Because of this, we are currently not
able to investigate the effects of these systematics on the energy or zenith reconstruction
and this will be investigated in the future. In practice, the GENIE systematic weights
are multiplied with the standard weights and the new effective area is calculated. This is
done at the -2 σ, -1 σ, 1 σ, and 2 σ values for each of the six parameters. These files are
then used in a line fit to obtain slopes ∆Ai. The modified effective area is calculated as
A′eff(E) = Aeff
(
1 +
∑
i
pi∆Ai
)
. (B.5)
Appendix B.7. Results
By allowing each of the six GENIE systematics errors to be fitted individually, the total
effect of each parameter can be determined.
The total impact on the NMO significance over time can been seen in Fig. B.77. This
graph shows that the significance when including the six extra systematics is consistent
to within 1% of the standard systematics case for livetimes below 5 years and still give
small to negigible impacts at livetimes up to 10 years.
We suspect that the ABYHT and B
BY
HT along with the C
BY
V 1u and C
BY
V 2u may be correlated with
each other. We have looked into this by fully correlating the higher twist parameters and
the valence quark parameters and by having each parameter independent. It was found
that when a prior is included, all results are compatible with each other.
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Figure B.77: The NMO significance shown with (dashed line) and without (solid line) the GENIE sys-
tematics added.
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Appendix C. Neutrino flux uncertainties
Atmospheric neutrinos are generated in hadronic showers induced by the interactions of
primary cosmic rays in the Earth’s atmosphere. Their flux therefore depends on the
properties of the primary flux (spectrum and composition) and of the atmosphere (in
particular its density profile) as well as the hadron shower physics. At cosmic ray en-
ergies ECR . 20GeV, the Earth’s magnetic field additionally affects the primary cosmic
ray flux, effectively shielding against low-energy charged particles and thus providing a
geomagnetic cutoff. Detailed Monte-Carlo simulations are employed to predict the result-
ing neutrino flux at various places on Earth [44, 149], which on the one hand enhances
the precision of the calculation, but simultaneously limits the exploration of systematic
effects to a few selected scenarios [44, 136]. While faster calculation methods based on
one-dimensional cascade equations are available [150], the collinear approximation in the
shower development limits their application to Eν > 100GeV.
In the following we will briefly discuss the various sources of uncertainty in the calculations
of the atmospheric neutrino flux and their effects on the determination of the neutrino
mass ordering with PINGU.
Appendix C.1. Primary flux uncertainties
To study modifications of the flux by the geomagnetic cutoff effect, the primary cosmic
ray spectrum is measured in balloon-borne, satellite or space-station experiments [151,
152, 153, 154, 155, 156]. While most magnetic spectrometers provide high statistics
measurements of the flux in the range of 1−200GeV per nucleon, calorimetric approaches
typically have a larger energy threshold of ∼ 1TeV/n. This leaves a gap, particularly in
the intermediate energy range, that has only recently been populated by data from the
AMS-02 [154], PAMELA [155] spectrometer and CREAM [156] calorimeter experiments.
In the absence of this data, the so called GSHL power-law approximation [157]
Φ(Ep) = a
[
Ep + b exp
(
c
√
Ep
)]−d
(C.1)
has been adopted in earlier calculations which introduces four parameters a, b, c, and d
that are obtained from fits to the data. In a study by Barr et al. [53], the impact of varying
these parameters within their model [149] is performed, assuming the uncertainties listed
in Tab. C.19.
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Parameter Proton fluxes Nuclear fluxes
a (normalization) 1.49± 0.10 0.060± 0.004
b (shape) 2.15± 0.025 1.25± 0.03
c (shape) 2.21± 0.02 0.14± 0.02
d (index) > 200GeV/n 2.74± 0.01 2.64± 0.02
d (index) < 200GeV/n 2.74± 0.03 2.64± 0.04
Table C.19: Parameter values and uncertainties for the GSHL parameterization of the primary cosmic
ray flux, taken from [53]
The red curves in Figure C.78 shows the ensuing uncertainty on the atmospheric neutrino
flux as a function of neutrino energy, from each parameter respectively. The spectral index
uncertainty clearly dominates and ranges from 10 − 20% in the neutrino energy range
of interest. The uncertainty in normalization is independent of energy in the resulting
neutrino flux at a value of ∼ 5%, while the shape parameters a and b provide a negligible
impact at low energies. This is consistent with a more recent investigation [158] using
newly available data to find a deviation from the power-law approach of < 8% over the
whole energy range.
To incorporate these uncertainties in our calculation, the spectral index of the atmospheric
neutrino flux is allowed to vary in a range of ±0.05, while the overall normalization is a free
parameter (c.f. Table 3). It should be noted that this is a very conservative approach,
as the newly available data on the primary cosmic ray flux is incorporated. While it
reveals additional features in the spectrum [154, 155, 156] that can not be modelled with
the simple GSHL parameterization given in Eq. C.1, the significantly improved event
statistics constrain the primary flux much more tightly. Detailed Monte Carlo studies
will be necessary to assess the remaining uncertainty.
Appendix C.2. Magnetic fields
Today, not only the spatial but also the the temporal evolution of the Earth’s magnetic
field are known with high precision [159]. The geomagnetic cutoff, which effectively shields
the Earth from cosmic rays at energies below ECR . 20GeV and affects the neutrino flux
at energies below Eν . 5GeV can therefore be calculated with sufficient accuracy [42].
However, another complication which is dealt with in modern Monte Carlo calculations is
the lateral spreading of the cosmic ray showers both from transverse momentum acquired
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FIG. 10: (color online) Breakdown of flux uncertainties
(shown here for angle averaged muon neutrinos) with different
regions of hadron production as a function of neutrino energy.
The capital letters in the key correspond with the hadron pro-
duction uncertainty zones in figure 3 and the one labeled ‘Chg’
represents the pion charge ratio uncertainty. The lower case
letters in the key correspond to variation of the flux parame-
ters in table (I). See text for more information. The topmost
thick (black) line with no points is the total error on the flux
and the lower line of the same style is the total hadronic error
(i.e. excluding the uncertainty from the primary flux).
the same and are described in the caption to figure 10.
The green lines with symbols which are either solid or
with the line going through them (A – I) are the pion
uncertainties. The purple line with crosses (Chg) is the
line representing the pion charge ratio uncertainty (for
all phase space regions). The blue lines with symbols
which over-stamp the line (W – Z) are the uncertainties
from kaons. Each of the four lines W – Z represents the
combination (quadrature sum) of two independent un-
certainties for positive and negative kaons. The phase
space regions corresponding to all these lines is summa-
rized in figures 2 and 3. The red lines with quartered
circle symbols (a – d) correspond to the uncertainties on
the primary flux parameters (a – d) as given in table I.
Each line is the combination of the proton and all-nuclei
contribution to the uncertainty.
Figure 10 shows the breakdown of uncertainties for the
muon neutrino flux (angle averaged). No single source of
error dominates. Above 1 GeV the primary flux uncer-
tainty (in particular the value of the spectral index d) is
important. The pion hadron production regions D, G, H
and I are important at respectively higher neutrino ener-
gies. The kaon uncertainties are not an important effect
except at the very highest energies.
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FIG. 11: (color online) Breakdown of uncertainties in flavour
ratios with different regions of hadron production, shown as
a function of neutrino energy. (a) (νµ + νµ)/(νe + νe) ratio
(b) νµ/νµ ratio and (c) νe/νe. Key as in figure 10.
Figure C.78: Uncertainties of the atmospheric neutrino flux from variations of the primary flux parame-
terization (a-d, red) as well as from uncertainties in various kinematic ranges of the hadronic interactions
of pions (A-I, green) and kaons (W-Z, blue). Figure adapted from [53]
in the interactions and decay of mesons and from bending of muons in the Earth’s magnetic
field. The field is not symmetric enough to allow for a simplification of the proble .
This makes the computation challenging as it requires the generation of particles in all
directions at all points on the Earth.
As a consequence, the neutrino flux has to be calculated individually for each detector
location. A commonly used speed-up trick is to xtend the size of the detect r to cover
a large area surrounding it [149, 136]. Through the geomagnetic effects described above,
this generates a systematic bias in the calculated flux that is corrected for by studyin how
the flux changes as a function of the detection radius [42, 44]. The resulting uncertainty on
the atmospheric flux depends on the Monte Carlo statis ics employed in th calcula ion,
but is typically . 1% [42].
We therefore do not include any systematic effects related to the geometry or magnitude
of the magnetic field.
Appendix C.3. Seasonal variation
The atmosphere of the Earth has been studied in great detail and a plethora of atmospheric
data has been available for a long time. For simplicity, most atmospheric neutrino flux
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calculations [160, 149, 42] employ the time-averaged atmosphere model US-standard ’76
presented in [161]. In a recent calculation [44], the newer NRMLSISE-00 model [162] has
been adopted since it provides a temporally and spatially changing atmospheric model.
Comparing the flux calculated with the US-standard ’76 and the time-averaged flux calcu-
lated with the NRMLSISE-00 model results in differences of . 2%, significantly smaller
than the variability introduced by seasonal effects. The most important parameter in
these calculations is the atmospheric density, where the primary effect on the neutrino
flux is the concurrency of interaction and decay of the generating mesons in the atmo-
sphere. The resulting variation over the course of the year – shown in Figure C.79 – is
well below 1% at a neutrino energy of Eν ' 1GeV, but increases to ±5% at Eν ' 1TeV,
where the pions and kaons experience stronger time-dilatation effects that suppress their
decay. While this effect works the same on all neutrino flavors, the muons originating in
the mesons decay lose more energy in a denser atmosphere before they decay. Therefore
the variability of νe which are predominantly generated from the decay of these muons is
enhanced at Eν ' 10− 100GeV with respect to the variability of the νµ flux.
Despite the large effective volume of the PINGU detector, event statistics comprising
several years of data will have to be collected in order to determine the neutrino mass
ordering (c.f. Sec. 3.4 and Appendix A). It is therefore expected that atmospheric vari-
ations largely cancel out in the resulting dataset. We do not incorporate any systematic
effect to account for this uncertainty. Detailed atmospheric data is available [163] that
allows to correct for temporal variations should it become necessary.
We note however, that the matter effects giving rise to the mass ordering sensitivity arises
from the asymmetry in the ν/ν¯ flux and interaction ratios. The sensitivity is therefore
affected less by uncertainties in the absolute flux, and more by uncertainties in the ratios
of νµ/νµ and νe/νe. Low energy muons leave short tracks in the detector, leading to poor
flavour identification at those energies, as the muon neutrinos cannot be disentangled from
the rest of the sample with high purity. Thus the ratio of (νµ + νµ)/(νe + νe) is of interest
for the neutrino mass ordering determination. Figure C.79 shows the variation of these
ratios with the seasonal changes in the atmosphere. Both the νµ/νµ and νe/νe ratios stay
constant throughout the year, while the electron neutrino fluxes are suppressed in summer
as a result of the decreased cosmic ray interaction height causing more muons to hit the
ground before they decay. An uncertainty of ±3% on the ratio of (νµ + νµ)/(νe + νe) is
adopted in our calculation, and of ±10% on the ratios of νµ/νµ and νe/νe. Both are chosen
significantly larger than the atmospheric variability would suggest, as they additionally
incorporate uncertainties in the hadronic interaction models (see Appendix C.4) and
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Figure C.79: Temporal variation of atmospheric neutrino fluxes at the South Pole for different flavors
(left) and of flavor ratios(right). Figure taken from [44]
neutrino cross-sections.
Appendix C.4. Hadronic interaction uncertainties
A dominant source of uncertainty in the atmospheric neutrino flux stems from the not well
determined hadronic production rates for mesons generated in pN → pi±X and pN →
K±X reactions, where p denotes an incoming cosmic ray nucleus, N is a target nucleus in
the atmosphere and X represents the rest of the interaction products. In the absence of
comprehensive experimental results and with the computational challenge involved in a
detailed exploration of the allowed ranges in the underlying nuclear physics models, early
analyses have constrained themselves to a comparison of a number of selected hadronic
interaction models [160].
In contrast, Barr et al. [53] have made an assessment of the uncertainties based on a
collection of available experimental data. The parameter space is defined in the kinematic
variables Ei and xlab, where Ei is the energy of the incident projectile, Es is the energy
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of the secondary meson and xlab = Es/Ei. Figure C.78 shows the uncertainty in the
hadronic meson production assigned in [53] to each region in the (Ei, xlab)-space. To
proceed with the calculation of the resulting uncertainties in the atmospheric neutrino
flux, a number of zones (denoted A-I for pions and W-Z for kaons) is defined. Within
each zone, the meson production rates are varied in the calculation assuming ±1σ ranges
as given by the hadronic meson production uncertainties, with the assumption that these
uncertainties are 100% correlated within each zone, and fully uncorrelated between zones.
From these variations, uncertainties on the atmospheric neutrino flux are determined as
shown in figure C.78.
While (through the higher kaon mass) kaon production uncertainties only become rele-
vant at higher energies, uncertainties in the pion production (regions D,C,H) dominate
the overall flux uncertainties below Eν < 1GeV, and are second largest (after the spectral
index) in the remaining energy range. Yet, in contrast to the spectral index variations
which provide a a smooth power-law modification of flux as a function of energy, uncer-
tainties in the hadronic production may be confined to a narrow range in energy. As the
neutrino mass ordering effect also reveals itself in atmospheric neutrino data through en-
hancements or suppressions of the flux in well defined energy ranges, hadronic production
uncertainties will provide a larger impact on the NMO sensitivity.
In order to determine this impact we continue the strategy described in [53], assuming that
each of the zones described above provides the source of a systematic uncertainties with
the resulting flux variation being 100% correlated within the zone and fully uncorrelated
between zones. In analogy to the approach in Appendix B.6, we then treat the flux
variations ∆Φ(E) shown in Fig. C.78 as ±1σ variation of these uncertainties, to calculate
the modified flux Φ(E)′ from the original flux Φ(E) as
Φ(E)′ = Φ(E)
(
1 +
∑
j
pj∆Φj(E)
)
(C.2)
with the uncertainties parameters pj in units of σ of the associated hadronic production
zone and Gaussian priors of width σ(pj) = 1. Figure C.80 shows the resulting loss
in significance, which amounts to about 10% in the neutrino mass ordering estimator
(red line). However, this result is overly conservative as we are treating the zones as
fully uncorrelated, while in reality a smooth transition is expected between them. This
conservative approach allows the parameters pj to take e.g. extreme positive and negative
value in adjacent zones, therefore providing stronger shape modifications than expected.
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Figure C.80: Neutrino mass ordering significance estimator vs. detector lifetime using up-going events
and the standard set of systematic uncertainties listed in Tab. 3 (black) as well as including 13 additional
flux systematic uncertainties described in the text (red dashed) or just the 4 most relevant of those
(blue). Extending the analysis to the down-going region (green) enhances the sensitivity due to earth-
penetrating neutrinos that are mis-reconstructed above the horizon. Together with better constraints on
the uncertainties from measuring the down-going flux, this over-compensates some of the sensitivity loss
induced by the hadronic production uncertainties (purple).
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Consistent with this expectation, we find that variations in zones H, Y,E and I which
generate shape modifications in the same energy range as the neutrino mass ordering effect
provide the largest impact on the significance, while variations in all other zones can be
neglected (compare blue and red dashed line in figure C.80). Furthermore, there is more
experimental data available now (and more will be available in the future), which will more
tightly constrain the hadron production rates and therefore decrease the uncertainties.
Finally, we note that our calculation only uses neutrino events reconstructed as up-going,
while the PINGU detector will at the same time measure the down-going neutrino flux,
allowing the constraint on uncertainties in the atmospheric neutrino flux.
In a first exploration of this option we extend our calculation to incorporate the full zenith
range of −1 < cos(θz) < 1, optimistically assuming the same effective area for the up-
and down-going flux. Even without taking into account the additional constraints on
the hadron production uncertainties pj, this results in a significant boost in sensitivity to
the neutrino mass ordering (c.f. green line in Figure C.80) due to events the have pene-
trated the Earth and therefore are affected by matter effects, but are mis-reconstructed as
down-going events in PINGU. Adding back the relevant hadronic production uncertain-
ties (purple line in Figure C.80), there is still a net gain in the sensitivity to the neutrino
mass ordering provided by the additional constraints on the atmospheric neutrino flux un-
certainties. A more detailed study also taking into account potentially larger remaining
atmospheric muon background in the down-going region will be required to fully assess
the benefit of a 2pi measurement.
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Appendix D. IceCube–Gen2 Phase 1
As a first step toward a future IceCube–Gen2 detector, the IceCube–Gen2 Collaboration
has proposed to install a Phase 1 upgrade of the IceCube detector. The Phase 1 upgrade
will consist of seven new strings of photosensors and optical calibration devices, installed
in the center of the existing detector within the volume proposed for PINGU.
The full scientific program of the Phase 1 upgrade, including the impact on high energy
neutrino astrophysics, will be described in detail elsewhere. In this Appendix we discuss
the reach of Phase 1 with regard to the PINGU science program. Phase 1 will enable a
world-leading measurement of tau neutrino appearance and provide the most stringent
test of unitarity in the tau sector of the PMNS matrix (detailed in Sec. 3). Phase 1
will also enable a world-class measurement of atmospheric νµ disappearance and extend
IceCube’s indirect search for dark matter [100] down to WIMP masses of a few GeV.
The calibration devices will greatly improve our understanding of the complex optics of
the glacial ice, not only in the central region but throughout the IceCube volume. This
will permit the retroactive reanalysis of over a decade of archived IceCube data, pro-
viding substantial improvements in IceCube’s measurements of high energy astrophysical
neutrinos, including angular resolution (especially for high energy cascades), energy reso-
lution, and tau neutrino identification. The new photosensors will fill part of the proposed
PINGU volume, and would greatly enhance IceCube’s performance in the 10 GeV energy
regime. The Phase 1 design is such that more strings can be added in a later deployment,
to attain a complete PINGU detector.
The new strings are envisioned to have roughly 125 multi-PMT Digital Optical Modules
(mDOMs), as described in detail in Sec. 5.4.1. The mDOM will provide more photo-
cathode area per module, at a lower cost per unit photocathode area and with improved
determination of photon directionality, than the traditional IceCube DOM. The layout of
these strings in the IceCube detector is shown in Fig. D.81.
Appendix D.1. Science Objectives
ντ Appearance and the Unitarity of the PMNS Matrix
The chief physics goal of the Phase 1 detector is to make a world-leading measurement
of ντ appearance and exploit the resulting sensitivity to potential deviations from PMNS
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Figure D.81: The layout of the IceCube–Gen2 Phase 1 strings, shown in red. The locations of the existing
IceCube and DeepCore strings are also shown in blue and green respectively. The areas of the circles
in the zoomed-in top-view are proportional to the relative photocathode density on each string. This is
illustrated further in the lower right corner showing the spacings on each of the strings progressing from
IceCube (17 m) to DeepCore (7 m) to Phase 1 (2.4 m).
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matrix unitarity. This topic has been discussed in detail in Sec. 3.5 for the full PINGU
detector. The projected results for Phase 1 are shown in Fig. D.82.
The relatively high mass of the tau lepton suppresses ντ interactions in accelerator-based
experiments, but at the higher atmospheric neutrino energies available to the Phase 1
detector, the event rate from ντ appearance is high. IceCube’s existing DeepCore exten-
sion already detects about 800 ντ CC+NC interactions per year; the addition of Phase 1
strings would increase that to 2500. (For comparison, the Super-K experiment accumu-
lated an estimated 180 atmospheric ντ events with a livetime of 2806 days [64].) Since
insignificant numbers of ντ are produced directly in cosmic ray air showers, the ντ ob-
served in DeepCore and Phase 1 arise from νµ → ντ oscillations at specific L/E (the ratio
of the neutrino’s path length through the Earth to its energy). For these path lengths,
the oscillation maximum is at roughly Eν = 10–30 GeV, comfortably above the DeepCore
and Phase 1 detector thresholds.
These ντ events can be distinguished on a statistical basis from the background of νe and
νµ CC and NC events by their characteristic angular distribution and energy spectrum.
This allows Phase 1 to measure the rate of ντ appearance with a precision of better than
10% with about 5 yrs of data, as shown in Fig. D.82, providing a significantly deeper
probe of PMNS matrix elements dependent on the νµ and ντ flavors than current state-of-
the-art experiments [64, 66]. The measurement will either strengthen the 3-flavor model
and the underlying unitarity of its corresponding mixing, or point us in the direction of
new physics due to sterile neutrinos, non-standard interactions, or other effects.
νµ Disappearance; Sterile Neutrino Searches; Dark Matter
The Phase 1 detector will have improved sensitivity to additional key atmospheric neu-
trino oscillation parameters, as well as to sterile neutrinos and to neutrinos from dark
matter annihilations, supplementing its highly important ντ appearance measurement.
Figure D.83 shows the reach of Phase 1 for the atmospheric neutrino oscillation parame-
ters. The two graphs in the figure show the predicted Phase 1 result with 3 yrs of livetime,
assuming maximal and non-maximal true values of θ23. The Phase 1 measurement of the
atmospheric mixing parameters will reach a precision competitive with that predicted
from leading accelerator-based experiments such as NOvA [164] and T2K [165], but with
very different energies and systematics, strengthening aggregate understanding of neu-
trino oscillations. In addition, Phase 1 will have sensitivity to the θ23 octant and maximal
mixing, of particular current interest due to the mild tension in recent measurements,
with T2K [165] consistent with maximal mixing and NOvA [164] excluding it at 2.5σ.
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Figure D.82: Predicted measurement of the tau neutrino normalization vs. time for Phase 1, with results
from Super-K [64] and OPERA [66], and predicted results from 10 yrs of DeepCore, shown for comparison.
The Phase 1 prediction uses fully reconstructed simulated data (but without taking advantage of better
reconstruction predicted with mDOMs) and has a full suite of systematic errors applied. With the
Phase 1 strings we improve the worldwide precision by a factor of two with less than 2 yrs of livetime,
and reach roughly 10% precision on this key measurement with about 5 yrs of livetime. The combined
DeepCore+Phase 1 is much more sensitive than DeepCore alone, which plateaus at roughly 15% precision.
Including 10 yrs of DeepCore data, the livetime that will have been accumulated when Phase 1 starts
taking data, will slightly improve the overall precision beyond what is shown here. (Note: The OPERA
90% range is only shown to the top of the plot scale but in fact extends to 3.6.)
175
0.35 0.40 0.45 0.50 0.55 0.60 0.65
sin2 (θ23)
2.0
2.5
3.0
3.5
|∆
m
2 32
|(
1
0−
3
e
V
2
)
IceCube Preliminary90% CL contours [NO]
IceCube 2017
MINOS w/atm
T2K 2017
Super-K 2015
NOvA 2017
Gen2-Phase1 (3 yr proj.)
[T2K 2016 assumed]
0.35 0.40 0.45 0.50 0.55 0.60 0.65
sin2 (θ23)
2.0
2.5
3.0
3.5
|∆
m
2 32
|(
1
0−
3
e
V
2
)
IceCube Preliminary90% CL contours [NO]
IceCube 2017
MINOS w/atm
T2K 2017
Super-K 2015
NOvA 2017
Gen2-Phase1 (3 yr proj.)
[NOvA 2017 assumed]
Figure D.83: The orange lines show the sensitivity of the IceCube–Gen2 Phase 1 detector to atmospheric
νµ disappearance parameters after 3 yrs of livetime. The sensitivity in the left-hand graph assumes
the true values of the parameters to be ∆m232 = 2.51 × 10−3 eV2 and θ23 = 45◦, which are the T2K
best-fit point from reference [166]. The sensitivity in the right-hand graph assumes the true values of
the parameters to be ∆m232 = 2.67 × 10−3 eV2 and sin2 θ23 = 0.404, which are the lower-octant NOvA
best-fit point (statistically degenerate with their upper-octant best-fit point) from reference [164]. The
graphs also show the most recent measurements from IceCube-DeepCore [167], MINOS [168], T2K [165],
Super-Kamiokande [169] and NOvA [164].
Phase 1 will be able to exclude maximal mixing at 3σ in roughly 3 yrs if the true value of
θ23 is at the current NOvA best-fit value. Under conservative assumptions, Phase 1 will
also be able to exclude the wrong neutrino mass ordering (NMO) at 1.5–2σ with 3 yrs of
data (with favorable θ23 and normal ordering, it could reach 3σ in the same time frame).
The greater event rate at low neutrino energies will also enable Phase 1 to improve Ice-
Cube’s world-leading sensitivity to sterile neutrinos [170, 171]. Phase 1 can improve on
the currently limits on |Uτ4|2 from DeepCore and Super-K by about a factor of three. This
greater event rate will enable Phase 1 to test for non-standard neutrino physics directly,
complementing its ability to do so indirectly via ντ appearance.
Finally, with Phase 1 we will be able to extend our search for neutrinos from solar WIMP
annihilations down to WIMP masses as low as 5 GeV (see Fig. D.84), building on Ice-
Cube’s highly competitive results on indirect dark matter detection [100].
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Figure D.84: The IceCube–Gen2 Phase 1 sensitivity to neutrinos from solar WIMP annihilations for
spin-independent (left) and spin-dependent (right) models. This sensitivity is compared to existing limits
from Super-Kamiokande [110] and IceCube [172].
Calibration
Phase 1 provides an opportunity to deploy new calibration sources, which are intended to
build on the lessons learned from IceCube and to improve our knowledge of the ice, leading
to corresponding improvements in many IceCube analyses, including those at energies
relevant for neutrino oscillation analyses. The majority of the calibrations in IceCube
are performed using LED flashers, co-located with the IceCube DOMs. These have been
used to measure the detector geometry, validate time calibration and, most importantly,
to measure the optical properties of the ice (the unaltered “bulk ice” between the strings,
and the refrozen “hole ice” in which the strings are deployed).
The IceCube LED brightness levels and directions are known to only 20% and 10 degrees,
respectively [3]. There are also no vertically oriented LEDs that can directly probe the
hole ice. The proposed Phase 1 devices are listed below.
• The Precision Optical CAlibration Module (POCAM) [128, 129]: An isotropic light
source with a well understood light output to measure in situ the optical efficiency
of the DOMs to within 3% (see Sec. 7.4.2).
• LED flashers in the mDOMs: Housed in the internal support structure for the PMTs
for precisely measured custom placement and orientation. With horizontal distances
as low as 20 m between Phase 1 mDOMs, multiple flashers can be coordinated to
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probe “double bang” signatures at the 20 m baseline at which IceCube is most
sensitive to high energy ντ observation (see Sec. 7.4.1).
• Video cameras: Deployed with the mDOMs or in dedicated camera modules in order
to monitor the hole ice, determine if the degassing process is successful and measure
light from LEDs in order to further probe the absorption and scattering properties
of the bulk ice (see Sec. 7.4.3).
Appendix D.2. Additional Science Benefits
Beyond exploiting the distinct capabilities of an enhanced IceCube in-fill array to achieve
the core science mission of Phase 1, neutrino oscillation measurements by a combined
DeepCore and Phase 1 will complement accelerator and reactor neutrino experiments,
as the different set of systematic uncertainties confronting it and the weak impact of
δCP on its measurements will increase the robustness of global neutrino oscillation fits.
Comparison of DeepCore+Phase 1 observations to those made by both currently run-
ning experiments such as T2K [173] and NOvA [174] and planned experiments such as
DUNE [175], Hyper-Kamiokande [176], and JUNO [177] will therefore also provide broad
and model-independent potential for discovery of new physics.
Moreover, a restart of deep ice drilling at the South Pole enables future particle astro-
physics at this unique site. The deep ice at the South Pole is an optimal location for
deployment of a direct dark matter detector with scintillator crystals (DM-Ice [2]) to
confirm or reject the annual modulation of WIMP dark matter claimed by DAMA [116].
With surrounding IceCube strings used as a veto shield, the South Pole site offers a
highly stable, nearly background-free environment. Deep ice drilling also allows for the
possibility of deploying next-generation optical sensor technology prototypes for ultimate
use in a fully-realized IceCube–Gen2 Neutrino Observatory. The opportunity to retire
risk at an early stage of development would shorten the design phase of this formidable
endeavor and provide a pathway for utilization of novel and potentially game-changing
photodetection technology.
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