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Abstract of a thesis submitted in partial fulfilment of the requirements for the Degree of 
Doctor of Philosophy. 
 
Unstable Equilibrium: Modelling Surface Waves and Turbulence in Water Flow 
 
By R. J. Connell 
 
This thesis develops a one-dimensional version of a new data driven model of turbulence 
that uses the KL expansion to provide a spectral solution of the turbulent flow field based 
on analysis of Particle Image Velocimetry (PIV) turbulent data. The analysis derives a 2nd 
order random field over the whole flow domain that gives better turbulence properties in 
areas of non-uniform flow and where flow separates than the present models that are 
based on the Navier-Stokes Equations. These latter models need assumptions to decrease 
the number of calculations to enable them to run on present day computers or super-
computers. These assumptions reduce the accuracy of these models.  
The improved flow field is gained at the expense of the model not being generic. 
Therefore the new data driven model can only be used for the flow situation of the data as 
the analysis shows that the kernel of the turbulent flow field of undular hydraulic jump 
could not be related to the surface waves, a key feature of the jump. 
The kernel developed has two parts, called the outer and inner parts. A comparison shows 
that the ratio of outer kernel to inner kernel primarily reflects the ratio of turbulent 
production to turbulent dissipation. The outer part, with a larger correlation length, 
reflects the larger structures of the flow that contain most of the turbulent energy 
production. The inner part reflects the smaller structures that contain most turbulent 
energy dissipation.   
The new data driven model can use a kernel with changing variance and/or regression 
coefficient over the domain, necessitating the use of both numerical and analytical 
methods. The model allows the use of a two-part regression coefficient kernel, the 
solution being the addition of the result from each part of the kernel. 
 iv
This research highlighted the need to assess the size of the structures calculated by the 
models based on the Navier-Stokes equations to validate these models. At present most 
studies use mean velocities and the turbulent fluctuations to validate a models 
performance.  
As the new data driven model gives better turbulence properties, it could be used in 
complicated flow situations, such as a rock groyne to give better assessment of the forces 
and pressures in the water flow resulting from turbulence fluctuations for the design of 
such structures.  
Further development to make the model usable includes; solving the numerical problem 
associated with the double kernel, reducing the number of modes required, obtaining a 
solution for the kernel of two-dimensional and three-dimensional flows, including the 
change in correlation length with time as presently the model gives instant realisations of 
the flow field and finally including third and fourth order statistics to improve the data 
driven model velocity field from having Gaussian distribution properties. As the third and 
fourth order statistics are Reynolds Number dependent this will enable the model to be 
applied to PIV data from physical scale models.  
In summary, this new data driven model is complementary to models based on the 
Navier-Stokes equations by providing better results in complicated design situations. 
Further research to develop the new model is viewed as an important step forward in the 
analysis of river control structures such as rock groynes that are prevalent on New 
Zealand Rivers protecting large cities. 
 
Keywords: data driven model; turbulence; surface waves; undular hydraulic jump; kernel; 
Karhunen-Loéve; Proper Orthogonal Decomposition; random flow field; 2nd order; 
regression coefficient function; variance; covariance; stochastic; Navier-Stokes 
equations; open channel flow; simulation; rock groyne  
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Thesis Title 
 
The reason I have chosen this title is that turbulence and its fluctuations are not included 
in the standard water flow models used in standard industry practice to model river and 
flood plain flows. These models arrive at smooth solutions of water velocities and depths 
that may gradually change over time as the water flow increases and then subsides. This 
could be classified as a slowly changing equilibrium. However, turbulent flows have 
fluctuating velocities and depths and, if a snapshot is taken of the water velocities, they 
are in a fluctuating state, that is, an ‘Unstable Equilibrium’.  
This type of state was exemplified by Paul Klee in his painting ‘Unstable Equilibrium’, a 
print of which I have had framed on my wall for many years, which provided the 
inspiration for the title of this thesis. This painting is based on a snapshot of the motion of 
pendulums, which are inherently unstable. However, if the overall swinging motion of a 
pendulum back and forth is taken as a whole, it is in equilibrium. A turbulent velocity 
field is the same. 
Turbulence is defined as: ‘An unstable flow of a liquid or a gas’. Yet, the overall process 
is in equilibrium. The ‘unstableness’ is part of the equilibrium of water flow. This 
unstableness arises when the inertial forces are too great for the water viscosity to hold 
and the water flow becomes unstable and turbulent. This is summed up by Richardson 
(1922) in a little poem which succinctly describes this relationship between the inertial 
and viscous forces in a turbulent flow. 
Big whorls have little whorls, 
Which feed on their velocity; 
And the little whorls have lesser whorls, 
And so on to viscosity  
(in the molecular sense). 
 viii
This leads to the famous energy cascade and Kolmogorov hypotheses (Kolmogorov 
1941a; Kolmogorov 1941b) for turbulence. Likewise,waves on the surface of a water 
flow are inherently ‘unstable’ but are in equilibrium when viewed in a wider sense. But I 
am getting carried away yet again … so it is now time for the painting……  
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Chapter 1  
Introduction 
In New Zealand, large floods can inundate over one hundred towns and a far greater 
number of rural communities. The devastating impact of a flood through these 
communities is large, and the social effects last for many years. In addition, damages 
from one event typically run into tens of millions of dollars or, in the case of our 
larger cities, billions of dollars. Therefore, research that increases the understanding 
of water flow in floods has considerable social and economic value for the whole 
country. This research will improve our knowledge of the extent and depth of 
flooding that can occur on all the flood plains within New Zealand, allowing 
communities to make more informed decisions and become more able to cope with 
and plan for future floods. 
Currently, calculation of the extent and depth of flooding is undertaken using 
numerical models.  There are many problems facing modellers in assessing the inputs 
to these models that require research, which when completed will ultimately lead to 
better information being provided to the flood plain communities. One of these 
problems is assessing the resistance of the rived bed and/or flood plain which is 
currently assessed using largely empirical and judgemental methods. These methods 
are used as the turbulence in the water flow is not able to be modelled despite the 
fundamental equations for turbulent water flow, the Navier-Stokes equations, having 
been known since the early part of the 19th Century. These equations cannot directly 
be used for the modelling as the computation is far too large even for the present day 
supercomputers.  
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Therefore a better model of the turbulence in river flow will improve the 
understanding of water flow and enable better predictions of flood depths in a river or 
on a flood plain. 
Another problem requiring research is presence of surface waves in flood water flows.  
Surface waves are one of the reasons why hydraulic models under-predict the flood 
levels on flood plains. This was found to be the case on the Waihao River Flood Plain 
(Connell et al. 2001).  
 
1.1 Thesis direction 
This thesis combines modelling surface waves with water flow turbulence. The 
reasons that this approach was taken were: 
(i) Turbulence and surface waves have not been widely researched together.  
(ii) Modelling turbulence and surface waves together will improve the input of 
parameters into the present models and enable modellers to better predict the 
likely surface waves and water levels at any given point, which will improve 
the information they provide to flood prone communities. 
iii) Understanding turbulence will enable better prediction of how the water 
flow interacts with the ground surface and structures within the water flow 
and, therefore, improve the determination of resistance coefficients of the 
ground surfaces.  
 
1.2 Turbulence in water flow 
Turbulence is one of the last unsolved problems in classical physics and flood water 
flow is one of many processes that are turbulent. As the problem is so large and 
complicated, there has been a vast amount of experimentation and research on water 
flow to ascertain the effects of turbulence over a wide range of water flows and 
situations. This research has enabled empirical formulae such as Manning’s formula 
or the Chezy formula to be developed so that water flow or flood levels can be 
calculated, modelled or simulated. 
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Despite this considerable effort, there is still a considerable degree of subjectivity 
required to model a river or flood plain flow as most of the resistance coefficients are 
based on laboratory data, although there is much data available in the field from river 
gaugings. There is still subjectivity needed to determine the resistance values for 
models simulating laboratory conditions and Wilson et al. (2003) and other similar 
works show that the resistance values still needed to be calibrated in the laboratory.  
The best method to estimate flow resistance for a given river, (other than a gauging 
site) is to use standard data from the literature together with photographs and bed 
surface material grading curves from sites that have already been gauged. Publications 
of gauged sites with photographs and bed material are still being produced (Hicks and 
Mason 1991). This publication was subsequently reprinted in 1998 and is used by 
many practitioners showing that the state of the art of estimating flow resistance in 
river beds is still subjective.  
There are empirical formulae for estimating resistance of rivers, e.g. Raudkivi (1976) 
p130, Fig. 6.24 which outlines and gives the results using several methods, including 
the Einstein-Barbarossa methods, Engelund method, Alam and Kennedy method and 
regime equation showing that for the same situation these methods give differing 
results. All these methods provide differing results to those using the standard 
Manning and Chezy equations that are widely used in practice. Even these two 
equations have differences as shown in Henderson (1966). The reason all these 
methods have differing answers is that they do not include the fundamental turbulent 
processes and have been derived generally from measured data sets in laboratory 
experiments and  in many cases require extrapolation from these data sets.  
The only models that do not require subjectivity are Direct Numerical Simulations 
(DNS) that fully model the Navier-Stokes equations. These models have only been 
recently developed (Kim et al. 1987). However, these simulations are only of 
turbulent flows with very low Reynolds Numbers, and it is not possible to model a 
river flow with this method as it requires far too much computation even for the 
world’s largest supercomputers. The reasons for this are discussed in detail later in the 
literature review.  
Other models such as Large Eddy Simulation and Reynolds Averaging Navier-Stokes 
models that can be used for smaller parts of a river, have had assumptions made about 
 4
the Navier-Stokes equations (from which the models are derived) which mean that 
there are many places in a typical water flow where the turbulence properties are not 
well modelled (Yue et al. 2006). The literature review will also examine all these 
methods to enable them to be compared with the turbulence model developed in this 
research.  
One of the latest experimental techniques to measure turbulence is Particle Image 
Velocimetry, which is used to provide detailed data of the flow field. This means that 
detailed analysis can be undertaken of the flow field providing the background for a 
model or understanding how and why the turbulent changes over the flow field and 
under the surface waves in the flood flow. This thesis uses Particle Image 
Velocimetry (PIV) data to build a model and assess the turbulent flow structures in a 
water flow and under surface waves. This will provide a better model or an 
understanding of the turbulence under surface waves and also in other parts of the 
data where surface waves are not present.  
Understanding the turbulent processes will give insights into the reasons that the 
various flow phenomena occur and this is the reason that surface waves are being 
approached from the turbulence standpoint. Having a good understanding of these 
processes will provide a better understanding of surface waves in flood flows and 
flow resistance which will lead to better modelling techniques.  
 
1.3 Surface waves in flood water flow 
Surface waves need to be assessed, as modelled levels are low in the centre of a water 
flow compared to the observed levels (Connell et al. 2001). This study compared 
hydraulic model results with over 300 observed flood levels from two flood events. 
Whereas, the flood levels at the edge of the flow were predicted well (in this case the 
flood extent) the water levels in the centre of the flow were under predicted (it was 
impossible to match the centre flood levels with the flood extent). 
The reasons that the modelled levels were lower than the observed levels were: 
(i) Local heading up against buildings, hedges and other obstacles that were 
not modelled.  
(ii) Surface waves. 
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The work of Connell et al. (2001) also confirms visual observations of rivers in flood 
by the author (and many others through personal communication) that seem to 
indicate that the water surface in the centre of the flow is higher than the surface at the 
edge of the flow. This effect was first observed by the author while at the South 
Canterbury Catchment Board, on the Rangitata River on the Canterbury Plains in a 
fresh or small flood on this river with a discharge of over 1000 m3/s. The water 
surface in the centre of the river during this fresh (and since observed on other rivers), 
appeared higher than the water at the river’s edge. 
Therefore, it is surmised that as well as appearing higher than the edge levels, the 
water levels in the centre of the flow are higher at the top of the waves. Such waves 
on the Opihi River at Fairlie were videoed on the Opihi River at Fairlie in 1994, as 
shown in Figure 1-1. 
Also note in Figure 1-1 the range of wave sizes from small in the foreground to larger 
waves behind in the centre of the flow. The sizes of the waves are a function of the 
water depth and velocity and also the bed forms in the river created by the water flow.  
These waves can become quite large in the centre of a flood flow in a river where the 
deepest part of the flow occurs. Standing waves on the Clarence River (personal 
comm. King, 1998) have been observed to be 2 m high. A photograph of these waves 
(Figure 1-2) from (pers. communication, Hall, 1996) shows a train of these waves and 
even though it was taken at quite a distance from the waves, the photograph also gives 
an indication of the size of these waves. 
The waves on the upper Tengawai River during a very large flood in 1986 were also 
up to 2 m in height, where the flow was concentrated in a gorge near MacKenzie Pass 
as shown in Figure 1-3. 
However on the flood plain these waves are generally smaller, as shown by Figure 1-4 
below and parts of Figure 1-1 where the depths and velocities are less. 
Comparison of modelled and observed levels of flood flows on the Waihao River on 
the Canterbury Plains, showed that the flood models under-predict water levels in the 
centre of the water flow by an average of about 0.18 m (Connell et al. 2001). For the 
Waihao River flood plain, the flood waters averaged about 0.5 to 0.6 m deep and the 
slope of the flood plain averaged about 0.003 m/m. 
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Figure 1-1: Flooding Fairlie, 19 March 1994 (photograph from video by M. 
Campbell) 
 
 
Figure 1-2: Rooster tail waves on the Clarence River (Photograph: B. Hall) 
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Figure 1-3: Tengawai River in flood, March 1986. (Photo: B Patterson) 
 
 
Figure 1-4: Waihao River in Flood March 1986 (Photograph. C. Sew-Hoy) 
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From the above photographs, it can be seen that a wide range of wave sizes are 
possible, depending upon the depth and velocity of the flow taking place. This 
problem needs to be addressed, as the flow situations are different on every river and 
flood plain. This thesis examines surface waves by investigating the turbulence 
processes under the surface of the water flow with surface waves.  
 
1.4 Stochastic analysis 
As turbulence is a random phenomenon (Pope 2000), any study of the statistical 
properties of a given turbulent flow will provide much information about the structure 
of that flow and flows of a similar nature. This makes stochastic modelling and 
analysis an ideal choice to understand the types of structures in the water flow and to 
provide a basis to build a model. 
The stochastic analysis currently undertaken at Lincoln University primarily uses the 
Karhunen-Loéve expansion (Kulasiri and Verwoerd 2002) that models the variability 
of ground water flows due to Brownian motion. This method has several other names 
including Proper-Orthogonal Decomposition (POD) under which this type of analysis 
has been undertaken for turbulence modelling since the late 1960’s (Bakewell and 
Lumley 1967). This method was developed independently by several authors, 
including Karhunen and Loéve, whose work was independent of each other, hence, 
the variety of names for the procedure. 
Work on turbulent flows is also being undertaken using this expansion (Holmes et al. 
1996); however, no analysis has been undertaken on data with surface waves.  
Analyses using the Karhunen-Loéve (KL) Expansion give insights into the structure 
of the flow (Holmes et al. 1996). Other types of turbulence models such as large eddy 
simulations (LES) and direct numerical simulation give little dynamical insight into 
the structure of the water flow. The KL Expansion analysis technique has arisen as 
visualisation of water flow shows many structures within the turbulence which “has 
lead to a great deal of controversy about their importance and significance” (Pope 
2000). To resolve these issues, the Karhunen-Loéve (KL) Expansion has been used as 
an eduction method to determine the structure of the fluid flow in a mathematical 
manner.  
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In addition, present turbulence models need to simplify the turbulent processes with 
assumptions to reduce the number of calculations so that the modelling can be 
undertaken on present day computers. As discussed in Chapter 2, it requires far too 
many calculations to undertake a Direct Numerical Simulation (DNS) of the Navier-
Stokes Equations for any practical river or stream problem. This means that the 
present models do not correctly model the structures in many situations as discussed 
in Chapter 2. For example, Large Eddy Simulation (LES), the most sophisticated 
model next to DNS, uses a ‘wall model’ to simulate the flow adjacent to the wall for 
high Reynolds Number flows such as those that would occur in a river.  
LES also uses a model to predict the finer turbulent fluctuations, with the most used 
model, the first model used, being Smagorinsky’s model that is based on the mixing 
length model (Smagorinsky 1963). This model has been refined to take into 
consideration the change of flow characteristics over the flow domain on the subgrid 
scale and, hence, the change in model parameters (Germano et al. 1991) rather than 
the statistics of the flow; however, even the most recent models have given poor 
results in many areas within the water flow (Yue et al. 2006), as discussed in Chapter 
2. Therefore, more research is presently being currently undertaken to improve the 
subgrid models to better simulate the wide range of situations necessary in a model. 
As the turbulent properties are not well modelled in many areas, a numerical model 
built based on the turbulent properties of the data will improve on the results of 
present models. Therefore, the KL Expansion can be seen as a way forward to 
addressing turbulence by providing a model that will give much better flow and 
turbulence properties and provide information upon how these properties change over 
the wave structures in the water flow.  
 
1.5 Scope and value of work 
It is important that the scope of this thesis is explicitly stated and the methods used to 
derive the scope are explained and so that the thesis’ contribution to improve 
knowledge of flood water flows can be put into its context within the literature. 
Considerable previous turbulence literature and some of the newer literature have 
been published on the statistical and stochastic aspects of turbulence. However, as 
will be shown in Chapter 2, most of the work has focused on models derived from the 
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Navier-Stokes equations and little work has taken place on the stochastical aspect of 
turbulence. 
The primary scope of this thesis is limited to a stochastic analysis of water flow 
turbulence to develop a data driven mathematical model to simulate the turbulence in 
the water flow and under the surface waves. This entails developing a covariance or 
regression coefficient function for the flow domain to give insights into its structure 
and enable a model of the turbulent flow field to be constructed using the Karhunen-
Loéve Expansion.  
The data driven model developed in this thesis, by giving better simulation of the flow 
dynamics will give better estimates of the stresses and strains on structures within the 
water flow and forces at the edge of the water flow. Having this information will 
improve the design of rock rip-rap and rock groynes and other structures in the water 
flow, even bridge piers. 
In addition, such a model will have the ability to improve the estimate of resistance 
factors as the model will simulate turbulence properties better than the present models 
allowing assessment of the effects of non-uniform topography on the flow dynamics 
caused by the river and flood plain topography. This would improve the estimation of 
the resistance factors to enter into the standard hydraulic one and two-dimensional 
models used by practitioners to model flood plain and river flows. 
Simulation of the turbulence under surface waves will lead to better assessment of the 
size of these waves for a given situation. Knowing the expected size of surface waves 
is of value as the standard one-dimensional models or two-dimensional (depth 
averaged shallow water equations) models provide a smooth surface as a solution 
(except in the case of a hydraulic shock), and do not contain waves. There are a few 
models that include waves, mainly to simulate ocean waves using the Boussinesq 
equations (not the Boussinesq Approximation) that are limited to modelling coastal 
areas but may be able to be used to model waves with the assumptions and limitations 
of these equations that will all be discussed later.  
Modelling of surface waves is currently being undertaken using LES using the level 
set method to determine the water surface in a two phase model (Yue et al. 2003). 
Even this LES model has its limitations and better models for the surface have been 
developed, such as the particle level set method (Enright et al. 2002).  
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As the one and two-dimensional models are used to simulate the flow over a wide 
area, use of a more detailed model to simulate waves and resistance to flow, would be 
impractical as the models would take far too long to run for practical use. It is 
therefore useful to have a model to simulate small areas covering all the range of flow 
situations that occur to assess the flow resistance and waves that can occur in each 
flow situation of the larger model.  
Therefore, this thesis seeks to build a data driven model that will complement the 
results from the standard modelling techniques such as one-dimensional and two-
dimensional (depth averaged) models. The thesis model can be used to simulate 
turbulence and therefore improve the estimate of flow resistance properties and also 
simulate the waves that can occur for a given situation. The data driven model will 
also enable better prediction of flow dynamics and forces on structures within the 
water flow. The data driven model will predict the flow properties better than the 
models that are based on the Navier-Stokes Equations that have simplifying 
assumptions to enable the model to run on present day computers with the resulting 
loss of turbulent properties. 
Any turbulence model requires considerable computing power and the KL Expansion 
analysis is no exception. Between 1995 and 2006 computer speeds have increased by 
100 fold for desk top personal computers and 1000 fold for supercomputers. This 
increase in computing speed means we have far more capacity to analyse and record 
new data on water flow for use with the KL Expansion. Therefore, it is timely to 
develop a model using the KL Expansion and develop research methods to enable 
better determination of the likely fluid forces and stresses, flow resistances and 
surface waves for a given situation.  
This work is a very large task. Therefore, this thesis needs to be further limited to 
providing the basis for a new direction developing the fundamental concepts of the 
model, ideas and insights into the data for its future development.  
The thesis is also limited to the use of laboratory data and analysis. The work 
presented in this thesis will provide the basis for further work that, ideally, would take 
place in the field or in larger or complementary laboratory experiments on flows with 
higher Reynolds Numbers.  
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1.6 Specific objectives 
The specific objectives of this research can be formulated as follows: 
a) To obtain turbulence data for a flow situation with surface waves. 
b) To analyse this data to develop a new direction building a data driven 
model using a regression coefficient function for the KL Expansion to 
simulate the turbulence in the water flow under the surface waves. 
c) To assess relationships between the regression coefficient function and 
other important information on the turbulence structure for open channel flow. 
d) To compare and discuss the basis of this new data driven model with other 
turbulence models. 
e) To discuss the relevance of the new data driven model and its impact on the 
knowledge of water flows and flood flows. 
f) To assess directions for further work to develop any weaknesses in the new 
model. 
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Chapter 2  
Literature review 
This chapter presents the literature reviewed for this work and provides the 
background and basis for the research undertaken in this thesis.  
This chapter is divided into six sections. The first part covers the Karhunen-Loéve 
(KL) Expansion or as it is also known, Proper Orthogonal Decomposition (POD), 
which is to be used for the analysis and to develop a model of the velocity structures. 
As this work seeks to develop a turbulence model the second section covers other 
turbulence models so that comparisons can be made. The third section examines work 
presented under the heading turbulence and stochastics while the fourth section 
examines measurement of turbulence which is necessary as the KL Expansion needs 
to have detailed data of a turbulent flow. The final two sections examined the 
literature on surface wave theory and surface waves in channel flow. The final section 
also developed a methodology to choose appropriate data for the analysis and model. 
2.1 Karhunen-Loéve Expansion 
The Karhunen-Loéve (KL) Expansion was developed separately by several 
independent researchers and is known under several names. These include Proper 
Orthogonal Decomposition (POD), which is the name that the method is most widely 
known in the turbulence field, Principal Components Analysis (PCA) (the discrete 
form of this analysis) and also several other names resulting from separate 
developments of the technique that need not be mentioned here. The KL Expansion is 
a representation of a stochastic process by a set of orthogonal components similar to a 
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Fourier series decomposition of a function. Theoretical details will be discussed in 
detail in Chapter 4.  
The KL Expansion was first used in turbulent flow analysis by Bakewell and Lumley 
(1967), under the name of Proper Orthogonal Decomposition (POD), to assess the 
flow structure in the boundary layer of a pipe flow. The streamwise velocity 
component of glycerine flow in a pipe in the wall region (y+< 40) was decomposed 
using this technique. Measurements were made using simultaneously recorded signals 
from the probes of two anemometers. The distances of the probes from the wall varied 
from y+ = 1.25 to 40, where y+ = ν
*Uy  or wall units, where y is the height above the 
surface, U* is the shear velocity = gRS , where g is the gravitational constant, R is 
the hydraulic radius = flow area/wetted perimeter, and S is the slope and ν is the water 
kinematic viscosity. 
Correlations were obtained with the probes up to 24η and 48η apart in the streamwise 
direction and the lateral directions respectively, where η is the Kolmogoroff 
microscale, (υ3/ε)1/4, where υ is the fluid viscosity and ε is the average dissipation over 
the entire flow, obtained from the mean flow parameters (succinctly using the rate of 
work on the flow per unit mass).  
The highly viscous glycerine was used to make the wall layer large enough to 
measure, with y+ = 5 being about 0.11 inches or about 3 mm from the wall, in a flow 
with a Reynolds Number (Re), based on the pipe diameter, of 8700. As stated above 
only the streamwise (flow direction) velocity components were measured with the 
other components in the flow being calculated using the mixing-length assumption 
and the equation of continuity.  
The work showed that the KL expansion could elucidate the structures in the turbulent 
flow. The analysis concluded that the wall layer had counter rotating eddy pairs 
elongated in the direction of flow and so could ‘not be considered as a totally passive, 
viscously dominated region’. These structures combined with the turbulent flow 
further away from the wall. This result confirmed the  hypothesis from scant 
correlation data that ‘attached eddies’ elongated streamwise to the flow might play an 
important part in the control of wall turbulence (Townsend 1956). 
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This work and other works were presented in a book that discussed the use of 
stochastics in turbulence (Lumley 1972).  
No further significant work was undertaken using the KL Expansion on turbulent 
flows until more detailed measurements were undertaken by Herzog (1986), who 
redid the same experiment as Bakewell and Lumley (1967). Herzog measured four 
components of the correlation tensor in the wall region, although other reviewers 
(Moin and Moser 1989) have commented that he did not measure enough points, with 
six points in the lateral and vertical directions and seven points in the flow direction, 
to have adequate convergence of the expansion. There were also several other 
deficiencies in the experiment including the flow not being fully developed. 
The eigenfunctions derived by Herzog (1986) were used by Aubry et al. (1988) to 
build a model using the first 10 eigenfunctions. The results of this model showed a 
numerical intermittency which, when analysed, could explain the phenomenon of 
sweeps and bursts in the wall region of the flow, as shown in many previous 
visualisation studies of turbulence. The visualisation studies referred to are 
summarised very well in a later publication (Nezu and Nakagawa 1993). 
A study into the KL Expansion was undertaken by Chambers et al. (1988) who 
analysed flows of data derived from Burgers model of turbulence with Reynolds 
Numbers ranging from 410 to 6600. One of the main objectives was to establish 
whether the KL Expansion could be used to reduce the size of the problem of 
modelling turbulent flows. The results showed that the eigenfunctions and eigenvalues 
of the outer layer large scale motions obeyed a principal of Reynolds number 
similarity (similar to the log-law region that has Reynolds Number similarity) for this 
range of Reynolds number. The work also showed that the number of modes required 
in the expansion to give 90% of the energy increases with increasing Reynolds 
number from four modes at Re = 411 to nine modes at Re = 6600.  
A three dimensional KL Expansion analysis was applied by Moin and Moser (1989) 
to the direct numerical simulation (DNS) data set of Kim et al. (1987) with a 
Reynolds Number of 3100 and a depth of y+ = 180. The work of Kim et al. (1987) 
will be discussed later. Moin and Moser also found a weak counter rotating pair of 
vortices with a narrow ejection region between them. They also showed that the KL 
expansion converges much faster than the Chebyshev polynomials in the vertical 
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direction of the DNS model. (The velocity field was evaluated using a spectral 
method using a Fourier series. This method is now used in all DNS models as it 
allows the Fast Fourier Transform to be used to reduce the amount of computation.) 
However, it was found for such a model the extra computational cost would not offset 
the quicker convergence if the required number of modes is used to give the correct 
level of representation of the energy.  
Further work on the Aubry et al. (1988) data was undertaken by Stone (1989) that 
showed that the modelled and measured period of the bursting events had similar 
histograms or periods between the bursts. Lumley (1991) summarised both these 
works. 
A state of the art review of use of POD in turbulence was presented by Berkooz et al. 
(1993). This highlighted the ability of the POD to model the structure of turbulent 
flows and its ability to describe the behaviour and system of the flow. A comparison 
with other methods, including linear stochastic estimation, was also made. 
The efficiency of the KL Expansion was studied by Sung and Adrian (1994). It 
concluded that unless there was ‘strong inhomogeneity’ such as restricting the 
analysis to the boundary layer then the efficiency of using this expansion over a 
Fourier expansion was not significant. If the analysis included the whole flow then the 
regions of viscous shocks, which are the same thickness as the boundary layer, meant 
that the correlation function would become approximately statistically homogeneous 
in the interior region. As Aubry et al. (1988) only examined the flow in the boundary 
layer that had ‘strong inhomogeneity’ she was successful with the KL Expansion 
using only 5 modes. This point highlights an important implication in using the KL 
Expansion analysis in this thesis. If the interior region of the flow is approximately 
statistically homogeneous then it may not be very efficient and could possibly occur, 
as the type of flow to be analysed is an open channel that will have similar shocks in 
the centre of the flow.  
Software to analyse spatio-temporal data sets was developed by Heiland (1992) 
resulting in a program KL-Tool that could be used on any type of data including 
turbulence data. This program also had the ability to generate a Galerkin projection, a 
method that derives a system of ordinary differential equations from a given partial 
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differential equation (Holmes et al. 1996). This work was also presented in 
Armbruster et al. (1994). 
A one-dimensional KL Expansion analysis of flows with higher Reynolds numbers of  
5,400 and 29,900, using the results of particle image Velocimetry (PIV) data, was 
presented by Liu et al. (1994). This again showed that there was Reynolds number 
similarity in the centre of the flow over the range of Reynolds Number analysed, 
when scaled with the outer variables (i.e. normalised). This was stated in the paper as 
showing the ‘classic law of the wall’ (that should be the ‘classic logarithmic velocity 
distribution’) using the POD or Karhunen-Loéve expansion. However the similarity 
did not occur in the wall layer at the boundaries of the flow. At the boundaries the 
eigenfunctions were different for the two flows as each had different Reynolds 
numbers.  
A detailed description of the State of the art of POD together with dynamical systems 
theory on the eduction of coherent structures in turbulence was given in Holmes et al. 
(1996). This also provided some directions for future research in this area. It also 
restates comments from Dyson (1995) which, in the context of solving the Navier-
Stokes equations is important, that ‘understanding of the mathematical nature of an 
equation is impossible without a detailed understanding of its solutions’. Improving 
the understanding of the turbulence may lead to a mathematical solution to the 
Navier-Stokes Equations.  
The work of Liu et al. (2001) analysed Particle Image Velocity data, that was also 
examined in Liu et al. (1994) in two-dimensions, focusing on the large scale structures 
for the flow data. This work showed that for both Reynolds Numbers the same 
number of modes was required to give 50% of the energy, with 13 for Re = 5378 and 
only 12 for Re = 29935. However, for the higher Reynolds Number, more modes 
were required to obtain 90% of the Reynolds stress, with 5 modes at Re = 5378 and 6 
modes at Re = 29935. Two-dimensional plots of the velocity correlations were also 
given which showed similar patterns for both Reynolds numbers. The only comment 
about this analysis (and also Liu et al. (1994)) was that there were only 60 to 80 
photographs used in the analysis. For example, Holmes et al. (1996) questions 
whether 200 realisations used in the Moin and Moser (1989) analysis would be 
enough for statistical convergence. Therefore, 60 to 80 are not enough for statistical 
convergence of the correlations and could explain why fewer modes were required to 
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give 50% of the energy in the higher Reynolds number. The paper also shows that 
projection of the instantaneous velocity field onto the first 12 eigenmodes gave a good 
representation of the larger structures in the velocity field. 
A predictive model was built by Omurtag and Sirovich (1999), using the Galerkin 
Projection from eigenfunctions, from Direct Numerical Simulation (DNS) data of 
Moser et al. (1999) on the Navier-Stokes equations. The model gave good 
comparisons with the velocity profile and Reynolds Stress profile; however, the 
turbulent fluctuations were under predicted by about 10 – 15% for the streamwise 
direction and up to 50% in the lateral direction and 30% in the vertical direction. 
Despite these differences, the shapes of all three of these profiles were very similar to 
the profiles of the DNS data. It was stated that the under predictions of turbulent 
fluctuations (turbulent kinetic energy) were due to the truncation of the modes of the 
dynamical system. 
An innovative use of the POD on PIV turbulent data was undertaken by Liberzon et 
al. (2001) who examined the vorticity of a turbulent boundary layer using POD. This 
type of analysis was based on the assumption that the vorticity would provide a more 
meaningful property in the characterisation of the coherent structures in a turbulent 
velocity field. The POD modes were calculated by taking out the average measured 
vorticity of the data. The calculated structures compared well with numerical and 
experimental data. 
Further work to develop a predictive model was undertaken by Juttijudata et al. 
(2005) using Squire’s coordinate system which transforms the modes into plus modes 
and minus modes resulting in a coordinate system that was less biased towards the 
high energy modes. Although it does not converge as fast as the POD, it provides a 
better basis for a model as the POD gives what are called too-coherent structures due 
to the ‘directional influence of the eigenfunctions to the most energetic component, 
which is the streamwise component.’  
The results of using the POD in Squire’s coordinate system (PODS) improve on the 
POD results and give good simulations of the turbulent intensities, Reynolds shear 
stresses, especially the unresolved modes, are taken into account by closure models 
that are similar to the subgrid scale models of large eddy simulation (LES), which will 
be discussed later. However in summary the method, though giving better results than 
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the POD, was only 30% faster than the LES and was not as accurate as LES. No 
comment was made on the ability of the model to handle a wide range of Reynolds 
Numbers. A narrow range of Reynolds Number flows were analysed in the paper to 
compare different methods, ranging from Re* (the friction velocity Reynolds Number 
that is 
ν
dU *  where d is the depth) between 179 and 212.  
Also of note, was that the results were compared with coarse DNS, discussed in 
section 2.2.1, and the results showed that coarse DNS gave a similar level of accuracy 
using about 40% of the time of the LES simulation or about 50% of the time of the 
PODS simulation. 
 
2.2 Other turbulence models 
To evaluate the proposed modelling method using the KL Expansion, it was necessary 
to discuss other methods used to model turbulence. This section discusses these 
methods and the analyses that have been undertaken with them to determine surface 
waves.  
The methods investigated are given in Pope (2000) and include Direct Numerical 
Simulation (DNS) of the Navier-Stokes equations, Viscosity models, Reynolds Stress 
models, Probability Density Function (PDF) methods and Large Eddy Simulation 
(LES). These methods, essentially, solve the Navier-Stokes equations, either directly 
or with models to reduce the amount of computation necessary. However, for 
completeness, here are summarised the limitations of a complete solution of the 
Navier-Stokes Equations using a DNS to simulate river floods as the water is 
sediment laden water and there are other processes taking place.  
In the models mentioned below the water is considered to be incompressible and have 
constant properties and, hence, the Navier-Stokes equations are solved for an 
incompressible Newtonian fluid1 with constant properties which in this case are 
viscosity and density.  
                                                 
 
1 Newtonian means that the material has viscosity and that the viscous stress is directly proportional to 
the rate of deformation of the fluid 
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It is noted that in flood flows, viscosity changes with both temperature and the amount 
of suspended sediment in the water. The temperature is generally close to constant 
during one flood event but the sediment concentration can vary widely with the 
change in discharge. To take the changes in these properties into account in a river 
flow simulation would mean that a more detailed version of the equations would need 
to be used. This would mean more computation than mentioned in the critique below. 
In addition, water is very slightly compressible however, allowing compressibility in 
the equations will not change the results significantly.  
In addition, the river model would need to include sediment transport, both suspended 
and bed load, on the bed as rivers in a flood or fresh have mobile beds of either silt or 
gravel. This would increase computational requirements even further. Finally, there is 
the treatment of the surface so that waves can be simulated, which can mean that part 
of the air above the water needs to be simulated, which will require even more 
computational capacity. These comments seek not to undermine the modelling rather 
to set the models in their context in the determination of a flood discharge in a river.  
 
2.2.1 Direct Numerical Simulation (DNS) 
2.2.1.1 Description and general literature 
DNS solves the Navier-Stokes equations directly resolving all the scales of turbulence 
and therefore simulates the flow without any need for modelling. This method has 
been applied to channel flows with very low Reynolds numbers by several researchers 
and also recently to large Reynolds Numbers in a general turbulence model. 
An early direct numerical simulation (DNS) on a channel flow (a closed channel, not 
an open channel) with a Reynolds Number of 3300 was carried out by Kim et al. 
(1987). The model used a spectral method to solve the Navier-Stokes equations using 
Fourier series in the homogeneous directions (in the direction of flow and lateral 
direction) and Chebychev polynomials in the direction normal to the channel bed. The 
grid size of the model domain was 192 x 129 x 160 or nearly 4 million points. This 
work found some discrepancies between the observed and computed flow statistics 
and it was thought that there may be issues with the measurement methods for the 
observed data. This was to be investigated further. The data generated from this 
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simulation has been used in several later studies. Even though the simulations were 
for a closed channel the results are of interest for open channel flows as closed and 
open channels are very similar in nature. The simulations show that the structures of 
the water flow adjacent to the wall were horseshoe or hairpin shape vortices that 
originate from the smooth bed. This and associated visualisation data is described in 
Nezu and Nakagawa (1993). 
In further DNS work, Moser et al. (1999) modelled flows with friction Reynolds 
Numbers of 180, 390 and 580, thus extending the datasets of Kim et al. (1987) that is 
freely available on the internet. This work highlighted several turbulent statistics and 
showed how they changed with the change in Reynolds Number. Of particular 
relevance was that it calculated the ratio of turbulence production to turbulence 
dissipation over the vertical flow profile. This ratio is discussed later in section 6.3 of 
this thesis. 
The most complicated DNS simulation reported was a flow over a backward step (Le 
et al. 1997). The grid size varied from y+ = 0.3 to y+ = 31. The grid size of the domain 
was 768 by 64 by 192 or 9,500,000 cells. The study computed several turbulence 
parameters and the velocity profile and showed that the flow had still not returned to a 
normal state after 20 step heights downstream of the step. 
A general turbulence model undertaken by Yokokawa et al. (2002) showed that the 
world’s largest supercomputer (until October 2004 with a theoretical capacity of 
35.86 Teraflops (Teraflop = 1012 calculations per second), called the ‘Earth Simulator’ 
can only simulate flows up to a Taylor Scale2 Reynolds Number of 1200, using a grid 
of 40963 or over 64 billion cells or nodes. However to enable this calculation of this 
size to be performed, (in this case enough memory) the equations were simplified by 
writing the Navier-Stokes equations in the divergent form and using single precision 
arithmetic. Even with these measures to reduce the size of the problem, only 0.7 of a 
                                                 
 
2 The Taylor microscale λg, derived by Taylor (1935) can be calculated using λg = 
√15vu’2/ε where ε is the turbulent dissipation. The value of ε can be calculated using 
several formulae including =ε u’3/Lx, or 
d
U ν2*  or iiji ss ⋅ν2  where d is the depth of flow 
and sji and sij are the fluctuating rate of strain tensor ⎟⎟⎠
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Reynolds Number is λg u′/ν. See also section 6.3.   
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single eddy turnover was performed, developing a computer speed of 16 Teraflops in 
doing so. Normally, DNS simulations calculate either 4 or 5 eddy turnovers which 
would have taken 215 hours on this machine. This was done with a grid of 20483 and 
Taylor Scale Reynolds Number of 700. Flow of this Reynolds Number is at the lower 
end of the Taylor Scale Range (Reτ) in river flows that typically vary on the 
Canterbury Plains in New Zealand from 800 to 10,000 (using approximate 
calculations by the author for a river of 3 m deep with a slope of 0.005 and velocity of 
3.67 m/s and estimating u′ using the Universal Law of Turbulence (Nakagawa et al. 
1975)).  
Pope (2000) shows that to simulate turbulence the number of points rises as the cube 
of the Reynolds number or to the sixth power of the Taylor Scale Reynolds Number. 
This means to simulate a Taylor Scale Reynolds Number of 10,000 (an increase over 
eight fold in Taylor Scale Reynolds Number (10000/732)) a computer 13.76 or 
6,500,000 times as fast as the ‘Earth Simulator’ is required.  This would require a 
domain 120,0003 which may be too large for the depth of flow. 
If the value of the Kolmogorov Scale and measured by Nikora and Smart ( 1997) of 
0.05 mm at 4 mm above the bed is used for the calculation, then a grid size of 0.1 mm 
needs to be used (see formula 9.6 given in Pope (2000)). At this size and eddy 
turnover is likely to be about ½ second (hence 5 turnovers would be 2.5 seconds) to 
do a simulation in the same time, over a flood plain of 1 m deep by 1 km wide by 10 
km long would require a domain 5 times by 5000 by 50,000 times the earth simulator 
domain and the calculation would need run for 86,400/2.5 times faster. This would 
require a supercomputer 4 x 1013 faster than the ‘earth simulator’ at 16 Teraflops.  
However, the Kolmogorov length scale may be less at the bed than that measured at 4 
cm above the bed, therefore, a larger model than this may be necessary to model the 
complete turbulence and fully derive the characteristics of the full depth of flow. 
Yet another check of the likely problem size for a river is to examine the DNS models 
of channel flow of Kim et al (1987) and Le et al. (1997). Here, the smallest grid size 
at the bed needs to be about 0.3 ν/U* or y+ = 0.3 and would be about 0.002 mm, 
where (ν/U*) is the viscous length scale, where v is the kinematic viscosity and U* is 
the friction or shear velocity, ρ
τ 0 , where ρ  is the fluid density and 
0τ  is the shear 
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stress at bed which, for a sloping channel, is gρ RS, where g is the gravitational 
constant and R is the hydraulic Radius (area/wetted perimeter) and S is the channel 
slope. The shear stress can also be defined using the velocity gradient in the viscous 
sub layer in the flow where y+ < 5. This spacing of y+ = 0.3 needs to be used for the 
grid size up to 100 mm above the bed after which it would increase in size out to y+ 
=31 at the surface (= 0.22 mm). In the horizontal directions the grid size would need 
to be 10 ν/U* = 0.07 mm, which is about the Kolmogorov scale measured in Nikora 
and Smart ( 1997). To simulate an area of river 30 m by 10 m that is 4 m deep would 
mean a model of about 30,000 by 430,000 by 140,000 cells or about 200,000 times 
the size of the (2002) DNS model on the earth simulator. (The corresponding figure 
for the 10 km by 1 km by 1 m deep model is 8 x 1013.) 
The above calculations show that it is impractical to run river simulations using DNS. 
Even with future possible developments with computer chips that may increase the 
speed of computer chips by a factor of 100 (Toon 2006), calculations of this size can 
be considered impossible in the foreseeable future.  
As the goals are similar to this study, mention is made of a proposal to model rough 
surfaces and a compound river and flood plain channel using DNS by Williams and 
Sandham (2006). However, details of the results have not been obtained. 
Finally there are coarse DNS models, that do not simulate the smallest eddies and 
therefore can also be considered as LES (see section 2.2.4) without a subgrid model. 
In some cases this can give better results than LES depending upon what subgrid scale 
model is used with the LES. For instance, Benhamodouche et al. (2002), when 
modelling a jet issuing into a wide coaxial combustor chamber, showed that the 
simulation with coarse DNS was better than LES with the constant Smagorinsky 
model and had about the same errors as LES with the dynamic Smagorinsky model. 
Therefore, in some cases, it would be more computational efficient to use coarse DNS 
than LES as there is less computation needed for a given grid size. 
2.2.1.2 DNS models with surface waves 
A DNS with surface waves for Froude Numbers (Fr) from 0.0 to 0.9, Fr =          , was 
completed by Yokojima and Nakayama (2002). The deforming free surface was 
approximated by small-amplitude wave theory. However the work is limited by the 
Reynolds number of flow which was far too small for practical application. The 
gd
V
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results of the numerical simulations were compared with observed experimental and 
other numerical data. It compared well with numerical data of Shi et al. (1999). 
However, the wave sizes predicted were lower than the experimental data with higher 
Reynolds Numbers but showed the same trend to increase with increasing Froude 
Number. The paper did not discuss whether the difference in the modelled and 
observed results was due to the small amplitude wave theory used to allow the 
deforming free surface. 
2.2.1.3 DNS Models Conclusions 
The above discussion shows that DNS cannot be used to simulate river flows as 
computer speeds in the foreseeable future are far too slow by about 1018 orders of 
magnitude for any practical application for river flow. Computer speeds have 
increased by a factor of a 1000 over the last decade and may increase by a similar 
amount over the next decade; however, it will still not be possible to apply a DNS 
model practically.  It is of interest that the rate of increase of computer speed over the 
last 10 years has been much faster, at 1000 fold, than the previous four decades which 
have shown an average of a 30 fold increase each decade (Foster 1995).  
As it is not possible to use DNS for practical reasons, it highlights the importance of 
developing other methods to simulate turbulence that reduce size of the data grid 
needed and therefore the number of calculations.  
A DNS model that included surface waves may have under predicted the size of the 
waves, though it is not clear whether this is a result of the lower Reynolds Number of 
the model or the theory chosen for the surface deformations. 
 
2.2.2 Turbulence viscosity models 
2.2.2.1 Description and general literature 
As a DNS of even a small part of a river is far too large even for present day 
computers that were impossible even to think about 20 years ago, more useful forms 
of the equations have been derived to reduce the size of the problem and to give 
insights into the processes taking place. One of these forms was the Reynolds 
equations (named after Osborne Reynolds who first discussed them in 1895 (Reynolds 
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1895)) which are derived from the Navier-Stokes equations by considering the 
velocities (in each direction) as the sum of a mean and fluctuating part. There are 
many forms of their derivation from the Navier-Stokes Equations including that of 
Raudkivi and Callander (1975). The Reynolds stresses are derived from the 
fluctuating part, modelling the turbulence, hence the term Reynolds Averaged Navier-
Stokes or (RANS). These equations cannot be solved directly, as there are seven 
unknowns and four equations. The Reynolds stresses are the three extra unknowns. 
The deficiency of equations is known as a closure problem. For more detail see 
Raudkivi and Callander (1975). 
The closure problem means that models need to be developed to solve for the 
Reynolds stresses and so resolve this closure problem. One method proposed by 
Boussinesq (1877) was to assume that the deviatoric part of the Reynolds stress (or 
the part of the stress tensor without the part that accounts for the change in volume 
without any distortion) was proportional to the mean rate of strain. If this property is 
assumed then the Reynolds Equations have the same form as the Navier-Stokes 
equations. This leads to the concept of eddy or the effective viscosity of the 
turbulence that needs to be defined by a model for the velocity field.  
There are several methods using the Boussinesq assumption to obtain an eddy 
viscosity, including the mixing length model. However, a more sophisticated version 
of this assumption is the k-ε turbulence model, where k is the turbulent kinetic energy 
= ½             i.e the mean squared of the fluctuating velocity, and ε is the turbulent 
dissipation ≡  iiji ss ⋅ν2  where            (all Einstein notation) where 
u′i are the fluctuating velocities in the three directions and xj are the three directions, 
which is used in many turbulence viscosity models. In the model, two equations, a 
model transport equation for k and a similar equation for ε are solved used in a third 
equation to obtain the eddy viscosity. Generally there are five parameters that have 
been experimentally determined and built into the model. Some more refined κ-ε 
models have up to eight parameters to improve on the assumptions made with this 
modelling. 
A three-dimensional finite volume code SSIIIM (Olsen 2002) that used the κ-ε 
turbulence model for closure, was used to compare experimentally measured data 
against model results (Wilson et al. 2003). The comparison showed that the model 
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underestimated the secondary flows in the channel and that this was typical of other 
research using the κ-ε models. They concluded that anisotropic turbulence 
representation would improve the prediction of river flow. They also highlighted the 
difficulty of predicting resistance to flow, one of the reasons being that, despite 
numerous cross-sections, the bed was not described well enough to show all the detail. 
Using the standard relationship between bed material size and resistance a Manning’s 
‘n’ value of 0.013 –0.014 was obtained, whereas the model needed a Manning’s ‘n’ 
value of 0.018 to give the correct levels.  
A comment here is necessary as a better method of determining the bed topography 
such as photogrammetry would have improved the results as the cross-sections would 
not have included all the roughness detail of the bed, and may have, in fact, 
smoothened the bed. This could be the subject of further research.  
The SSIIM program can either use a rigid-lid approach (using a backwater curve to 
obtain the water surface), which means that the water surface level is not exactly 
calculated (a pressure is put into the flow field instead of raising the water surface, 
which has been shown to be adequate for flows with low Froude number) or a method 
where the free surface is updated using the computed pressure field. This resulted in a 
2% super-elevation at the bends of the channel for the Wilson et al. (2003) study.  
A comparison of the κ-ε turbulence model and a simplified Reynolds stress model 
(see also section 2.2.3) was undertaken by Morvan et al. (2002). The objective was to 
compare the use of a more sophisticated turbulence model in a river situation with the 
use of the κ-ε turbulence model that can only represent isotropic turbulence. The κ-ε 
turbulence model gave good representations of the flow patterns in a meandering 
channel similar to the Wilson et al. (2003) paper, although in this case a small flood 
plain was added to the river channel. The results indicate that the simplified Reynolds 
stress model gave results within 5% of the κ-ε turbulence model.  
The important conclusion was that in this case with a meandering river the bed 
topography had a larger effect on the turbulence structures than the differing model of 
turbulence transport. We would tend to disagree with the model having a good fit to 
the data at all positions, as the results show that it underestimates the secondary flow 
on the bend, in  a similar manner to the κ-ε  used in Wilson et al (2003). They also 
commented upon the resistance to flow problem as it was necessary to calibrate the 
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model by changing, in this case, the size of the bed size. A range of bed sizes up to 0.8 
mm were tried before it was found that a bed size of 0.2 mm fitted the data well. As 
bed sizes scale to the one sixth power of the friction coefficient this was only a change 
in value of 25%. The grid size was large for this model as the first cell was at y+ = 146 
so that a ‘good application of the law of the wall’ could be used. 
A κ-ε turbulence model using three layers from Amano (1984) was used in a two-
dimensional (in the vertical and in the direction of flow) model by Cheong and Xue 
(1997) to study the water flow over a fixed bed sand dune, which due to its size, 
should be classed as a ripple, which is the first type of bed form that develops when 
the movement of sand begins. They used ripple data from Raudkivi (1963; 1966) and 
Van Mierlo and De Ruieter (1988). However, they found that the turbulence 
properties in the separation region were not modelled well and further development of 
the turbulence model was necessary. In this area the flow would not be isotropic and 
therefore it would be expected that the κ-ε model would not perform well.  
A model of turbulent flow through non-emergent (i.e. submerged) vegetation was 
developed by Lopez and Garcia (2001), which, in this case, was ‘idealised’ 
vegetation; using two turbulent viscosity models (the κ-ε and κ-ω models). The results 
from both models (2D in the vertical and flow direction) were very similar, and 
reasonable when compared to the experimental results with ‘idealised’ vegetation 
though there were quite large differences in the experimental and the model velocities 
in the flow region above the vegetation. The comparison of turbulence factors was 
better. The model results were used to develop a graph to give the change in 
resistance factor (in this case Manning’s ‘n’) with increase in density of vegetation 
(but for only one stem size of 6.4 mm).  
Flow3D is a commercial three-dimensional model (Flow Science Inc 2004a) that uses 
the κ-ε or k-epsilon model and the renormalised group method (RNG) that has 
improvements over the standard κ-ε model to simulate turbulence. To simulate the 
channel flow, a given channel roughness is input into the model. The results of such 
an exercise, as shown in on their internet site, (Flow Science Inc 2004b), calculated 
velocities that were too high but the discussion states that there is a wide range of 
parameters that should account for the difference. However, it is thought that the wide 
range of parameters explanation not is strictly correct as there is much experimental 
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work showing that a given roughness factor will correlate to a given value of 
Manning’s ‘n’ or water velocity. Further investigation was thought necessary. 
The commercial software Fluent (FLUENT 2006) that uses a κ-ε turbulence model, 
was used by Ma et al. (2002) to numerically model an experimental model that had a 
scale of 1:35 over the prototype section of a river. The turbulence model used a RNG 
method as it has improvements over the standard κ-ε model in situations where the 
rate of strain is large and therefore was determined to be suitable for a 3D river flow. 
The standard grid size was 202 by 22 by 16, but models were also run with meshes 
that were larger and smaller than this. The numerical results showed a reasonable 
comparison with the experimental results for a section of river that was very straight 
and close to uniform with small secondary velocities. The secondary velocities were 
below the resolution for the 1:35 scale physical model so it was not possible to 
compare the two models for this effect, which is disappointing as secondary velocities 
are a weakness of κ-ε turbulence models.  
A κ-ώ two-dimensional model (where ώ is the turbulent frequency = ε/k) of water 
flow was developed by Yoon and Patel (1996) over a dune using data from Mierdo 
and Riuter (1988) that measured mean velocities and turbulence over fixed two-
dimensional (not three-dimensional) dunes. The results again showed deficiencies 
modelled velocity and turbulence parameters compared to the measured values. The 
model was useful in giving predictions about the flow resistance over a dune.  
2.2.2.2 Turbulent viscosity models with surface waves 
No simulations that included surface waves using these types of models were found. 
 
2.2.3 Reynolds stress models 
2.2.3.1 Description and general literature 
Reynolds stress models improve on the turbulent viscosity models discussed in the 
above section by allowing the Reynolds stress to be anisotropic. This is the weakness 
of the Boussinesq approximation used in turbulent viscosity models. 
As discussed above, Morvan et al. (2002), compared the model results of a Simplified 
Reynolds Stress Model with a κ-ε model and showed that the differences were not 
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highly significant in a river channel and flood plain case, as the channel topography 
caused larger differences in velocities than the difference between the two models. 
However, there are places where the modelled and experimental results differed and 
there were no comparisons of the κ-ε turbulence model and the Simplified Reynolds 
Stress models in those areas to see if the latter improved the modelling in this area.  
An important conclusion of this work was that the topography of the channel was 
more significant in changing velocities than the differing models. What is also 
important is to what extent the Simplified Reynolds Stress model improves the 
modelling, with better resolution of the flow field with the complicated channel 
topography. This has not been analysed or discussed. 
An Algebraic Stress Model of the Reynolds stress was used in to estimate the 
Reynolds stresses for the Reynolds averaged Navier-Stokes (RANS) equations by 
Mendoza and Shen (1990) to examine the water flow over fixed bed dunes. The 
model was only two-dimensional and compared the results with data from Raudkivi 
(1963) and Raudkivi (1966). Results were presented for the latter data set and a 
comparison of the figures showed that predicted velocities and turbulent properties 
(Kinetic energy) were closer to the observed experimental data than the results of 
Cheong and Xue (1997) (who used the same experimental data) who used the 
turbulent viscosity model discussed in the previous section. This showed the 
improvements that an Algebraic Stress Model gives over a κ-ε Model. 
The ASCE Task Committee on water flow and sediment transport over dunes in river 
flows (ASCE Task Committee on Flow and Transport over Dunes 2002) concluded 
that numerical simulations undertaken over fixed bed forms using sophisticated 
turbulence modelling, Mendoza and Shen (1990) and Yoon and Patel (1996), as 
discussed above, yielded disappointing results, which was contrary to the conclusions 
of the actual papers themselves, which were more positive.  
One reason why RANS modelling does not give good results is stated in Shi et al. 
(1999) saying RANS modelling ‘does not predict the turbulence structures’. The poor 
representation of the secondary current, as shown in Wilson et al. (2003), highlights 
this problem. Good representation of turbulent structures is vital in any simulation for 
resistance and sediment modelling. 
 30
Finally, the work of Wang et al (2004) was examined as it used both RANS and DES 
(Detached Eddy Simulation which is discussed in the next section on LES) to predict 
the drag co-efficient over rough surfaces in a wind tunnel. The RANS model was 
successful only using a one-equation turbulence model (for an aerodynamic model) 
provided the resolution of the grid was fine enough. This meant that it may be 
possible to do a similar analysis with a river channel with a detailed model of the bed 
that included all the roughness elements which would be the bed material. Results 
using the Detached Eddy Simulation (DES) were disappointing and are discussed in 
the section below on LES. 
2.2.3.2 Reynolds stress model with surface waves 
No simulations that included surface waves using these types of models were found. 
 
2.2.4 Large Eddy Simulation (LES) 
Large Eddy Simulation (LES) has arisen from the inadequacies of Turbulent Viscosity 
models (RANS modelling) and the impossibly, at present, as discussed above, of DNS 
modelling. As discussed above, RANS modelling does not give good resolution of 
flow structures, e.g. secondary flow, and also does not simulate turbulent processes 
that change with time, i.e. the turbulent structures, such as eddies or vortex shedding 
from obstructions, i.e. large scale structures that change in time, RANS, by definition, 
only uses the average values of the fluctuations. 
2.2.4.1 LES description and general literature 
Large Eddy Simulation reduces the size of the DNS simulation by only simulating the 
larger eddy motions of the turbulent flows using the Navier-Stokes Equations by 
‘filtering’ out the small scale motions. The small scale motions are filtered out but 
added back into the final result using a model called a sub-grid scale model. The 
larger scale motions are the energy containing motions while the smaller scale 
motions are the dissipative motions that turn the kinetic energy into heat.  
There are several types of LES based on the size of the grid and what areas of the grid 
are simulated and/or modelled. The definition to separate these types of LES is based 
on the areas of the flow where the model resolves 80% of the energy.  
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The most detailed type resolves eddies right into the wall layer which, with smooth 
walls, is almost as detailed as DNS and is called Large-Eddy Simulation with near 
wall resolution. To simulate the eddy motions in the wall region a large number of 
cells is required in the wall region that need to scale with the viscous scale length or 
the smallest eddies. This means the number of calculations are of a similar order of 
magnitude as DNS and therefore also too great to be undertaken on present day 
computers for large Reynolds Numbers.  
The next level of modelling uses a near wall model, or RANS model, to resolve the 
smaller structures near the wall and LES for the larger structures in the centre of the 
flow. This modelling is not so Reynolds Number dependent (and can be completely 
independent of the Reynolds Number) and therefore can be used for all Reynolds 
Numbers. This type of modelling is generally now called Detached Eddy Simulation 
or DES.  
Finally, there is Very Large Eddy Simulation where less than 80% of the energy is 
resolved anywhere in the water flow and uses a RANS model at the wall. 
Thus, LES can be used on a wide range of grid sizes, with the smallest size just above 
that required for DNS. The remainder of this section is a brief overview of the 
literature on this subject concentrating on river flow models and surface wave 
simulations. 
The first LES model was by Deardorff (1970) who modelled a large Reynolds number 
flow which was mentioned in Moin and Kim (1982). Moin and Kim (1982) modelled 
a flow with a Reynolds Number of 13800 with a model that resolved the near wall 
structures. Information on most of the turbulence properties was presented and 
compared well with experimental data except for the experimentally measured 
spacing of streaks that occur in the wall layer that were larger than the model results. 
It is these streak structures that Lumley (1967) found in his POD analysis. This large 
streak spacing lead Moin and Kim undertake a DNS of a channel flow, Kim et al 
(1987), that was discussed above and did resolved the spacing of the streaks. 
The flow around a rectangular pier was simulated using LES by Li and Lin (2000), 
and modelled the vortex shedding that was expected. A range of grid sizes were used 
and it was shown that the resolved forces on the pier were a function of mesh size. 
The reason given for this was that the grid sizes did not resolve all the energy 
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containing motions. From a plot of the forces on the pier verses grid size it was 
estimated (by extrapolation) that if the minimum size was decreased from 0.005 m to 
0.002 m the calculation would give a stable resolution of forces on the pier (that 
independent of grid size) This was a 2.53 or 15 fold increase in problem size which 
becomes feasible on the fastest present day desktops, with dual 3.0 GHz chips, as the 
model for this work was run on a 600 MHz PIII Machine. 
A DES model with free surface (a LES model in the centre of the flow with RANS 
wall functions) was developed by Li and Wang (2000). This paper does not include 
surface fluctuations but compared modelled and measured turbulence within a 3 m x 
1.6 m x 0.2 m open channel with a Reynolds number of 100,000. The grid was very 
coarse at 0.01 m in the vertical direction and 0.02 m in the horizontal directions. A run 
was carried out with a very coarse grid in which the Smagorinsky SGS model did not 
perform well. Another sub-grid-scale model called a parabolic mixing length model 
was developed and gave better results. The turbulence properties compared were the 
mean turbulent fluctuations, root mean square or rms, in the three flow directions u′, 
v′ and w′ in the x, y and z directions, respectively, normalised by the shear velocity, 
U*. The size and shape of the structures were not compared. 
An LES simulation that included sediment transport was reported by Zedler and Street 
(2001) giving results and visualisations. The Reynolds number simulated was very 
low at 2400 so the flow was only just turbulent and was over a ripple, that is, the very 
first type of bed form that is initiated with sediment transport. The paper discusses the 
flow structures and sediment movement, and shows significant promise as a way to 
model these sediment movements which are an important part of the overall structure 
of the flow in rivers. Again, the structure of the flow streaks was larger than 
measured, as shown earlier by Moin and Kim (1982). 
An LES of flow through idealised vegetation was undertaken by Cui and Neary 
(2002) and simulated physical experiments in Shimizu and Tsujimoto (1994) (who 
also did a numerical simulation of the experiments using a κ-ε  model). The former 
paper, Cui and Neary (2002) compared the results with RANS modelling, (Neary 
2000) with the LES model giving superior results. However, the LES modelling had 
100 times more points. For a 0.29 m by 0.0631 height and width volume, a grid of 62 
by 28 by 70 = 121,520 points was used for the LES, compared to 5 by 5 by 48 = 1200 
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points for the RANS modelling. It was surmised that a LES with a finer grid would 
provide an even better representation of the velocity and turbulence fields. 
In the latest version of the commercial software, Fluent also uses Detached Eddy 
Simulation or DES. However, there were not open channel simulations using this 
version of Fluent to review. 
DES was used by Wang et al. (2004) to directly model surface roughness, however, it 
did not give good results with the drag factors calculated by the simulation being 
about 10 times too large.  This result was thought to be caused by the simulation not 
running long enough to obtain a statistically steady state. Further runs on a much 
larger parallel cluster were planned. It is noted that in this paper the RANS model 
gave good results however the grid size at the surface was very fine for this type of 
modelling at y+ = 0.3. This meant that the simulations contained all the detail of the 
surface roughness modelled. This sized grid is the same order as the DNS models 
undertaken by Le et al (1997) for much lower Reynolds Number simulations. Note 
that this is much smaller than the RANS model of Morvan et al (2002) which used a 
grid spacing of y+ = 146. 
A review of wall layer models for LES’s was undertaken by Piomelli and Balaras 
(2002). They found that equilibrium models (those based on the log-law for instance) 
did not work in complex situations, such as flow over a backward facing step (a DNS 
paper on this flow was reviewed above). They also found no extensive tests of wall-
layer models in complicated situations existed. This means that there is considerable 
research needed to improve LES to enable it to be used in practical flow situations 
that have high Reynolds numbers.  
The subgrid scale models used are also subject to similar problems as they need to 
cover a wide range of situations, however, this problem only exists at the scale below 
the grid size, but the problem is significant, as shown by the changes in turbulent 
properties with different sub-grid models in Li and Wang (2000).  
Finally, a LES of water flow over a fixed two-dimensional dune was undertaken by 
Yue et al (2006) and showed that this type of modelling gave good results for the 
mean velocity profiles (in most areas over the dune) but not so good representation of 
the turbulent velocities over the dune, especially in the flow region around twice the 
height of the dune as shown in Figure 2-1.  
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Figure 2-1: Profiles of turbulent fluctuations from Yue et al. (2006) (zb/h is the 
depth in the flow relative to the dune height.) 
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This aspect was to be investigated further. One possible reason for this problem that 
was given in the paper, was that the three dimensionality of the dune was not 
modelled as the experimental dune where measurements were taken was three 
dimensional in shape while the dune modelled was only two-dimensional. The 
difference between three dimensional dune flow and two dimensional dune flow are 
significant (Maddux 2002). 
2.2.4.2 LES models with surface waves 
A free surface LES model was reported by Shi et al. (1999) at a Reynolds Number of 
20,800, still low, but with the Froude Number of 0.66. This paper concluded that, at 
the free surface, the length scales of the vertical turbulent decreased and the length 
scales of the horizontal turbulence increased to maintain the overall energy budgets at 
the free surface.  
Further work is being undertaken with this model (Williams 1999), however, details 
of this work were not found. 
A LES model with a method of handling surface fluctuations (Nakajama and 
Yokojima 2002), was used to simulate water flows simulated in Nakajama and 
Yokojima (2001), as discussed above in the DNS section. The LES model included a 
new sub-grid scale model to account for the filtered water surface. The results were 
compared with their DNS results and showed the subgrid model worked well in lower 
sub-critical Froude Numbers but not well when the Froude Number approached unity. 
Also, the results without the new subgrid model were not substantially different from 
those with the new subgrid model. The LES model used 323 points and therefore had 
a grid spacing of four times that of the DNS model (with 1283 points).  
 
A LES model with the level set method to predict the surface was undertaken by Yue 
et al. (2003). The level set method uses a surface capturing method that solves the 
Navier-Stokes Equations in both the water and the gas regions. Of most interest was 
the model of the solitary wave (which is important part of the undular hydraulic jump 
which is to be analysed as part of this thesis). The model results were shown to be 
close to that calculated by theory.  
The model of Yue et al. (2003) was applied to flow over a two-dimensional dune 
(Yue et al. 2005) to investigate the effect of the dune on the water surface. 
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Simulations were undertaken at two flow depths (with Re = 58,000 and Fr = 0.39 and 
Re = 10700 and Fr = 0.21) and the results showed that the model gave reasonable 
predictions of the velocities and turbulence characteristics. There were some 
differences in the predicted and measured velocities especially on the upslope of the 
dune where the flow reattaches to the dune. (The flow separates at the top of the 
dune).  
The wave action was reported, however, as there was no measured data to compare it 
with. The model results showed the root mean square values of surface fluctuations 
due to turbulent fluctuations were about 1 to 1.5% of the flow depth. This about 15% 
to 20% of the surface elevation increase because the water flow over the dune lost 
velocity head downstream of the dune. It is important to note, that for the modelled 
Froude Numbers and conditions, the surface waves from the turbulence were much 
less than that from the change in bed topography, in this case the dune.  
The results of flow over a two-dimensional dune, Patel et al. (2003) were also 
presented on the internet as graphical movies showing wave action and other features 
of the flow, which can be downloaded. 
The level set method used in Yue et al. (2005) does have weaknesses, as the function 
to describe the position of the free surface becomes smeared with time and needs to be 
reset. This is explained in Enright et al. (2002) who has developed the Hybrid Particle 
Level set method to overcome this problem. Further research is being undertaken in 
this area (Ingram et al. 2003). 
 
2.2.5 Probability distribution function methods 
A method of modelling turbulence uses a probability distribution function or PDF of 
the velocity at a point and combines the joint probabilities of all the points in a 
turbulent field to build a model. This model needs information on the turbulence 
timescale as the PDF is a function that describes the velocity distribution resulting 
from the fluid turbulence. It therefore needs to be combined with a turbulence 
frequency. This model is similar to the type of model built from the KL Expansion 
except that instead of the velocity field being built from the statistical distribution of 
velocity correlations, the velocity field is based on the distribution of the velocities at 
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each point in the field. Similarly, the KL Expansion needs time based correlations to 
build a full model. 
The basis of the model is the Navier-Stokes equations to which a PDF field is added 
to ensure the turbulent field is accurately represented. Further details of the 
mathematical development are given in Pope (2000). The PDF method usually uses 
Lagrangian techniques to follow one or several particles in the flow; however, they 
can be applied to most turbulent flows. Again, the PDF method can be applied to the 
centre of the flow with a wall model, similar to DES. The same issues arise with the 
wall models, as has been discussed above in the section on LES.  
Most of the literature examines reactive flows as the chemistry of the reaction can be 
included in the model. Very little work has been carried out on channel flows. The 
only literature found for channel flows is outlined in Pope (2000) and discusses work 
of Dreeben and Pope (1997) where a model was built to determine the skin friction of 
a channel duct. The results compared well with the experimental work of Dean 
(1978).  
 
2.2.6 Double averaging models 
In river hydraulics the bed or surface is generally classed as rough and it is suggested 
by Nikora et al. (2001) that temporal and spatially averaged momentum equations 
should be used as a basis for modelling river flows.  
The reason for adopting the spatial and temporal momentum equations was that the 
time averaged flow structure of a river flow is heterogeneous in the region near the 
bed as the properties change markedly with time around the large roughness elements.  
This makes the time averaged momentum equations, such as the Reynolds equations, 
very difficult to apply. Therefore, the concept of double-averaging has been 
developed, which averages the time as well as the space characteristics over an area, 
to improve the ability of a model to model river flows. This concept was first 
introduced by Smith and McLean (1977) for flow over wavy beds. In the work by 
Nikora et al. (2001), the equations for the 2D steady uniform flow situation were 
developed and compared well with available data.  
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2.3 Turbulence stochastics 
This section discusses work that has been classed as stochastical analysis, either by its 
authors, or the conference where the material was presented.  
2.3.1 Stochastic hydraulics 
The most relevant work under this section was undertaken by Gulliver et al. (2000) 
where they investigated a ‘Stochastic approach to free-surface turbulence’. This work 
was presented at conference on Stochastic Hydraulics in 2000 and is from the 
proceedings of conference. The work involved determining spatial auto-correlations 
of the surface velocities of the water flow in a laboratory experiment that were 
measured using Particle Image Velocimetry or (PIV) to provide a quantitative analysis 
of the distribution of surface velocities. The auto-correlation was used in the 
transverse direction of the flow. The analysis showed the structure of the main eddies 
of water flow and turbulent characteristics of the flow could be ascertained with auto-
correlation. 
A stochastic analysis of wave particles was undertaken by Castejón and Eguilior 
(2003). The analysis found that the stochastic term for the wave particles was 
relatively insignificant except near the resonance condition. This was a similar result 
to the work of Hosoda and Minamimoto (2002) which found that waves were not 
significant unless the Froude Number was close to the resonance condition or when 
the Froude Number was close to 1.  
 
2.3.2 Stochastic mathematics 
As this thesis is examining stochastic models a review of the state of the art in 
mathematics of stochastic hydrodynamics was necessary.  
Such a review was undertaken by E (2001) which provided a very good discussion 
about some of the major mathematical aspects of the solving the Navier-Stokes 
equations by the use of stochastic techniques. The work recognised the difficulty of 
solving the Navier-Stokes equations analytically. It initially developed a non-
dimensional form of the Navier-Stokes equation, restating it in terms of the Reynolds 
number which is the key issue, that defines the amount of calculation required, in 
solving the equation and for all the types of models discussed above.  
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The paper highlights the problem of the large range of scales in large Reynolds 
Number flows and the problems this causes in finding a solution. These have been 
discussed in the section on DNS above. The paper outlines the work of Kolmogorov, 
a landmark in the understanding of turbulence (Kolmogorov 1941a) and (Kolmogorov 
1941b) in which it was predicted, assuming that the small scale turbulence properties 
are isotropic and homogeneous, that the energy spectrum would have a uniform slope 
in the inertial range. Much experimental work has shown this to be the case, 
(Saddoughi and Veeravalli 1994).  
However, Kolmogorov’s assumption that the flow is isotropic is not entirely correct 
and it has been since found that the dissipation is intermittent. A mathematical 
formulation of the problem follows demonstrating that turbulence is stochastic and 
unstable and therefore ‘it is natural to use a statistical description’. Therefore a 
solution of the Navier-Stokes equations will occur with a statistical steady state or 
what is known as a unique ‘invariant measure’ for these equations. 
However, the paper recognised that it is not even possible to start this solution as a 
unique solution to the Navier-Stokes equations had not been completed. The paper 
therefore examined several simpler closely related mathematical problems including 
the two-dimensional stochastic Navier-Stokes equations, the stochastic Burgers 
equation and turbulent transport of passive scalars. The part of the paper on the two-
dimensional Navier-Stokes equations stated further work is necessary to solve even 
this simplified problem.  
However, as this thesis was on modelling using the KL Expansion and data driven, as 
stated in Chapter 1, continuing with this purely mathematical approach was not in the 
scope for this thesis and so was not pursued further. 
 
2.4 Turbulence measurement 
The KL Expansion needs experimental data therefore it is very important to cover the 
measurement of turbulence. 
Measurement techniques can be categorised into two types (Nezu and Nakagawa 
1993). These are flow visualisation and fluid flow measurement techniques. The flow 
visualisation techniques are very good at showing the structures in the turbulent flow,  
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called ‘coherent structures’ as they are readily visible, and this has lead to the use of 
the POD or KL Expansion to describe them.  
The fluid flow measurement techniques for turbulence include various types of 
anemometers and Particle Image Velocimetry (PIV). The latter technique has become 
widespread since 1993 with the increase in the power of computers and their 
associated equipment and the advent of digital cameras Adrian (2005).  
Measurements using Laser Doppler Velocimeters and hot-wire anemometers and PIV 
will be discussed as they contain numerical data that may be suitable for analysis for 
the KL Expansion, whereas visualisation data is not suitable for KL Expansion 
analysis, rather it is the other way round, the KL Expansion is useful to educe the flow 
structures shown in the visualisations. 
Much of the open channel turbulence data has been summarised in Nezu and 
Nakagawa (1993). This work is based mainly on Hot-wire Anemometer 
measurements as Laser Doppler and PIV were not in widespread use at this time. 
They summarise measurements of the turbulence intensity profiles, in all three 
directions, for many types of open channel flows. They also present data on the effect 
of roughness on the turbulence intensity profiles. However, there was no information 
that was based on PIV measurements. 
Measurements of turbulence in a fixed triangular dune in an open-channel flows were 
undertaken using a Laser Doppler Velocimeter and analysed by Lyn (1993), who 
found that the turbulence scaled well with the shear velocity in the outer region of the 
flow but not well in the regions close to the bed or where the flow separated. 
Turbulence measurements using a Laser Doppler anemometer were undertaken in 
unsteady depth varying channel flows by Nezu and Nakagawa (1997). It was found 
that the value of the von Karman Constant (κ)3 did not change in unsteady flows 
remaining at κ = 0.41.  
                                                 
 
3 A universal factor that is the ratio of the mixing length, or a measure of the largest turbulent 
structures, to the height above the bed. 
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The work also found that Coles’ wake parameter Coles (1956)4 increased in the rising 
stage and decreased in the falling stage of a flood. Measurements of the turbulence 
intensities found that generally the turbulence was 10 to 20% greater on the rising 
limb than on the falling limb of a hydrograph except very near the surface where it 
was smaller on the rising stage. 
As with all measurement techniques, Laser Doppler Velocimeters can change the 
properties being measured. This was discussed in Nikora and Goring (1997) where it 
is shown that the Doppler noise can change the turbulence characteristics significantly 
even in high Reynolds Number flows. The paper proposed a procedure to improve the 
results. 
The turbulence characteristics of New Zealand gravel bed rivers were examined using 
data collected by electronic Pitot tubes Nikora and Smart ( 1997). The data was 
analysed to obtain turbulence intensities and also derived the dissipation and velocity 
structure functions and spectra (using the concept of frozen turbulence). They found 
the skewness and kurtosis of the velocity fluctuations were similar to rough bed 
lowland rivers (those with much less slope) and that the typical velocity distribution 
satisfied the log-law (von Karman 1930) while the turbulence spectra satisfied the 
Kolmogorov laws so that locally isotropic turbulence theory could be used. A new 
vertical distribution of turbulence intensity formula was developed that explained 
more the experimental scatter of turbulence intensity than that universal law of 
turbulence intensity (Nakagawa et al. 1975). The turbulence dissipation, ε, calculated 
using structure functions and spectra was 0.1 m2/s at the bed and 0.01 m2/s at the 
surface which gave values of Kolmogorov’s turbulence scale, η, of 0.05 mm at the 
bed and 0.1 mm at the surface. (These dimensions of η were useful in estimating the 
size of DNS models required to model a river that were discussed in section 2.2.1 
above.) 
The results of instantaneous turbulence data from a weighted electronic pitot tube that 
was continuously lowered and then raised were analysed by Smart (1999). He 
                                                 
 
4 (Coles Wake formula is a correction from the log-law distribution in the upper part of the flow, as the 
log-law distribution only applies where the ratio of dissipation and turbulence generation is close to one 
and this is not the case in the upper part of the flow. 
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developed a formula, based on analyses of atmospheric resistance over sand and 
snow, which negates the need for a grain size to determine resistance in mobile bed 
conditions. However, this formula has a constant in it that was not a true constant, and 
this point was stated in the paper. These conclusions are a little controversial and have 
been the subject of discussions and are necessary to raise here as they are valuable to 
assess turbulent data collection techniques and analyses.  
Several points were raised by Dancey and Diplas (2000) including the number of data 
points used to obtain the turbulent profile and the sampling frequency of the 
equipment. In reply Smart (2000) stated that the frequency range of measurement of 
the equipment which was set at 28 Hz but could be set much quicker at up to 50 Hz. 
The 28 Hz frequency was chosen as most of the energy in the flow was in frequencies 
more than 10 Hz as shown in previous studies and that 28 Hz would give all the 
dominant turbulence characteristics.  
The fitting of the log profile with the smaller number of points, about 1200, rather 
than the 10,000 to 100,000 was also defended, (Smart 2000), as it was impractical to 
obtain this amount of data as conditions in the field were not stable enough (i.e. the 
bed forms change with time in this dynamic situation) and that this amount of data 
was adequate as what was important was to obtain ‘a representative sample of 
velocities through the profile’. (This author thinks it is very likely that the statistics 
may not have converged with a sample size of only 1200 points).  
Dancey and Diplas (2000) also queried the change in variance of the data over the 
flow profile to which Smart (2000) replied that this was easily explained as a change 
of variance was expected over the turbulent profile. Also, the change in variance has 
been fitted to measured data resulting in the ‘Universal Law of Turbulence’, see 
Nakagawa et al. (1975).  
The other discusser of Smart (1999), was Griffiths (2000), who on the assumption that 
the constant in the resistance to flow formula was in fact a constant and stated that 
further analysis was required. However in the original paper (Smart 1999; Smart 
2000) had already stated that the constant in the formula is not a constant and that 
further analysis was necessary. Hence there was not really an issue at all, the only one 
being that putting a constant in a formula that is not really a constant should clearly 
stated with the formula and not buried in the text. 
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Turbulence measurements in a channel bend using a non-obtrusive Acoustic Doppler 
Velocity Profiler were summarised by Blanckeart and Graf (2001). They provided 
turbulence statistics over part of the velocity field on a cross-section across the 
channel. The turbulent stresses and Reynolds stresses were calculated along with the 
kinetic energy, of which the downstream velocity contains 98.7%, the cross flows 
contain 0.4% and the turbulence 0.7%. The authors stated that they would provide 
more detailed analysis in a subsequent paper. 
Acoustic Doppler measurements were also used by Lopez and Garcia (2001) to test 
their turbulent viscosity (κ-ε and κ-ω) models. Their experiment only measured the 
turbulent stresses and not the extent of the turbulent structures.  
Acoustic Doppler measurements, this time in the field, at the interface of the flood 
plain and the main channel on the Severn River were measured by Babaeyan-Koopeai 
et al. (2002) and analysed by various methods. They found that the turbulent 
fluctuations did not fit the Universal Law of Turbulence Intensity, as this Law is 
based on 2D flow while at the interface of the flood plain and the main channel the 
flow was highly 3D.  
They also found that a calculation of dimensionless eddy-viscosity compared well 
with the experimental data. The results were compared against a quasi-two 
dimensional model or equation, Ervine et al. (2000), that can be solved analytically 
and gave good comparison of the expected depth-averaged velocity profile over the 
whole channel provided the secondary flow effect (using an appropriate value of K, 
that needed to be fitted to the data by trial and error) was considered. This formula is 
an improvement over RANS modelling and would be a good basis to improve 2D 
depth-averaged models in various non-uniform situations provided a good basis can 
be found to derive the correct value of the constant ‘K’ for each situation that needs to 
be inputted into the equation. This work is beyond the scope of this thesis. 
Particle Image Velocimetry (PIV) data was collected by Liu et al. (1994) and Lennon 
(2004). The former has been discussed above in the previous section on the KL 
Expansion and the latter will be discussed in section 2.6.4.  
The history of PIV is summarised by Adrian (2005) who had considerable input into 
its development since 1985. The PIV method was checked against other methods to 
collect and obtain data, Liu et al. (1991) but only for a flow with a very low Reynolds 
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Number of 2800 and using 5 µm spheres. In this case, the turbulent statistics 
compared very well with similar data generated from Direct Numerical Simulation 
and laser-Doppler Velocimetry measurements. The differences were well within 
experimental error. The largest differences in measurements occurred close to the bed 
at a distance of y+ between 20 and 40 but, again, were within experimental error. 
These aspects of PIV and its relationship to previous literature on this subject, e.g. 
Hino (1963), who developed a formula for the effect that neutrally buoyant particles 
have on a turbulent flow to explain experimental work of Elata and Ippen (1961), that 
will be discussed later in Chapter 3.  
 
2.4.1 Measurements of turbulence in sediment laden flows 
As the measurements obtained using PIV have particles in the flow, and also as the 
ultimate objective of this work (beyond this thesis) is modelling turbulence (and 
therefore the water flow) of rivers in flood, that can be heavily sediment laden, it is 
necessary to include a section on turbulence measurement in sediment or particle 
laden flows. Only the most relevant literature is discussed. 
The effect of sand movement on the turbulence characteristics was examined by Best 
et al. (1997) who found that in a flat bed with no bed forms, the sediment changed the 
turbulence properties very near the bed, e.g. the turbulence intensity increased near 
the bed and decreased away from the bed and the κ (Von Karman’s Universal 
constant) value dropped to 0.39 from the normal 0.41. The bed material was 0.22 mm 
diameter glass.  
The drop in the value of κ was similar to the findings of Nikora and Goring (2000) 
who found that κ decreased from 0.41 to 0.35 as a result of the sediment in the flow 
which, in this case, was an irrigation canal with sediment of mean size of 10 mm on a 
flat bed. 
The drop in κ was small compared to that mentioned in Henderson (1966) who 
produced a graph from the ASCE Task Committee (1963) showing that the amount of 
suspended sediment had a large effect on κ, which dropped from 0.4 to 0.21 with a 
high sediment concentration of 15.8 gm/litre.  
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The reduction of κ from 0.41 to 0.21 can be explained as κ represents the ratio of the 
mixing length or largest eddies compared to the distance from the flow boundary, and 
is based on the classical work carried out in the first part of the 20th Century by 
Prandtl and von Karman. The reduction in κ is the result of the sediment in the water 
inhibiting the turbulent fluctuations. However, research by Elata and Ippen (1961) has 
shown that neutrally buoyant particles also reduced the value of κ but actually 
increased the turbulent fluctuations or intensity of the turbulence.  
The fact that neutrally buoyant particles change the turbulence properties has very 
important implications for PIV which introduces neutrally buoyant particles into the 
water flow. A theoretical explanation was proposed by Hino (1963) who derived the 
energy equation for flows with suspended particles, considering the loss of viscous 
dissipation due to the fluid being replaced by the particles and who used the 
acceleration balance equation to calculate the expected change in turbulence 
properties which explained both the increase in turbulence fluctuation and the 
decrease in κ. The literature search has not found any update on Hino’s work with 
neutrally buoyant particles.  
A more detailed literature review on the effects of sediment on turbulence were 
summarised in the literature review of Best et al (1997). They concluded that much 
more work was needed in this area to determine the effect of sediment (in this case 
not neutrally buoyant particles) on the turbulence properties and in cases of larger 
sediments they also create their own turbulence (Raudkivi 1976). 
Synchronous measurement of water turbulence and sediment fluxes were undertaken 
by Nikora and Goring (2002), of which the most important finding was that the 
sediment transport and bursting events are closely coupled but not identical as has 
been assumed in prior studies.  
A similar result was found by Raudkivi (1997) who examined the spacing of turbulent 
bursts measured by Kim et al. (1971) and showed that they were related to the initial 
size of ripples, which are the smallest type of bed forms in a loose boundary or 
movable bed.  
Therefore, a modelling study by Best et al.(1997) at the flow level in which sediment 
transport is less than that at which ripples form, is an ideal place to begin modelling 
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sediment transport. Such work has already commenced (Zedler and Street 2001) 
which was discussed in section 2.2.4.1.  
Experiments were undertaken by Schmeeckle and Nelson (2003) on the reduction of 
water velocities behind bed particles using Laser Doppler Velocimeter measurements. 
This data was used to develop a discrete particle model, however, it was limited to 
low bed load transport. At this level of transport it is shown that the turbulence has a 
large input into the sediment transport that is occurring. It is stated in the conclusions 
of the paper that PIV measurements may be able to be undertaken within the bed load 
layer, which would enable this type of model to be used for much larger amounts of 
bed load with several layers of particles moving. Collaborating with this type of 
modelling is a possible future direction of the work in this thesis. 
Further work measuring the effect of particles on turbulence has been undertaken by 
Nezu and Azuma (2004) who found that the particle velocities were a little smaller 
than the fluid velocity away from the wall but close to the wall the reverse occurred. 
This point has implications for flow resistance in typical sediment laden flood flows 
as the interaction of the water and boundary in a river will be different from typical 
laboratory flows. These two researchers, outlined in Nezu (2005a), also found κ 
decreased with increased sediment concentration, similar to Elata and Ippen (1961), 
and found that Hino (1963) theory explained this phenomena well.  
As Nezu (2005a) alluded to Hino’s (1963) theory it is unlikely that Hino’s theory has 
been superceded and therefore is the best method to check the impact of PIV particles 
upon water flow. This will be discussed in Chapter 3.  
 
2.4.2 Measurements of turbulence in surface waves 
The effect of the free surface on the turbulence was examined in Nezu and Nakagawa 
(1993) where it was shown that turbulence did not drop off near the surface in flows 
of higher Froude Number of 0.46, whereas it did drop off more when the Froude 
Number was 0.2. A reason forwarded by Nezu and Nakagawa was that the larger 
surface waves associated with the higher Froude Number meant that the turbulence 
would not reduce near the water surface. However, the opposite question could be 
asked ‘what does the turbulence do to the free surface?’ This thesis seeks to examine 
both explanations by analysing both the turbulence and wave action of a water flow. 
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Waves are observed in water flow especially if the Froude Number is over 0.5, and if 
the Froude number is close to unity (critical flow) standing surface waves can easily 
form as large changes in water depth and can occur with small changes in bed level as 
shown in Henderson (1966) p45. The reason that waves occur in flows with a Froude 
Number near 1 is that if a small disruption (say a sill) is put into the flow it can be 
shown, using the Bernoulli equation, that the water surface level can decrease by more 
than the height of the sill and a set of standing waves formed. As the conjugate depths 
(subcritical and supercritical flow with the same specific energy) are close together 
when the Froude Number is near one, the waves could also occur by oscillating 
between the conjugate depths. 
Also of note is the dissipation length, Le ≡ k3/2/ε  p71, Nezu and Nakagwa (1993). 
Data of Nakagawa et al. (1975) analysed by Rodi (1980) as outlined in Nezu (2005b) 
gave Le = 1.07d- z b from which it was easily ascertained that the dissipation length is 
not zero at a free surface, even without waves, and it has been determined that it was 
equivalent to 0.07d, where d is the flow depth. 
Wave data over fixed dunes was measured by Maddux (2002). The data included 
water surface levels (measured with an acoustic profiler) that contained waves of 
about 5% of the dune height, and turbulence characteristics (measured using Acoustic 
Doppler Velocimetry) for a flow of Re = 61000 and Fr  = 0.3. These measurements 
were very similar to the measurements of Yue et al.(2005) who obtained a wave 
height of about 7% of the dune height, for a flow of Re = 58,000 and Fr = 0.39. The 
increase in wave height would be a result of the higher Froude Number.  
The water surface data of Maddux (2002) was modelled using a two-dimensional 
depth averaged model that overestimated the depth change, as it did not take into 
account the flow separation on the downstream side of the dune that, in effect, made 
the dune longer. There were also wake effects on the upstream face of the downstream 
dune where the flow reattached itself. The study also found that 3D dunes had a 50% 
higher resistance than 2D dunes, and that the turbulence was less in the 3D dunes than 
in the 2D dunes. Therefore, a more sophisticated 3D turbulence model would give 
better fit to the data and the data would be valuable to improve these models.  
The data would also be useful in developing formulae for resistance to flow. 
However, again, there is a problem if a loose boundary is considered, as nature forms 
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3D dunes, which are more resistant than 2D dunes, as a result of the turbulence in the 
water flow, its interaction with the sediment and other factors such as minimum 
entropy. Research to resolve why a more resistant 3D dune shape is formed in a river 
channel than a 2D dune shape and to develop resistance to flow formulae for the range 
of dunes in rivers are beyond the scope of this thesis. 
 
2.5 Wave theory 
As the subject of this thesis is to examine surface waves in water flow a section 
examining the literature of wave theory is important to provide the background for the 
surface waves. Even if the surface waves are to be examined from the turbulence view 
point this theory is still important in the context of this thesis.  
The types of waves examined in this thesis are those in an undular hydraulic jump 
(see section 2.6.4). This type of jump consists of a solitary wave for the first wave 
followed by cnoidal waves (so named due to their shape. For an explanation see any 
text on wave analysis), as outlined in Cunge (2003).  
A summary of all types of waves and their theory is provided by Le Méhauté (1976) 
as this book presents a state of the art look at waves at that time, 1976, and gives an 
appreciation of the limitations of all the theories developed at that time.  
The theory for the solitary and cnoidal waves was developed and explained by 
Korteweg and De Vries (1895) who used the work of Boussinesq (1872) (who gave 
the initial form of the equation for this theory) and Rayleigh (1876). However, 
Korteweg and De Vries were able to establish why the solitary wave does not change 
shape and become steeper with time and also presented the theory of cnoidal waves 
that sit between the solitary wave and oscillatory waves. The theory and equations 
were developed from long wave theory and required a hydrostatic pressure 
distribution. However, the waves in the undular hydraulic jump, (see section 2.6.4) 
have rapid changes in shape and this required that the theory take into consideration 
that the pressure distribution was not hydrostatic. 
The theory of Boussinesq (1872), (who first developed the type of equation used by 
Korteweg and De Vries (1895)) was applicable to non-hydrostatic conditions and can 
also be used in rotational flow and, therefore, was more applicable to the problem 
being investigated in this thesis. The theory was developed assuming the flow was 
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irrotational by Peregrine (1966), (who derived it from the Korteweg and De Vries 
theory), however, this was a different formulation from the Boussinesq equations 
using rotational flow as shown in the tables of Le Méhauté (1976) and in the 
development of Frazao and Zech (2001). 
A higher order wave theory by McCowan (1891) was briefly discussed in Le Méhauté 
(1976) that is accurate to second order compared to the Boussinesq Equations that are 
first order. There are also many developments of the Boussinesq equation theory 
(Fuhrman 2004) that allow the equations to be used under more conditions than the 
initial developments of the theory allowed, especially into deeper water so that waves 
can be modelled from deep to shallow water. 
The types of waves that need to be modelled in this situation are covered by shallow 
water theory that allows for non-hydrostatic conditions. As the cnoidal wave theory of 
Korteweg and De Vries (1895) does not cover this situation it cannot be used. 
Therefore, there is no wave theory that covers the formation of the undular hydraulic 
jump as indicated by Cunge (2003) in his discussion of Frazao and Zech (2001). 
 
2.6 Surface wave literature  
This section seeks to develop the best approach to model surface waves from a 
turbulence view point. The starting point for this is to examine the literature that 
included data on surface waves.  
The second step was to assess the various techniques that have been used to model 
surface waves. Use of the same technique generally means that the surface waves will 
be closely related. 
It was also thought valuable to begin by examining the largest types of waves that 
occur in river flows. These occur with Froude Numbers close to or over unity and 
were the subject of work in the 1960’s. 
 
2.6.1 Stationary surface wave and bed formation studies of the 1960’s. 
The work of Kennedy (1961) was one of the earliest studies into the large wave 
forms, in this case the stationary waves associated with antidunes. This work and his 
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subsequent papers Kennedy (1963) and Kennedy (1969) the latter in the Annual 
Review of Fluid Mechanics outlined this development on the processes and 
explanation of antidune formation.  
The wave and flow patterns and bed forms associated with sand bed rivers for a very 
large number of experimental flows were summarised by Guy et al. (1966). The report 
covered five years experimental work on 8 ft (2.44 m) and 2ft (0.61m) wide flumes 
and contains a considerable amount of information on the bed forms associated with a 
very wide range of flows including more importantly for this thesis the wave patterns 
on the surface for these flows. Simons and Richardson (1973) analysed this data 
further. 
It is clear from these works, that the largest waves in river flows were associated with 
sediment movement, as occurred with flow over dunes and antidunes that form large 
waves on the water surface as well large sediment waves on the channel bed. Thus, it 
can be seen that sediment transport is inherently related to wave formation. Therefore 
a brief discussion on sediment transport and how it relates to this thesis is necessary. 
Also a brief section on measurement of sediment laden flows was presented in section 
2.4.1. 
In his latter papers Kennedy developed a lag factor, because it was thought that shear 
stress on the bed lagged behind the water velocities above it. It was not based on 
anything physical but made the theory give the right answers. Later work on sediment 
transport (not discussed here) sought to explain this factor.  
However, Parker (1975) used sediment inertia to explain the formation of antidunes. 
Parker did not agree with Kennedy’s lag factor between bed shear stress and sediment 
transport as it was not based on anything physical and was just used as it gave the 
desired results. He used sediment inertia to explain the lag. However, his theory only 
worked for antidunes and not for the whole range of dunes with sub-critical and 
super-critical flow.  
As discussed above, the relationship between water flow and sediment transport has 
been analysed in detail by Nikora and Goring (2002); in this case, with detailed 
measurements of turbulence and sediment transport. They found that the turbulent 
bursts were ‘closely coupled’ with the sediment movement or bursting events. 
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Another work by Raudkivi (1997) showed that the turbulent bursts are closely related 
to the initial formation of ripples, the first sediment feature that forms in a water flow.  
These works show that the relationship between turbulence and sediment transport is 
only in its infancy and was the main reason that all work on river dunes (that form in 
flows that have high sub-critical Froude Numbers), e.g. Maddux (2002) use fixed bed 
dunes. 
Therefore it is proposed that any data that this thesis uses needs to be on a fixed bed. 
Even though the bed forms would be different to the natural gravel bed river formed 
by a fully mobile bed, any model developed will provide a good basis to begin to 
model surface waves from the turbulence view point. 
A theory for wave sizes for various flow regimes over wavy beds was developed by 
Iwasa and Kennedy (1968). This theory provided a good basis for the waves to appear 
but has a weakness in that it was asymptotic to infinity at critical flow which was not 
the case physically. However, many flows close to critical flow, including those 
measured by Kennedy in his earlier work have quite smooth water surfaces but can 
also have very rough wavy surfaces Guy et al. (1966). 
This theory resulted in the commissioning of a series of experiments that were 
summarised in Yuen and Kennedy (1971). This work provided wave data and bed 
data with fixed bed forms that does not contain any turbulence data. The flows were 
over a similar range used in the experimental runs in the Lincoln University 
laboratory in the early stages of this thesis but not used later. 
Data from Yuen and Kennedy (1971) was used by Hosoda and Minamimoto (2002) to 
test their one dimensional depth-averaged model using the Boussinesq Equations. The 
equations were developed in their non-dimensional form and solved the resulting 
equations numerically by the multi-dimensional Newton method applied to an error 
function defined as the summation of these equations squared. The results compared 
well with the data. They also discuss the fact that there is little data at the resonance 
condition (i.e. flows close to a Froude Number of 1). The model solution that shows 
that the wave size is asymptotic to infinity which was the same problem that occurred 
with the theory for wave sizes of Iwasa and Kennedy (1968).  
Since this date there has been little development of modelling large waves such as 
rooster tails in flood water flows.  
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2.6.2 Surface wave measurement 
This section examines literature on measurement of the surface waves to obtain a 
good representation of complete water surface rather than using direct methods like 
resistive gauges. The latter can cause errors due to the sensitivity of the waves to 
intruding objects.  
A non-intrusive technique was used by Douxchamps (1998) who used stereoscopy of 
9 mm diameter ‘wooden pearls’ on the water surface. The technique worked very well 
but can have draw backs especially if the waves are steep and both cameras cannot see 
both sides of a wave. The measured the associated surface velocities. This is not the 
first stereoscopic analysis but one of the most recent studies. The accuracy of 
measurements would be limited by the 9 mm diameter of the pearls of the water 
surface. 
 
2.6.3 Boussinesq equations 
As the Boussinesq equations were used by Hosoda and Minamimoto (2002) to model 
the surface waves of Yuen and Kennedy (1971) the review continued examining the 
surface wave literature using the Boussinesq equations. Also, as the Boussinesq 
equations are the linking theory for the various types of phenomena that could be used 
for the study, the literature on these equations is also reviewed. The Boussinesq 
equations for the one-dimensional case are, as shown in Chaudhry (1993):   
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0)( =∂
∂+∂
∂
x
ud
t
y
 
    (2.1) 
For momentum, 
0
3
1
2
1
2
3
22 =∂∂
∂−⎟⎠
⎞⎜⎝
⎛ +∂
∂+∂
∂
tx
ugddu
xt
du      (2.2) 
Where u is the velocity, d is the depth, g is the gravitational constant, x is the direction 
and t is the time. The third order term gives the effect of the curvature changing the 
pressure distribution to non-hydrostatic.   
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However, there are several assumptions with the Boussinesq Equations that have not 
been substantiated. The assumption in the Boussinesq equations states that vertical 
velocities are proportional to the distance from the bed. This is cannot be justified for 
natural flows, however, suitable data could enable this point to be analysed if it is 
necessary to do so. Another assumption, that the wavelength is much longer than the 
wave height is not valid for the types of flow that we are examining and attempting to 
model. These are areas that can be examined with suitable data. 
The theory for the Boussinesq Equations can be improved, as Le Méhauté (1976) cites 
McCowan (1891) who developed the theory of solitary waves for an order higher than 
the Boussinesq equations. Therefore McCowan’s theory may be of use to improve 
wave simulations. 
It was subsequently  found that the Boussinesq Equations have been used to analyse 
the undular hydraulic jump (Peregrine 1966) and (Frazao and Zech 2001). This meant 
that the undular hydraulic jump could be a very good candidate for analysis as well as 
the waves of the type measured by Yuen and Kennedy (1971) and/or the rooster tails 
or stationary wave trains in flood water flow. 
The undular hydraulic jump has a similar profile to the rooster tails, except that the 
flow is primarily only two-dimensional, being a series of waves at right angles across 
the river or channel flow, compared to the rooster tail which is fully three-
dimensional.  
The undular hydraulic jump has the same profile right across a channel and therefore 
can be described in a one-dimensional model using the one-dimensional Boussinesq 
Equations. 
However, rooster tails on the other hand, are not the full width of the flow and 
therefore would require a two-dimensional model and two-dimensional version of the 
Boussinesq Equations. Such approaches have already been developed by Walkley and 
Berzins (2002), Danish Hydraulic Institute Software (2004) and Yuan and Wu (2004). 
Abbot et al. (1984) also provided background to the Mike21 Boussinesq module from 
Danish Hydraulic Institute Software (2004). 
The models described in these papers were developed for wave analysis in harbours 
and in the ocean. To use them for river analysis with significant surface slope may 
extend these models beyond what they were designed to simulate. They could, 
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however, be a basis to analyse the rooster tail as this is a three dimensional 
phenomenon. 
 
2.6.4 Undular hydraulic jump  
The undular hydraulic jump was also reviewed as the literature may contain relevant 
and suitable information or data. Undular hydraulic jumps occur at Froude Numbers 
between 1 and 1.7, and are a feature of the flows that cause the waves which this 
thesis seeks to examine. Undular hydraulic jumps are sometime called Favre waves 
after the first author to identify them and study them (Favre 1935). 
Undular hydraulic jumps also occur in river bores, though in this case the flow 
conditions are different from the rooster tail waves in a flood flow. In a river bore, the 
upstream flow is generally close to still water or else it is a river flow with a very low 
Froude Number, and the bore travels upstream. In the case of rooster tails, the flow is 
very close, or is, super-critical flow upstream while the rooster tail waves are 
stationary. A photograph of an undular bore is given in Figure 2-2 and it shows their 
popularity with the public; there being many web sites on the internet of the more 
famous bores such as the one on the Severn River in England. 
 
 
 
Figure 2-2: Undular hydraulic jump river bore on the Dordogne River in France. 
(Photo: H. Chanson’s web site, University of Queensland)). 
 55
Undular hydraulic jumps also occur as standing waves similar to the standing waves 
shown in Figure 1-2 (called Rooster Tails or Horse’s Heads) on the Clarence River.  
Recent research by Frazao and Zech (2001)) on the undular hydraulic jumps used a 
one-dimensional approach with the Boussinesq equations that were developed from 
first principles so that the flow could be rotational. However the model presented in 
the paper by Peregrine (1966), that they criticise, actually fits their data better than 
their model. Frazao and Zech (2001) also argue that Peregrine’s explanation of the 
process taking place is incorrect. They assume that the water in the wave does not 
have a hydrostatic pressure distribution due to curvature and therefore the wave will 
be steeper. (Note that this is for the bore type of undular hydraulic jump.) Analysis of 
the PIV data could determine what is correct.  
Frazao and Zech (2001) results were discussed by Cunge (2003) who stated that they 
did not outline the nature of the waves and processes that have been measured in the 
literature in the past. The undular hydraulic jump has a solitary wave profile in the 
first wave that is followed by cnoidal waves that dissipate the energy of the jump. 
Cunge (2003) provided a number of references from the older literature. 
One of these was Tursunov (1969), who developed a procedure to define these waves, 
based on the literature to that date. This paper makes an important distinction between 
the waves of an undular bore, which are called ‘stopped’ waves as they do not change 
in with time, and the standing waves that this thesis would like to model. The standing 
waves do change with time and only the nodes of these waves remain constant. The 
paper highlights that the waves associated with antidunes (discussed above under 
Kennedy’s work) are solitary waves, the first type of wave in the undular hydraulic 
jump. The paper using conformal mapping develops a method that uses a potential, 
which means that the flow is assumed to be irrotational, but does develop a very good 
procedure to empirically derive the shape of the waves of the jump.  
Preissmann and Cunge (Preissmann and Cunge 1967) develop Lemoine’s (1948) 
theory that uses potential flow theory and the assumption that the undular waves 
dissipate the loss of energy from the jump, for a trapezoidal channel.  
Robillard and Kennedy (1967) examined the causes of the shock waves that originate 
from the side of the flume with an undular hydraulic jump. This information could be 
valuable to explain may measurement effects that occur in the analysis of the data. 
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The strip integral method was used by McCorquodale and Khalifa (1983) to examine 
the internal flow in the hydraulic jump in more detail. This method also looks at air 
entrainment and other factors of stronger hydraulic jumps that have Froude numbers 
greater than 1.7. A review of hydraulic jumps was undertaken by McCorquodale 
(1986) contains very little information about undular hydraulic jumps but some good 
development of theory similar to that of Rouse et al (1958) as will be discussed later 
(see section 2.6.5). 
A technical note by Anderson (1978) gave an analytical solution to the height of the 
first wave of the undular jump and wavelength, within certain parameters. This is 
discussed further by Montes (1979) who graphs the results of the method compared to 
data and other models. 
Ohtsu and Yasuda (1994) discuss flow under a gate, as this is a feature of the 
laboratory experiments on hydraulic jumps. They also show that flow above the 
developing boundary layer in the supercritical flow downstream of the jump has a 
uniform velocity. This is the reason that flow in this area can be analysed using a 
potential field. 
A classification of the forms of the undular hydraulic jump is given by Chanson and 
Montes (1995). Using the conclusions of Chanson and Montes (1995), Ohtsu et al. 
(2003) improved the classification of the undular hydraulic jump for different 
laboratory (and real) conditions where the effect of the width of the channel and 
Reynolds Number were taken into consideration.  
The shear stress under an undular hydraulic jump on a fixed bed was measured by 
Chanson (2000) and showed that the bed, if it were mobile, would build up under a 
crest and scour under a trough similar to that occurring in the antidune flow studied by 
Kennedy mentioned earlier. It is noted here that the shear stress on the bed is not 
uniform, as outlined in Nelson et al.(2001). 
The conditions for the undular hydraulic jump formation were highlighted by 
Chanson (2002) with some salient features of the jump noted, including: 
i) A non-hydrostatic pressure distribution, which is why the Boussinesq Equations 
have been developed to model this type of jump.  
ii) An eddy occurs under the first wave with developing inflow but not with fully 
developed flow. 
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iii) That the flow characteristics of undular hydraulic jumps in river flows (with 
developing or developed flow) are different to river bores (which is a bore advancing 
into still water) as many theories developed last century considered the latter. The 
former is the case in floodwater flows.  
Other papers on hydraulic jumps include undular jumps in pipes by Gargano and 
Hager (2002) who developed empirical formulae for the largest wave on these jumps, 
Hsu (1950) showed that analysed undular hydraulic jumps can occur at abrupt drops 
with quite large upstream Froude numbers, which were analysed (Rajarartnam and 
Ortiz 1977). The reason this occurs is that abrupt drop effectively increases the depth 
and reduces the Froude number at the jump to just above unity. In addition a large 
eddy forms on the downstream side of the drop and the wave ‘flows’ over the top of 
the eddy. This could be a feature in river flows with suitable conditions. 
A multiple scales analysis of an undular hydraulic jump (Steinruck et al. 2003) that 
does not need a turbulence model, as the parameters are chosen so supposedly that the 
shallow water approximation can take the turbulence effects into account, shows that 
the method gives reasonable agreement with measured data. However, it is limited in 
the range of parameters that satisfy the requirements of the analysis. 
 
2.6.5 Turbulence measurements on hydraulic jumps 
The first major examination of the turbulence measurements on a hydraulic jump was 
undertaken by Rouse et al. (1958), who carried out tests using air. The results were 
very successful. This paper presented a derivation of the momentum and energy 
equations and used experimental results from hot wire experiment to show how the 
energy was lost over the three hydraulic jumps measured. The experiments were 
carried out on jumps with upstream Froude Numbers of 2, 4 and 6 which are above 
the Froude Number of undular hydraulic jumps. However, the experimental technique 
and analysis were unique for its time and gave good insights into the turbulence and 
flow characteristics of hydraulic jumps. 
It was recognised by Liu et al (2004) that the Rouse air model would have some 
deficiencies compared to the water situation, the main criticism being that the air 
model had a fixed boundary on the air entrained part, where the free surface 
fluctuates, that would cause some modification to the flow. Thus, Liu et al (2004) 
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updates Rouse et al. (1958) analysing turbulence data from hydraulic jumps. The 
paper asserts that no water turbulence measurements have been taken in the interim 
period between these two papers. 
Liu et al (2004) did not show the energy losses as succinctly as the Rouse et al.(1958) 
paper but it did measure the Kolmogorov’s length scale for jumps of similar nature 
(d1= 71 mm, v1 = 1.67 m/s and d2 = 171.6 mm) (where d1 is the depth and v1 velocity 
upstream of the jump and d2 is the depth downstream of the jump) compared to the 
data from the Lennon (2004) thesis (d1= 30 mm, v1 = 0.762 m/s and d2 = 55 - 70 mm). 
The results showed that the dissipative eddy size varied from 0.04 mm in the jump to 
0.15 mm at the end of the transition region of the jump.  
Particle Image Velocimetry (PIV) was first collected on an undular hydraulic jump by 
Lennon (2004). The PIV data for one of the three experiments, that with an upstream 
Froude Number of 1.37, was available on the internet. 
Using the data, Lennon analysed the shear stress in the supercritical flow area 
upstream of the jump using four different methods using the theory associated with 
mean velocity profiles, the Darcy Friction Factor, Reynolds Stress and the Root Mean 
Squared Velocity Fluctuations. He also examined the turbulence characteristics at the 
first crest and the vorticity in the flow. The latter showed that the flow was rotational 
at the bed and on the undular waves and this means that the theory of Frazao and Zech 
(2001) would be more applicable to the undular hydraulic jump than other methods 
e.g. the deviation by Peregrine (1966). 
 
2.6.6 Wave theory and the undular hydraulic jump 
As stated in section 2.5 there is no wave theory for the undular hydraulic jump as the 
present cnoidal wave theory developed does not allow for non-hydrostatic conditions. 
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Chapter 3         
Assessment of data 
In this chapter is describes the process undertaken to obtain the data for this thesis, to 
determine the fluid mechanics properties of the data and also to compare and discuss 
these properties with the standard values expected in the literature and assesses its 
reliability.  
3.1 Requirements of data 
The main criteria for the data were that they needed to be from an open channel flow 
on a fixed bed, with waves on the surface and also with detailed data of the turbulent 
velocity field. A fixed bed was necessary as turbulence models did not model 
sediment transport for even small Reynolds Numbers (see section 2.4.1).  Surface 
waves were implicit with the objectives of this thesis and detailed data of the velocity 
field was necessary for a Karhunen-Loéve Expansion analysis of turbulence statistics 
of the water flow.  
Also, the data needed to be one the largest type of waves that occur in open channel or 
flood water flow as large surface waves would inherently be linked to the turbulence 
of the water flow.  
By using larger waves, any model developed in this thesis, could more easily be 
adapted to model smaller waves. If the data from smaller waves were chosen, it would 
have been very likely that the waves would have resulted from another process such 
as wind, which was not an objective of this work and are already known (Henderson 
1966) p 324, quoting Lighthill (1962). 
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Another important criterion was that the data did not contain waves that were 
breaking (i.e. there was aerated flow on the upstream side of the wave c.f. Figure 1-2 
above contains aerated flow on top of each wave). The reason for this was that aerated 
water flow was not being investigated with the thesis; although it was an important 
part of the very largest surface waves.  
The largest surface waves that occur in rivers, as has been previously discussed were 
rooster tails. Therefore, initially it was decided that the data was to be obtained from a 
set of experiments on Rooster Tail waves in a flume in the Lincoln University 
Hydraulics Laboratory.  
Three pieces of equipment were required to collect the data. These were: 
i)    Acoustic Doppler Velocimetry (ADV) that would provide the turbulence data,  
ii)   Photogrammetry to determine the water surface, e.g. Douxchamps (1998) and, 
iii) Ground penetrating radar to measure the bed surface as it was intended that the 
bed be mobile or as close to typical river flow situation during a flood or fresh.  
This work was commenced but was curtailed for several reasons and other data was 
obtained for the analysis. However a brief overview of the experimental laboratory 
tests has been given for completeness. 
3.2 Laboratory experiments 
The first experiment to obtain data used the hydraulics laboratory at Lincoln 
University. A 1/10 scale model of a mobile boundary riverbed was built in the smaller 
steel flume in the laboratory that had a width of 0.3 m or 3.0 m at the prototype scale. 
The flume was tilted to a slope of 0.005 m/m, which was very close to the average 
slope of the Canterbury Plains, the situation where large waves have been observed. 
The sediment available in the laboratory was ideal in size, d50 = 2 mm compared to d50 
= 20 mm on the Canterbury Plains and also the grading curve of sediment in 
laboratory scaled well a 1/10 the size of a typical grading curve of a river on the 
Canterbury Plains.  
3.2.1 Problems with research methods 
Several problems with this approach soon became apparent. 
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3.2.1.1 Experimental set up 
The types of waves to be simulated were the rooster tails shown in Figures 1-1 and 
1-2. Unfortunately, the flume did not simulate rooster tails, the reason being surmised 
that the flume was too narrow (pers. comm., Davies, 2004). The experiments of Guy 
et al. (1966) were undertaken in flumes that were 0.61 m and 2.44 m in width. The 
largest waves simulated during the experiments were undular hydraulic jump waves.  
The most positive aspect of the experiments was that the Reynolds Number of the 
flow was about 100,000 which meant that flume could be used in the future as a 
valuable source of data as little data was available at this higher Reynolds Number. 
A study in using the larger flume was planned but was curtailed as a result of the data 
collection method needed to obtain detailed data of the velocity field. 
3.2.1.2 Data collection method 
Further analysis of literature showed that ADV did not give enough detail of the 
velocity field to enable the regression coefficient to be determined for any point on 
the velocity field, as was necessary for a KL Expansion analysis. The only type of 
data collection technique that would collect enough detail was Particle Image 
Velocimetry (PIV)  
However, for a PIV analysis to be undertaken the water flow needed to be clear and 
without sediment. This meant that it was not possible to measure experiments with 
mobile beds as its associated suspended sediment load that meant the water would be 
cloudy.  
Also, a mobile bed did not suit the requirement that the data needed to be on a fixed 
bed as discussed in section 2.6.1 as the development of turbulence models that 
included sediment transport were not advanced enough especially with significant 
Reynolds Number and bed forms. 
The university did not have PIV equipment or access to such equipment. In addition, 
PIV equipment was not part of this proposal for this thesis and was well over any 
possible budget. Therefore, further laboratory experiments were not pursued.  
This meant that suitable PIV data needed to be found from elsewhere.  
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3.3 The data set possibilities 
Rooster tails or waves very similar to them have been analysed, with the Boussinesq 
equations (Hosoda and Minamimoto 2002). The undular hydraulic jump has also been 
analysed with the Boussinesq Equations (Frazao and Zech 2001).  
3.3.1 Brief comparison of undular hydraulic jump and rooster tail 
The main difference between the rooster tail and the undular hydraulic jump is that he 
undular hydraulic jump is primarily two-dimensional in nature while the rooster tail 
jump is three-dimensional in nature.  
Undular hydraulic jumps are able to occur on flat beds and measurements of shear 
stresses at the bed of undular hydraulic jumps on flat bed, (Chanson 2000), show that 
the stresses are least under the wave peaks. This meant that in a mobile bed situation 
on a natural river the bed material will build up at these points resulting in a wavy 
bed, which is the bed shape under the rooster tail (Guy et al. 1966).  
Therefore PIV experimental data of either phenomenon would be suitable for 
analysis.  
3.4 The data set – undular hydraulic jump 
The data set of Lennon (2004), as discussed earlier in section 2.6.4 of an undular 
hydraulic jump was considered the best data upon which to base a model developed 
by this thesis. 
Associate Professor David Hill from Pennsylvania State University had placed a data 
set on the internet for the express purpose of others using it to develop a model. The 
data set (called Fr1) was obtained during Master’s thesis work (Lennon, 2004) and 
was of an undular hydraulic jump with an upstream Froude Number of 1.37. The 
thesis also measured two other hydraulic jumps at higher Froude Numbers (called Fr2 
and Fr3) which could provide a basis to check any model built. Details of the 
equipment used to obtain the data are given in Lennon (2004). 
The data was downloaded in 2003 and was ideal for this thesis as: 
i) The data contained enough information on the flow structure to develop a model 
using the KL Expansion, 
ii)  The data contained an undular hydraulic jump with large surface waves, 
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iii) The jump was stationary in an open channel flow (it was not a bore moving 
upstream in an open channel). 
iv) The data was on a fixed bed. 
In addition, the data would provide a basis to begin analysis of more complicated 
rooster tail phenomenon leading to models capable of handling most types of waves 
under various flow conditions. 
3.4.1 Data set description 
The data from Lennon (2004) was gathered from 11 locations that were very close 
together along the undular hydraulic jump, except where there was a metal plate in the 
flume between two locations, (see Figure 3-1 below). 
At each location 400 photograph pairs were taken giving 400 data sets at each 
location. Each data set had over 5000 data points on a grid spaced at 0.85 mm 
throughout the flow. This meant there were over 60,000 points of data over the part of 
the undular jump measured in the experiment (about 1220 vertical positions that have 
40 to 70 points on each vertical).  
Figures 3-1 and 3-2 below show the mean velocities at every point of the 400 data sets 
(for each of the 11 locations) while Figure 3-3 only plots every 5th vector in the 
vertical direction and every 10th vector in the flow or horizontal direction (again, 
averaging over the 400 data sets).
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Figure 3-1: Velocity field in x-direction (distorted scale) 
 
Figure 3-2: Velocity field in x-direction (undistorted scale) 
 
Figure 3-3: Velocity field in x-direction with flow, average streamlines (blue lines), and average vectors (blue arrows) (distorted scale with same coloured velocity legend as above)
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Note, that the vectors and streamlines were averages of the data sets as the turbulence 
in the fluid meant that these change at every data set.  
A typical velocity field of one data set at a location is shown in Figure 3-4. The data 
sets are in vector form (see Figure 3-4 below), with u(x,y) and v(x,y) where u and v 
are the x and y velocities, respectively, and x and y are the x and y positions on the 
domain. The 400 data sets for each position enabled a good set of statistics (and 
averages, as shown in Figure 3-3) to be obtained for each point over the whole 
velocity field.  
Note, that in Figure 3-4 the mean velocities (for each horizontal line of data points) 
have been removed from the plot to show the flow structures. Also note, that the top 
10 lines are above the water surface and appear in the data due to reflections from the 
water surface. (The plots of Figures 3-1 to 3-3 have had all points above the measured 
surface removed (see Figure 4.2 of (Lennon 2004) for the measured surface). 
 
3.5 Undular hydraulic jump description 
As this chapter examines the fluid mechanics of the data a section on the theory of the 
undular hydraulic jump is necessary. An undular hydraulic is the weakest type of 
hydraulic jump. Hydraulic jumps occur when water flows from supercritical to 
subcritical flow as a result of various flow conditions.  
Subcritical and supercritical flows are defined using the dimensionless Froude 
Number. This number is derived from the water flows’ parameters and is a measure of 
the ratio of the waters dynamic or inertial force and the weight of the water. A Froude 
Number greater than unity indicates supercritical flow and a number less than unity 
indicates subcritical flow.  
The Froude Number is also related to the wave celerity of the flow. Supercritical flow 
has a speed greater than the wave celerity and, hence, the flow is based on conditions 
upstream, while subcritical flow has a speed less than the wave celerity and the flow 
is based on conditions downstream. 
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Figure 3-4: PIV (Particle Image Velocimetry) vector data for one photograph 
pair at one location shown on a CleanVec plot (PIV analysis software). (Note 
average velocity of the field has been removed to show turbulent flow patterns) 
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The hydraulic jump is used frequently in engineering works as an energy dissipator. 
Therefore, where they occur in flood flows on rivers, which is generally as rooster tail 
waves, they can be classed as a kind natural energy dissipator in the water flow. In 
these circumstances the bed topography becomes wave shaped due to the rooster tail 
formation in the flow. 
The undular hydraulic jump is the weakest type of hydraulic jump and occurs when 
the upstream Froude Number is between 1 and 1.7. The Froude Number downstream 
of the jump is less than 1 and is obtained by analysis of the momentum between the 
upstream condition and the downstream condition giving the Belanger formula (this is 
a modified version, as described below), 
( ))1(811
2
1 2
1
1
2 β+++−= Fr
d
d ,     (3.1) 
Here d2 is the downstream depth, d1 is the upstream depth, Fr1 is the upstream Froude 
Number. In Leuthuesser and Kartha (1972), this formula was modified by a factor for 
friction losses they called β , caused by the turbulence in the flow and the non-
uniform velocity distribution that is outlined. The effect of β  is generally not large.  
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This formula is important in regarding the undular hydraulic jump, as Benjamin and 
Lighthill (1954) showed that the wave train of the jump could not dissipate all the 
energy loss of this formula unless the Froude Number was less than 1.25 without the 
waves breaking.  
However, it can be shown (Henderson 1966) that friction or viscous resistance makes 
a considerable contribution to the energy loss and that it is friction that allows the 
waves to occur with upstream Froude Numbers up to 1.7. An example is shown in 
Henderson (1966) comparing the jump with an upstream Froude Number of 1.55 with 
a smooth bed with the waves breaking and with a rough bed and only waves 
occurring. 
Also, subsequent work (Ohtsu et al. 2000), showed that undular waves occur without 
breaking waves with upstream Froude Numbers greater than 1.2 to almost 2.0 
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provided the flow is partially developed. Lennon (2004) showed that the flow was 
fully developed and confirms that undular waves can occur with upstream Froude 
Numbers of 1.37, and also 1.65 for the second experiment of Lennon (2004).  
3.6 Particle Image Velocimetry 
The data obtained for this thesis (Lennon 2004), used Particle Image Velocimetry to 
obtain a detailed velocity vector field within the water flow with data points 0.85 mm 
apart. A PIV analysis allows determination of the velocity field by inserting neutrally 
buoyant silver coated glass spheres into the flow and then taking pairs of photographs 
very close together, generally 75 µs for the data obtained, with the particles being 
highlighted by a laser sheet pulse sent at the same time as each photograph in the pair.  
Enough particles are placed in the water flow so that between 10 and 35 particles 
show in the photographs for each data point or volume, that in this case was 0.85 mm 
square. The technique works, as at the time spacing of 75 µs, the particles have not 
moved greatly. Therefore, the water movement can be assessed by correlation of all 
the particles with each and every other particle in the photograph pair. The correlation 
calculates the direction that the flow would have taken to travel from the given 
particle to all the other particles and the direction of flow is assessed by finding the 
given velocity and direction that has the highest number of correlations as all the other 
correlations will, in essence, be random. 
In this case the water flow was about 0.75 m/s and with 75 µs time spacing between 
photograph pairs meant that the spheres have moved about 50 µm which was only a 
small portion of the grid size.  
Cross-correlation software has been developed, PIV Sleuth (Soloff et al. 2001) to 
interrogate the image pairs and determine the most likely direction of the water flow. 
Further software, CleanVec (Soloff and Meinhart 1998), enables bad data points to be 
weeded out, as these were inevitable using this technique.  
The PIV analysis assumed that the velocity of the spheres was the same as that of the 
water. It was not apparent that this would occur, so it needed to be assessed whether 
the particles will follow the water flow. The problems that can occur are: 
i) The particles change the structure of the turbulent flow. This is a well known 
problem that has been measured and also a theory has been developed by Hino 
(1963).  
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ii) The particles do not follow the turbulent eddies within the fluid flow. 
iii) The method used to analyse the imagery is subject to interpretation difficulties and 
new algorithms are continually being developed to improve the interpretation of 
images to assess the fluid velocities. At present, the velocities can be measured over a 
range that differ by a magnitude of 200 (Adrian 2005).  
iv) The smallest eddies in the flow are not analysed by the data. In this case, the 
smallest eddies will be about 0.075 mm whereas the grid size is 0.85 mm.  (See 
section 6.3) 
Each of these problems needs to be discussed within the context of the data. 
3.6.1 Change in structure of turbulence 
The data used particles that were 10 µm in diameter. The maximum expected number 
of particles in a ‘window’ is about 35 in a volume of about 0.85 mm square by a width 
of 0.8 – 1 mm (the width of the laser beam was not given in Lennon (2004) but other 
studies and information show that 0.8 to 1 mm would be the most likely width range.) 
A simple volume calculation shows the maximum particle concentration to be about 
0.003%.  
The theory of Hino (1963) indicates that the changes in the turbulent intensity would 
change by about 50% of the particle concentration percentage (0.003%) and the 
change in the von Karman constant (a measure of the extent of the eddies) would be 
about 130% of the maximum particle concentration, which means that the changes in 
the flow structure would be insignificant at 0.0015% and 0.004% for the turbulence 
intensity and von Karman constant, respectively.   
However if Figure 1 of Hino (1963) is examined at low concentrations, the 
experimental data for the change in von Karman constant does not have a good fit to 
Hino’s theory and could indicate that the effects are much greater and could alter by 
about 5%. Therefore, a better method to assess the effect of the particle concentration 
on the turbulence was necessary. 
So it was decided to check the measurements of turbulence using PIV with DNS and 
ADV data from previous literature (Liu et al. 1991) for Reτ = 180. The comparison 
showed that there were differences in the wall region at y+ = 15, but a good fit to the 
remainder of the profile.  
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Using improved PIV algorithms Piirto et al. (2005) showed that for a Reynolds 
number of Reτ = 590, the measured turbulent intensity compared very closely to the 
DNS calculations of turbulent intensity over the wall profile, at y+ = 15. However 
there were differences further away from the wall with the Piirto et al. (2005) 
algorithm which were not present in the earlier algorithm of Liu et al. (1991) which 
showed good agreement over the remainder of the profile but this data had a lesser 
Reynolds Number. Therefore, it is possible that there could have been small 
differences in the flow profile and turbulence statistics due to particle concentration.  
However, another check for the data, compared it (in the supercritical range where the 
flow was close to uniform in Locations 1 and 2) with standard turbulence statistics, 
the universal function for turbulence intensity (Nakagawa et al. 1975), (Nezu and 
Nakagawa 1993) as shown in Lennon (2004). This data is plotted in Figure 3-5. Note 
that the formula for the universal turbulence intensity, is based on the average value 
over in the log law region of the flow up to y = 0.3 d. The value of friction velocity 
was calculated from the bulk velocity and a calculation of Dean’s coefficient using the 
Reynolds number. 
However, the data did not give a good fit as shown in Figure 3-5. The main probable 
reason for the turbulent intensities not fitting well was the slowing of the velocity as 
shown in Figure 3-13, and the downward velocity Figure 3-14 between 0 and 21 cm. 
This means that the flow was not uniform and the wave effects were present in the 
supercritical flow region or that the data was not good. To check the latter possibility, 
the other two experiments of Lennon (2004), Fr2 and Fr3 were examined. These 
experiments were carried out before (Fr2) and after (Fr3) the Fr1 data. These two 
experiments gave turbulence characteristics in the upstream supercritical flow that 
compared well with the universal function for turbulence intensity (see Figure 3-6 that 
is a copy of Figure 4-16 of Lennon (2004)) indicating that the flow properties in this 
region were standard and were what would be expected for uniform flow and for the 
particles in the water flow not to have altered the turbulence properties of the water 
significantly.  
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Figure 3-5: Plot of u′ verses depth for Locations 1, 2 and 3 compared with the 
universal Law of Turbulence Intensity 
 
 
Figure 3-6: Turbulence intensities (both horizontal ‘u’ (triangles) and vertical v’ 
(diamonds) and universal law of turbulence intensity (black lines) for 
supercritical flow and crest of first undulation for Fr1 (Fig. 4.16 of Lennon 
(2004)). 
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Therefore as the properties of Fr2 and Fr3 were normal, it was deduced that the 
unusual turbulence intensity properties of the data obtained (Fr1) were correct and 
that another explanation (rather than the PIV particles changing the flow 
characteristics) was necessary.  
Therefore, it was likely that the first reason given above explained the difference in 
the turbulence intensity profiles i.e. it was a result of the subcritical flow downstream 
of the jump affecting the flow upstream is the likely explanation. This explanation 
becomes very plausible if Figure 3-6 is examined (Figure 4-16 of Lennon (2004). 
To test this explanation, the flow profile of the Universal Law of Turbulence Intensity 
for the supercritical flow and the turbulence intensity profiles at the crest of the first 
undulation were averaged. The result of averaging or close to averaging using a ratio 
using 0.4 of Location 5 values of u′ plus 0.6 of Universal Law of Turbulence Intensity 
is shown in Figure 3-7. The averaging did not give a very good fit but was much 
closer than those in Figure 3-5. Further analysis using a ratio that varied with depth 
between u′ for Location 5 and the Universal Law of Turbulence Intensity gave a much 
better fit as also shown in Figure 3-7. This fit has weaknesses at the bed (0 d) and the 
surface (d ) which is very likely given that the Universal Law of Turbulence Intensity 
is only valid in the log-law region (from 0.1 depth to 0.3 depth of the water flow).  
Therefore it is very likely that the Undular Jump is affecting the turbulence intensity 
profiles of the supercritical flow immediately upstream of the jump probably as a 
result of the low supercritical Froude Number of 1.37. This is contrary to standard 
fluid mechanics theory that supercritical flows are not affected by what is taking place 
downstream (Henderson 1966). In addition in this case the largest differences in 
turbulence intensity between the normal value and the value at Location’s 1 and 2 are 
at the top of the flow where the water direction changes the most over the flow profile 
immediately downstream for the first undular wave. 
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Figure 3-7: Comparison of u’ from Location 1 and various ratios of u’ of Loc5 
and universal law of turbulence intensity 
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3.6.2 Seed particle motions  
It was possible that the seeded particles may not follow the fluid motions exactly. This 
is likely to occur in the smallest eddies and needed to be checked.  
It was noted that the grid size was well over the size of the smallest eddies, which are 
at the Kolmogorov length scale, that was estimated to be about 0.075 mm (see section 
6.3). It was noted that the seed particles size at 0.01 mm, were less than the 
Kolmogorov length scale, so were small enough to travel around the smallest eddies.  
However, it still needed to be determined whether the particles were small enough so 
that their response times would be small enough to follow the smallest eddies to 
ensure the data has the correct velocities.  
The response times were calculated using Stokes Law ( g
SS
dV lpp ν18
)(2 −= ) where dp 
is the diameter of the particle and Sp and Sl are the specific gravity of the particle and 
liquid, respectively (Raffel et al. 1997).  
A calculation was undertaken using Stokes Law, using the particles density of 1.1 that 
of water that gave the response curve shown in Figure 3-8.  
However, the applicability of Stokes Law needed to be determined.  To do this the 
range of Particles Reynolds Number, (Rep = dpV/ν) needed to be assessed. 
It was noted that the Particle Reynolds Number for a velocity relative to the fluid of 1 
mm/s (the maximum velocity in Figure 3-8) was about 0.01, much less than the 
maximum number applicable for the formula of 0.5 (Raudkivi 1976). This meant the 
particles were within the upper limit of Stokes Law.  
To determine whether the range was above the lower limit, a check of an experiment 
in Ovryn (2000) showed that 7 µm particles in a liquid 27 times that of water with a 
density of 0.8 of that of water still obeyed Stokes Law, as the formula predicted the 
measured fall velocities to within 0.1%. The Reynolds Number of the particle fall 
velocities for the data would be about 20 times larger than that of the 7 µm particles, 
so the data was above the lower limit. In addition, in Wereley and Meinhart (2003), 
Stokes Law was assumed to be applicable for smaller polystyrene particles of 300 nm 
diameter in water. Thus Stokes Law was applicable to the data. 
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Figure 3-8: Particle response time for 10 µm particles in water (specific gravity = 
1.1(Lennon and Hill 2006)) 
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To assess whether particles with the above response time of about 3x10-6 sec. would 
follow the smallest eddies, the Kolmogorov timescale was calculated. The formula for 
this timescale is, (υ/ε) 0.5, where υ is the kinematic viscosity and ε is the dissipation. 
This showed that the Kolmogorov timescale for the flow at Location 1 was between 
0.005 and 0.0056 sec. The dissipation ε was estimated from the formula ε  =      
(equation 2.39, Nezu and Nakagawa (1993)) , where u′  is the intensity of the 
turbulence or root mean squared value of the changes in velocity (55 mm/s at the 
surface and 75 mm/s at the bed), and Lx is the integral lengthscale of the turbulence. 
Values for the constant K (assuming the universal Kolmogorov constant was 0.5), of 1 
to 0.8 at the surface and at the bed, respectively, were scaled off Figure 2.4 of Nezu 
and Nakagawa (1993) where the value of RL = ν
xLu′ , ranged from 220 at the surface 
to 1650 at the bed. The values of Lx at the bed and at the surface of the flow for 
location 1 were calculated from the regression coefficient formula determined in the 
Chapter 5 equation (5.14). 
The Kolmogorov timescale was much larger than the response time of the particle, 
which means that the particles will closely follow even the smallest eddies in the 
experiment. 
3.6.3 Image interrogation technique 
The image interrogation technique was a standard technique examining the cross 
correlations of particles within an image window, which, in this case was 64 pixels by 
64 pixels. With this technique the velocities of all the particles in the field were 
compared and the velocity of the image window determined by the assessing the 
largest concentration of similar particle displacements i.e. which gives the highest 
correlation. These techniques that are constantly being improved and to assess the 
detail of these is beyond the scope of this thesis. There were also other errors such as 
that from the camera lens and curved particle paths.  However, assessment of the 
likely errors from the standard techniques needed to be considered. 
One of the main sources of error in the data was from a perspective image error 
caused by the 3 dimensional nature of the flow. As the light sheet has a finite width, 
which in this case was estimated to be about 0.8 mm to 1 mm or about the same size 
as the interrogation grid of 0.85 mm the data will show particle movements that have 
xL
uK
3′
 77
significant velocities in the lateral direction, i.e. perpendicular direction to the data. 
The lateral direction velocities can cause large errors in the measured velocity, which 
can be up to 15% of the velocity in some cases, e.g. (Raffel et al. 1997). Figure 3-9 
shows that the measured velocity x’ is much less than the actual velocity x. The 
reverse situation can also occur with flow towards the image.  
The likely error from the three dimensional nature of the flow can be assessed by 
using the measured velocities and the measured vertical and flow direction turbulent 
fluctuations to make an assessment of the likely turbulent fluctuations in the lateral 
direction. The lateral turbulent fluctuation can be assumed to be 0.71 of the flow 
direction fluctuation, as shown on pages 53 and 54 of Nezu and Nakagawa (1993).  
This gives an average estimated lateral fluctuation of 0.0625 m/s for the supercritical 
flow and 0.0725 m/s for the subcritical flow. Placing these values together with the 
flow direction velocity shows that the perspective effect would account for up to a 2- 
3% difference in velocities at the edge of the image (assuming a magnification of 4). 
This would mean an average value of 1 to 1.5% for the perspective effect from the 
lateral velocity of the turbulent fluctuations assuming the turbulence eddies stay in the 
same direction, i.e. like a vortex tube. Such a calculation on a vortex tube is given in 
Raffel et al. (1997) and showed that the flow velocities could be over estimated by up 
15% at the image edges or a 7.5% errors in velocity over the whole field. 
However, for the Fr1 data, the eddies (equivalent to small vortex tubes) in the water 
flow continually change direction with time and the perspective effect will average to 
close to zero and therefore be negligible over the 400 data sets. Therefore, measuring 
the three-dimensional flows with two-dimensional PIV would not cause very 
significant errors for normal turbulence.  
However, it is possible that the lateral velocities could be larger than those from the 
lateral velocity turbulent fluctuations from features of the jump. This could be a result 
of eddies in lateral shock waves from the edge of the channel, as assessed by Ohtsu et 
al. (2003). See the discussion in section 3.9, where the flow is concentrated towards 
the centre of the channel over the waves of the jump. 
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Figure 3-9: Perspective error from light sheet thickness of PIV (copy of figure 11 
of Müller et al. (2001)) 
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The shock waves for a Froude Number of 1.4 and Reynolds Number of 25,000 are 
almost at an angle of 30º to the direction of flow (Ohtsu et al. 2003), Fig.13. However, 
the shock waves are only close to the edges of the flow and not in the centre of the 
wide channel (the flow has a 6:1 aspect ratio at the first undular crest) where the 
velocities were measured by the PIV. Therefore the lateral shock waves would not 
affect the perspective errors.   
Also, if the perspective error was significant the velocities at the either end of a 
location would be significantly different from the velocity at the middle of the 
location. If the velocity profiles of Figure 3-13 are examined the velocities at the ends 
of each location do not show marked deviations from the expected changes due to the 
jump. The worst case is at Location 1, where the velocity on the right hand side 
increases (at about 10 cm on the graph), but then the depth measured during the 
experiment decreased over this length ( from 3.17 cm at 8.5 cm to 3.12 cm at 12.5 cm 
on figure 4.2 of Lennon (2004)) to maintain continuity so there was no perspective 
error. 
3.6.4 Grid size of data set 
The grid size of the data was 0.85 mm. The size of the smallest eddies, (the 
Kolmogorov length scale), was 0.07 mm to 0.08 mm, which meant that the data will 
not show all the dissipative eddies of the water flow. The number of data points in the 
vertical direction varied from about 36 in the supercritical flow region upstream of the 
jump to about 70 at the peak of the waves downstream of the jump. This meant that 
the data will only provide the first 36 modes of a KL Expansion in the vertical 
direction, at most, but could have more the horizontal direction (up to about 60).  
The objective of any model of the turbulence developed from this thesis was to 
calculate the correct local turbulent velocities and properties of the flow in order to 
model either wave action or resistance to flow. With the Fr1 data, a model will be able 
to achieve this; however, it would not be able to model all the flow generation or 
dissipation ranges. This will be discussed later in section 6.3. 
3.7 Data set details 
The data from the laboratory undular hydraulic jump experiment by Lennon (2004) 
had a Reynolds number of the flow of about 24,000, with the super-critical inflow 
having a depth of 0.0314 m and velocity of 0.762 m/s and Froude number of 1.37. 
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The downstream Froude number averaged about 0.75 and the depth averaged about 
0.048 m varying about these values along the undular waves downstream of the start 
of the jump. 
The time step between each pair of photographs was about 1 second, but may have 
been less at up to 8.5 pairs per second, (pers. comm. Younkin 2007), but this was very 
unlikely, which meant that the data between time steps cannot show the development 
of the flow structures as the flow would have changed too much between each 
photograph. However, it can be seen that the time spacing between data sets was not 
an issue if only with space covariance or regression coefficient is needed. Time 
correlations are discussed in Chapter 9 under future work. The data in terms of wall 
units was spaced on a grid that was equal to y+ ≈ 31 units. This meant that the lowest 
values were just on the upper side of the buffer layer (y+ = 30) well above the viscous 
wall region (y+ < 5).  
3.8 Data set velocities 
The flow fluctuations for the first of the data set positions, Location 1, show that the 
average velocity of the 400 data sets at that position do not have any gradual change 
over the period that they were recorded. A 10 point moving average of the velocity 
using the 400 image pairs was plotted in Figure 3-10.  
This does not show any significant change over the length of the series with no data 
points plotting outside three standard deviations above or below the mean, which is 
the standard test for significant deviations in the data. A trend line of the velocities 
shows an increase from 0.7846 to 0.7862 m/s. This is not significant and well within 
the three standard error range for the velocity. The standard error for the mean 
velocity is 0.000868 and three standard errors gives a range of 0.7829 to 0.7881 m/s 
for the mean velocity. 
The average velocities also did not change from start to finish in the other data sets, 
however, many of them, including, Locations 4, 6, 7, 8, 10 and 11, showed 10 point 
moving average velocity fluctuations that exceeded the three standard deviation limit 
bounds for the 10 point moving average. A typical example, Location 7, is shown in 
Figure 3-11. 
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Figure 3-10: Moving average control chart for up to 10 values of velocity for the 
400 image pairs taken at Location 1. 
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Figure 3-11: Moving average control chart for up to 10 values of velocity for the 
400 image pairs taken at Location 7. 
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Figure 3-12: Moving average mean velocities for up to 10 values of velocity 
together with the mean velocities for the first 200 image pairs (or data sets) taken 
at Location 7. 
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The actual mean velocities fluctuated with this 10 point moving mean, as shown in 
Figure 3-12. This shows that the mean velocity does fluctuate over several data sets or 
at a great spacing that the data sets were collected at. This will be discussed in 
Chapter 5. 
However, if the average velocities at each vertical are examined, as shown in Figure 
3-13, the data was not stationary between positions as the velocities at the ends of any 
pair of locations did not match. 
It was also noted here that Figure 3-13 showed a slowing of velocity along the 
streamwise direction in the supercritical area of the flow. This was due to the flow 
approaching the jump. This means that the flow, though close steady or stationary, is 
not quite uniform in this area, as has been discussed previously. 
The reason that the velocities did not match was that the hydraulic jump was 
oscillating very slowly during the time the different locations were measured. These 
were not visible, as Lennon (2004) indicated that the oscillations only became visible 
if a wave gauge was inserted into the flow to measure the surface water level.  
If the depth profile is examined in Figure 3-1 it was also possible to see that the 
profile in several places did not match, which confirmed that the jump is oscillating in 
position between the measurements taken at each location.  
The vertical velocities for over the hydraulic jump are shown in Figure 3-14. Again, 
the graph shows differences in between the ends of the locations which means that the 
flow has altered significantly in the period between the times that the data for each 
location was recorded. 
 
 
 
 
 
 
 
  
84
Position on Hydraulic Jump (cm)
0 20 40 60 80 100 120 140
V
e
l
o
c
i
t
y
 
(
m
/
s
)
0.45
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
Velocity (m/s)
Location 1 
 
Location 2 
Location 3 
Location 4 
Location 5 
Location 6 
Location 8 
Location 7 
Location 9 
Location 10 
Location 11 
 
Figure 3-13: Average flow direction velocities of each vertical in Locations 1 to 11 
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Figure 3-14: Average vertical velocities of each vertical in Locations 1 to 11 
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3.9 Data continuity 
Both a volume and energy continuity check was undertaken on the data and the results 
are discussed as follows: 
3.9.1 Volume continuity 
The water depths were given to me by pers. comm. Lennon (2007) and the points are 
shown in Figure 7-1 while the mean x-velocity velocity at the position was obtained 
from the data set (see Figure 3-13).  The result is shown in Figure 3-15 and shows that 
the flow or discharge per unit width is approximately the same between Locations 1 to 
4 (from 0 to 42 cm on Figure 3-15) but was about 12% higher for Locations 5 to 11 
(from 42 to 120 cm on Figure 3-15).  
This discontinuity also showed up in Figure 3-1 where the velocity contours do not 
match. However in Figure 3-1 the matches are not constant in size. For example the 
differences between Locations 4 and 5 (about 40 cm on 3-1) are close in the upper 
part of the flow, but quite different (over 10%) in the lower part of the flow. 
The reason for the discontinuity in volume was not immediately apparent.  
The first reason investigated was the perspective error from lateral turbulent velocity 
fluctuations in the direction perpendicular to the data; however, this, as assessed in 
section 3.6.3, would only account for 4% at most of the increase in flow but this 
would be at the edges of the velocity field and also if the flow had a characteristic 
such as constant vortex. Therefore perspective error did not occur.  
The another explanation was found in Ohtsu et al. (2003) (Figure 11), that is shown in 
Figure 3-16 where two stagnation regions are formed at the first wave and the flow is 
concentrated towards the centre. Figure 3-16 shows an undular hydraulic jump with a 
Reynolds number under 65,000 (the data Reynolds Number was 24,000), Froude 
Number over 1.2 (the data Froude Number was about 1.4) and with a wide channel 
where the lateral shock waves from the wall (that begin at the start of the jump) have 
not met in the centre of the channel (this also occurred with the data).  
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Figure 3-15: Fr1 - Flow continuity calculations from x-velocity and depth 
measurements 
 
Figure 3-16 : Non-breaking undular hydraulic jump for Reynolds Number < 
65,000. (Copy of Figure 11 from Ohtsu et al. (2003)). 
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The stagnation regions are thought to be from the effect of viscosity (Ohtsu et al. 
2003), who state ‘that the effect of viscosity on the flow condition is negligibly small 
when the Reynolds Number is more than 65,000’ meaning that the viscosity has an 
effect at Reynolds Numbers smaller than this.  The paper did not develop a theory or 
formula to quantify the likely increase in flow per unit width for the data.  
However, it was clear that these stagnation regions that concentrate the flow towards 
the centre of the channel could have been a major reason for the increase in flow per 
unit width downstream of the jump.  
It was noted that the increase in flow per unit width of the data continues downstream 
until the end of the data. However the paper did not give any measurements on the 
length of these stagnation regions and whether they extended over a similar length of 
channel. Figure 12 of Ohtsu et al. (2003) of a flow similar to the data but with a little 
higher upstream Froude Number (Fr1 = 1.67 and Re = 25,000), showed that the 
stagnation regions cover at least four waves lengths or the length of the data. The 
second experiment of Lennon (2004) had a Froude Number of 1.65 and had similar 
properties with the water level in the centre of the flow being higher than that at the 
edge of the flow.  
However it is noted that during the first experiment (of the data), Hill (2003) stated 
‘There was very little to no cross-channel variation in the free surface’. This means 
that the flow may not be concentrated over the length of the jump as it would be for 
the experiment with a Froude Number of 1.65. In conclusion, it is probable that there 
was some concentration of flow towards the centre but it was not significant. 
3.9.2 Energy continuity 
The energy continuity of the data over the jump was checked using the Bernoulli 
formula. It was applied to the surface of the flow. 
vupstream2/2g + dupstream =vfirst crest2/2g +  dfirst crest     (3.3) 
Assuming the energy losses were neglible as the surface of the flume was very 
smooth, showed that there was a very slight increase in the overall head or specific 
energy, (from 0.0722 m to 0.0737 m) between the supercritical flow upstream and the 
crest of the first wave. For the two values to be equal the velocity at the crest needed 
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to be dropped by 3.5% which is close to the measurement error. Therefore, the data is 
likely to be good and continuous throughout the jump as the energy of the 
supercritical section and the first undular crest (where the volume discontinuity 
occurs) are very similar.  
The next step was to assess whether the flow was concentrated towards the centre of 
the jump and required the calculation of the subcritical or conjugate flow depth using 
the supercritical depth and velocity of Fr1. 
3.10 Belanger formula analysis of the undular hydraulic jump data 
This section undertook a detailed analysis of the expected flow depths upstream and 
downstream of the Fr1 Hydraulic Jump data using the Belanger Formula, (see 
Equation (3.1) above) and modifications to this formula. 
The measured values of the upstream flow show an average depth of 3.165 cm and a 
velocity of 0.790 m/s, giving an inflow Froude Number of 1.42. The velocity was a 
little higher than that stated in Lennon (2004) and was based on information provided 
in Hill (2003) to scale the PIV data to actual measurements. 
The average downstream depth was estimated at 4.78 cm (this was over the subcritical 
part of the measurements) and measured velocity was 0.574 m/s. The expected depth 
and velocity using the Belanger formula, equation (3.1), gave a depth of 4.96 cm, 
which was too high. Therefore the adjustment of Leuthuesser and Kartha (1972) was 
applied with the values of Cf = 0.004765, Lj/d2 = 3.67 (Lj  = length of the jump and y2  
was subcritical depth) and the standard values given in this paper for the three other 
parameters (of which two are for Reynolds Numbers very close to the data and one for 
a higher number but the Froude Numbers are not given) that gave ε = -0.0095 and 
gave a value for d2 of 4.93 cm. Again, this was too high compared to the measured 
depth of 4.78 cm. 
If the upstream Froude Number were scaled so that ratio of d1 and d2 are what is to be 
expected with the Modified Belanger Formula, then the correct value of d2 is obtained 
with a supercritical Froude Number of 1.385 with a velocity of 0.769 m/s. This is 
closer, but still above the value given in Lennon (2004) of 0.762 m/s.  
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The fact that using the measured velocity and depth in the upstream area and the 
Belanger formula gave a downstream depth that was higher than measured, meant that 
it was not likely the flow converged towards the centre of the channel and that the 
flow was uniform across the channel, as stated in Lennon (2004). It also meant that it 
is unlikely that the flow was increased between Locations 4 and 5. 
Another point was that the increase in discharge per unit width occurred between 
Locations 4 and 5 and points were only 2 cm apart. It was unlikely that the increase in 
flow per unit width would occur over such a small length of channel and the change 
was a result of measurement errors due to velocities not in the plane of the flow, as 
discussed in section 3.6.3. It was noted that the flow profile of the depth did change 
significantly (from 4.37 cm to 4.97 cm) between these two measurements 2 cm apart 
so the large increase in depth could be due to measurements being taken at different 
times and with the jump oscillating slowly over time. This meant it was unlikely that 
the flow rate changed during the experiment. 
A possible way of checking whether this problem is prevalent in this type of flow is to 
undertake the same analysis for Fr2 or Fr3.  
A check of the flow continuity was undertaken for the part of Fr3 in regions where the 
flow was supercritical and subcritical. The analysis showed that the difference in flow 
per unit width in the subcritical flow was between 1.5 and 1.7 times the supercritical 
flow. As the ratio of flow depths was greater in Fr3 the effect of the side walls was 
assessed. 
3.11 Effect of side walls 
The effect of side walls was assessed using a standard formula for a channel 
(Manning’s formula) taking into consideration the side walls by use of the hydraulic 
radius in the formula to assess the change average flow velocity resulting from a 
change in depth/width ratio. It would be expected that applying centre channel 
velocities in a larger depth/width ratio channel over the whole width would increase 
the discharge calculated compared to a lesser depth/width ratio channel.  
This was assessed using Manning’s ‘n’ value of 0.0010 as the surface was smooth 
(Henderson 1966), and calculating the effective energy slope for both the upstream 
and downstream reaches using the measured velocity and depths and widths.  
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To assess the change in depth and width ratio on the unit discharge, the width for the 
supercritical flow region was reduced to give the same depth/width ratio as the 
subcritical region. (The calculation also used the same friction slope as the friction 
slope would change if the calculation were undertaken in the subcritical region.) This 
showed that the average velocity decreased by 5.5%. Similarly an increase in average 
velocity occurred if the subcritical calculation was adjusted to give the width depth 
ratio in the supercritical region. 
The decrease in average velocity as result of a greater depth/width ratio as a result of 
wall effects meant that the flow needed to be faster in the centre to maintain the 
overall volume continuity and meant that assessing continuity using centre velocities 
there will be about a 6% increase in discharge for the larger depth/width ratio of the 
subcritical flow. 
This shows that the increase in depth would reduce the conveyance by about 6% and 
that the flow must be deeper or concentrated towards the centre and explains about 
50% of the 12% difference in flow continuity between the supercritical and subcritical 
regions of the jump. A similar exercise with the Fr3 data also explained 50% of the 
difference in volume continuity between the subcritical and supercritical regions. 
3.12 Discussion of Fr1 data 
It is evident from the depths upstream and downstream of the jump that the flow rate 
did not change during measurement and the using the centre channel velocities to 
check the flow continuity is not correct. Using a standard resistance flow formula, in 
this case explains 50% of the 12% difference in volume continuity using centre 
channel velocities. 
It is expected that some other form of flow concentration, not easily observable, from 
lateral shock waves and associated stagnation areas could explain the remaining 50%. 
A evidence that lateral shock waves were probably occurred, tt is noted that in Ohtsu 
et al. (2003) lateral shocks were present in undular hydraulic jumps with Froude 
Numbers as low as 1.2.  
3.13 Conclusion of Fr1 laboratory flume data 
As 50% of the continuity can be explained by the increased depth and that it is very 
likely that the remaining 50% can be explained by lateral shock waves and also (to a 
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lesser degree) oscillations in the jump between PIV measurements at each location, it 
is assumed that the data is very good being from a laboratory flume that is 0.3048 m 
in width. 
3.14 Other data 
The data from the Yuen and Kennedy (1971) report would be useful to test a KL 
Expansion turbulence model despite it not containing any detail of the turbulence in 
the flow. Such a test would give the depths and velocities of the flow that could be 
compared with the results of the experiments of Yuen and Kennedy (1971). The 
differences would show the ability of such a model to simulate another flow situation 
different from the situation from which the KL Expansion model was built. The 
results would provide information of how to improve the model, including the best 
experiments to undertake, to improve the models robustness to simulate many 
different flow situations.  
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Chapter 4         
Theory of 2nd order random velocity fields  
In this chapter, the theory of second order random velocity fields is presented using 
the Karhunen-Loéve Expansion or, as it is known in the turbulence field, Proper 
Orthogonal Decomposition. It also shows how this method places the expansion 
within the theory of water flow and the Navier-Stokes Equations. 
 
4.1 Navier-Stokes equations – random flow 
The classical equations developed for water flow are the Navier-Stokes equations 
which, for constant viscosity or Newtonian Fluid, (defined as “the shear stresses are 
proportional to the velocity strains” (Raudkivi and Callander 1975)) and an 
incompressible fluid are, 
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standard ratio of molecular scale to turbulent eddy scale for it to be acceptable is 
about 1:1000 (Pope 2000).  
The equations were derived by considering the stresses and strains and associated 
viscous forces in a medium. These were first derived in the 19th Century by the French 
physicist C. Navier in his paper (Navier 1822). While his work did consider viscosity; 
he did not recognise it as such, calling it molecular spacing. The equations were also 
derived by Cauchy (1823) and Poisson (1828). The concept of viscosity was later 
correctly applied by B. de Saint-Venant  (de Saint-Venant 1843), and G. Stokes 
(Stokes 1845) working independently of each other. The equations are very powerful 
and cover the complete range of fluids including liquids and gases. The stresses and 
strains can are derived in a similar manner to the Hook solid and thus the equations 
are very closely related to field known as rheology, which is the study of stress strain 
relationships for all materials (Raudkivi and Callander 1975). Many derivations of the 
Navier-Stokes equations have been published, e.g. Raudkivi and Callander (1975).  
An analytical solution to these equations has not been solved to date, despite many 
prizes being offered for their solution. However they can be modelled directly with 
the numerical techniques that have been discussed in above in Chapter 1 and Chapter 
2, where it was shown that the size of the problem is far too large even for present day 
supercomputers. 
This means that many techniques have been developed with a range of assumptions to 
reduce the size of the problem. These have also been discussed in Chapter 1 and 
Chapter 2. One of these was the Karhunen-Loéve (KL) expansion or Proper 
Orthogonal Decomposition. The KL Expansion is a data based technique where the 
equations are built from statistical analysis of measurements of the data, which in this 
case, is the turbulence in the water flow. In essence, it is a stochastic technique 
derived from water flow data that is random due to the turbulent nature of water flow. 
Why is water flow random? To understand this, we need to define what is random in a 
mathematical sense. This is succinctly done in (Pope 2000) where he describes 
random as a state that is ‘neither certain nor impossible’ and therefore a random 
variable does not have a unique solution every time an experiment is run. This means 
that the solution can be described using statistical parameters. 
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Also however, it is stated above that water flow can be modelled directly using the 
Navier-Stokes Equations, which have a classical deterministic solution. Why therefore 
is their solution random? 
The answer lies in the examination of perturbations (Pope 2000). It can be shown that 
just a small change in the starting condition of a set of equations such as the Navier-
Stokes Equations, or any similar type of equations that are characterised by two or 
three time dependent variables, will mean that the differences in the results will 
eventually become random with time and therefore you cannot predict the exact state 
of the system.  
4.2 Probability space – Hilbert Space 
The KL Expansion is a technique based on the analysis of a set of data that has 
statistical properties and so can be described by a stochastical process. Therefore, the 
statistical properties need a good basis on which to be described. Such a basis is a 
probability space. A set of data B can be described by the ordered triple (Ω, B, Pr) 
which is a probability space, where Ω is the set of all the results or domain, B is the σ-
algebra of subsets of Ω, and Pr(B) is the probability of B occurring. The stochastic 
process is a random variable X within this probability space that can be described by a 
sequence of measurable functions in a space of functions, F (Hajek 2006). 
In water flow, the physical space is the data domain, which in the undular hydraulic 
jump data as described in Chapter 3 is a two-dimensional space. The random variables 
in this case are the water flow velocities in the x and y directions which both vary in a 
stochastic manner over the domain. The random variable can be assumed to be a 
function that is continuously differentiable. For the experimental data it is assumed to 
be a function X : Ω → ℜ  such that (X ≤ x ) ∈  A for each x  ∈   ℜ .  
The cumulative distribution of the random variable can be called the cumulative 
distribution function of X is defined by, 
FX (x) := Pr(X≤ x),     (4.2) 
(where := is used as meaning definition) As a random variable can take an infinite 
number of values it is of interest to find what the expected value of the variable is. 
This needs to take into account the probabilities associated with each value. Thus a 
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random variable has an expected value provided rXdP∫  is finite. Therefore the 
expected value of X,  
E [X] := rXdP∫      (4.3) 
This can be defined by X ∈  L1 or X ∈  L1(Ω, A, P). In other words for X to be an 
element of the space L1 it has to have a mean or expected value.  
Using Jessen’s inequality, it can be shown that (E[X])2 ≤ E[X2] if X2 ∈  L1 and 
therefore X is square summable. This means that we can define X as X ∈  L2(Ω, B, Pr) 
or X ∈  L2. Hence for X to a an element of the space L2, L2 = [X ∈  L1: |X|2 ∈  L1]. 
Hence, it can be shown that if X ∈  L2 it has a variance = E[(X- E[X])2].  
The fact that the data has a variance means that it can be represented by an L2 space or 
Hilbert Space of square integrable real (or complex-valued) functions (Holmes et al. 
1996). Square Integrable means that functions f(x) in L2 have the property, 
∞<⎥⎦
⎤⎢⎣
⎡= ∫ 2
1
2|)(|
b
a
dxxff  
    (4.4) 
L2 is also an inner product space, the inner product, (f,g)  being defined by, 
∫
Ω
= dxxgxfgf )()(:),(      (4.5) 
where Ω is the domain. The bar over the g(x) term denotes complex conjugate, as the 
function could be complex. The velocity field of the data is a vector function, u(x,t) = 
[u1(x1,x2,t)u2(x1,x2,t)] ∈L2(Ω). The inner product is given by, 
( )∫
Ω
+= dxxgxfxgxfgf )()()()(),( 221      (4.6) 
where Ω is the domain of the fluid. L2 is the space of flows having finite kinetic 
energy (Holmes et al. 1996) so we can do the analyses in this space as  
2
2
1EnergyKinetic Uρ=      (4.7) 
where U is the two dimensional velocity u2 + v2.  
For the analysis to be undertaken in this thesis, the mean velocity of the fluid will be 
subtracted from the velocities leaving just the turbulent fluctuations. In this case 
equation (4.12) becomes the turbulent kinetic energy, 
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2
2
1energy KineticTurbulent U ′= ρ      (4.8) 
Where U′ is the mean two-dimensional turbulent velocity fluctuations u′2 + v′2. 
Hilbert spaces have important properties and one of these is that the data can be 
represented by a series in an orthonormal basis, which is the Karhunen-Loéve 
Expansion. 
4.3 Karhunen-Loéve expansion – one-dimension 
If the data has a variance and also has a regression coefficient between velocities at 
different points, and the mean velocity is able to be calculated, it can be analysed to 
give a second order random field using the Karhunen-Loéve (KL) expansion as shown 
by the following analysis.  
The analysis is based on these references (Kirby 2000), (Chambers et al. 1988), 
(Hajek 2006),  (Hernández 1995),  (Berkooz et al. 1993) and (Bakewell and Lumley 
1967). 
Firstly the one-dimensional KL Expansion equations are developed and solved to give 
an overview of the method and then as the PIV data is two-dimensional a two-
dimensional overview given based on the theory of Liu et al. (2001) and Kirby 
(2000). 
The KL expansion can be thought of as a generalised Fourier expansion of a random 
field, in this case the fluctuating velocity in the x direction, u(x), using the sum of 
orthogonal basis functions, nφ ,  
∑∞
=
=
1
)()(
n
nn xaxu φ      (4.9) 
with random coefficients, that are the projection of the orthogonal basis function on 
the state of the random field for the given sample time,  
∫= d nn dxxxua 0 )()( φ      (4.10) 
where d is the length of the domain. These random Fourier coefficients have a mean 
of 0 and a standard deviation of 1.  
For orthogonality of the basis functions the following equation must be satisfied, 
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nm
d
mn dxxx ∂=∫ 0 )()( φϕ      (4.11) 
where nm∂ is the Kronecker delta.  
The concept of covariance is now introduced by multiplying the expected value of an 
for one location (x) and am another location in the vicinity of the location of an called 
( 'x ) giving, 
[ ] ∫ ∫= d d mnmn dxxxudxxxuEaaE
0 0
')'()'()()( φφ      (4.12) 
which as )]'()([)',( xuxuExxRx =  gives, 
[ ] ')'()()',(
0 0
dxdxxxxxRaaE
d d
mnxmn ∫ ∫= φφ      (4.13) 
Note that  
)'cov()',( xxxxRx =      (4.14) 
if 0)]'([)]([ =xuEorxuE .  
If the covariance is divided by the variance it becomes the regression coefficient 
which is used, because of its mathematical properties, for the remainder of this thesis. 
Minimising the mean square error from a partial sum of N terms (compared to the 
infinite number in equation (4.2)), leads to a homogeneous Fredholm equation for the 
basis functions, 
)(')'()',(
0
xdxxxxR mn
d
mx φλφ =∫      (4.15) 
where 〉〈= )'()()',( xuxuxxR  the correlation function that can be derived from the PIV 
velocity field and nϕ  and nλ  are the eigenfunctions and eigenvalues, respectively. 
Equation (4.15) can be inserted into equation (4.13) giving, 
[ ] IdxxxaaE nd mnnmn λϕϕλ == ∫
0
)()(      (4.16) 
This means the expected value for each basis is the eigenvalue, and the actual values 
generated by the random field fluctuate about this with a Gaussian distribution having 
a mean of 0 and standard deviation of λn. 
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Mercer’s theorem (Mercer 1909 ) is,  
∑∞
=
=
1
)'()()',(
n
nnnx xxxxR φφλ      (4.17) 
The proof of this theorem shows that this series converges uniformly with x and  
which means that the left side of equation (4.17) converges to the right side as the 
number of terms or ‘n’ increases, as shown by equation (4.18) below. 
axxN ≤≤∞→ ',0maxlim 0|)'()()',(|
1
=−∑
=
N
n
nnnx xxxxR φφλ      (4.18) 
This means the greater the number of terms in the equation the more accurate is the 
representation of the covariance or regression coefficient function Rx(x,x’).  
The random field converges in the mean squared sense in a similar manner as shown 
by,  
∑∑
==
−=⎥⎦
⎤⎢⎣
⎡ −
N
n
nnnx
N
n
nn xxxxRxaxuE
1
2
1
)()(),(|)()(| φφλφ      (4.19) 
If the squared term is multiplied out and the right hand term on the right hand side is 
put onto the left side this leaves Mercer’s theorem and hence the series in the original 
equation (4.9) above, convergences in the mean squared sense uniformly in x. 
Therefore the random field generated from the data can be reproduced using equation 
(4.9). 
As it can be seen the procedure requires that the data have good statistical properties. 
This means that the data must contain detailed information on the velocity field and 
also there needs to be many data sets. Particle Image Velocity is an ideal technique to 
obtain such data.  
The number of values that can be used in the summation of equation (4.9) is based on 
the quality of the data. If there are a great number of data points in the domain of 
interest then more eigenfunctions and eigenvalues can be calculated, if there are 
limited number of points then fewer numbers of these can be calculated and the 
solution is not as precise. 
4.3.1 Solution of one-dimensional equation 
A solution to the single kernel one dimensional equation is given here for background. 
The regression coefficient kernel developed in Chapter 5 is a two-part kernel so the 
'x
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solution to a one-part kernel is given for completeness here. This follows chapters 6 
and 8 of Kulasiri and Verwoerd (2002). 
The kernel is exponential in form. 
|'|2 xxleZ −−=σ      (4.20) 
where Z is the covariance, l is the inverse of the correlation length and x –      is the 
distance between the two points being considered, x and      , 2σ  is the variance at the 
point where the correlations are taken from by definition, Kulasiri and Verwoerd 
(2002) and '|| xxle −−  is the regression coefficient, i.e. the covariance divided by the 
variance. This latter term is important in this thesis and is used frequently in the 
remaining chapters. Note that in turbulence, the standard deviation σ , or square root 
of the variance, is also called the root mean squared velocity or u´ (Pope 2000), i.e. it 
is a measure of the fluctuating velocities. 
This gives the integral equation, which includes splitting the integral at     = x   to 
avoid the modulus sign in the exponent: 
)(')'(')'( )'(2
0
)'(2 xdxxedxxe nn
d
x n
xxlx
n
xxl ϕλφσφσ =+ ∫∫ −−      (4.21) 
where nλ  is the eigenvalue and nφ  is the eigenfunction. The solution to the integral 
equation proceeds as follows. Equation (4.21) is differentiated with respect to x 
Kulasiri and Verwoerd (2002), 
)()()(
')'(')'(
'
)'(2
0
)'(2
xxx
dxxeldxxel
nnnn
d
x n
xxlx
n
xxl
φλφφ
φσφσ
=−
++− ∫∫ −−−      (4.22) 
The last two terms on the left hand side cancel. Differentiating again gives, 
)('')()(
')'(')'( )'(22
0
)'(22
xxlxl
dxxeldxxel
nnnn
d
x n
xxlx
n
xxl
φλϕϕ
φσφσ
=−−
+ ∫∫ −−−      (4.23) 
which becomes, 
)(")()2( 22 xxll nnnn φλφσλ =−      (4.24) 
and is in the form of a simple harmonic differential equation ω2y + y” = 0. Hence, if  
ω2 =
n
nll
λ
σλ 22 )2( − , then the general solution is  
'x
'x
'x
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)sin()cos()( xBxAxn ωωφ +=      (4.25) 
To determine A and B the boundary conditions for equations (4.21)and (4.22) are 
used at x = 0 and d. This gives a pair of equations, 
l f(0) - l f’(0) =  0 
l f(d) + l f’(d) =  0 
   (4.26) 
Substituting equation (4.25) into the first equation of equation   (4.26) gives the 
following result, 
⎟⎠
⎞⎜⎝
⎛ += )sin()cos(1)( xx
lN
x nnnn ωωωφ      (4.27) 
where N is calculated using the norm so that )(xnφ  is normalised. 
1)( 2 =∫do n xφ      (4.28) 
This means that, 
 ∫∫ = do ndo n xxN
22 )(1Nor )(1 φφ      (4.29) 
That by inserting into this equation the term in large brackets of equation (4.27) 
ultimately giving, 
( )1)2cos(
2
1)2sin(1
4
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−−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−⎟⎟⎠
⎞
⎜⎜⎝
⎛ += d
l
d
ll
dN nn
n
n
n ωωωϖ
ω      (4.30) 
(note this corrects equation 8.20a of Kulasiri and Verwoerd (2002)), where nω  can be 
evaluated using the first and second equations of equation (4.26) giving, 
22
2)2tan( λω
λωω −= n
n
n y  
    (4.31) 
This can be solved by iteration. Thus, the KL Expansion series can be calculated for a 
given kernel in a more detailed form of equation (4.9), 
∑∞
=
=
1
)()(
n
nnn xxu ζϕλ      (4.32) 
where 
nζ  is a random coefficient mean 0 and standard deviation of 1.  
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4.4 Two-dimensional KL Expansion for the two-dimensional vector field data 
The data, as outlined in Chapter 3 is two-dimensional being the x and y velocities of 
the flow field. This means that the two-dimensional KL Expansion functions needed 
to be developed. 
This is outlined in Kirby (2000) and Holmes et al. (1996) where the equations for a 
vector field are given. The kernel is now in matrix form for each component which in 
general form is, 
)'()()',( xuxuxxC jiij =      (4.33) 
This is a two point correlation tensor that in two-dimensions is, 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=⎟⎟⎠
⎞
⎜⎜⎝
⎛
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)'()()'()(
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xuxuxuxu
xuxuxuxu
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CC      (4.34) 
The integral equation is now, 
( )xdxxxxC φλφ∫ =')'()',(      (4.35) 
in two-dimensions which can be written in component form, 
( )
( )xdxxxxCdxxxxC
xdxxxxCdxxxxC
2222121
1212111
')'()',(')'()',(
')'()',(')'()',(
φλφφ
φλφφ
∫ ∫
∫ ∫
=+
=+
 
    (4.36) 
Each of two equations of equation (4.36) is a component of the kernel in either the ‘x’ 
or ‘y’ direction of the data. 
Thus, if the kernel equation can be solved for each of the four correlation functions 
for the velocity components a two-dimensional kernel can be formulated. It is also 
noted here, that as the kernels will contain x and y components it will mean some 
form of transformation so that a one-dimensional kernel can be used. This will only 
occur if the one-dimensional kernel is solvable and easily transformable with 
direction. Otherwise a numerical solution for the integral equation will be necessary. 
 
4.5 Calculation of mean velocity 
The above calculations will only determine the turbulent fluctuations in the water 
flow. To complete the model, a means of calculating the average velocity is 
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necessary. This is done very simply by using the average velocity at each point of the 
data set field. 
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Chapter 5     
Regression coefficient analysis for uniform flow 
This chapter presents the analysis undertaken to obtain the regression coefficient (the 
covariance normalised by the variance as outlined in section 4.3) of the velocities and 
the development of the regression coefficient function. The regression coefficient was 
chosen as it normalised the covariance making it easier to view and it simplified the 
mathematical analysis required. The regression coefficient function was used as the 
kernel in the integral equation that needed to be solved to provide a solution for the 
KL Expansion. An integral equation was necessary, as shown in Chapter 4 to 
minimise the error from using a finite number of terms in the KL Expansion. The 
solution of the integral equation gives the eigenfunctions and eigenvalues for the KL 
Expansion and thus derives a second order random field to simulate the turbulence 
within the flow.  
An analytical solution rather than a numerical solution was sought as an analytical 
solution shows how the changes in parameters affected the turbulence within the flow. 
To obtain the complete velocity field the second order random field is added to the 
mean velocities of the data set. 
5.1 Two-point regression coefficients of the data set 
Analysis of the regression coefficient structure of the velocity field was undertaken by 
developing software using the Matlab program (MathsWorks 2006) The routines 
developed are given in Appendix 5. 
In each field, two-dimensional two point velocity regression coefficient analyses were 
undertaken. The regression coefficients were calculated for both the x-velocities and 
the y-velocities in both the flow direction and vertical direction. This was undertaken 
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at 11 arbitrary depths in the flow to enable a regression coefficient function to be 
derived that covered the complete depth of flow. The data at each depth was averaged 
over the ensemble of 400 of the data sets for each of the 11 locations of the data and 
the regression coefficients of the velocities at the chosen depths of flow were based on 
the ensemble average.  
5.1.1 Ensemble averaging 
There was a need to justify the ensemble averaging for each location, as the 400 data 
sets had been taken at different times, i.e. 1 second apart in this case. The reason that 
an ensemble was used was that analysing one data set would not give the complete 
properties of the turbulent velocity field. For example, if the average velocities of 
each of the 400 data sets for one location are compared, the average x direction or 
flow velocity varies by up to 20% (note, each data set contained about 5000 points) 
and these fluctuation in average velocity caused by the turbulence for a location 
needed to be included in the model. An example of the velocity field of the same part 
of two different data sets (that happen to be from adjacent or consecutive data sets) is 
shown in Figure 5-1 (note that the difference in average velocity between the two data 
sets is 12.5%).  
This meant to determine the properties of the velocity field, there was a need to 
ensemble average, as has been done in Liu et al. (1994; 2001). However, to justify 
ensemble averaging, it needed to be shown that the properties of the ensemble average 
will be the same as the properties of the actual velocity field. 
The flow was non-uniform steady. (Figure 3-13 shows that the data was non-uniform 
as the average velocity changes with horizontal position or in the direction of flow. 
Figure 3-10 shows that flow was steady as the velocity had not changed significantly 
over the time period that the data was gathered). However, for this analysis the 
properties have been assumed to be uniform in the direction of flow over the data set 
for each location. In the case of data sets at Locations 1 and 2, this was not significant 
as the velocity varies by 2 to 3% over the length (flow direction) of each location 
which was small when considering the average velocity changed by up to 20% 
between data sets for each location.  
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Figure 5-1: X-velocities for data sets 40 and 41 
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As the flow was steady, the properties of the flow for all the data sets were not 
changing significantly or were constant during the time period that they were 
gathered. The constant properties mean that each data set was a sample of the 
population of possible turbulent velocity fluctuations. Therefore, as the properties of 
the flow were not changing with time, and as long as the regression coefficient 
properties for each data set were based on correlations only from that data set 
(correlations from two data sets would be meaningless) and correlated using the 
ensemble mean, and as the properties of the flow are changing with time, ensembling 
the data gave the properties of the velocity field. The fact that the samples were taken 
at different times is irrelevant as the flow was constant. Therefore, it just remained to 
determine the regression coefficient properties. 
5.1.2 Regression coefficient plots 
The regression coefficient plots for the x-direction velocities are shown in Figure 5-2 
and for the y-velocities in Figure 5-3.  It is noted that in the data there were many 
points where velocity information was missing or had been eliminated as their values 
was nonsensical. If these points were included in the analysis they would mean the 
value of the regression coefficient would be incorrect. To ensure that the correct 
regression coefficient was calculated from the data, the pairs of data that included a 
missing value (i.e. where the value was zero) were eliminated from the regression 
coefficient calculation. 
5.2 Development of a regression coefficient function 
The regression coefficient plot of the x-direction velocities (Figure 5-2) has an 
elliptical shape with the large axis in the flow or horizontal direction. For the y 
direction velocities (Figure 5-3) the plots still have an elliptical shape although it 
tends to be either circular or elliptical with the large axis in the vertical direction.  
The x-direction correlation ellipses are at an angle to the bottom of the flow. This 
angle and any change over the depth of the flow will also be assessed in the analysis. 
A derivation of a function to fit these plots, taking into consideration the depth in the 
flow as well as the above factors, is outlined below. Firstly, the analysis is explained 
for a given depth (in several steps) and then extended to include the whole range of 
depths. Finally, in Chapter 6 all 11 data locations are analysed in this manner and an 
assessment is made of the reasons for the change in regression coefficient. 
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Figure 5-2: X-velocity regression coefficients at five depths that have been 
normalised by the depth ‘h’, that from the bottom are for y = 0.11h, 0.36h, 0.55h, 
0.75h and 0.94h, for Loc1, the first location of the 11 locations. 
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Figure 5-3:Y-velocity regression coefficients at five depths that have been 
normalised by the depth ‘h’ that from the bottom are for y = 0.11h, 0.36h, 0.55h, 
0.75h and 0.94 h, for Loc1, the location of the 11 locations. (Note the darkest 
shading is a negative coefficient). 
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5.2.1 Function form 
Two types of function were considered. Both these functions had an elliptical shape to 
represent the shape of the ellipse contours shown in both Figures 5-2 and 5-3. The 
first form of the function was,  
kerleZ −=      (5.1) 
where Z is the value of the regression coefficient function, l is the inverse of the 
correlation length and therefore is a factor to allow for the drop off in regression 
coefficient with distance ‘r’, which equals |x1-x2| in a one-dimensional case or 
22
cc yx +  in the two-dimensional case, where xc and yc are defined as shown in 
Figure 5-4. The exponent of ‘r’ is ‘ke’.  
To derive the eigenfunctions and eigenvalues for the Karhunen-Loéve Expansion it 
was necessary to solve the homogeneous Fredholm equation outlined in equation 
(4.15). However with the kernel in the form of equation (5.1) it was not possible to 
solve equation (4.15) analytically unless the exponent value for ‘ke’ was equal to 1, 
(the best fit had a value of 0.5 for ‘ke’ ). In addition, the above equation had poor fit 
to the data in the top half of the flow. At the worst point, at 0.75 of the flow depth, the 
percentage of the variance explained was only 38.5%.  
Therefore another form of equation was adopted,  
rlrl eaeaZ 21 )1( 11
−− −+=      (5.2) 
where a1 is the ratio of kernels, l1 and l2 are the inverse of the correlation length for 
the two parts to the kernel and r is the correlation distance. The Fredholm equation 
with the kernel in this form was solvable. The derivation of the regression coefficient 
function is outlined in section 5.2.2 below.  
5.2.2 Ellipse equation 
It has been noted above (Figure 5-2) that the function was in the form of an ellipse. 
Ellipses have an equation of general form of, 
12
2
2
2
=+
b
y
a
x      (5.3) 
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where 'a' is the distance along the x axis and 'b' is the distance along the y axis of the 
ellipse. 
As shown in Figure 5-4, ‘p1’ is the point where the correlation was taken from and 
‘p2’ is the point where the correlation was taken to. The distance between these points 
is ‘r’ with horizontal distance component ‘xc’ and vertical distance component ‘yc’, 
which was easily calculated from the data.  
Now consider two points ‘m’ and ‘n’ on Figure 5-4. Point ‘m’ is at a distance of rx 
along the x-axis (i.e. horizontal) from point p1 and point ‘n’ is at a distance of ry along 
the y-axis (i.e. vertical) from point p1. If the value of Z is to be the same at point ‘m’ 
and point ‘n’ then, 
n
rlrl
m ZeeZ yyxx ===      (5.4) 
Noting that 
xl  is negative and as               means, 
b
afrfrr
b
ar yxyx === where,or      (5.5) 
Then it is easily shown that, 
yx lfl =      (5.6) 
i.e. the change in l is inversely proportion to the distance ‘r’ from point ‘p1’. 
A relationship for point ‘p2’, which could be at any angle between the x-axis and y-
axis, and the value of l, was done by inserting lp2 and ‘r’ for either lx and ‘a’ or ly and 
‘b’ with ‘r’ in equation (5.6), in this case, using the latter,  
 
2px lr
al =      (5.7) 
As 
b
af =  the ellipse formula (using xc and yc) becomes, 
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    (5.8) 
that can be transposed to give, 
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Figure 5-4: Various definitions for data fitting to an ellipse 
 
 
 
 
 
Figure 5-5: Definitions for fitting to an ellipse at angle ‘c’. 
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    (5.9) 
But we can use ‘a’, as ‘xc’ and ‘yc’ are given to obtain,  
alrr
alrl xxp eeeZ === 2  
    (5.10) 
where ‘a’ is defined by equation (5.9).  
5.2.3 Fitting the ellipse at an angle ‘c’ to the bed surface. 
The definitions to change the angle of the ellipse are given in Figure 5-5. 
The ellipse can be fitted at an angle by using a transformation formula for rotation 
which is,  
))(sin())(cos( cycxx ccr +=      (5.11) 
))(sin())(cos( cxcyy ccr −=      (5.12) 
The xc and yc of equation (5.9) can be replaced by xr and yr of equations (5.11) and 
(5.12) to obtain a value for ‘a’ and the resultant placed in equation (5.10) and that into 
equation (5.2) giving, 
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where ‘fr’ is the ratio of the ‘a’ and ‘b’ along the rotated ellipse, as shown in Figure 
5-5. In this formula ‘c’ is calculated from yr1 and yr2 and fr1 and fr2. 
 
5.2.4 Development of the regression coefficient function of the whole range of 
flow depth 
The best values of 1xl , 2xl , fr1 , fr2 , and ‘c’ can be determined by analysis using a non-
linear fitting analysis in a program such as ‘Genstat’, see (VSN 2006). 
Initially, this analysis was done for each level to find the best value for each 
parameter at each level. The results are shown in Table 5-1. The formula gave a good 
fit over the complete profile with a worst point in the profile at 0.75 of the flow depth 
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having 81% of the variance accounted for, or an adjusted R2 of 0.81.5. This was 
considerably better than with the kernel in the form of equation (5.1) where the worst 
case had an adjusted R2 value of 0.37. 
The changes in these parameters over the normalised depth ‘Y1’ were fitted using 
Microsoft Excel (Microsoft 2003) to obtain preliminary equations of how each 
parameter changed with depth (or normalised Y1). 
A final model for the whole field was calculated for Locations 1 and 2 using the initial 
Genstat equations for each parameter (given below each of the Figure 5-6 and Figure 
5-11) as templates, and a non-linear fitting routine in Genstat. The model was derived 
from the parameters in Table 5-1 at 11 positions in the depth of the flow (i.e. 11 of the 
17 positions in Table 5-1). These were at depths of: Y1 =0.027778 d, 0.055556d, 
0.11111d, 0.25d, 0.36111d, 0.47222d, 0.55556d, 0.63889d, 0.75d, 0.83333d and 
0.94444d or 1, 2, 4, 9, 13, 17, 20, 23, 27, 30 and 34 grid spacings above the bed 
respectively.  
However, the initial form of the equations shown in the above figures was simplified 
due to limitation of the number of operands to 64 or below in Genstat. This meant that 
the less important terms were dropped.  
 
 
 
                                                 
 
5 Note that the adjusted R2 is based on the number of observations and number of parameters 
used to fit the data, 
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nRRa  where n is the number of observations and p 
is the number of parameters used to fit the data and called the residual degrees of freedom. In 
this case it is fit to an equation and given a little differently in the notes of Genstat as a 
percentage variance accounted = 100 × (1 - (Residual mean square)/(Total mean square)). The 
standard error of the observations is estimated by the square root of the residual mean square. 
The residual mean square is where Ŷ denotes the predicted value of Y for a given X. The 
residual mean square is computed as
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Y1 = 
Normalised 
depth a1 1xl  2xl  c fr1 fr2 
% 
variance
0.02778 0.3962 -0.5129 -24.55 -0.0925 7.126 1.07 95.7 
0.055556 0.4111 -0.65 -20.3 -0.124 6.68 1.16 96.9 
0.11111 0.436 -0.799 -19.7 -0.1336 5.916 1.176 97.7 
0.25 0.4458 -0.9571 -20.98 -0.152 4.697 1.07 96.4 
0.36111 0.447 -1.154 -26.78 -0.171 4.186 0.803 94.2 
0.41667 0.4333 -1.2146 -28.84 -0.158 3.988 0.8255 92.7 
0.47222 0.4254 -1.32 -34.29 -0.1829 3.663 0.793 91.2 
0.56666 0.3715 -1.364 -36.56 -0.2033 3.453 0.815 89.1 
0.58333 0.3462 -1.399 -34.57 -0.2126 3.224 0.8679 87.1 
0.63889 0.2747 -1.248 -31.56 -0.2199 3.222 0.933 85.7 
0.69444 0.2232 -1.073 -29.54 -0.2583 3.15 1.03 82.2 
0.75 0.184 -1.036 -31.49 -0.321 2.631 1.018 81 
0.77778 0.186 -1.089 -35.11 -0.3337 2.639 0.971 84.3 
0.83333 0.1456 -0.9486 -36.12 -0.333 2.553 0.9577 84.2 
0.88889 0.1349 -1.327 -39.6 0.0063 2.068 0.937 88.6 
0.94444 0.1108 -1.086 -40.67 -0.0046 2.797 0.886 85.7 
1.000 0.096 -.9517 -39.0 0.1695 2.890 .9207 82.3 
Table 5-1: Location 1, best fit values for the parameters 1xl , 2xl , fr1 , fr2 , and ‘c’  
using Genstat. 
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Figure 5-6: Location 1 – Fit for a1 with depth  
 Initial Genstat equation y = -0.7046 x2 + 2.936 x + 0.4082, R2 = 0.9428 
Y1
0.0 0.2 0.4 0.6 0.8 1.0
-1.6
-1.4
-1.2
-1.0
-0.8
-0.6
-0.4
     from data
Genstat Fit 
for 
Best fit to data
for initial 
Genstat Model
1xl
1xl
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Figure 5-7: Location 1 – Fit for 1xl  with depth  
Equation for initial Genstat model = 2.1169 x2 - 2.5247 x - 0.5069, R2 = 0.7721 
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Figure 5-8: Location 1 – Fit for 2xl  with depth  
Equation for initial Genstat Model, y = -0.0727 x2 - 20.054 x - 20.147, R2 = 0.795 
Y1
0.0 0.2 0.4 0.6 0.8 1.0
'c
'
-0.4
-0.3
-0.2
-0.1
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0.1
'c' from data
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Best fit for
initial Genstat
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Figure 5-9: Location 1 - Change in ‘c’ with depth 
Initial Genstat Equation, y = 10.88 x4 - 18.403 x3 + 9.8466 x2 - 1.968 x - 0.0366, R2 = 
0.7512 
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Figure 5-10: Location 1 - change in the ellipse ratio, ‘fr1’ with depth 
Initial Genstat Equation, y = 5.1603 x2 -9.7464 x + 7.1357, R2 = .9794 
Y1
0.0 0.2 0.4 0.6 0.8 1.0
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Figure 5-11: Location 1 - change in ellipse ratio, ‘fr2’ with depth 
Initial Genstat Equation, y = -16.785 x4 +31.374 x3 -17.671 x2 + 2.6268 x + 1.0432, 
R2 = 0.8694  
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In the case of the coefficient ‘a1’, the best fit to the data was a fourth order equation; 
however this was reduced to a second order equation for Figure 5-6. The fourth order 
equation fitted the curve of the data much better than the second order equation as the 
R2 value dropped from 0.99 with the fourth order equation, to 0.94 for the second 
order equation. This was quite significant. However the same analysis for Location 2 
only dropped the value of R2 from 0.99 to 0.97 which was not so significant. The 
curve for Location 2 was very similar to Location 1 and the differences were just due 
to the slightly different flow conditions. It was also noted that the first order part of 
the initial equation as shown on Figure 5-6, has also been dropped. 
The 2nd order term for the term lx2 was dropped as it was an inner term of the kernel 
and does not have the same overall effect on the large structures in the flow and the 
overall regression coefficient. It did have an effect on the kernel at the upstream end 
of the flow, where this term makes up most of the regression coefficient. 
The value of ‘c’, the angle of the flow structure with the bed of the channel, was 
simplified to a constant of value of -0.14 or an angle of 8º upward in the same 
direction as the velocity direction throughout the flow depth. Where it departed 
considerably from this angle was in the upper half of the water flow as shown in 
Figure 5-9 where the structure was mainly the second term of equation (5.14). This 
had a value of ‘fr2’ (the ellipse ratio, 1 = circle) which was close to unity which meant 
the function was close to a circle. Therefore, as the function was close to a circle the 
angle ‘c’ was not so important in this part of the flow as turning a circle by 8º does not 
alter its shape. 
The 2nd order term of fr1 was dropped. This reduced the adjusted R2 value for the 
initial fit from 0.98 to 0.91, and for Location 2 the equivalent figures were 0.97 and 
0.92 which was not quite so significant. Therefore, eliminating the 2nd order term did 
not significantly reduce the accuracy of the regression coefficient function and also 
enabled the number of operands to be less than 64, the maximum number that Genstat 
can analyse. 
The equation is of the form as shown in equation (5.13) and the final result from 
Genstat was also shown in Figures 5-6 to 5-11 being labelled on these graphs as the 
‘Genstat fit for a1’ for a1 graph and similarly for the other parameters. 
The final equation detail is given in equation (5.14) below. 
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(5.14) 
The kernel had two parts, the first part is called the outer kernel (for the large 
structures or lower negative value exponential term (term A)) and the second part is 
called the inner kernel (for the smaller structures or the higher negative value 
exponential term (term B)). 
It can be seen in equation (5.14) above that there is no value for ‘c’ in the equation. 
The value of ‘c’ is a constant at -0.13 or an angle upwards in the direction of flow of 
7.5º. The way the value of ‘c’ is used in the above formula is to calculate xr and yr 
(see Figure 5-5) using the value of ‘c’ from the coordinates xc and yc (see Figure 5-4) 
and using the transformations equations (5.11) and (5.12). (This simplifies the method 
compared to using the standard equation to rotate an ellipse that is the form αx2 + 
βxy+γy2+δ = 0) 
Note also the regression coefficient function Z alters with changes in the value of Y1 
and also changes in xr and/or yr (where 
22
rr yx +  is the distance apart of the two 
points being considered).  
The analysis for Location 1 gave an R2 value of 0.873 for Location 1 and 0.867 for 
Location 2 with slightly different values of the parameters. These are shown in Table 
5-2. 
It is of note that the ratio of fr2 is likely to be too high and a value of 1 is much more 
likely as the flow becomes more isotropic with the smaller structures. The effect of 
changing the value of fr2 to 1.0 is seen in Table 5-3.  
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Parameter Value for 
Location 1 
Standard error 
of value for 
Location 1. 
Value for 
Location 2  
Standard error 
of value for 
Location 2. 
R2  0.873  0.867  
a12 -0.40003 0.00258 -0.416 0.00221 
a10 0.44172 0.00149 0.4521 0.00138 
l12 1.3681 0.0341 1.7707 0.0297 
l11 -1.5035 0.0212 -1.9952 0.0181 
l10 -0.77941 0.00466 -0.45874 0.00333 
l21 -8.45 0.488 -11.339 0.526 
l20 -17.976 0.309 -16.599 0.31 
fr11 -3.9188 0.0578 -5.7315 0.0636 
fr10 5.5453 0.0317 6.5641 0.0388 
fr2 1.5924 0.0265 1.541 0.0288 
Table 5-2: Values of parameters for best fit for kernel of x-direction velocity 
correlations for Locations 1 and 2 data 
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Parameter Value for 
Location 1 - f2 
not fixed 
Standard error 
of value. 
Value for 
Location 1 - f2 
fixed at 1.0 
Standard error 
of value. 
R2  0.873  0.871  
a12 -0.40003 0.00258 -0.40286 0.00257 
a10 0.44172 0.00149 0.44625 0.00145 
     
l12 1.3681 0.0341 1.3645 0.0342 
l11 -1.5035 0.0212 -1.5056 0.0213 
l10 -0.77941 0.00466 -0.7863 0.00466 
l21 -8.45 0.488 -11.598 0.629 
l20 -17.976 0.309 -22.582 0.347 
fr11 -3.9188 0.0578 -3.9028 0.0582 
fr10 5.5453 0.0317 5.5544 0.0319 
fr2 1.5924 0.0265 1.0 - 
Table 5-3: Values of parameters for best fit for kernel of x-direction velocity 
correlations for Location 1 with fr2 not fixed and fixed at 1.0 
 
Figure 5-12 shows a plot of the kernel regression coefficient function for kernel (with 
fr2 = 1.0) of the x-direction velocity regression coefficient function Location 1. This 
can be compared to Figure 5-2. Clearly, there are differences due to the simplification 
of the structures by fitting a mathematical function to them. However it can be 
commented here that the structures (the contour lines) of Figure 5-2 could become 
much smoother like Figure 5-12 if many more data sets were analysed, say 5000 
instead of 400 as the local variations are due to changes in properties not converging. 
This is discussed later in 8.1. The most significant difference between the two figures 
are the correlations in the negative direction, in the centre three plots at Y1 = 0.36 d, 
0.55 d and 0.75 d. The correlations of Figure 5-2 could be classed as a wake in the 
flow as it extends behind the point being considered, in a similar manner that a boat’s  
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Figure 5-12: Plot of x-velocity correlation kernel as calculated by equation (5.14) 
which from the bottom the plots are at Y1 (normalised depth) = 0.11d, 0.36d, 
0.55d, 0.75d and 0.94d for Location 1 
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Figure 5-13: Plot of y-velocity correlation kernel as calculated by equation (5.14) 
(from the bottom the plots are Y1 = 0.11d, 0.36d, 0.55d, 0.75d and 0.94d) for 
Location 1 
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wake does. The wake is especially noticeable in the plot of the correlations at 0.75 d. 
A possible correlation function that would give a better fit to the wakes would have 
the major axis having a larger value of ‘fr1’ in the negative direction (i.e. if ‘xr’ is 
negative) to model the wake, than in the positive direction.  
A similar analysis was undertaken for the y-direction velocity correlations of Location 
1 (see Figure 5-3) and a plot of the kernel correlation function for kernel is shown in 
Figure 5-13 which can be compared with Figure 5-3.  
This kernel in the y-direction has been calculated using all of equation (5.14). This 
has only given a reasonable fit with just under 70% of the variance explained. This 
kernel also has a better fit than one using only one exponential term, which means that 
again there are two components to the velocity correlations in the y-direction. 
5.3 Accuracy of structure sizes 
The analytical regression coefficient function did not exactly fit the regression 
coefficient calculated from the data. The R2 values range between 0.8 and 0.9. This 
means that there will be weaknesses in the size of the structures. 
Also of note, is that the error of the fitted function is not consistent throughout the 
field. For example, if ‘a1‘ is examined on Figure 5-6 it is easily seen that at Location 1 
it is too high from 0 to 0.15 Y1, and 0.6 to 0.9 of Y1 or the upper part of the flow, 
whereas it is too low for the lower part of the flow from 0.15 to 0.6 Y1. Similar 
comments also apply to the Locations 2 to 11. The reason that a better fit was not 
obtained was purely numerical resulting from the limitation of 64 operands in the 
equation in the Genstat software.  
In physical terms, as a1 relates to the large part of the regression coefficient, when it is 
too high, it means that the model will over-predict the size of the turbulent structures 
and under-predict the size of the turbulent structures where the value of a1 is too low. 
Further work is necessary to evaluate this effect especially in flow regions on the 
undular hydraulic jump where the R2 values are less than 0.7 in some cases. It is clear 
though that a statistical analysis with more operands would improve the R2 value in 
both Locations 1 and 2 thus reduce these errors. 
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5.4 Accuracy of velocity fluctuations and velocities 
The above analysis examined the size of the structures within the flow. It did not 
consider the velocity fluctuations or u′. These are calculated from the standard  
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Figure 5-14: Velocity fluctuations for Location 1 and Location 2 
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deviation of the velocities in the data sets and therefore are as accurate as the 
measurement of the data.  
The velocity fluctuations for Locations 1 and 2 are given in Figure 5-14. Therefore, 
the velocity fluctuations put into a model are not subject to errors from modelling 
such as those shown in Figure 2-1 where there are considerable differences within part 
of the profile between the measured values of the data set and those calculated by the 
model. 
The same comment applies to the mean velocities. As stated in section 4.5, the mean 
velocity is derived from the data set. 
5.5 Accuracy of model compared to other models 
The model above has the correct velocities and velocity fluctuations. This is better 
than the LES or RANS models where there are parts of the flow field where there are 
significant differences between the modelled turbulent velocity fluctuations and the 
measured turbulent velocity fluctuations. 
The model also derives structures that are very good in terms of size with an R2 value 
between 0.8 and 0.9. In all the studies reviewed in Chapter 2 this was not done. This 
means that there could be considerable weaknesses in the size of the structures within 
these models. This is an area that needs to be addressed when evaluating current 
models. The only example in the literature that LES derived coherent structures have 
been derived and compared with, in this case wind tunnel data, is by (Finnigan and 
Shaw 2004). In this case they have compared the results for canopy turbulence of air 
flow over a forest. The results showed some similarities, but there were significant 
differences in the size of the structures and where they were in relation to the canopy.  
Use of wind tunnel data and LES for wind modelling in air does not detract from the 
work in this thesis as the LES model still uses the Navier-Stokes Equations, in this 
case including the pressure term to allow for the fact that air is compressible. 
This shows that a data driven model will provide much better description of the 
structures velocities for the forest canopy and its environs. A detailed analytical 
comparison was not done in this conference paper.  
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The new data driven model improves over the traditional analysis using the POD for a 
Galerkin projection onto the Navier-Stokes equations method to eludicate structures at 
a given point or depth in the flow, as the new technique extends the POD so that the 
structures are known over the whole flow field using a covariance function. Applying 
the KL Expansion to the covariance function means that a 2nd order solution can be 
found to give a solution of the turbulent fluctuations including the structures for the 
whole flow field. 
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Chapter 6          
Solution of regression coefficient kernel and energy 
In Chapter 4 the solution of a one part regression coefficient kernel with constant 
correlation length for a one-dimensional situation was presented. In this chapter the 
solution of the two part kernel for a one-dimensional situation is developed, followed 
by a solution with changing correlation length and changing variance and, finally, 
examining the two-dimensional solution. Also discussed are the number of 
eigenfunctions and eigenvalues necessary to simulate the energy of the flow, a 
discussion on the relationship of energy and dissipation to the double kernel.  
6.1 One-dimensional solution for double regression coefficient kernel  
The regression coefficient kernel developed in the analysis of the data had two parts 
and was also in two-dimensions. Therefore the solution presented in Chapter 4 needed 
further development. The solution of two-part kernel needed to be considered 
carefully to ensure that all the mathematical details were correct. 
If the kernel consisted of one exponential function with a constant correlation length 
(this is the inverse of the coefficient of the exponential term or l in equation (6.1)), 
and constant variance then the solution is given in chapter 8 of (Kulasiri and 
Verwoerd 2002). Each part of the kernel can be solved with this method using the 
Fredholm equation in the form, 
( ) )( 11121
0
2
1
211 xxea
a
xxl φλφσ =∫ −−      (6.1) 
for the first part, where a1 is as defined above, and  
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xxl φλφσ =− ∫ −−      (6.2) 
for the second part, x1 and x2 are the positions where the correlation is from and to, 
respectively, where σ2 is the variance and l1 and l2 are the inverses of the correlation 
length of each part of the kernel, ‘a’  is the length of the domain, λn is the eigenvalue 
and nφ  is the eigenfunction.  
The solution of the double kernel was simply the addition of the above solutions for 
each part of the kernel. The reason the solutions of each part were added was that each 
part of the kernel gave a series of sine and cosine waves (in a one dimensional sense) 
that were a certain size. It was this pattern that the regression coefficient analysis and 
subsequent fitting showed to give the best fit to the data, i.e. there were two series of 
sine and cosine waves that were superimposed on one another.  
Therefore the solution reflected the processes found in the analysis in Chapter 5, 
which was a series of large fluctuations (the outer kernel) and a series of smaller 
fluctuations (the inner kernel). Adding the two parts together gave the Karhunen-
Loéve Expansion as,  
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(6.3) 
The first two eigenfunctions of each part of the kernel are plotted in Figure 6-1. 
The eigenfunctions are for flow in the direction of flow or the horizontal, therefore the 
ends of the domain were still within the water flow, i.e. the solution was only for a 
given depth in the flow as it relied on the regression coefficient function not changing 
and therefore the solution was standard, being a combination of sine and cosine 
functions.  
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Figure 6-1: The first two eigenfunctions, 
1φ  and 2φ , of each part of the kernel  
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6.1.1 Analytical solution for varying regression coefficient function and 
variance (that changed with depth) 
The next step was to develop a solution for the varying regression coefficient function 
and also varying variance across the flow field as for the kernels of Locations 1 and 2 
the correlation length and variance changed with depth in the flow, i.e. they changed 
vertically. 
Both these factors, the correlation length and variance, were independent of x2 in the 
integral equation, if equation (6.1) is examined. This made a solution possible if it was 
calculated semi-analytically or discretely. This was possible provided if the solution 
domain was divided into a grid so that the integral equation could be calculated at 
each point on the grid and the result plotted to give the eigenfunction by joining the 
calculated points together. 
Again, a one-dimensional analysis was undertaken, this time vertically. Using the 
regression coefficient meant that at a given height in the flow Y1, the correlation 
length, in the integral equation, had a certain value and therefore was a function of x1 
only and not x2 in the integral equations, equation (6.1) or (6.2) above. Therefore as x1 
changed the solution changed with the change in the regression coefficient function 
and variance and so the solution was independent of x2. 
This property meant that the solution for the analytical function could be undertaken 
at a discrete number of points (x1) along the domain and the individual results at these 
discrete points were joined together to obtain the function shape which was neither a 
sine or cosine function but rather a varying quantity of the sine and cosine function. 
Note that in this solution the eigenvalue, for a given mode, also changed with position 
of x1 in the domain. The eigenvalue for each position and mode can therefore be used 
for the solution using the full KL expansion. 
This method was applied to the solution in the vertical direction and 200 data sets 
were derived and their regression coefficient analysed. The generated data was 
derived using Location 1 parameters to obtain a one-dimensional data set in the 
vertical direction. To obtain the one-dimensional set, equation (5.14) was used with 
values of 0 for xr and 1 for yr. Also, a value of 0 was used for ‘c' to simplify the 
analysis for this case. 
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The results, as plotted in Figure 6-2, show regression coefficient functions that are 
very similar to a line in the vertical direction of Figure 5-2. This was apparent as the 
correlation dropped off quickly at Y1 = 0.9 d compared to Y1 = 0.1 d as occurred in 
the ‘y’ direction of Figure 5-2. 
The first two eigenfunctions for each kernel are shown in Figure 6-3. The first two 
eigenfunctions of the outer kernel were similar to the first two eigenfunctions of 
Figure 2 in Liu et al. (1994) that are shown in Figure 6-4. 
The main difference between Figure 6-3 and Figure 6-4 was the first eigenfunction 
drops in value near the bed, where Y1 was low. This was quite significant for the 
higher Reynolds number experiment (Re = 29935) in the Liu et al. (1994) data. A 
reason for the difference between this numerical result and the present analytical 
solution was not apparent.  
In addition the inner kernel eigenfunctions were not accounted for when compared to 
the numerical results in Fig. 2 in (Liu et al. 1994) that was shown as Figure 6-4.  
The probable reason for the inner kernel eigenfunctions not appearing in the 
numerical analysis was that in a numerical analysis they would be one of the lesser 
order eigenfunctions. The eigenvalues for the inner kernel were less than the outer 
kernel e.g. the first two eigenvalues for the outer kernel were 7.5 times and 1.5 times 
their respective inner kernel eigenvalues. 
6.1.2 Change of variance or Urms’ with depth 
The solution of equations (6.1) or (6.2) required knowledge of the change in variance, 
u’ with depth or position for each location. The change in variance in the vertical 
direction is shown in Figure 3-5 which was a plot of the Urms u′ or the root mean 
squared turbulence fluctuations over the depth. 
This change also needed to be considered in the solution of equations (6.1) and (6.2). 
Again in the case of the varying variance, the semi-analytical solution for discrete 
points in the domain meant that the variance in equations (6.1) and (6.2) becomes a 
constant in the integration just as the correlation length was a constant. Therefore the 
change in variance can be analysed in the same way as the change in correlation 
length using the semi-numerical approach.  
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Figure 6-2: X-velocity correlations in the vertical direction at (from top to 
bottom) Y1 = 0.1, Y1= 0.5 and Y1= 0.9 d 
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Figure 6-3: First two eigenfunctions of the inner and outer kernels that have 
varying correlation lengths along the domain. 
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Figure 6-4: First two eigenfunctions for Reynolds Numbers of 5378 (a) and 29935 
(b) from (Liu et al. 1994). (Note y axis units are non-dimensional eigenfunctions, 
see (Liu et al. 1994) for details.) 
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6.2 Estimate of energy associated with the number of modes 
There are also other factors to be considered to build a model of the whole flow. One 
of these factors is the number of modes that needed to be used to build a good model 
of the turbulent flow structure.  
A method of assessing the ability of a model is to calculate the relationship between 
the percentage of turbulent energy of the flow modelled and the number of modes 
used in the model. 
The percentage of turbulent energy of a mode is directly proportional to its 
eigenvalue. The derivation of this is explained below and is based on the explanation 
in Pope (2000) page 329. 
The average kinetic energy of the turbulence at a point is given by equation (4.8). For 
a complete domain the integral of this equation needs to be taken for the x component, 
i.e. the average kinetic energy over the domain, 
dxxu
h
h∫ ′= 0 2)(2
11 ρ      (6.4) 
Substituting equation (4.9) for u′(x) gives the average kinetic energy over the domain 
as, 
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and using equation (4.11) gives, 
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    (6.7) 
Using this formula the percentage of the total kinetic energy with the number of 
eigenmodes was calculated and is shown in Table 6-1. 
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Number of 
eigenmodes used in 
both Kernels 
Percentage of 
outer Kernel 
energy 
Percentage of 
inner Kernel 
energy 
Total Percentage 
(assuming a1 = 
0.4) 
20 99.0 80.0 87.6 
50 99.6 91.9 95.0 
100 99.8 95.9 97.5 
500 100.0 (99.96) 99.2 99.5 
Table 6-1: Percentage of energy in eigenmodes 
The results showed that it took a considerable number of eigenmodes to represent a 
very large proportion of the energy. Determining the number of modes necessary to 
build a good model of the situation being assessed is very important. In the higher 
parts of the flow the value of ‘a1‘decreased and the number of modes will be closer to 
that of the ‘inner kernel’ therefore it would take even more eigenmodes to represent 
the total energy.  
However, in the higher parts of the flow was where energy dissipation primarily takes 
place, with little energy production, and therefore it may not be so important to have 
an increased number of modes to represent a certain percentage of the energy. A 
discussion on the ratio of energy production and energy dissipation and its 
relationship to the double kernel of the regression coefficient is discussed in the next 
section. 
6.3 Double regression coefficient kernel – energy-production energy- 
dissipation relation 
The above section showed the energy associated with each mode for each part of the 
kernel and also for the both kernels. In addition, it can be seen that the larger 
structures contain the most of the turbulent kinetic energy, i.e. the energy of the 
fluctuations and the smaller structures contain the turbulent dissipation (Pope 2000) 
p187. The process of the production of turbulent kinetic energy and its dissipation into 
heat is briefly described. 
6.3.1 Theory of energy production and energy dissipation 
For simplicity, consider a thin (unit width) cross-section across a sloping channel that 
is in steady flow uniform that was not accelerating. In this case, the energy provided 
to the mean flow by the slope of the bed cannot be totally balanced by the viscosity of 
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the water or fluid without it becoming unstable (unless the energy provided was so 
small that it can be balanced without becoming unstable, in which case laminar flow 
occurs) so it is turned into turbulence (the production of turbulence) to balance the 
input of energy giving a steady flow and then the viscosity of the water dissipates the 
turbulence into heat (turbulent dissipation). (The above process are described in more 
detail in Nezu and Nakagawa (1993) 
Energy production is defined from the Reynolds equations and is derived in many text 
books including Pope (2000) and/or Raudkivi and Callander (1975) where the 
production of turbulent kinetic energy (often called ‘production’ in the literature) is 
defined as,  
j
i
ji x
u
uuP ∂
∂−=      (6.8) 
Equation (6.8) can be described as a tensor of either second (for two dimensional 
flow) or third order (for three dimensional flow) that transfers the energy of the mean 
velocity into the fluctuating turbulent velocity field. 
The dissipation of turbulent kinetic energy (often called ‘dissipation’ in the literature) 
is defined as, 
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    (6.9) 
Equation (6.9) describes that the action of the shear forces, created by the viscosity of 
the water and the velocity gradients in the turbulent flow that are working against the 
turbulent flow to turn the turbulent kinetic energy into heat and so dissipate the 
turbulence within the water flow.  
6.3.2 Comparison of energy production and dissipation and DNS results 
Using equations (6.8) and (6.9) the relationship between production and dissipation, 
over the depth of flow, has been studied from the results of several DNS studies 
(Moser et al. 1999). The results of Moser et al.’s (1999) study showed that the 
relationship between the production and dissipation over the flow depth (i.e. between 
the bed and surface of the flow) was similar to the ratio between the inner and outer 
kernels as shown in Figure 6-5.  
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Figure 6-5: Ratio of outer and inner kernels of Location 1 of Fr1 Re* = 1180 and 
ratio of turbulence production verses turbulence dissipation for Re*= 590 and 
395 from Moser et al. (1999). 
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To plot the ratios of the inner and outer kernels in Figure 6-5 the value of a1 over the 
depth of the flow was used. The value of a1, the coefficient for the outer part of the 
kernel only reached a maximum of 0.45. This meant that the value of the coefficient 
for the inner part of the kernel was 0.55. This can be thought of as ratio of the outer 
and inner kernels which in this case was about 0.82. This was completed for the whole 
depth of flow.  
The ratio of inner and outer kernel was large in the log law region (0.1 to 0.3 depth or 
y+ from 118 to 354 ) and dropped off above this region, as the (Moser et al. 1999) data 
also did, for the data with Re* = 590 and Re* = 395 with log-law regions from y+ = 59 
to 177 and 39.5 and 118.5, respectively.  
The comparison need to be analysed in more detail to assess the processes that each 
kernel represents. 
6.3.3 Kernel correlation lengths and energy/dissipation ratio 
The sizes of the structures were assessed from the correlation lengths of the kernels. 
This was carried out using the regression coefficient function for the outer and inner 
kernels separately. Figure 6-6 is a plot of the value of the regression coefficient 
function for each kernel against the distance apart of two points being considered, i.e. 
for a given correlation length how does the function change with the change in x-x′.   
It was clear from Figure 6-6 that the outer kernel was associated with the larger 
structures as there were significant correlations for points greater than the depth of the 
flow apart. For the inner kernel points that were greater than 0.25 the depth of flow 
did not have significant correlations at all. 
6.3.4 Discussion of kernel and production/dissipation ratios 
It was clear from the analysis in section 6.3.3 that the outer part of the kernel resulted 
primarily from the larger structures in the flow and the inner part of the kernel 
reflected the smaller structures. The larger structures generated the turbulence 
production, and the smaller structures in the flow contained the turbulence dissipation.  
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Figure 6-6: Change in Regression coefficient function value with x-x′ for the 
inner and outer kernels for Location 1. 
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The ratio of the kernels was a little different from the energy production/energy 
dissipation ratio, as was to be expected as both parts of kernel contain regression 
coefficients related to flow structures in the inertial range or containing both energy 
dissipation and energy generation. To calculate the range of size in which dissipation 
occurred (the dissipation range) and range of sizes where energy production occurred 
(energy production range) the following analysis was undertaken.  
6.3.4.1 Calculation of dissipation scale range 
The dissipation range was calculated by the following method. Initially, the average 
rate of dissipation in the water flow, ε , was calculated, first using the rate of work per 
unit mass, as outlined in Bakewell and Lumley (1967). This was used to find the 
Kolmogorov length scale η, which, in turn, was used with standard spectral 
information and the Taylor Scale Reynolds Number, Re*, to determine the dissipation 
range. 
The rate of working on the fluid per unit width and length is 
0τ V where 0τ  is the 
shear stress on the bed and V is the average velocity and the unit mass is the density 
by the depth (ρd). This gave the dissipation rate as 
0τε = V/ρd or =ε U*2ν/d, where 
U* is the shear velocity ( ρ
τ o ), and ν is the kinematic viscosity.  
The shear stress
0τ , was calculated in (Lennon and Hill 2006), ranging from 1.21 Pa to 
1.37 Pa, (the values of 2.4 Pa and 3.29 Pa were not used as the flow profile upstream 
was not standard as discussed in 3.6.1) when inputted into U* = ρ
τ 0  and gave U* = 
35 mm/s to 37 mm/s. Placing this value of U* into the formula =ε U*2ν/d for 
Location 1 gave range of values for the dissipation of =ε 29400 to 33250 mm2/s3.  
The dissipation was also calculated from the formula, =ε u′ 3/Lx where Lx is the 
longitudinal integral lengthscale or correlation length. The measurements of u′ were 
about 55 mm/s at the surface and 75 mm/s at the bed and calculations of the 
longitudinal integral lengthscale from the Location 1 data, gave a value of 4 mm for 
Lx at the surface and 22 mm at the bed.  These values gave a dissipation rate of 41600 
mm2/s3 at the surface and 21100 mm2/s3 at the bed. 
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These values of the dissipation were put into the Kolmogorov formula for lengthscale 
η = (v3/ε)0.25 and gave η = 0.070 mm at the surface and 0.083 mm at the bed and an 
average value of 0.074 mm. 
To find the dissipation scale range the Taylor Scale Reynolds Number, Rλ. also 
needed to be calculated. This number was calculated using the formula for the Taylor 
microscale, λg = ε
ν 2u15 ′  (Pope 2000), equation (6.58), (Taylor 1935). This gave a 
Taylor scale range between 1.0 and 2.0 mm and Taylor Scale Reynolds Numbers, Rλ 
= λgu′/ν between 60 and 150. 
Doing an approximate interpolation of Figure 6.21 (Pope 2000) for the above Taylor 
Scale Reynolds Numbers, see Figure 6-7 below, gave the turbulence dissipation range 
as being scales below about 0.01 κη, where κ =2π/l, where l is the length scale, or l/η 
= 624 that was about 45 mm which is greater than the flow depth.  
As the Reλ = 60 to 150 for Location 1 data, interpolation between the two dissipation 
lines at Reλ = 1000 (solid lines) and Reλ = 30 (dashed lines) showed that 90% of the 
dissipation took place in structures smaller than about 0.1 κη or 60 η or 4.5 mm (about 
15% of the depth). 
6.3.4.2 Calculation of production scale range 
The turbulent production scale range is for structures above about          (Pope 2000) 
p184, where Lx is defined to be the longitudinal integral length scale ((Pope 2000) 
p242) or the correlation length. The kernel formula for correlation length in the flow 
direction was used and gave 0.78 d at the bed and 0.12 d at the surface so gave a 
minimum size for the turbulence production range of 0.13 d (4.1 mm or about 50 η) at 
the bed and 0.02 d (0.6 mm or about 9 η) at the surface for the minimum size of 
anisotropic energy structures that contain most of the energy. These two lengths were 
much smaller than the maximum size of the dissipation scale range of about 600 η so 
there was considerable overlap of structures containing both energy production and 
energy dissipation. 
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Figure 6-7: A copy of Fig. 6.21 of (Pope 2000) model energy and dissipation 
spectra normalised by the Kolmogorov scales at Reλ = 1000 (solid lines) and Reλ 
= 30 (dashed lines). 
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A more detailed examination of the energy scales was obtained from the analysis for 
the KL expansion. As stated in section 6.2, the eigenvalues gave the percentage of the 
energy associated with each mode. Therefore a spectrum was calculated based on the 
eigenvalues and effectively was an extension of Table 6-1. The result is shown in 
Figure  6-8. 
Figure 6-9 (with η = 0.074 mm) was used to show that 90% of the energy was 
contained in structures that are larger than about 2.7 mm in the lower half of the flow 
and 1.7 mm at the surface or Y1 = 0.95. These values are close to those (within the 
range) given above using          rule. 
Figures 6-7 and  6-8 showed that there was a considerable overlap between the energy 
containing range and dissipation range and, in fact, all scales, except the first mode for 
both parts of the kernel (that did not contain dissipation), contained both dissipation 
and production. But, as stated above, even though there was a wide range at which 
both production and dissipation occur, their distribution was to different sized 
structures, large structures for energy production and smaller structures for energy 
dissipation. 
Table 6-1 showed that 99.5% of the energy was contained in the first 500 eigenmodes. 
The first 500 eigenmodes contained 250 fluctuations (increases and decreases) in 
velocity or flow eddies over a unit depth of flow and was 0.126 mm in length, which 
was close to the size of the Kolmogorov length η of 0.074 mm. 
If the results of Table 6-1 were adjusted for the changing value of a1 from the bed to 
the surface, the first 500 modes equated to about 99.5% of the total energy in the 
centre of the depth of flow (where the ratio of outer kernel to inner kernel was 0.82) 
and 99% of the total energy at the top of the flow (where the ratio of outer kernel to 
inner kernel was about 0.1).  
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Figure 6-8: Fraction of energy at wave numbers greater than κ 
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Figure 6-9: Fraction of energy at wave lengths greater than l/η (This is a copy of 
Figure 6-8 plotted against l/ η instead of against wave numbers.) 
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Most of the dissipation took place in structures that were less than 15% of the depth. 
This meant that dissipation would take place in eigenmodes that were greater than 14 
(i.e. to have seven fluctuations over length that is equal to the depth). This also meant 
that about 1.5% of the energy of the outer kernel was contained in the dissipation 
range while about 28% of the energy of the inner kernel was contained in the 
dissipation range. Also, (by using the a1 ratio) about 16% of the energy of the flow in 
the lower half of the flow was in the dissipation range while 25% of the energy at the 
surface was in the dissipation range. 
As there was a range of structures that contain both dissipation and production it was 
not possible to find a better relationship between the kernel ratio and the ratio of 
energy production and dissipation. 
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Chapter 7           
Structure of the undular hydraulic jump 
This chapter investigates the regression coefficient function changes over the undular 
hydraulic jump. The objective is to attempt to find relationships over the length of the 
data and any other trends in the regression coefficient function that are of interest and 
required to analyse the structure of the jump.  
7.1 The undular hydraulic jump details 
The jump details are given in Chapter 3. However, this did not give a detailed 
longitudinal section of the jump and the location positions as measured during the 
experiment. These is shown in Figure 7-1, which is a plot of the depths as scaled off 
Figure 4.2 of Lennon (2004) and the location positions as provided in Hill (2003). 
7.2 Regression coefficient function changes over the undular hydraulic jump  
The regression coefficient function was analysed over the whole hydraulic jump for 
the remainder of the locations not analysed in Chapter 5, i.e. Locations 3 to 11. The 
approximate data set sizes for the locations are given in Table 7-1 below. 
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Figure 7-1: Depth and position of the 11 Locations on the undular hydraulic jump 
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Factor/ 
Location Lo
c1
 
Lo
c2
 
Lo
c3
 
Lo
c4
 
Lo
c 
5 
Lo
c 
6 
Lo
c 
7 
Lo
c 
8 
Lo
c 
9 
Lo
c 
10
 
Lo
c1
1 
Number of 
points in 
x-direction 
120 119 117 114 117 77 110 117 117 119 119 
Number of 
points in 
y-direction 
36 36 36 49 59 46 53 55 53 53 58 
Size of 
grid (cm) 0
.0
86
62
7 
0.
08
63
46
 
0.
08
26
87
 
0.
08
64
4 
0.
08
64
4 
0.
08
61
14
 
0.
08
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83
 
0.
08
65
33
 
.0
86
25
3 
0.
08
61
6 
0.
08
60
68
 
Table 7-1: Data set sizes. 
The data set sizes were derived from the water levels shown in Figure 7-1 using the 
grid size shown on the bottom row. 
The reason the data set sizes were approximate was that number of points in the y-
direction (the flow depth) changed at each individual location. This was due to the 
change in height of water over the hydraulic jump. For example, in Location 4, using 
measurement of the water surface as shown in Figure 7-1, the water level varied from 
3.5 cm to 4.4 cm or in terms of the grid size, 41 to 52 points. Therefore the size of 49 
points given in Table 7-1 above was an average and a more accurate assessment was 
necessary to calculate the regression coefficient formula. This meant, as the water 
surface varied with position, the data points above the surface needed to be removed 
from the analysis.  
To cull the data above water surface, the surface needed to be determined. This was 
carried out for each location by fitting a curve, using the curve fitting routine in 
Microsoft Excel, to part of the water surface of Figure 7-1. Generally, this only 
required a second order polynomial for each location as the water surface curvature 
only curved in one direction. However, for Locations 10 and 11 third order 
polynomials were required to fit the water surface as the curvature was in two 
directions with two inflection points.  An example of a curve is given in Figure 7-2. 
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Figure 7-2: Fit to water surface of Location 5 
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The co-ordinates were measured in terms of distance and therefore were converted 
into coordinates of the data set points and a routine added so that the points above the 
surface were given zero values of velocity. This meant that when they were used in 
the analysis the value for the regression coefficient would be zero. A plot of the 
surface so determined is shown in Figure 7-2. 
7.2.1 Inaccuracies of Regression Coefficient Function 
The next problem was how to normalise the data with uneven depths. This was 
undertaken using the average depth for a location using the equation fitted to the 
water surface for that location. This meant that there would inevitably be analysis 
results where the depth would be larger than the depth from where regression 
coefficient was calculated.  
However, for regression coefficient values where the depth was above 1, the 
normalised depth, were kept, as they reflected the actual situation i.e. on the right side 
for Location 4 where the depth was greater than in the centre of Location 4. It 
therefore was necessary to be careful with using the results of any analysis to ensure 
regression coefficients in areas above the water surface are not used.  
It was also a reminder in the analysis that the regression coefficient had been 
calculated using all the data set points of any one location and that the water surface 
was uneven in that location. 
In addition, the regression coefficient function calculated was shown at the central 
point of the location for which it was calculated. In reality, the regression coefficient 
function was changing gradually over the length of the location and the figure 
calculated was an average over the length of that location, which may not exactly be 
the regression coefficient value at the mid point. It would, however, be very close to 
the actual value of the regression coefficient function. (This effect occurred in both 
the vertical and horizontal directions). 
A more accurate function could have been calculated using several positions in one 
location (e.g. Location 4), but , was not undertaken as this would have reduced the 
number of data points that could have been used, as only points from that location 
were able to be used. Data points from an adjacent location cannot be used as they 
were not directly related to the structure of the data points of the original location as 
they were photographed at a different time. 
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7.2.2 Analysis of regression coefficient function 
The regression coefficient function was calculated for all the data sets for the 
remaining locations. This was done in a similar manner as Locations 1 and 2 with all 
400 data sets being analysed for each location. It was recognised that this result was 
not exact as the data set statistics have not converged. This will be discussed in 
Chapter 8 when the data sets of Locations 1 and 2 are divided into two halves and 
analysed. However, as the undular hydraulic jump data was being analysed, the results 
for Location 7 were split into two halves and analysed the results being given in Table 
7-2 with the changes in correlation length plotted in Figure 7-3. These show that the 
regression coefficient function does vary between the first and second half of the data 
sets but in an even more fluctuating manner than Locations 1 (see Figure 8-2).  
 
Para-
meter 
Location 7: values for 
the first 200 data sets 
Location 7: values for the 
second 200 data sets 
 Value Error Value Error 
R2  0.7370  0.820  
a12 -0.33136 0.003 -0.32469 0.00274 
A10 0.52345 0.00144 0.52454 0.0013 
l12 1.3526 0.0271 1.2187 0.0309 
l11 -0.5294 0.0209 -0.8844 0.0223 
l10 -1.17794 0.00606 -1.45201 0.00573 
l21 -3.672 0.992 -9.16 1.26 
l20 -22.922 0.652 -26.961 0.76 
fr11 -1.474 0.0233 -1.9224 0.0159 
fr10 2.2232 0.0118 2.31312 0.00942 
fr2 2.0648 0.0609 2.1331 0.0634 
Table 7-2: Difference between parameter values for the first 200 and second 200 
data sets of Location 7. 
It can be seen that the regression coefficient function changes with the velocity 
changes and these were not random but have distinct patterns. The velocity changes 
for Figure 7-3 were shown in Figure 3-11. Figure 3-11 shows the velocity changes 
during the first half of the data, with the 10 point moving averages cycling from over 
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three standard errors above the mean to below three standard errors under the mean. 
Whereas, in the second half of the data, the 10 point moving averages of the velocity 
changes were all within three standard deviations from the mean. Therefore, the fact 
that the data statistics had not converged must be borne in mind when the results for 
the complete data were presented. This meant to get convergence, even more data sets 
were required and in cases such as Location 7 this could be considerably more data 
sets. 
 
7.3 Changes in regression coefficient parameters along the laboratory 
channel undular hydraulic jump 
The changes in data set parameters are given in Table 7-3. The x-direction correlation 
length based on adding both kernels together (a1*l1+ (1-a1)*l2) is plotted in Figure 7-4.  
Note that the formula for Location 6 was based on visual analysis as the best fit gave 
far too long a correlation length in the upper part of the flow at Y1 = 0.8d . (Note that 
the correlation plots in Appendix 3 did not extend above Y1 = 0.82d due to the shape 
of the flow.) The reason for the long correlation length can be seen if the regression 
coefficient plots in Appendix 2 are examined. 
Location 6 also showed an area of correlation at the base of the flow that was related 
to the flow at Y1 = 0.82 d (see Figure A2-5) due to the shape of the flow at the bed 
being of a similar nature, so it was a peculiarity of an undular hydraulic jump while 
flow in between the two areas has no correlation at all. Therefore the function was 
reduced in size, so it did not include the area of higher correlation near the bed of the 
flow.  
The plots showed that the correlation length varied considerably over the depth in the 
almost steady upstream supercritical flow. It was noted that the correlation length, 
especially in the upper part of the flow, increased as the water depth increased on the 
first wave. This was followed by a marked decrease in correlation length over the 
whole depth as the crest was reached and also on the lee of the wave when the depth 
decreases. There were similar patterns downstream though it was difficult to describe 
all the processes taking place with the subsequent waves downstream. 
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Figure 7-3: Location 7, regression coefficient length with direction for the first 
200 data sets and second 200 data sets from Y1 = 0.10 d, 0.5 d and 0.9 d. 
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The coefficient a1 changed over the hydraulic jump length similarly to the correlation 
length, as a1 determined the ratio of the outer kernel (with a high correlation length) to 
the inner kernel (with a low correlation length) and, as such, it was a considerable 
factor in the overall correlation length. 
The correlation lengths for each kernel separately do not follow the surface patterns 
well. This could be due to numerical fitting to data. Thus, it was felt that it was not 
possible to interpret the graphs of Figures 7-6 and 7-7, other than stating the obvious, 
that the correlation length and the correlation length of the outer kernel, l1, increased 
over the first wave and reduced to lesser values on subsequent troughs and crests. The 
inner kernel tended to decrease at the wave crests and increase at the troughs, but not 
always, it had an increase just before the third wave at Locations 10 and 11. 
The graph of the ellipse ratio clearly shows that the structures became elongated in the 
lower part of regions of relatively uniform flow, such as that in the supercritical reach 
upstream of the first wave and in the region around Location 8, or about 80 cm, where 
the surface was flatter than over the remainder of the jump. 
The reason that the flow structures were elongated near the bed and in the lower half 
of the flow was a result of the turbulence generated by the interaction of the wave 
with the bed. In the upper part of the bed the size of the structures dropped toward the 
surface as there was little change in velocity with depth here and dissipation was the 
primary process taking place in this region, hence, it could be called the wake region. 
(There is a formula for wakes or the derivation of the water velocities from the 
standard log-law profile formula as outlined and analysed by (Coles 1956)). 
The ellipse ratio was close to one close to the surface (where Y1 = 0.9) over the whole 
length of the jump. However the ratio dropped to close to one over the whole depth in 
reaches where there was strong wave action.  
Plots of the regression coefficient functions for these data sets are given in Appendix 
2. 
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 Loc 1 Loc 2 Loc 3  Loc 4 Loc 5 Loc 6  Loc 7 Loc 8 Loc 9 Loc 10 Loc 11 
Distance 
(cm) 
5.369247 15.78079 25.87855 36.17029 46.29995 54.75845  76.17982 86.10546 96.28895 106.5696 116.9641 
R2 0.873 0.867 0.873 0.681 0.81 0.656  0.79 0.864 0.911 0.856 0.835 
a12 -0.4 -0.416 -0.3171 -0.3565 -0.5462 -0.2525  -0.3228 -0.5334 -0.28611 0.32679 0.14677 
a10 0.44172 0.4521 0.50533 0.7264 0.65554 0.3811  0.52023 0.60254 0.514452 0.49743 0.48839 
l12 1.3681 1.7707 1.5876 2.61 1.7615 3  1.2764 2.3264 1.612 0.407 -0.563 
l11 -1.5035 -1.9952 -1.5613 -2.099 -2.5855 -2.231  -0.6939 -2.3563 -2.1854 -0.3047 -1.841 
l10 -0.7794 -0.4587 -0.6402 -0.596 -1.411 -0.9432  -1.2872 -1.2131 -0.61267 -1.2043 -0.8679 
l21 -8.45 -11.339 -8.1 -11.58 21.31 -14.13  -6.49 3.03 1.835 -14.55 -19.78 
l20 -17.976 -16.599 -19.619 -32.64 -71.25 -24.28  -24.294 -38.74 -30.374 -17.246 -24.329 
fr11 -3.9188 -5.7315 -3.8095 -4.312 -2.8498 -1.907  -1.7601 -3.1527 -3.1753 -0.1333 -2.1933 
fr10 5.5453 6.5641 4.0581 3.489 3.1216 2.234  2.2879 4.6153 4.6776 1.46129 2.4929 
fr2 1.5924 1.541 1.6587 1.705 1.984 2.309  2.1045 1.8149 1.768 2.7326 2.939 
Table 7-3: Change in parameters of regression coefficient kernel over the Fr1 undular hydraulic jump 
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Figure 7-4: Correlation lengths at various normalised depths and actual depth of flow versus distance along the undular hydraulic jump
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Figure 7-5: Change in a1 with normalised depth and actual depth of flow versus distance 
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Figure 7-6: Change in outer kernel length, l1, with normalised depth and actual depth of flow versus distance 
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Figure 7-7: Change in inner kernel length, l2, with normalised depth and actual depth of flow versus distance 
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Figure 7-8: Change in ellipse ratio, Fr1, with normalised depth and actual depth of flow versus distance 
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7.3.1 Analysis of change in regression coefficient function over the undular 
hydraulic jump 
The next step was to investigate whether the changes could be related to other factors. 
This needed to be investigated if a more generic model was to be built using the 
reasons why the regression coefficient function changed. The causes of the changes in 
the function needed to be found so they could be included in a model.  
Initially, the correlation length (of the Regression Coefficient Function) was 
examined. Figure 7-4 shows there was little correlation with the depth. Therefore the 
rate of change of the flow depth was compared to the correlation lengths as shown in 
Figure 7-9. Note that in Figure 7-9 some of the rate of change of depth had been 
smoothed from the measurements so it could be compared at the same point along the 
hydraulic jump as the data point. Figure 7-9 shows that there was some correlation 
between the correlation length and the flow depth and further analysis showed R2 
values of 0.16, 0.41, 0.49, 0.41 and 0.18 at depth 0.1d, 0.3d, 0.5d, 0.7d, and 0.9d, 
respectively. The analysis for a1 was not plotted as a1 was a factor in determining the 
overall correlation length. 
Examination of the ellipse ratio showed there was some relationship between this and 
the depth of flow. The R2 values are 0.30, 0.30, 0.30, 0.27 and 0.11 for Y1 = 0.1d, 
0.3d, 0.5d, 0.7d, and 0.9d, respectively. 
Therefore, the rate of change of the regression coefficient function could be partially 
related to more generic changes in the properties of the flow. However, much further 
analysis would be necessary before a generic model could be built so that the model 
could handle these different circumstances. 
 
7.4 Change in variance over the undular hydraulic jump 
An analysis of the change in variance over the jump was also necessary if a function 
was to be extended to include the distance along the jump as well as the depth in the 
flow. The regression coefficient formula equation (5.14) showed the change in 
covariance with normalised depth. The changes in variance over the undular hydraulic 
jump are shown in Figures 7-10 to 7-12. 
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Figure 7-9: Correlation length vs. rate of change of depth 
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Figure 7-10: Variance (u’) with distance from bed for Locations 1 to 5 
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Figure 7-11: Variance (u’) with distance from bed for Locations 5 to 8 
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Figure 7-12: Variance (u’) with distance from bed for Locations 8 to 11 
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The trend in these plots showed that the variance increased under the wave crest at 
Location 5 and wave crest at Locations 10 and 11; however this increase did not occur 
just past the wave crest at Location 8. A reason for this could be that the second wave 
at Location 8 does not have the same steepness characteristics as the waves at other 
locations. This could have been just a factor of the gradual changes in the jump 
dimensions that occurred between the times that data was sampled for each location. 
7.4.1 Analysis of change of variance over the undular hydraulic jump 
An analysis of the variance at 10 data set points from the bed (about 8.5 mm), as 
shown by Figure 7-13, showed that the variance had little correlation with either depth 
or rate of change of depth. 
The analysis showed that variance has R2 values of 0.09 and 0.18 with the depth and 
the change of depth respectively. Again, this R2 value was not enough to develop a 
model using the changes in jump parameters. 
7.5 Change in shape of regression coefficient function with distance 
The actual shape of the regression coefficient function using the correlation distance 
and ellipse ratio is presented in Appendix 4. 
The plots provided a good way of visually observing how the general shape of the 
turbulence structure changed over the undular hydraulic jump and throughout the 
depth. No attempt was made to develop a full regression coefficient function for the 
whole undular hydraulic jump that took into consideration the depth within the flow 
as well as the distance along the jump. This could have been carried out by curve 
splicing the change in regression coefficient function over the jump from Appendix 3 
formula and Figures 7-10 to 7-12 for the change in variance. Alternatively it could be 
completed on a location by location basis. 
The figures in Appendix 4 show the change in correlation lengths at depths of 0.1, 0.5 
and 0.9 of the total depth in the flow for Locations 2 to 11. The structure for Location 
1 is shown in Figure 8-2  
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Figure 7-13: Variance, depth and rate of change of depth over the undular 
hydraulic jump 
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7.6 Conclusion – model structure for undular hydraulic jump 
The above analysis showed that a model could be built from the data of the total 
velocity field along the centre line of this laboratory undular hydraulic jump. The total 
velocity field would be the addition of the 2nd order random field of the turbulent 
fluctuations and the average velocities that can be simply derived from the data.   
The model would provide instantaneous views of the whole flow field from Location 
1 to 11, in the same manner as the data sets were instantaneous view of the flow field 
on a location by location basis. 
7.6.1 Accuracy of model 
As discussed in section 7.2 the covariance function curves of Figure 7-4 to Figure 
7-12 are only approximate as they are based on correlations at a certain depth in a 
location over the central 120 points of that location. If this is considered in more detail 
the covariance function will change gradually over these 120 points and this has been 
discussed in section 7.2. However a better way of obtaining an accurate covariance 
function both in the horizontal and in the vertical is to do more data sets. A better 
covariance function for each point, instead of each line, of a location can be obtained 
by doing 120 x 400 or about 50,000 data sets for the same degree of accuracy as the 
data for this study. This could also be enhanced by doing analyses that overlapped 
considerably, by up to 50 %, so that a good function can be found any where in the 
velocity field. This would require considerable computing power to do an analysis. 
With the lack of converge, to be discussed in the next Chapter more than 50,000 data 
sets may need to be considered. 
7.6.2 Application of method 
The turbulence properties of these instantaneous views from the new model will be 
better than present turbulence models that are derived from the Navier-Stokes 
Equations. 
This would provide valuable information upon the likely velocities that can occur 
within the flow field from which the data has been taken. The analysis could not 
derive a good relationship between the surface waves of the hydraulic jump and the 
turbulence properties. Therefore, to model different situations, another set of PIV data 
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would need to be obtained from a laboratory or prototype for that situation and a KL 
expansion model built using that data.  
This means that the new method will be able to provide better information on the 
velocity field of the situation being modelled. The results from the new model would 
have given better velocities and forces and pressures in the water flow and at the 
edges of the flow, than models based on the Navier-Stokes equations. This means that 
the new model would be especially useful in the design of structures in an open 
channel situation. 
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Chapter 8                   
Model Evaluation and Higher Order Statistics  
This chapter firstly examined the changes in correlation length over the data set Fr1 
location 1. This was initially done to see if the data had converged and as a basis for 
the model validation. The analysis showed the data had not converged and therefore 
this analysis was continued on as possibly assessing time based correlation length 
changes, as the data sets of location 1 are about 1 second apart in time. This was done 
firstly by splitting the location 1 400 data sets into 2 sets of 200 data sets. The data set 
was split into two parts and the correlation length calculated for each part, then into 4 
sets of 100 data sets, 8 sets 50 data sets and continuing until eventually sets containing 
as few as two data sets were analysed. The implications of this were discussed 
including the 1 second period between data sets. 
Next the new data driven model was evaluated. The evaluation started by using the 
parameters from first 200 data sets of Fr1 Location1 to make 200 data sets. The 
properties of these 200 data sets were compared with properties the second 200 data 
sets of Fr1 Location 1. To get a statistical overview about 30 sets of 200 data sets 
were generated to see the probably of the first 200 data sets having the same 
properties as that of the second set of 200 data sets. The evaluation continued by 
generating 400 data sets using the parameters from all 400 data sets of location 1. 
Then the changes in correlation lengths within these 400 data sets were compared 
with the changes in correlation lengths within the 400 data sets of Fr1 location 1.  This 
was done in the same manner as the time correlations above. Therefore this would be 
a check to see these randomly generated data sets have similar properties if split up in 
a similar manner to the 400 data sets of location 1. This would determine if the 
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turbulent properties of location were changing with time or if the change of properties 
was due to the randomness of obtaining data every 1 second. 
Finally a section was done on higher order statistics as the second order field 
generates a turbulent velocity field that is a Gaussian process whereas turbulent 
velocity field are not Gaussian. 
8.1 Data statistics convergence and time correlations 
To determine whether the data had converged, the Location 1 data was split into 2 
parts, the first 200 data sets and second 200 data sets and then analysed to determine 
the parameters. It was noted that the values for the formula of Z (regression 
coefficient) altered significantly, well outside the standard error ranges for Z. The 
differences for all the parameters are shown in Table 8-1 and a plot of how these 
differences changed the regression coefficient function is shown in Figure 8-1 below. 
The error ranges for these regression coefficient functions are shown in Figure 8-1 
and showed that the properties of the regression function between the first 200 and 
second 200 data were significantly different statistically. 
The formula for Z also changed significantly for Location 2. In this case, the two 
formulas were also different and well outside the error range of both. Again, this 
means that the flow statistics have not converged between the two data sets. This will 
be investigated in Section 8.1.1 to see how significant the changes in statistics can be 
on the results that the model can predict. 
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Para-
meter 
Location 1: Values 
for the first 200 
data sets 
Location 1: Values 
for the second 200 
data sets 
Location 2: Values 
for the first 200 data 
sets 
Location 2: Values for 
the second 200 data 
sets 
 Value Error Value Error Value Error Value Error 
R2 0.859  0.862  0.850  .858 
a12 -0.41656 0.00285 -0.38469 0.0026 -0.39479 0.00221 -0.43538 0.00245
a10 0.45698 0.00163 0.42737 0.00152 0.43721 0.00143 0.46562 0.00148
l12 1.1539 0.0372 1.5229 0.0349 1.7812 0.0307 1.7511 0.0317
l11 -1.4881 0.0223 -1.4514 0.0227 -2.0425 0.0192 -1.9328 0.019
l10 -0.69928 0.00465 -0.88497 0.00528 -0.43389 0.00338 -0.48733 0.00368
l21 -9.69 0.549 -7.268 0.484 -11.787 0.493 -10.588 0.621
l20 -17.497 0.34 -18.492 0.314 -15.382 0.28 -17.914 0.38
fr11 -4.4886 0.0656 -3.3816 0.0565 -6.3914 0.0654 -5.0226 0.0693
fr10 5.977 0.0368 5.1209 0.0304 6.8537 0.0421 6.2695 0.0398
fr2 1.5322 0.0288 1.6498 0.0271 1.5662 0.0289 1.528 0.032
Table 8-1: Difference between x-velocity parameter values for the first 200 and second 200 data sets of Locations 1 and 2. 
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Figure 8-1: Location 1: Difference in regression coefficient function (shown one-
dimensionally for clarity) between the first 200 data sets and the second 200 data 
sets. 
 
 
 
  175
8.1.1 Change with time of the X-velocity regression coefficient function of the 
Location 1 data set 
In Section 8.1 above it was clearly seen that for Location 1 the regression coefficient 
changed significantly between the first 200 data sets and the second 200 data sets.  
To simplify showing the comparison between the first 200 and second 200 data sets, 
the correlation length (that changed with direction from the point the correlation was 
taken from) needed to be plotted rather than the regression coefficient kernels. Two 
regression coefficient kernels (that are slightly different) plotted on top of each other 
would be confusing to follow (Figure 5-2 shows a plot of a regression coefficient 
kernel).  
The correlation length for a single term correlation function is the inverse exponent of 
the exponential term (i.e. ‘b1’ in 1
'
b
xx
e
−
). If x-x′ are a unit distance apart the exponent 
of 1
'
b
xx
e
−
 is equal to the correlation length. This means that for equation (5.14) the 
correlation length can be found by choosing two points that are a unit distance apart 
and evaluating the (negative) inverse exponents A and B of equation (5.14). This was 
completed for the range of ‘xr’s’ and ‘yr’s’ (see Figure 5-5 above) so that correlation 
length was calculated for the range of points in all directions. Then, the ‘xr’s’ and 
‘yr’s’ (see Figure 5-5) were related to their values of ‘xc’ and ‘yc’ (see Figure 5-4) 
using the calculated angle for ‘c’ of Arctan (-0.14) (or about 8º to the bed) so the 
direction could be calculated for the correlation length. 
As equation (5.14) has two parts that are added together, the total correlation length 
was obtained by addition of these two parts. Plots of the differences at 0.1, 0.5 and 0.9 
depth are shown in Figure 8-2 for Location 1 and Figure 8-3 for Location 2. 
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Figure 8-2: Location 1 – Regression coefficient correlation length changes 
between the first 200 data sets and the second 200 data sets for the x-velocity 
correlations 
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Figure 8-3: Location 2 – Regression coefficient correlation length changes 
between the first 200 data sets and the second 200 data sets for the x-velocity 
correlations 
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The plots shows that at Y1 = 0.1 d the correlation lengths between the first 200 data 
sets and the second 200 data sets for Location 1 were significantly different but for 
Location 2 the correlation lengths were very similar. However for Y1 = 0.9 d the 
situation is reversed while at Y1 = 0.5 d they are quite similar in both locations. This 
meant that for both locations the data statistics have not converged and are unlikely to 
have converged if another 400 data sets were analysed. Without further data, it is not 
possible to assess the frequency that changes in correlation length, as shown in the 
Location 1 and 2 plots (Figures 8-2 and 8-3), occur.  
The change in correlation length is quite significant for practical purposes. As already 
stated, the model would be useful to assess forces on a rock groyne. Having an eddy 
that is 20% larger, even with the same velocity, will mean considerable more force on 
an individual rock on a groyne.  
 
8.1.2 Detailed examination of Location 1 correlation lengths with time 
The fact that the data did not converge raised the issue of time based regression 
coefficient functions. As the data sets did not converge it is evident that the regression 
coefficient function changed significantly with time and for considerable periods of 
time. Therefore an analysis was undertaken in more detail to examine parts of the data 
set to see if there were patterns of change or whether the change was random.  
To best express the changes in regression coefficient function, the correlation lengths 
on the main axis of the ellipse of the regression coefficient function for the sets of 
data were calculated. Initially, the data sets were further subdivided into sets of 100. 
This gave the following result as shown in Table 8-2.  
Examination of this table clearly shows that the correlation lengths were related, with 
the average of the 0 to 99 and the 100 to 199 data sets, being close to the average of 
the 0 to 199 data sets. However, changes could still be regarded as random as the 
correlation length changes for the data set ranges of 100 were almost within one 
standard deviation of their mean. 
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Data set range Correlation 
length/depth 
Data set range Correlation 
length/depth 
0 to 199 0.5901 0 to 99 0.6179 
  100 to 199 0.5575 
200 to 399 0.4577 200 to 299 0.4632 
  300 to 399 0.4504 
Table 8-2: Correlation length on the main axis of the regression coefficient 
function for different portions of the Fr1, Location 1 data set at Y1 = 0.1 d. 
 
Therefore the data was further subdivided into sets of 50, 25, 10, 5 and 2. These 
showed that the formula changed considerably between sections of data with the 
results being shown in Figures 8-4 and 8-5 below. 
Figure 8-4 showed that dividing the data sets further follows similar patterns in that 
the mean correlation of subdivided sets closely equals the correlation of the original 
set, i.e. the mean correlation of sets 50 to 74 and 75 to 99 equals the correlation length 
of the set 50 to 99. It appeared that the change in correlation length was random, as 
the maximum deviation from the mean for the data, in sets of 25, was 1.4 standard 
deviations from the mean.  
With further subdivision, see Figure 8-5, the data sets still showed randomness in the 
correlation length, except in data sets 40 to 50 where there was a very large increase 
in correlation length to a value of 1.48, (2.4 standard deviations from the mean) well 
above the value of the data sets 20 to 29 which is 0.34. Dividing the data further 
again, into sets of five over the 35 to 50 range, showed that the correlation length was 
followed upwards over two data sets of five each (those between 40 and 45 and 45 
and 50), but only partially with values of 0.84 and 1.13 for the 1.48 value of data set 
of 10.  
However, the pattern became random again when the data sets were divided into sets 
of two and compared to the results using data sets of five (Figure 8-5).  
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Figure 8-4: Correlation lengths on the main axis for various parts of the Fr1 
Location 1 data set; data in sets of 100, 50 and 25 (Note: the data of 0 to 100 is 
plotted at 50, and 50 to 99 is plotted at 75, etc.) 
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Figure 8-5: Correlation lengths on the main axis for various parts of the Fr1 
Location 1 data set; data in sets of 25, 10, 5 and 2. (Note: the data of 0 to 25 is 
plotted at 12.5 and 10 to 19 is plotted at 15, etc.) 
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8.1.3 Explanation of change in correlation length and discussion 
Examining the detail of the data analysed showed that the high correlations shown in 
Figure 8-5 were a result of the large change in velocities between adjacent data sets 
e.g. data sets 40 and 41 as shown in Figure 5-1. This can be seen in Figure 8-6 that 
plots the change in average velocity against the correlation length. 
The highest correlation length of 1.8 depths was from data sets 40 and 41, as shown in 
Figure 5-1. The correlation therefore was a result of the change in velocity between 
data sets. 
There was little correlation between the same data points from the two data sets 
collected consecutively, (one second apart), as the correlation coefficient comparing 
the same points between data sets 40 and 41 in Figure 5-1, was only 0.12. The same 
calculation on the next two data sets, numbers 41 and 42 gave a correlation coefficient 
of -0.11.  
A plot of the correlations of the mean velocity of all the points in a data set (about 
5000 points for each set) using all the data sets of Location 1 is shown in Figure 8-7. 
This shows no correlation between adjacent data sets, which was to be expected as the 
fluid had moved (in the 1 second between PIV photographs) about 7.5 times (76 cm) 
the width of the data set (which was about 10 cm).  
The correlation for one row was examined (using data sets 40 to 59 of Location 1). 
The result shown in Figure 8-8 indicates there was a small amount of correlation 
especially between the average velocities of adjacent data sets at Y1 = 0.1111 depth. 
Thus, the structures at this level lasted for a few seconds otherwise there would be no 
correlation. Also using data at one depth meant that individual structures (or eddys) 
will have more effect on the result compared to using the whole data set as it 
contained many structures (or individual eddys) over the whole depth. 
The increase in correlation length for the data sets 40 to 49, as shown in Figure 8-5 
was due to the average velocity of the data sets dropping gradually by over 10% from 
0.83 m/s to 0.75 m/s between the data sets 40 to 49 as shown in Figure 8-9. This drop 
was even more pronounced if the velocities from data sets 40 to 49 at a depth of 
0.1111 d were examined. Here, the velocity dropped from 0.74 m/s to 0.55 m/s, a drop 
of 26% as shown in Figure 8-10. 
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Figure 8-6: Relationship between correlation length and difference in adjacent 
data sets mean velocities. 
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Figure 8-7: Correlation coefficient for average data set velocity verses difference 
in the number of the data set. 
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Figure 8-8: Correlation coefficient for average row velocity at Y1 = 0.1111 depth 
verses difference in the number of the data set. 
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Figure 8-9: Average x-velocities with for whole field for data set numbers 25 to 
75 of Location 1. 
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Figure 8-10: X-velocities at Y1 = 0.1111d with data set number 
 
  184
However, examination of Figure 8-9 and Figure 8-10 shows that the change in 
velocity could be random. But this may not be the case. 
A possible reason for the velocity not being random was that a cycle of a turbulent 
burst and sweep could have caused a drop in velocity over the 10 data sets, or about a 
10 second period. To check this possibly, the time between the photograph pairs was 
compared with the estimated period of the bursts using the existing literature.  
The thesis of Lennon (2004) does not state the time between the pairs of photographs, 
although personal communication Lennon (2007), would indicate that it would have 
been about 1 second, and unlikely to have been at the higher rate of 8.5 per second as 
indicated from personal communication Younkin (2007).  
8.1.3.1 Period of turbulent bursts 
This time step of 1 second can be compared to the turbulent burst period by using the 
formula for flat bed data given by Raudkivi (1997) of                   where δ was the 
boundary layer thickness, Vmax was the maximum free stream velocity and T was the 
bursting period. This formula was modified by Nezu and Nakagawa (1993) for open 
channels to                          where d was the depth of flow or the depth of the 
boundary layer, that gave a range of bursting period between 0.06 s and 0.12 s or a 
spacing of 0.043 m to 0.086 m. Another formula for the burst period was by Cao’s 
(1997)                  , where U* is the shear velocity and ν is the kinematic viscosity gave 
a period of 0.08 s or a spacing of 0.06 m. (This meant that a turbulent burst should be 
seen in every data set of Location 1 or 2 or about every 0.06 m.) 
This meant that as the turbulent bursts were much more frequent than the data and one 
or two should be on all 400 data sets for all 11 locations and therefore a turbulent 
burst or sweep was not responsible for the gradual drop in velocity over the data sets 
40 to 49.  
However, it was likely that if more data sets were obtained, in the period between the 
data sets from 40 to 49 were collected, they may not show an overall decrease in 
velocity and such a high correlation length. Unfortunately, the data was not spaced 
close enough in time to show this and this theory is conjecture at present.  
2
*
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U
T ν=
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Conversely it was possible that this drop in velocity was due to a larger time scale 
structure. Therefore, examination of data spaced more closely in time would prove or 
disprove either of these conjectures and would be the subject of further work. 
Turbulent bursts and sweeps would only be able to be shown if a data set was 
collected with a much finer scale in both space and time than the present data. In this 
case it is likely that considered there would be considerable changes in regression 
coefficient function and would require some form of non-random time based changes 
of the function. It is noted here that the work of Aubry et al. (1988), as described in 
Pope (2000), ‘had some success in describing qualitatively … the phenomenon of 
bursting’ so it could be possible to develop non-random time changes.  
8.1.4 Effect on correlation length 
To show the effect of a change in correlation length, the regression coefficient 
analysis is shown by data sets 40 to 49 are plotted in Figure 8-11.  The best fit for the 
data set of Figure 8-11 is shown in Figure 8-12. 
However as discussed in section 8.1.3, it is important to note that a correlation such as 
shown in Figure 8-11 would be necessary to reduce the velocity by 14% over a short 
time. As changes in the average flow velocity of 20% could occur frequently, as 
shown by this data set. Change in velocity of this magnitude would also occur on 
rivers where the turbulent bursts and sweeps lead to boils and kolks that are much 
larger structures and have larger time periods than turbulent bursts as they are 
associated with dunes and bars in the river. These structures would necessitate a time 
based regression coefficient function rather than a static regression coefficient 
function, that could show very large correlation lengths, possibly even greater than 
that shown by Figures 8-11 and 8-12.  
However it is possible the converse could be true and such structures could occur in 
data sets with lesser correlations similar to the plots for data sets 20 to 29 (Figures 8-
15 and 8-14) or the whole data set (see Figure 5-12) with much smaller structures that 
are more typical of the Location 1 data set or Figure 5-2.  
This highlights the possible changes that can occur if more detailed time based 
correlations are undertaken. Therefore, further research is necessary to determine 
whether more detailed time correlations are important in determining the likely 
maximum forces on a structure such as rock rip-rap. 
  186
 
Figure 8-11: Regression coefficient plot of Location 1 data sets 40 to 49 at y = 
0.11111d 
 
Figure 8-12: Best Genstat fit to Location 1 data sets 40 to 49 at y = 0.11111d 
 
Figure 8-13: Regression coefficient plot of Location 1 data sets 20 to 29 at Y1= 
0.11111d 
 
Figure 8-14: Best Genstat fit to Location 1 data sets 20 to 29 at Y1 = 0.11111d 
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8.1.5 Sediment Entrainment 
The process of bursts and sweeps on the river bed was recognised by Sutherland 
(1967) in his work on the entrainment of sediment from the river bed. Entrainment 
and further work in this area is discussed in Nezu and Nakagawa (1993) and relates 
mainly to the structure of the river bed itself from the water flow turbulence.  
Therefore as discussed in the introduction to Chapter 9, the new model, by modelling 
the flow structure better could provide better predictions of the likely turbulent 
fluctuations of velocity on the river bed and so improve the assessment of entrainment 
of sediment from the river bed. The entrainment of sediment leads to the development 
of river bed bar structures in addition to the forces on structures. The new model 
would also provide good information on the flow around river bed structures and 
improve the assessment of their movement and also the resistance to flow around 
them. 
Such work would necessitate a PIV using a very fast time step so that the turbulent 
bursts and sweeps would be included in the new model. This does have its difficulties, 
and the investigation would need to ascertain how close together photograph pairs 
need to be taken. From the above analysis the frequency of turbulent bursts is around 
0.1 s so the time step between pairs of photographs would need to be much faster than 
this. This may necessitate the use of several layers of PIV, one for large structures and 
one for the small structures, which have been analysed in the field of microfluidics, 
see Wereley and Meinhart (2003) .  
8.1.6 Change in variance of the flow for the data sets of Location 1 
As part of this analysis, the correlation of the water flow, or, in this case the standard 
deviation, or Urms (u’), also needed to be calculated to indicate the size of the 
velocity fluctuations associated with the change in structure size. 
The standard deviation is shown for the data sets 20 to 29 and 40 to 49 (together with 
the mean of data sets 0 to 99) in Figure 8-15. 
This showed there was large difference in Urms in the lower parts of the flow in data 
sets 40 to 49 compared to the average Urms. Also the lower part of the data sets 20 to 
29 was low compared to the mean. This was not apparent in any of the other data sets 
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which are closer to the mean, except for data sets 70 to 79 which are shown in Figure 
8-16. 
Note that in this case the data from 60 to 69 was below the mean. It was also noted 
that while the Urms for 70 to 79 is well above the mean, the size of the structure is 
close to the average, as shown in Figure 8-5. 
If  Figure 3-10 is examined, both these regions with high u′ were where the velocity 
increased or decreased significantly compared to the average changes, i.e. there was a 
change in mode from a lower velocity to a higher velocity or vice versa, therefore, u′ 
may also change with change in correlation length. 
It is also noted here that these Urms profiles were not standard in Location 1, 
compared to the Universal Law of Turbulence (Nakagawa et al. 1975). This was 
discussed in Lennon (2004) and also above in section 3.6.1 and shown in Figure 3-5. 
As discussed above, the probable reason that the data did not match the standard 
profile was that it was just upstream of the jump and the effect of the subcritical flows 
downstream in the jump were affecting the flow characteristics in the supercritical 
region upstream as it was just about to change to subcritical flow. Investigation of this 
effect is beyond the scope of this thesis.  
This does show the abilities of the new model as present models may not show these 
unusual turbulence properties. 
However it is noted here that a formula for the change in Urms with position in the 
flow needs to be developed for the integral equation that needs to be solved to derive 
the eigenfunctions and eigenvalues.  
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Figure 8-15: Urms (u’) for data sets 20 to 29, 40 to 49 and 0 to 99 
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Figure 8-16: Urms (u’) for data sets 60 to 69, 70 to 79 and 0 to 99. 
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8.2 Model Validation 
The model validation was done on the kernel as this was the most difficult part to 
develop. The validation did not include the velocity fluctuations, u’. Including these in 
the calculations would be a very simple matter of multiplying the results by the value 
of u’ at the depth in the flow where the calculation was being made.  
The validation of the kernel was undertaken in several stages. Initially the parameters 
from the first 200 data sets of location 1 were used to generate 30 sets of 200 data 
sets. The parameters of these 30 data sets were compared to the parameters of the 
second 200 data sets to see how likely the parameters of the second 200 data sets 
would occur. This was followed by generating a model using the parameters of all 400 
data sets of location 1. Several of these were generated and then the parameters for the 
first and second halves compared to see if they varied in a similar manner to location 
1’s data. Finally the set of 400 data sets was divided further into data sets of 100, 50 
and 25 and analysed to see if the correlation length varied in a similar manner as the 
location 1 data as shown in Figure 8-4 in section 8.1.2. 
 
8.2.1 Validation using the first 200 data sets from location 1 
The data driven model was initially set up to generate 200 data sets from the 
parameters of the first 200 data sets of location 1 of Fr1.  From the discussion in 
section 8.1 it was expected that it would not be possible to obtain similar properties to 
the parameters from the second 200 data sets of location 1 as the properties of both 
halves were found to be significantly different as shown by Figure 8-1.  
The validation was undertaken using correlation length. The location 1 data lengths 
were given in Table 8-2. It was thought that 30 runs generating 200 data sets using the 
parameters of the first 200 data sets of location 1 would suffice to see how likely the 
parameters of the 200 sets of location 1 data would occur. As a test, using 3 standard 
deviations was considered appropriate giving a 99.5 % significance level. This was 
well above the standard 95 % significance level used in most tests of this nature.  
However first when the model was run the data generated did not have the same 
parameters as those input into the model. Using correlation length, (and not 
examining each parameter), the results are shown in Table 8-3. 
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Location 1 
Data set  
Correlation 
length/depth 
Generated 
Data  
Correlation 
length/depth 
0 to 199 0.571 200 data sets 0.478 
Table 8-3: Difference in correlation lengths in one-dimension for the first 200 
data sets of location 1 and the data driven model at Y1 = 0.1 d. 
 
This was investigated and it was found that the model gave the correct parameters if 
each kernel was run separately.  When this was done, it was found that about 40 roots 
were necessary for the outer kernel but about 500 roots were necessary for the inner 
kernel. These values reflected the number of roots necessary to give over 99 % of the 
energy as shown in Table 6-1. Therefore the model was run with 500 roots to given 
the values in Table 8-3. The contributions to the total correlation length from each 
part of the generated kernel compared to the location 1 kernel are given in Table 8-4. 
 
 Location 1 
Kernel 
Correlation 
length/depth 
Generated 
Data 
Correlation 
length/depth 
Ratio of 
Generated to 
actual 
Outer 
Kernel 
0.541 0.478 0.817 
Inner Kernel 0.03 0.036 1.20 
Table 8-4: Comparison of location one inner and outer kernel with generated 
inner and outer kernel at Y1 = 0.1 d. 
This meant that there was either a numerical error in the code or there was a 
numerical problem with the method. However, it was decided at this stage, that even 
though there were differences the results were reasonably similar, and therefore they 
could be used as a comparison to investigate how well the model was simulated the 
turbulent characteristics. It would also allow observations to be made about the nature 
of the location 1 data.  Therefore to do a comparison between the generated data and 
the location 1 data, both were normalised in terms of each one’s correlation length and 
then using the 3 standard deviation test was applied. The results are given in Table 
8-5. 
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 Location 1 
Data set 
Correlation 
length/depth 
Generated Data 
Correlation 
length/depth. 
Mean of 30 sets 
of 200 data sets 
Standard 
Deviation 
(SD) of 30 
sets of 200 
data sets 
Generated data 
Mean - 3 SD’s 
First 200 data 
sets 
0.571 0.478 ± 0.027 
. 
 
Second 200 
data sets 
0.447    
First 200 data 
sets 
normalised  
1 1 0.057 = 
0.027/0.478 
 
Second or 
generated 200 
data sets 
normalised  
0.783 = ratio 
of 
0.447/0.571 
  0.83 = 1 – 
0.057*3 
Table 8-5: Difference in correlation lengths (both actual and normalised) in one-
dimension for the first 200 data sets of location 1 and the data driven model at 
Y1 = 0.1 d. 
The results show that the second 200 data set parameters, which has a correlation 
length of 0.783 of the first data sets 200, cannot be simulated by generating 200 data 
sets using the parameters of the first 200 data sets (three standard deviations from the 
mean is 0.83). This confirms the analysis that the data has not converged as discussed 
in 8.1.2. 
  
8.2.2 Validation using the all 400 data sets from location 1 
It was thought that the data may have converged using 400 data sets and therefore 
further analysis was undertaken to investigate whether this was the case. Data was 
generated using the parameters from all 400 data sets. This was then divided into 2 
sets of 200 data sets to see if the correlation length changed by 21.7 % as it did for the 
location 1 data. This was done for 2 runs and the results are shown in Table 8-6.  
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Location 1 Data  Generated Data  
0.783 Run 1 0.893 
 Run 2 0.798 
Table 8-6: Ratio of Correlation length first 200 data sets to second 200 data 
sets/depth for location 1 data and 2 runs of generated data  
The results show that for generated 400 data sets the correlation length between the 
first 200 and second 200 data sets can change by over 20 % (the two values in Table 
8-6 are 10.7 % (using 0.893) and 20.2 % (using 0.798) respectively). This was close 
to that of location 1 that had a difference of 21.7 % (using 0.783). Therefore it is 
likely that the model can give the variation in correlation length between the two 
halves of the 400 data sets.  
More data sets could have been generated however it was thought that the variation in 
correlation length between the first 200 data sets and second 200 data sets was shown 
well with 2 sets of 400 data sets and that analysis of further generated data sets was 
not required. 
 
8.2.3 Analysis of further division of generated data sets 
After examining this result, it was decided to undertake a more detailed investigation 
dividing the data set into smaller numbers of data sets as was undertaken in section 
8.1.2 with the results shown in Figure 8-4. The 400 generated data sets were further 
divided into sets of 100, 50 and 25 data sets. The results are given in Figure 8-17 and 
show that the location 1 data shows much more variation in correlation length than the 
generated data. 
The probable reason for the lesser variation of the generated data sets was that there 
was a major difference between the generated data sets and those of location 1. The 
generated data sets are purely random and any one data set does not have any time 
dependence upon the previous data sets. This was not the case for the location 1 data 
as they were about 1 second apart and therefore was some dependence upon the 
previous data. This dependence was on the size of the structures, i.e. the correlation 
length changed, and is different to the analysis undertaken for Figure 8-7 and 8-8 
analysing the correlation of the average velocities (Figure 8-7) and the velocity at a 
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certain depth (Figure 8-7) between adjacent data sets. The latter figure shows that 
there was some correlation of velocity for several seconds at a depth of Y1 = 0.1 d.  
Therefore it can be concluded that as there are much larger differences in correlation 
length with smaller numbers of data sets in the location 1 data than in the generated 
data, there must be some time dependence between these smaller numbers of data 
sets. Therefore the turbulent structures are gradually changing in size over the 
duration of the Location 1 data sets.  
Again in this case, more data sets could have been generated and analysed but this 
was not warranted as these two data sets showed properties significantly different 
from location 1.  Also to obtain a better comparison there would need to be many sets 
of laboratory data analysed, as in this case there was only one set and it is not known 
whether the properties have converged. This could be undertaken in further research.  
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Figure 8-17: Normalised correlation lengths – top, location 1 data (Figure 8-4 
normalised); middle and bottom, generated run data 
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8.3 Higher order statistics 
The new model developed a field that was characterised by a mean, variance and 
regression coefficient function. This field can be classed as a stationary Gaussian 
process, Pope (2000) p 72. In the analysis of higher order statistics of turbulent flow, 
Pope, (2000) p72 and Pope (2000) p256 showed these differed from Gaussian values. 
The Gaussian value of skewness (the third order statistic) is 0 and kurtosis (the fourth 
order statistic), in this case, the true kurtosis, is 3.  The higher order statistics for 
turbulent flows are undertaken by normalising the velocity derivative moments 
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Where Mn is the higher order statistic, M3 is velocity derivative skewness and M4 is 
velocity derivative Kurtosis.  
Analysing data from Location 2, the 18th row of data for all 400 data sets showed that 
the velocity derivative kurtosis is 5.019 and the velocity derivative skewness was 
0.0376. These values were not Gaussian and compared well with the data of Van Atta 
and Antonia (1980), presented in Pope (2000) p256, who analysed data with a large 
range of Reynolds Numbers and found shows that the velocity derivative kurtosis (K) 
increases with increasing Reynolds Number as K ~ Rλ3/8.  
A set of generated data of 400 data sets of the same dimensions and at 0.5 of the depth 
(i.e. the same as the 18th row, as there are 36 rows in the Location 1 data set) using the 
statistics of Location 1 was also analysed and gave values of 3.076 for the velocity 
derivative kurtosis and 0.00343 for the velocity derivative skewness which are very 
close to Gaussian values of 3 and 0. If a much larger sample was generated the values 
of skewness and kurtosis would be even closer to the Gaussian values. 
The values of velocity kurtosis and velocity skewness were also calculated, as the 
velocities are what the model calculates. The results showed that the Location 1 data 
had a velocity kurtosis of 3.63 and a velocity skewness of -0.294 while the generated 
data using Location 1 statistics had a velocity kurtosis of 3.019 and a velocity 
skewness of 0.0074 or values very close to Gaussian values of 3 and 0. 
The differing values of these quantities meant that the field was not a true turbulence 
field and further work is necessary to develop a field that gives these properties. 
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Therefore the effects that the increased kurtosis has on the velocity field need to be 
investigated as it may have significant effects on the likely maximum velocities and 
forces on a rock groyne. In addition, the results of such a study on kurtosis would aid 
scaling turbulent velocity fields built from PIV data of scale models, say, in the design 
of rock groynes, into velocity fields of full prototype models. 
The value of 3.63 for the actual kurtosis compares well with the data of Nikora and 
Smart (1997) which shows that the actual Kurtosis of river flow varies over the flow 
profile. Further analysis is needed in this area and also the changes in the values of 
velocity derivative kurtosis, especially the effect of Reynolds Number on their values. 
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Chapter 9                 
Future work and model development and conclusions 
The new data driven model has highlighted a weakness in present turbulence models 
that are based on the Navier-Stokes Equations. The present turbulent models all have 
made assumptions in the Navier-Stokes equations or approximate models (e.g. Sub-
grid models in LES) to reduce the computation. Therefore, the models do not give 
good turbulence properties in many areas of flow, especially areas where complicated 
patterns occur, as these assumptions cause large discrepancies in the flow 
characteristics between the model and measured turbulence.  
For example Figure 2-1 shows quite marked differences in very recent work on LES, 
the most sophisticated model available other than the DNS of the Navier-Stokes 
Equations. The model derived in this research will give better turbulence properties 
than the model shown in Figure 2-1 as it uses the actual measured values of u’ and 
measured size of the turbulent structures.  
There were also problems with modelling turbulent structures even with detailed LES 
models, as outlined in Nezu and Nakagawa (1993). The first Direct Numerical 
Simulation by Kim et al. (1987) was motivated by poor results from an earlier study 
using LES, where the spacing of low-speed streaks was incorrect, at nearly 2.5 times 
the experimental values. 
The new data driven model if applied to the Kim et al. (1987) data will provide a 
correct mathematic description of the overall flow properties. However, the new data 
driven model is not based on the physics of the flow; rather, it is a mathematical 
description, using methods that are very similar to the Navier-Stokes models, of the 
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whole flow field that gives better overall properties.  The data driving tailors the 
mathematics to make the velocity field better fit the overall flow properties. 
Therefore, models based on the turbulent structures and fluctuations have very 
useable benefits, as in obtaining the correct properties of the fluid turbulence it will 
provide very good data for use in design of structures in the water flow.  
To undertake a design with this data driven model, such as a rock groyne, it would 
need to be physically modelled, PIV measurements undertaken and analysed and 
finally a model built.  
Close examination of the data and even deriving larger data sets will provide valuable 
information on the changes in velocity and therefore changes in bed shear stress on 
structures within the water flow. 
The new method could also be applied to the entrainment of bed material in a 
moveable bed situation where particles can be dislodged from the bed by the fluid 
forces Nelson et al. (2001). As Nelson et al. (2001) states, the forces are dynamic and 
vary with time and the new method could be used to obtain these local peaks. The 
result would be much more useful than the present methods that give the shear stress 
averages, such as the Shield’s Criterion Shields (1936), with a safety factor to allow 
for these peaks, though Shield’s work was based on experiments measuring under 
what conditions the entrainment of particles occurred by the fluid on a uniform bed.  
However, in the use of this new data driven model for practical situations, the model’s 
weaknesses need to be presented and discussed. These are the basis for future work.  
 
9.1 Model Weaknesses 
There are several main areas of weakness in the model that need development or 
investigation. 
These are: 
1) Accuracy of structures 
2) Data set convergence and time based correlations. 
3) Higher order statistics 
4) Development of a three-dimensional model  
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5) Development of generic models 
6) Scale models 
 
9.2 Accuracy of structures 
The model will give good values of the turbulent fluctuations, u′, however the 
regression coefficient function was calculated by a best fit to the data and the R2 
values ranged from just below 0.7 to over 0.9. This means that there will be 
weaknesses in the size of the structures. Further work is necessary to evaluate this 
effect especially in areas of flow where the R2 value is less than 0.7. 
A development of a better regression coefficient function, having more than 64 
operands, as limited by the Genstat analysis, would improve the R2 values. Also, 
using different values for Fr1 in the negative direction for the regression coefficient 
function to allow for the wakes in the wake region in the upper half of the flow as 
raised in section 5.2.4 would improve the R2 values. A sensitivity analysis is 
necessary to investigate the effects of the regression coefficient function not being 
exact. 
Another way to improve the analysis is to modify the ellipse function to another 
power. An analysis raising the power of the denominators and numerators in the 
ellipse equation from 2 to 2.5 would improve the fit of the regression function. 
Finally the model validation showed that 500 modes are needed to give good 
properties and flow structures. This is computationally poor and ways to reduce this, 
especially for the inner kernel are necessary.  
9.3 Data convergence, time based correlations and higher order statistics 
The data convergence and time based correlations were discussed in Chapter 8. This 
concluded that the data had still not converged, which was verified by the model 
validation that built a model using the parameters of first 200 data sets of location 1 
and check them against the parameters of the second 200 data sets. This showed that it 
was not possible replicate the parameters of the second 200 data sets. However if a 
model using 400 data sets was developed it did show that the variation shown by the 
location 1 data, between the first 200 data sets and second 200 data of the generated 
data could be obtained. However if the data was divided further the variation in the 
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properties of the location 1 data could not be generated by the new data driven model. 
This meant that there needed to be time based correlations in the model.  
A way to begin time based to correlations is to examine the concept of ‘frozen 
turbulence’. This is discussed in section 9.3.1. 
9.3.1 Time correlations using the concept of ‘frozen turbulence’ 
As the new model only calculates snapshots of velocity field, initially it may be 
possible to build a time based model using the concept of ‘frozen turbulence’.   
Eddies calculated by the new model can be turned into time correlations using the 
concept of ‘frozen turbulence approximation’ or what is known as Taylor’s hypothesis 
(Taylor 1938). Therefore, it could be possible to build a model using the space 
correlations and turning these into time correlations using Taylor’s Hypothesis or 
‘frozen turbulence approximation’. 
The ‘frozen turbulence approximation’ is based on the assumption that the turbulent 
structures do not change (significantly) with time. (They do change with time as 
discussed in section 8.2.3 ). This means that the spatial co-ordinates of the eddys, as 
shown by Figure 6-1, can be turned into changes with time by using the mean 
velocity. Therefore, the frequency of each mode is the inverse of its length. 
This leads to a possible solution that any given mode can change in size due to the 
random nature of the flow, i.e. the ξ1n and ξ2n factors in equation (6.3). However, it is 
not clear how the change in ξ1n say, needs to be treated with time, and therefore this 
point highlights the need for time based correlations.  
 
9.4 Two and three-dimensional solutions and Three-dimensional PIV 
The analytical solution to the kernel developed in this thesis is for a one dimensional 
kernel. The basis for a two-dimensional kernel is discussed and a similar process can 
be used to develop a solution for a three-dimensional kernel.  
The covariance function for the flow field and also analytical solution were developed 
so to obtain a feel for how these changed over the domain. Numerical solutions for 
two and three dimensional data can be developed especially using neural networks 
(personal communication Kulasiri 2007). 
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To obtain three-dimensional data, three-dimensional PIV systems are available as well 
as three-dimensional PIV data sets. Therefore development of a suitable regression 
coefficient function from the data could be carried out with the resulting function 
being more complex than the two-dimensional situation analysed in this research 
because of the extra dimension.  
 
9.5 Scale models 
It has been mentioned above, the new data driven model could be used in the design 
of rock groynes and rip-rap. To undertake a PIV analysis would require a scale model 
of the groyne or rip-rap to be built.  
Using a scale model will mean that there will be scaling and Reynolds Numbers 
problems such as the velocity derivative kurtosis and kurtosis mentioned in section 
8.3. Such effects would need to be investigated and allowed for in this work. Scaling 
could be a significant problem as Reynolds Number similarity of eigenvalues and 
eigenfunctions occurs away from the viscous area (Liu et al. 1994) whereas the forces 
on structures such as rock groynes are in the viscous area or close to the bed surface 
of the flow. However in the scale model the water flow will be fully rough turbulent, 
(for a description of how this is achieved see Yalin (1971)), with no viscous sub-layer 
and therefore the flow processes in both the prototype and model will be similar and 
the eigenvalues and eigenfunctions will also have Reynolds Number similarities. 
However, it is important to remember in this case of the design of rock rip-rap, the 
flow field in the area near the rock surfaces is important and there may be viscous 
flow in places which will need to be assessed. A flow field can be built with the 
present new model in its one-dimensional form by choosing suitable positions to build 
a flow field to enable the calculation of the forces on a structure, though, using a two 
or three-dimensional will improve the results.  
Also the Reynolds Number similarity of Liu et al. (1994) has only been investigated 
for Reynolds Numbers up to about 30,000. In a river situation the Reynolds Numbers 
are well over 1 million. Therefore Reynolds Number similarity needs to be confirmed 
for much higher Reynolds Numbers which will mean experiments with large flows, 
possibly carried out in river beds to further test the validity of the undertaking scale 
models to develop the turbulent flow field.  
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This discussion is only the start of such work as further analysis may find other 
factors that are important, however the above discussion has been given to provide a 
basis upon which to begin using this new data driven model with scale models. 
 
9.6 Generic models 
Ideally this new data driven model would be able to be applied to many situations. 
However, at present, the new model is data dependent, as it can only be applied to the 
situation from which the data has been derived. For instance, if the Reynolds Number 
changes, the properties of the flow change, as shown in Figure 6-4 where there are 
two different curves for each eigenfunction, one for each Reynolds Number.  
The properties will also change in a similar manner with Froude Number. In addition, 
there are a range of conditions for both the Froude and Reynolds Numbers, e.g. for a 
given Reynolds Number there are an infinite number of different depths of flow (the 
velocity will be altered to give the same Reynolds Number), which will mean that the 
Froude Number will change. Therefore it is likely that the eigenvalues and 
eigenfunctions will be different for each case.  
Also, non-uniform bed-topography will add to the complexity of flow and therefore to 
the change in regression coefficient function around the topography. This needs to be 
undertaken for a very wide range of cases and would be very complicated to build a 
model that would handle all these situations. 
Therefore, a very wide range of studies needs to be undertaken before a generic model 
can be built that could be used to model general situations.  
However, at present, building a generic model is of secondary importance to the 
development of the technique to include time based correlations. Time based 
correlations are necessary to be evaluated so that the likely maximum forces, stresses 
and strains in a fluid and on a structure within the fluid can be calculated. 
 
9.7 Conclusions 
The analysis has developed a one-dimensional version of a new data driven model of 
turbulence that used the KL expansion to provide a spectral solution of the turbulent 
flow field based on analysis of Particle Image Velocimetry (PIV) turbulent data. The 
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analysis derived a 2nd order random field that will give better properties in areas of 
non-uniform flow and areas where flow separates than the present models, that are 
based on the Navier-Stokes Equations. The better properties are for all three main 
parameters, including turbulent fluctuations u’, the flow velocity and the size of the 
structures. The data driven model improves on the POD for a Galerkin projection onto 
the Navier-Stokes equations method to eludicate structures at a point and/or a given 
depth in the flow, extending it so that the structures are known over the whole flow 
field using a covariance function over the whole field. Applying the KL Expansion to 
the covariance function means that a 2nd order solution can be found for the whole 
turbulent flow field. 
The reason that the data driven model gives better parameters is that the models based 
on the Navier-Stokes Equations need assumptions to decrease the number of 
calculations to enable them to run on present day computers or super-computers. 
These assumptions reduce the accuracy of these models.  
The improved flow field of the data driven model is gained at the expense of the 
model not being generic. The model is only able to be used for the flow situation of 
the data. The reason that the model was not generic was that the analysis of the 
turbulence properties of the undular hydraulic jump could not be related to the surface 
waves which were the most definitive property of the hydraulic jump. This was an 
important conclusion as one of the aims of this project was to investigate the 
turbulence under surface waves in an open channel flow. 
The kernel of the data driven model for water flow had two parts called the outer and 
inner parts. The outer part had a much greater correlation length and was predominant 
in the lower half of the flow while the inner part had a much smaller correlation 
length and gradually became over the upper half of the flow.   
A comparison of the ratio of outer kernel to inner kernel and the ratio of turbulent 
production to turbulent dissipation showed that there was a visual correlation. This 
meant that the outer part of the kernel reflected the larger structures of the flow and 
contained most of the turbulent energy production while the inner part of the kernel 
reflected the smaller structures and associated with most of the turbulent energy 
dissipation. 
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The solution was developed a solution for kernels with changing variance and 
regression coefficient over the domain. The solution necessitated the use of both 
numerical and analytical methods. The analytical solution is calculated for each point 
and the solutions are numerically joined together to give the eigenfunction.  The 
eigenfunction value is used with the eigenvalue for the mode and position for the 
solution using the KL expansion. Also developed was a solution for the two-part 
regression coefficient kernel being the addition of the solution of each part of the 
kernel which was much simpler than originally derived. 
The model validation showed that 500 modes were needed to give good properties. 
This was not good from a computational view point and further work is necessary. 
This research also highlighted the need to assess the ability of models based on the 
Navier-Stokes equations to predict the size of structures. At present most studies only 
use mean velocities and the turbulent fluctuations to validate a models performance. 
The very small amount of literature that has undertaken such a comparison shows that 
there are significant differences between the modelled structures and the measured 
structures, which from the literature found where analysed from wind tunnel data and 
LES. This highlights the need to develop the data driven model so that it can be used 
for such analyses. 
The size of structures, in addition to velocities turbulent fluctuations, is important in 
the assessment of forces on structures in river beds and also gravel and sediment on 
river beds, Nelson (2001). In complicated areas, the data driven model will give a 
flow field with better turbulence properties than a Navier-Stokes based model, so it 
will give a better assessment of forces on structures. An application where this would 
be important is in the design of rock groynes and rock rip-rap. In these situations a 
physical scale model needs to be constructed and PIV undertaken. The PIV data can 
then be used in the new data driven model to build the turbulence field and assess the 
forces on the structure. 
The new data driven model needs to be developed from its present one-dimension to 
being able to model two and three-dimensional flow fields which will allow better 
assessment of the forces on structures. Time based correlations are needed as the 
present data driven model only provides instant realisations of the flow in the region 
being analysed. Further development is also required for the data driven model to use 
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PIV results from physical scale models, as scaling changes the Reynolds Number 
which in turn changes the 3rd order (skewness) and 4th order properties (kurtosis) of 
the flow field. 
Therefore the new data driven model complements present day models based on the 
Navier-Stokes equations by providing better results in complicated design situations 
where the Navier-Stokes equation based models will be weak. Further research to 
develop the new data driven model is viewed as an important step forward in the 
analysis of structures in rivers. Most bridge abutments are protected by rock rip-rap 
and many of the larger rivers in New Zealand, especially those giving protection to 
large cities, use rock groynes to provide the stopbanks with protection from erosive 
flows. An example of such a river is the Waimakariri River protecting Christchurch. 
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Appendix 1: Miscellaneous calculations 
 
A1.1 Notes on comparing friction coefficients – friction factor and skin friction 
coefficient 
There are two friction coefficients that can be assessed from data. The first,, uses 
Dean’s formula for flow in a two-dimensional rectangular duct called the skin friction 
coefficient. The second, is the standard friction coefficient from the text books, and 
called the friction coefficient. The formulae are as follows. 
The Skin Friction coefficient is, 
22/1 V
C wf ρ
τ=       (A1-1) 
and the friction factor is, from Chow (1957), formula 1-5 on p8, 
⎟⎠
⎞⎜⎝
⎛== 22 82/1
4
V
ghs
V
f wρ
τ
    (A1-2) 
where V is the velocity. Dividing (17) by (16) shows that fCf 4= . A similar ratio is 
obtained when values of these factors are calculated.  fC  is calculated from the Dean 
(1978) formula, 
25.0Re073.0 −= bfC       (A1-3) 
where ν
δ02Re Ub = , where δ  is the half height of the duct (equivalent to the full 
depth of an open channel) and f  is calculated from the Prandtl von Karman formula,  
8.0)log(Re03.21 −= f
f
     (A1-4) 
This gives a ratio of  fCf 82.3=  that is very close to the ratio of 4 as shown above. 
Thus, the two coefficients have a similar ratio from both methods which are quite 
different. 
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A1.2 Laminar sub-layer thickness verses surface roughness 
The Laminar sub-layer has a thickness of y+ =  5 or 0.027 x 5 = 0.135 mm. The 
surface of the laboratory flume used in the experiments was acrylic had a roughness 
value that been guessed at 0.0003 mm (the same as glass) which was well below this 
criterion hence it was regarded as smooth as stated by Lennon 2004, (p81).   
A1.3 Check of profile at d = 1 or y+ = 32. 
If Figure 7.16 of Pope (2000) is examined, it can be seen that the energy 
production/dissipation ratio drops off in depths greater than 0.6 of the total depth. This 
means that larger structures in the flow will be primarily due to the production of 
energy into the water flow from the bed. As this ratio was very large at low flow 
depths or near the wall (Y1 < 0.1) it is likely that the regression coefficient function 
may change near the wall. 
Analyses were undertaken of the data for d = 1 and 2 (or y = 0.027778h and 
0.0555556h, where ‘h’ is the depth) or y+ = 32 and 64 where y+ = the distance from 
the wall divided by the viscous length scale =
τ
ν
u
 where ν is the kinematic viscosity 
and τu  is the shear velocity or friction velocity = ρ
τ w  where wτ  is the shear stress = 
ghsρ  where g is the gravitational constant, ‘h’ is the depth and ‘s’ is the slope (m/m) 
and ρ  is the density kg/m3. In this case the slope was flat so the shear stress was 
estimated using the Prandtl von Karman equation (Keulegan, 1938) that relates the 
friction coefficient to the Reynolds number for a smooth surface which the flow is 
assumed to have. At this close distance to the wall there were no significant changes 
in regression coefficient function, as shown by Figures Figure A1-1 and A1-2 when 
compared with the plots of y = 0.11111h in Figure 5-2.  
 
  220
 
 
Figure A1-1: X-velocity correlation plot at y = 0.027778h (the lowest set of 
values) for the first (loc1) of the 11 fields. 
 
 
Figure A1-2: X-velocity correlation plot at y = 0.055556h f(the second lowest set 
of values) or the first (loc1) of the 11 fields. 
 
This meant that as the data set with the minimum y+ value of 32 did not enter the 
viscous sub-layer or the buffer layer region of the water flow (see Figure 7.13 in Pope 
(2000)), it therefore did not pick up the large changes in correlations that may occur in 
these areas that the literature, e.g. Kim et al. (1987) and Moser et al. (1999) indicated. 
This meant that the functions that are derived from the data could be weak in this 
regard. The correlations are shown in Table 5-1. 
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Appendix 2: Regression coefficient plots for data sets at 
Locations 2 to 11 
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Figure A2-1: Location 2, from bottom, y = 0.11111d, 0.36111d, 0.55556d, 0.75d 
and 0.94444d 
  223
 
Figure A2-2: Location 3, from bottom, y = 0.10171d, 0.33057d, .50857d, 0.68656d 
and 0.91542d 
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Figure A2-3: Location 4, from bottom, y = 0.11019d, 0.39669d, .55095d, 0.81541 
and 0.90356d 
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Figure A2-4: Location 5: from bottom, y = 0.10284d, 0.34281d, 0.51421d, 
0.75418d and 0.94272d. 
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Figure A2-5: Location 6: from bottom, y = 0.092939d, 0.29741d, 0.44611d, 
0.63199d and 0.81787d. 
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Figure A2-6: Location 7: from bottom, y = 0.11582d, 0.34747d, 0.54051d, 
0.77215d and 0.96519d. 
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Figure A2-7: Location 8: from bottom, y = 0.10115d, 0.32159d, 0.49085d, 
0.71088d and 0.88014d. 
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Figure A2-8: Location 9: from bottom, y = 0.11557d, 0.34672d, 0.53934d, 
0.77049d and 0.96311d. 
  230
 
 
Figure A2-9: Location 10: from bottom, y = 0.10885d, 0.33656d, 0.50798d, 
0.72569d and 0.90711d. 
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Figure A2-10: Location 11: from bottom, y = 0.09161d, 0.30536d, 0.45804d, 
0.67179d and 0.83974d. 
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Figure A2-11: Location 1: xy velocity regression coefficients for the first 200 data 
sets at Y1 (normalised depth) = = 0.11d, 0.36d, 0.55d, 0.75d and 0.94d. 
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Figure A2-12: Location 1: yx velocity regression coefficients for the first 200 data 
sets from Y1 = = 0.11d, 0.36d, 0.55d, 0.75d and 0.94d. 
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Appendix 3: Regression coefficient functions for 400 data sets for Locations 3 to 11. 
Parameter 
Location 2: values for 
the 400 data sets 
Location 3: values for the 
400 data sets 
Location 4: values for the 
400 data sets 
Location 5: Values for 
the 400 data sets 
Location 6: Values for 
the 400 data sets 
           
Value 
           
Error Value 
            
Error Value 
          
Error Value  Error 
          
Values Error 
Adjusted 
R2  0.867  0.886  0.681  .810  0.656  
a12 -0.416 0.00221 -0.22176 0.00212 -0.3565  -0.54623 0.00343 -0.2525  
A10 0.4521 0.00138 0.429385 0.000966 0.7264  0.65554 0.00169 0.3811  
l12 1.7707 0.0297 0.633 0.0168 2.61  1.7615 0.0535 3  
l11 -1.9952 0.0181 -0.7422 0.0113 -2.099  -2.5855 0.0326 -2.231  
l10 -0.45874 0.00333 -0.72468 0.00297 -0.596  -1.41104 0.00625 -0.9432  
l21 -11.339 0.526 -7.106 0.412 -11.58  21.31 6.24 -14.13  
l20 -16.599 0.31 -16.146 0.235 -32.64  -71.25 4.95 -24.28  
fr11 -5.7315 0.0636 -1.9017 0.0209 -4.312  -2.8498 0.0212 -1.907  
fr10 6.5641 0.0388 2.9715 0.012 3.489  3.1216 0.0134 2.234  
fr2 1.541 0.0288 1.7712 0.0273 1.705  1.984 0.123 2.309  
Table A3-1: Regression coefficient function parameter values using all 400 data sets for Locations 2 to 6. 
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Para-
meter 
Location 7: values 
for the 400 data sets 
Location 8: values for 
the 400 data sets 
Location 9: values for 
the 400 data sets 
Location 10: values for 
the 400 data sets 
Location 11: Values for 
the 400 data sets 
 Value Error Value Value Value Error Value Error Value Error 
R2  0.790  0.911 0.856 0.835  0.856  0.835  
a12 -0.32277 0.00276 -0.28611 0.32679 0.14677 0.00377 0.32679 0.00333 0.14677 0.00377 
A10 0.52023 0.00131 0.514452 0.49743 0.48839 0.00109 0.49743 0.00122 0.48839 0.00109 
l12 1.2764 0.0278 1.612 0.407 -0.563 0.0353 0.407 0.0179 -0.563 0.0353 
l11 -0.6939 0.0205 -2.1854 -0.3047 -1.841 0.0193 -0.3047 0.0163 -1.841 0.0193 
l10 -1.28719 0.00562 -0.61267 -1.20427 -0.86785 0.00424 -1.20427 0.00548 -0.86785 0.00424 
l21 -6.49 1.05 1.835 -14.55 -19.78 2.02 -14.55 1.39 -19.78 2.02 
l20 -24.294 0.656 -30.374 -17.246 -24.329 0.725 -17.246 0.468 -24.329 0.725 
fr11 -1.7601 0.0184 -3.1753 -0.1333 -2.1933 0.0156 -0.1333 0.0124 -2.1933 0.0156 
fr10 2.2879 0.0102 4.6776 1.46129 2.4929 0.0101 1.46129 0.00693 2.4929 0.0101 
fr2 2.1045 0.0597 1.768 2.7326 2.939 0.107 2.7326 0.0929 2.939 0.107 
 
Table A3-2: Regression coefficient function parameter values using all 400 data sets for Locations 7 to 11. 
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Appendix 4: Plots of regression coefficient functions 
Below are plots of the Correlation Distances over the undular hydraulic jump from 
Locations 2 to 11. Location 1 plot is shown in Figure 8-2. Note: these plots show the 
change in correlation distance with direction. 
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Figure A4-1: Location 1 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-2: Location 2 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-3: Location 3 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-4: Location 4 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-5: Location 5 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-6: Location 6 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-7: Location 7 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-8: Location 8 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-9: Location 9 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-10: Location 10 - Plot of correlation distances of the regression 
coefficient function. 
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Figure A4-11: Location 11 - Plot of correlation distances of the regression 
coefficient function. 
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Appendix 5: Organisation of MATLAB files and Genstat file 
The Matlab .m files are in two areas. These are data analysis and the data generation. 
The Genstat file undertakes the analysis of the regression coefficient files to find the 
values of the parameters for the regression coefficient formula. 
 
5.1 Data analysis 
The main data analysis files are, Input_variables, Readincsv2array_files_cull, 
Correlationxy_calc_x_11pii_all and Array2xii_xyzGenstat. These are shown in detail 
on the following pages. 
There are other Matlab routines for plotting the regression coefficient analysis and 
also calculating and plotting the root mean squared values of each point in the data set 
but these are not given. There are also routines to plot the mean velocities and also 
individual data set vectors and streamlines, but these are also not given. 
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Input_variables.m. This file inputs the data set dimensions and other factors for each 
location.  
 
%Input variables 
x=120 
y=36 
xr=60 
d=4 
Ar_start=0 % Assumes using the first data set.  
Ar_finish=199% Assumes finishing at the 200th data set. 
An_start=0 
An_finish=199 
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Readincsv2array_files_cull.m This file reads in the data files, which have been 
changed to csv format, into Matlab. This includes a routine to cull out points above 
the measured water surface. The file for reading in the data for Location 5 has been 
chosen to show the culling routine. 
 
%This m file loads as many csv files from the current directory as you 
%specify  
x=117; 
y=59; 
for xall=1:x 
ylevel(xall) = floor((-0.0188*(41.28644+16/185.1*(xall-
1))^2+1.7728*(41.28644+16/185.1*(xall-1))-36.576)*185.1/16); 
end 
ymax=max(ylevel) 
for n=Ar_start:Ar_finish 
    if n<10 
    Loc5(:,:,n+1-Ar_start)=csvread(['CONV6-30-03-LOC_05-
2ndCond0000',num2str(n),'a.csv'],1,2); 
    elseif n<100 
    Loc5(:,:,n+1-Ar_start)=csvread(['CONV6-30-03-LOC_05-
2ndCond000',num2str(n),'a.csv'],1,2); 
    else 
    Loc5(:,:,n+1-Ar_start)=csvread(['CONV6-30-03-LOC_05-
2ndCond00',num2str(n),'a.csv'],1,2); 
    end 
end 
for o=Ar_start:Ar_finish 
for n=1:ymax 
Array_Loc5x(1:x,n,o+1-Ar_start)=Loc5(x*(n-1)+1:x*n,1,o+1-Ar_start); 
Array_Loc5y(1:x,n,o+1-Ar_start)=Loc5(x*(n-1)+1:x*n,2,o+1-Ar_start); 
end 
end 
% Cull out points above the water surface. Use equation from fits on graphs 
% in spread sheet  
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% 'CONTINUITY check and average_yline_perspective_Fr1_Loc1_Loc11.xls'. 
for  culld=Ar_start+1:Ar_finish+1  
for    cullx=1:x 
for    cully = 1:ymax 
    if cully > ((-0.0188*(41.28644+16/185.1*(cullx-
1))^2+1.7728*(41.28644+16/185.1*(cullx-1))-36.576)*185.1/16); 
        Array_Loc5x(cullx,cully,culld)=0; 
        Array_Loc5y(cullx,cully,culld)=0; 
    end 
end 
end 
end 
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Correlationxy_calc_x_11pii_all.m. This file undertakes the regression coefficient 
correlation analysis and plot in the ‘x’ direction velocities. There are similar routines 
for the ‘y’ direction velocities and also the ‘xy’ (the ‘x’ direction velocities against the 
‘y’ direction velocities) and ‘yx’ (the ‘y’ direction velocities against the ‘x’ direction 
velocities). This routine could be improved for larger data sets to speed it up. 
 
%This makes an array of the correlation function of the "x-velocity" from 
% a point in an array of PIV data. It uses only 2 columns (these are 
% x-lines in the PIV data or lines of uniform depth (y) 
%First it does the y lines from a specified line  
% which in this m file is the "d"th line. 
%file size is "x" rows (this is the lengthwise scale of the flow) 
% and "y" columns (this is the depth scale of the flow) (The Regression Coefficient in 
% the depth direction is therefore "y" 
%To do negative and positive together need to define all positive matrix 
%indices in output file. The regression coefficient range or distance in the x-direction 
is to be  
%"xr". The data sets are defined by "o" and the number of "o" relates to the data set 
% from the original number of the data by o=1=start where start is 
% the first number used in the analysis. The number of data sets used is 
% finish-start+1 
    Ancal_finish=An_finish-An_start+1; 
     Corr_Loc1x=zeros(2*xr,y); 
%end     
for m = 1:2*xr  
for n = 1:y 
for o = 1:Ancal_finish 
   if m-xr < 1 
    Work(1+(o-1)*(x+(m-xr)-1):x-(1-(m-xr))+(o-1)*(x+(m-xr)-1),1) ... 
    =Array_Loc1x(2-(m-xr):x,d,o); 
    Work(1+(o-1)*(x+(m-xr)-1):x-(1-(m-xr))+(o-1)*(x+(m-xr)-1),2)... 
    =Array_Loc1x(1:x-(1-(m-xr)),n,o); 
    else 
    Work(1+(o-1)*(x-(m-xr)):x-(m-xr-1)+(o-1)*(x-(m-xr)),1)... 
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    =Array_Loc1x(1:x-(m-xr-1),d,o) ;    
    Work(1+(o-1)*(x-(m-xr)):x-(m-xr-1)+(o-1)*(x-(m-xr)),2)... 
    =Array_Loc1x(m-xr:x,n,o); 
    end 
end 
 Zeroline(:,1)  =   Work(:,1)==0; 
 Zeroline(:,2)  =   Work(:,2)==0; 
Work(any(Zeroline'),:)=[]; 
if ((n == d) & (m == 57)) 
    Work_d57=Work; 
end 
if ((n == d) & (m == 58)) 
    Work_d58=Work; 
end  
if ((n == d) & (m == 59)) 
    Work_d59=Work; 
end 
Corrwork=corrcoef(Work); 
Corr_Loc1x(m,n)=Corrwork(1,2); 
Covarwork=cov(Work); 
Corr_Loc1xii(m,n)=Covarwork(1,2)/Covarwork(1,1); 
%Note that covarwork(1,1) is the variance of the first column the from point 
% and (2,2) is the variance of the second column or from point 
end 
clear Zeroline  
clear Work  
end 
% turn the file around so the x axis is at the bottom of the graph 
Corr_Loc1x_xy=Corr_Loc1x'; 
Corr_Loc1xii_xy=Corr_Loc1xii'; 
% Save the results to a file 
dlmwrite(['Corr_Loc1x_xy_',num2str(d),'_',num2str(An_start),'_',num2str(An_finish),
'.csv'],Corr_Loc1x_xy); 
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dlmwrite(['Corr_Loc1xii_xy_',num2str(d),'_',num2str(An_start),'_',num2str(An_finish
),'.csv'],Corr_Loc1xii_xy);
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Array2xii_xyzGenstat.m.  This file puts the data into genstat format for analysis 
with the regression coefficient function format. This routine could be improved for 
larger data sets to speed it up. 
 
% This file turns an array into an xyz file that is normalised in terms of 
% depth. The normalising is done using y = 36 (for Loc1) and from xr so that it is 
% symmetrical around the y axis.\ 
Corr_Loc1xii_xy_work=csvread(['Corr_Loc1xii_xy_',num2str(d),'_',num2str(An_star
t),'_',num2str(An_finish),'.csv']); 
% Put headings in manually for the correct Genstat format. 
for b=1:y 
for a=1:2*xr 
Loc1xii_work((p-1)*y*(2*xr)+(2*xr)*(b-1)+a,1)=(a-xr-1)/y; 
Loc1xii_work((p-1)*y*(2*xr)+(2*xr)*(b-1)+a,2)=b/y; 
Loc1xii_work((p-1)*y*(2*xr)+(2*xr)*(b-1)+a,3)=Corr_Loc1xii_xy_work(b,a); 
Loc1xii_work((p-1)*y*(2*xr)+(2*xr)*(b-1)+a,4)=d/y; 
Loc1xii_work((p-1)*y*(2*xr)+(2*xr)*(b-1)+a,5)=d/y-b/y; 
Loc1xii_work((p-1)*y*(2*xr)+(2*xr)*(b-1)+a,6)=0.0277781-(a-xr)/y; 
Loc1xii_work((p-1)*y*(2*xr)+(2*xr)*(b-1)+a,7)=0.027778-(a-xr)/y; 
end 
end 
%NOTE that this file is all the data for Loc1 in one file 
dlmwrite(['Corr_Loc1xii_xyzGenstat',num2str(An_start),'_',num2str(An_finish),'.csv']
,Loc1xii_work); 
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5.2 Matlab data generation files 
The Matlab generation files are Keyboardinputvariables, Input_kernel_parameters. 
Then for a standard unchanging kernel use the routine KL_testw1w2new and for 
changing kernel use KL_varyingKernel_testw1w2new. Note the eigenvalues in the 
latter routine change with mode as well as position. 
To check the correlations with these routines use, 
Correlationxy_calc_x_w1w12_confirm and 
Correlationxy_calc_x_var_w1w2_confirm which are both similar in nature to the 
routine to analysis in the data sets so are not shown. 
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KL_testw1w2new 
 
%KL expansion of analysis 
clear KLres12 Alpha_all_12 Alpha1 Alpha2 Alpha_all_1 Alpha_all_2  
z=0 
samplen = input('samplen = ') 
Xcr = input('Xcr =  (=1 for horizontal analysis)  ' ) 
Ycr = input('Ycr =  (=0 for horizontal analysis)  ' ) 
d1 = input('d1 normalised depth in flow for analysis = ') 
 parameter_Cal_formula_horizontal 
 w_root_calc_donitw1_neg; 
 w_root_calc_donitw2_neg; 
Incr = input('Increment = ') 
for test=1:samplen 
    for i=1:n 
    rand_ff=randn; 
    z=0; 
        for x1=0:Incr:a ; 
        z=z+1; 
        
Alpha1(z,i)=a1*(sqrt(L1(i))/sqrt(N1(i))*(sin(w1(i)*x1)+w1(i)/c1*cos(w1(i)*x1))... 
        *rand_ff);  
        end 
    rand_ff=randn; 
    z=0; 
        for x1=0:Incr:a ; 
        z=z+1; 
        Alpha2(z,i)=(1-
a1)*(sqrt(L2(i))/sqrt(N2(i))*(sin(w2(i)*x1)+w2(i)/c2*cos(w2(i)*x1))... 
        *rand_ff); 
        end 
    end     
    Alpha_all_1=sum(Alpha1'); 
    Alpha_all_2=sum(Alpha2'); 
  253
    Alpha_all_12=Alpha_all_1+Alpha_all_2; 
%   Save the results to a file 
    KLres12(:,1)=0:Incr:a; 
    KLres12(:,1+test)=Alpha_all_12'; 
 %  KLinnres(z,1)=x1; 
  % KLinnres(z,2)=Alpha_inner(test); 
  % KLinnres(z,3:3+n-1)=Inner_alpha; 
%   dlmwrite(['Loc1x_KL_',num2str(n),'_terms',num2str(test),'.csv'],KLres); 
%dlmwrite(['Loc1x_KLinner_',num2str(n),'_terms',num2str(test),'.csv'],KLinnres); 
end 
% Results into ONE file 
dlmwrite(['Loc1x_KL12_',num2str(n),'roots_',num2str(samplen),'samples_',num2str(d
1),'_normdepth.csv'],KLres12); 
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KL_varyingKernel_testw1w2new 
 
%KL expansion of analysis THIS is analysis in the vertical for this case. 
%'a' is assumed to be 1 in this case or Normalised depth and needs to be 
%checked 
a = input('The value of a for this analysis needs to be 1  ') 
clear KLres12 Alpha_all_12 Alpha1 Alpha2 Alpha_all_1 Alpha_all_2  
z=0 
samplen = input('samplen = ') 
Xcr = input('(Xcr^2+Ycr^2 = 1, X component of analysis Xcr = (=0 for vertical 
analysis (varying kernel)) ')%Use 0 
Ycr = input('Y component of analysis Ycr = (=1 for vertical analysis(Varying 
Kernel)) ')% Use 1 as this on the vertical axis 
for d1=0:Incr:1 ; 
        z=z+1; 
        parameter_Cal_formula;  
        w_root_calc_donitw1_negVar;%routine to calculate roots for outer Kernel 
        w_root_calc_donitw2_negVar;%routine to calculate roots for inner Kernel 
end 
Incr = input('Increment = ') 
for test=1:samplen 
    for j=1:n 
    rand_ff=randn; 
    z=0; 
        for d1=0:Incr:1 ; 
        z=z+1; 
      % Multiply by the sqrt(L(i) to get eigenmode. 
        
EM1(z)=A1(z)*(sqrt(L1(z,j))/sqrt(N1(z,j))*(sin(W1(z,j)*d1)+W1(z,j)/C1(z)*cos(W1(
z,j)*d1)))*rand_ff; 
        end 
    rand_ff=randn; 
    z=0;       
        for d1=0:Incr:1 ; 
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        z=z+1; 
      % Multiply by the sqrt(L(i) to get eigenmode. 
        EM2(z)=(1-
A1(z))*(sqrt(L2(z,j))/sqrt(N2(z,j))*(sin(W2(z,j)*d1)+W2(z,j)/C2(z)*cos(W2(z,j)*d1))
)*rand_ff; 
        end 
        Eigenmodes1(:,j)=EM1';%transposed to use sum below as sum adds columns 
        Eigenmodes2(:,j)=EM2'; 
        clear EF1 EM1  EF2 EM2 
    end     
    Alpha_all_1=sum(Eigenmodes1'); 
    Alpha_all_2=sum(Eigenmodes2'); 
    Alpha_all_12=Alpha_all_1+Alpha_all_2; 
%   Save the results to a file 
    KLresvar12(:,1)=0:Incr:1; 
    KLresvar12(:,1+test)=Alpha_all_12'; 
end 
% Results into ONE file 
dlmwrite(['Loc1x_KL12_varying',num2str(n),'_',num2str(samplen),'_terms.csv'],KLre
svar12); 
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5.3 Genstat file. 
The Genstat file to do the analysis input code. 
 
scalar X1,X2,c2; va=0.0277781,0.027778,0.0 
MODEL z; FITTED=Z13_2 
RCYCLE [MAXCYCLE=50]  
RCYCLE    a12,a10, l12, l11, l10,l21,l20,f11, f10, f2; \ 
INITIAL=-0.4 ,0.4, 1.9,-2.2,-0.4,-25,-25, -6,   6,1.0;\ 
  lower=-0.85,0.2,-1. ,-3.0,-1.5,   *,  *,  *,  *,0.1; \ 
  upper= 0.5 ,0.8, 3. , 0.5,-0.3,  30,-10,  *, 8.5,10 
 
expr [va=(Z13_2=(a12*(Y1)**2+a10)*\ 
exp((l12*(Y1)**2+l11*Y1+l10)*(f11*Y1+f10)*\ 
sqrt(((X1-x)*cos(-0.14)-(Y1-y)*sin(-0.14))**2/(f11*Y1+f10)**2\ 
+((Y1-y)*cos(-0.14)+(X1-x)*sin(-0.14))**2))+ \ 
(1-(a12*(Y1)**2+a10))*\ 
exp((l21*Y1+l20)*\ 
f2*sqrt(((X1-x)*cos(-0.)-(Y1-y)*sin(-0.))**2/f2**2\ 
+((Y1-y)*cos(-0.)+(X1-x)*sin(-0.))**2)) \ 
 ) ] F13_2 
 
 
FITNONLINEAR [CALC=F13_2] 
 
