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a b s t r a c t
Let S(n) be the symmetric group on n points. A subset S of S(n)
is intersecting if for any pair of permutations pi, σ in S there is
a point i ∈ {1, . . . , n} such that pi(i) = σ(i). Deza and Frankl
[P. Frankl, M. Deza, On themaximumnumber of permutationswith
given maximal or minimal distance, J. Combin. Theory Ser. A 22
(3) (1977) 352–360] proved that if S ⊆ S(n) is intersecting then
|S| ≤ (n − 1)!. Further, Cameron and Ku [P.J. Cameron, C.Y. Ku,
Intersecting families of permutations, European J. Combin. 24 (7)
(2003) 881–890] showed that the only sets that meet this bound
are the cosets of a stabilizer of a point. In this paper we give a very
different proof of this same result.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Cameron and Ku [4] and Larose and Malvenuto [18] independently proved a version of the
Erdős–Ko–Rado theorem for permutations. In this paper we give an alternate proof to this theorem
which is substantially different from the ones given by Ku and Cameron and Larose and Malvenuto.
The Erdős–Ko–Rado theorem [7] is a central result in extremal combinatorics. There are many
interesting proofs and extensions of this theorem, for a summary see [6]. The Erdős–Ko–Rado theorem
gives a bound on the size of a family of intersecting k-subsets of a set and describes exactly which
families meet this bound.
Theorem 1.1 (Erdős, Ko and Rado [7]). Let k, n be positive integers with n > 2k. If A is a family of
k-subsets of {1, . . . , n} such that any two sets from A have non-trivial intersection, then |A| ≤
(
n−1
k−1
)
.
Moreover, |A| =
(
n−1
k−1
)
if and only if A is the collection of all k-subsets that contain a fixed i ∈ {1, . . . , n}.
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The Erdős–Ko–Rado theoremhas been extended to objects other than subsets of a set. For example,
Hsieh [17] and Frankl andWilson [8] give a version for intersecting subspaces of a vector space over a
finite field, Berge [3] proves it for intersecting integer sequences, Rands [21] extends it to intersecting
blocks in a design and Meagher and Moura [19] prove a version for partitions.
The extension we give here is to intersecting permutations. Let S(n) be the symmetric group on
{1, . . . , n}. Permutations pi, σ ∈ S(n) are said to be intersecting if pi(i) = σ(i) for some i ∈ {1, . . . , n}.
Similarly to the case for subsets of a set, there are obvious candidates for maximum intersecting
systems of permutations, these are the sets
Si,j = {pi ∈ S(n) : pi(i) = j}, i, j ∈ {1, . . . , n}. (1.1)
These sets are the cosets of a stabilizer of a point.
Theorem 1.2 (Cameron and Ku [4], Larose and Malvenuto [18]). Let n ≥ 2. If S ⊆ S(n) is an intersecting
family of permutations then:
(a) |S| ≤ (n− 1)!.
(b) if |S| = (n− 1)! then S is a coset of a stabilizer of a point.
The proof given by Cameron and Ku uses an operation called fixing which is similar to the shifting
operation used in the original proof of Erdős–Ko–Rado. They first show that a maximum intersecting
family of permutations is closed under this fixing operation. Assuming that the family contains the
identity permutation, and thus each permutation in the family has a fixed point, they consider the
set system formed by the sets of fixed points for each permutation in the family. Cameron and Ku
prove that if the family of permutations is closed under the fixing operation, then this set system is
an intersecting set system. Finally, they prove the result by showing that if a family of intersecting
permutations has size (n − 1)!, then the sets in the intersecting set system must all intersect in the
same point.
Our proof uses a graph called the derangement graph which appears in the paper by Cameron and
Ku. This graph is a union of graphs in an association scheme, we use properties of this association
scheme together with information about the group representation of the symmetric group to get the
result.
This approach has been used to prove the standard Erdős–Ko–Rado theorem for sets [20, Section
5.4] and also to prove versions of the Erdős–Ko–Rado theorem for other objects such as the 3 × 3
uniform partitions and vector spaces over a finite field [14]. It is interesting that this method also
works for permutations and hoped that this method can be generalized to other objects.
The proof we give only applies for n > 6, for smaller n the result can be verified using GAP [11].
2. The clique–coclique bound
In this section we give a new proof of the clique–coclique bound for the union of graphs in an
association scheme. This bound is not new, it was originally proven by Delsarte [5], and an alternate
proof for vertex-transitive graphs is given by Cameron and Ku [4].
LetA = {A0, . . . , Ad} be an association schemewith d classes on v vertices and let vi be the valency
of the ith graph. Denote the principal matrix idempotents of the association scheme by E0, . . . , Ed and
letmi be the dimension of the eigenspace belonging to Ei. We note that
E0 = 1
v
J
where J is the all-ones matrix.
Theorem 2.1 (Delsarte [5, Theorem 3.9]). Let A be an association scheme on v vertices and let X be the
union of some of the graphs in the scheme. If C is a clique and S is an independent set in X, then
|C ||S| ≤ v. (2.1)
If equality holds and x and y are the respective characteristic vectors of C and S, then
xTEjxyTEjy = 0 for all j > 0.
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Proof. We have the following fundamental identity (see [12, Section12.6]):
d∑
i=0
1
vvi
xTAixAi =
d∑
j=0
1
mj
xTEjxEj
from which it follows that
d∑
i=0
1
vvi
xTAixyTAiy =
d∑
j=0
1
mj
xTEjxyTEjy. (2.2)
Now suppose C is a clique and S is an independent set in X , and let x and y be their respective
characteristic vectors. The graph X is a union of graphs in the scheme, if Ai is one of the graphs in this
union then yTAiy = 0 otherwise xTAix = 0. So for all i > 0,
xTAixyTAiy = 0,
and hence the left side of Eq. (2.2) is
1
v
xTxyTy = |C ||S|
v
. (2.3)
For all j, the matrix Ej is positive semidefinite and therefore
xTEjxyTEjy ≥ 0.
Consequently the right side of Eq. (2.2) is bounded below by its first term:
xTE0xyTE0y = 1
v2
xTJxyTJy = |C |
2|S|2
v2
. (2.4)
It follows from (2.3) and (2.4) that |C ||S| ≤ v, as required. If equality holds the remaining condition
follows immediately. 
We will prove a simple, but useful corollary of this result.
Corollary 2.2. Let X be a union of graphs in an association scheme with the property that the
clique–coclique bound holds with equality. Assume that C is a maximum clique and S is a maximum
independent set in X with characteristic vectors x and y respectively. If Ej are the idempotents of the
association scheme, then for j > 0 at most one of the vectors Ejx and Ejy is not zero.
Proof. If j > 0, then
xTEjxyTEjy = 0.
Since Ej is positive semidefinite, zTEjz = 0 if and only if Ejz = 0. 
3. The derangement graph
For a positive integer n define the derangement graph P(n) to be the graph whose vertex set is
the set of all permutations of an n-set and vertices pi and σ are adjacent if and only if they are not
intersecting, that is pi(i) 6= σ(i) for all i ∈ {1, . . . , n}. The intersecting families of permutations are
exactly the independent sets in P(n). We will show that the size of the maximum independent set in
P(n) is (n− 1)! and the only sets that meet this bound are the sets Si,j from Eq. (1.1).
Let d(n) be the number of derangements of an n-set (that is the number permutation with no fixed
points), then the graph P(n) is d(n)-regular. The number of derangements of a set of size n is defined
by the following recursive formula
d(n) = (n− 1) (d(n− 1)+ d(n− 2)) (3.1)
with d(1) = 0 and d(2) = 1.
C. Godsil, K. Meagher / European Journal of Combinatorics 30 (2009) 404–414 407
The derangement graph is a vertex-transitive graph, in fact, P(n) is a Cayley graph whose
connection set is the set of all derangements. Since this set is closed under conjugation, P(n) is a
normal Cayley graph (for more on normal Cayley graphs see [15, Section 5.2]).
Further, the graph P(n) is a union of graphs in the association scheme known as the conjugacy class
scheme on S(n). The conjugacy class scheme can be constructed for any group G and is an association
scheme on the elements ofG. Using the regular representation each element ofG can be expressed as a
|G|×|G| permutationmatrix. For any conjugacy class C inG define AC to be the sumof the permutation
matrices for all the elements in the conjugacy class. Then
A = {AC : C a conjugacy class in G}
is the conjugacy class scheme on G (for more on the conjugacy class scheme see [2, page 54]).
If A is the conjugacy class scheme for the symmetric group S(n), then the adjacency matrix of
P(n) is the sum of AC over all conjugacy classes C of derangements. Since P(n) is the sum of graphs
in an association scheme the clique–coclique bound (Inequality (2.1)) holds. With this bound, it is
straightforward to get the first statement of Theorem 1.2. This proof of the bound in Theorem 1.2 is
included in [4, Theorem 5] and it was also shown by Deza and Frankl [9].
Theorem 3.1. The size of a maximum clique in P(n) is n.
Proof. A clique in P(n) cannot have more than n vertices. This is clear since the image of 1 (or any
other element in {1, . . . , n}) must be distinct for each permutation in the clique. Further, each row of
a Latin square of order n is a permutation in S(n) and the set of all rows in a Latin square of order n is
a clique of size n in P(n). Since a Latin square of order n exists for every n the theorem holds. 
We will denote the size of the largest clique in a graph X by ω(X) and the size of the largest
independent set in a graph X will be denoted by α(X).
Theorem 3.2. The size of a maximum independent set in P(n) is (n− 1)!.
Proof. Since the graph P(n) is a union of graphs in an association scheme the clique–coclique bound
holds for P(n), that is
α(P(n)) ≤ |V (P(n))|
ω(P(n))
.
From Theorem 3.1, ω(P(n)) = n and hence
α(P(n)) ≤ (n− 1)!.
Finally, the sets Si,j from Eq. (1.1) are independent sets of size (n− 1)!. 
4. Eigenvalues of P(n)
In this section we will find two eigenvalues of the adjacency matrix of P(n). Eigenvalues of the
adjacency matrix of P(n)will simply be referred to as the eigenvalues of P(n).
Lemma 4.1. For all positive integers n
d(n) and − d(n)
n− 1
are eigenvalues of P(n).
Proof. Consider the independent set Sn,n as defined in Eq. (1.1). The partition
{Sn,n, V (P(n)) \ Sn,n}
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is the orbit partition of S(1)×S(n−1) acting on the vertices of P(n), hence it is an equitable partition.
The adjacency matrix for the quotient graph of P(n)with respect to this partition is( 0 d(n)
d(n)
n− 1 d(n)−
d(n)
n− 1
)
.
The eigenvalues of this quotient graph are d(n) and − d(n)n−1 . Since the partition is equitable these are
also eigenvalues of the graph P(n). 
Since P(n) is a d(n)-regular graph, d(n) is the largest eigenvalue of P(n). By Eq. (3.1)
− d(n)
n− 1 = −(d(n− 1)+ d(n− 2))
so this eigenvalue is also an integer.
The eigenvalues of a graph can be used to find bounds on the size of the maximum independent
sets. In particular, if X is a d-regular vertex-transitive graph with least eigenvalue τ then
α(X) ≤ |V (X)|
1− d
τ
.
This is known as the ratio bound for independent sets (see [13, Lemma 9.6.2] for a proof). It has been
recently proven by Renteln [22] that− d(n)n−1 is the least eigenvalue of the derangement graph.
With this result, the first part of Theorem 1.2 follows easily from the ratio bound.
The eigenvalues of a graph in a conjugacy class scheme and the idempotents of the conjugacy class
scheme can be determined from the character table of the group. We will state these formulas for the
conjugacy class scheme on the symmetric group.
It is well-known that each irreducible character of S(n) corresponds to an integer partition of n. To
denote that λ is an integer partition of n, we write λ ` n. If λ ` n, we will represent the character
of S(n) corresponding to λ by χλ. Each partition λ of n corresponds to a module, we will call this the
λ-module. For more on the representation theory of the symmetric group see [10, Chapter 4].
For each λ ` n there is a principal idempotent in the scheme. This idempotent is the n!×n!matrix
whose entries are given by
(Eλ)pi,σ = χλ(1)n! χλ(pi
−1σ) (4.1)
where pi, σ ∈ S(n).
For C a conjugacy class in S(n) the eigenvalues of AC are
pλC =
|C |
χλ(1)
χλ(c), c ∈ C
where λ ranges over all partitions of n (for a proof of this see [2, Chapter II, Section 2.7]).
It follows from this that the eigenvalues of P(n) are∑
C
pλC , λ ` n
where the sum is taken over all conjugacy classes of derangements.
For the partition λ = [n] the value of p[n]C is |C | and thus∑
C
p[n]C =
∑
C
|C | = d(n)
where the sum is taken over all conjugacy classes of derangements.
For any x ∈ S(n) the value of χ[n−1,1](x) is one less than the number of fixed points in x, so for C
any conjugacy class of derangements p[n−1,1]C = − |C |n−1 . Thus∑
C
p[n−1,1]C =
∑
C
− |C |
n− 1 = −
d(n)
n− 1
again, the sum is taken over all conjugacy classes of derangements.
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5. The [n− 1, 1]-module
For a subset S ⊆ S(n) let vS be the characteristic vector of S and if S is one of the independent sets
Si,j defined in Eq. (1.1), then wewill simply denote vS by vi,j. Throughout this section 1will denote the
all-ones vector, the length of 1will be clear from context.
We will first show that for any maximum independent set S the vector vS − 1n1 is in the module
corresponding to the representation [n−1, 1]. The next step will be to prove that the vectors vi,j− 1n1
span the [n−1, 1]-module. Finallywe show that any characteristic vector of amaximum independent
set that is in this span must be one of vi,j for i, j ∈ {1, . . . , n}.
Lemma 5.1. Let n be an integer with n > 6. Let S be a maximum independent set in P(n) and vS be the
characteristic vector of S. Then the vector vS − 1n1 is in the [n− 1, 1]-module.
Proof. First, a simple calculation shows that vs − 1n1 is orthogonal to 1, so this vector is not in the[n]-module.
For λ an integer partition of n let χλ be the character of S(n) corresponding to λ. For C a maximum
clique in P(n) define
χλ(C) =
∑
x∈C
χλ(x).
If χλ(C) 6= 0, then by Eq. (4.1) EλvC 6= 0. By Corollary 2.2, this implies that EλvS = 0 which in
turn implies that Eλ(vS − 1n1) = 0 for all partitions λ 6= [n]. This means that the vector vS − 1n1 is
orthogonal to the λ-module. If this is true for every partition λ ` n except [n − 1, 1], then for every
maximum independent set S the vector vS− 1n1 is in the [n−1, 1]-module. To prove this theorem, we
will show that for every λ ` nwith λ 6= [n− 1, 1] there is a maximum clique C such that χλ(C) 6= 0.
For n > 6 there is a decomposition of the complete digraph on n vertices into n − 1 directed
cycles [1]. Each of these directed cycles is a cycle of length n in S(n). Moreover, no two cycles in the
decomposition share an edge so these cycles are adjacent in P(n). Let T be the n-cliquewhose elements
are the n-cycles in this decomposition together with the identity of S(n).
Since every x ∈ T , except the identity, is an n-cycle for every λ ` n the value of χλ(x) is the same.
Thus
χλ(T ) =
∑
x∈T
χλ(x)
= χλ(1)+ (n− 1)χλ(x) x an n-cycle.
Further, χλ(x) = ±1 for every character χλ (for a proof of this see [23]). Since χλ(1) is positive, if
χλ(C) = 0, then χλ(x) = −1 and χλ(1) = n−1. For n > 6 the only partitions of nwith χλ(1) = n−1
are [n− 1, 1] and [2, 1n−2].
If n is even, then for x an n-cycle χ[2,1n−2](x) = 1 so λmust be [n− 1, 1].
Finally, if n is odd we need to prove that λ is [n − 1, 1]. To do this we construct a clique T with
χ[2,1n−2](T ) 6= 0. Consider an n × n Latin square with the first row (1, 2, . . . , n) and the second
row (2, 1, n, 3, 4, . . . , n − 1). Such a Latin square exists since any Latin rectangle can be extended
to a Latin square [16]. The rows of this Latin square will be the permutations in our clique. The first
row corresponds to the identity permutation, the second to an odd permutation. The first row will
contribute n − 1 to the sum χ[2,1n−2](T ) and the second row will contribute 1. Each of the last n − 2
permutations will contribute no less than−1 to the sum so the sum cannot be 0. 
Next we give a basis for the [n− 1, 1]-module.
Lemma 5.2. For any i, j ∈ {1, . . . , n − 1} let vi,j denote the characteristic vector of the independent set
Si,j = {pi ∈ S(n) : pi(i) = j}. The vectors vi,j − 1n1 form a basis for the [n− 1, 1]-module.
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Proof. From Lemma 5.1, the vectors vi,j− 1n1 are elements in the [n−1, 1]-module. The dimension of
the [n−1, 1]-module is (n−1)2, so we only need to show that these vectors are linearly independent.
Since 1 6∈ span{vi,j : i, j ∈ {1, . . . , n − 1}}, it is enough to show that the vectors vi,j are linearly
independent.
Let H be a 01-matrix with size n! × (n − 1)2 defined as follows: the columns are indexed by the
pairs from the set {1, 2, . . . , n− 1} and the rows are indexed by all the permutations of an n-set. The
(pi, (i, j))-entry of H is 1 if and only if pi(i) = j.
To show that H has rank (n − 1)2, we will show that HTH has rank (n − 1)2 by proving that HTH
does not have 0 as an eigenvalue.
Let In be the n× n identity matrix and Jn be the n× n all-ones matrix, then the adjacency matrix of
the complete graph on n vertices is Kn = Jn − In. If the columns of H , which are indexed by pairs from
{1, . . . , n − 1}, are ordered such that the pair (i, j) occurs before (k, `) if i < k or if i = k and j < `
then it is not hard to see that
HTH = (n− 1)!I(n−1)2 + (n− 2)!(Kn−1 ⊗ Kn−1).
Since 0 is not an eigenvalue of this matrix, HTH has rank (n− 1)2. 
6. Proof of Theorem 1.2
Let H be the n!× (n−1)2 matrix whose rows are the elements of the symmetric group on n points
and columns are the ordered pairs from {1, . . . , n − 1} with the (pi, (i, j)) position of H equal to 1 if
pi(i) = j and zero otherwise.
Denote the columns of H by hi,j. By Lemma 5.2 the vectors
hi,j − 1n1, i, j ≤ n− 1
are a basis for the [n− 1, 1]-module. By Lemma 5.1, for any maximum independent set S, the vector
vS − 1n1 is in the [n− 1, 1]-module. In particular, it is in
span
{
hi,j − 1n1 : i, j ∈ {1, . . . , n− 1}
}
.
This implies that the characteristic vector of anymaximum independent set is in the spanof column
space of H and 1.
Letσ be the identity permutation on the n-set and letN(σ ) denote the set of permutations adjacent
to σ in P(n) (these are the derangements). Consider three submatrices of H:
(a) N the submatrix whose rows are the permutations in N(σ ),
(b) M the submatrix of N whose columns are all the pairs (i, j)with i, j ∈ {1, . . . , n− 1} and i 6= j,
(c) W the submatrix of H whose columns are all the pairs (i, i)with i ∈ {1, . . . , n− 1}.
If the columns of H are arranged so that the first n − 1 columns correspond to the pairs (i, i) for
i = 1, . . . , n − 1, and the rows are arranged so the first row corresponds to the permutation σ and
the next d(n) rows correspond to the neighbours of σ , then H has the following block structure:
1 0
0 M
H1 H2
and the first n− 1 columns form the matrixW .
Lemma 6.1. For all n the rank of M is (n− 1)(n− 2).
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Table 1
The submatrix ofM for n = 4
Proof. The matrix Kn−1 ⊗ In−2 has rank (n − 1)(n − 2); we show it is a submatrix of H . To find this
submatrix, we reorder the rows and columns of H .
Order the pairs from {1, . . . , n − 1} so that the pair (i, i + j(mod n − 1)) occurs before (k, k +
`(mod n− 1)) if i < k or i = k and j < `. Order the columns ofM with this ordering.
Next we define an ordering on a subset of derangements. Let a ∈ {1, . . . , n − 1} and b ∈
{1, . . . , n− 2}. Define a permutation of {1, . . . , n} for i ∈ {1, . . . , n− 1} as follows:
pia,b(i) =
{n if a = i;
i+ b if a 6= i and i+ b < n;
i+ b+ 1 (mod n) if a 6= i and i+ b ≥ n.
Note that the value of pia,b(n) is forced.
Order these permutations so that pia1,b1 occurs before pia2,b2 if a1 < a2 or a1 = a2 and b1 < b2.
Consider the submatrix of M induced by the rows corresponding to the permutations pia,b for a ∈
{1, . . . , n−1} and b ∈ {1, . . . , n−2}. This submatrix ofM is Kn−1⊗ In−2. Table 1 shows the submatrix
M for n = 4. 
Lemma 6.2. If y is in the kernel of N, then Hy lies in the column space of W.
Proof. Assume y is in the kernel of N . Let yM denote the vector of length (n − 1)(n − 2) formed by
taking the final (n− 1)(n− 2) entries of y. Then
0 = Ny = [0|M]y = MyM .
SinceM has rank (n− 1)(n− 2), the last (n− 1)(n− 2) entries of y are all 0. Thus Hy is in the column
space ofW . 
Let [N|1] be the d(n) × ((n − 1)2 + 1) matrix with a column of ones added to N , and [M|1] the
d(n)×((n−1)(n−2)+1)matrixwith a column of ones added toM . As above, for a length (n−1)2+1
vector y, the vector formed by the last (n− 1)(n− 2)+ 1 entries of ywill be denoted by y[M|1].
Lemma 6.3. If y is in the kernel of [N|1], then y[M|1] is a scalar multiple of
(1, 1, . . . , 1,−(n− 2)).
Proof. As in the previous lemma,
0 = [N|1]y = [0|M|1]y = [M|1]y[M|1].
Since M has full column rank, the dimension of the kernel of [M|1] is at most 1. Each row of M has
exactly n − 2 entries equal to one and all other entries zero, so the vector (1, 1, . . . , 1,−(n − 2)) is
in the kernel of [M|1] and is a basis for the kernel of [M|1]. 
We now have all the tools to prove the second statement of Theorem 1.2.
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Proof of Theorem 1.2. Let S be an independent set of size (n− 1)! in P(n). Assume that the identity
permutation σ is in S and let vS be the characteristic vector of S.
By Lemma 5.1, vS is in span{1, hi,j : i, j ≤ n − 1}. We consider two cases, first when vS is in
span{hi,j : i, j ≤ n− 1} and second when it is not.
Case 1. Assume vS ∈ span{hi,j : i, j = 1, . . . , n− 1}, or, equivalently, that vS = Hy for some vector
y.
Since S is an independent set no neighbours of σ can be in S and Ny = 0. By Lemma 6.2, vS = Wx
for some vector x.
For any i ∈ {1, . . . , n − 1} assume the ith entry of the vector x is non-zero. As n ≥ 3, there
is a permutation pi with pi(i) = i and no other fixed points. This means that the entry in the row
corresponding to pi of vS must be equal to the ith entry of x. Since vS is a 01-vector, xmust also be a
01-vector.
Further, since n ≥ 4, for every pair of distinct i, j ∈ {1, . . . , n − 1} there is a permutation pi that
fixes i and j but no other points. If the ith and jth entries of x are both non-zero then the entry in the
row corresponding to pi of vS is 2. Since vS must be a 01-vector, there is only one non-zero entry in x.
Thus vS is one of the columns ofW and S = Si,i for some i ∈ {1, . . . , n− 1}.
Case 2. Assume vS is not in the column space of H . Equivalently, there is some vector y such that
vS = [H|1]y = HyH + c1where yH denotes the vector formed from the first (n− 1)2 entries of y and
c is a non-zero constant.
As in case 1, no neighbours of σ are in S so [N|1]y = 0. By Lemma 6.3 there is a non-zero c such
that
y[M|1] = − c
(n− 2) (1, 1, . . . , 1,−(n− 2)).
This determines all entries, up to multiplication by a constant, of y except the first n− 1.
For each i ≤ n− 1 there is a permutation pi with pi(i) = i and no other fixed points. If yi is the ith
entry of y then the entry in vS corresponding to pi is
yi + (n− 3)
(
− c
n− 2
)
+ c
which must be either 0 or 1. This implies that
yi = − cn− 2 or yi = 1−
c
n− 2 .
For any distinct pair i, j ∈ {1, . . . , n− 1} there is a permutation that fixes both i and j and no other
points (this is true since n ≥ 4.) If both yi and yj are equal to 1− cn−2 , then the entry in the vector vS
which corresponds to this permutation is
2
(
1− c
n− 2
)
+ (n− 4)
(
− c
n− 2
)
+ c = 2
which is a contradiction since vS is a 01-vector. Thus atmost one of the first n−1 entries of y is 1− cn−2 .
Next, assume that exactly one of the first n− 1 entries is 1− cn−2 . Since σ ∈ S the sum of the first
n− 1 entries of y is 1. But this means that
1− c
n− 2 + (n− 2)
(
− c
n− 2
)
+ c = 1,
which implies that c = 0, a contradiction. Hence, all the entries of y, except that last, are− cn−2 .
Using the fact that the sum of the first n− 1 entries of y is 1
(n− 1) c−(n− 2) + c = 1
which implies that c = −(n− 2).
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For case 2 there is only one possibility for y, this is
y = (1, 1, . . . ,−(n− 2)).
Every row in [H|1] that corresponds to a permutation that maps n to n has exactly (n− 1) entries
equal to one and all other entries equal to zero. All the other rows have exactly (n− 2) entries equal
to one and all other entries equal to zero. From this it follows that [H|1]y = vS is the characteristic
vector of the set Sn,n. 
7. Further work
We have only considered the simplest version of the Erdős–Ko–Rado theorem. The full version of
the Erdős–Ko–Rado theorem describes the size and structure of the largest system of t-intersecting
subsets, where subsets are t-intersecting if their intersection has size at least t .
Theorem 7.1 (Erdős–Ko–Rado [7]). Let t ≤ k ≤ n be positive integers. Let A be a family of pairwise
t-intersecting k-subsets of {1, . . . , n}. There exists a function f (k, t) such that for n ≥ f (k, t)
|A| ≤
(
n− t
k− t
)
.
Moreover, a t-intersecting familyAmeets this bound if and only if A is the collection of all k-subsets that
contain a fixed t-subset.
Permutations pi, σ ∈ S(n) are t-intersecting if
|{i ∈ {1, . . . , n} : pi(i) = σ(i)}| ≥ t.
Again, there is an obvious family of candidates for the maximum system of t-intersecting
permutations. Assume
A = {(xi, yi) : i = 1, . . . , t and xi, yi ∈ {1, . . . , n}}
with xi 6= xj and yi 6= yj for all i 6= j. Then the family
SA = {pi : pi(xi) = yi for all (xi, yi) ∈ A}
is t-intersecting and |SA| = (n− t)!.
Deza and Frankl [9] conjecture that Theorem 7.1 can also be extended to families of t-intersecting
permutations.
Conjecture 7.2 (Deza and Frankl [9]). For n sufficiently large, the size of themaximum set of permutations
of an n-set that are pairwise t-intersecting is (n− t)!.
Cameron and Ku note that their method cannot be extended to t-intersecting permutations. It is
possible that the proof presented in this paper may be extended as follows.
Define a graph Pt(n) whose vertices are the permutations of an n-set, where two vertices are
adjacent if they agree on not more than t points. Note that P(n) = P0(n).
The graph Pt(n) is a sum of all AC where C is a conjugacy class inwhich the elements have notmore
than t fixed points.
The graph Pt(n) is a union of graphs in an association scheme so by Theorem 2.1 we have that
α(Pt(n))ω(Pt(n)) ≤ n!.
This is Equation 3 in Deza and Frankl [9]. In particular, they note that if there exists a sharply 2-
transitive set of permutations of {1, . . . , n} (for example the group PGL(2, pm) acting on the projective
lines over a finite field of order pm) then there is a clique of size n(n − 1) in the graph P1(n) and we
have the bound on the 2-intersecting permutations.
We conjecture that the characteristic vector of a 2-intersecting permutation family lies in a union
of modules. Define the depth of a partition λ ` nwith λ = (λ1, λ2, . . . , λk) to be n− λ1.
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Conjecture 7.3. Let vS be the characteristic vector of amaximum independent set in P1(n). Then the vector
vS lies in the sum of the modules whose partitions have depth not more than 2. That is the sum of the
following modules
[n], [n− 1, 1], [n− 2, 2], [n− 2, 1, 1].
The dimensions of the sum of these modules and the dimension of the span of vSA agree for
n = 4, 5, 6 where A = {(i, j), (k, `)}.
This conjecture can be generalized to t-intersecting permutation systems.
Conjecture 7.4. Let vS be the characteristic vector of amaximum independent set in Pt(n). Then the vector
vS − |S|n! 1 lies in the sum of the modules whose partitions have depth not more than t.
Finally, the proof of the Erdős–Ko–Rado theorem for permutations given in this paper is an
application of a method that has been used to prove the Erdős–Ko–Rado theorem for set systems
and its analogue for intersecting vector spaces over a finite field [20]. Another direction for this work
is to apply this method to other objects such as perfect matchings and uniform partitions with a plan
of developing a more general theory of Erdős–Ko–Rado theorems.
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