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A localized version of the single-valued extension property is studied, for a bounded linear
operator T acting on a Banach space and its adjoint T ∗ , at the points λ0 ∈ C such that
λ0 I − T has topological uniform descent (TUD for brevity). We characterize the single-
valued extension property at these points for T and T ∗. We also give some applications of
these results. As we give a counterexample to show that the adjoint of an operator with
TUD is not necessarily with TUD, it is worth to mention that the characterizations of SVEP
at these points for T ∗ cannot be obtained dually from the characterizations of SVEP at
the same points for T . It is quite different from the case that λ0 I − T is of Kato type or
quasi-Fredholm.
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1. Introduction
Let B(X) denote the algebra of all bounded linear operators on an inﬁnite-dimensional complex Banach space X . For
T ∈ B(X), let σ(T ) denote the spectrum of T and ρ(T ) := C \ σ(T ) be the resolvent set of T . The approximate point
spectrum is deﬁned by σap(T ) := {λ ∈ C: λI − T is not bounded below}, the surjectivity spectrum is deﬁned by σsu(T ) :=
{λ ∈C: λI − T is not surjective}. R(T ) denotes the range of T , and N(T ) denotes the kernel of T .
Associated with T ∈ B(X), two important subspaces of X are the hyperrange of T deﬁned by R(T∞) := ⋂∞n=1 R(Tn),
and the hyperkernel of T deﬁned by N(T∞) :=⋃∞n=1 N(Tn). There are another two subspaces of X , the analytical core of T
deﬁned by
K (T ) := {x ∈ X : there exist a sequence {xn}n1 in X and a constant δ > 0 such that T x1 = x, T xn+1 = xn and
‖xn‖ δn‖x‖ for all n ∈N
}
,
and the quasi-nilpotent part of T deﬁned by
H0(T ) :=
{
x ∈ X : lim
n→∞
∥∥Tnx∥∥1/n = 0
}
.
The ascent of T is deﬁned as asc(T ) := inf{n  0: N(Tn) = N(Tn+1)}, the descent of T is deﬁned as des(T ) := inf{n  0:
R(Tn) = R(Tn+1)}, where the inﬁmum over the empty set is taken to be inﬁnite. T is said to be left Drazin invertible if
p := asc(T ) < ∞ and R(T p+1) is closed.
We consider two non-increasing sequences cn(T ) := dim R(Tn)/R(Tn+1) and c′n(T ) := dimN(Tn+1)/N(Tn) of T . The es-
sential ascent and essential descent of T are respectively deﬁned as asce(T ) := inf{n  0, c′n(T ) is ﬁnite} and dese(T ) :=
inf{n 0, cn(T ) is ﬁnite}. T is said to be essential left Drazin invertible if p := asce(T ) < ∞ and R(T p+1) is closed.
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y = Tnx}. If E is a subspace of R(Tn), then cln(E) is the closure of E in the operator range topology on R(Tn).
Deﬁnition 1.1. Let T ∈ B(X) and d ∈ N. T is said to have uniform descent for n  d if R(T ) + N(Tn) = R(T ) + N(T d) for
n  d. If in addition, R(Tn) is closed in the operator range topology on R(T d) for n  d, then T is said to have topological
uniform descent (TUD for brevity) for n d.
Operators with TUD are introduced by Grabiner in [16]. It includes many classes of operators such as operators of Kato
type, quasi-Fredholm operators, the left Drazin invertible operators, the essential left Drazin invertible operators, operators
with ﬁnite descent and operators with ﬁnite essential descent, and so on. Especially, operators which have TUD for n 0 are
precisely the semi-regular operators studied by Mbekhta in [20]. A very detailed and far-reaching account of these notations
can be seen in [9,22]. Discussions of operators with TUD may be found in [16].
The single-valued extension property was introduced by Dunford in [12,13] and has an important role in local spectral
theory and Fredholm theory, see the recent monographs [1] by Aiena and [19] by Laursen and Neumann.
Deﬁnition 1.2. An operator T ∈ B(X) is said to have the single-valued extension property at λ0 ∈C (SVEP at λ0 for brevity),
if for every open neighborhood U of λ0 the only analytic function f : U → X which satisﬁes the equation (λI − T ) f (λ) = 0
for all λ ∈ U is the function f (λ) ≡ 0.
An operator T ∈ B(X) is said to have SVEP if T has SVEP at every point λ ∈C.
The notion of localized SVEP at a point dates back to Finch (see [14]) and has been studied by several authors in the
framework of operators of Kato type (see [3,5–7,18,21]). In particular, it has been shown that if λ0 I − T is of Kato type then
the SVEP at λ0 for T and its adjoint T ∗ are respectively equivalent to a variety of conditions that involve some kernel-type
and range-type subspaces of λ0 I − T and λ0 I − T ∗ , as the hyperrange and the hyperkernel, as well as the analytical core
and quasi-nilpotent part, and so on.
Aiena in [2] extends most of the above results for operators of Kato type to quasi-Fredholm operators.
Using the analytical core, quasi-nilpotent part and ascent, Fredj, Burgos and Oudghiri in [15] give some characterizations
of the SVEP at λ0 for T and T ∗ in the case that λ0 I − T has ﬁnite essential ascent d and closed range R((λ0 I − T )d+1).
Berkani, Castro and Djordjevic´ in [10] show that if λ0 I − T has TUD then the SVEP at λ0 for T is equivalent to that the
point spectrum σp(T ) does not cluster at λ0. They also show that T has SVEP at this point λ0 if and only if asc(λ0 I−T ) < ∞.
But they cannot get the dual result, that is, they cannot give the corresponding characterizations of SVEP at λ0 for T ∗ in the
case that λ0 I − T has TUD. They just give the corresponding characterizations of SVEP at λ0 for T ∗ in the case that λ0 I − T
is quasi-Fredholm.
In this paper, a localized version of SVEP is studied, for T ∈ B(X) and its adjoint T ∗ , at the points λ0 ∈ C such that
λ0 I − T has TUD. We ﬁrst give some relations between the analytical core and the hyperrange, the quasi-nilpotent part and
the hyperkernel of operators with TUD. Using these relations, we give some characterizations of the SVEP at λ0 for T in the
case that λ0 I − T has TUD. As we give a counterexample to show that the adjoint of an operator with TUD is not necessarily
with TUD, the characterizations of SVEP at λ0 for T ∗ in the case that λ0 I − T has TUD cannot be obtained dually from the
characterizations of SVEP at λ0 for T . It is quite different from the case that λ0 I − T is of Kato type or quasi-Fredholm. By
a lemma of Dieudonné and Lemma 3.1, we characterize the SVEP at λ0 for T ∗ in the case that λ0 I − T has TUD. We extend
most of the results obtained for operators of Kato type in [3,5–7,21] to operators which have TUD. We also generalize the
corresponding results for quasi-Fredhom operators in [2] and the corresponding results of [10,15]. Finally, we give some
applications of our results.
2. Preliminaries
In this section, we collect some preliminary results which we will need repeatedly in the sequel.
Proposition 2.1. (See [16].) Let T ∈ B(X) and n ∈N. If dim(N(T )∩ R(Tn)/N(T )∩ R(Tn+1)) < ∞, then the following are equivalent:
(1) R(Tn+1) is closed in the operator range topology on R(Tn);
(2) R(Tn+2) is closed in the operator range topology on R(Tn+1);
(3) R(Tn+2) is closed in the operator range topology on R(Tn).
Grabiner gives some characterizations of uniform descent in [16].
Proposition 2.2. (See [16].) Let T ∈ B(X) and d ∈N. Then the following are all equivalent:
(1) The sequence of subspaces {N(T ) ∩ R(Tn)} is constant for n d;
(2) N(T ) ∩ R(T d) = N(T ) ∩ R(T∞);
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(4) R(T ) + N(T d) = R(T ) + N(T∞).
Proposition 2.3. (See [16].) If T ∈ B(X) has TUD for n d, then:
(1) T |R(T∞) is onto;
(2) The map induced by T on R(T d)/R(T∞) is bounded below;
(3) T |R(T d)∩N(T∞) is onto;
(4) The map induced by T on X/N(T∞) is bounded below, where we deal with the operator range topology on R(T d).
Proposition 2.4. (See [16].) If T ∈ B(X) has TUD for n d, then:
(1) R(T∞) + N(T d) = R(T∞) + N(T∞) = R(T∞) + N(T∞);
(2) R(T d) ∩ N(T∞) = R(T∞) ∩ N(T∞);
(3) R(T∞) ∩ N(T∞) = R(T d) ∩ N(T∞) = cld(R(T d) ∩ N(T∞));
(4) R(T∞) ∩ N(T∞) = R(T∞) ∩ N(T∞);
(5) T−d(cld(R(T d) ∩ N(T∞))) = N(T∞).
Suppose that Y ⊆ X , the famous lemma of Dieudonné about Y⊥ and (X/Y )∗ is used to discuss the relations between an
operator and its adjoint.
Proposition 2.5. (See [11].) Let Y be a closed subspace of X . Then there is a linear isometry J of (X/Y )∗ onto Y⊥ which is given by
( J f )(x) = f ([x]), ∀ f ∈ (X/Y )∗, x ∈ X .
3. Analytic core, quasi-nilpotent part and SVEP
For T ∈ B(X), the analytic core K (T ) is strictly related to the hyperrange R(T∞) and the quasi-nilpotent part H0(T ) is
strictly related to the hyperkernel N(T∞). Note that K (T ) ⊆ R(T∞) and N(T∞) ⊆ H0(T ). Moreover, if T is semi-Fredholm
then K (T ) = R(T∞) and H0(T ) = N(T∞) ([1, Theorems 1.42 and 1.70]). The next lemma shows that this result can be
extended to operators with TUD.
Lemma 3.1. Let T ∈ B(X) be an operator with TUD for n d. Then the following conditions hold:
(1) H0(T ) = N(T∞);
(2) K (T ) = R(T∞) is closed in the operator range topology on R(T d);
(3) N(T∞) ⊆ R(T∞) + N(T d).
Proof. (1) Since T has TUD for n d, according to Proposition 2.3 T˜ : X/N(T∞) → X/N(T∞), [x] → [T x] is bounded below
and so T˜ is semi-Fredholm. Hence H0(T˜ ) = N(T˜∞) = {0}. Let π : X → X/N(T∞), x → [x] be the canonical surjection.
Since ‖πx‖ ‖x‖ and π(T x) = T˜ (πx), ‖T˜ n(πx)‖ 1n = ‖π(Tnx)‖ 1n  ‖Tnx‖ 1n → 0 for all x ∈ H0(T ) and so πx ∈ H0(T˜ ). Hence
π(H0(T )) ⊆ H0(T˜ ) = {0} and we can see that π(H0(T )) = {0}. From the deﬁnition of π , we can see that H0(T ) ⊆ N(T∞).
Thus H0(T ) ⊆ N(T∞). On the other hand, it is clear that N(T∞) ⊆ H0(T ) and then N(T∞) ⊆ H0(T ). This shows that
H0(T ) = N(T∞).
(2) Since T has TUD for n  d, according to Proposition 2.3 T |R(T∞) is onto as we consider the operator range topology
on R(T d). Hence K (T |R(T∞)) = R(T∞) is closed in the operator range topology on R(T d). For all x ∈ K (T |R(T∞)), there
exist a δ > 0 and a sequence {xn} ⊆ R(T∞) such that T xn+1 = xn , x0 = x and ‖T xn+1‖d  δn‖x‖d . Let y = xd , yn = xn+d ,
y0 = xd = y. Then T yn+1 = T xn+d+1 = xn+d = yn . From the deﬁnition of operator range topology, there exists C > 0 such
that C‖T yn+1‖  ‖T yn+1‖d = ‖T xn+d+1‖d  δn+d‖x‖d = δn+d‖T dxd‖d  δn+d‖xd‖ = δn · δd‖y‖. Then we have a δ1 > 0 such
that ‖T yn+1‖ δn1‖y‖. It means that xd = y ∈ K (T ) and x = T dxd ∈ K (T ). Therefore R(T∞) = K (T |R(T∞)) ⊆ K (T ) ⊆ R(T∞).
Hence K (T ) = R(T∞). This shows (2).
(3) According to Proposition 2.4 we see that R(T∞) + N(T∞) = R(T∞) + N(T d). Hence N(T∞) ⊆ R(T∞) + N(T d). 
The analytical core, quasi-nilpotent, hyperrange and hyperkernel are important to characterize the SVEP at a point of an
operator. According to Lemma 3.1, we show that the equivalences of SVEP at λ0 in the case that λ0 I − T is quasi-Fredholm
in [2] can be extended to the case that λ0 I − T has TUD. And we give some other conditions that involve hyperrange and
hyperkernel. In fact, we also extend most of the equivalences of SVEP at λ0 for T in the case that λ0 I − T is of Kato type in
[1,3,5,7,8] to the case that λ0 I − T has TUD.
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(1) T has SVEP at λ0;
(2) T |R((λ0 I−T )d) has SVEP at λ0 , where we consider the operator range topology on R((λ0 I − T )d);
(3) (λ0 I − T )|R((λ0 I−T )d) is bounded below, where we consider the operator range topology on R((λ0 I − T )d);
(4) λ0 is not an interior point of σap(T );
(5) σap(T ) does not cluster at λ0;
(6) λ0 I − T is left Drazin invertible;
(7) There exists p ∈N such that H0(λ0 I − T ) = N((λ0 I − T )p);
(8) H0(λ0 I − T ) is closed;
(9) H0(λ0 I − T ) ∩ K (λ0 I − T ) = {0};
(10) H0(λ0 I − T ) ∩ K (λ0 I − T ) is closed;
(11) N((λ0 I − T )∞) ∩ R((λ0 I − T )∞) = {0}.
In this case, if p := asc(λ0 I − T ) then
H0(λ0 I − T ) = N
(
(λ0 I − T )∞
)= N((λ0 I − T )p
)
.
Proof. Assume that λ0 = 0.
(1) ⇒ (2) Let U be an open neighborhood of 0 and let f : U → (R(T d),‖ · ‖d) be an analytic function such that (λI −
T )|R(T d) f (λ) = 0 for every λ ∈ U . Since (R(T d),‖ · ‖d) can be continuously imbedded in X and (λI − T )|R(T d) f (λ) = (λI −
T ) f (λ), f can be viewed as an analytic function from U to X such that (λI − T ) f (λ) = 0 for all λ ∈ U . Also, since T has
SVEP at 0, we can see that f ≡ 0. Hence T |R(T d) has SVEP at 0.
(2) ⇒ (3) Since T has TUD for n d, we see that T |R(T d) has TUD for n 0. It means that T |R(T d) is semi-regular. Also,
since T |R(T d) has SVEP at 0, T |R(T d) is bounded below by [4, Theorem 2.11].
(3) ⇒ (6) Suppose that T |R(T d) is bounded below. Then {0} = N(T |R(T d)) = N(T ) ∩ R(T d). According to [1, Lemma 3.2],
asc(T )  d < ∞ and R(T d+1) ∩ N(T d) = {0}. Since T has TUD for n  d, R(T d+1) + N(T d) is closed by [16, Theorem 3.2].
Hence R(T d+1) is closed by [17, Lemma 5.2]. Therefore, T is left Drazin invertible.
(6) ⇒ (5) If asc(T ) < ∞, then there exists an ε > 0 such that λI − T is bounded below for all 0 < |λ| < ε by [16,
Corollary 4.8]. Therefore 0 is not a limit point of σap(T ).
(5) ⇒ (4) It is obvious from the elementary plane geometry.
(4) ⇒ (1) It is clear by the identity theorem for analytical functions.
(6) ⇒ (7) According to Lemma 3.1 we know that H0(T ) = N(T∞). Let asc(λ0 I − T ) = p. Then H0(T ) ⊆ H0(T ) = N(T∞) =
N(T p) ⊆ H0(T ). Hence H0(T ) = N(T p).
(7) ⇒ (8) It is obvious.
(8) ⇒ (9) and (9) ⇔ (10) See [1, Theorem 2.31].
(9) ⇒ (11) According to Lemma 3.1, we have that R(T∞) = K (T ). Moreover, N(T∞) ⊆ H0(T ). Then N(T∞) ∩ R(T∞) ⊆
H0(T ) ∩ K (T ) = {0}.
(11) ⇒ (1) See [1, Corollary 2.26]. 
Next, we will consider the characterizations of SVEP at λ0 for T ∗ in the case that λ0 I − T has TUD.
For many classes of operators in Fredholm theory, such as semi-Fredholm operators, semi-regular operators, operators of
Kato type, quasi-Fredholm operators and operators which admit a generalized Kato decomposition, their adjoints are always
in the same classes. Therefore, when people discuss the SVEP at a point for such an operator T and its adjoint T ∗ , they can
immediately obtain the characterizations of SVEP at a point for T ∗ dually from the characterizations of SVEP at the same
point for T .
But for operators with TUD, it is not necessarily the case. The following example shows that for an operator with TUD,
its adjoint is not necessarily with TUD.
Example 3.3. Let H be a Hilbert space with an orthonormal basis {ei, j}∞i, j=1 and let the operator T be deﬁned by
T ei, j =
⎧⎨
⎩
0 if j = 1,
i−1ei,1 if j = 2,
ei, j−1 otherwise.
In [22, Example 5] it is proved that R(T ) = R(T 2) and R(T ) is not closed. Hence des(T ) < ∞ and so T has TUD.
But T ∗ does not has TUD. In fact, if T ∗ has TUD for n  d, then R(T ∗) + N(T ∗d) is closed by [16, Theorem 3.2]. Since
R(T ) = R(T 2), we now have that N(T ∗) = N(T ∗2) and so asc(T ∗)  1. According to [1, Lemma 3.2] we have that R(T ∗) ∩
N(T ∗d) = {0}. From [17, Lemma 5.2] we can see that R(T ∗)is closed. Hence R(T ) is closed, a contradiction. Consequently,
T ∗ does not have TUD.
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case that λ0 I − T has TUD, dually from Theorem 3.2. Using Lemma 3.1 and a lemma of Dieudonné, we obtain the dual result
of Theorem 3.2. And we generalize the corresponding results in [2,10].
Theorem 3.4. Let T ∈ B(X) and λ0 ∈C. If λ0 I − T has TUD for n d, then the following conditions are equivalent:
(1) T ∗ has SVEP at λ0;
(2) There exists n ∈N such that (λ0 I − T )|R((λ0 I−T )n) is surjective, where we consider the operator range topology on R((λ0 I − T )n);
(3) λ0 is not an interior point of σsu(T );
(4) σsu(T ) does not cluster at λ0;
(5) des(λ0 I − T ) < ∞;
(6) There exists q ∈N such that K (λ0 I − T ) = R((λ0 I − T )q);
(7) X = H0(λ0 I − T ) + K (λ0 I − T );
(8) H0(λ0 I − T ) + K (λ0 I − T ) is norm dense in X ;
(9) X = N((λ0 I − T )∞) + R((λ0 I − T )∞);
(10) N((λ0 I − T )∞) + R((λ0 I − T )∞) is norm dense in X.
In this case, if q := des(λ0 I − T ) then
K (λ0 I − T ) = R
(
(λ0 I − T )∞
)= R((λ0 I − T )q
)
.
Proof. Assume that λ0 = 0.
(1) ⇒ (5) Since T has TUD for n d, Tˆ : X/N(T∞) → X/N(T∞), [x] → [T x] is bounded below by Proposition 2.3. Hence
Tˆ ∗ : (X/N(T∞))∗ → (X/N(T∞))∗ is onto. According to Proposition 2.5, there is a linear isometry J of (X/N(T∞))∗ onto
(N(T∞))⊥ such that J Tˆ ∗ J−1 = T ∗|(N(T∞))⊥ . Hence T ∗|(N(T∞))⊥ is onto. Since N(T∞) is invariant under T , (N(T∞))⊥ is
also invariant under T ∗ . Since T ∗ has SVEP at 0, it follows from [1, Remark 2.4] that T ∗|(N(T∞))⊥ has SVEP at 0. Therefore
T ∗|(N(T∞))⊥ is injective by [14, Theorem 2]. Again from Proposition 2.5, Tˆ ∗ is injective. Hence Tˆ ∗ is invertible and so Tˆ is
also invertible. Therefore R(Tˆ d) = R(Tˆ d+1), that is, (R(T d)+N(T∞))/N(T∞) = (R(T d+1)+N(T∞))/N(T∞). Since T has TUD
for n d, R(T d)∩ N(T∞) = R(T d+1)∩ N(T∞) by Proposition 2.4. Then by a simple calculation and [16, Lemma 2.1] we have
that R(T d)/(R(T d) ∩ N(T∞)) = R(T d+1)/(R(T d) ∩ N(T∞)). Also, since R(T d+1) ⊆ R(T d), we can see that R(T d) = R(T d+1)
and so des(T ) < ∞.
(5) ⇒ (4) Suppose that des(T ) < ∞. According to [16, Corollary 4.8], there exists an ε > 0 such that λI − T is surjective
for all 0 < |λ| < ε. Then 0 is not a limit point of σsu(T ).
(4) ⇒ (3) It is obvious from the elementary plane geometry.
(3) ⇒ (1) Since σsu(T ) = σap(T ∗), it is clear by the identity theorem for analytical functions.
(2) ⇒ (5) Suppose that there exists n ∈ N such that T |R(Tn) is onto. Then T (R(Tn)) = (T |R(Tn))(R(Tn)) = R(Tn) and so
des(T ) < ∞.
(5) ⇒ (2) Suppose that des(T ) = q < ∞. Then (T |R(T q))(R(T q)) = T (R(T q)) = R(T q) and so T |R(T q) is onto.
(5) ⇒ (6) According to Lemma 3.1 we can see that K (T ) = R(T∞). Let des(T ) = q. Then K (T ) = R(T∞) = R(T q).
(6) ⇒ (5) According to Lemma 3.1 we can see that R(T∞) = K (T ) = R(T q), then des(T ) < ∞.
(5) ⇒ (9) Suppose that des(T ) = q < ∞. Then it is clear that R(T q) = R(T∞) and we have that X = N(T q) + R(T q) by
[1, Lemma 3.2]. Hence X = N(T q) + R(T q) ⊆ N(T∞) + R(T∞) ⊆ X and so X = N(T∞) + R(T∞).
(9) ⇒ (7) It is clear that N(T∞) ⊆ H0(T ) and we have that R(T∞) = K (T ) by Lemma 3.1. Then X = N(T∞) + R(T∞) ⊆
H0(T ) + K (T ) ⊆ X and so X = H0(T ) + K (T ).
(7) ⇒ (8) and (9) ⇒ (10) Clear.
(8) ⇒ (1) and (10) ⇒ (1) See [1, Theorem 2.33 and Corollary 2.34]. 
The next theorem follows immediately from Theorems 3.2 and 3.4.
Theorem 3.5. Let T ∈ B(X) and λ0 ∈C. If λ0 I − T has TUD, then the following conditions are equivalent:
(1) Both T and T ∗ have SVEP at λ0;
(2) λ0 is a pole of the resolvent of T ;
(3) X = H0(λ0 I − T ) ⊕ K (λ0 I − T );
(4) X = N((λ0 I − T )∞) ⊕ R((λ0 I − T )∞).
4. Applications
The topological uniform descent spectrum of T is deﬁned as σud(T ) := {λ ∈ C: λI − T does not have TUD}. Clearly
σud(T ) ⊆ σap(T ). The results of Theorems 3.2 and 3.4 are quite useful for establishing the membership of cluster points
of some distinguished parts of the spectrum σ(T ) to the spectrum σud(T ).
360 Q. Jiang et al. / J. Math. Anal. Appl. 390 (2012) 355–361Corollary 4.1. Suppose that T ∈ B(X) has SVEP. Then all of the cluster points of σap(T ) belong to σud(T ).
Proof. Suppose that λ0 /∈ σud(T ). Since T has SVEP, and in particular has SVEP at λ0, σap(T ) does not cluster at λ0 by
Theorem 3.2. 
Corollary 4.2. Let T ∈ B(X) and T ∗ has SVEP. Then all of the cluster points of σsu(T ) belong to σud(T ).
Proof. Suppose that λ0 /∈ σud(T ). Since T ∗ has SVEP, and in particular has SVEP at λ0, σsu(T ) does not cluster at λ0 by
Theorem 3.4. 
Theorems 3.2 and 3.4 have some other interesting applications.
Corollary 4.3. Let T ∈ B(X) be an operator with TUD for n d. If cd(T ) > c′d(T ), then T ∗ does not have SVEP at 0.
Proof. Suppose that T has TUD for n  d and cd(T ) > c′d(T ). Therefore cd(T ) > 0. If λ ∈ C, λ = 0 and |λ| is small enough,
then cn(λI − T ) = cd(T ) > 0 for all n ∈N by [16, Theorem 4.7]. Hence λI − T is not onto. Then we can see that des(T ) = ∞
by [16, Corollary 4.8]. From Theorem 3.4 it follows that T ∗ does not have SVEP at 0. 
Corollary 4.4. Let T ∈ B(X) be an operator with TUD for n d. Then:
(1) If S ∈ B(X) commutes with T , S is suﬃciently small and invertible, then T ∗ has SVEP at 0 if and only if (T + S)∗ does.
(2) If S ∈ B(X) is a compact operator, commuting with T , such that T + S has TUD for n  p, then T ∗ has SVEP at 0 if and only if
(T + S)∗ does.
Proof. (1) It follows from [16, Theorem 4.7 and Corollary 4.8] that T + S has TUD for n 0, and des(T ) < ∞ if and only if
des(T + S) < ∞.
(2) From [16, Theorem 5.8], it follows that des(T ) < ∞ if and only if des(T + S) < ∞.
Therefore the corollary is a direct consequence of Theorem 3.4. 
Since the operator with ﬁnite essential descent has TUD, it follows from Theorem 3.4 that the adjoint of an operator
with ﬁnite essential descent has SVEP at 0 if and only if the operator has ﬁnite descent.
Corollary 4.5. Suppose that T ∈ B(X) and dese(T ) < ∞. Then T ∗ has SVEP at 0 if and only if des(T )< ∞.
If T ∈ B(X) has ﬁnite descent, Schmoger in [23] shows that T has SVEP at 0 if and only if asc(T ) < ∞. Naturally, we
consider the dual result: if T ∈ B(X) has ﬁnite ascent and T ∗ has SVEP at 0, is the claim that des(T ) < ∞ true? It is easy to
get a counterexample. Let us take T as an injective quasi-nilpotent operator, then asc(T ) = 0 < ∞ and T ∗ has SVEP at 0, but
des(T ) = ∞. Or else, if des(T ) < ∞, we have that des(T ) = asc(T ) = 0 and so T is invertible. Hence σ(T ) = ∅, a contraction.
If we require something more, precisely by means of operator range topology, we can get a dual result of [23].
Corollary 4.6. Suppose that T ∈ B(X) has ﬁnite ascent p. If R(T p+1) is closed in the operator range topology on R(T p) and T ∗ has
SVEP at 0, then des(T ) < ∞.
Proof. Since asc(T ) = p < ∞, we have that N(T ) ∩ R(T p) = {0} by [1, Lemma 3.2]. Then N(T ) ∩ R(Tn) = {0} for all n  p.
Moreover, R(T p+1) is closed in the operator range topology on R(T p). Therefore T has TUD by Propositions 2.1 and 2.2.
Since T ∗ has SVEP at 0, applying Theorem 3.4, it follows that des(T ) < ∞. 
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