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Exploiting User and Venue Characteristics for Fine-Grained
Tweet Geolocation
WEN-HAW CHONG and EE-PENG LIM, Singapore Management University
Which venue is a tweet posted from? We call this a fine-grained geolocation problem. Given an observed
tweet, the task is to infer its discrete posting venue, e.g., a specific restaurant. This recovers the venue context
and differs from prior work, which geolocats tweets to location coordinates or cities/neighborhoods.
First, we conduct empirical analysis to uncover venue and user characteristics for improving geolocation.
For venues, we observe spatial homophily, in which venues near each other have more similar tweet content
(i.e., text representations) compared to venues further apart. For users, we observe that they are spatially
focused and more likely to visit venues near their previous visits. We also find that a substantial proportion
of users post one or more geocoded tweet(s), thus providing their location history data. We then propose
geolocation models that exploit spatial homophily and spatial focus characteristics plus posting time infor-
mation. Our models rank candidate venues of test tweets such that the actual posting venue is ranked high.
To better tune model parameters, we introduce a learning-to-rank framework. Our best model significantly
outperforms state-of-the-art baselines. Furthermore, we show that tweets without any location-indicative
words can be geolocated meaningfully as well.
CCS Concepts: • Information systems→ Data mining; Geographic information systems;
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ACM Reference format:
Wen-Haw Chong and Ee-Peng Lim. 2018. Exploiting User and Venue Characteristics for Fine-Grained Tweet
Geolocation. ACM Trans. Inf. Syst. 36, 3, Article 26 (February 2018), 34 pages.
https://doi.org/10.1145/3156667
1 INTRODUCTION
On Twitter, users post tweets from their current locations with the option of associating their
tweets with location coordinates. Such geocoded tweets can be mined for insights on visit be-
havior or to support various applications, such as venue recommendation, disaster relief man-
agement [15], and location-based advertising. For example, for venue recommendation, knowing
that a Twitter user has just tweeted from a shopping mall, the user may be recommended to visit
an art gallery next to the mall. At the same time, location-based advertising can send promotion
e-coupons related to themall or art gallery to facilitate more user spending. For disaster relief man-
agement, users trapped in disasters or unforeseen incidents can potentially be geolocated through
their tweets for disaster relief, information collection, or evacuation. However, studies [1, 18] have
shown that as much as 98% of tweets are not geocoded. This motivates the need for location in-
ference with tweet geolocation techniques [1, 2, 25, 26, 39].
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Problem. In this work, we conduct fine-grained geolocation1 [21, 25, 26, 27], which links tweets
to the specific venues from which they were posted. We consider fine-grained, discrete venues2—
e.g., restaurants, offices, and pubs—rather than coarse-grained locations such as cities or neigh-
borhoods. We cast fine-grained geolocation as a learning-to-rank problem. Given a non-geocoded
tweet from a city, we rank venues in the city such that highly ranked venues are more likely to
be the posting venue. To evaluate ranking accuracy, we use a standard ranking metric, the Mean
Reciprocal Rank.
Fine-grained geolocation recovers the venue context, which is useful for applications. Basically,
a tweet is associated with different venue contexts when it is posted from different venues. This is
true even if the candidate venues are adjacent to each other with effectively the same location co-
ordinates. Hence, our task is very different frommost of the earlier works on coarse-grained geolo-
cation [1, 18, 20, 23]. These coarse-grained geolocation works link tweets to cities/neighborhoods
or to location coordinates, which may be too coarse for many useful applications. Also note that,
during geolocation, the input includes observed content from the test tweet. This differs fromwork
on location/venue prediction [34, 46, 49], which predicts ahead of time and without observing any
test content where the user will check in or visit next. To avoid confusion with such works, we
have not used the term prediction.
Analogy to document retrieval. If one regards test tweets as queries and venues as docu-
ments, then fine-grained geolocation is akin to the document retrieval task [30]. However, there is
one interesting difference in that venues have geographical locations and are naturally ordered in
space, whereas this is not the case for documents in traditional retrieval tasks. As will be seen, the
spatial positions of venues can be exploited for geolocation. In this work, each tweet is also posted
from only one venue. In the analogy of document retrieval, there is only one relevant document
for each query.
Challenges. Tweets are short and colloquial and may be posted from any one of the thousands
of candidate venues in a given city or area of interest. Hence, fine-grained tweet geolocation is
highly challenging. For example, a tweet “having dinner” can arise from any of the numerous food
venues or even at one’s home. Some prior work [25] mitigated this challenge by performing fine-
grained tweet geolocation for tweets with location-indicative words only, i.e., words used mostly
at very few locations, e.g., “airport.” Tweets with such words are thus easier to be geolocated.
Here, we geolocate both tweets with and without location-indicative words. To achieve better
geolocation performance and to perform fine-grained geolocation on any tweets, we shall exploit
the characteristics of users and venues, as uncovered by our empirical analysis.
For fine-grained geolocation, it is also challenging to acquire ground-truth data for meaningful
experiments. Tweets have to be associated with the specific venues, instead of just the location
coordinates. A popular strategy [2, 27] is to leverage location apps, such as Foursquare, in which
users associate their posts with specific venues. Besides adopting this, we also propose a novel
strategy of linking tweets to venues based on Foursquare users posting tweets and check-inswithin
a short time period (see Section 2.2).
Empirical Analysis. For more effective geolocation, we first study some useful characteris-
tics of venues and users, namely, spatial homophily, spatial focus, and the availability of location
history. We first exploit the venues to investigate spatial homophily with respect to fine-grained
spatial locations. Spatial homophily is a concept that has been studied at coarse geographical reso-
lution [1, 3]. This concept means that social media content from the same city/region is more likely
to share common words than content from different cities/regions, possibly due to geographical
1Portions of this work appeared in [7].
2Such venues are also called fine-grained locations in [21, 26].
ACM Transactions on Information Systems, Vol. 36, No. 3, Article 26. Publication date: February 2018.
Exploiting User and Venue Characteristics for Fine-Grained Tweet Geolocation 26:3
bias of language use in Twitter. For example, “Tube” is commonly used to refer to the subway sys-
tem in London, but hardly used in a similar fashion for Singapore. However, at a much finer spatial
scale, such as between venues in a city, is spatial homophily still observable? Our empirical studies
indicated yes. Venues near each other tend to have more similar content than venues further apart
in the same city. In other words, venues near each other have more similar text representations.
Furthermore, spatial homophily is stronger for tweet content generated using a location app (e.g.,
Foursquare) than that for tweet content that is posted not using a location app. Next, we focus
on the user aspect. We show that while the proportion of geocoded tweets on Twitter is small [1,
18], they are posted by a substantial proportion of users. This justifies the design of personalized
models that exploit user location history in location-related applications. In addition, we show
that users are spatially focused and are more likely to visit venues that are near each other. This
characteristic can be readily incorporated into probabilistic models for geolocation.
In addition to the user and venue characteristics that surfaced through our empirical analysis,
we also note that venues have the characteristic of varying popularities with different times of the
day. We called this venue temporal popularity and shall also exploit it for modeling.
Approach. Drawing from the various user and venue characteristics, we then propose several
probabilistic geolocation models. We formulate our models such that parameters can be easily
optimized in a learning-to-rank framework. We incorporate the loss function from [8] as a proxy
for the ranking metric of mean reciprocal rank along with novel adaptations to lower computation
complexity.
Via extensive experiments, we show that models incorporating user and venue characteristics
such as venue temporal popularity and user location history consistently outperform pure content-
based approaches. We also show our models to be useful even on tweets without words that are
indicative of locations. This enables us to geolocate more tweets in applications.
Contributions. Our contributions are listed as follows:
(1) We approach fine-grained geolocation from a learning-to-rank framework, which prior
work had only sparsely explored. To obtain more data at scale for this problem, we also
propose a novel strategy of linking tweets to venues based on Foursquare users posting
tweets and check-ins within a short time period.
(1) We conduct empirical analysis to surface characteristics for exploitation in models. We
show that spatial homophily exists at fine granularities such that venues near each other
are more similar in content. We observe this effect to be stronger for tweet content gen-
erated in association with a location app.
(2) We show that 30% to 40% of users in Twitter have location history that is useful for model
building. We also show that users are spatially focused in being more likely to visit venues
near each other.
(3) We propose several novel models for the fine-grained geolocation problem. For selected
models, we optimized their parameter by minimizing an adapted loss function in a
learning-to-rank framework.
(4) Our experiments show that the various characteristics are useful for geolocation, with
venue temporal popularity and user characteristics (location history and spatial focus)
achievingmany improvements. Depending on the dataset andmetric, our best-performing
model provides ranking accuracy improvement from 6% to 60% over the naïve Bayes
model.
Paper Outline. The rest of the article is organized as follows. We first define two kinds of
geocoded tweets in this study and the corresponding datasets in Section 2. We then cover the em-
pirical study of both user and venue characteristics in Section 3, finding that spatial homophily
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Table 1. Sample Shouts
1 Passport photo look retarded (@ Immigrat-
ion & Checkpoints Authority w/5 others)
2 Dread dread dread work
(@ Orchard Central in Singapore)
Note: Bolded portions are user-authored comments. Only this por-
tion is used for empirical analysis and geolocation.
exists for venue representations and that user venue visits are spatially focused. Section 4 presents
our proposed fine-grained geolocation models. The experiment setup and results are given in
Section 5. Section 6 provides a survey of related work before we present our conclusions in
Section 7.
2 TWEETS WITH POSTING VENUES
In this work, we require tweets with ground-truth venues for training and testing. To find them,
we exploit users who are present on both Twitter and the location app Foursquare and extract two
types of tweets with posting venues. The first type is Foursquare check-in comments that users
broadcast to Twitter. The second type is content authored on Twitter independently of any location
app, which we then associate with venues using a very stringent criterion. As to be discussed next,
we apply a different preprocessing step for each type of tweet before using the data.
2.1 Shouts (SHT)
These are tweets pushed from Foursquare, a highly popular location-based social networking app.
We follow the setup in prior work [2, 27] to construct a convenient source of tweets with ground-
truth venues.
In Foursquare, users can write comments and broadcast them to Twitter while they check in to a
venue. Following Foursquare terminology, we refer to such tweets as shouts. As shown in Table 1,
a shout contains the user-authored comment, e.g., “Passport photo look retarded,” plus an app-
generated portion indicating the check-in venue e.g., “(@ Immigration & Checkpoints Authority
w/5 others).” We discard the latter portion, which is trivial for geolocation and not meaningful for
empirical analysis. Thereafter, we use only the comments for empirical analysis and geolocation.
2.2 Pure Tweets (TWT)
We refer to tweets that are authored by users and non-retweets as pure tweets. While the pure
tweets are not geocoded, we find the subset of pure tweets posted by users who also performed
Foursquare check-ins around the same time. Specifically, for each pure tweet from a useru, we link
it to u’s check-in that is nearest in time. If the time difference is less than a specified threshold,
then we assign the check-in venue as the tweet’s posting venue. We use a stringent threshold of
5 minutes. This assumes that the user is tweeting from where the user checks in if both actions
are within 5 minutes of each other.
To further motivate our linking process, we also note that while the current Twitter API allows
users to assign location tags, the assignments are coarse grained and at the city or neighborhood
level. For example, when posting a tweet, users in Singapore can select from a list of location tags:
“Central Region, Singapore” and “East Region, Singapore.” Such location tags are not indicative of
the posting venues, however; thus, linking is still required.
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2.3 Datasets
In this paper, “tweets” refer to both pure tweets and shouts. Where differentiation is required, we
use each term explicitly, i.e., pure tweets or shouts.
We collect check-ins and pure tweets for users from Singapore (SG) and Jakarta (JKT) who
utilized Foursquare. Note that Foursquare check-ins are available only if the users have broadcasted
them to Twitter. For such users, we also collect their pure tweets.
We use the datasets for our empirical analysis on spatial homophily, spatially focused users,
and in our geolocation experiments. For Singapore, we collected 1,190,522 Foursquare check-ins
from 2014, of which 361,899 (30.4%) involve shouts. The check-ins are posted by 29,301 users over
65,701 Foursquare venues—each venue is already characterized by name, location coordinates, and
functionality, e.g., “Chinese restaurant.” Hence, geolocating to each Foursquare venue is equivalent
to geolocating to a venue context. We refer to this dataset as SG-SHT. Based on the discussed
process in Section 2.2, we also collected 90,250 pure tweets from 6,424 users over 12,616 venues.
We designate the dataset as SG-TWT. For Jakarta, the JKT-SHT dataset comprises 177,570 check-
ins for the period 2015 to mid-2016, of which 86,343 (48.6%) are shouts. The check-ins are from
12,119 users over 45,213 venues. Linking the check-ins to pure tweets, we obtain only 1,335 pure
tweets (JKT-TWT) posted by 592 users from 886 venues. This small number is due to platform
API changes made by Twitter in 2015 that affected crawling. We use JKT-TWT only as a test set.
3 EMPIRICAL STUDY
3.1 Spatial Homophily
Users in the same city/region generate more similar social media content when compared to an-
other city/region [3, 4] due to geographical bias in language usage in Twitter. We refer to this as
spatial homophilywith respect to locations. Does spatial homophily exist on amuch smaller spatial
scale, such as between venues? To our knowledge, spatial homophily has not been studied at the
venue level, thus motivating our analysis. Given venues in the same city, we compare the content
of venues near each other versus venues that are far apart. If spatial homophily exists, then venues
near each other should have more similar text representations. We conduct separate experiments
using two different text representations of venues based on the simple bag-of-words model and a
more sophisticated word-embedding technique. Both experiments indicate that spatial homophily
iexists at very fine granularities. For conciseness, we discuss the bag-of-words experiment here
and defer the word embedding one to Appendix B.
Table 2 presents the results. Within each dataset, we conduct two sets of analysis. In the first
set (labeled “Mixed”), we compare venues near each other regardless of their functionality. In the
second set, we control for functionality by comparing venues within the same category, e.g., com-
paring adjacent restaurants. The venue category labels are provided by Foursquare. There are ten
categories based on functionality. For better representativeness, we use the two categories “Food”
and “Shop,” which cover more venues. This analysis allows us to evaluate spatial homophily under
mixed and non-mixed functionality conditions. Our intuition is that spatial homophily should be
less observable under the mixed condition.
For brevity, we describe the procedure for the Mixed analysis. If we are controlling for venue
functionality, we need to repeat only the steps on venues of the targeted category. We treat each
venue as a document and use its tweets to create a TFIDF vector. Let c (w,v ) be the frequency
of word w at venue v , let V be the number of distinct venues and let d f (w ) be the number of
venues wherew occurs at least once. Then thewth dimension of v’s TFIDF vector is computed as
c (w,v ) log(1 +V/d f (w )). We then conduct the following:
ACM Transactions on Information Systems, Vol. 36, No. 3, Article 26. Publication date: February 2018.
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Table 2. Average Ratio Statistic (R¯) and Average Proportion of Venues Where Nearest
Neighbors are More (or Less) Similar in Content Compared to Non-neighbors
Dataset Category More similar Less similar Equally similar R
Mixed 41.71% 19.14% 39.15% 0.516
SG-SHT Food 50.61% 30.95% 18.44% 0.476
Shop 35.72% 21.18% 43.10% 0.486
Mixed 36.38% 26.26% 37.36% 0.461
SG-TWT Food 30.67% 25.94% 43.39% 0.438
Shop 38.63% 29.51% 31.86% 0.461
Mixed 29.50% 17.09% 53.41% 0.470
JKT-SHT Food 30.52% 23.70% 45.78% 0.445
Shop 32.20% 18.92% 48.88% 0.476
• Find k venues nearest tov that are also below distance threshold D. This formsv’s nearest-
neighbor set, denoted as nb (v ). If there are l < k venues below distance threshold, nb (v )
will only include l venues.
• Compute average cosine similarity between v and nearest neighbors, denoted as cosnb (v ).
• Randomly sample k venues more than distance D away as non-neighbors, denoted as
nnb (v ).
• Compute cosnnb (v ), the average cosine similarity between v and non-neighbors.
• Compute the average distance fromv to nb (v ):distnb (v ) = 1|nb (v ) |
∑
v ′ ∈nb (v ) d (v,v ′), where
d (v,v ′) is the distance between v and v ′. Also, compute distnnb (v ), the average distance
from v to nnb (v ).
Since Singapore and Jakarta are dense cities, we use k = 5 and D = 500m. After iterating over all
venues with content, we tabulate the proportion of venues whose nearest neighbors are more sim-
ilar than the non-neighbors, i.e., cosnb (v ) > cosnnb (v ) and the proportion of venues whose nearest
neighbors are less similar than non-neighbors. Since the non-neighbors are sampled randomly, we
conduct 10 runs per city and average the proportions.
For each venue in each run, we also compare the cosine similarities of neighbors and non-
neighbors with the following ratio statistic:
R (v ) = exp
(−cosnnb (v )
cosnb (v )
)
, (1)
where the exponential function avoids computation error caused by dividing by zero. R (v ) is larger
in terms of content;v has less similar non-neighbors than neighbors. For each run, we averageR (v )
over venues to obtain the average ratio statistic R.
Table 2 displays the average ratio statistics and the averaged proportions. Venues with identical
cosnb (.), cosnnb (.) fall under the “Equally similar” column in the table. These identical value cases
involve venues with no common words, i.e., cosnb (v ) = cosnnb (v ) = 0. Other venues fall under the
“More similar” or “L similar” column. Table 2 shows that proportions in the “More similar” col-
umn are consistently higher for all datasets than the “Less similar” column. This implies spatial
homophily since venues are more similar to their neighbors than to random non-neighbors. For
example, in SG-SHT, on average, 50.61% of food venues are more similar to their food venue neigh-
bors while 30.95% are less similar when compared against non-neighbors of the food category. The
difference between these two proportions is greater for SG-SHT than SG-TWT, suggesting that the
spatial homophily effect is stronger for shouts than pure tweets.
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Table 3. Venues (in Brackets <>) Near Each Other and Sample Shouts
Demonstrating Spatial Homophily
M1
<Cha Cha Cha Mexican Restaurant & Bar>
“Hehe finally satisfied ma Mexican food craving w momsie”
M2
<El Patio Mexican Restaurant & Wine Bar>
“Mexican Hogmany food with @joanniewalker”
N1
<Executive Cafe>
“Hotpot at NTU. Yum <3 with Lem”
N2
<McDonald’s>
“At NTU’s North Spine.”
Refer to the R values in Table 2. If there is no difference in cosine similarities between neighbors
and non-neighbors, then Equation (1) indicates that R is expected to be exp(−1) = 0.368. As can be
seen, all values are higher than this. On average, a venue’s non-neighbors is less similar in content
than neighbors. This again indicates spatial homophily. R is also higher for SG-SHT than SG-TWT
across all categories. This reaffirms that spatial homophily is stronger for shouts. One possible
explanation is that, for pure tweets, users tend to share more diverse topics, which can be quite
unrelated to their current venues. Different from pure tweets, shouts are authored by users as they
check in to some venues. They then broadcast their shouts to Twitter, intentionally sharing their
venues. Thus, users may be more likely to mention aspects related to current venues or the local
area. This also implies that pure tweets are harder to geolocate compared to shouts.
Interestingly, the “Mixed” experiment, which does not control for venue functionality, exhibits
spatial homophily effects that are comparable to “Food” and “Shop.” On inspection, we observed
various contributing factors. While moving around adjacent venues of different functionalities,
users may mention local spatial characteristics, events, or may be using unique words, e.g., men-
tions of friends.
Table 3 illustrates examples of spatial homophily. Shouts M1 and M2 are from Mexican restau-
rants near each other. User mentions of Mexican food contribute to content similarity between
venues. For shouts N1 and N2, they are posted from venues in Nanyang Technological University
(NTU), a university in Singapore. Thus, NTU constitutes a local spatial feature and its mentions
increase content similarity between venues on campus.
3.2 Location History
As the proportion of geocoded tweets is small, one may easily assume that they are contributed
by an equally small proportion of users. For such users, the geocoded tweets constitute a personal
location history that can be used to build more accurate models to geolocate their non-geocoded
tweets. However, are such models widely applicable to users? We therefore need to investigate the
proportion of users with personal location history.
For the purpose of this empirical analysis, we sample users independently of the datasets dis-
cussed earlier in Section 2.3. We randomly sample 50,000 Twitter users from Singapore for 2014
and from Jakarta for June to December 2016. The only sampling condition is that each sampled
user has posted at least one tweet during the study period. Sampled users may or may not be active
on Foursquare. Table 4 shows the statistics compiled.
As expected from prior work [1, 18], the proportion of geocoded tweets is tiny at 3.22% for Singa-
pore and 4.62% for Jakarta. However, we find that the proportion of users posting geocoded tweets
is substantial. For ease of discussion, denote the set of users who posted at least one geocoded
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Table 4. Statistics for 50,000 Sampled Users from Singapore (2014)
and from Jakarta (June to December, 2016)
Singapore Jakarta
Total Tweets 136,548,216 20,466,019
Geocoded Tweets
4,394,378 946,432
(3.22%) (4.62%)
Users with 15,169 20,982
geocoded tweets, {u}д (30.34%) (41.97%)
Average geocoded tweets/user
289.69 45.11
in {u}д
Average non-geocoded tweets/user
4532.98 157.48
in {u}д
Fig. 1. CCDF for users in {u}д . X-axis = number of geocoded tweets per user.
tweet as {u}д . Table 4 shows that, in Singapore, {u}д comprises 30.34% of the sampled users. This is
much larger than the value of 3.22% if one does a naïve inference based on the fraction of geocoded
tweets. Similarly, in Jakarta, {u}д is substantial at 41.97% of the users. Such proportion character-
istics arise because users in {u}д post both geocoded and non-geocoded tweets, with the latter at
much larger counts. The last two rows of Table 4 illustrate this. On average, a Singapore user in
{u}д posts 289.69 geocoded tweets and 4532.98 non-geocoded tweets. A similar bias in tweeting
behavior can be observed for Jakarta.
Intuitively, an average user is constrained by geographical, social, or personal factors. This leads
to venue revisits or the conduct of many activities (e.g., work) in geographically localized regions.
Now, consider a user in {u}д . The user has geocoded tweets with location coordinates. This loca-
tion history may provide useful information on the user’s visit routines and activity regions. We
can then build a personalized model of the user that better geolocates the individual’s other non-
geocoded tweets. Obviously, this also requires sufficient geocoded tweets per user, thus motivating
our next analysis.
For users in {u}д , we examine their distribution of geocoded tweets. This gives a sense of the
proportion of users with sufficient location history for learning amodel. Figure 1 displays the Com-
plementary Cumulative Distribution (CCDF) plot. The plots show that many users in {u}д have
an adequate number of geocoded tweets. For example, Figure 1(a) indicates that, for Singapore,
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Fig. 2. CDF of distance statistics of users (blue) versus null model (red). (X axis = distance in metres).
around 40% of the users in the {u}д . set has more than 50 geocoded tweets over a 1-year period.
For Jakarta, over a half-year period, the corresponding proportion is around 25%.
3.3 Spatially Focused Users
We say that a user is spatially focused if more likely to visit venues that are near the user’s other
visited venues. For each user, we compute a distance-based statistic to quantify the extent of spatial
focus. We compare this against the expected distance statistic when a user visits the same number
of venues in a random manner. We term the latter as the null model. We conduct our analysis on
users with geocoded tweets tied to Foursquare (datasets SG-SHT and JKT-SHT).
Denote Vu as the set of venues visited by user u. We iterate through each venue in Vu and
compute the distance to the nearest neighboring venue. This is averaged over all venues in Vu .
If the distance statistic is small relative to the null model (to be defined), then there is stronger
evidence of spatial focus. Formally, the distance statistic is
D (u) =
1
|Vu |
∑
v ∈Vu
min
v ′ ∈Vu \v
d (v,v ′), (2)
where d (, ) measures spatial distance. D (u) is easy to compute. It neither assumes any parametric
form for the spatial distribution nor knowledge of the number of spatial clusters.
The null model computes the expected distance statistic if the user is not spatially focused but
rather visiting venues at random. For the null model, we reassign each unique visit of user u to a
randomvenue and obtain a randomvenue setV0u of the same size asVu .We then apply Equation (2)
again to compute the distance statisticD0 (u). Note that, to ascertain the presence of spatial focus, it
is important to compareD (u) versus the null model rather than just examining its actual value. The
reason is that D (u) can be small even if a user is not spatially focused. For example, assume a huge
geographical area containing many points that equally split the area. Let these points correspond
to the coordinates visited by user u. When the number of points is sufficiently large, then D (u) is
small, although u is not spatially focused. However, in this case, if we apply the null model, D0 (u)
will be small as well and close to D (u). Thus, by comparing both values, we can avoid drawing the
wrong conclusion that u is spatially focused.
Figure 2 plots the CumulativeDistribution Function (CDF) of the distance statistics for Singapore
and Jakarta. For each city, there is clear evidence that users are spatially focused. The red curve
for the null model statistic consistently lies to the right of the blue curve for the user statistic. This
implies that venues visited by users are spatially nearer each other than random. For example,
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Figure 2(a) shows that if users are visiting venues randomly (red curve), then we expect only
60% to have a distance statistic of 2,000 metres or less. However, the actual behavior (blue curve)
indicates that the corresponding proportion is around 90%. For Jakarta in Figure 2(b), 65% of users
(blue) have a distance statistic of 2,000 metres or less, much higher than the expected proportion
of 15% based on the null model (red).
Remarks. In short, our empirical analysis highlights that users with geocoded tweets form
a significant group in Twitter, much more than what one would expect from the proportion of
geocoded tweets. We also observe strong evidence that users tend to visit venues that are spatially
near each other. These motivate the design of personalizedmodels based on users’ location history.
3.4 Venue Temporal Popularity
Each tweet is associated with a posting time, which provides a modeling linkage to venue temporal
popularities. Intuitively, different venues are more popular at different times of the day, e.g., dining
venues are more popular at meal times while nightlife venues are more popular at late hours. This
directly affects the probability that a venue is the posting venue of a given tweet at different times
of the day.
Venue temporal popularitieswere studied extensively in priorwork [29, 34, 49]. Also, tweet post-
ing time is always observed, in contrast to user location history. Hence, we omit empirical analysis
and coverage studies. Instead, we capture the discussed intuitions by including tweet posting time
for modeling. This improves geolocation performance significantly, as will be discussed in the
experiment results.
4 MODELS
We first describe a Naïve Bayes model as the baseline model for geolocation. We then propose sev-
eral probabilistic models that draw on the empirical analysis findings. We elaborate the associated
notations in an inline manner for ease of reading.
4.1 Naïve Bayes (NB)
We denote the naïve Bayes model from [23, 25] as NB. This models the tweet content associated
with each venue as a bag of wordsw. LetW be the vocabulary size of tweet words. We use c (w,v )
as the frequency of word w at venue v and c (·,v ) to denote ∑w c (w,v ). Given a tweet, we then
rank venues by the venue probability p (v |w) ∝ p (v )∏w ∈w p (w |v ). The probability of word given
venue p (w |v ) is
p (w |v ) = c (w,v ) + α
c (·,v ) +Wα , (3)
where α is the smoothing parameter that can be tuned or set at 1 for Laplace smoothing.
4.2 Spatial Smoothing (NB+S)
Our earlier empirical analysis had demonstrated the presence of spatial homophily where venues
near each other are more similar in content. To consider this effect, we propose adding spatial
smoothing to the naïve Bayes model NB. For each word w at the ego venue v , we extend the
definition of p (w |v ) with word frequencies of v’s set of spatial neighbors, denoted by nb (v ). The
spatially smoothed p (w |v ) is defined as:
p (w |v ) =
c (w,v ) + α +
γ
|nb (v ) |
∑
vi ∈nb (v ) c (w,vi )
c (·,v ) +Wα + γ|nb (v ) |
∑
vi ∈nb (v ) c (·,vi )
, (4)
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where 0 ≤ γ ≤ 1 is the weight factor. By setting γ , we adjust the spatial smoothing strength on
word frequencies from v’s neighbors. When γ = 1, a word w found in every v’s neighbor will be
equivalent to a single w occurrence in v . Otherwise, the words from neighbors are weighted less
than the native words inv . Also recall that our earlier analysis shows that spatial homophily exists
even without controlling for venue functionalities. Thus, we do not need to restrict neighbors to
be of the same category as the ego venue.
4.3 Tweet Posting Time (NB+S+T)
The previous models mainly exploit the tweet content. As tweet content is short, ranking accuracy
may be low due to information sparsity. We thus explore user and/or venue characteristics to
improve performance. As previously mentioned, the posting time of tweets is readily available.
This ties to the characteristic that certain venues are more popular at different times of the day,
making them more likely to be the posting venues of tweets. Hence, given a tweet posted at time
of day t , we incorporate time into the model as follows:
p (v |w, t ) ∝ p (v |t )
∏
w ∈w
p (w |v ), (5)
where p (v |t ) accounts for venue popularity at time of day t .
A simple approach to compute p (v |t ) is to discretize t into time bins—e.g., hourly—and estimate
the venue distribution for every bin. However, there are boundary effects that are counterintuitive.
For example, consider discretizing by hourly bins, each bin starting on the hour. Then, t = 2,359
hours and t = 0001 hours are in different bins although they are only 2 minutes apart. In contrast,
t = 0001 hours and t = 0059 hours are 58 minutes apart but in the same bin.
Instead of binning, we model time of day t as a continuous variable, which is more intuitive. We
estimate p (v |t ) in an approach motivated by kernel density estimation (KDE) [28]. For time of day
t , define a time interval of lengthT (t ) that covers t . Denote by f (v, t ) the number of user visits to
venue v in the interval T (t ) and let f (·, t ) = ∑v f (v, t ). Given a test tweet with time of day t , we
compute that
p (v |t ) = f (v, t ) + β
f (·, t ) +V β , (6)
where V is the number of distinct venues and β is the smoothing parameter. β can be tuned or
learned (see Section 4.5).
Defining a time interval and counting the venues within is similar to applying a uniform kernel
in KDE. The time interval lengthT (t ) is analogous to the kernel bandwidth. Instead of adopting a
fixed interval length, we use adaptive bandwidth selection [28]. Basically, given a test tweet posted
at time of day t , we search for the k training tweets closest in time of day to define the time
interval, i.e., f (·, t ) = k . To do this efficiently, we use a k-d tree structure [14]. Given a set of training
tweets T, insertion and search using the k-d tree has average complexity of O (log |T|). We index
all training tweets after converting their posting times to 2-dimensional Cartesian coordinates. We
use a dimension of 2, which is the lowest possible dimension to capture the cyclical property of
time of day, e.g., a quarter past noon is closer to midnight than a quarter to noon. Formally, let time
of day t be represented as the number of seconds past midnight. We compute the corresponding
Cartesian coordinate (tx , ty ) as
tx = sin(t/3600)
ty = cos(t/3600)
. (7)
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Following Equation (7), we can readily apply k-d trees and Euclidean distance to facilitate k
nearest-neighbor computation given any time-of-day query. Note that the k-d tree is built on the
training set and accessed during test time.
Using the parameter k , adaptive bandwidth selection is able to adjust the time interval length
locally based on data density. Basically, during timings with sparse training points (e.g., midnight),
the interval length is longer to cover k nearest-neighboring training tweets, while during timings
with dense training points (e.g., dinner), the interval length is shorter. This is also intuitive from
the Bayesian point of view. Consider Equation (6), where f (v, t ) and f (·, t ) are actual observations
while β and V β are pseudo-observations. In fixing f (·, t ) = k , we effectively use k to control the
relative importance of actual and pseudo-observations to be consistent across all test tweets.
4.4 User Location History (NB+S+T+U)
Earlier, we showed that a substantial proportion of users have location history in the form of
geocoded tweets. On average, such users also post many non-geocoded tweets, which may be
targeted for geolocation. Here, we use location history to build models that are personalized to
each user.
Consider the previous model NB+S+T. From Equation (5), this model can be interpreted as a
Bayesian network in which the time-of-day node generates the venue node, which then generates
the words. We now let the venue node generate the user node as well. Thus, we now define
p (v |w, t ,u) ∝ p (v |t )p (u |v )
∏
w ∈w
p (w |v ). (8)
Since location history is specific to users, it is more intuitive to computep (v |u) instead ofp (u |v ).
p (v |u) can also be represented by two-dimensional distributions over geographical space, which is
convenient for interpretation and visualization. By the property p (u |v ) = p (v |u)p (u)/p (v ) and as-
suming constantp (u),p (v ), we havep (u |v ) ∝ p (v |u). Thus, the probability termp (u |v ) in Equation
(8) can be replaced by p (v |u).
Tomodelp (v |u), recall that the spatial focus propertymeans users aremore likely to visit venues
spatially near previously visited venues. To capture this idea, we extend the distance statistic from
Equation (2) and define p (v |u) as
p (v |u) ∝ exp
(
−S · min
v ′ ∈Vu
d (v,v ′)
)
, (9)
where Vu is defined previously as the set of venues in u’s location history and S ≥ 0 is the decay
parameter that will be learned (see Section 4.5). A large S means that p (v |u) decreases faster with
increasing distance betweenv and the nearest venue inVu . Equivalently, we are making the model
more sensitive to the spatial focus property. In contrast, if S = 0, we disregard the spatial focus
property. In our experiments, the learned optimal S varies across datasets. On average, S = 0.116
for SG-SHT, S = 0.025 for JKT-SHT, and S = 0.302 for SG-TWT.
Equation (9) defines an affinity vector over venues, specific to user u, whereby p (v |u) are the
vector elements. This vector is fixed if user u’s location history is not updated. Thus, one can
precompute the affinity vectors for users to geolocate their tweets more efficiently. Last, note that
for notation simplicity, we have defined Equation (9) in terms of distances between venues. In fact,
it is not required for the specific venues to be known in the location history. It suffices for only the
location coordinates of geocoded tweets to be known. Thus, the proposed model is applicable to
more users, including those whose geocoded tweets are not associated with specific venues.
Query Likelihood Model. Equation (8) can be interpreted as a query likelihood model (see
Section 12.2 of [30]) in the framework of traditional document retrieval. In the query likelihood
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model, the probability of document d given query q is computed as p (d|q) ∝ p (q |d)p (d). In Equa-
tion (8), venues are analogous to documents while the test tweet’s user and content comprises a
query with accompanying meta-information. The posting time is used to assign a non-uniform
prior to the venues (i.e., documents).
4.5 Learning to Rank
Given a tweet, one desires its posting venue to be ranked high. Thus, there is only one relevant
venue and the Mean Reciprocal Rank (MRR) is a suitable metric. Consider a set of tweets T. Let
the ranked position of the ith tweet’s posting venuevi be ri , where 0 ≤ ri ≤ V − 1. The MRR with
respect to tweet set T is defined as
MRR (T) =
1
|T|
|T |∑
i=1
1
1 + ri
, (10)
which is the average of the reciprocal ranks for each tweet in T. The highest possible value for
MRR (T) is 1.0, whereby each tweet’s posting venue is ranked at the top.MRR (T)’s lowest possible
value is 1/V , whereby each tweet’s posting venue is ranked at the bottom.
We can optimize parameters of our models with respect to MRR via tuning or Learning to Rank
(LTR). For models with few parameters, e.g., NB and NB+S, tuning can be done with grid search
over the parameter space in order to maximize MRR directly. However, for more complicated mod-
els with more parameters, tuning cost increases at an exponential rate. In contrast, LTR requires a
proxy function in place of MRR and may be susceptible to local optima. However, LTR can utilize
gradient information for more fine-grained optimization and scales better with increasing model
parameters. Considering the computation cost of tuning versus LTR and the number of model pa-
rameters, we apply different approaches to different models. For NB and NB+S, we adopt tuning
based on grid search. For NB+S+T and NB+S+T+U, we adopt LTR. To further motivate our choice
of using LTR instead of tuning, assume that each parameter is tuned over a grid of τ values. Then,
for NB+S+T+U, which has 4 parameters, tuning requires applying the model on the tuning set for
a total of τ 4 times. This is much more expensive than, for example, tuning for NB+S, which only
requires applying the model for τ 2 times.
LTR requires one to define an appropriate objective function. First, Equation (10) can be re-
expressed as:
MRR (T) =
1
|T|
|T |∑
i=1
⎡
⎢
⎢
⎢
⎢
⎣
1 +
∑
vvi
I(pΘ(v ) > pΘ(vi ))
⎤
⎥
⎥
⎥
⎥
⎦
−1
, (11)
where I(.) is the indicator function and pΘ(vi ) is the probability of the posting venuevi for the ith
tweet computed from some geolocationmodelΘ (e.g., NB+S). Thus, maximizingMRR is equivalent
to maximizing some function constructed from multiple 0-1 loss functions. Note that the indicator
function has a gradient of 0 except at the point of discontinuity, where the gradient is ill defined.
Hence, it is infeasible to maximize MRR directly [8] via LTR. Instead, one approximates MRR
maximization by minimizing a proxy loss function, whereby a good proxy should approximate the
0-1 loss well while retaining a sufficient gradient for learning. Various loss functions are possible,
e.g., logistic loss. However, in recent work, [8] has proposed the log-log loss function as a better
alternative to logistic loss. This motivates us to introduce the log-log loss function into our models
that have been selected for LTR. For the selected models, we construct the loss function over venue
pairs for minimization.
4.5.1 Loss Function. For a posting venue vi to be ranked high, pΘ(vi ) should be large while
pΘ(v ) should be small for v  vi , i.e., non-posting venues. For computation convenience, we use
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log probabilities for ranking. Let zΘ(vi ,v ) = lnpΘ(vi ) − lnpΘ(v ). The log-log loss function for a
tweet with posting venue vi is
LΘ(vi ) =
∑
vvi
ln(1 + ln(1 + exp(−zΘ(vi ,v )))) =
∑
vvi
ln(1 + RΘ(vi ,v )), (12)
where RΘ(vi ,v ) = ln(1 + exp(−zΘ(vi ,v ))). To obtain the global loss function, one computes and
sums Equation (12) over the set of tweets considered:
GΘ(T) =
|T |∑
i=1
LΘ(vi ). (13)
4.5.2 Reparameterization. With the loss function defined, we can perform gradient descent to
minimize it. However, there are constraints on the parameters. The smoothing parametersα , β , and
S are required to be non-negative. The spatial weight factor γ has to satisfy the constraint 0 ≤ γ ≤
1. Instead of constrained optimization, we incorporate the above constraints by reparameterizing
the model as follows:
α = x2α
γ = (1 + exp(−xγ ))−1
β = x2β
S = x2S
, (14)
where xα , xβ , xS , and xγ are the new set of parameters. These can now be easily learned from
unconstrained optimization.
4.5.3 Gradients. We minimize the loss function via stochastic gradient descent. Here, we illus-
trate deriving the gradient for one parameter xS for one model: NB+S+T+U model. For notation
brevity, let Θ represent NB+S+T+U. By chain rule,
∂LΘ(vi )
∂xS
=
∑
vvi
∂ ln(1 + RΘ(vi ,v ))
∂RΘ(vi ,v )
∂RΘ(vi ,v )
∂zΘ(vi ,v )
∂zΘ(vi ,v )
∂xS
. (15)
For NB+S+T+U, we have that pΘ(v ) = p (v |w, t ,u), thus:
∂zΘ(vi ,v )
∂xS
=
∂ lnp (vi |w, t ,u)
∂xS
− ∂ lnp (v |w, t ,u)
∂xS
, (16)
where
∂ lnp (v |w, t ,u)
∂xS
∝ ∂ lnp (u |v )
∂xS
= −2xS · min
v ′ ∈Vu
(d (v,v ′)) (17)
and ∂ lnp (vi |w, t ,u)/∂xS is computed similarly. The gradients for other model parameters are
illustrated in Appendix A. The gradients for the model NB+S+T are derived in a similar fashion.
4.5.4 Complexity Reduction. Let T be the set of training tweets and let V be the number of
distinct venues. For each training tweet, there is one posting venue and V -1 non-posting venues.
Consequently, for each training tweet, if we construct pairwise loss between the posting venue
and all other non-posting venues, then there areV -1 pairs. The overall computational complexity
for training is then O ( |T|V ).
We can reduce the complexity by reducing the number of pairs considered per training tweet.
The simplest approach is to randomly sample M proportion of pairs per training tweet (e.g., M =
0.25) such thatMV < V -1. On top of this random sampling scheme, we propose further adaptations
to reduce the complexity while enabling changes in the loss function to be more correlated to
changes in MRR. We achieve this by assigning greater weights to training tweets that contribute
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more to MRR. Such tweets already have their posting venues ranked high and are intuitively more
important. For example, assume two tweets at the start of training: tweet 1 with its venue ranked at
position 0, i.e., r1 = 0, and tweet 2with its venue ranked at position 99, i.e., r2 = 99. The overall MRR
is ( 10+1 +
1
99+1 )/2 = 0.505, with a contribution of 0.5 from tweet 1 and 0.005 from tweet 2. Tweet 1
is thus much more important than tweet 2. As training proceeds, model parameters evolve and
may lead to changes in the venue rankings of both tweets. However, any changes in the rank of
tweet 1’s venue will affect MRR much more than tweet 2.
The loss function as defined by Equations (12) and (13) do not reflect the varied importance of
training tweets. Furthermore, given some reduction in the loss, not all reciprocal ranks associated
with test tweets are simultaneously improved. Instead, there is a mixture of improvement, decline,
or no change. Continuing from the earlier example, it is plausible for a given loss reduction to
improve the ranking of tweet 2’s venue to position 49, while tweet 1’s associated ranking may
drop to position 1. This leads to a reduced MRR of ( 11+1 +
1
49+1 )/2 = 0.26, even though the loss
has decreased. Hence, to better correlate loss reduction with MRR improvement, it is important
to improve or maintain the ranking accuracy for tweets already associated with high reciprocal
rank. To achieve better correlation, we let more important training tweets contribute more pairs.
Specifically for the ith tweet at the start of the training phase, we construct the pairwise loss to
Mi (V − 1) other venues whereMi is a proportion computed as
Mi =
M
1 + exp(−1/ri,0) , (18)
where ri,0 is the ranked position of the posting venue for the ith tweet at the start of training,
i.e., the 0th iteration. Tweets contribute more pairs (are assigned more importance) based on their
associated reciprocal rank such thatMi = M for ri,0 = 0 and is close to 0.5M for large values of ri,0.
For example, a tweet with its posting venue perfectly ranked at the start of training contributes (V -
1)M pairs to the global loss function while a tweet with a very poorly ranked venue contributes
close to only 0.5(V -1)M pairs. The computational complexity is now O (V ∑ |T |i Mi ). Except for
extreme and unlikely cases in which all posting venues are perfectly ranked at the start of training,
the new computational complexity is lower than O ( |T|V ), enabling training to be conducted faster.
Other Sampling Strategies. It is possible to formulate other sampling strategies to exploit
various types of information associated with the training set, such as user visit history and venue
categories. For example, given a training tweet posted by user u from venue v , one may want to
sample non-posting venues in amanner specific tou, e.g., sampling equally from venues visited/not
visited byu. Alternatively, the sampling process can be specific to the posting venuev . For example,
one can sample non-posting venues belonging to the same functional category (e.g., restaurants) as
v . This means that posting and non-posting venues are less differentiated andmaymake parameter
learning more sensitive to generate distinct ranks for such venues. In short, various strategies can
be studied to understand their strengths and weaknesses. We defer such exploration to future
work.
5 EXPERIMENTS
5.1 Setup
We conduct fine-grained geolocation experiments to achieve the following:
(1) Compare our models with each other and other state-of-the-art baselines.
(2) Assess the importance of incorporating various user and venue characteristics, such as
user location history and temporal venue popularity.
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We split the datasets SG-SHT, SG-TWT, and JKT-SHT into training, tuning, and test sets. Model
parameters are learned from the training set to minimize the loss on the tuning set. We include
venues as ranking candidates only if they have at least 5 tweets in the training set.We also filter out
stop words and rare words (frequency <4). The test set consists of test cases of tweets, each posted
from some venue by a user with location history. On inspection, we noticed “easy” test cases, in
which a user repeatedly uses a highly uniquewordwith each post from a certain venue. Thismakes
the unique word highly indicative of the posting venue, leading to high ranking accuracy for such
cases. To make the problem more challenging, we filter them from the training set as follows: for
each test case with user u and posting venue v , we exclude u’s other tweets posted at v from the
training set. In other words during training, applied models do not observe any postings of u from
venue v .
For each dataset, we conduct 20 runs in which, for each run, we sample 5,000 tweets for testing/
tuning and use the remainder for training. From the sampled set, we use 1,000 tweets for tuning
and the remainder for testing. Due to various types of filtering discussed above, the number of test
cases per run is less than 4,000. The average numbers of test cases are reported with the results
for each experiment.
5.2 Models Applied
We compare the following models:
• KL: This model [27] assigns scores to venues based on posting time information, e.g., hour
of day, and the Kullback-Leibler divergences between the smoothed language models of
tweets and venues. The KL divergences are transformed and linearly combined with the
venue probabilities to form ranking scores.
• TFIDF: We represent venues and tweets as TFIDF vectors in terms of content. Given a test
tweet, we use cosine similarity to retrieve and rank venues. This is very similar to the
method in [20].
• GMM: This models [3] each word as a Gaussian mixture over 2-d space and a test tweet as
the product of Gaussian mixtures. Venues are ranked by the probability that the product
of Gaussian mixtures generates their coordinates. Since words that are indicative of spatial
regions should have relatively few numbers of modes, we follow [3] and set the number of
clusters to 3.
• VDOC: The topic model VDOC in [6] models the generation of check-ins and venue-related
comments in the form of Foursquare tips. By treating tweets as tips and ignoring the check-
in mode, we extend VDOC to model tweet generation. To generate each tweet, the venue
first generates the topic. The topic then generates the posting user and the tweet words. In
our experiments, we used 40 topics after observing that this is sufficient for optimal ranking
performance.
• KDE: KDE [19] integrates kernel density smoothing into multinomial naïve Bayes to
geolocate tweets to grid cells. Given cell c , geolocation is based on the probability
p (c )
∏
w ∈w p (w |c ), whereby p (c ) and p (w |c ) are smoothed using Gaussian kernels. To ap-
ply the method for geolocating to venues, we extend it to compute p (v |c )p (c )∏w ∈w p (w |c ).
Given venuev located in cell c , p (v |c ) is estimated by counting tweets posted from venuev
over all tweets posted within cell c . We experiment with grid sizes of 1 km and 500 m and
report results from the latter due to its better performance.
• NB: This is the naïve Bayes, content-only approach from [23, 25]. We observed better
performance with uniform venue probabilities, i.e., p (v |w) ∝∏w ∈w p (w |v ), and report the
associated results. We tune the smoothing parameter α using grid search: α is varied from
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Table 5. Average MRR for SG-SHT
Model MRR Improvement over NB
KL 0.04021 −58.045%
TFIDF 0.03571 −62.740%
GMM 0.02495 −73.967%
VDOC 0.03683 −61.571%
KDE 0.06655 −30.561%
NB 0.09584 0%
NB+S 0.09620 0.376%
NB+S+T 0.09966 3.986%
NB+S+T+U 0.10271 7.168%
Note: On average, there are 2,626.2 test cases and 10,814.5
venues to rank per run.
0.1 to 1.5 in steps of 0.1. The value associated with the optimal tuning set MRR is then
selected.
• NB+S: This extends the NBmodel with spatial smoothing. For spatial smoothing, we usek =
5 nearest neighbors of each venue to smooth the word probabilities. We tune the smoothing
parameterα and the spatial weight factorγ using grid search over (α ,γ ) values from (0.1,0.0)
to (1.5,1.0), at intervals of 0.1.
• NB+S+T: This uses content with spatial smoothing plus tweet posting time, which relates
to venue temporal popularity. For parameter learning, we apply LTR with mini-batch sto-
chastic gradient descent. We set M (see Equation (18)) at 0.25. We use 15 epochs and 50
mini-batches, each mini-batch consisting of 20 tweets. To account for local optimal, we
randomly initialize and train 5 instances per model. We then select the instance with the
highest tuning set MRR to apply on the test set.
• NB+S+T+U: This uses content with spatial smoothing, posting time, and user location his-
tory, thus exploiting all user and venue characteristics. We apply LTR with the same set-up
as described above.
5.3 Results on Shouts
In the first experiment, we train and test models on the datasets SG-SHT and JKT-SHT. Tables 5
and 6 present results for Singapore and Jakarta shouts, respectively. Note that MRR figures are not
directly comparable across datasets since we are ranking with different venue sets. For JKT-SHT,
there are also fewer venues to rank, making it easier to achieve high MRR.
In both Tables 5 and 6, KL, TFIDF, GMM, VDOC, and KDE substantially underperform the NB
model. KL includes posting time information but fails to outperformNB anyway. Evidently, model-
ing each shout with a smoothed language model, as done by KL, is inadequate. This, in turn, affects
the computing of KL divergences between the word distributions of shouts and venues. TFIDF also
consistently has low MRR partly because it is not optimized for ranking. Also, if a test shout and a
posting venue share no commonword, cosine similarity is 0 and the venue will be ranked low. This
may be overly stringent. The topic model VDOC performs poorly despite its model complexity.
This may be due to the fact that model parameters are optimized with respect to the formation
of coherent topics rather than with respect to MRR. For GMM, performance is poor as we have
to geolocate even shouts where words do not have peaky Gaussian distributions. Among the ap-
proaches that are inferior to NB, KDE is the best performing. Primarily, this approach models and
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Table 6. Average MRR for JKT-SHT
Model MRR Improvement over NB
KL 0.03019 −77.667%
TFIDF 0.04193 −68.982%
GMM 0.09767 −27.748%
VDOC 0.05849 −56.732%
KDE 0.10665 −21.105%
NB 0.13518 0%
NB+S 0.13623 0.777%
NB+S+T 0.14618 8.137%
NB+S+T+U 0.14824 9.661%
Note: On average, there are 975.9 test cases and 2,713.75 venues
to rank per run.
smooths the word distributions of grid cells instead of venues. Thus, word distributions are learned
at a coarser level and are suboptimal for fine-grained geolocation.
Both Tables 5 and 6 exhibit similar trends from the NB model onwards. MRR improves as we
add spatial smoothing and additional characteristics to the models. For adjacent models—e.g., NB
versus NB+S—we have also conducted significance testing with the Wilcoxon signed rank test.
The differences between all models are statistically significant at p value of 0.05.
Comparing NB and NB+S, spatial smoothing improves MRR slightly, which can be attributed to
the presence of spatial homophily. The improvement is small but consistent across different runs.
This may be due to the limited strength of spatial homophily at fine granularities. We also note
that prior work on coarse-grained geolocation [4] had reported limited improvement from spatial
smoothing even when using location-indicative words only. For example, in [4], which geolocates
users’ cities with accuracy as the metric, the improvement from spatial smoothing is less than
1%. We also reason that even without smoothing, we are already capturing much of the spatial
homophily effect. Recall that this means that venues near each other have more similar content.
In the NB model, we are modeling the venue content directly anyway, thus implicitly accounting
for spatial homophily in a downstream manner.
For both cities, substantial improvement comes from exploiting temporal venue popularity and
location history. For example, NB+S+T provides 3.986% improvement over NB in Table 5. For
Jakarta in Table 6, the corresponding improvement is 8.137%. Thus, venue popularity with the
time of day plays a role. Adding user location history helps to increase MRR even more, with
NB+S+T+U being consistently the best performing model in both tables. This shows that location
history is highly useful. Also, recall that our modeling approach captures the idea that users are
spatially focused in being more likely to visit venues that are near each other. The experiment
results further validates this.
5.4 Results on Pure Tweets
In this experiment, we train and test our models on pure tweets from Singapore (SG-TWT). Results
are displayed in Table 7. We only rank venues appearing in pure tweets. This results in an average
of 2,783.55 venues to rank per run. Also, JKT-TWT has too few pure tweets for training; thus, we
do not use it in this experiment.
The trend in Table 7 is mostly similar to that of the previous experiment on shouts. KL, TFIDF,
GMM, and VDOC are poor performers. KDE performs better than these techniques, but loses out
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Table 7. Average MRR for SG-TWT
Model MRR Improvement over NB
KL 0.03790 −33.310%
TFIDF 0.02059 −63.769%
GMM 0.01385 −75.629%
VDOC 0.01986 −65.054%
KDE 0.05349 −5.877%
NB 0.05683 0%
NB+S 0.05718 0.612%
NB+S+T 0.07600 33.526%
NB+S+T+U 0.09229 62.015%
Note: On average, there are 2,061.9 test cases and 2,783.55
venues to rank per run.
slightly to NB. Spatial smoothing again provides only slight improvement over the NB model,
although it is statistically significant over 20 paired runs. The exploitation of venue temporal pop-
ularity and user location history provides very sharp improvement. NB+S+T+U again has the high-
est MRR, with over 60% improvement from NB.
Typically, MRR is not compared across experiments that rank different numbers of items. How-
ever, here, we canmake certain statements by comparing Tables 7 and 5. In Table 7, for pure tweets,
we rank fewer venues, but obtain mostly lower MRR than Table 5 for shouts. Since we have fewer
venues to rank, the task should have been easier, resulting in a higher MRR. The lower MRR thus
implies that it is more challenging to rank venues for pure tweets than shouts. This observation is
also consistent with our empirical analysis (Table 2), whereby we have observed spatial homophily
to be stronger for shouts than pure tweets. Also, pure tweets may be about more diverse topics
not related to the posting venue. Obviously, this will impact ranking accuracy.
If the contents of pure tweets are not highly indicative of venues, then characteristics such as
temporal venue popularity and user location history become relatively more important. This is
illustrated by the huge gains in MRR as we move from model NB to NB+S+T/NB+S+T+U. The
percentage improvement is much larger in Table 7 than the case for shouts in Table 5.
5.5 Applying Shout Models to Pure Tweets
In this experiment, we explore whether models that are trained to rank using shouts (i.e., model
NB and extensions) will perform well on pure tweets. The motivation is that, in applications, it is
easier to form training sets using shouts that are already associated with venues than tweets that
require labeling or some linking process. We apply the models trained on SG-SHT to test tweets
from SG-TWT. We also train models with JKT-SHT and test on JKT-TWT. For test cases, we use
pure tweets that contain one or more words from the shout content vocabulary. We use the set of
shout venues for ranking. This makes it possible to compare with the results for shouts.
Tables 8 and 9 depict the respective results for Singapore and Jakarta. The trend is similar to
training/testing with pure tweets or shouts. Spatial smoothing contributes a small improvement
while substantial improvements occur as we model additional characteristics. Clearly, temporal
venue popularity and location history remain highly important.
For each city, we cross-compare the results for pure tweets and shouts, i.e. Tables 8 versus 5 and
Tables 9 versus 6. Clearly, MRR is consistently lower for pure tweets across all models. This affirms
again that pure tweets are more challenging to geolocate than shouts. This is so even though we
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Table 8. Average MRR from Applying SG-SHT Models
to Test on SG-TWT
Model MRR Improvement over NB
NB 0.04021 0%
NB+S 0.04028 0.1741%
NB+S+T 0.04993 24.173%
NB+S+T+U 0.05821 44.765%
Note: On average, there are 31,946.2 test cases and 10,814.5
venues to rank per run.
Table 9. Average MRR from Applying JKT-SHT Models
to Test on JKT-TWT
Model MRR Improvement over NB
NB 0.10571 0%
NB+S 0.10596 0.237%
NB+S+T 0.14043 32.845%
NB+S+T+U 0.14241 34.718%
Note: On average, there are 363.15 test cases and 2,713.75
venues to rank per run.
are using pure tweets from users who also posted shouts. This should limit the differences in topics
and vocabulary.
5.6 Stratified Experiment
Finally, we compare geolocation for tweets with and without Location-Indicative (LI) words. We
also examine whether we can obtain meaningful geolocation accuracy for the latter. LI words
suggest a venue or spatial region with high probability, e.g., “airport.” Typically, ignoring tweets
without LI words can improve performance [3, 4] for the task of inferring a user’s home loca-
tion. This is because users typically post multiple tweets, some of which are more informative of
their home location. However, we have a different task of geolocating individual tweets. Tweets
without LI words were considered not appropriate for fine-grained geolocation and excluded in
an earlier work [25]. Equivalently, they were regarded as noise. Depending on the strictness of the
criteria for detecting LI words, a substantial fraction of data may be discarded. This is undesirable
in applications.
We adopt the approach in [25] to detect LI words. LI words have high occurrence probability
in at least one venue and occur at relatively few venues. Words are scored based on the TFIDF
measure as follows:
LI (w ) = max
v
{
p (w |v ) log
(
V
d f (w )
)}
. (19)
We point out that Equation (19) encapsulates some word popularity effects due to the term p (w |v ).
Thus, more popular words tend to have higher scores, although this is offset to some extent by
the lower inverse document frequency inherent in such words. Empirically, we observe a larger
fraction of tweets indicated as containing LI words compared to other word scoring measures [3].
In [25], they applied the NB model after using Equation (19) to filter out tweets with no LI words.
Here, we conduct more extensive experiments by stratifying tweets based onwhether they contain
LI words or not, followed by applying our proposed models on both types of tweets.
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Table 10. Results for Stratified Experiment
Dataset Statistics Models MRR (L) MRR (¬L)
NB 0.11748 0.05441
|L|=1726.5 NB+S 0.11755 0.05529
SG-SHT |¬L|=899.7 NB+S+T 0.11841 0.06376
V=10814.5 NB+S+T+U 0.12184 0.06608
Random 9.123E-4
NB 0.11270 0.03983
|L|=484.65 NB+S 0.11352 0.04007
SG-TWT |¬L|=1577.25 NB+S+T 0.12154 0.06204
V=2783.55 NB+S+T+U 0.13441 0.07939
Random 3.057E-3
NB 0.22806 0.05125
|L|=464.05 NB+S 0.22954 0.05195
JKT-SHT |¬L|=511.85 NB+S+T 0.23153 0.06912
V=2713.75 NB+S+T+U 0.23279 0.07191
Random 3.126-3
NB 0.19240 0.05279
|L|=137.25 NB+S 0.19285 0.05288
JKT-TWT |¬L|=225.9 NB+S+T 0.20687 0.09996
V=2713.75 NB+S+T+U 0.20609 0.10354
(Based on JKT-SHT venues) Random 3.126-3
Note: L and ¬L are, respectively, the set of test tweets with and without LI words, with associated mean
reciprocal rank of MRR (L) and MRR (¬L). The model “Random” denotes a random ranking model.
Statistics and results shown are averaged over 20 runs.
If tweets without LI words are not meaningful for geolocation, then when geolocating such
tweets, the expected ranking performance is equal to geolocating random noise. This means that
the ranking of candidate venues is random, with uniform probabilities over all reciprocal rank
outcomes. The expected Reciprocal Rank (RR) from random ranking can then be computed as
ERandom[RR] =
V∑
i=1
p
(
1
i
)
1
i
=
1
V
V∑
i=1
1
i
(20)
where “Random” is a model that does random ranking. The expected MRR then follows by aver-
aging over the number of geolocated tweets. Subsequently, for tweets without LI words, we shall
compare each model’s MRR against the expected MRR from random ranking.
Equation (19) results in LI scores that are dataset dependent, e.g., V varies across different
datasets. Instead of specifying dataset-dependent thresholds, we simply designate the top 5% scor-
ing words as LI words for each dataset. Our experiment setup is similar to that in Section 5.1,
except that test tweets are now stratified into tweets with LI words (denote as set L) and tweets
without LI words (¬L). We compute MRR for each set of test tweets, i.e.,MRR (L) andMRR (¬L).
Table 10 displays the results of the stratified experiment for all datasets. Also included in the
table is the expected MRR for the model “Random,” which randomly ranks candidate venues. This
regards the tweets as noise independently of whether they contain LI words or not. Hence, MRR
values are equal across both tweet sets L and ¬L.
As shown in Table 10, it is easier to geolocate tweets with LI words than tweets without. Con-
sistently across all models for all datasets,MRR (L) is substantially higher thanMRR (¬L). For both
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MRR values, there is also an improving trend as we incorporate more characteristics into the mod-
els. From the trend corresponding toMRR (L), it is clear that even if we adopt the filtering process
of [25] and focus only on geolocating tweets from L, our proposed approaches provide consistent
improvements.
It is important to note that Table 10 shows that MRR (¬L) for various models is orders of mag-
nitude higher than the random baseline (model Random). For example, in SG-SHT, the model
NB+S+T+U gives an MRR of 0.06608, which is 72.43 times that of 9.123E-4 from random ranking.
This implies that we are achieving meaningful geolocation accuracy even for tweets without LI
words. Second, for tweet set ¬L, there is consistent improvement in geolocation accuracy attained
from our models. Hence, there is useful information that can be progressively incorporated to ge-
olocate such “noisy” tweets. Thus, it may not be necessary to discard such tweets, as advocated
in [25].
5.7 Performance Analysis
From the earlier results in Tables 5, 6, and 7, we have seen that NB+S+T+U outperforms NB+S+T.
Comparing both models, the difference in average MRR is small for SG-SHT and JKT-SHT at
0.00305 and 0.00206, respectively, while for SG-TWT, the difference is larger at 0.01629. Although
NB+S+T+U achieves only a small increase in MRR for some datasets, the improvement is con-
sistent across multiple runs for all datasets and has high statistical significance (p value < 0.01).
Thus, location history does provide some useful information for geolocation, which motivates the
analysis in this section.
The goal of the current analysis is to examine how the performance gains attained byNB+S+T+U
over NB+S+T vary with the amount of users’ location history. To this end, we quantify location
history with two criteria: the number of distinct venues that a user had visited (i.e., posted tweets
from) and the number of visits that the user accumulated over all venues. For each dataset with
multiple runs (SG-SHT, JKT-SHT, and SG-TWT), we accumulate test tweets over 10 runs and group
them into four bins of equal sizes based on their users’ location history, i.e., the first bin cor-
responds to users with the least history while the last bin corresponds to users with the most
history. Since we used four bins, the bins are also referred to as quartiles; we use both terms
interchangeably.
For each test tweet, we subtract the reciprocal rank attained by NB+S+T from that obtained
fromNB+S+T+U. This difference is then averaged over all test tweets within each quartile. Figure 3
plots the MRR differences for each dataset based on the two binning criteria of distinct venues and
visit counts. In each figure in Figure 3, numbers below each bin indicate the range of location
history covered. Also, ties have to be distributed between bins such that the bins are equal-sized.
For example, the leftmost bin of Figure 3(a) covers test tweets whose users have distinct venues
ranging from 1 to 34 in their location history. Users of test tweets in the second bin have distinct
venues ranging from 34 to 74. Thus, some users in these two bins share the same distinct venue
count of 34.
Across all quartiles for both binning criteria, NB+S+T+U provides gains in MRR over NB+S+T.
This is consistent across the three datasets. However, the extent of improvement varies across
different quartiles. A pattern emerges whereby the largest MRR gains are usually attained
over the second and/or third bin from the left. Equivalently, improvement is largest for users
with a moderate amount of location history compared to users with less or more location
history. For example, in Figure 3(f), which corresponds to SG-TWT, MRR gains are largest
for the middle two bins, i.e., tweets from users with visit counts ranging from 13 to 75.
Tweets from users with less (≤13) or more (≥75) visits in their location history experience less
improvement.
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Fig. 3. Average differences in MRR between models NB+S+T+U and NB+S+T. Higher bars means that
NB+S+T+U attained larger improvement over NB+S+T. Test tweets are divided into bins/quartiles based on
the number of distinct venues (“Venues”) and the number of visits (“Visits”) in their users’ location history.
The number of binned tweets are 25,898 for SG-SHT, 9,429 for JKT-SHT and 19,978 for SG-TWT. For Fig-
ures (a), (c), and (e), labels on the X axis represent the range of distinct venues covered by each bin. For
Figures (b), (d), and (f), X-axis labels are the range of visit counts covered by each bin.
Clearly, sparse location history limits the extent of improvement that NB+S+T+U can make.
However, it can be unintuitive that gains are not monotonic with respect to the amount of location
history. One reason is that user behavior is confounded with the amount of location history such
that users with more location history are also visiting more venues all over the city and exhibiting
a long-tailed effect. This may cancel out some of the benefits derived from more location history.
For example, it is more difficult to geolocate tweets for a user who spreads visits over hundreds of
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Table 11. Sample Test Tweets from SG-SHT to Illustrate Improvement of NB+S+T Over NB+S
ID Time of day <Posting venue>:Tweet content ΔRR
Ranked
position
(NB+S)
Ranked
position
(NB+S+T)
S1 16:10:53
<Ion Orchard>:
0.667 2 0“Remind me to never step into
ion on a Sunday..”
S2 18:15:59
<Golden Village (Yishun)>:
0.4 9 1
“White House Down!”
Note: For each tweet, bolded words are words used for geolocation, i.e., after filtering off stop-words and rare words. ΔRR
is the difference in reciprocal rank of the posting venue when applying NB+S+T versus NB+S. The last two columns show
the ranked position of posting venues obtained under each model (in brackets). Note that the best possible ranked position
is 0, corresponding to a reciprocal rank of 1. See Equation (10).
venues compare to another user who is mainly focused on a few dozen venues. In separate studies,
we have measured the entropy of the users’ distributions over venues. This is found to be higher
for users with a higher number of visits in their location history. Consistent with this, we also
found the number of visits to be highly correlated with the number of distinct venues, with the
Pearson’s correlation exceeding 0.85 across all three datasets. Thus, users with higher visit counts
are also spreading their visits more widely over different venues, possibly making their tweets
harder to geolocate.
5.8 Case Studies
In this section, we first illustrate examples in which sample tweets are geolocated more accurately
from the inclusion of temporal venue popularity and user location history for modeling. We then
examine cases in which the inclusion of location history does not provide improvements. This
motivates the case for future work.
5.8.1 Temporal Venue Popularity. In Table 11, we compare sample tweets geolocated using the
models NB+S and NB+S+T. Tweet S1’s posting venue is a popular shopping mall in Singapore,
<Ion Orchard>. Based on the venue probabilities from model NB+S, the posting venue is placed
at position 2 (i.e., rS1 = 2), behind two other venues, both of which are Catholic churches. This
can be explained by the fact that tweets posted from churches often contain the term “Sunday”
due to Sunday services. However, with the posting time of 16:10:53, i.e., a Sunday afternoon, it is
more probable for the tweet to be posted from the mall rather than from churches. This is because
malls tend to be more popular than churches on Sunday afternoons. NB+S+T is able to exploit
this additional information and assigns higher probability to <Ion Orchard>, making the posting
venue the top ranked. The change in reciprocal rank is thus ΔRR = 1(0+1) − 1(2+1) = 0.667.
For S2, the tweet was posted from <Golden Village (Yishun)>, a movie theatre. In this case,
the tweet mentioned a movie title and is indicative of movie theatres. Hence, for both geolocation
models, the top ranking candidate venues for the tweet are all movie theatres. However, even in
this case, posting time information is still useful since the movie theatres differ in popularities
based on the time of day. This may be due to differences in the screening schedule across different
theatres. With the exploitation of temporal venue popularity, NB+S+T ranks the actual posting
venue at position 1, an improvement of 8 places over that achieved by NB+S.
5.8.2 Location History. Table 12 lists three sample tweets that have been geolocated using the
models NB+S+T and NB+S+T+U. Recall that the latter model assumes that each user is more likely
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Table 12. Sample Test Tweets from SG-SHT to Illustrate Improvement of NB+S+T+U Over NB+S+T
ID
Dist. to nearest
<Posting venue>: Tweet content ΔRR
Ranked position Ranked position
user venue (m) (NB+S+T) (NB+S+T+U)
S3 42.2
<Woodlands Regional Bus Interchange>:
0.056 8 5“Hahaha 168 bus ride with
mah homie - with Eezah”
S4 49.5
<Manna Story>:
0.3 4 1
“Korean food@OldLadyFang”
S5 956.8
<Republic Polytechnic>:
0.076 14 6
“8am class”
Note: Here, ΔRR is the difference in reciprocal rank of the posting venue when applying NB+S+T+U versus NB+S+T. The
second column shows the distance of the posting venue to the next nearest venue visited by the same user.
to post from candidate venues near one’s other visited venues. Thus, for each tweet, we also list
the distance from the posting venue to the nearest venue in the posting user’s training venues
(second column of Table 12). Also, recall in our experiment setup that each user’s set of training
venues specifically excludes posting venues of the user’s test tweets.
Tweet S3 is posted from a bus station <Woodlands Regional Bus Interchange>. For S3’s user,
that user’s nearest venue in the training set is 42.2 m away. This turns out to be a subway station
<WoodlandsMRT Station>. While S3’s content is indicative of a bus-related venue, there aremany
such venues (e.g., bus stops, bus interchanges) in Singapore. With the tweet content and spatial
smoothing, NB+S only manages to rank the posting venue at position 8. By further exploiting a
user’s location history, NB+S+T+U geolocates S3 with higher accuracy, ranking the posting venue
at position 5. This example is intuitive aswell for Singapore sincemany commuters have to transfer
between subways and buses when commuting. Thus, both subway and bus stations are frequently
co-visited. S4 is posted from a Korean restaurant <Manna Story>. The user’s nearest training
venue is just 49.5 m away, which we observed to be a Starbucks cafe. The user is conducting
activities such as dining and drinking at venues around the same area. For S5, the user’s nearest
training venue is 956.8 m away, which is a library. In this case, there is ranking improvement even
though the nearest venue is relatively far from the posting venue, as compared to the previous
two examples. Hence, the spatial focus property may still be applicable even if posting venues are
sparsely distributed over space.
5.8.3 Negative Cases. To motivate further research, we examine negative cases in which
NB+S+T+U performs worse than NB+S+T. Table 13 lists three such test tweets. Tweet S6 is mainly
written in Malay and posted from a theme park <Universal Studios Singapore>. The user is not
spatially focused around S6’s posting venue, with the nearest venue in the user’s location history
being the airport at around 21 km away. On investigation, we also found that the user has ex-
tremely sparse location history, with the airport constituting the only training venue. This makes
it difficult for NB+S+T+U to exploit location history. Compared to the model NB+S+T, the rank of
posting venue returned by NB+S+T+U is lower, i.e., rank 3. Nevertheless, NB+S+T+U still ranks
the posting venue reasonably high since it also exploits other information, such as tweet content
and time. In particular, the words “transformer” and “mummy” refer to rides at <Universal Stu-
dios Singapore> and are indicative of the theme park. Hence, although there are numerous other
candidate venues nearer to the airport, they are not scored higher than the posting venue.
S7 is posted from a border crossing west of Singapore. The user is not spatially focused around
this venue with the user’s nearest training venue at around 22 km away. In contrast to S6’s user,
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Table 13. Sample Test Tweets Where NB+S+T+U Results in Lower Rank Positions of Posting Venues
Compared With Those Returned by NB+S+T
ID
Dist. to nearest
<Posting venue>:Tweet content ΔRR
Ranked position Ranked position
user venue (m) (NB+S+T) (NB+S+T+U)
S6 21,663.6
<Universal Studios Singapore>:
−0.083 2 3“Transformer ama mummy nya
keren parah.Mau lagi.”
S7 21,875.0
<Tuas Checkpoint (Second Link)>: −0.293 2 24
“Off to ”
S8 2727.7
<Ikea>: −0.0571 4 6
“Meatballs for ”
Note: Here, ΔRR is the difference in reciprocal rank of the posting venue when applying NB+S+T+U versus NB+S+T.
S7’s user has substantial location history. However, S7’s user mostly visits venues in the central
and northern part of Singapore, far from S7’s posting venue. Thus, there is some deviation by
the user from the user’s usual activity area. In this case, NB+S+T+U returns a lower rank for the
posting venue at position 24 while some venues from the central and north of Singapore are ranked
higher.
Finally, S8 is posted from <Ikea> with the nearest user venue at about 2.7 km away, which is a
less drastic case than S6 and S7. This user’s location history has a good number of visits; however,
the user is more active in the central business and shopping area of Singapore rather than the
suburb area where <Ikea> is located. Hence, there is insufficient spatial focus around <Ikea> for
NB+S+T+U to better geolocate S8.
In short, the cases discussed here highlight scenarios in which NB+S+T+U may be inadequate
and are grounds for future work. S6 pertains to users with sparse location history, which may be
common for tourists or new users and is akin to the cold start problem. A possible mitigation for
this is to include geometric weights in the NB+S+T+U model (Equation (8)) such that the relative
importance between tweet content, posting time, and location history can be tailored to each user.
For new users with little location history, the latter can be assigned smaller importance. S7 and
S8 pertain to users who deviate significantly from their usual visitation behavior. This can be due
to users seeking novelty [50] and visiting new venues or users changing their visitation behavior
over time. The latter can be for various reasons, e.g., change of workplace and moving to different
housing. For better geolocation, it will be interesting in future work to incorporate the aspects of
novelty seeking and behavior evolution into our models.
6 RELATEDWORK
We discuss empirical analysis conducted in prior work that motivates our own studies. This is
followed by a survey of prior work in coarse-grained and fine-grained geolocation.
6.1 Spatial Homophily
Spatial homophily with respect to locations was not explicitly studied, although some geographi-
cal topic modeling work [1, 12, 18, 47] implied spatial homophily at a coarse spatial level. Ahmed
et al. [1] proposed a hierarchical topic model that automatically infers both the hierarchical struc-
ture over content and over the size and position of geographical locations. In the topic hierarchy,
topics at a higher level correspond to broad regions whereas topics at a lower level correspond
to more fine-grained locations, e.g., a neighborhood. Hong et al. [18] proposed an approach that
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models content in tweets based on topical influence, user’s interest and geographical influence.
Geographical influence affects tweet contents, causing the probability of certain words to deviate
from a global background word distribution. Yin et al. [47] used tags from geocoded Flickr im-
ages to infer region-specific topics whereby words close in space are more likely to belong to the
same region and are more likely to be clustered into the same topic. We also note the work by
Eisenstein et al. [12], who proposed a multilevel generative model based on cascading topic mod-
els. Their model recovers coherent topics and their regional variants while identifying geographic
areas of linguistic consistency. In short, the above cited works imply the presence of geographical
topics or geographically influenced content on a coarse spatial level.
Some other works [9, 13, 48] implicitly assumed spatial homophily at a more fine-grained neigh-
borhood level. Mobility patterns and venue features are used to infer neighborhoods of various
functionalities or characteristics within a city, e.g., a shopping or residential neighborhood or
neighborhoods with different demographics. Cranshaw et al. [9] clustered venues in a city based
on both spatial proximity and social affinity. The latter is based on representing each venue as a
bag of check-in users. They show that distinctive clusters arise, representing neighborhoods of dif-
ferent characteristics. Falher et al. [13] characterized neighborhoods using features derived from
check-ins at neighborhood venues. They also explored finding neighborhoods of similar functions
across different cities using the earth-mover’s distance as the metric. Yuan et al. [48] infer the func-
tions of neighborhoods with the Dirichlet Multinomial Regression [33] topic model. They regard
neighborhoods as documents, venue information as metadata, and human mobility patterns from
taxi rides as words. In summary, neighborhoods are clusters of venues having similar functions or
characteristics; thus, within the same neighborhood, venues should have more similar content, as
suggested by spatial homophily.
6.2 Spatial Focus
Our notion of spatially focused users can be related to more restrictive user mobility patterns,
namely, proximity of visits to home and proximity between consecutive visits.
6.2.1 Visitation Proximity to Home. Users are more likely to visit venues near their home loca-
tions. Pontes et al. [38] studied the relationship between home locations and mobility patterns on
a coarse spatial scale. They analyzed user activities in Foursquare that are indicative of mobility
patterns, e.g., tips (comments about visited venues) and venue mayorships (most frequent visitor).
They found that users tend to engage in such activities at their residing cities and that they fre-
quently revisit venues. Cho et al. [5] utilize check-ins and cellphone logs to show that users focus
their visits around individual activity centers, such as the home or workplace. This supports their
formulation of a visitation model based on Gaussian Mixtures. They also found that users revisit
venues with substantial probability. Doan and Lim [10] conducted analysis at more fine-grained
spatial resolution, within individual cities. They obtained the exact home coordinates of users by
exploiting check-ins with indicative comments, e.g.,“Home sweet home!”. Regarding these users,
they showed that the check-in probabilities decrease for venues with increasing distances from
users’ home locations. Other works [37, 43] implicitly exploit the idea that user visits are spatially
concentrated near their home locations. The work in [37] used majority voting and mean statis-
tics on geocoded visit data. Tasse et al. [43] recursively partition space into grids of uniform cells
and then find the mode, i.e., the cell with the most number of check-ins. By repeating this process
recursively, they are able to infer the home location.
6.2.2 Proximity Between Consecutive Visitations. This means that consecutive venue visits over
time tend to be close by. Thus, given a user’s current venue, he is more likely to next visit nearby
venues than venues further away. Noulas et al. [34] showed that the probability distribution of
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spatial distance between consecutive check-ins exhibits a decreasing trend that resembles an in-
verse power law. Shorter distances are more likely to appear than longer distances, although the
latter still has small, non-negligible probabilities. The study in [35] used the complementary cumu-
lative distribution function on inter-check-in distances and arrived at very similar findings. There
is also concurrence with the finding in [41] that human walk patterns exhibit statistically similar
features as Levy walks [44]. The study was of very high resolution, conducted using mobility track
logs from participants carrying GPS receivers. It was found that people tend to visit nearby places
and occasionally distant places. In another work, Yuan et al. [49] studied Gowalla and Foursquare
check-ins to uncover a similar characteristic, which they called spatial influence.
6.2.3 Remarks. If users tend to visit venues near their home, then by the transitivity property,
users are also more likely to visit venues near any of their previously visited venues, i.e., they are
spatially focused users. Considering proximity between consecutive visits [34, 35, 41, 49] and the
observation that users revisit venues [5] or activity regions, we can arrive at a similar characteristic.
Thus, one can regard spatial focus as a much more general characteristic that is applicable even if
one has no knowledge of a user’s home location or current location.
6.3 Coarse-Grained Geolocation
We review coarse-grained geolocation, as it is a well-studied research topic related to fine-grained
geolocation. Coarse-grained geolocation seeks to geolocate tweets or users at the city or region
level. There are two different tasks, as discussed next.
6.3.1 User Geolocation. The first task infers the home city or region of users by exploiting the
content over multiple tweets posted by each user. For this, Cheng et al. [4] modeled the distribution
of words (collected globally from multiple users) over space, such that LI words can be identified
from model parameters. The idea is that such words should have high local focus and a fast dis-
persion, i.e., (1) it is very frequent at some central spatial point and (2) usage rapidly declines as
one moves away from the central point. One can then use LI words found in the tweets of users to
infer their home locations. Chang et al. [3] also exploited LI words. However, to detect such words,
they applied Gaussian Mixture Models (GMM) instead. Words with probability mass that are spa-
tially focused on a small area are then picked out as LI words. Han et. al. [16] compared various
approaches: statistical methods, e.g., hypothesis testing; information theory, e.g., word entropy;
and heuristics-based approaches, e.g., TFIDF to identify LI words. They found that geolocation
performance of the various methods varies greatly with the number of top-ranked words. Jurgens
[22] geolocated users based only on their social relationships, independent of any tweet content.
The idea is to spatially propagate location assignments through the social network, using only a
small number of initial locations. This assumes that users are likely to be near their friends. With
the same intuition, Rahimi et al. [40] employed spatial propagation over friendship networks con-
structed from user mentions in tweets. They further incorporated text-based geolocation priors
into their network, showing that this joint exploitation of text and social network information
performs better than text-only and network-only approaches.
6.3.2 Tweet Geolocation. For the second task, one geolocates individual tweets. The approaches
of [1, 18] used topic models. Ahmed [1] proposed the nested Chinese Restaurant Franchise Process
to derive hierarchical topics whereby topics at a higher level correspond to broad regions and
topics at a lower level correspond to more fine-grained locations. Hong et al. [18] employed the
Sparse Additive Generative Model framework [11] to model deviations caused by facets, e.g., a
posting location coordinate will cause probabilities of certain words in a tweet to “deviate” from
some background distribution. Since topics are dependent on the posting coordinates; the topic
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models can be used to geolocate tweets by inferring their topics. Priedhorsky et al. [39] modeled
each word as a GMM. To geolocate each tweet, the multiple GMMs corresponding to multiple
words are linearly combined whereby more LI words are weighted more. The works in [23] used
naïve Bayes to model the probability of words given coarse locations such as cities. Given a tweet,
one retrieves coarse locations that have a high probability of generating the tweet content. Grid-
based approaches [36, 42, 45] have also been explored. Wing and Baldridge [45] discretized space
into a uniform grid of square cells, followed by modeling the smoothed distribution of words for
each cell. Test tweets are geolocated to the most similar cell based on the Kullback-Leibler (KL)
divergence between word distributions or based on tweet content probability under a naïve Bayes
model. In [36], O’Hare and Murdock utilize uniform grids, the naïve Bayes language model, and
some adaptation of spatial smoothing to geolocate Flickr photos using the photo tags. Instead of
uniform grids, the work in [42] proposes an adaptive grid constructed using a k-d tree. This adapts
to the training set size and geographic dispersion of the documents, i.e., more densely populated
areas will be fitted with more numerous and smaller cells.
For each test tweet, the above works provide either a coordinate estimation [1, 18, 39] or a coarse
discrete location, e.g., city/grid cell [23, 36, 42, 45]. Bo Han et al. [17] described this as, respectively,
akin to the tasks of multitarget regression andmulticlass classification. For the former task, median
and mean distance errors are used; for the latter task, classification accuracy is used. In any case,
there is a significant difference from fine-grained geolocation, to be discussed next.
6.4 Fine-Grained Geolocation
In contrast to coarse-grained geolocation, we work on fine-grained geolocation of tweets. This
aims to link tweets to specific venues, e.g., geolocating a tweet “Flight delayed” to some airport
venue, instead of a city, grid cell, or a coordinate that may be associated with many venues.
Compared to coarse-grained geolocation, fine-grained geolocation is relatively less explored.
However, certain approaches can be carried over. Li et al. [27] modeled each venue as having
some distribution over words. In an approach analogous to [45] for coarse-grained geolocation,
tweets are geolocated using KL-divergence to the venue with the most similar word distribution.
They also model venue probabilities based on posting time. This is linearly combined with the
transformed KL-divergences to form venue scores. We implement this approach as a baseline. In
[25], each venue generates words according to a fitted naïve Bayes model, analogous to [23] for
coarse-grained geolocation. However, not all test tweets will be geolocated. They regard tweets
with no LI words as not tractable for geolocation. Such tweets are discarded. Hence, there is a
possibility in applications of discarding too many tweets. Ikawa et al. [20] learned the keywords
that are highly associated with locations from geocoded tweets generated by location apps. A
test tweet that has at least one keyword is then geolocated to the location with highest cosine
similarity. Again, there is the issue that test tweets without any key words are ignored. Cao et al.
[2] conducted extensive feature engineeringwith content, location history, and relationships. They
used features that are highly specific to Foursquare, e.g., venue categories and user mayorships.
The features are used to classify whether a tweet is posted from a venue or not. Our work seeks to
develop a more general approach that relies less on platform-specific features. The works by [21,
26] require extracting venue mentions from tweets. Ji et al. [21] proposed a framework to perform
location recognition and location linking simultaneously in a joint search space. They formulated
fine-grained geolocation as a structured prediction problem and proposed a beam search-based
algorithm. Li and Sun [26] extract each location mention in a tweet and predict whether the user
has visited, is currently at, or will soon visit the mentioned location. They designed a Conditional
Random Field (CRF)–based location tagger, which takes in lexical, grammatical, geographical, and
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BILOU3 schema features. For the discussed works [21, 26], we note that while colloquial mentions
are handled, relying on mentions is a bottleneck. For example, a tweet “safely landed” has no
mentions, but is indicative of the airport. Mention extraction is also a difficult problem on its own.
In our work, we geolocate tweets even if no mentions exist. In fact, manual inspection of a sample
of our data shows that venue mentions occur in less than 10% of the tweets.
7 CONCLUSION
We show the presence of spatial homophily at fine granularities such that venues near each other
are more similar in content. We also show that many users have location history in the form of
geocoded tweets and that users are spatially focused, with the tendency to visit venues near each
other. Following our empirical studies, we proposed several models for fine-grained geolocation.
We achieve large improvements in ranking accuracy with the exploitation of user and venue char-
acteristics, such as user location history and venue temporal popularity.
The negative cases illustrated in Section 5.8.3 also highlight several existing research challenges,
which are potential directions for future work. First, users may have sparse or no location history.
This applies to tourists, new users (i.e., cold-start problem) or users who simply neglect to geocode
any tweets. Second, there exists novelty seeking behavior and/or evolution in posting behavior
such that tweets are posted from venues far from one’s location history. To handle such scenarios,
further work can exploit other characteristics for modeling, e.g., follower–followee relationships
in Twitter. We are also interested in content-based collaborative filtering. This is useful in certain
scenarios with limited information, e.g., a user may have tweeted frequently but without disclosing
location history. If there are other users with similar content and whose location histories exist,
then collaborative filtering can be applied to improve geolocation.
APPENDIX
A GRADIENTS FOR MODEL NB+S+T+U
LetΘ represent the model NB+S+T+U. On geolocating a tweet with contentw, posting time of day
t and posted by user u, we have log venue probability as
lnp (v |w, t ,u) ∝ lnp (v |t ) + lnp (u |v ) + ln
∑
w ∈w
lnp (w |v ). (21)
Consider a training tweet with posting venue vi . vi is paired with non-posting venues in order
to contribute to the loss function. For each venue pair (v,vi ) considered in the loss function, we
compute
∂zΘ(vi ,v )
∂x
=
∂ lnp (vi |w, t ,u)
∂x
− ∂ lnp (v |w, t ,u)
∂x
, (22)
where x represents a model parameter that is to be learnted. Recall from Equation (14) that there
are four model parameters: xα , xγ , xβ , and xS . The derivative per training tweet is then
∂LΘ(vi )
∂x
=
∑
vvi
∂ ln(1 + RΘ(vi ,v ))
∂RΘ(vi ,v )
∂RΘ(vi ,v )
∂zΘ(vi ,v )
∂zΘ(vi ,v )
∂x
. (23)
Summing the derivatives over all training tweets gives the gradient of parameter x with respect to
the global loss function. Hence, for each model parameter x , we have to compute the derivatives
with respect to the log venue probabilities.
3BILOU schema identifies the Beginning, Inside, and Last words of a multiword location name, and Unit-length location
name.
ACM Transactions on Information Systems, Vol. 36, No. 3, Article 26. Publication date: February 2018.
Exploiting User and Venue Characteristics for Fine-Grained Tweet Geolocation 26:31
For the smoothing parameter xα in p (w |v ), we have that
∂ lnp (v |w, t ,u)
∂xα
∝ ∂
∑
w ∈w lnp (w |v )
∂xα
=
∑
w ∈w
2xα
c (w,v ) + x2α + γψ (v,w )
− 2Wxα
c (·,v ) +Wx2α + γϕ (v )
(24)
where ψ (v,w ) = 1|nb (v ) |
∑
vi ∈nb (v ) c (w,vi ), ϕ (v ) =
1
|nb (v ) |
∑
vi ∈nb (v ) c (·,vi ) and γ = (1 + exp
(−xγ ))−1.
For the weight factor parameter xγ in p (w |v ), the derivative is
∂ lnp (v |w, t ,u)
∂xγ
∝ ∂
∑
w ∈w lnp (w |v )
∂xγ
=
∑
w ∈w
γ (1 − γ )ψ (v,w )
c (w,v ) + x2α + γψ (v,w )
− γ (1 − γ )ϕ (v )
c (·,v ) +Wx2α + γϕ (v )
.
(25)
For the smoothing parameter xβ in p (v |t ), we compute
∂ lnp (v |w, t ,u)
∂xβ
∝ ∂ lnp (v |t )
∂xβ
=
2xβ
f (v, t ) + x2
β
− 2Vxβ
f (·, t ) +Vx2
β
. (26)
Finally, the derivative for the decay parameter xS in p (u |v ) is as computed in Equation (17).
B SPATIAL HOMOPHILY EXPERIMENTWITH PARAGRAPH VECTORS
Instead of TFIDF representation, we apply word embedding techniques to represent venues differ-
ently. Specifically, we apply Paragraph Vector [24]. This extends the word embedding techniques
in [31, 32] to learn continuous distributed representation for text segments, such as sentences,
paragraphs, or documents. Text segments are represented by tokens, whose embeddings are then
learned along with that of words. After embedding, text segments that are semantically similar
based on their word context will be close in vector space.
In our context, a text segment is a tweet and the text segment token is the posting venue of
the tweet. We embed venues into paragraph vectors such that semantically similar venues (based
on their associated tweets) are close in their embedded vectors. For example, on embedding the
venues in Singapore (SG-SHT) and using a nightclub venue as the query, the 5 nearest venues in
terms of cosine similarities are all nightclub venues.
To ascertain the presence of spatial homophily, we then repeat the steps described in Section 3.1.
The main difference is that cosine similarities between venues are now computed using paragraph
vectors instead of TFIDF vectors. We use the distributed memory version of paragraph vectors, i.e.,
PV-DM from [24], and experiment with embedding dimensions (denote as ϵ) of 20 and 40. After
training, we again tabulate the proportion of venues whose nearest spatial neighbors are more
similar or less similar than sampled non-neighbors. As the embeddings are dense, we did not en-
counter any venuewhose similarities to neighbors are exactly equal to non-neighbors. Also, cosine
similarities in this case can be negative and the ratio statistic from Section 3.1 is not meaningful.
The average results over 10 runs are tabulated in Table 14.
As can be seen, venues tend to be more similar to their spatial neighbors than non-neighbors.
The results are consistent across all categories and datasets, with the “more similar” proportion
being larger at 50+%. This trend holds across both embedding dimensions of 20 and 40. In short,
even with a different representation of venues, we have arrived at the same conclusion as Sec-
tion 3.1. Hence, spatial homophily between nearby venues is an established phenomenon, which
is easy to uncover empirically.
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Table 14. Average Proportion of Venues Where Nearest Neighbors are More (or Less) Similar
in Content, Compared to Non-neighbors
Dataset Category
More similar Less similar More similar Less similar
(ϵ=20) (ϵ=20) (ϵ=40) (ϵ=40)
Mixed 54.99% 45.01% 55.52% 44.48%
SG-SHT Food 54.15% 45.85% 54.58% 45.42%
Shop 52.29% 47.71% 53.12% 46.88%
Mixed 51.68% 48.32% 51.67% 48.33%
SG-TWT Food 52.65% 47.35% 53.42% 46.58%
Shop 51.83% 48.17% 52.28% 47.72%
Mixed 52.12% 47.88% 52.94% 47.06%
JKT-SHT Food 53.12% 46.88% 53.59% 46.41%
Shop 56.01% 43.99% 56.09% 43.91%
Note: ϵ is embedding dimension.
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