Abstract-A coding scheme based on polar codes is proposed for the multiple description problem. This scheme is an adaptation of the one developed by Ş aşoglu et al. for the multiple access channel to the multiple description setting. Specifically, it is shown that the proposed scheme is able to achieve a certain rate pair on the dominant line of the achievable rate region determined by El Gamal and Cover. Due to the dependence between the descriptions, a complication arises in the performance analysis. To resolve this difficulty, a novel technique is introduced which converts dependent descriptions to independent descriptions without affecting the coding rates.
I. INTRODUCTION Polar codes, invented by Arikan [1] , are "the first provably capacity-achieving codes for any symmetric input discrete memoryless channel that have low encoding and decoding complexity" [2] . Specifically, the encoding and decoding complexity of polar codes is of order O(n log n), where n is the code block length. Furthermore, Arikan and Telatar [3] upperbounded the block error probability to order O(2 −n β ), where β ∈ (0, 1 2 ). Subsequently, Korada and Urbanke proposed a lossy source coding scheme based on polar codes [4] ; see also [2] , [5] . Ş aşoglu et al. [6] extended the polar coding technique to the two-user multiple access channel, where the channel polarizes into one of five extremal multiple access channels.
Motivated by the success in [6] for the multiple access channel, we apply the polar coding technique to the multiple description (MD) problem. In MD coding, a single source X is encoded into two descriptions of rate R 1 and rate R 2 , respectively, such that the reconstruction distortion based on description i is D i , i = 1, 2, and the reconstruction distortion based on both descriptions is D 0 . The goal is to find efficient coding schemes to achieve the optimal tradeoff between (R 1 , R 2 ) and (D 0 , D 1 , D 2 ). Unfortunately, the optimal ratedistortion tradeoff in MD coding is unknown except for certain special cases. In this work we focus on the achievable rate pairs subject to distortion constraints (D 0 , D 1 , D 2 ) determined by El Gamal and Cover [7] (referred to as the EGC rate region) and propose an MD coding scheme based on polar codes.
Our scheme exhibits a similar polarization behavior as that in [6] . In particular, we show that this scheme can achieve a certain rate pair on the dominant line of the EGC rate region when the associated auxiliary random variables are marginally uniformly distributed in two alphabets of the same size; moreover, the polarization procedure gives rise to five extremal cases, and the same error behavior of order O(2 −n β ) (with β ∈ (0, 1 2 )) as in the point-to-point case can be obtained. It is worth mentioning that, due to the dependence between the two descriptions, a complication arises in the performance analysis of the proposed scheme. To resolve this difficulty, a novel technique is introduced which converts dependent descriptions to independent descriptions without affecting the coding rates. Another technical contribution of this work is the construction of a hybrid process that involves both the mutual information and the Bhattacharyya parameter for analyzing the speed of polarization.
The remainder of this paper is organized as follows. We give a short review of the EGC rate region in Section II. A joint polarization scheme together with its performance analysis can be found in Section III. We conclude the paper in Section IV.
For any prime number q, we use + q and − q to denote modulo-q addition and subtraction, respectively. The logarithm function is to base 2 throughout this paper.
II. THE EGC RATE REGION
Let X 1 , X 2 , . . . be an i.i.d. random process with marginal distribution p X (x) defined over finite alphabet X . Let
, be bounded distortion measures, whereX i , i = 0, 1, 2, are the reconstruction alphabets.
Definition 1: A rate pair (R 1 , R 2 ) is said to be achievable subject to distortion constraints
The following result provides a sufficient condition on the achievability of rate pair (R 1 , R 2 ) subject to distortion constraints (D 0 , D 1 , D 2 ). It is shown in [8] that this sufficient condition is essentially equivalent to the one derived by El Gamal and Cover [7] .
Theorem 1: A rate pair (R 1 , R 2 ) is achievable subject to distortion constraints for some probability mass function p(x, y, z) ∈ P, where P is the set of distributions p(x, y, z) = p X (x)p(y, z|x) defined over the alphabet X × Y × Z, for which there exist some deterministic mappings φ 0 , φ 1 , and φ 2 such that
For a generic distribution in P, we shall write it in capital letter as P (x, y, z), and sometimes write it as P when no ambiguity arises. Following the notation in [6] , define
(2) (P ) = I(X; Z), I (2) (P ) = I(X, Z; Y ).
Further define K(P ) = (I (0) (P ), I
(1) (P ), I (2) (P )) and
Since
is non-empty. We shall refer to J (P ) as the EGC rate region and F(P ) as its dominant line.
III. POLAR CODES FOR MULTIPLE DESCRIPTIONS WITH JOINT POLARIZATION

A. Source Combination and Splitting
We shall focus on a special class of distributions in P where Y and Z are uniformly distributed in F q {0, 1, · · · , q − 1} for some prime number q. Note that every random variable can be approximated arbitrarily well by a random variable uniformly distributed over a sufficiently large alphabet through a deterministic mapping; as a consequence, there is no essential loss in focusing on this special class of distributions.
Let us fix a distribution P (x, y, z). Consider random variables X 1 and X 2 . We can view them jointly as a new vector source (X 1 , X 2 ) and apply Theorem 1 to this source with
, resulting in a rate region J (P 2 ) specified by the following quantities:
Following [1] , [6] , we define U 1 , U 2 , V 1 , and V 2 through the following equations:
It can be seen that the random variables U 1 , U 2 , V 1 , and V 2 are each uniformly distributed in the alphabet F q . Moreover, U 1 and U 2 are independent; similarly, V 1 and V 2 are also independent. However, (U 1 , V 1 ) and (U 2 , V 2 ) are not necessarily independent.
It can be verified that
Moreover, we have
Finally, it can be verified that
The triple
, and the triple
). Note that if we view K(P ) as encoding source X with random variables Y and Z, then K(p((x 1 , x 2 ), u 1 , v 1 )) can be viewed as encoding (X 1 , X 2 ) with random variables U 1 and V 1 , and
where we have written (s 1 , s 2 ) as a group and view it as a single vector, and similarly for (s 1 , s 2 , u 1 , v 1 ). It can be shown that
, where means that ≤ holds for each component of the vector.
We can now apply the same process to P − and P + using Definition 2, resulting in four new distributions
Repeating this process k times, we derive a set of 2 k new distributions. Similarly to [3] , [6] , let S 1 , S 2 , . . . , be an i.i.d.
IEEE
Furthermore, define random processes {I
The following theorem formally establishes the polarization behavior, in a manner similar to that seen in the multiple access channel [6] . Define (1)
k ) : k ≥ 0} converges almost surely, and the limit belongs to M with probability 1.
From a coding perspective, (0, 0, 0) corresponds to the case that both coded symbols can be set arbitrarily, as long as they are revealed to both the encoder and the decoder; (∆, ∆, 0) and (∆, 0, ∆) correspond to the cases that the coded symbol in one of the descriptions is fully determined by the source vector, while the other can be set arbitrarily; (2∆, ∆, ∆) corresponds to the case that both symbols are fully determined; the last case (∆, 0, 0) means any one symbol in the two descriptions can be set arbitrarily, and the other is then fully determined.
C. Polar Coding
Now we proceed to describe the polar coding algorithm. Let (X i , Y i , Z i ), i = 1, · · · , n, be n independent copies of (X, Y, Z) distributed according to P (x, y, z), where n = 2 k is the code length. Let B n denote the n × n "bit reversal" permutation matrix in [1] , and let G n = G ⊗k 1 be the k-th power Kronecker product of the matrix
Define U n and V n via the following equations:
We denote the joint distribution of (X n , U n , V n ) as p X n ,U n ,V n (x n , u n , v n ), which is specified by the product distribution n i=1 P (x i , y i , z i ) and the transforms in (1); the marginals of p X n ,U n ,V n (x n , u n , v n ) are written in a similar way; when clear from the context, we shall omit the subscripts. Moreover, let P (i) denote the joint distribution of
Note that [1] (see also [6] )
We fix some small > 0 and define
Further define the frozen sets F 1 ⊆ {1, 2, . . . , n} and F 2 ⊆ {1, 2, . . . , n} as follows.
For each i ∈ F 1 , randomly set the value of u i according to the uniform distribution over F q ; similarly, for each i ∈ F 2 , randomly set the value of v i according to the uniform distribution over F q ; u F1 (u i ) i∈F1 and v F2 (v i ) i∈F2 are referred to as the frozen symbols of u n and v n , respectively, and are revealed to both the encoder and the decoder. We define the randomized encoding function f
as follows. For i = 1, 2, . . . , n, if i / ∈ F 1 , then u i takes value a ∈ F q with probability
if i / ∈ F 2 , then v i takes value a ∈ F q with probability
.
Descriptions 1 and 2 consist of u
, respectively. With only the first description, the decoder forms y n = u n B n G n ; it further applies φ 1 in Theorem 1 to each symbol of y n individually and then concatenates the outputs as the reconstruction. Similarly, with only the second description, the decoder forms z n = v n B n G n ; it further applies φ 2 in Theorem 1 to z n and then concatenates the outputs as the reconstruction. When both descriptions are available, the decoder can apply φ 0 in Theorem 1 to (y i , z i ), i = 1, 2, · · · , n, and then concatenate the outputs as the reconstruction.
D. Performance Analysis
Letp(x n , u n , v n ) be a probability distribution defined as followŝ
For the coding procedure described in Section III-C, we can write the resultant reconstruction distortion based on the first description aŝ
are, respectively, the n-letter extensions of d 1 and φ 1 in Theorem 1. Similarly, the reconstruction distortion based on the second description and the reconstruction distortion based on both descriptions are given bŷ
0 , and φ
are, respectively, the n-letter extensions of d 0 , d 2 , φ 0 , and φ 2 in Theorem 1. Note that
One can readily show by following the argument in [4] , [5] that
for any β ∈ (0, β).
The following results provide a way to determine the limiting rates of the two descriptions. Specifically, Theorem 3 can be used to handle the first four extremal cases (i.e., (0, 0, 0), (∆, ∆, 0), (∆, 0, ∆), (2∆, ∆, ∆)) and Theorem 4 is for the last extremal case (i.e., (∆, 0, 0)). The proof of Theorem 3 is omitted since it is based on the standard techniques. The proof of Theorem 4 contains a novel technique which converts dependent descriptions to independent descriptions as well as the construction of a hybrid process that involves both the mutual information and the Bhattacharyya parameter for analyzing the speed of polarization.
Theorem 3: For any β ∈ (0,
Theorem 4: For any β ∈ (0,
Proof: It suffices to show that for any β ∈ (0,
Let Z be a random variable uniformly distributed over F q and independent of (X, Y, Z). DefineX = (X, Z ),Ỹ = Y , andZ = Z + q Z . For simplicity, we shall denote the joint distribution of (X,Ỹ ,Z) byP . Now constructP k in the same manner as that for P k , k = 0, 1, · · · . It is easy to verify that
for all k. As a consequence, (2) is equivalent to
Note thatỸ andZ are independent; therefore, (Ỹ ,Z) →X can be viewed as a multiple access channel. This observation enables us to leverage the results established in [6] . It is known [6] that
Hence, for the purpose of proving (3), it suffices to show that
By symmetry, we shall only consider the case j = 1.
It can be shown that
It is known [6] that 
Given any > 0 and δ ∈ (0, 1), there exists a k 0 such that
for all k ≥ k 0 and α ∈ F q \{0}. In view of (5), given any > 0 and δ > 0, there exists a k 0 such that
for all k ≥ k 0 . One can readily show by combining (6) and (7) The proof is complete in view of the fact that C k (α) ≥ I (1) (P k ) for all α ∈ F q \{0}. Now we are in a position to compute the limiting rates. Note that the rate of description i isR i n−|Fi| n ∆ i , i = 1, 2. We have Thus this scheme can asymptotically achieve a rate pair on the dominant line of the EGC rate region.
IV. CONCLUSION
We have proposed a polar coding scheme for the MD problem. It is shown that this scheme is able to asymptotically achieve a certain rate pair on the dominant line of the EGC rate region.
