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Under the standard perturbation theory (SPT), we obtain the fully consistent third-order density
fluctuation and kernels for the general dark energy models without using the Einstein-de Sitter
(EdS) universe assumption for the first time. We also show that even though the temporal and
spatial components of the SPT solutions can not be separable, one can find the exact solutions
to any order in general dark energy models. With these exact solutions, we obtain the less than
% error correction of one-loop matter power spectrum compared to that obtained from the EdS
assumption for k = 0.1hMpc−1 mode at z = 0 (1, 1.5). Thus, the EdS assumption works very
well at this scale. However, if one considers the correction for P13, the error is about 6 (9, 11)
% for the same mode at z = 0 (1, 1.5). One absorbs P13 into the linear power spectrum in the
renormalized perturbation theory (RPT) and thus one should use the exact solution instead of the
approximation one. The error on the resummed propagator N of RPT is about 14 (8, 6) % at z = 0
(1, 1.5) for k = 0.4hMpc−1. For k = 1hMpc−1, the error correction of the total matter power
spectrum is about 3.6 (4.6, 4.5) % at z = 0 (1, 1.5). Upcoming observation is required to archive
the sub-percent accuracy to provide the strong constraint on the dark energy and this consistent
solution is prerequisite for the model comparison.
PACS numbers: 95.36.+x, 98.65.-r, 98.80.-k
The standard perturbation theory (SPT) has been widely used to investigate the correction to the linear
power spectrum in a quasi-nonlinear regime. The recent progress and the development of alternative
analytical methods have been made [1, 2]. The approximate recursion relations for the Fourier components
of the n-th order matter density fluctuation δˆn(τ,~k) and the divergence of the peculiar velocity θˆn(τ,~k)
has been obtained for the Einstein-de Sitter (EdS) universe [3, 4]. When one extends the SPT to the
general background universe, one uses the assumption that the dependence of the SPT solutions on the
cosmological parameters is encoded in the linear growth factor, D1(a) [1]. This is also confirmed for the
dark energy models [5, 6]. However, this argument is partly correct because one also needs to investigate
the error on the power spectrum induced from EdS assumption (i.e. the value of the linear growth rate is
equal to that of the square root of the matter energy density contrast, f1 ≡ d lnD1d ln a =
√
Ωm ). We obtain
the exact kernels for δˆn and θˆn without using EdS assumption and study its effect on the power spectrum.
The renormalized perturbation theory (RPT) tries to reorganize the perturbative series expansion of SPT
and resums some of the terms into a function that can be factorized out of the series [7, 8]. This function is
called as the resummed propagator and referred as N . All the kernels of the higher order power spectrum
terms must be expressed as a product of kernels that correspond to full mode coupling terms and full
propagator terms in order to make the resummation possible. If the kernels are approximated as a product
of one-loop propagator kernels, then the resummed propagator is given by N(k) ≡ exp[P13(k)/Plin(k)]. We
find that P13(k) using EdS assumption causes 6 ∼ 11 % errors for k = 0.5hMpc−1 mode at z = 0 ∼ 1.5
and these induce errors on N about 11 ∼ 20 %.
In addition to SPT, the Lagrangian perturbation theory (LPT) is an another widely used analytic
technique for the quasi-linear perturbative expansion. There also have been studies to investigate the dark
energy dependence on the linear growth factor in LPT [9, 10]. Recently, we also obtain the kernels in
the recursion relations without using EdS assumption in the LPT and investigate its consequences on the
one-loop power spectrum [11].
In this Letter, we obtain the exact relations for the temporal and spatial components of the SPT solutions
in general dark energy models up to third order. When we obtain the kernels, we remove the EdS assumption
in the derivation and investigate the its effects on the observable quantities.
2The equations of motion of δˆ(τ,~k) and θˆ(τ,~k) in the Fourier space are given by
∂δˆ
∂τ
+ θˆ = −
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)θˆ(τ,~k1)δˆ(τ,~k2) , (1)
∂θˆ
∂τ
+Hθˆ + 3
2
ΩmH2δˆ = −1
2
∫
d3k1
∫
d3k2δD(~k12 − ~k)β(~k1, ~k2)θˆ(τ,~k1)θˆ(τ,~k2) , (2)
where τ is the conformal time, ~k12 ≡ ~k1 + ~k2, δD is the Dirac delta function, H ≡ 1a ∂a∂τ , Ωm is the matter
energy density contrast, α(~k1, ~k2) ≡ ~k12·~k1k2
1
, and β(~k1, ~k2) ≡ k
2
12
(~k1·~k2)
k2
1
k2
2
.
Due to the mode coupling of the nonlinear terms shown in the right hand side of Eqs. (1) - (2), one
needs to make a perturbative expansion in δˆ and θˆ [1]. One can introduce the proper perturbative series
of solutions for the fastest growing mode Dn
δˆ(τ,~k) ≡
∞∑
n=1
δˆ(n)(τ,~k) , (3)
θˆ(τ,~k) ≡
∞∑
n=1
θˆ(n)(τ,~k) , (4)
where one can define the each order solution as
δˆ(1)(a,~k) ≡ D1(a)δ1(~k) , (5)
θˆ(1)(a,~k) ≡ Dθ1(a)θ1(~k) ≡ −aHdD1
da
δ1(~k) , (6)
δˆ(2)(a,~k) ≡
2∑
i=1
D2i(a)K2i(~k) ≡ D21(a)
2∑
i=1
c2i(a)K2i(~k) , (7)
θˆ(2)(a,~k) ≡
2∑
i=1
Dθ2i(a)K2i(~k) ≡ aHD1 dD1
da
2∑
i=1
cθ2i(a)K2i(~k) , (8)
δˆ(3)(a,~k) ≡
6∑
i=1
D3i(a)K3i(~k) ≡ D31(a)
6∑
i=1
c3i(a)K3i(~k) , (9)
θˆ(3)(a,~k) ≡
6∑
i=1
Dθ3i(a)K3i(~k) ≡ aHD21
dD1
da
6∑
i=1
cθ3i(a)K3i(~k) , (10)
To be consistent with the current observation, we consider the dark energy dominated flat universe as a
background model. It has been known that the n-th order fastest growing mode solutions are proportional
to the n-th power of the linear growth factor D1 (i.e. D
n ∝ Dn1 ) for the EdS universe. And this is not
true for the general background models. There have been the investigations of the validity of these ansatz
(3) and (4) by using the different growth rates for δˆ and θˆ [5, 6]. However, the improper decomposition of
fastest mode solutions and the incorrect initial conditions are used for the n-th order growth rate in both
cases (see Appendix).
If one takes a derivatives of Eq. (1) and replace Eq. (2) into it, then one obtains
∂2δˆ
∂τ2
+H ∂δˆ
∂τ
− 3
2
ΩmH2δˆ = −H
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)θˆ(τ,~k1)δˆ(τ,~k2)
−
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)
[
∂θˆ(τ,~k1)
∂τ
δˆ(τ,~k2) + θˆ(τ,~k1)
∂δˆ(τ,~k2)
∂τ
]
+
1
2
∫
d3k1
∫
d3k2δD(~k12 − ~k)β(~k1, ~k2)θˆ(τ,~k1)θˆ(τ,~k2) , (11)
3From the Eqs.(1) and (11) , one obtains the expressions for the higher order solutions of δˆ(2), θˆ(2), and δˆ(3)
as
δˆ(2)(a,~k) ≡ D21(a)K21(~k) +D22(a)K22(~k) ≡ D21
[
c21(a)K21(~k) + c22(a)K22(~k)
]
≡ D21(a)δ2(a,~k)
≡ D21
∫
d3k1
∫
d3k2δD(~k12 − ~k)F (s)2 (a,~k1, ~k2)δ1(~k1)δ1(~k2) , (12)
θˆ(2)(a,~k) ≡ Dθ21(a)K21(~k) +Dθ22(a)K22(~k) ≡ D1 ∂D1
∂τ
[
cθ21(a)K21(~k) + cθ22(a)K22(~k)
]
≡ D1 ∂D1
∂τ
θ2(a,~k)
≡ −D1 ∂D1
∂τ
∫
d3k1
∫
d3k2δD(~k12 − ~k)G(s)2 (a,~k1, ~k2)δ1(~k1)δ1(~k2) , (13)
δˆ(3)(a,~k) ≡ D31(a)K31(~k) + · · ·+D36(a)K36(~k) ≡ D31(a)
[
c31(a)K31(~k) + · · ·+ c36(a)K36(~k)
]
≡ D31(a)
∫
d3k1d
3k2d
3k3δD(~k123 − ~k)F (s)3 (a,~k1, ~k2, ~k3)δ1(~k1)δ1(~k2)δ1(~k3) , (14)
where
c2i =
D2i
D21
, cθ2i =
Dθ2i
D1
(∂D1
∂τ
)
−1
, c3i =
D3i
D31
, (15)
K21(~k) = −
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)θ1(~k1)δ1(~k2) , (16)
K22(~k) = −
∫
d3k1
∫
d3k2δD(~k12 − ~k)β(~k1, ~k2)θ1(~k1)θ1(~k2) , (17)
F
(s)
2 (a,
~k1, ~k2) =
1
2
[
c21
(~k12 · ~k1
k21
+
~k12 · ~k2
k22
)
− 2c22k
2
12(
~k1 · ~k2)
k21k
2
2
]
(18)
= c21 − 2c22
(
~k1 · ~k2
k1k2
)2
+
1
2
(
c21 − 2c22
)
~k1 · ~k2
(
1
k21
+
1
k22
)
,
G
(s)
2 (a,
~k1, ~k2) =
1
2
[
−cθ21
(~k12 · ~k1
k21
+
~k12 · ~k2
k22
)
+ 2cθ22
k212(
~k1 · ~k2)
k21k
2
2
]
(19)
= −cθ21 + 2cθ22
(
~k1 · ~k2
k1k2
)2
− 1
2
(
cθ21 − 2cθ22
)
~k1 · ~k2
(
1
k21
+
1
k22
)
,
F
(s)
3 (a,
~k1, ~k2, ~k3) =
6∑
i=1
F
(s)
3i (a,
~k1, ~k2, ~k3) , (20)
where explicit forms of F
(s)
3i are given in the appendix.
One can use the above equations to compute the power spectrum at any order in perturbation theory
〈δˆ(a,~k)δˆ(a,~k′)〉 = D21(a)〈δ1(~k)δ1(~k′)〉+D41(a)〈δ2(a,~k)δ2(a,~k′)〉+D41(a)〈δ1(~k)δ3(a,~k′) + δ3(a,~k)δ1(~k′)〉
≡
(
D21P11(k) +D
4
1P22(a, k) + 2D
4
1P13(a, k) + · · ·
)
δD(~k + ~k
′) ≡ P (a, k)δD(~k + ~k′) (21)
The one-loop power spectrum is defined as
P2(a, k) = D
4
1(a)
[
P22(a, k) + 2P13(a, k)
]
, (22)
4FIG. 1: Both the linear matter power spectra (thin lines) and the nonlinear matter power spectra with one-loop
correction (thick lines) at z = 0, 1.0, and 1.5 (solid, dotted, and dotdashed lines) for Ωm0 = 0.26 ΛCDM model.
where P22 and P13 are obtained as
P22(a, k) = 2
∫
d3qP11(q)P11(|~k − ~q |)
[
F
(s)
2 (a, ~q,
~k − ~q )
]2
=
(2π)−2k3
2
∫
∞
0
drP11(kr)
×
∫ 1
−1
dxP11
(
k
√
1 + r2 − 2rx
)[(c21 + 2c22)r + (c21 − 2c22)x− 2c21rx2
(1 + r2 − 2rx)
]2
, (23)
2P13(k) = 6P11(k)
∫
d3qP11(q)F
(s)
3 (a, ~q, −~q, ~k ) (24)
= (2π)−2k3P11(k)
∫
∞
0
drP11(kr)
[
2c35r
−2 − 1
3
(
4c31 − 8c32 + 3c33 + 24c35 − 16c36
)
− 1
3
(
4c31 − 8c32 + 12c33 − 8c34 + 6c35
)
r2 + c33r
4 +
(r2 − 1
r
)3
ln
∣∣∣1 + r
1− r
∣∣∣(c35 − 1
2
c33r
2
)]
,
where r = q
k
and x = ~q·
~k
qk
. The above equations (23) and (24) are identical to Eqs. (2.24) and (2.25) of [4]
when one replace the coefficients of higher solutions c2i and c3i with those given in Eqs.(A-13) and (A-39).
Thus, the terms with c2i and c3i represent the dark energy effect on the one-loop power spectrum. Now
we obtain the one-loop power spectrum for ΛCDM model. We run the camb to obtain the linear power
spectrum [12] using Ωb0 = 0.044, Ωm0 = 0.26, h = 0.72, ns = 0.96, and the numerical integration range for
q in Eqs. (23) and (24) is 10−6 ≤ q ≤ 102.
5FIG. 2: Errors in P22 and P13 a) Differences between the correct P22 and the one with EdS assumption at the
different epoches. The solid, dashed, and dotdashed lines correspond to z = 0, 1.0, and 1.5, respectively. a)
Differences between the correct P13 and the EdS assumed P13 at different epoches.
In Fig. 1, we show both the linear power spectra PL (thin lines) and the nonlinear power spectra
PNL = PL + P2 (thick lines) at the different redshift z = 0 (solid), 1.0 (dotted), and 1.5 (dotdashed),
respectively. We demonstrate the ΛCDM model with Ωm0 = 0.26 in this figure. As one expects, the
nonlinear power spectra are not simply enhanced by multiplying the differences of the square of the growth
factor D21 at the different redshifts. One also needs to emphasize that the exact kernels Eqs.(A-16), (A-18)
and (A-33)-(A-38) also depend on time. The coefficient of each kernel changes at the different observational
epoch.
Now, we investigate the corrections in P22 and P13 compared to those using the EdS assumption. As one
expects, the effect of the removing EdS assumption on P22 and P13 becomes larger as z increases. This is
due to the fact that we use the Gaussianity initial conditions for the perturbed quantities. The coefficients
c21-c36 approach to those of EdS models as z decreases. This causes the fact that the kernels based on
the EdS assumption deviate from the exact ones as z decreases. Thus, the exact P22 and P13 show the
larger deviations from the EdS assumed P22 and P13 as z increases. This is shown in Fig. 2. P
ΛCDM
22 and
PΛCDM13 mean the exact one loop corrections based on the ΛCDM models using the exact solution. While
PEdS22 and P
EdS
13 mean the one loop corrections based on the EdS assumed kernels. In the left panel of Fig.
2, we show the errors in P22 at the different redshift. The solid, dotted, and dotdashed lines correspond to
errors of P22 at z = 0, 1.0, and 1.5, respectively. The differences are about 5 (9, 11) % for k = 0.1hMpc
−1
mode at z = 0 (1.0, 1.5). In the right panel of Fig. 2, we show the errors in P13 at the different redshift.
We use the same notation as the left panel. The differences between the exact and EdS assumed P13 are
about 6 (9, 11) % for k = 0.1hMpc−1 mode at z = 0 (1.0, 1.5).
We show the corrections on PNL ≡ Ptotal and the resummed propagator N . The one loop correction
is sum of the P22 and P13. However, P22 and P13 have the different signs. Thus, if one considers the
nonlinear power spectrum with the one loop correction, then the correction due to using the exact solution
is very small compared to the nonlinear power spectrum based on EdS assumption. PNL = PL + P2 where
P2 = P22+P13. As we show in the Fig. 2, each correction at each mode is about same at any epoch. Thus,
the corrections on P2 are canceled each other. This is shown in the left panel of Fig. 3. P
ΛCDM
total means
the exact nonlinear matter power spectrum based on the ΛCDM models using the exact solution. While
PEdStotal means the nonlinear matter power spectrum based on the EdS assumption. The solid, dotted, and
dotdashed lines correspond to errors of Ptotal at z = 0, 1.0, and 1.5, respectively. The present nonlinear
matter power spectrum is dominated by the one loop power spectrum at small scale k ≥ 0.1. The correction
for the total matter power spectrum is about 2 % for k = 0.4 h/Mpc at any epoch. Thus, the EdS assumed
nonlinear power spectrum is not a bad approximation. However, if one expands the SPT into RPT, then
one needs to use the exact solution. This is shown in the right panel of Fig. 3 by using the resummed
6FIG. 3: Errors in Ptotal and N a) Differences between the correct Ptotal and the one with λ = 1 (EdS) assumption
at the different epoches. The solid, dashed, and dotdashed lines correspond to z = 0, 0.5, and 1, respectively. a)
Differences between the correct PNL and the λ = 1 (EdS) assumed PNL at different epoches.
propagator N . For the same mode, the deviations of N from the exact values are about 14 (8, 6) % at z =
0 (1.0, 1.5). Thus, if one uses the EdS assumed nonlinear P13, then one is not able to avoid these amount
of errors on the N .
The upcoming redshift surveys of galaxies such as BOSS, eBOSS, PFS, EUCLID, and MS-DESI will
provide observational data of large scale structure of the universe in larger volume with higher density. The
analysis of these observational data requires very accurate theoretical modeling down to the quasi-linear
regime. In this Letter, we present an accurate perturbation theory without adopting the EdS assumption.
The obtained results are general for any background universe model including time varying dark energy
models, and will be useful for studies of future surveys.
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APPENDIX
In this section, we show the spatial and temporal solutions of the each order by using Eqs. (2) and (11).
The equations for the first order solution of δ(1)(τ,~k) and θ(1)(τ,~k) are given by[
∂2D1
∂τ2
+H∂D1
∂τ
− 3
2
ΩmH2D1
]
δ1(~k) = 0 , (A-1)
Dθ1θ1(~k) = −∂D1
∂τ
δ1(~k) . (A-2)
7From the above Eqs. (A-1) and (A-2), one obtains
d2D1
da2
+
3
2a
(
1− wΩde
)dD1
da
− 3
2a2
ΩmD1 = 0 , (A-3)
Dθ1(a) = aH∂D1
∂a
, θ1(~k) = −δ1(~k) , (A-4)
where we use
dD1
dτ
= aHdD1
da
,
d2D1
dτ2
= (aH)2 d
2D1
da2
+
(
aH2 + adH
dτ
)dD1
da
, (A-5)
H = aH, dH
dτ
= H2 + a2 dH
dt
,
1
H2
dH
dτ
= 1 +
1
H2
dH
dt
= 1− 3
2
(
1 + wΩde
)
. (A-6)
If one uses the fact that the dark energy is dominated only at the late universe, then one can adopt the
EdS conditions (i.e. Ωm = 1) for D1 at early time (it i.e. ai),
D1(ai) = ai , and
dD1
da
∣∣∣
a=ai
= 1 . (A-7)
Thus, one can obtain the exact solution for D1(a) for any dark energy model from Eqs.(A-1) and (A-7)
except for the early dark energy one [13–15].
One can repeat the same process for δˆ(2)(τ,~k) to get[
∂2D21
∂τ2
+H∂D21
∂τ
− 3
2
ΩmH2D21
]
K21(~k) =
[
HD1 ∂D1
∂τ
+D1
∂2D1
∂τ2
+
(∂D1
∂τ
)2]
(A-8)
×
[
−
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)θ1(~k1)δ1(~k2)
]
,
[
∂2D22
∂τ2
+H∂D22
∂τ
− 3
2
ΩmH2D22
]
K22(~k) = −1
2
(∂D1
∂τ
)2
(A-9)
×
[
−
∫
d3k1
∫
d3k2δD(~k12 − ~k)β(~k1, ~k2)θ1(~k1)θ1(~k2)
]
.
If we adopt the initial zero non-Gaussianity of the higher order solutions (δ(n) = 0), then one can obtain the
equations for the fastest growing mode solutions with the initial Gaussianity and the EdS initial conditions
d2D21
da2
+
3
2a
(
1− wΩde
)dD21
da
− 3
2a2
ΩmD21 =
3
2a2
ΩmD
2
1 +
(dD1
da
)2
(A-10)
with D21(ai) = 0,
dD21
da
∣∣∣
ai
=
5
7
ai ,
d2D22
da2
+
3
2a
(
1− wΩde
)dD22
da
− 3
2a2
ΩmD22 = −1
2
(dD1
da
)2
(A-11)
with D22(ai) = 0,
dD22
da
∣∣∣
ai
= −1
7
ai ,
where we use the fastest growing mode solutions for the EdS universe
D
(EdS)
21 =
5
7
a2 − 5
7
aia, D
(EdS)
22 = −
1
7
a2 +
1
7
aia . (A-12)
Often it is knows as the EdS coefficient as
c21 =
5
7
, c22 = −1
7
. (A-13)
8However, this is not the coefficients for the fastest growing mode solutions because of the existence of the
second terms in Eq.(A-12). From Eq.(2), one can obtain equations for θˆ(2) by using other solutions
Dθ21(a)K21(~k) +Dθ22(a)K22(~k) = aH
[
−dD21
da
+D1
dD1
da
]
K21(~k)− aHdD22
da
K22(~k) ,
≡ aHD1dD1
da
[
cθ21K21(~k) + cθ22K22(~k)
]
. (A-14)
From Eqs.(A-9)-(A-14)
δˆ(2)(a,~k) ≡ D21(a)K21(~k) +D22(a)K22(~k) ≡ D21
[
c21K21(~k) + c22K22(~k)
]
≡ D21(a)δ2(a,~k)
= D21
∫
d3k1d
3k2δD(~k12 − ~k)
[
c21(a)α(~k1, ~k2)− c22(a)β(~k1, ~k2)
]
δ1(~k1)δ1(~k2)
≡ D21
∫
d3k1d
3k2δD(~k12 − ~k)F2(a,~k1, ~k2)δ1(~k1)δ1(~k2) (A-15)
≡ D21
∫
d3k1
∫
d3k2δD(~k12 − ~k)F (s)2 (a,~k1, ~k2)δ1(~k1)δ1(~k2) ,
F
(s)
2 (a,
~k1, ~k2) =
1
2
[
c21
(~k12 · ~k1
k21
+
~k12 · ~k2
k22
)
− 2c22k
2
12(
~k1 · ~k2)
k21k
2
2
]
= c21 − 2c22
(
~k1 · ~k2
k1k2
)2
+
1
2
(
c21 − 2c22
)
~k1 · ~k2
(
1
k21
+
1
k22
)
, (A-16)
θˆ(2)(a,~k) ≡ D21(a)K21(~k) +D22(a)K22(~k) ≡ D1 ∂D1
∂τ
[
cθ21(a)K21(~k) + cθ22(a)K22(~k)
]
= aH
[
−dD21
da
+D1
dD1
da
]
K21(~k)− aHdD22
da
K22(~k) ≡ aHD1 dD1
da
θ2(a,~k)
= −aHD1dD1
da
∫
d3k1
∫
d3k2δD(~k12 − ~k)
[
−cθ21(a)α(~k1, ~k2) + cθ22(a)β(~k1, ~k2)
]
δ1(~k1)δ1(~k2)
≡ −aHD1dD1
da
∫
d3k1
∫
d3k2δD(~k12 − ~k)G2(a,~k1, ~k2)δ1(~k1)δ1(~k2) (A-17)
≡ −aHD1dD1
da
∫
d3k1
∫
d3k2δD(~k12 − ~k)G(s)2 (a,~k1, ~k2)δ1(~k1)δ1(~k2) ,
G
(s)
2 (a,
~k1, ~k2) =
1
2
[
−cθ21
(~k12 · ~k1
k21
+
~k12 · ~k2
k22
)
+ 2cθ22
k212(
~k1 · ~k2)
k21k
2
2
]
= −cθ21 + 2cθ22
(
~k1 · ~k2
k1k2
)2
− 1
2
(
cθ21 − 2cθ22
)
~k1 · ~k2
(
1
k21
+
1
k22
)
. (A-18)
Now one can obtain the third order solutions from the previous solutions up to the second order. One
9can write the third order solution
δˆ(3)(a,~k) ≡
6∑
i=1
D3i(a)K3i(~k) = D31(a)K31(~k) + · · ·+D36(a)K36(~k) (A-19)
≡ D31(a)
[
c31(a)K31(~k) + · · ·+ c36(a)K36(~k)
]
≡ D31(a)
∫
d3k1d
3k2d
3k3δD(~k123 − ~k)F3(a,~k1, ~k2, ~k3)δ1(~k1)δ1(~k2)δ1(~k3)
≡ D31(a)
∫
d3k1d
3k2d
3k3δD(~k123 − ~k)F (s)3 (a,~k1, ~k2, ~k3)δ1(~k1)δ1(~k2)δ1(~k3) .
10
If one replaces Eq.(A-19) into Eq.(11), then one obtains[
∂2D31
∂τ2
+H∂D31
∂τ
− 3
2
ΩmH2D31
]
K31(~k) =
[(∂2D1
∂τ2
+H∂D1
∂τ
)
D21 +
∂D1
∂τ
∂D21
∂τ
]
(A-20)
×
[
−
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)θ1(~k1)K21(~k2)
]
,
≡
[
3
2
ΩmH2D1D21 + ∂D1
∂τ
∂D21
∂τ
]
K31(~k) ,
[
∂2D32
∂τ2
+H∂D32
∂τ
− 3
2
ΩmH2D32
]
K32(~k) =
[(∂2D1
∂τ2
+H∂D1
∂τ
)
D22 +
∂D1
∂τ
∂D22
∂τ
]
(A-21)
×
[
−
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)θ1(~k1)K22(~k2)
]
,
≡
[
3
2
ΩmH2D1D22 + ∂D1
∂τ
∂D22
∂τ
]
K32(~k) ,
[
∂2D33
∂τ2
+H∂D33
∂τ
− 3
2
ΩmH2D33
]
K33(~k) =
[
−
(∂2D21
∂τ2
+H∂D21
∂τ
)
D1 +
(∂2D1
∂τ2
+H∂D1
∂τ
)
D21
+ 2D1
(∂D1
∂τ
)2
− ∂D1
∂τ
∂D21
∂τ
]
(A-22)
×
[
−
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)K21(~k1)δ1(~k2)
]
,
≡
[
−3
2
ΩmH2D1D21 − ∂D1
∂τ
∂D21
∂τ
+D1
(∂D1
∂τ
)2]
K33(~k) ,
[
∂2D34
∂τ2
+H∂D34
∂τ
− 3
2
ΩmH2D34
]
K34(~k) =
[
−
(∂2D22
∂τ2
+H∂D22
∂τ
)
D1 − ∂D1
∂τ
∂D22
∂τ
]
(A-23)
×
[
−
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)B2(~k1)δ1(~k2)
]
,
≡
[
−3
2
ΩmH2D1D22 − ∂D1
∂τ
∂D22
∂τ
+
1
2
D1
(∂D1
∂τ
)2]
K34(~k) ,
[
∂2D35
∂τ2
+H∂D35
∂τ
− 3
2
ΩmH2D35
]
K35(~k) =
1
2
[
∂D1
∂τ
∂D21
∂τ
−D1
(∂D1
∂τ
)2]
(A-24)
×
[
−
∫
d3k1d
3k2δD(~k12 − ~k)β(~k1, ~k2)
(
θ1(~k1)K21(~k2) +K21(~k1)θ1(~k2)
)]
,
[
∂2D36
∂τ2
+H∂D36
∂τ
− 3
2
ΩmH2D36
]
K36(~k) =
1
2
∂D1
∂τ
∂D22
∂τ
(A-25)
×
[
−
∫
d3k1d
3k2δD(~k12 − ~k)β(~k1, ~k2)
(
θ1(~k1)K22(~k2) +K22(~k1)θ1(~k2)
)]
,
One can rewrite the temporal parts of the above Eqs. (A-20)-(A-25) with the proper initial conditions
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obtained from the EdS solutions at the early epoch to get the fastest growing mode solutions,
d2D31
da2
+
3
2a
(
1− wΩde
)dD31
da
− 3
2a2
ΩmD31 =
3
2a2
ΩmD1D21 +
dD1
da
dD21
da
(A-26)
with D31(ai) = 0,
dD31
da
∣∣∣
ai
=
20
441
a2i ,
d2D32
da2
+
3
2a
(
1− wΩde
)dD32
da
− 3
2a2
ΩmD32 =
3
2a2
ΩmD1D22 +
dD1
da
dD22
da
(A-27)
with D32(ai) = 0,
dD32
da
∣∣∣
ai
= − 4
441
a2i ,
d2D33
da2
+
3
2a
(
1− wΩde
)dD33
da
− 3
2a2
ΩmD33 = − 3
2a2
ΩmD1D21 − dD1
da
dD21
da
+D1
(dD1
da
)2
(A-28)
with D33(ai) = 0,
dD33
da
∣∣∣
ai
=
78
441
a2i ,
d2D34
da2
+
3
2a
(
1− wΩde
)dD34
da
− 3
2a2
ΩmD34 = − 3
2a2
ΩmD1D22 − dD1
da
dD22
da
+
1
2
D1
(dD1
da
)2
(A-29)
with D34(ai) = 0,
dD34
da
∣∣∣
ai
=
53
441
a2i ,
d2D35
da2
+
3
2a
(
1− wΩde
)dD35
da
− 3
2a2
ΩmD35 =
1
2
[
−D1
(dD1
da
)2
+
dD1
da
dD21
da
]
(A-30)
with D35(ai) = 0,
dD35
da
∣∣∣
ai
= − 24
441
a2i ,
d2D36
da2
+
3
2a
(
1− wΩde
)dD36
da
− 3
2a2
ΩmD36 =
1
2
dD1
da
dD22
da
(A-31)
with D36(ai) = 0,
dD36
da
∣∣∣
ai
= − 5
441
a2i ,
where we use the fastest growing mode solutions for the EdS universe
D
(EdS)
31 =
5
882
(
49a3 − 90aia2 + 41a2i a
)
, D
(EdS)
32 =
−1
882
(
49a3 − 90aia2 + 41a2ia
)
,
D
(EdS)
33 =
−3
882
(
49a3 − 45aia2 − 4a2i a
)
, D
(EdS)
34 =
2
882
(
49a3 − 90aia2 + 41a2ia
)
, (A-32)
D
(EdS)
35 =
3
882
(
7a3 − 30aia2 + 23a2ia
)
, D
(EdS)
36 =
−2
882
(
7a3 − 9aia2 + 2a2i a
)
.
In the above equation (A-32), we use the initial Gaussinity condition of δ(3) (i.e. D3i(ai) = 0) to obtain
the coefficients for the last terms of D3i.
One can find the third order kernels (F3i(~k)) from the above Eqs. (A-20)-(A-25). For example, one
obtain F
(s)
31 as
K31(~k) = −
∫
d3k1
∫
d3k2δD(~k12 − ~k)α(~k1, ~k2)θ1(~k1)K21(~k2)
=
∫
d3q1d
3q2d
3q3δD(~q1 + ~q2 + ~q3 − ~k)α(~q3, ~k − ~q3)α(~q1, ~q2)δ1(~q1)δ1(~q2)δ1(~q3) ,
F31(a, ~q1, ~q2, ~q3) ≡ c31(a)α(~q3, ~k − ~q3)α(~q1, ~q2), F (s)31 (a, ~q1, ~q2, ~q3) =
c31
3!
[
F31(a, ~q1, ~q2, ~q3) + perm
]
,
F
(s)
31 (a, ~q,−~q,~k) =
c31
3!
[
−2x2
(1 + r2
r2
)]
. (A-33)
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One can repeat the above process to obtain
F32(a, ~q1, ~q2, ~q3) = −c32α(~q3, ~k − ~q3)β(~q1, ~q2) ,
F
(s)
32 (a, ~q,−~q,~k) =
c32
3!
4x2
(1 + r2
r2
)
, (A-34)
F33(a, ~q1, ~q2, ~q3) = −c33α(~k − ~q3, ~q3)α(~q1, ~q2) ,
F
(s)
33 (a, ~q,−~q,~k) =
c33
3!
−4(1 + r2) + 2(1 + 4r2 − r4)x2
(1 + r2 + 2rx)(1 + r2 − 2rx) , (A-35)
F34(a, ~q1, ~q2, ~q3) = c34α(~k − ~q3, ~q3)β(~q1, ~q2) ,
F
(s)
34 (a, ~q,−~q,~k) =
c34
3!
4x2 , (A-36)
F35(a, ~q1, ~q2, ~q3) = 2c35β(~k − ~q3, ~q3)α(~q1, ~q2) ,
F
(s)
35 (a, ~q,−~q,~k) =
c35
3!
−8r2(1 + r2) + 4(−1 + 4r2 + r4)x2
r2(1 + r2 + 2rx)(1 + r2 − 2rx) , (A-37)
F36(a, ~q1, ~q2, ~q3) = −2c36β(~k − ~q3, ~q3)β(~q1, ~q2) ,
F
(s)
36 (a, ~q,−~q,~k) =
c36
3!
8x2
r2
(A-38)
One can obtain c3i(a) numerically at any epoch by solving the above Eqs.(A-26)-(A-31). In EdS case,
c3i have been known as
c31 =
5
18
, c32 = − 1
18
, c33 = −1
6
, c34 =
1
9
, c35 =
1
42
, c36 = − 1
63
. (A-39)
However, the above values are not exact because they are not the coefficients for the fastest growing mode
solutions as shown in Eq. (A-32). The above values given in Eq.(A-39) used in the kernels in the reference
[6]. For the second order, this is a good approximation but not for the third order.
Now one can explicitly write δˆ(3)(a,~k) as
δˆ(3)(a,~k) ≡ D31(a)
6∑
i=1
c3i(a)K3i(~k) = D
3
1(a)
[
c31(a)K31(~k) + · · ·+ c36(a)K36(~k)
]
(A-40)
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Thus, one can calculate P22(a, k) and P13(a, k) at any epoch.
P22(a, k) = D
4
1(a)2
∫
d3q
[
F
(s)
2 (
~k − ~q, ~q)
]2
P11(k − q)P11(q)
= D41(a)2
∫
(2π)q2dq
∫ 1
−1
dx
[
F
(s)
2 (
~k − ~q, ~q)
]2
P11(kr)P11(k
√
1 + r2 − 2rx)
=
(2π)−2k3
2
∫
∞
0
drP11(kr)
∫ 1
−1
dxP11(k
√
1 + r2 − 2rx)
×
[
(c21 + 2c22)r + (c21 − 2c22)x− 2c21rx2
(1 + r2 − 2rx)
]2
, (A-41)
P
(EdS)
22 (a, k) = D
4
1(a)
(2π)−2k3
2
∫
∞
0
drP11(kr)
∫ 1
−1
dxP11(k
√
1 + r2 − 2rx)
[
3r + x− 10rx2
7(1 + r2 − 2rx)
]2
, (A-42)
P13(a, k) = 6D
4
1(a)P11(k)
∫
d3qP11(q)
[
F
(s)
3 (a, ~q,−~q,~k)
]
(A-43)
= D41(2π)
−2k3P11(k)
∫
∞
0
drP11(kr)
[
2c35r
−2 − 1
3
(
4c31 − 8c32 + 3c33 + 24c35 − 16c36
)
− 1
3
(
4c31 − 8c32 + 12c33 − 8c34 + 6c35
)
r2 + c33r
4 +
(r2 − 1
r
)3
ln
∣∣∣1 + r
1− r
∣∣∣(c35 − 1
2
c33r
2
)]
,
P
(EdS)
13 (a, k) = D
4
1(a)(2π)
−2k3P11(k)
∫
∞
0
drP11(kr)
[
1
21
r−2 − 79
126
+
25
63
r2 − 1
6
r4
+
(r2 − 1
r
)3
ln
∣∣∣1 + r
1− r
∣∣∣( 1
42
+
1
12
r2
)]
, (A-44)
where we use
|~q| = r|~k|, ~q·~k = x|~q||~k|, k21 = |~q|2 = r2k2, k22 = |~k−~q|2 = k2+q2−2~k·~q = k2(1+r2−2rx), ~k1·~k2 = k2r(x−r)
(A-45)
We also check the dependence of c3i on ai. When we compare ai =
1
50 to ai =
1
1000 , there are sub percent
level differences.
[1] F. Bernardeau, S. Colombi, E. Gaztanaga, and R. Scoccimarro, Phys. Rept. 367, 1 (2002)
[arXiv:astro-ph/0112551].
[2] F. Bernardeau, Les Houches Summer School ’Post-Planck Cosmology’ [arXiv:1311.2724].
[3] M. H. Goroff, B. Grinstein, S.-J. Rey, and M. B. Wise, Astrophys. J. 311, 6 (1986).
[4] N. Makino, M. Sasaki, and Y. Suto, Phys. Rev. D 46, 585 (1992).
[5] M. Kamionkowski and A. Buchalter, Astrophys. J. 514, 7 (1999) [arXiv:astro-ph/9807211].
[6] R. Takahashi, Prog. Theor. Phys. 120, 549 (2008) [arXiv:0806.1437].
[7] M. Crocce and R. Scoccimarro, Phys. Rev. D 73, 063519 (2006) [arXiv:astro-ph/0509418].
[8] M. Crocce and R. Scoccimarro, Phys. Rev. D 73, 063520 (2006) [arXiv:astro-ph/0509419].
[9] C. Rampf and T. Buchert, JCAP 1206, 021 (2012) [arXiv:1203.4260].
[10] S. Lee, Phys. Rev. D 89, 084017 (2014) [arXiv:1401.2226].
[11] S. Lee, [arXiv:1404.3813].
[12] A. Lewis and A. Challinor, URL: http://www.camb.info
[13] C. Wetterich, Astron. Astrophys. 301, 321 (1995) [arXiv:hep-th/9408025].
[14] M. Doran, M. Lilley, J. Schwindt, and C. Wetterich, Astrophys. J. 559, 501 (2001) [arXiv:astro-ph/0012139].
[15] S. Lee, Phys. Rev. D 71, 123528 (2005) [arXiv:astro-ph/0504650].
