Given a string, a non-overlapping inversion is to reverse some non-overlapping fragments of the string simultaneously. We define a non-overlapping inversion operation to be the computation of all possible non-overlapping inversions. We apply the operation on a string, which gives rise to a set of strings, and construct an NFA recognizing the set. Then, we design an efficient DFA reduction algorithm from the resulting NFA. We also consider the non-overlapping inversion operation on a language and show the closure properties for regular, context-free and context-sensitive languages. We furthermore examine iterative non-overlapping inversions and establish the closure properties. Finally, we introduce nonoverlapping inversion-free languages and present the decidability results for regular and context-free languages.
Introduction
In modern biology, it is important to determine exact orders of DNA sequences, retrieve relevant information of DNA sequences and align these sequences [1, 16, 20, 21] . Researchers considered several chromosomal operations on DNA sequences including inversions, pseudo-inversions, translocations, swaps and pseudoknots [2] [3] [4] [5] 10, 15, 17, 21, 23] . We focus on inversions. A chromosomal inversion occurs when a single chromosome undergoes breakage and rearrangement within itself [18] . A non-overlapping inversion is a set of inversions that do not overlap with each other. This operation is crucial in bio sequences since it ensures that all inversions occur in one mutation step [21] . There are several well-defined problems considering non-overlapping inversions such as the string alignment problem [3, 5, 21, 23] , the edit distance problem [15] and the approximate matching problem [2, 11] . These problems consider non-overlapping inversions on strings. We notice that, as the size of the bio data grows, we often need to maintain a huge number of relevant patterns as a set-a language. When such a language is described by an automaton, we can process a streaming DNA sequence in the automaton without preprocessing the sequence. This motivates us to obtain a language by applying chromosomal operations to a set of strings and characterize the resulting language. Many researchers studied bio operations from a formal language viewpoint including inversion [8, 12] , synchronized insertion and deletion [6] , hairpin inversion [6, 12] , hairpin inverted repeat [7] , duplication and repeat-deletion [8, 13, 14] , and pseudo-inversion [4, 12] . However, they do not consider the concept of non-overlapping operations, which is essential in ensuring that all operations can occur in one mutation step [21] .
We, in particular, consider the non-overlapping inversion operation on strings and languages. We briefly recall basic definitions and fix notation in Section 2. We first consider a set NOI(w) of strings obtained by applying all possible nonoverlapping inversions to a string w in Section 3. The resulting language represents a set of gene sequences mutated from an input gene sequence by one mutation step. We construct an NFA A w recognizing NOI(w) and investigate the structural properties of the resulting NFA. Then, based on the properties, we present an efficient algorithm that constructs a DFA for NOI(w) by reducing states in A w without the subset construction. We calculate the average number of reduced states in the construction. We also examine a language NOI(L) computed by applying all possible non-overlapping inversions to all strings in L in Section 4. The resulting language represents a set of gene sequences mutated from the input set of gene sequences by one mutation step. We investigate the closure properties for regular, context-free and context-sensitive languages. We also consider iterative non-overlapping inversions on strings and languages. We establish the closure property results of iterative non-overlapping inversions. Finally, we introduce non-overlapping inversion-free languages. A non-overlapping inversion-free language is a set of sequences where for each pair of sequences x and y, x is not in a non-overlapping inversions of y; x / ∈ NOI(y). We present the decidability results of non-overlapping inversion-free languages for regular and context-free languages. Our results on the language properties would help to design new matching or alignment algorithms considering non-overlapping inversions on multiple strings.
Preliminaries
Given a finite set of characters and a string w over , let |w| be the length of w and The symbol ∅ denotes the empty language and the symbol λ denotes the null string. A finite-state automaton (FA) A is specified by A = (Q , , δ, s, F ), where Q is a set of states, is an alphabet, δ ⊆ Q × × Q is a set of transitions, s ∈ Q is the start state and F ⊆ Q is a set of final states. Let |Q | be the number of states in Q and |δ| be the number of transitions in δ. We define the size |A| of A to be |Q | + |δ|. For a transition δ(p, σ ) = q, we say that p has an out-transition and q has an in-transition. Moreover, we call q a target state of p. A string w is accepted by A if there is a labeled path from s to a final state in F such that the path spells out w. The language L( A) of an FA A is the set of all strings accepted by A. If |{δ(p, σ )}| = 1 for all p ∈ Q and σ ∈ , we say that A is a deterministic finite-state automaton (DFA); otherwise, A is a nondeterministic finite-state automaton (NFA). We define δ (q, w) recursively: If w = σ w and |w| ≥ 1, then δ (q, w) =δ(δ(q, σ ), w ). If |w| = 1, then δ (q, w) = δ(q, w). For an FA A, we can merge two states p, q ∈ Q (say p to q) and obtain an FA A = (Q , , δ , s , F ) by the following construction:
For more knowledge in automata theory, the reader may refer to textbooks [22, 24] .
Non-overlapping inversion operation on a string
We consider the non-overlapping inversion operation on a string. This operation is motivated from a bio operation that makes all partial inversions on a string occur in one mutation step [21] .
Definition 3.1 (Non-overlapping inversion operation on a string).
Given a string w ∈ * , we define a non-overlapping inversion on w to be w 1 w 2 · · · w k , where w = w 1 w 2 · · · w k , w i ∈ * and w i = (w i or w R i ) for 1 ≤ i ≤ k. We then define a non-overlapping inversion operation NOI(w) to be 3. Given a string w, let NOI (w) = {w
The last observation comes from the following fact: A string in NOI(w) can be represented by inserting a number of delimiters between characters, where we perform inversion to the corresponding substrings between delimiters. Since the number of possible delimiters is n − 1, |NOI(w)| is bounded by 2 n−1 . This observation-we have at most 2 n−1 nonoverlapping inversions-leads us to examine the size of an NFA recognizing NOI(w). indexed from 0 (start state) to n (final state) in order, where n = |w|. Fig. 1 shows an example of A w when w = AGAT. We define the level lev(q) of a state q ∈ Q w as follows:
In other words, if q ∈δ w (s w , w ), then lev(q) = |w |-the number of transitions in a path from s w to q.
We next show that A w indeed recognizes NOI(w). Proof. Note that in the NOI-NFA construction, A w uses n + 1 states for reading w and (n − l + 1)(l − 1) states for reading reversed substrings of length l. Therefore, the total number |Q w | of states of A w is 
For the number of transitions, A w uses n transitions for reading w and (n − l + 1) × l transitions for reading reversed substrings of length l. Hence, the total number |δ w | of transitions of A w is
2
From the NOI-NFA construction, we observe the following properties: We notice that we can obtain a DFA that recognizes NOI(w) from A w by merging some states of A w in polynomial time; we simply merge all target states p of a state q by reading a character σ (line 4 of Algorithm 1). Algorithm 1 is a pseudo-description of the DFA construction procedure. Fig. 2 and Fig. 3 show an example of the DFA construction by Algorithm 1.
merge all p such that δ w (q, σ ) = p;
Before we prove the correctness of the algorithm, we establish the following statement on an acyclic NFA and on the non-overlapping inversion operation. 
Lemma 3.6. For an acyclic NFA
A = (Q , , δ, s, F ), let L h (p) = {u | p ∈δ(s, u)} and L t (p) = {u | f ∈δ(p, u) and f ∈ F } for a state p. If L h (p) ⊆ L h (q) and L t (p) ⊆ L t (
q) for two states p, q, then we can merge p to q and obtain a smaller FA A such that L( A) = L( A ).

Proof. It is straightforward to verify that L( A) ⊆ L( A ). Thus, we only give a formal proof for
We consider the following cases:
1. The accepting path for w does not contain both p and q in A : In this case, it is easy to verify that w ∈ L( A) since merging p and q does not affect the accepting path for w.
2. There exist strings w 1 , w 2 such that w = w 1 w 2 and
Therefore, for all cases, w ∈ L( A) and the statement holds. , then x t ∈ NOI(y t ).
Proof. We prove two statements by induction on the length of x.
Base case. Suppose x h = σ 1 ∈ and x t = σ 2 ∈ . Statement 1. If x = y R and x h ∈ NOI(y h ), then σ 1 = σ 2 and x t ∈ NOI(y t ). , then y = σ 1 σ 2 and x t ∈ NOI(y t ).
Induction hypothesis. For two strings x = x h x t and y = y h y t where |x| = |y| ≤ n, assume the following statements:
, then x t ∈ NOI(y t ). 
). 
). There are three possible cases (see Fig. 5 ): 
, x 1 is both a prefix and a suffix of 
Therefore, for all cases, two statements hold. 2
Now we are ready to prove the correctness of the algorithm.
Lemma 3.8. The output FA A w(det) of Algorithm 1 is deterministic and L( A w(det) ) = L( A w ).
Proof. The line 4 of Algorithm 1 guarantees that, for each state q, if there are multiple target states of q with a character σ , then we merge all these target states into a single state and, thus, remove nondeterminism from q. Once we check all states and remove their nondeterminism, the resulting FA A w(det) is a DFA. . 6 ). Since q and q are merged, y 1 ∈ NOI(x 1 ). We claim that p and p can be merged.
From Observation 3.5 and line 4 of Algorithm 1, we know that there are only one in-transition and one out-transition of p in A w , and there may be multiple in-transitions and out-transitions of p in A w . From Lemma 3.6 and the construction of A w , we only need to show that x 2 ∈ NOI(x 3 ) to prove the claim that p and p can be merged. Since Fig. 8 . From Observation 3.5 and line 4 of Algorithm 1, p and p have only one in-transition labeled with σ . Therefore, merging p and p does not generate new strings not in L( A w ), regardless of how many out-transitions p and p have. Therefore, all states in {δ w (q, σ )} can be merged.
Since we can merge p and p by line 4 of Algorithm 1 without changing the language recognized, L( A w(det) ) = L( A w ). 2
We calculate the expected number of states that can be merged for an arbitrary string and the runtime of Algorithm 1.
Lemma 3.9.
Given an arbitrary string w ∈ * of length n and its NOI-NFA A w accepting NOI(w), we can merge at least 1 2(t − 1)
expected number of inversion states to backbone states by Algorithm 1, where t = | | ≥ 2. Proof. Given an alphabet of size t, we assume that all characters of have the same appearance probability. We count the expected number of inversion states that can be merged into backbone states in A w . Let q and r be backbone states in A w such that lev(q) < lev(r). In addition, let x be the longest common prefix of w Fig. 9 .
Algorithm 1 merges all inversion states in a path from q to p to all backbone states in a path from q to p . Let i = r − q and j = p − q. There are two possible cases:
: j states are merged with the probability (
Note that in this case, w[q+1 : r] becomes a palindrome. Therefore, all inversion states in a path from q to r are merged with the probability (
Thus, the expected number of merged states is The expected sum P (n) of all merged states is then
The number of merged states decreases as t increases since the coefficients of n 2 and n decrease as t increases. Note that the bound in Lemma 3.9 only considers the first case of the proof for Lemma 3. 
Non-overlapping inversion operation on a language
We extend the non-overlapping inversion operation to languages. We first define the operation on a language.
Definition 4.1 (Non-overlapping inversion operation on a language).
Given a language L, we define a non-overlapping inversion operation of L to be NOI(L) = w∈L NOI(w).
Closure properties of non-overlapping inversion
We examine whether or not a family of languages is closed under the non-overlapping inversion operation. We first prove that regular languages are closed.
Definition 4.2. For an FA
3 and δ N is defined as follows:
Note that the state set Q processes substrings of w ∈ L( A) and the state set Q 3 processes reversed substrings of w. .
Now we prove that L(
) from the definition of A N . See Fig. 10 for example. Moreover,
In both cases, we have Next, we consider the closure property for context-free languages with respect to the non-overlapping inversion operation.
Theorem 4.4. Context-free languages are not closed under non-overlapping inversion.
Proof. Consider the following context-free language L = {a
is not context-free by the context-free pumping lemma [22] . Since the intersection of a context-free language and a regular language is context-free [22] , NOI(L) is not context-free. 2
We, furthermore, consider the closure property for context-sensitive languages and show that context-sensitive languages are closed under the non-overlapping inversion operation.
Theorem 4.5. If L is context-sensitive, then NOI(L) is context-sensitive.
Proof. Let G = (V , , P , S) be a context-sensitive grammar for L. We make a context-sensitive grammar
σ | σ ∈ } and P N is the union of the following sets:
We prove the following two claims. 
( by P N (7) ) . . .
In other words, we can reverse arbitrary substrings of w and they do not overlap each other.
σ j always generates the reversed substring by P N (6) to P N (9) . Therefore, we need to check three other possible subsequences to ensure that they cannot derive the substring without nonterminals. (8) or P N (9) should be used to remove X I σ j . However, the derivation rules require X T σ or X F σ adjacent to X I σ j , which is impossible in any derivation of the given subsequence. Therefore, the subsequence cannot derive the substring without nonterminals.
There is no production rule that can remove X F σ 1 in the derivation of the given subsequence. Therefore, the subsequence cannot derive the substring without nonterminals. 
Iterative non-overlapping inversions
We consider iterative non-overlapping inversions on strings and languages.
Definition 4.6 (Iterative non-overlapping inversion).
For a string w and a language L, we define NOI n (w) recursively as
We show the equivalence between an iterative non-overlapping inversion and a permutation. 
We make w n = w by the following construction: If
In other words, for each step, we move w [ j] to the jth index by one inversion on the string (see Fig. 11 ).
Based on Lemma 4.7, we can establish a similar result on a finite language:
We notice that there may not exist such n for regular languages. 
Proof. Consider a regular language
, which is not context-free. Since the regular languages and the context-free languages are closed under intersection with regular languages, the claim holds. 2
It follows from Lemma 4.9 that given a regular or context-free language L, there may not exist a constant n such that
Non-overlapping inversion-free languages
We define a non-overlapping inversion-free language L, where there are no two distinct strings in L such that one is a non-overlapping inversion of the other. 
Definition 4.10 (Non-overlapping inversion-free).
A language L is non-overlapping inversion-free (NOI-free for short) if for all
We investigate the decidability of NOI-freeness for different language classes. 
The NFA A N is similar to NOI-NFA A N , except the following two conditions:
1. There are no λ-transitions to the states in Q . 2. F ∩ F N = ∅.
Two conditions prevent any string w ∈ L from being accepted by A N by only the states in Q . See Fig. 12 for example.
We claim that L is NOI-free if and only if Next, we present the undecidability result for a context-free language.
Theorem 4.12.
There is no algorithm that determines whether or not a given context-free language L is NOI-free.
Proof. We reduce the problem from the problem of determining whether or not a machine with two pushdown stores [9] accepts the empty language. Let M = (Q , , , δ, s) be a machine with two pushdown stores, where
and strings are accepted by empty stacks. We refer to the first stack as stack 0 and the second stack as stack 1. Since a machine with two pushdown stores is equivalent to a Turing Machine [9] and the emptiness test for a Turing Machine is undecidable [19] , determining whether or not L is NOI-free is undecidable. 2
Conclusions
Inversion is an important operation for bio sequences such as DNA or RNA sequences, and is closely related to mutations. A non-overlapping inversion is a set of inversions that do not overlap each other. We have defined the non-overlapping inversion operation to compute all possible non-overlapping inversions. We have considered the non-overlapping inversion operation on a string. Given a string w, we have suggested an NOI-NFA A w construction recognizing NOI(w) and proposed a polynomial algorithm that computes a DFA from A w by a simple state-merging process based on the structural properties of A w . Then, we have considered the non-overlapping inversion operation on a language and proved that regular and context-sensitive languages are closed under the operation whereas context-free languages are not. We have also defined iterative non-overlapping inversions and proved that regular and context-free languages are not closed under NOI * .
Moreover, we have introduced non-overlapping inversion-free (NOI-free) languages and demonstrated that we can determine whether or not a regular language is NOI-free. We have also proved the undecidability result for NOI-freeness when an input language is context-free.
Our result on the language properties would help to design new matching or alignment algorithms considering nonoverlapping inversions on multiple strings. A possible future direction is to investigate the properties of other nonoverlapping operations including transpositions, swaps and pseudoknots. Another possible future work is to examine the state complexity of regular languages with non-overlapping inversions.
