We demonstrate a simple analytic argument that may be used to bound the Lévy concentration function of a sum of independent random variables. The main application is a version of a recent inequality due to Rudelson and Vershynin [2] .
Introduction
The P. Lévy concentration function of a random variable ξ is defined as L(ξ, δ) = sup x∈R P {|ξ − x| ≤ δ} , δ ≥ 0 .
Since the work of Lévy, Littlewood-Offord, Erdős, Esseen, Kolmogorov and others, numerous results in probability theory concern upper bounds on the concentration function of the sum of independent random variables; a particularly powerful approach was introduced in the 1970-s by Halász [1] . This note was motivated by the recent work of Rudelson and Vershynin [2] . Let ξ be a random variable; let ξ 1 , · · · , ξ n be independent copies of ξ, and let a = (a 1 , · · · , a n ) be an n-tuple of real numbers, that we normalise by
In the Gaussian case ξ ∼ N(0, 1), we have:
On the other hand, if ξ has atoms, the left-hand side of (3) does not tend to 0 as δ → 0. Therefore one may ask, for which δ > 0 is it true that
Rudelson and Vershynin bounded the concentration function of a k ξ k . in terms of a certain diophantine characteristic of a. Their proof makes use of a deep measure-theoretic lemma from [1] .
Our goal is to show a simple analytic method that may be of use in such problems. To illustrate this technique, we prove a (slightly improved) version of [2, Theorem 1.3].
Denote by | · | the standard Euclidean norm in R n , and by S n−1 the unit sphere. For a ∈ R n and α > 0, denote
This characteristic measures how well is a approximated by vectors with rationally commensurable coordinates. Theorem 1. Let ξ 1 , · · · , ξ n be independent copies of a random variable ξ such that L(ξ; 1/2) = 1 − p < 1 , and let a ∈ S n−1 be a unit vector. Then the inequality
holds for any
Here C, c > 0 are numerical constants.
Fixing a ∈ S n−1 , Theorem 1 yields a number δ 0 such that (4) holds for δ ≥ δ 0 . More precisely, let δ 0 be the (unique) solution of
Then (4) holds (with the constant 2C/p) for any δ ≥ δ 0 . Equivalently, fixing δ > 0, the theorem provides a diophantine condition on a that implies (4).
We prove Theorem 1 in Section 2. The argument can be also applied in other cases, for example, in the vector case a k ∈ R d (in which the normalisation (2) may be replaced by det (1 + 2 a k ⊗ a k ) = 1).
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Proof of Theorem 1
Step 1: Let a ′ = a/δ; then δ = 1/|a ′ |, D(a ′ ; 1) = δD(a; α) ≥ 1. Thus, working with a ′ instead of a, we may assume that δ = 1; then we should drop the normalisation |a| = 1 and prove that
Step 2: By the Chebyshev inequality and the identity
it follows that
Now we can swap the expectation with the integral and take absolute value:
where φ(η) = E exp(iηξ) is the characteristic function of every one of the ξ k .
Step 3 (this step is analogous to [1, §3] and [2, 4.2]): First,
Let ξ ′ be an independent copy of ξ,ξ = ξ − ξ ′ . Observe that
Replace the conditional expectation by supremum over the possible values z ≥ 1 of |ξ| and recall that
Step 4:
for some η m ∈ B m . Therefore the integral in (9) is at most
Step 5 
The combination of (8), (9), (10) and (11) concludes the proof.
