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PRIME SOLUTIONS TO POLYNOMIAL EQUATIONS
IN MANY VARIABLES AND DIFFERING DEGREES
SHUNTARO YAMAGISHI
Abstract. Let f = (f1, . . . , fR) be a system of polynomials with integer coefficients in
which the degrees need not all be the same. We provide sufficient conditions for which the
system of equations fi(x1, . . . , xn) = 0 (1 ≤ i ≤ R) has a solution with every coordinate a
prime number.
Overview. Let f = (fd, . . . , f1) be a system of polynomials in Z[x1, . . . , xn], where fℓ =
(fℓ,1, . . . , fℓ,rℓ) is the subsystem of degree ℓ polynomials of F (1 ≤ ℓ ≤ d). Let Fℓ,r be the
degree ℓ homogeneous portion of fℓ,r. We define V
∗
Fℓ
to be the set of points in Cn given by
rank
(
∂Fℓ,r(x)
∂xj
)
1≤r≤rℓ
1≤j≤n
< rℓ,
which is an affine variety over C. Let us denote Bℓ(Fℓ) to be the codimension of V ∗Fℓ . In
this paper we prove that provided the polynomials f satisfy suitable local conditions and
Bℓ(Fℓ) is sufficiently large with respect to d and rd, . . . , r1 for each 1 ≤ ℓ ≤ d, the system of
equations fℓ,r(x1, . . . , xn) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ) has a solution where each coordinate
is prime. In fact we obtain the asymptotic formula for number of such solutions, counted
with a logarithmic weight, under these hypotheses. We prove the statement via the Hardy-
Littlewood circle method. This is a generalization of the work of B. Cook and A´. Magyar
[5], where they obtained the result when the polynomials of f all have degree d. Hitherto,
results of this type for systems of polynomial equations involving different degrees have been
restricted to the diagonal case.
1. Introduction
Let d ≥ 1, and let f = (fd, . . . , f1) be a system of polynomials in Z[x1, . . . , xn], where fℓ =
(fℓ,1, . . . , fℓ,rℓ) is the subsystem of degree ℓ polynomials of f (1 ≤ ℓ ≤ d). We are interested
in finding prime solutions, which are solutions with each coordinate a prime number, to the
equations
(1.1) fℓ,r(x1, . . . , xn) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ).
Let us denote Vf ,0(C) to be the affine variety in C
n defined by the equations (1.1).
Solving diophantine equations in primes is a fundamental problem in number theory. For
example, the celebrated work of B. Green and T. Tao [10] on arithmetic progressions in
primes can be phrased as the statement that given any n ∈ N the system of linear equations
xi+2 − xi+1 = xi+1 − xi (1 ≤ i ≤ n)
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has a prime solution (x1, . . . , xn+2) = (p1, . . . , pn+2) where p1 < p2 < . . . < pn+2. The
modern results on the large scale distribution of prime solutions on Vf ,0(C) when f consists
only of linear polynomials, for scenarios which do not reduce to a binary problem, is mostly
summed up in the work of B. Green and T. Tao [11]. An example of a binary problem is
bounding gaps between primes, an area which J. Maynard [18], T. Tao (see [18, pp. 385]),
and Y. Zhang [23] made a significant progress in by building on the work of D.A. Goldston,
J.Pintz, and C.Y. Yıldırım [9]. In particular, it was shown in [18] that one of the equations
x1 − x2 = 2j (1 ≤ j ≤ 300)
has infinitely many prime solutions. Another binary problem of significance is the Goldbach’s
conjecture, which states that the equation
x1 + x2 = N
has a prime solution for every even integer N greater than 2. It was proved by I. M.
Vinogradov [20] that the equation
(1.2) x1 + x2 + x3 = N
has a prime solution for all sufficiently large odd N ∈ N. The Ternary Goldbach Problem,
which is the assertion that the equation (1.2) has a prime solution for all odd N ∈ N greater
than or equal to 7, was solved by H.A. Helfgott in [12, 13].
The examples given thus far had been for systems of linear equations. The scenario
for systems involving higher degree polynomials is also complex, and has not been well-
understood yet. Indeed, even the problem of whether a system of non-linear polynomial
equations has a solution over Q is ‘one of considerable complexity’ [4].
For solving non-linear equations in primes, there are results due to L. K. Hua [14] for
certain systems of homogeneous polynomials that are additive, for example on the system of
the shape xj1+ . . .+x
j
n = Nj (1 ≤ j ≤ d) where Nj ∈ N. Hua also has results on the Waring-
Goldbach problem, which is regarding prime solutions of the equation xd1 + . . . + x
d
n = N
where N ∈ N. These results were established via the Hardy-Littlewood circle method. We
refer the reader to [15] for a recent progress on the Waring-Goldbach problem due to A.
V. Kumchev and T. D. Wooley. There is also [6] by S. Chow regarding prime solutions
of certain diagonal equations by a transference principle approach. For the case of regular
indefinite integral quadratic forms, there is a result due to J. Liu [16].
The first result regarding prime solutions of general systems of non-linear polynomials is
contained in the breakthrough of B. Cook and A´. Magyar [5], which we state in Theorem
1.1. Before we can state their result we need to introduce some notations. We also note that
there is a discussion in [5] on this topic from the point of view of some recent results in sieve
theory, which the list includes [2, 8, 17]. We refer the reader to [5] for more details on this
discussion.
Let ℓ > 1. Let G = (G1, . . . , Gr′) be a system of degree ℓ forms in Q[x1, . . . , xn]. Here the
term ‘forms’ refers to homogeneous polynomials. We define the singular locus V ∗G to be the
set of points in Cn given by
(1.3) rank
(
∂Gr(x)
∂xj
)
1≤r≤r′
1≤j≤n
< r′.
Observe that this defines an affine variety over C. We define the Birch rank, Bℓ(G), to
be the codimension of V ∗G. Given g = (g1, . . . , gr′), a system of degree ℓ polynomials in
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Q[x1, . . . , xn], where Gr is the degree ℓ portion of gr (1 ≤ r ≤ r
′), we extend the notion of
the Birch rank to systems of degree ℓ polynomials by defining
Bℓ(g) := Bℓ(G).
When ℓ = 1, following [5] we define B1(g) to be the minimum number of non-zero coefficients
in a non-trivial linear combination
λ1G1 + . . .+ λr′Gr′,
where λ = (λ1, . . . , λr′) ∈ Qr
′
\{0}. Clearly B1(g) > 0 if and only if the linear forms
G1, . . . , Gr′ are linearly independent over Q. For any ℓ ≥ 1, if r
′ = 0 then we let Bℓ(g) = +∞.
Let F = (Fd, . . . ,F1) be the system of homogeneous polynomials, where for each 1 ≤ ℓ ≤ d,
Fℓ = (Fℓ,1, . . . , Fℓ,rℓ) and Fℓ,r is the degree ℓ portion of fℓ,r in (1.1). We let VF,0(R) be the
set of points in Rn satisfying
(1.4) Fℓ,r(x1, . . . , xn) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ).
Let Λ be the von Mangoldt function, where Λ(x) is log p if x is a power of prime p, and 0
otherwise. Given x = (x1, . . . , xn), we let
(1.5) Λ(x) = Λ(x1) . . .Λ(xn).
We define the following quantity
Mf (X) :=
∑
x∈[0,X]n
Λ(x) 1Vf,0(C)(x),
where 1Vf,0(C) is the characteristic function of the set Vf ,0(C). Thus the quantity Mf (X) is
the number of solutions, counted with a logarithmic weight, of the equations (1.1) in [0, X ]n
whose coordinates are all prime powers.
We may now phrase the main result of B. Cook and A´. Magyar in [5], which is for the
case when the polynomials of f in (1.1) all have the same degree.
Theorem 1.1. [5, Theorem 1] Let f = fd = (fd,1, . . . , fd,rd) be a system of degree d polyno-
mials in Z[x1, . . . , xn]. If Bd(f) is sufficiently large with respect to d and rd, then there exist
C(f), a constant which depends only on f , and c > 0 such that
Mf (X) = C(f) X
n−drd +O
(
Xn−drd
(logX)c
)
.
In this paper, we generalize Theorem 1.1 to handle systems of polynomials in which the
degrees need not all be the same. The following is the main theorem of this paper.
Theorem 1.2. Let f = (fd, . . . , f1) be a system of polynomials in Z[x1, . . . , xn], where fℓ =
(fℓ,1, . . . , fℓ,rℓ) is the subsystem of degree ℓ polynomials of f (1 ≤ ℓ ≤ d). For each 1 ≤ ℓ ≤ d,
suppose Bℓ(fℓ) is sufficiently large with respect to d and rd, . . . , r1. Then there exist C(f), a
constant which depends only on f , and c > 0 such that
Mf(X) = C(f) X
n−
∑d
ℓ=1 ℓrℓ +O
(
Xn−
∑d
ℓ=1 ℓrℓ
(logX)c
)
.
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Of course if rd−1 = . . . = r1 = 0, then our Theorem 1.2 recovers Theorem 1.1. We also
prove in Section 7 that if the equations (1.1) has a non-singular solution in Z×p , the units of
p-adic integers, for each prime p, and VF,0(R) has a non-singular real point in (0, 1)
n, then
C(f) > 0.
We also present Theorem 8.1 in Section 8, where we obtain the asymptotic formula for the
number of prime solutions, counted with a logarithmic weight, instead of solutions whose
coordinates are all prime powers as in Theorem 1.2. Hitherto, the only examples in the
literature of results of this type, for systems of polynomial equations involving different
degrees, have been restricted to the diagonal case similar to the aforementioned result of L.
K. Hua.
Theorems 1.1 and 1.2 are both obtained via the Hardy-Littlewood circle method. In fact
the method of our paper builds upon the techniques developed in [5]. Circle method was
pioneered by Hardy and Littlewood to give an asymptotic formula for the number of solutions
to Waring’s problem, and it has been quite effective at producing asymptotic formulas for
the number of integer points of bounded height on varieties when the number of variables is
sufficiently large. The results of this type on the distribution of integer points on varieties
are provided by B. J. Birch [1] and W. M. Schmidt [19]. In [3], T. D. Browning and D.
R. Heath-Brown succeeded in generalizing the seminal work of Birch [1], and showed “how
forms of unequal degrees can be handled in an efficient manner, so as to give the results in
the spirit of Birch for arbitrary systems.” As stated in [3], “Birch’s original result needed the
forms all to have the same degree, and there is a significant technical problem in extending
the method to the general case.” It is required in Theorem 1.1 that the polynomials all
have the same degree. As in the case for integer points, there are significant challenges to
be overcome in generalizing the result on prime solutions of polynomial equations of equal
degree to handle arbitrary systems.
The organization of the rest of the paper is as follows. In Section 2, we collect some
definitions and results related to the regularization process, which is an important part of
the method in [5] and also of this paper. In an application of the circle method, we consider
the so-called major arcs and minor arcs (defined in Section 4). In Section 3, we prove a
result on decomposing a system of forms which becomes the starting point in obtaining our
minor arc estimates after the initial set-up prepared in Section 4. We then obtain the desired
minor arc estimates in Section 5. In Section 6, we collect technical results that are necessary
in obtaining our major arc estimates in Section 7. Finally, we state our conclusions and
further remarks in Section 8. We also have Appendix A, where we provide proof for the
results presented in Section 6. The work here is based on [19], and we chose to present these
technical details at the end for an easier read of the paper.
Throughout the paper we do not distinguish between the two terms ‘homogeneous poly-
nomial’ and ‘form’, and we will be using these terms interchangeably. By ‘rational form’ we
mean it is a form with coefficients in Q. We use≪ and≫ to denote Vinogradov’s well-known
notation. We also use the notation e(x) to denote e2πix. For x = (x1, . . . , xn), the notation∑
x∈[0,X]n
means we are summing over all x ∈ Zn with 0 ≤ xi ≤ X (1 ≤ i ≤ n). For q ∈ N, we use
the numbers from {0, 1, . . . , q − 1} to represent the residue classes of Z/qZ. Finally, given
x = (x1, . . . , xn) we abuse notation slightly and let |x| = n in Sections 3 and 5, whereas we
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let |x| = max1≤i≤n |xi| in Section 6 and onwards. There should be no ambiguity since we are
defining these notations for |x| again as they come up.
Acknowledgments. The author would like to thank James Maynard and Kannan Soundarara-
jan for their helpful advices. The author would also like to thank the following people for
helpful conversations and/or encouragement while working on this paper: Matthew Beckett,
Arunabha Biswas, Tim Browning, Francesco Cellarosi, Robert Krone, Jamie Mingo, Abdol-
Reza Mansouri, M. Ram Murty, Mike Roth, Trevor Wooley, Stanley Yao Xiao, and Serdar
Yu¨ksel.
2. Regularization lemmas
In this section, we collect results from [5] and [19] related to regular systems (see Definition
2.3) and the regularization process. Given a system of rational forms F, via the regularization
process we obtain another system of forms which has at most the expected number of integer
points, its number of forms is ‘small’, and partitions the level sets of F. This was an important
component of the method in [5] used to split the exponential sum in a controlled manner
during the minor arc estimate.
Let ℓ > 1. Given a form G ∈ Q[x1, . . . , xn] of degree ℓ, we define the h-invariant, also
known as the rational Schmidt rank, hℓ(G), to be the least positive integer h such that G
can be written identically as
(2.1) G = U˜1V˜1 + . . .+ U˜hV˜h,
where U˜i and V˜i are rational forms of positive degree (1 ≤ i ≤ h). Let G = (G1, . . . , Gr′) be
a system of degree ℓ forms in Q[x1, . . . , xn]. We generalize the definition of the h-invariant,
and define the h-invariant of G to be
(2.2) hℓ(G) = min
µ∈Qr′\{0}
hℓ(µ1G1 + . . .+ µr′Gr′).
Let g = (g1, . . . , gr′) be a system of degree ℓ polynomials in Q[x1, . . . , xn]. Let Gr be the
degree ℓ portion of gr (1 ≤ r ≤ r′). We define
(2.3) hℓ(g) := hℓ(G).
The h-invariant satisfies the following property.
Lemma 2.1. [21, Lemma 2.2] Let ℓ > 1 and let G = (G1, . . . , Gr′) be a system of degree ℓ
forms in Q[x1, . . . , xn]. Suppose hℓ(G) > 1. Then for any 1 ≤ i ≤ n, we have
hℓ(G)− 1 ≤ hℓ(G|xi=0) ≤ hℓ(G),
where G|xi=0 = (G1|xi=0, . . . , Gr′|xi=0).
We have the following relation between the h-invariant and the Birch rank by combining
[19, Lemma 16.1, (10.3), (10.5), (17.1)].
Lemma 2.2. Let ℓ > 1 and let G = (G1, . . . , Gr′) be a system of degree ℓ forms in
Q[x1, . . . , xn]. We have
(2.4) hℓ(G) ≥ 2
1−ℓ Bℓ(G).
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Definition 2.3. Let d > 1. Let u = (ud, . . . ,u1) be a system of polynomials in Q[x1, . . . , xn],
where uℓ = (uℓ,1, . . . , uℓ,rℓ) is the subsystem of degree ℓ polynomials of u (1 ≤ ℓ ≤ d). Let
Du =
∑d
ℓ=1 ℓrℓ and Ru =
∑d
ℓ=1 rℓ. We denote Vu,0(Z) to be the set of solutions in Z
n to the
equations
(2.5) uℓ,r(x) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ).
Let us denote the equations (2.5) by u(x) = 0. We say the system u is regular if
|Vu,0(Z) ∩ [−X,X ]
n| ≪ Xn−Du.
Similarly as above we also define Vu,0(R) to be the set of solutions in R
n of the equations
u(x) = 0. For a system of polynomials u as given in Definition 2.3, we let U = (Ud, . . . ,U1)
be the system of forms such that for each 1 ≤ ℓ ≤ d, we have Uℓ = {Uℓ,1, . . . , Uℓ,rℓ} where
Uℓ,r is the degree ℓ portion of uℓ,r (1 ≤ r ≤ rℓ). The following theorem is one of the main
results of [19] due to Schmidt.
Theorem 2.4. [19, Theorem II] Let d > 1. Let u = (ud, . . . ,u2) be a system of rational
polynomials with notations as in Definition 2.3, and also let Uℓ be the system of degree ℓ
portions of uℓ (2 ≤ ℓ ≤ d). If we have
hℓ(Uℓ) ≥ d 2
4ℓ(ℓ!)rℓRu (2 ≤ ℓ ≤ d),
then the system u is regular.
Even though the statement of [19, Theorem II] is regarding systems of forms, the above
Theorem 2.4, which is the inhomogeneous polynomials version, also holds by the explanation
given in [19, Section 9] and ‘Remark on inhomogeneous polynomials’ in [19, pp. 262].
Let us denote
(2.6) ρd,ℓ(t) = d 2
4ℓ(ℓ!)t2 (2 ≤ ℓ ≤ d).
Then for each 2 ≤ ℓ ≤ d, ρd,ℓ(t) is an increasing function, and
ρd,ℓ(Ru) ≥ d 2
4ℓ(ℓ!)rℓRu.
Note Theorem 2.4 is regarding systems of polynomials which do not contain any linear
polynomials. The following Corollary 2.5 is for systems that contain linear forms as well.
We refer the reader to [5, Corollary 3] or [21, Corollary 3.3] for its proof.
Corollary 2.5. Let d > 1. Let u = (ud, . . . ,u1) be a system of rational polynomials with
notations as in Definition 2.3, and also let Uℓ be the system of degree ℓ portions of uℓ (1 ≤
ℓ ≤ d). Suppose u1 only contains linear forms, in other words u1 = U1, and that they are
linearly independent over Q. For each 2 ≤ ℓ ≤ d, let ρd,ℓ(·) be as in (2.6). If we have
h(Uℓ) ≥ ρd,ℓ(Ru − r1) + r1 (2 ≤ ℓ ≤ d),
then the system u is regular.
For x = (x1, . . . , xn), by a partition of variables x = (y, z) we mean that the set of
variables of y and z partition x1, . . . , xn. Let ℓ > 1. Given G = (G1, . . . , Gr′), a system of
degree ℓ forms in Q[x1, . . . , xn], and a partition of variables x = (y, z), we denote G to be
the system obtained by removing from G all forms which depend only on the z variables.
Clearly if we have the trivial partition x = (y, z), where z = ∅, then G = G. Given a degree
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ℓ form G(x) in Q[x1, . . . , xn], we define the h-invariant with respect to z, hℓ(G; z), to be the
smallest number h0 such that G(x) can be expressed as
G(x) = G(y, z) =
h0∑
j=1
U˜j(y, z)V˜j(y, z) +W0(z),
where U˜j and V˜j are rational forms of positive degree (1 ≤ j ≤ h0), and W0(z) is a rational
form only in the z variables. We also define hℓ(G; z) to be
hℓ(G; z) = min
λ∈Qr′\{0}
hℓ(λ1G1 + . . .+ λr′Gr′; z).
If we have the trivial partition, then clearly we have hℓ(G; ∅) = hℓ(G). From this definition
the following lemma holds.
Lemma 2.6. [5, Lemma 2] Let ℓ > 1. Let G = (G1, . . . , Gr′) be a system of degree ℓ forms
in Q[x1, . . . , xn], and suppose we have a partition of variables x = (y, z). Let y
′ be a set of
variables with the same number of variables as y. Then we have
hℓ(G(y, z),G(y
′, z); z) = hℓ(G; z),
where the left hand side denotes the h-invariant with respect to z of the system
(G1(y, z), . . . , Gr′(y, z), G1(y
′, z), . . . , Gr′(y
′, z)).
In [5], the process in the following proposition is referred to as the regularization of systems.
We will be utilizing this proposition in Section 5 to obtain the minor arc estimate.
Proposition 2.7. [5, Propositions 1 and 1’] Let d > 1, and let F be any collection of non-
decreasing functions Fi : Z≥0 → Z≥0 (2 ≤ i ≤ d). For a collection of non-negative integers
r1, . . . , rd, there exist constants
C1(r1, . . . , rd,F), . . . , Cd(r1, . . . , rd,F)
such that the following holds.
Given a system of forms U = (Ud, . . . ,U1) in Z[x1, . . . , xn], where Uℓ = (Uℓ,1, . . . , Uℓ,rℓ) is
the subsystem of degree ℓ forms ofU (1 ≤ ℓ ≤ d), and a partition of variables x = (y, z), there
exists a system of forms R(U) = (R(d)(U), . . . ,R(1)(U)) in Q[x1, . . . , xn], where R
(ℓ)(U) is
the subsystem of degree ℓ forms of R(U), satisfying the following. For each 1 ≤ ℓ ≤ d, let
r′ℓ be the number of forms in R
(ℓ)(U), and let R′ = r′1 + . . .+ r
′
d.
(1) Each form of the system U can be written as a rational polynomial expression in the
forms of the system R(U). In particular, the level sets of R(U) partition those of U.
(2) For each 1 ≤ ℓ ≤ d, r′ℓ is at most Cℓ(r1, . . . , rd,F).
(3) For each 2 ≤ ℓ ≤ d, we have hℓ(R(ℓ)(U)) ≥ Fℓ(R′). Moreover, the linear forms of
R(1)(U) are linearly independent over Q.
(4) Let R
(ℓ)
(U) be the system obtained by removing from R(ℓ)(U) all forms which depend
only on the z variables (1 ≤ ℓ ≤ d). Then for each 2 ≤ ℓ ≤ d, we have hℓ(R
(ℓ)
(U); z) ≥
Fℓ(R′). Furthermore, we may assume that the linear forms of R
(1)
(U) depend only on the
y variables, and that they are linearly independent over Q.
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We note that the last assertion in (4) regarding the linear forms of R
(1)
(U) is not stated
in [5, Proposition 1’]. However, it is easy to deduce that this is indeed the case from [5,
Proposition 1’] at the expense of possibly slightly larger constants Ci(r1, . . . , rd,F) (1 ≤ i ≤
d) than in [5, Proposition 1’]. We also note that with this assertion, it follows that every
linear form of R(1)(U) is either only in the y variables, or only in the z variables.
3. Decomposition of forms
In this section, we decompose a system of forms into two parts in a way that both parts
have large Birch rank. Let d, n ∈ N, and let F be a system of forms in Q[x1, . . . , xn] of
degrees less than or equal to d. We use a slightly different notation in this section compared
to the previous sections in order to make the arguments as clear as possible. We denote
F = (F(d), . . . ,F(1)), where F(ℓ) is the subsystem of degree ℓ forms of F (1 ≤ ℓ ≤ d). For
each 1 ≤ ℓ ≤ d, we denote the elements of F(ℓ) by
F(ℓ) = (F
(ℓ)
1 , . . . , F
(ℓ)
rℓ
),
where rℓ is the number of forms in F
(ℓ). Suppose we have a partition of variables x = (y, z).
We define F
(ℓ)
y,z(y, z) to be the following system of forms
F(ℓ)y,z(y, z) = (F
(ℓ)
1 (y, z)− F
(ℓ)
1 (0, z), . . . , F
(ℓ)
rℓ
(y, z)− F (ℓ)rℓ (0, z)).(3.1)
Note for each 1 ≤ r ≤ rℓ, we have
F (ℓ)r (y, z)− F
(ℓ)
r (0, z) = F
(ℓ)
r (y, 0) + (F
(ℓ)
r (y, z)− F
(ℓ)
r (y, 0)− F
(ℓ)
r (0, z)),
and every monomial with non-zero coefficient in (F
(ℓ)
r (y, z)−F
(ℓ)
r (y, 0)−F
(ℓ)
r (0, z)) involves
both the y variables and the z variables, in other words it can not be in terms of only the
y variables or only the z variables. For each 1 ≤ ℓ ≤ d, we also define
F(ℓ)z (z) = (F
(ℓ)
1 (0, z), . . . , F
(ℓ)
rℓ
(0, z)).(3.2)
It should be clear from the context which partition of variables is being used when the
notations (3.1) and (3.2) come up in this section. We now give an example of how these
notations may be used. Let us consider F(ℓ) with ℓ > 1. Suppose we have partitions of
variables x = (v, z) and z = (y, z′), and let us denote x = (v, (y, z′)). From the first
partition of variables, we have F
(ℓ)
v,z(v, z) and F
(ℓ)
z (z) as above. Since F
(ℓ)
z (z) is in terms of
the z variables, we can consider (3.1) and (3.2) of this system with resect to the partition
z = (y, z′). We then have
(F(ℓ)z )y,z′(y, z
′) =
(
F
(ℓ)
1 (0, (y, z
′))− F (ℓ)1 (0, (0, z
′)), . . . , F (ℓ)rℓ (0, (y, z
′))− F (ℓ)rℓ (0, (0, z
′))
)
and
(F(ℓ)z )z′(z
′) = (F
(ℓ)
1 (0, (0, z
′)), . . . , F (ℓ)rℓ (0, (0, z
′)).
Given a set of variables y, we denote |y| to be the number of variables of y. The following
proposition for a system of forms of equal degree is proved in [5]. We will be using this
proposition as a base case in induction to generalize the result in Proposition 3.4.
Proposition 3.1. [5, Proposition 2] Let C1 and C2 be some positive integers. Let d ≥ 1 and
F = F(d) = (F
(d)
1 , . . . , F
(d)
rd ) be a system of degree d forms in Q[x1, . . . , xn], where Bd(F) is
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sufficiently large with respect to C1, C2, rd and d. Then there exists a partition of variables
x = (y, z) such that
|y| ≤ C1rd,
Bd(Fy,z(y, z)) ≥ C1, and Bd(Fz(z)) ≥ C2.
The following lemma and its corollary are also proved in [5].
Lemma 3.2. [5, Lemma 3] Let ℓ ≥ 1 and let G = (G1, . . . , Gr′) be a system of degree ℓ
forms in Q[x1, . . . , xn]. Given any 1 ≤ j ≤ n, we have
(3.3) Bℓ(G) ≥ Bℓ(G|xj=0) ≥ Bℓ(G)− r
′ − 1,
where G|xj=0 = (G1|xj=0, . . . , Gr′|xj=0). When ℓ = 1, we in fact have
B1(G) ≥ B1(G|xj=0) ≥ B1(G)− 1.
Proof. The lower bounds are provided in [5, Lemma 3], so we only provide the arguments for
the upper bounds here. We remark that due to a minor oversight the lower bound is stated
to be Bℓ(G) − r′ in [5, Lemma 3] instead of the lower bound given in (3.3). However, by
following through their argument it can be seen that in fact (3.3) is the correct lower bound.
We begin by considering the case ℓ > 1. Let us denote
G′ = (G′1, . . . , G
′
r′),
where G′r = Gr|xj=0 for each 1 ≤ r ≤ r
′. It follows from the definition of the singular locus
given in (1.3) that
V ∗G ∩ {x ∈ C
n : xj = 0} ⊆ V
∗
G′.
Since the dimension of V ∗G ∩ {x ∈ C
n : xj = 0} is either dim(V ∗G)− 1 or dim(V
∗
G), we have
dim(V ∗G)− 1 ≤ dim(V
∗
G′),
and equivalently,
Bℓ(G) = n− dim(V
∗
G) ≥ n− 1− dim(V
∗
G′) = Bℓ(G|xj=0).
For the case ℓ = 1, it follows immediately from the definition. 
Corollary 3.3. [5, Corollary 4] Let ℓ ≥ 1 and let G = (G1, . . . , Gr′) be a system of degree ℓ
forms in Q[x1, . . . , xn]. If H is an affine linear space of co-dimension m, then the restriction
of G to H has Birch rank at least (Bℓ(G)−m(r′ + 1)). When ℓ = 1, we in fact have that it
is at least (B1(G)−m).
We obtain the following technical result for a system of forms that is more general than
in Proposition 3.1.
Proposition 3.4. Let d, n ∈ N. Let F = (F(d), . . . ,F(1)) be a system of forms in Q[x1, . . . , xn],
where F(i) = (F
(i)
1 , . . . , F
(i)
ri ) is the subsystem of degree i forms of F (1 ≤ i ≤ d). Let
Ci,1, Ci,2 (1 ≤ i ≤ d) be positive integers. For each 1 ≤ i ≤ d, suppose Bi(F
(i)) is suffi-
ciently large with respect to C1,1, . . . , Cd,1, C1,2, . . . , Cd,2, rd, . . . , r1, and d. Then there exists
a partition of variables x = (y, z) such that
|y| ≤
d∑
i=1
Ci,1ri,
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and for each 1 ≤ i ≤ d, we have
Bi
(
F(i)y,z(y, z)
)
≥ Ci,1 − (ri + 1)
i−1∑
ℓ=1
Cℓ,1rℓ,
and
Bi
(
F(i)z (z)
)
≥ Ci,2 − (ri + 1)
i−1∑
ℓ=1
Cℓ,1rℓ.
Proof. We prove by induction the following statement: Given 2 ≤ j ≤ d, there exists a
partition of variables x = (vj , zj), where vj = (yd, . . . ,yj), such that for each j ≤ i ≤ d we
have
|yi| ≤ Ci,1ri,
Bi
(
F(i)vj ,zj (vj, zj)
)
≥ Ci,1 − (ri + 1)
i−1∑
ℓ=j
Cℓ,1rℓ,
and
Bi
(
F(i)zj (zj)
)
≥ Ci,2 − (ri + 1)
i−1∑
ℓ=j
Cℓ,1rℓ.
We begin with the base case j = d. We know from Proposition 3.1 that there exists a
partition of variables x = (yd, zd) such that
|yd| ≤ Cd,1rd,
Bd
(
F(d)yd,zd(yd, zd)
)
≥ Cd,1, and Bd
(
F(d)zd (zd)
)
≥ Cd,2.
This concludes our base case.
Suppose the statement holds for j + 1, in other words there exists a partition of variables
x = (vj+1, zj+1), where vj+1 = (yd, . . . ,yj+1), such that for each j + 1 ≤ i ≤ d we have
|yi| ≤ Ci,1ri,
(3.4) Bi
(
F(i)vj+1,zj+1(vj+1, zj+1)
)
≥ Ci,1 − (ri + 1)
i−1∑
ℓ=j+1
Cℓ,1rℓ,
and
(3.5) Bi
(
F(i)zj+1(zj+1)
)
≥ Ci,2 − (ri + 1)
i−1∑
ℓ=j+1
Cℓ,1rℓ.
First we observe that by Lemma 3.2 the following holds
Bj
(
F(j)zj+1(zj+1)
)
= Bj
(
F(j)(x)
∣∣∣
vj+1=0
)
≥ Bj
(
F(j)(x)
)
− (rj + 1)|vj+1|
≥ Bj
(
F(j)(x)
)
− (rj + 1)
d∑
i=j+1
Ci,1ri.
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Since Bj
(
F(j)(x)
)
is sufficiently large with respect to d, rj , . . . , rd, Cj,1, . . . , Cd,1, and Cj,2,
we obtain from Proposition 3.1 a partition of variables zj+1 = (yj , zj) such that
(3.6) |yj | ≤ Cj,1rj,
(3.7) Bj
(
(F(j)zj+1)yj ,zj
(yj, zj)
)
≥ Cj,1,
and
(3.8) Bj
(
(F(j)zj+1)zj
(zj)
)
≥ Cj,2.
We denote vj = (vj+1,yj) = (yd, . . . ,yj), and consider the partition of variables x = (vj , zj).
Since vj+1 ⊆ vj , we have
Fr
(j)(x)|vj=0 =
(
Fr
(j)(x)|vj+1=0
) ∣∣∣
vj=0
(1 ≤ r ≤ rj)
and consequently,
(3.9) F(j)zj (zj) = (F
(j)
zj+1
)
zj
(zj).
Therefore, we obtain by (3.8) that
(3.10) Bj
(
F(j)zj (zj)
)
≥ Cj,2.
We have the following two decompositions for F(j)(x),
F(j)vj ,zj (vj, zj) + F
(j)
zj
(zj)
= F(j)vj+1,zj+1(vj+1, zj+1) + (F
(j)
zj+1
)
yj ,zj
(yj , zj) + (F
(j)
zj+1
)
zj
(zj),
where the first decomposition is via the partition x = (vj , zj), and the second via the
partitions x = (vj+1, zj+1) and zj+1 = (yj , zj). It follows from (3.9) that
F(j)vj ,zj(vj , zj) = F
(j)
vj+1,zj+1
(vj+1, zj+1) + (F
(j)
zj+1
)
yj ,zj
(yj , zj).(3.11)
Since vj+1 ∩ (yj, zj) = ∅, we obtain from (3.11)(
F(j)vj ,zj (vj , zj)
) ∣∣∣
vj+1=0
=
(
(F(j)zj+1)yj ,zj
(yj , zj)
) ∣∣∣
vj+1=0
(3.12)
= (F(j)zj+1)yj ,zj
(yj , zj).
Also see the sentence after (3.1) for the explanation of F
(j)
vj+1,zj+1(vj+1, zj+1)
∣∣∣
vj+1=0
= 0.
Consequently, we obtain from 3.2, (3.12), and (3.7),
Bj
(
F(j)vj ,zj(vj , zj)
)
≥ Bj
(
F(j)vj ,zj(vj , zj)
∣∣∣
vj+1=0
)
(3.13)
= Bj
(
(F(j)zj+1)yj ,zj
(yj, zj)
)
≥ Cj,1.
Let j + 1 ≤ i ≤ d. Recall we have partitions x = (vj+1, zj+1), x = (vj, zj), and zj+1 =
(yj , zj). Since vj = (vj+1,yj), it follows that(
F (i)r (x)|vj+1=0
) ∣∣∣
yj=0
= F (i)r (x)|vj=0 (1 ≤ r ≤ ri)
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and consequently,
(3.14) (F(i)zj+1)zj (zj) = F
(i)
zj+1
(zj+1)
∣∣∣
yj=0
= F(i)zj (zj).
Therefore, we obtain from (3.14), Lemma 3.2, (3.5), and (3.6),
Bi
(
F(i)zj (zj)
)
≥ Bi
(
F(i)zj+1(zj+1)
)
− (ri + 1)|yj|
≥
(
Ci,2 − (ri + 1)
i−1∑
ℓ=j+1
Cℓ,1rℓ
)
− (ri + 1)|yj|
≥ Ci,2 − (ri + 1)
i−1∑
ℓ=j
Cℓ,1rℓ.
Also we have the following two decomposition for F(i)(x),
F(i)vj ,zj (vj, zj) + F
(i)
zj
(zj)(3.15)
= F(i)vj+1,zj+1(vj+1, zj+1) + (F
(i)
zj+1
)yj ,zj(yj , zj) + (F
(i)
zj+1
)zj (zj),
where the first decomposition is via the partition x = (vj , zj), and the second via the
partitions x = (vj+1, zj+1) and zj+1 = (yj , zj). Therefore, it follows from (3.14) and (3.15)
that
F(i)vj ,zj(vj , zj)
∣∣∣
yj=0
(3.16)
=
(
F(i)vj+1,zj+1(vj+1, zj+1) + (F
(i)
zj+1
)yj ,zj (yj, zj)
) ∣∣∣
yj=0
= F(i)vj+1,zj+1(vj+1, zj+1)
∣∣∣
yj=0 .
Consequently, we have by Lemma 3.2, (3.16), (3.4), and (3.6),
Bi
(
F(i)vj ,zj (vj, zj)
)
≥ Bi
(
F(i)vj ,zj(vj , zj)
∣∣∣
yj=0
)
(3.17)
≥ Bi
(
F(i)vj+1,zj+1(vj+1, zj+1)
)
− (ri + 1)|yj|
≥
(
Ci,1 − (ri + 1)
i−1∑
ℓ=j+1
Cℓ,1rℓ
)
− (ri + 1)Cj,1rj
≥ Ci,1 − (ri + 1)
i−1∑
ℓ=j
Cℓ,1rℓ.
Hence, from (3.6), (3.10), (3.13), (3.15), and (3.17), we see that we have completed induction.
From the j = 2 case with v2 = (yd,yd−1, . . . ,y2) and z2, we can proceed in the exact same
manner as above to deal with the linear forms even though the definition of the Birch rank,
B1, is slightly different than that for the higher degrees. We can do so because Proposition 3.1
is still applicable with B1 for systems of linear forms. By letting the resulting variables v1 =
(yd,yd−1, . . . ,y2,y1) and z1 be y and z, respectively, we complete the proof of Proposition
3.4. 
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4. Initial set-up to prove Theorem 1.2
Let f = (fd, . . . , f1) be a system of polynomials in Z[x1, . . . , xn], where fℓ = (fℓ,1, . . . , fℓ,rℓ)
is the subsystem of degree ℓ polynomials of f (1 ≤ ℓ ≤ d). We let F = (Fd, . . . ,F1) be the
system of forms such that for each 1 ≤ ℓ ≤ d, we have Fℓ = (Fℓ,1, . . . , Fℓ,rℓ) where Fℓ,r is the
homogeneous degree ℓ portion of fℓ,r (1 ≤ r ≤ rℓ). Recall in Theorem 1.2 we consider the
system of equations
fℓ,r(x) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),(4.1)
where for each 1 ≤ ℓ ≤ d, Bℓ(fℓ) is sufficiently large with respect to d and rd, . . ., r1.
Also recall we denote the integer solutions of these equations by Vf ,0(Z). In order to prove
Theorem 1.2, we begin by simplifying the polynomials in (4.1) to satisfy more properties
suitable for our purposes without changing the solution set Vf ,0(Z).
By reducing the polynomials in (4.1) without changing the solution set, we transform
system (4.1) into the following system:
fℓ,r(x) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),(4.2)
where for 2 ≤ ℓ ≤ d,
fℓ,r(x) = cℓ,rw
jℓ,r + χℓ,r(x) + f˜ℓ,r(x) (1 ≤ r ≤ rℓ)
and
f1,r(x) = c1,rw
j1,r + f˜1,r(x) (1 ≤ r ≤ r1)
with the following properties. Here w is a subset of the variables x = (x1, . . . , xn).
(1) For each 1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, we have cℓ,r ∈ Z\{0}, and wjℓ,r is the leading monomial
of fℓ,r(x) with respect to a graded lexicographic ordering. We also note w
jℓ,r has degree ℓ.
(2) The monomials wjℓ,r are distinct, and given 1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, wjℓ,r is not divisible
by any one of wjℓ′,r′ (1 ≤ ℓ′ < ℓ, 1 ≤ r′ ≤ rℓ′).
(3) For each 2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, the polynomial χℓ,r(x) has degree less than or equal
to ℓ with coefficients in Z. Also χℓ,r(x) does not contain any monomial divisible by any one
of wjℓ′,r′ (1 ≤ ℓ′ ≤ ℓ, 1 ≤ r′ ≤ rℓ′).
(4) For each 1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, the polynomial f˜ℓ,r(x) has degree ℓ with coef-
ficients in Z. Also f˜ℓ,r(x) does not contain any monomial divisible by any one of w
jℓ′,r′
(1 ≤ ℓ′ ≤ ℓ, 1 ≤ r′ ≤ rℓ′).
(5) For each 2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, we have
hℓ(χℓ,r) ≤ C
′′
0 ,
where C ′′0 is a constant depending only on d and rd, . . . , r1.
(6) For each 1 ≤ ℓ ≤ d, Bℓ({f˜ℓ,r : 1 ≤ r ≤ rℓ}) is sufficiently large with respect to d and
rd, . . . , r1.
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(7) For each 2 ≤ ℓ ≤ d, hℓ(fℓ) is sufficiently large with respect to d and rd, . . . , r1, and
B1(f1) is sufficiently large with respect to d and rd, . . . , r1.
These conditions system (4.2) satisfies become crucial during our minor arc estimate.
Before we describe this reduction process, first we note basic properties of the Birch rank
which will be utilized in this section. Let ℓ ≥ 1 and G = {G1, . . . , Gr′′} be a system of
degree ℓ forms in Q[x1, . . . , xn]. Let κ1, . . . , κr′′ ∈ Q\{0}. Then it follows from the definition
of the Birch rank that
Bℓ({κrGr : 1 ≤ r ≤ r
′′}) = Bℓ(G).
Let κ ∈ Q and 1 ≤ i, j ≤ r′′. Let G′r = Gr if r 6= i, and G
′
i = Gi + κGj. It also follows from
the definition of the Birch rank that
Bℓ({G
′
r : 1 ≤ r ≤ r
′′}) = Bℓ(G).
We now transform system (4.1) into system (4.2) beginning with ℓ = 1. By considering
the reduced row echelon form of the matrix formed by the coefficients of F1,r, . . . , F1,r1 ,
and relabeling the variables if necessary, we reduce the linear polynomials in (4.1) without
changing the solution set to be of the shape
f1,r(x) = xn−r+1 + f˜1,r(x1, . . . , xn−r1) (1 ≤ r ≤ r1),
where f˜1,r(x1, . . . , xn−r1) is a linear polynomial in variables x1, . . . , xn−r1 with rational coef-
ficients. Then by substituting xn−r+1 = −f˜1,r(x1, . . . , xn−r1) into each equation in (4.1) with
ℓ > 1, we may further reduce without changing the solution set such that for ℓ > 1 the poly-
nomials fℓ,r do not involve any of the variables xn−r1+1, . . . , xn. Let us label wr = xn−r+1
(1 ≤ r ≤ r1). By multiplying each of the resulting equation by an integer constant if
necessary, we replace system (4.1) with the following system of equations
fℓ,r(x) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),(4.3)
where
fℓ,r(x) ∈ Z[x1, . . . , xn−r1] (1 < ℓ ≤ d, 1 ≤ r ≤ rℓ),
and for each 1 ≤ r ≤ r1, we have
f1,r(x) = c1,rwr + f˜1,r(x1, . . . , xn−r1)
with c1,r ∈ Z\{0} and f˜1,r(x1, . . . , xn−r1) ∈ Z[x1, . . . , xn−r1]. From the definition of the Birch
rank, we have that B1(f1) remains the same under these changes. Therefore, it follows by
Lemma 3.2 that B1({f˜1,r : 1 ≤ r ≤ r1}) is sufficiently large with respect to d and rd, . . . , r1.
For 1 < ℓ ≤ d, we can deduce from Corollary 3.3 that we still have Bℓ(fℓ) sufficiently
large with respect to d and rd, . . ., r1. Let us put a graded lexicographic ordering on the
monomials formed by x1, . . . , xn−r1, w1, . . . , wr1 such that wr is the leading coefficient of f1,r.
By denoting wj1,r = wr (1 ≤ r ≤ r1), we see that the linear polynomials in (4.3) satisfy
the conditions of system (4.2). We note that for us this graded lexicographic ordering is
essentially on the monomials formed by x1, . . . , xn−r1 as w1, . . . , wr do not appear in fℓ,r
with ℓ > 1.
Let us denoteB2 := B2(f2) for the Birch rank of f2 in (4.3). We consider F2 = (F2,1, . . . , F2,r2),
the system of homogenous degree 2 portions of f2. From each F2,1, . . . , F2,r2, we collect the
coefficient of the monomial xi1xi2 and turn it into a vector in Q
r2 . We do this for every
degree 2 monomial. We then form a matrix by putting these vectors in columns from left
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to right in the decreasing order of the degree 2 monomials. Since B2 = B2(F2) > 0, this
matrix has full rank. We row reduce this matrix, and we denote the r2 monomials where the
leading 1’s occur to be wj2,r (1 ≤ r ≤ r2), and label the distinct variables involved in these
r2 monomials to be w2 = (wr1+1, . . . , wr1+K2). Clearly we have K2 ≤ 2r2.
From the row reduction operations done on the coefficient matrix of F2, without changing
the solution set we can reduce f2 to
(4.4) f2,r(x) = c2,rw
j2,r + f˜2,r(x) (1 ≤ r ≤ r2),
where wj2,r is the leading monomial of f2,r(x), with respect to the graded lexicographic
ordering, and none of the monomials of f˜2,r(x) is divisible by any one of w
jℓ′,r′ (1 ≤ ℓ′ ≤
2, 1 ≤ r ≤ rℓ′). We have that c2,rw
j2,r + f˜2,r(x) is a Q-linear combination of f2,1, . . . , f2,r2
in (4.3), where the Q-linear combination comes from the row reduction operations applied
on the coefficient matrix described above. Thus by the basic properties of the Birch rank, it
follows that
B2({c2,rw
j2,r + f˜2,r(x) : 1 ≤ r ≤ r2}) = B2.
It then follows from (2.4) that the h-invariant of f2 in (4.4) satisfies
h2(f2) ≥ 2
1−2B2,
and hence h2(f2) is sufficiently large with respect to d and rd, . . . , r1. We also have by Lemma
3.2,
B2({f˜2,r(x) : 1 ≤ r ≤ r2}) ≥ B2({f˜2,r(x)|w2=0 : 1 ≤ r ≤ r2})
= B2({(c2,rw
j2,r + f˜2,r(x))|w2=0 : 1 ≤ r ≤ r2})
≥ B2({c2,rw
j2,r + f˜2,r(x) : 1 ≤ r ≤ r2})− (r2 + 1)K2
= B2 − (r2 + 1)K2.
Thus B2({f˜2,r(x) : 1 ≤ r ≤ r2}) is sufficiently large with respect to d and rd, . . . , r1. It is also
clear that wj2,r is not divisible by any one of wj1,r′ = wr′ (1 ≤ r′ ≤ r1). Therefore, we have
obtained that we can reduce the degree 2 polynomials of system (4.3) without changing the
solution set to satisfy the conditions of system (4.2) with χ2,r(x) being the zero polynomial
(1 ≤ r ≤ r2).
Using the ℓ = 2 case as the base case, we prove our statement by induction. Let ℓ0 ≥ 3.
Suppose we have reduced the polynomials fℓ in (4.3) for each 2 ≤ ℓ ≤ ℓ0 − 1, without
changing the solution set, to satisfy the conditions of (4.2). First we take the distinct
variables involved in the monomials wj3,r (1 ≤ r ≤ r3) that have not yet appeared in w2,
and label them as wr1+K2+1, . . . , wr1+K2+K3 . Clearly we have K3 ≤ 3r3. We adjoin these
variables to w2, and let w3 = (wr1+1, . . . , wr1+K2+K3). Then we take the distinct variables
involved in the monomials wj4,r (1 ≤ r ≤ r4) that have not yet appeared in w3, and
label them as wr1+K2+K3+1, . . . , wr1+K2+K3+K4. Clearly we have K4 ≤ 4r4. We adjoin these
variables to w3, and let w4 = (wr1+1, . . . , wr1+K2+K3+K4). We continue in this manner until
we obtain
wℓ0−1 = (wr1+1, . . . , wr1+K2+...+Kℓ0−1),
where Kj ≤ jrj (2 ≤ j ≤ ℓ0 − 1).
For each 1 ≤ r ≤ rℓ0 , we let
(4.5) fℓ0,r(x) = χ
′′
ℓ0,r
(x) + f ′′ℓ0,r(x),
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where every monomial of χ′′ℓ0,r(x) is divisible by one of w
jℓ,r (2 ≤ ℓ < ℓ0, 1 ≤ r ≤ rℓ), and
none of the monomials of f ′′ℓ0,r(x) is divisible by any one of w
jℓ,r (2 ≤ ℓ < ℓ0, 1 ≤ r ≤ rℓ).
Since
fℓ0,r(x)|wℓ0−1=0 = f
′′
ℓ0,r
(x)|wℓ0−1=0 (1 ≤ r ≤ rℓ0),
we have by Lemma 3.2 that
Bℓ0({f
′′
ℓ0,r
(x) : 1 ≤ r ≤ rℓ0}) ≥ Bℓ0({f
′′
ℓ0,r
(x)|wℓ0−1=0 : 1 ≤ r ≤ rℓ0})
= Bℓ0({fℓ0,r(x)|wℓ0−1=0 : 1 ≤ r ≤ rℓ0})
≥ Bℓ0(fℓ0)− (rℓ0 + 1)(K2 + . . .+Kℓ0−1).
Consequently, we have that Bℓ0({f
′′
ℓ0,r
: 1 ≤ r ≤ rℓ0}) is sufficiently large with respect to d
and rd, . . . , r1. Also it follows by basic facts about reduction in Gro¨bner basis theory that
we may write
(4.6) χ′′ℓ0,r(x) = χ
′
ℓ0,r(x) +
∑
2≤ℓ′<ℓ0
∑
1≤r′≤rℓ′
ζℓ0,r:ℓ′,r′(x)fℓ′,r(x),
where χ′ℓ0,r(x) is a polynomial which does not contain any monomial divisible by any one of
wjℓ,r (2 ≤ ℓ < ℓ0, 1 ≤ r ≤ rℓ). Furthermore, χ′ℓ0,r(x) is a polynomial of degree less than or
equal to ℓ0, and ζℓ0,r:ℓ′,r′(x) is a polynomial of degree less than or equal to ℓ0− ℓ
′. We obtain
by the definition of the h-invariant that
(4.7) hℓ0(χ
′
ℓ0,r
) ≤ hℓ0(χ
′′
ℓ0,r
(x)) + hℓ0
 ∑
2≤ℓ′<ℓ0
∑
1≤r′≤rℓ′
ζℓ0,r:ℓ′,r′(x)fℓ′,r(x)
 ≤ ℓ0−1∑
ℓ=2
rℓ +
ℓ0−1∑
ℓ=2
rℓ
for each 1 ≤ r ≤ rℓ0. Also, via (4.6) we can reduce fℓ0 of (4.5) without changing the solution
set, and assume it is of the shape
(4.8) fℓ0,r(x) = χ
′
ℓ0,r
(x) + f ′′ℓ0,r(x) (1 ≤ r ≤ rℓ0),
where none of the monomials of f ′′ℓ0,r(x) or χ
′
ℓ0,r
(x) is divisible by any one of wjℓ,r (2 ≤ ℓ <
ℓ0, 1 ≤ r ≤ rℓ).
We then consider Fℓ0 = (Fℓ0,1, . . . , Fℓ0,rℓ0 ) where Fℓ0,r is the homogeneous degree ℓ0 portion
of fℓ0,r in (4.8). From each Fℓ0,1, . . . , Fℓ0,rℓ0 , we collect the coefficient of the monomial
xi1 . . . xiℓ0 and turn it into a vector in Q
rℓ0 . We do this for every degree ℓ0 monomial. We
then form a matrix by putting these vectors in columns from left to right in the decreasing
order of the degree ℓ0 monomials. From the definition of the h-invariant, we can deduce
hℓ0(Fℓ0) +
rℓ0∑
r=1
hℓ0(χ
′
ℓ0,r
(x)) ≥ hℓ0({f
′′
ℓ0,r
(x) : 1 ≤ r ≤ rℓ0}).
Consequently, we obtain from (2.4) and (4.7) that
hℓ0(Fℓ0) ≥ 2
1−ℓ0 Bℓ0({f
′′
ℓ0,r
(x) : 1 ≤ r ≤ rℓ0})− 2rℓ0
ℓ0−1∑
ℓ=2
rℓ.
Thus it follows that hℓ0(Fℓ0) is sufficiently large with respect to d and rd, . . . , r1. In particular,
since we have hℓ0(Fℓ0) > 0, the coefficient matrix of Fℓ0 above has full rank. We row
reduce this matrix, and we denote the rℓ0 monomials where the leading 1’s occur to be
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wjℓ0,r (1 ≤ r ≤ rℓ0). We then take the distinct variables involved in these rℓ0 monomials
that have not yet appeared in wℓ0−1, and label them as
wr1+K2+...+Kℓ0−1+1, . . . , wr1+K2+...+Kℓ0−1+Kℓ0 .
Clearly we have Kℓ0 ≤ ℓ0rℓ0. We adjoin these variables to wℓ0−1, and let wℓ0 = (wr1+1, . . . ,
wr1+K2+...+Kℓ0 ).
From the row reduction operations done on the coefficient matrix, without changing the
solution set we can reduce fℓ0 to
(4.9) fℓ0,r(x) = cℓ0,rw
jℓ0,r + χℓ0,r(x) + f˜ℓ0,r(x) (1 ≤ r ≤ rℓ0),
where wjℓ0,r is the leading monomial of fℓ0,r, with respect to the graded lexicographic order-
ing, and none of the monomials of f˜ℓ0,r(x) or χℓ0,r(x) is divisible by any one of w
jℓ′,r′ (1 ≤
ℓ′ ≤ ℓ0, 1 ≤ r′ ≤ rℓ). Also χℓ0,r(x) + c
(1)
ℓ0,r
wjℓ0,r is a Q-linear combination of χ′ℓ0,1, . . . , χ
′
ℓ0,rℓ0
,
and similarly f˜ℓ0,r(x) + c
(2)
ℓ0,r
wjℓ0,r is a Q-linear combination of f ′′ℓ0,1, . . . , f
′′
ℓ0,rℓ0
for some ap-
propriate rational coefficients c
(1)
ℓ0,r
and c
(2)
ℓ0,r
, where c
(1)
ℓ0,r
+ c
(2)
ℓ0,r
= cℓ0,r. It then follows by the
definition of the h-invariant and (4.7) that
h(χℓ0,r) ≤ 1 +
rℓ0∑
r=1
hℓ0(χ
′
ℓ0,r
) ≤ 1 + 2rℓ0
ℓ0−1∑
ℓ=2
rℓ (1 ≤ r ≤ rℓ0).
We obtained f˜ℓ0,r(x) + c
(2)
ℓ0,r
wjℓ0,r as a Q-linear combination of f ′′ℓ0,1, . . . , f
′′
ℓ0,rℓ0
, where the Q-
linear combination came from the row reduction operations applied to the coefficient matrix
of Fℓ0 . Thus by the basic properties of the Birch rank, it follows that
Bℓ0({f˜ℓ0,r(x) + c
(2)
ℓ0,r
wjℓ0,r : 1 ≤ r ≤ rℓ0}) = Bℓ0({f
′′
ℓ0,r : 1 ≤ r ≤ rℓ0}).
Therefore, we obtain by Lemma 3.2 that
Bℓ0({f˜ℓ0,r(x) : 1 ≤ r ≤ rℓ0})
≥ Bℓ0({f˜ℓ0,r(x)|wℓ0=0 : 1 ≤ r ≤ rℓ0})
= Bℓ0({(f˜ℓ0,r(x) + c
(2)
ℓ0,r
wjℓ0,r)|wℓ0=0 : 1 ≤ r ≤ rℓ0})
≥ Bℓ0({f˜ℓ0,r(x) + c
(2)
ℓ0,r
wjℓ0,r : 1 ≤ r ≤ rℓ0})− (rℓ0 + 1)(K2 + . . .+Kℓ0)
= Bℓ0({f
′′
ℓ0,r
: 1 ≤ r ≤ rℓ0})− (rℓ0 + 1)(K2 + . . .+Kℓ0).
Thus we have that Bℓ0({f˜ℓ0,r(x) : 1 ≤ r ≤ rℓ0}) is sufficiently large with respect to d and
rd, . . . , r1. It then follows by a similar argument given above, to show the h-invariant of fℓ0 in
(4.8) is sufficiently large, that the h-invariant of fℓ0 in (4.9) is sufficiently large with respect
to d and rd, . . . , r1. Finally, we also have by the construction that for each 1 ≤ r ≤ rℓ0, the
monomial wjℓ0,r is not divisible by any one of wjℓ,r (1 ≤ ℓ < ℓ0, 1 ≤ r ≤ rℓ). Thus we have
completed induction. Therefore, we obtain that we can transform system (4.1) into system
(4.2) without changing the solution set. Let us adjoin wd to (w1, . . . , wr1) and denote the
resulting set of variables to be w = (w1, . . . , wK), where
(4.10) K = r1 +K2 + . . .+Kd ≤
d∑
ℓ=1
ℓrℓ.
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We also add that if there are any ℓ with rℓ = 0, we simply skip these cases in the above
argument.
Let αℓ,r ∈ R (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ), and consider∑
1≤ℓ≤d
∑
1≤r≤rℓ
αℓ,rfℓ,r(x)
as a polynomial in x1, . . . , xn with real coefficients, where f is the system of polynomials
in (4.2). Given any 1 ≤ ℓ ≤ d and 1 ≤ r ≤ rℓ, it follows from the construction that
the coefficient of wjℓ,r of the above polynomial is cℓ,rαℓ,r. Let x = (w,x
′). Let us also fix
x′ = x′0 ∈ Z
n−K . It is clear that if we consider
(4.11)
∑
1≤ℓ≤d
∑
1≤r≤rℓ
αℓ,rfℓ,r(w,x
′
0)
as a polynomial in w with real coefficients, then given 1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ we still have
that the coefficient of wjℓ,r of this polynomial is cℓ,rαℓ,r. Furthermore, this polynomial does
not contain any monomial divisible by wjℓ,r other than itself.
We set R = rd + . . . + r1. Let α = (αd, . . . ,α1) ∈ RR where αℓ = (αℓ,1, . . . , αℓ,rℓ) ∈ R
rℓ
(1 ≤ ℓ ≤ d). Similarly, we denote a = (ad, . . . , a1) ∈ (Z/qZ)R, where q ∈ N and aℓ =
(aℓ,1, . . . , aℓ,rℓ) ∈ (Z/qZ)
rℓ (1 ≤ ℓ ≤ d). Let T = R/Z and ‖β‖ denote the distance from
β ∈ R to the nearest integer, which induces a metric on T via d(α, β) = ‖α−β‖. For a given
value of C > 0 and an integer 1 ≤ q ≤ (logX)C , we define
Ma,q(C) = {α ∈ T
R : max
1≤r≤rℓ
‖αℓ,r − aℓ,r/q‖ ≤ X
−ℓ(logX)C (1 ≤ ℓ ≤ d)}
for each a ∈ (Z/qZ)R with gcd(a, q) = 1 (by which we mean that the greatest common
divisor of the numbers ad,1, . . . , a1,r1 and q is 1). These arcs are disjoint for X sufficiently
large.
We define the major arcs to be
M(C) =
⋃
q≤(logX)C
⋃
a∈(Z/qZ)R
gcd(a,q)=1
Ma,q(C),
and define the minor arcs to be
m(C) = TR\M(C).
In other words, the major arcs is a collection of elements in TR that can be simultaneously
‘well approximated’ by rational numbers of the same denominator q, where q is ‘small’.
For a system of polynomials f , we define
(4.12) T (f ;α) :=
∑
x∈[0,X]n
Λ(x) e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(x) · αℓ,r
)
,
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where we defined Λ(x) in (1.5). By the orthogonality relation, we have
Mf (X) =
∑
x∈[0,X]n
Λ(x) 1Vf,0(C)(x)(4.13)
=
∫
T
. . .
∫
T
T (f ;α) dα
=
∫
M(C)
T (f ;α) dα+
∫
m(C)
T (f ;α) dα.
For the system of polynomials f in (4.2), we prove the following results on the minor arcs
and the major arcs.
Proposition 4.1. Let f be the polynomials in (4.2). Given any c > 0, for sufficiently large
C > 0 we have ∫
m(C)
T (f ;α) dα≪
Xn−
∑d
ℓ=1 ℓrℓ
(logX)c
.
Proposition 4.2. Let f be the polynomials in (4.2). Given any c > 0, for sufficiently large
C > 0 we have ∫
M(C)
T (f ;α) dα = C(f) Xn−
∑d
ℓ=1 ℓrℓ +O
(
Xn−
∑d
ℓ=1 ℓrℓ
(logX)c
)
,
where C(f) is a constant that depends only on f .
We prove Proposition 4.1 in Section 5, and Proposition 4.2 in Section 7.
5. Hardy-Littlewood Circle Method: Minor Arcs
Proof of Proposition 4.1. We consider the system of polynomials f in (4.2) constructed in the
previous section, which satisfies all the conditions described below (4.2). Recall we denote
w = (w1, . . . , wK), where K ≤ dR and R =
∑d
ℓ=1 rℓ. We let F˜ = (F˜d, . . . , F˜1) be the system
of forms such that for each 1 ≤ ℓ ≤ d, F˜ℓ = (F˜ℓ,1, . . . , F˜ℓ,rℓ) and F˜ℓ,r is the homogeneous
degree ℓ portion of f˜ℓ,r (1 ≤ r ≤ rℓ). For each 1 ≤ ℓ ≤ d, we know that Bℓ(F˜ℓ) is sufficiently
large with respect to d and rd, . . . , r1. Thus we apply Proposition 3.4 to the system
(F˜d|w=0, . . . , F˜1|w=0),
and denote the partition of variables of x\w we obtain by (y, z) so that x = (w,y, z). Let
Q˜ℓ,r(y, z) = F˜ℓ,r(0,y, z)− F˜ℓ,r(0, 0, z) (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ).
Then the partition of variables x = (w,y, z) satisfies
(5.1) |y| = M ≤
d∑
ℓ=1
rℓC
•
ℓ,1,
and also
(5.2) Bℓ
(
{Q˜ℓ,r(y, z) : 1 ≤ r ≤ rℓ}
)
≥ C•ℓ,1 − rℓ
ℓ−1∑
j=1
C•j,1rj (2 ≤ ℓ ≤ d),
(5.3) B1
(
{F˜1,r(0,y, 0) : 1 ≤ r ≤ r1}
)
≥ C•1,1,
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and
(5.4) Bℓ
(
{F˜ℓ,r(0, 0, z) : 1 ≤ r ≤ rℓ}
)
≥ C•ℓ,2 − rℓ
ℓ−1∑
j=1
C•j,1rj (1 ≤ ℓ ≤ d),
where C•ℓ,1 and C
•
ℓ,2 (1 ≤ ℓ ≤ d) are positive integer constants depending only on d and
rd, . . . , r1 to be chosen later. In particular, we will make sure that the right hand side of
(5.4) for 2 ≤ ℓ ≤ d is sufficiently large with respect to d and rd, . . . , r1. For notational
convenience, we label y = (y1, . . . , yM) and z = (z1, . . . , zn−M−K).
We then apply Proposition 3.4 (with C1,1 = C1,2 = C2,2 = . . . = Cd,2 = 1) to the system
of forms (F˜d(0, 0, z), . . . , F˜2(0, 0, z)), where F˜ℓ(0, 0, z) = (F˜ℓ,1(0, 0, z), . . . , F˜ℓ,rℓ(0, 0, z)) for
each 2 ≤ ℓ ≤ d. Let the partition of variables we obtain to be z = (a,b), which satisfies
(5.5) |a| = M ′ ≤
d∑
ℓ=2
rℓC
⋆
ℓ,1,
and
Bℓ
(
{P˜ℓ,r(a,b) : 1 ≤ r ≤ rℓ}
)
≥ C⋆ℓ,1 − rℓ
ℓ−1∑
j=2
C⋆j,1rj (2 ≤ ℓ < d, 1 ≤ r ≤ rℓ),(5.6)
where
P˜ℓ,r(a,b) = F˜ℓ,r(0, 0, z)− F˜ℓ,r(0, 0, (0,b)) (2 ≤ ℓ < d, 1 ≤ r ≤ rℓ).
Note we are only mentioning the statement (5.6) for 2 ≤ ℓ < d, because we will not be
needing it for the case ℓ = d. Recall from (4.2) we have for 2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ,
fℓ,r(x) = cℓ,rw
jℓ,r + χℓ,r(x) + f˜ℓ,r(x),
where
hℓ(χℓ,r) ≤ C
′′
0
for some constant C ′′0 dependent only on d and rd, . . . , r1. Let χ
(ℓ)
ℓ,r(x) denote the degree ℓ
portion of χℓ,r(x). Then it is easy to deduce from the definition of the h-invariant that the
quantities
hℓ(χ
(ℓ)
ℓ,r(0,y, z)− χ
(ℓ)
ℓ,r(0, 0, z)), hℓ(χ
(ℓ)
ℓ,r(0, 0, z)− χ
(ℓ)
ℓ,r(0, 0, (0,b))), hℓ(χ
(ℓ)
ℓ,r(0, 0, z))
are all bounded by 2C ′′0 . We then let
(5.7) Qℓ,r(y, z) = Q˜ℓ,r(y, z) + χ
(ℓ)
ℓ,r(0,y, z)− χ
(ℓ)
ℓ,r(0, 0, z)
and
(5.8) Pℓ,r(a,b) = P˜ℓ,r(a,b) + χ
(ℓ)
ℓ,r(0, 0, z)− χ
(ℓ)
ℓ,r(0, 0, (0,b)).
We remark that from the definition it follows thatQℓ,r(y, z) is precisely the degree ℓ portion of
the polynomial fℓ,r(0,y, z)−fℓ,r(0, 0, z). Clearly every monomial of Qℓ,r(y, z) with non-zero
coefficient contains at least one of the y variables, and hence hℓ(Qℓ,r(y, z)) ≤ |y|. Similarly,
Pℓ,r(a,b) is precisely the degree ℓ portion of the polynomial fℓ,r(0, 0, z) − fℓ,r(0, 0, (0,b)).
Clearly every monomial of Pℓ,r(a,b) with non-zero coefficient contains at least one of the a
variables, and hence hℓ(Pℓ,r(a,b)) ≤ |a|.
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We obtain the following three inequalities from (5.2), (5.6), and (5.4), respectively, by
applying (2.4) and the definition of the h-invariant with the comment before (5.7),
(5.9)
hℓ ({Qℓ,r(y, z) : 1 ≤ r ≤ rℓ}) ≥ 2
1−ℓ
(
C•ℓ,1 − rℓ
ℓ−1∑
j=1
C•j,1rj
)
− 2rℓC
′′
0 (2 ≤ ℓ ≤ d),
(5.10)
hℓ ({Pℓ,r(a,b) : 1 ≤ r ≤ rℓ}) ≥ 2
1−ℓ
(
C⋆ℓ,1 − rℓ
ℓ−1∑
j=2
C⋆j,1rj
)
− 2rℓC
′′
0 (2 ≤ ℓ < d),
and
(5.11)
hd
(
{F˜d,r(0, 0, z) + χ
(d)
d,r(0, 0, z) : 1 ≤ r ≤ rd}
)
≥ 21−d
(
C•d,2 − rd
d−1∑
j=1
C•j,1rj
)
− 2rdC
′′
0 .
It is clear from the definition that the degree d portion of fd,r(0, 0, z) is precisely F˜d,r(0, 0, z)+
χ
(d)
d,r(0, 0, z) for each 1 ≤ r ≤ rd. Thus we have
Fd,r(0, 0, z) = F˜d,r(0, 0, z) + χ
(d)
d,r(0, 0, z) (1 ≤ r ≤ rd),
and we also let
(5.12) Fd(0, 0, z) = (Fd,1(0, 0, z), . . . , Fd,rd(0, 0, z)).
With the notations we have defined so far, we have
Fd,r(0,y, z) = Qd,r(y, z) + Fd,r(0, 0, z) (1 ≤ r ≤ rd),
and for each 2 ≤ ℓ ≤ d,
Fℓ,r(0,y, z) = Qℓ,r(y, z) + Pℓ,r(a,b) + Fℓ,r(0, 0, (0,b)) (1 ≤ r ≤ rℓ),
where
Fℓ,r(0, 0, z) = Pℓ,r(a,b) + Fℓ,r(0, 0, (0,b)) (1 ≤ r ≤ rℓ).
Let 2 ≤ ℓ ≤ d. For each 1 ≤ r ≤ rℓ, the partition of variables x = (w,y, z) gives the
decomposition of the following shape
fℓ,r(w,y, z)(5.13)
= fℓ,r(w, 0, 0) +
ℓ−1∑
j=1
∑
1≤i1≤...≤ij≤K
(
ℓ−j∑
k=1
Φ
(k)
ℓ,r:i1,...,ij
(y, z)
)
wi1 . . . wij
+
ℓ−1∑
j=1
∑
1≤t1≤...≤tj≤M
(
ℓ−j∑
k=0
Ψ
(k)
ℓ,r:t1,...,tj
(z)
)
yt1 . . . ytj + Fℓ,r(0,y, 0)
+ Fℓ,r(0, 0, z) +
ℓ−1∑
k=1
G
(k)
ℓ,r (z),
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which we describe below. We note that Φ
(k)
ℓ,r:i1,...,ij
(y, z) and Ψ
(k)
ℓ,r:t1,...,tj
(z) are forms of degree
k. The above decomposition establishes the following. The term
fℓ,r(w, 0, 0) +
ℓ−1∑
j=1
∑
1≤i1≤...≤ij≤K
(
ℓ−j∑
k=1
Φ
(k)
ℓ,r:i1,...,ij
(y, z)
)
wi1 . . . wij
consists of all the monomials of fℓ,r(x) which involve any variables ofw, and also the constant
term. The term
(5.14)
ℓ−1∑
j=1
∑
1≤t1≤...≤tj≤M
(
ℓ−j∑
k=0
Ψ
(k)
ℓ,r:t1,...,tj
(z)
)
yt1 . . . ytj + Fℓ,r(0,y, 0)
consists of all the monomials of fℓ,r(x) which involve any variables of y and do not involve
any of the w variables. In other words, it is precisely fℓ,r(0,y, z)− fℓ,r(0, 0, z). Finally, we
have the terms which only involve the z variables
Fℓ,r(0, 0, z) +
ℓ−1∑
k=1
G
(k)
ℓ,r (z),
where G
(k)
ℓ,r (z) is the homogeneous degree k portion of fℓ,r(0, 0, z).
We denote by
Φ = {Φ(k)ℓ,r:i1,...,ij : 2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, 1 ≤ j ≤ ℓ− 1,
1 ≤ i1 ≤ . . . ≤ ij ≤ K, 1 ≤ k ≤ ℓ− j}.
Note every form of Φ has degree strictly less than d, and involves only the y variables and
the z variables. We shall use the notation |Φ| to denote the number of forms in Φ, and other
instances of notation of this type should be interpreted in a similar manner. Clearly we have
|Φ| ≤
d∑
ℓ=2
rℓℓ
2Kℓ ≤
d∑
ℓ=2
Rℓ2(dR)ℓ ≤ dd+3Rd+1.
Recall the function ρd,ℓ defined in (2.6). We apply Proposition 2.7 to the system Φ with
respect to the partition of variables (y, z) and the functions F = {F2, . . . ,Fd−1}, where
Fi(t) = ρd,d(2R + 2t) + 2t+ 4r1
+ 2R
(
dR(R2 + 1)d−22d
(
ρd,d(2R + 2t) + 2t+ 4r1 + 2RC
′′
0
)
+ dR3(R2 + 1)d−2(2t+ 1)
)
,
for each 2 ≤ i ≤ d−1, and obtain R(Φ) = (R(d−1)(Φ), . . . ,R(1)(Φ)). For each 1 ≤ s ≤ d−1,
R(s)(Φ) = {A(s)i : 1 ≤ i ≤ |R
(s)(Φ)|}
is precisely all the degree s forms of R(Φ). For each form A(s)i ∈ R
(s)(Φ) (1 ≤ s ≤ d− 1, 1 ≤
i ≤ |R(s)(Φ)|), we write
(5.15) A
(s)
i (y, z) =
s∑
k=0
∑
1≤i1≤...≤ik≤M
Ψ˜
(s−k)
s,i:i1,...,ik
(z)yi1 . . . yik ,
where each Ψ˜
(s−k)
s,i:i1,...,ik
(z) is a form of degree s− k. Thus each form A(s)i introduces at most
(s + 1)Ms ≤ dMd forms in z. Also for each 1 ≤ s ≤ d − 1, we denote R
(s)
(Φ) to be the
system obtained by removing from R(s)(Φ) all forms which depend only on the z variables.
PRIME SOLUTIONS TO POLYNOMIAL EQUATIONS 23
Let R(Φ) = (R
(d−1)
(Φ), . . . ,R
(1)
(Φ)), R2 =
∑d−1
s=1 |R
(s)
(Φ)|, and D2 =
∑d−1
s=1 s |R
(s)
(Φ)|.
By relabeling if necessary, for each 1 ≤ s ≤ d− 1 we denote the elements of R
(s)
(Φ) by
(5.16) R
(s)
(Φ) = {A(s)i : 1 ≤ i ≤ |R
(s)
(Φ)|}.
Let
Ψ = {Fℓ,r(0, 0, (0,b)) : 2 ≤ ℓ < d, 1 ≤ r ≤ rℓ}
∪ {G(k)ℓ,r (z) : 2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, 1 ≤ k ≤ ℓ− 1}
∪ {Ψ(k)ℓ,r:t1,...,tj (z) : 2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, 1 ≤ j ≤ ℓ− 1,
1 ≤ t1 ≤ . . . ≤ tj ≤ M, 1 ≤ k ≤ ℓ− j}
∪ {Ψ˜(s−k)s,i:i1,...,ik(z) : 1 ≤ s ≤ d− 1, 1 ≤ i ≤ |R
(s)(Φ)|, 0 ≤ k < s, 1 ≤ i1 ≤ . . . ≤ ik ≤M}.
In other words, Ψ is the collection of all G
(k)
ℓ,r (z), Ψ
(k)
ℓ,r:t1,...,tj
(z), Ψ˜
(s−k)
s,i:i1,...,ik
(z) except the
constants, and all Fℓ,r(0, 0, (0,b)) but not Fd,r(0, 0, (0,b)). In particular, every form of Ψ
has degree strictly less than d. We can see that
|Ψ| ≤ R + dR +Rd2Md + |R(Φ)|dMd.
Furthermore, every form of Ψ is only in terms of the z variables.
We let R(Ψ) = (R(d−1)(Ψ), . . . ,R(1)(Ψ)) be a regularization of Ψ with respect to the
functions F ′ = {F ′2, . . . ,F
′
d−1}, where
F ′i(t) = ρd,d(2R + 2t) + 2t+ 4r1 + 2R
(
dR(R2 + 1)d−22d
(
ρd,d(2R + 2t) + 2t+ 4r1 + 2RC
′′
0
))
for each 2 ≤ i ≤ d− 1. For each 1 ≤ s ≤ d− 1,
R(s)(Ψ) = {V (s)i : 1 ≤ i ≤ |R
(s)(Ψ)|}
is precisely all the degree s forms ofR(Ψ). LetR1 =
∑d−1
s=1 |R
(s)(Ψ)| andD1 =
∑d−1
s=1 s |R
(s)(Ψ)|.
Let Φ(j) denote the degree j forms of Φ. It follows from Proposition 2.7 that each |R(i)(Φ)|
is bounded by some constant dependent only on F and |Φ(d−1)|, . . ., |Φ(1)|. Thus we see that
|R(Φ)| and R2 are bounded by a constant dependent only on d and rd, ..., r1. It also follows
from Proposition 2.7 that each |R(i)(Ψ)| is bounded by some constant dependent only on
F
′, d, R, M , and |R(Φ)|. Thus we obtain that R1 is bounded by a constant dependent only
on M , d and rd, . . . , r1.
We first set C•1,1 = 2R2 + 1. We now set the values of C
•
ℓ,1 (2 ≤ ℓ ≤ d) such that they
satisfy
(5.17) 21−ℓ
(
C•ℓ,1 − rℓ
ℓ−1∑
j=1
C•j,1rj
)
− 2rℓC
′′
0 ≥ ρd,ℓ(2R + 2R2) + 2R2 + 4r1.
Since (5.17) is equivalent to
C•ℓ,1 ≥ 2
ℓ−1
(
ρd,ℓ(2R + 2R2) + 2R2 + 4r1 + 2rℓC
′′
0
)
+ rℓ
ℓ−1∑
j=1
C•j,1rj ,
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we can also make sure C•ℓ,1 satisfies the additional constraint
C•ℓ,1 ≤ 2
d
(
ρd,d(2R + 2R2) + 2R2 + 4r1 + 2RC
′′
0
)
+R2
ℓ−1∑
j=1
C•j,1.
It is then not difficult to show by induction that
C•ℓ,1 ≤ (R
2 + 1)ℓ−22d
(
ρd,d(2R + 2R2) + 2R2 + 4r1 + 2RC
′′
0
)
+R2(R2 + 1)ℓ−2C•1,1.
In particular, C•ℓ,1 is bounded by a constant dependent only on d and rd, . . . , r1. Therefore,
it follows from (5.1) that
(5.18)
M ≤ R
d∑
ℓ=1
C•ℓ,1
≤ dR(R2 + 1)d−22d
(
ρd,d(2R + 2R2) + 2R2 + 4r1 + 2RC
′′
0
)
+ dR3(R2 + 1)d−2(2R2 + 1).
Thus it follows that R1 is bounded by a constant dependent only on d and rd, . . . , r1.
We then set the values for C⋆ℓ,1 (2 ≤ ℓ ≤ d) to satisfy
(5.19) 21−ℓ
(
C⋆ℓ,1 − rℓ
ℓ−1∑
j=2
C⋆j,1rj
)
− 2rℓC
′′
0 ≥ ρd,ℓ(2R + 2R1) + 2R1 + 4r1.
By a similar argument as for the C•ℓ,1 above, we can also make sure that C
⋆
ℓ,1 satisfies
C⋆ℓ,1 ≤ (R
2 + 1)ℓ−22d
(
ρd,d(2R + 2R1) + 2R1 + 4r1 + 2RC
′′
0
)
,
and it follows from (5.5) that
M ′ ≤ dR(R2 + 1)d−22d
(
ρd,d(2R + 2R1) + 2R1 + 4r1 + 2RC
′′
0
)
.(5.20)
In particular, each C⋆ℓ,1 andM
′ are bounded by constants dependent only on d and rd, . . . , r1.
Let us set C•1,2 = 2R1+1. We then make sure that for each 2 ≤ ℓ ≤ d, C
•
ℓ,2 is sufficiently large
with respect to C⋆2,1, . . . , C
⋆
d,1, C
•
1,1, . . . , C
•
d−1,1, rd, . . . , r1, and d, and also that C
•
d,2 satisfies
(5.21) 21−d
(
C•d,2 − rd
d−1∑
j=1
C•j,1rj
)
− 2rdC
′′
0 ≥ ρd,d(2R+ 2R1) + 2R1 + 4r1.
We note that the three inequalities (5.17), (5.19) and (5.21) provide lower bounds for the
h-invariants in (5.9), (5.10), and (5.11), respectively.
We now decompose the linear polynomials. From Proposition 2.7, we know that every
linear form of R(1)(Φ) is either only in the y variables, or only in the z variables. First we
consider the linear forms of R
(1)
(Φ) = {A(1)i (y) : 1 ≤ i ≤ |R
(1)
(Φ)|}, which we know to be
linearly independent over Q and involve only the y variables. By considering their linear
combinations, we may assume without loss of generality that these linear forms are of the
shape
A
(1)
i (y) = yi + A
′
i(y|R(1)(Φ)|+1, . . . , yM) (1 ≤ i ≤ |R
(1)
(Φ)|),
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where A′i(y|R(1)(Φ)|+1, . . . , yM) is a linear form in the variables y|R(1)(Φ)|+1, . . . , yM with coeffi-
cients in Q. By (5.3) and Lemma 3.2, we have
B1(
{
F˜1,r(0,y, 0)
∣∣∣
yi=0 (1≤i≤|R
(1)
(Φ)|)
: 1 ≤ r ≤ r1
}
) ≥ C•1,1 − |R
(1)
(Φ)| ≥ R2 + 1 > 0.
Therefore, we can find r1 variables from y|R(1)(Φ)|+1, . . . , yM such that the r1×r1 matrix, where
the r-th row consists of the coefficients of F˜1,r(0,y, 0) of these r1 variables, is invertible. Let
us denote these variables by y˜1, . . . , y˜r1, and let y˜ = (y˜1, . . . , y˜r1). We can then write
F˜1,r(0,y, 0) = gr,1y˜1 + . . .+ gr,r1 y˜r1 + F˜1,r(0,y, 0)|y˜=0,
where gr,1, . . . , gr,r1 ∈ Z. Let R
(1)
+ (Φ) be a maximal linearly independent (over Q) subset of
R(1)(Φ) ∪ {F˜1,1(0,y, 0)|y˜=0, . . . , F˜1,r1(0,y, 0)|y˜=0}.
The important thing to note is that by our construction, we have that the set of linear forms
{gr,1y˜1 + . . .+ gr,r1y˜r1 : 1 ≤ r ≤ r1} ∪ R
(1)
+ (Φ)
is linearly independent over Q. Here R
(1)
+ (Φ) is the set of forms obtained by removing
from R(1)+ (Φ) all forms that depend only on the z variables. Note we also have |R
(1)
+ (Φ)| ≤
|R
(1)
(Φ)| + r1.
We also decompose the linear forms F˜1,r(0, 0, z) in a similar manner. First we consider the
linear forms of R(1)(Ψ) = {V (1)i (z) : 1 ≤ i ≤ |R
(1)(Ψ)|}, which we know to be linearly inde-
pendent over Q and involve only the z variables. By considering their linear combinations,
we may assume without loss of generality that these linear forms are of the shape
V
(1)
i (z) = zi + V
′
i (z|R(1)(Ψ)|+1, . . . , zn−M−K) (1 ≤ i ≤ |R
(1)(Ψ)|),
where V ′i (z|R(1)(Ψ)|+1, . . . , zn−M−K) is a linear form in the variables z|R(1)(Ψ)|+1, . . . , zn−M−K
with coefficients in Q. By (5.4) and Lemma 3.2, we have
B1(
{
F˜1,r(0, 0, z)
∣∣∣
zi=0 (1≤i≤|R(1)(Ψ)|)
: 1 ≤ r ≤ r1
}
) ≥ C•1,2 − |R
(1)(Ψ)| ≥ R1 + 1 > 0.
Therefore, we can find r1 variables from z|R(1)(Ψ)|+1, . . . , zn−M−K such that the r1×r1 matrix,
where the r-th row consists of the coefficients of F˜1,r(0, 0, z) of these r1 variables, is invertible.
Let us denote these variables by z˜1, . . . , z˜r1 , and let z˜ = (z˜1, . . . , z˜r1). We can then write
F˜1,r(0, 0, z) = g
′
r,1z˜1 + . . .+ g
′
r,r1 z˜r1 + F˜1,r(0, 0, z)|z˜=0,
where g′r,1, . . . , g
′
r,r1 ∈ Z. Let R
(1)
+ (Ψ) be a maximal linearly independent (over Q) subset of
R(1)(Ψ) ∪ {F˜1,1(0, 0, z)|z˜=0, . . . , F˜1,r1(0, 0, z)|z˜=0}.
The important thing to note is that by our construction, we have that the set of linear forms
{g′r,1z˜1 + . . .+ g
′
r,r1 z˜r1 : 1 ≤ r ≤ r1} ∪ R
(1)
+ (Ψ)
is linearly independent over Q. We also have that |R(1)+ (Ψ)| ≤ |R
(1)(Ψ)|+ r1.
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We replace R(1)(Φ) of R(Φ) with R(1)+ (Φ) and refer to the resulting set of forms as R+(Φ).
It follows easily from the construction that the linear forms of R(1)+ (Φ) are either only in the
y variables, or only in the z variables. We denote
R+(Φ) = (R
(d−1)(Φ), . . . ,R(2)(Φ),R(1)+ (Φ)),
and by abusing notation slightly let
R(1)+ (Φ) = {A
(1)
i : 1 ≤ i ≤ |R
(1)
+ (Φ)|} and R
(1)
+ (Φ) = {A
(1)
i (y) : 1 ≤ i ≤ |R
(1)
+ (Φ)|}.
We then define R+(Φ), R′2, and D
′
2 for R+(Φ) in an analogous manner as R(Φ), R2, and D2
for R(Φ), respectively. Similarly, we replace R(1)(Ψ) of R(Ψ) with R(1)+ (Ψ) and refer to the
resulting set of forms as R+(Ψ). We denote
R+(Ψ) = (R
(d−1)(Ψ), . . . ,R(2)(Ψ),R(1)+ (Ψ)),
and by abusing notation slightly let
R(1)+ (Ψ) = {V
(1)
i (z) : 1 ≤ i ≤ |R
(1)
+ (Ψ)|}.
We also define R′1 and D
′
1 for R+(Ψ) in an analogous manner as R1 and D1 for R(Ψ),
respectively. It then follows that we have R′2 ≤ R2 + r1 and R
′
1 ≤ R1 + r1.
For each H ∈ ZR
′
1 , we define the following set
Z(H) = {z ∈ [0, X ]n−M−K ∩ Zn−M−K : R+(Ψ)(z) = H}.
By R+(Ψ)(z) = H, we mean that V
(s)
i (z) = Hs,i, where Hs,i is the corresponding term of H,
for every V
(s)
i ∈ R+(Ψ). Other instances of notation of this type should be interpreted in a
similar manner. By Proposition 2.7, we know that each of the polynomials Fℓ,r(0, 0, (0,b))
(2 ≤ ℓ < d, 1 ≤ r ≤ rℓ) and G
(k)
ℓ,r (z) in (5.13) can be expressed as a rational polynomial in
the forms of R+(Ψ). Let us denote
Fℓ,r(0, 0, (0,b)) = c
♯
ℓ,r(R+(Ψ)),
and
G
(k)
ℓ,r (z) = c
♭
ℓ,r:k(R+(Ψ)),
where c♯ℓ,r and c
♭
ℓ,r:k are rational polynomials in R
′
1 variables. Therefore, for any z0 =
(a0,b0) ∈ Z(H) we have
Fℓ,r(0, 0, (0,b0)) = c
♯
ℓ,r(H) and G
(k)
ℓ,r (z0) = c
♭
ℓ,r:k(H).
We also know that F˜1,r(0, 0, z)|z˜=0 is constant on Z(H), and we denote this constant value
by c♯1,r(H).
Similarly, we know that each of the polynomials Ψ
(k)
ℓ,r:t1,...,tj
(z) in (5.13) can be expressed
as a rational polynomial in the forms of R+(Ψ). Let us denote
(5.22) Ψ
(k)
ℓ,r:t1,...,tj
(z) = cˆ
(k)
ℓ,r:t1,...,tj
(R+(Ψ)),
where cˆ
(k)
ℓ,r:t1,...,tj
is a rational polynomial in R′1 variables. Therefore, for any z0 ∈ Z(H) we
have
Ψ
(k)
ℓ,r:t1,...,tj
(z0) = cˆ
(k)
ℓ,r:t1,...,tj
(H).
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Since each of the forms Ψ˜
(s−k)
s,i:i1,...,ik
(z) in (5.15) can be expressed as a rational polynomial
in the forms of R+(Ψ), let us denote
Ψ˜
(s−k)
s,i:i1,...,ik
(z) = c˜
(s−k)
s,i:i1,...,ik
(R+(Ψ)),
where each c˜
(s−k)
s,i:i1,...,ik
is a rational polynomial in R′1 variables. Therefore, for each A
(s)
i with
1 < s ≤ d− 1 and 1 ≤ i ≤ |R(s)(Φ)|, we can write
(5.23) A
(s)
i (y, z) =
s∑
k=0
∑
1≤i1≤...≤ik≤M
c˜
(s−k)
s,i:i1,...,ik
(R+(Ψ))yi1 . . . yik .
Consequently, we can define the following polynomial for each 1 < s ≤ d − 1 and 1 ≤ i ≤
|R(s)(Φ)|,
(5.24) A
(s)
i (y, Z(H)) =
s∑
k=0
∑
1≤i1≤...≤ik≤M
c˜
(s−k)
s,i:i1,...,ik
(H)yi1 . . . yik ,
so that given any z0 ∈ Z(H) we have
A
(s)
i (y, z0) = A
(s)
i (y, Z(H)).
We then define
R+(Φ)(y, Z(H)) = {A
(s)
i (y, Z(H)) : 2 ≤ s ≤ d− 1, 1 ≤ i ≤ |R
(s)
(Φ)|} ∪ R
(1)
+ (Φ),
which is a system consisting of R′2 polynomials (with possible repetitions).
For each G ∈ ZR
′
2 , we let
Y (G;H) = {y ∈ [0, X ]M ∩ ZM : R+(Φ)(y, Z(H)) = G}.
It follows from the definition ofR
(1)
+ (Φ) that for each 1 ≤ r ≤ r1 the polynomial F˜1,r(0,y, 0)|y˜=0
is constant on Y (G;H), and we denote this constant value by c′1,r(G,H).
Recall Φ is the collection of all Φ
(k)
ℓ,r:i1,...,ij
(y, z) in (5.13), and that each Φ
(k)
ℓ,r:i1,...,ij
(y, z) can
be expressed as a rational polynomial in the forms of R+(Φ). It follows from our definition
that the forms ofR+(Φ) which depend only on the z variables are constant on Z(H), and the
remaining forms, which are precisely the forms of R+(Φ), are constant on Y (G;H)×Z(H).
Thus each Φ
(k)
ℓ,r:i1,...,ij
(y, z) is constant on Y (G;H) × Z(H), and we denote this constant
value by c
(k)
ℓ,r:i1,...,ij
(G,H). Let 2 ≤ ℓ < d and 1 ≤ r ≤ rℓ. Therefore, for any choice of
z = (a,b) ∈ Z(H) and y ∈ Y (G;H), the polynomial fℓ,r(x) takes the following shape
fℓ,r(w,y, z)(5.25)
= fℓ,r(w, 0, 0) +
ℓ−1∑
j=1
∑
1≤i1≤...≤ij≤K
(
ℓ−j∑
k=1
c
(k)
ℓ,r:i1,...,ij
(G,H)
)
wi1 . . . wij
+
ℓ−1∑
j=1
∑
1≤t1≤...≤tj≤M
(
ℓ−j∑
k=0
cˆ
(k)
ℓ,r:t1,...,tj
(H)
)
yt1 . . . ytj + Fℓ,r(0,y, 0)
+ Pℓ,r(a,b) + c
♯
ℓ,r(H) +
ℓ−1∑
k=1
c♭ℓ,r:k(H).
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When ℓ = d, we replace the term Pℓ,r(a,b) + c
♯
ℓ,r(H) in (5.25) with Fd,r(0, 0, z). Similarly,
when ℓ = 1 and 1 ≤ r ≤ r1, for any choice of z = (a,b) ∈ Z(H) and y ∈ Y (G;H), the
polynomial f1,r(x) takes the following shape
f1,r(x) = c1,rwr + f˜1,r(w, 0, 0) + (gr,1y˜1 + . . .+ gr,r1 y˜r1)
+ c′1,r(G,H) + (g
′
r,1z˜1 + . . .+ g
′
r,r1
z˜r1) + c
♯
1,r(H),
where f˜1,r is defined in (4.2).
For each 2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, we label
Cℓ,r(w,G,H) = fℓ,r(w, 0, 0) +
ℓ−1∑
j=1
∑
1≤i1≤...≤ij≤K
(
ℓ−j∑
k=1
c
(k)
ℓ,r:i1,...,ij
(G,H)
)
wi1 . . . wij ,
and
(5.26) Uℓ,r(y,H) =
ℓ−1∑
j=1
∑
1≤t1≤...≤tj≤M
(
ℓ−j∑
k=0
cˆ
(k)
ℓ,r:t1,...,tj
(H)
)
yt1 . . . ytj + Fℓ,r(0,y, 0).
We let
Xℓ,r(a,b,H) = Pℓ,r(a,b) + c
♯
ℓ,r(H) +
ℓ−1∑
k=1
c♭ℓ,r:k(H) (2 ≤ ℓ < d, 1 ≤ r ≤ rℓ),
and also
Xd,r(a,b,H) = Fd,r(0, 0, z) +
d−1∑
k=1
c♭d,r:k(H) (1 ≤ r ≤ rd).
Then for z = (a,b) ∈ Z(H) and y ∈ Y (G;H), we have
fℓ,r(w,y, z) = Cℓ,r(w,G,H) + Uℓ,r(y,H) + Xℓ,r(a,b,H) (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ).
We define the following three exponential sums,
S0(α,G,H) =
∑
w∈[0,X]K
Λ(w) e
( ∑
1≤r≤r1
α1,r(c1,rwr + f˜1,r(w, 0, 0))
+
∑
2≤ℓ≤d
∑
1≤r≤rℓ
αℓ,r · Cℓ,r(w,G,H)
)
,
S1(α,G,H) =
∑
y∈Y (G;H)
Λ(y) e
( ∑
1≤r≤r1
α1,r(gr,1y˜1 + . . .+ gr,r1y˜r1 + c
′
1,r(G,H))
+
∑
2≤ℓ≤d
∑
1≤r≤rℓ
αℓ,r · Uℓ,r(y,H)
)
,
and
S2(α,H) =
∑
z=(a,b)∈Z(H)
Λ(z) e
( ∑
1≤r≤r1
α1,r(g
′
r,1z˜1 + . . .+ g
′
r,r1
z˜r1 + c
♯
1,r(H))
+
∑
2≤ℓ≤d
∑
1≤r≤rℓ
αℓ,r · Xℓ,r(a,b,H)
)
.
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Let
L1(X) = {H ∈ Z
R′1 : Z(H) 6= ∅},
and for each H ∈ L1(X), let
L2(X ;H) = {G ∈ Z
R′2 : Y (G,H) 6= ∅}.
We have the following bounds on the cardinalities of these sets,
|L1(X)| ≪ X
D′1 and |L2(X ;H)| ≪ X
D′2.
It is not difficult to deduce the first inequality. The implicit constant in the second inequality
is independent of H, and to see this we note that given A
(s)
i with 1 < s ≤ d − 1 and
1 ≤ i ≤ |R
(s)
(Φ)|, we have
|A(s)i (y, z)| =
∣∣∣ s∑
k=0
∑
1≤i1≤...≤ik≤M
Ψ˜
(s−k)
s,i:i1,...,ik
(z)yi1 . . . yik
∣∣∣≪ Xs
for any (y, z) ∈ [0, X ]n−K ∩ Zn−K , and similarly for the linear forms of R
(1)
+ (Φ). Therefore,
we obtain by applying the Cauchy-Schwarz inequality∣∣∣ ∫
m(C)
T (f ;α) dα
∣∣∣2(5.27)
≤
∣∣∣ ∑
H∈L1(X)
∑
G∈L2(X;H)
∫
m(C)
∑
w∈[0,X]K
y∈Y (G;H)
z=(a,b)∈Z(H)
Λ(w)Λ(y)Λ(z) ·
e
( ∑
1≤r≤r1
α1,r(c1,rwr + f˜1,r(w, 0, 0) + (gr,1y˜1 + . . .+ gr,r1y˜r1) + c
′
1,r(G,H)
+(g′r,1z˜1 + . . .+ g
′
r,r1 z˜r1) + c
♯
1,r(H))
)
·
e
(∑
2≤ℓ≤d
∑
1≤r≤rℓ
αℓ,r · (Cℓ,r(w,G,H) + Uℓ,r(y,H) + Xℓ,r(a,b,H) )
)
dα
∣∣∣2
≪ XD
′
1+D
′
2
∑
H∈L1(X)
∑
G∈L2(X;H)
∣∣∣ ∫
m(C)
S0(α,G,H)S1(α,G,H)S2(α,H) dα
∣∣∣2
≪ XD
′
1+D
′
2
 sup
H∈L1(X)
G∈L2(X;H)
sup
α∈m(C)
|S0(α,G,H)|
2
 ∑
H∈L1(X)
∑
G∈L2(X;H)
‖S1(·,G,H)‖
2
2 ‖S2(·,H)‖
2
2,
where ‖ · ‖2 denotes the L2-norm on [0, 1]R.
By the orthogonality relation, it follows that
‖S1(·,G,H)‖
2
2 ‖S2(·,H)‖
2
2 ≤ (logX)
2n−2KN1(G;H)N2(H),
where
N1(G;H) = |{(y,y
′) ∈ Y (G;H)× Y (G;H) : Uℓ,r(y,H) = Uℓ,r(y
′,H) (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),
gr,1y˜1 + . . .+ gr,r1 y˜r1 = gr,1y˜
′
1 + . . .+ gr,r1 y˜
′
r1
(1 ≤ r ≤ r1)}|,
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and with z = (a,b) and z′ = (a′,b′),
N2(H) = |{(z, z
′) ∈ Z(H)× Z(H) : Xℓ,r(a,b,H) = Xℓ,r(a
′,b′,H) (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),
g′r,1z˜1 + . . .+ g
′
r,r1
z˜r1 = g
′
r,1z˜
′
1 + . . .+ g
′
r,r1
z˜′r1 (1 ≤ r ≤ r1)}|.
Here y˜′i (1 ≤ i ≤ r1) are r1 of the y
′ variables in the exact same way y˜i (1 ≤ i ≤ r1) are r1
of the y variables. Similarly, z˜′i (1 ≤ i ≤ r1) are r1 of the z
′ variables in the exact same way
z˜i (1 ≤ i ≤ r1) are r1 of the z variables. Other instances of notation of this type should be
interpreted in a similar manner.
With these notations, we may further bound (5.27) as follows
(5.28)∣∣∣ ∫
m(C)
T (f ;α) dα
∣∣∣2 ≪ (logX)2n−2KXD′1+D′2
 sup
H∈L1(X)
G∈L2(X;H)
sup
α∈m(C)
|S0(α,G,H)|
2
 W,
where
W =
∑
H∈L1(X)
∑
G∈L2(X;H)
N1(G;H)N2(H).
We can express W as the number of solutions y,y′ ∈ [0, X ]M ∩ ZM and z = (a,b), z′ =
(a′,b′) ∈ [0, X ]n−M−K ∩ Zn−M−K of the system
R+(Ψ)(z) = R+(Ψ)(z
′) = H(5.29)
R+(Φ)(y, Z(H)) = R+(Φ)(y
′, Z(H)) = G
Uℓ,r(y,H) = Uℓ,r(y
′,H) (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ)
gr,1y˜1 + . . .+ gr,r1y˜r1 = gr,1y˜
′
1 + . . .+ gr,r1 y˜
′
r1 (1 ≤ r ≤ r1)
Xℓ,r(a,b,H) = Xℓ,r(a
′,b′,H) (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ)
g′r,1z˜1 + . . .+ g
′
r,r1
z˜r1 = g
′
r,1z˜
′
1 + . . .+ g
′
r,r1
z˜′r1 (1 ≤ r ≤ r1)
for any H ∈ L1(X) and G ∈ L2(X ;H). By R+(Ψ)(z) = R+(Ψ)(z′) = H, we mean that
V
(s)
i (z) = V
(s)
i (z
′) = Hs,i, where Hs,i is the corresponding term ofH, for every V
(s)
i ∈ R+(Ψ).
The second set of equations in (5.29) should be interpreted in a similar manner.
We know that the system of polynomials R+(Φ)(y, Z(H)) is identical to R+(Φ)(y, z0)
for any choice of z0 ∈ Z(H). Similarly, it follows from (5.14), (5.22), and (5.26) that the
polynomial Uℓ,r(y,H) is identical to fℓ,r(0,y, z0)− fℓ,r(0, 0, z0) for any choice of z0 ∈ Z(H).
Furthermore, for 2 ≤ ℓ < d we know that each term of Xℓ,r(a,b,H) except for Pℓ,r(a,b)
is constant on z = (a,b) ∈ Z(H). Therefore, since R+(Ψ)(z) = H implies z ∈ Z(H),
we can rearrange the system (5.29) and deduce that W is the number of solutions y,y′ ∈
[0, X ]M ∩ ZM and z, z′ ∈ [0, X ]n−M−K ∩ Zn−M−K of the following system
R+(Ψ)(z) = R+(Ψ)(z
′)(5.30)
R+(Φ)(y, z) = R+(Φ)(y
′, z)
fℓ,r(0,y, z)− fℓ,r(0, 0, z) = fℓ,r(0,y
′, z)− fℓ,r(0, 0, z) (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ)
gr,1y˜1 + . . .+ gr,r1 y˜r1 = gr,1y˜
′
1 + . . .+ gr,r1 y˜
′
r1
(1 ≤ r ≤ r1)
Fd,r(0, 0, z) = Fd,r(0, 0, z
′) (1 ≤ r ≤ rd)
Pℓ,r(a,b) = Pℓ,r(a
′,b′) (2 ≤ ℓ < d, 1 ≤ r ≤ rℓ)
g′r,1z˜1 + . . .+ g
′
r,r1
z˜r1 = g
′
r,1z˜
′
1 + . . .+ g
′
r,r1
z˜′r1 (1 ≤ r ≤ r1).
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Our result then follows from the following two claims.
Claim 1: Given any c > 0, for sufficiently large C > 0 we have
sup
H∈L1(X)
G∈L2(X;H)
sup
α∈m(C)
|S0(α,G,H)| ≪
XK
(logX)c
.
Claim 2: We have the following bound on W,
W ≪ X2n−2K−2
∑d
ℓ=1 ℓrℓ−D
′
1−D
′
2.
Let c > 0. By substituting the bounds from the two claims above into (5.28), we obtain
that for sufficiently large C > 0 we have∫
m(C)
T (f ;α) dα≪
Xn−
∑d
ℓ=1 ℓrℓ
(logX)c
,
which is the bound in the statement of this proposition. Therefore, we are only left to prove
Claims 1 and 2 to establish our proposition. We now present the proof of Claim 2. Claim 1 is
obtained via Weyl differencing, which is a technique based on the Cauchy-Schwarz inequality,
and we prove it in Section 5.3 after the proof of Claim 2.
From (5.30), we can write
W =
∑
z=(a,b)∈[0,X]n−M−K
W ′1(z) · W
′
2(z),
where W ′1(z) is the number of solutions y,y
′ ∈ [0, X ]M ∩ ZM to the system
R+(Φ)(y, z) = R+(Φ)(y
′, z),
fℓ,r(0,y, z)− fℓ,r(0, 0, z) = fℓ,r(0,y
′, z)− fℓ,r(0, 0, z) (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ)
gr,1y˜1 + . . .+ gr,r1 y˜r1 = gr,1y˜
′
1 + . . .+ gr,r1 y˜
′
r1
(1 ≤ r ≤ r1),
and W ′2(z) is the number of solutions z
′ = (a′,b′) ∈ [0, X ]n−M−K ∩ Zn−M−K to the system
R+(Ψ)(z) = R+(Ψ)(z
′)
Fd,r(0, 0, z) = Fd,r(0, 0, z
′) (1 ≤ r ≤ rd)
Pℓ,r(a,b) = Pℓ,r(a
′,b′) (2 ≤ ℓ < d, 1 ≤ r ≤ rℓ)
g′r,1z˜1 + . . .+ g
′
r,r1
z˜r1 = g
′
r,1z˜
′
1 + . . .+ g
′
r,r1
z˜′r1 (1 ≤ r ≤ r1).
Define Wi :=
∑
z
W ′i(z)
2 (i = 1, 2) so that we have W2 ≤ W1W2 by the Cauchy-Schwarz
inequality. We estimate W1 and W2 in Sections 5.1 and 5.2, respectively. In Section 5.1, we
proveW1 ≪ Xn+3M−K−2
∑d
ℓ=1 ℓrℓ−2D
′
2 , and in Section 5.2 we proveW2 ≪ X3(n−M−K)−2
∑d
ℓ=1 ℓrℓ−2D
′
1 .
Combining these bounds for W1 and W2, we obtain
W ≤W1/21 W
1/2
2 ≪ X
2n−2K−2
∑d
ℓ=1 ℓrℓ−D
′
1−D
′
2,
which proves Claim 2.
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5.1. Estimate for W1. We first estimate W1, which we can deduce to be the number of
solutions y,y′,v,v′ ∈ [0, X ]M ∩ZM and z ∈ [0, X ]n−M−K ∩Zn−M−K satisfying the equations
fℓ,r(0,y, z)− fℓ,r(0,y
′, z) = 0 (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ)(5.31)
fℓ,r(0,v, z)− fℓ,r(0,v
′, z) = 0 (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ)
r1∑
i=1
gr,iy˜i −
r1∑
i=1
gr,iy˜
′
i = 0 (1 ≤ r ≤ r1)
r1∑
i=1
gr,iv˜i −
r1∑
i=1
gr,iv˜
′
i = 0 (1 ≤ r ≤ r1)
R+(Φ)(y, z)−R+(Φ)(y
′, z) = 0
R+(Φ)(v, z)−R+(Φ)(v
′, z) = 0.
Let R
(i)
+ (Φ) denote the degree i forms of R+(Φ) (1 ≤ i < d). By R+(Φ)(y, z)−R+(Φ)(y
′, z),
we mean the system of forms where its degree i forms are
R
(i)
+ (Φ)(y, z)−R
(i)
+ (Φ)(y
′, z) = {A(i)j (y, z)− A
(i)
j (y
′, z) : 1 ≤ j ≤ |R
(i)
+ (Φ)|},
for each 1 ≤ i ≤ d− 1. Recall we have R
(i)
+ (Φ) = R
(i)
(Φ) for 2 ≤ i ≤ d− 1. We also define
R+(Φ)(v, z)−R+(Φ)(v
′, z)
in a similar manner.
We consider the h-invariant of the system of polynomials on the left hand side of (5.31),
and show that it is a regular system. Recall we defined Qℓ,r(y, z) in (5.7) and also remarked
that it is the degree ℓ portion of the polynomial fℓ,r(0,y, z) − fℓ,r(0, 0, z). Therefore, the
degree ℓ portion of the polynomial fℓ,r(0,y, z)−fℓ,r(0,y′, z) is precisely Qℓ,r(y, z)−Qℓ,r(y′, z).
Thus the degree d portions of the degree d polynomials of the system (5.31) are Qd,r(y, z)−
Qd,r(y
′, z), Qd,r(v, z)−Qd,r(v′, z) (1 ≤ r ≤ rd). We let hd be the h-invariant of these degree
d forms. Suppose for some λ,µ ∈ Qrd, not both 0, we have
(5.32)
rd∑
r=1
λr · (Qd,r(y, z)−Qd,r(y
′, z)) + µr · (Qd,r(v, z)−Qd,r(v
′, z)) =
hd∑
j=1
U˜j · V˜j ,
where U˜j = U˜j(y,y
′,v,v′, z) and V˜j = V˜j(y,y
′,v,v′, z) are rational forms of positive degree
(1 ≤ j ≤ hd). Without loss of generality, suppose λ 6= 0. If we set v = v′ = y′ = 0, then
the above equation (5.32) becomes
rd∑
r=1
λr ·Qd,r(y, z) =
hd∑
j=1
U˜j(y, 0, 0, 0, z) · V˜j(y, 0, 0, 0, z).
Therefore, we obtain from (5.9) and (5.17) that
hd ≥ hd ({Qd,r(y, z) : 1 ≤ r ≤ rd})
≥ ρd,d(2R + 2R2) + 2R2 + 4r1
≥ ρd,d(2R + 2R
′
2 − 2|R
(1)
+ (Φ)| − 2r1) + 2|R
(1)
+ (Φ)|+ 2r1.
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We now estimate the h-invariant of the degree ℓ polynomials of the system (5.31) for each
2 ≤ ℓ ≤ d − 1. The degree ℓ portion of the degree ℓ polynomials of the system (5.31)
are precisely Qℓ,r(y, z) − Qℓ,r(y′, z), Qℓ,r(v, z) − Qℓ,r(v′, z) (1 ≤ r ≤ rℓ), and the forms of
R
(ℓ)
+ (Φ)(y, z)−R
(ℓ)
+ (Φ)(y
′, z) and R
(ℓ)
+ (Φ)(v, z)−R
(ℓ)
+ (Φ)(v
′, z). We let hℓ be the h-invariant
of these degree ℓ forms. Suppose for some λ,µ ∈ Qrℓ and γ,γ ′ ∈ Q|R
(ℓ)
(Φ)|, not all zero
vectors, we have
rℓ∑
r=1
λr · (Qℓ,r(y, z)−Qℓ,r(y
′, z)) + µr · (Qℓ,r(v, z)−Qℓ,r(v
′, z))(5.33)
+
∑
1≤j≤|R
(ℓ)
(Φ)|
γj(A
(ℓ)
j (y, z)− A
(ℓ)
j (y
′, z)) + γ′j(A
(ℓ)
j (v, z)− A
(ℓ)
j (v
′, z)) =
hℓ∑
j=1
U˜j · V˜j,
where U˜j = U˜j(y,y
′,v,v′, z) and V˜j = V˜j(y,y
′,v,v′, z) are rational forms of positive degree
(1 ≤ j ≤ hℓ). We must consider two cases, γ = γ ′ = 0 and at least one of γ and γ ′ not
being a zero vector. If γ = γ ′ = 0, then at least one of λ or µ is not a zero vector. Without
loss of generality, suppose λ 6= 0. Then by setting v = v′ = y′ = 0, we have
rℓ∑
r=1
λrQℓ,r(y, z) =
hℓ∑
j=1
U˜j(y, 0, 0, 0, z) · V˜j(y, 0, 0, 0, z).
Consequently, we obtain from (5.9) and (5.17) that
hℓ ≥ hℓ({Qℓ,r(y, z) : 1 ≤ r ≤ rℓ}) ≥ ρd,ℓ(2R + 2R2) + 2R2 + 4r1.
For the second case, suppose without loss of generality that γ 6= 0. First we set v = v′ = 0
and simplify the equation (5.33) to
rℓ∑
r=1
λr · (Qℓ,r(y, z)−Qℓ,r(y
′, z)) +
∑
1≤j≤|R
(ℓ)
(Φ)|
γj(A
(ℓ)
j (y, z)−A
(ℓ)
j (y
′, z))(5.34)
=
hℓ∑
j=1
U˜j(y,y
′, 0, 0, z) · V˜j(y,y
′, 0, 0, z).
Recall every monomial of Qℓ,r(y, z) contains at least one of the y variables. Thus it follows
from the definition of the h-invariant, (5.1), and (5.18) that
hℓ(Qℓ,r(y, z))
≤ M
≤ dR(R2 + 1)d−22d
(
ρd,d(2R + 2R2) + 2R2 + 4r1 + 2RC
′′
0
)
+ dR3(R2 + 1)d−2(2R2 + 1).
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Therefore, by moving the term
∑rℓ
r=1 λr · (Qℓ,r(y, z)− Qℓ,r(y
′, z)) to the right hand side of
the equation (5.34), we obtain via Lemma 2.6 and (4) of Proposition 2.7 that
(5.35)
hℓ + 2rℓM
≥ hℓ
(
R
(ℓ)
+ (Φ)(y, z)−R
(ℓ)
+ (Φ)(y
′, z)
)
≥ hℓ
(
R
(ℓ)
+ (Φ)(y, z)−R
(ℓ)
+ (Φ)(y
′, z); z
)
≥ hℓ
(
R
(ℓ)
+ (Φ)(y, z),R
(ℓ)
+ (Φ)(y
′, z); z
)
= hℓ
(
R
(ℓ)
(Φ)(y, z),R
(ℓ)
(Φ)(y′, z); z
)
= hℓ
(
R
(ℓ)
(Φ)(y, z); z
)
≥ Fℓ(R2)
= ρd,d(2R + 2R2) + 2R2 + 4r1
+ 2R
(
dR(R2 + 1)d−22d
(
ρd,d(2R + 2R2) + 2R2 + 4r1 + 2RC
′′
0
)
+ dR3(R2 + 1)d−2(2R2 + 1)
)
.
Thus it follows that
hℓ ≥ ρd,d(2R + 2R2) + 2R2 + 4r1 ≥ ρd,ℓ(2R + 2R2) + 2R2 + 4r1.
Therefore, in either case we obtain
hℓ ≥ ρd,ℓ(2R + 2R2) + 2R2 + 4r1 ≥ ρd,ℓ(2R + 2R
′
2 − 2|R
(1)
+ (Φ)| − 2r1) + 2|R
(1)
+ (Φ)|+ 2r1.
Finally, we also have to show that the linear forms of the system (5.31) are linearly
independent over Q. Recall the linear forms of
{ r1∑
i=1
gr,iy˜i : 1 ≤ r ≤ r1
}⋃
R
(1)
+ (Φ)(y, z)
are linearly independent over Q, and by construction they are only in the y variables. It is
then a basic exercise in linear algebra to verify that the linear forms of
R
(1)
+ (Φ)(y, z)−R
(1)
+ (Φ)(y
′, z)
⋃
R
(1)
+ (Φ)(v, z)−R
(1)
+ (Φ)(v
′, z)(5.36) ⋃ { r1∑
i=1
gr,iy˜i −
r1∑
i=1
gr,iy˜
′
i : 1 ≤ r ≤ r1
}⋃{ r1∑
i=1
gr,iv˜i −
r1∑
i=1
gr,iv˜
′
i : 1 ≤ r ≤ r1
}
are linearly independent over Q.
Therefore, we obtain from Corollary 2.5 that
W1 ≪ X
n+3M−K−2
∑d
ℓ=1 ℓrℓ−2D
′
2 .
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5.2. Estimate for W2. We now estimate W2, which we can deduce to be the number of
solutions z, z′, z′′ ∈ [0, X ]n−M−K ∩ Zn−M−K satisfying the equations
Fd,r(0, 0, z)− Fd,r(0, 0, z
′) = 0 (1 ≤ r ≤ rd)(5.37)
Fd,r(0, 0, z)− Fd,r(0, 0, z
′′) = 0 (1 ≤ r ≤ rd)
Pℓ,r(a,b)− Pℓ,r(a
′,b′) = 0 (2 ≤ ℓ < d, 1 ≤ r ≤ rℓ)
Pℓ,r(a,b)− Pℓ,r(a
′′,b′′) = 0 (2 ≤ ℓ < d, 1 ≤ r ≤ rℓ)
r1∑
i=1
g′r,iz˜i −
r1∑
i=1
g′r,iz˜
′
i = 0 (1 ≤ r ≤ r1)
r1∑
i=1
g′r,iz˜i −
r1∑
i=1
g′r,iz˜
′′
i = 0 (1 ≤ r ≤ r1)
R+(Ψ)(z)−R+(Ψ)(z
′) = 0
R+(Ψ)(z)−R+(Ψ)(z
′′) = 0,
where z = (a,b), z′ = (a′,b′), and z′′ = (a′′,b′′). Here the notations R+(Ψ)(z)−R+(Ψ)(z′)
and R+(Ψ)(z)−R+(Ψ)(z′′) should be interpreted in a similar manner as in Section 5.1.
We consider the h-invariant of the system of forms on the left hand side of (5.37), and
show that it is a regular system. The degree d forms of the system (5.37) are precisely
Fd,r(0, 0, z)−Fd,r(0, 0, z′) and Fd,r(0, 0, z)−Fd,r(0, 0, z′′) (1 ≤ r ≤ rd), and we let hd be the
h-invariant of these degree d forms. Suppose for some λ,µ ∈ Qrd , not both 0, we have
rd∑
r=1
λr · (Fd,r(0, 0, z)− Fd,r(0, 0, z
′)) +
rd∑
r=1
µr · (Fd,r(0, 0, z)− Fd,r(0, 0, z
′′))(5.38)
=
hd∑
j=1
U˜j · V˜j,
where U˜j = U˜j(z, z
′, z′′) and V˜j = V˜j(z, z
′, z′′) are rational forms of positive degree (1 ≤ j ≤
hd). We consider two cases, (λ+ µ) 6= 0 and (λ+ µ) = 0. Suppose (λ+ µ) 6= 0. If we set
z′ = z′′ = 0, then the above equation (5.38) becomes
rd∑
r=1
(λr + µr) · Fd,r(0, 0, z) =
hd∑
j=1
U˜j(z, 0, 0) · V˜j(z, 0, 0).
Thus we obtain
hd ≥ hd(Fd(0, 0, z)).
On the other hand, suppose (λ+ µ) = 0, then the above equation (5.38) simplifies to
−
rd∑
r=1
λr · (Fd,r(0, 0, z
′)− Fd,r(0, 0, z
′′)) =
hd∑
j=1
U˜j · V˜j .
From this equation, by setting z′′ = 0 we obtain
hd ≥ hd(Fd(0, 0, z)).
Therefore, in either case we obtain from (5.11), (5.12), and (5.21) that
hd ≥ hd(Fd(0, 0, z)) ≥ ρd,d(2R+2R1)+2R1+4r1 ≥ ρd,d(2R+2R
′
1−2|R
(1)
+ (Ψ)|−2r1)+2|R
(1)
+ (Ψ)|+2r1.
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We now estimate the h-invariant of the degree ℓ forms of the system (5.37) for each
2 ≤ ℓ < d. Recall we have R+(Ψ) = (R(d−1)(Ψ), . . . ,R(2)(Ψ),R
(1)
+ (Ψ)). The degree ℓ forms
of the system (5.37) are precisely Pℓ,r(a,b)−Pℓ,r(a′,b′), Pℓ,r(a,b)−Pℓ,r(a′′,b′′) (1 ≤ r ≤ rℓ),
and the forms of R(ℓ)(Ψ)(z) − R(ℓ)(Ψ)(z′) and R(ℓ)(Ψ)(z) − R(ℓ)(Ψ)(z′′). We let hℓ be the
h-invariant of these degree ℓ forms. Then for some λ,µ ∈ Qrℓ and γ,γ ′ ∈ Q|R
(ℓ)(Ψ)|, not all
zero vectors, we have
rℓ∑
r=1
λr(Pℓ,r(a,b)− Pℓ,r(a
′,b′) + µr(Pℓ,r(a,b)− Pℓ,r(a
′′,b′′))(5.39)
+
|R(ℓ)(Ψ)|∑
j=1
γj · (V
(ℓ)
j (z)− V
(ℓ)
j (z
′)) + γ′j · (V
(ℓ)
j (z)− V
(ℓ)
j (z
′′)) =
hℓ∑
j=1
U˜j · V˜j ,
where U˜j = U˜j(z, z
′, z′′) and V˜j = V˜j(z, z
′, z′′) are rational forms of positive degree (1 ≤ j ≤
hℓ). We consider two cases, γ = γ
′ = 0 and at least one of γ and γ ′ is not a zero vector.
First we suppose that γ = γ ′ = 0. In this case, at leat one of λ and µ is not a zero vector.
Without loss of generality, suppose λ 6= 0. Then by setting z = z′′ and z′ = 0, the equation
(5.39) becomes
∑
1≤r≤rℓ
λrPℓ,r(a,b) =
hℓ∑
j=1
U˜j(z, 0, z) · V˜j(z, 0, z).
Therefore, it follows from (5.10) and (5.19) that
hℓ ≥ hℓ({Pℓ,r(a,b) : 1 ≤ r ≤ rℓ})
≥ ρd,ℓ(2R + 2R1) + 2R1 + 4r1
≥ ρd,ℓ(2R + 2R
′
1 − 2|R
(1)
+ (Ψ)| − 2r1) + 2|R
(1)
+ (Ψ)|+ 2r1.
Next we suppose at least one of γ and γ ′ is not a zero vector. Without loss of generality,
suppose γ 6= 0. We consider two further subcases, (γ + γ ′) 6= 0 and (γ + γ ′) = 0.
Suppose (γ + γ ′) 6= 0. In this case, we set z′ = z′′ = 0, and the equation (5.39) simplifies
to
(5.40)∑
1≤r≤rℓ
(λr + µr)Pℓ,r(a,b) +
|R(ℓ)(Ψ)|∑
j=1
(γj + γ
′
j) · V
(ℓ)
j (z) =
hℓ∑
j=1
U˜j(z, 0, 0) · V˜j(z, 0, 0).
Recall every monomial of Pℓ,r(a,b) contains at least one of the a variables. Thus it follows
from the definition of the h-invariant, (5.5), and (5.20) that
hℓ(Pℓ,r(a,b)) ≤M
′ ≤ dR(R2 + 1)d−22d
(
ρd,d(2R + 2R1) + 2R1 + 4r1 + 2RC
′′
0
)
.
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Therefore, by moving the term
∑
1≤r≤rℓ
(λr + µr)Pℓ,r(a,b) to the right hand side of the
equation (5.40), we obtain via (3) of Proposition 2.7 that
hℓ +M
′rℓ ≥ hℓ(R
(ℓ)(Ψ))
≥ F ′ℓ(R1)
= ρd,d(2R + 2R1) + 2R1 + 4r1
+ 2R
(
dR(R2 + 1)d−22d
(
ρd,d(2R + 2R1) + 2R1 + 4r1 + 2RC
′′
0
))
.
Thus we obtain
(5.41)
hℓ ≥ ρd,d(2R + 2R1) + 2R1 + 4r1 ≥ ρd,ℓ(2R + 2R
′
1 − 2|R
(1)
+ (Ψ)| − 2r1) + 2|R
(1)
+ (Ψ)|+ 2r1.
On the other hand, we now suppose (γ + γ ′) = 0. By setting z = z′′ = 0, the equa-
tion (5.39) simplifies to
−
rℓ∑
r=1
λr · Pℓ,r(a
′,b′)−
|R(ℓ)(Ψ)|∑
j=1
γj · V
(ℓ)
j (z
′) =
hℓ∑
j=1
U˜j(0, z
′, 0) · V˜j(0, z
′, 0).
Then by a similar argument as above, we have
hℓ +M
′rℓ ≥ hℓ(R
(ℓ)(Ψ))
≥ F ′ℓ(R1)
= ρd,d(2R + 2R1) + 2R1 + 4r1
+ 2R
(
dR(R2 + 1)d−22d
(
ρd,d(2R + 2R1) + 2R1 + 4r1 + 2RC
′′
0
))
.
Therefore, we also obtain
(5.42)
hℓ ≥ ρd,d(2R + 2R1) + 2R1 + 4r1 ≥ ρd,ℓ(2R + 2R
′
1 − 2|R
(1)
+ (Ψ)| − 2r1) + 2|R
(1)
+ (Ψ)|+ 2r1
in this case.
We also have to show that the linear forms of the system (5.37),
{R(1)+ (Ψ)(z)−R
(1)
+ (Ψ)(z
′)}
⋃
{R(1)+ (Ψ)(z)−R
(1)
+ (Ψ)(z
′′)}(5.43) ⋃ { r1∑
i=1
g′r,iz˜i −
r1∑
i=1
g′r,iz˜
′
i : 1 ≤ r ≤ r1
}⋃ { r1∑
i=1
g′r,iz˜i −
r1∑
i=1
g′r,iz˜
′′
i : 1 ≤ r ≤ r1
}
,
are linearly independent over Q. Recall the linear forms of
R(1)+ (Ψ)(z)
⋃ { r1∑
i=1
g′r,iz˜i : 1 ≤ r ≤ r1
}
are linearly independent over Q. Using this fact, the verification of linear independence over
Q of the system of linear forms (5.43) is a basic exercise in linear algebra.
Therefore, we obtain by Corollary 2.5 that
W2 ≪ X
3(n−M−K)−2
∑d
ℓ=1 ℓrℓ−2D
′
1.
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5.3. Proof of Claim 1. Recall we defined
S0(α,G,H) =
∑
w∈[0,X]K
Λ(w) e
( ∑
1≤r≤r1
α1,r(c1,rw
j1,r + f˜1,r(w, 0, 0))
+
∑
2≤ℓ≤d
∑
1≤r≤rℓ
αℓ,r · Cℓ,r(w,G,H)
)
,(5.44)
where
Cℓ,r(w,G,H) = fℓ,r(w, 0, 0) +
ℓ−1∑
j=1
∑
1≤i1≤...≤ij≤K
(
ℓ−j∑
k=1
c
(k)
ℓ,r:i1,...,ij
(G,H)
)
wi1 . . . wij .
Also recall we defined the monomials wjℓ,r (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ) in (4.2). If we consider
the expression in the exponent of (5.44),∑
1≤r≤r1
α1,r(c1,rw
j1,r + f˜1,r(w, 0, 0)) +
∑
2≤ℓ≤d
∑
1≤r≤rℓ
αℓ,r · Cℓ,r(w,G,H),
as a polynomial in w with real coefficients, then it follows from the discussion after (4.11)
that the coefficient of wjℓ,r of this polynomial is cℓ,rαℓ,r. Furthermore, this polynomial does
not contain any monomial divisible by wjℓ,r other than itself.
We need to introduce few definitions and lemmas before we can begin with the proof of
Claim 1. Let 1 ≤ ℓ ≤ d, q ∈ N, and aℓ ∈ Z/qZ. For q > 1 we define
N(ℓ)aℓ,q(C0) = {ξℓ ∈ [0, 1) : |ξℓ − aℓ/q| ≤ (logX)
C0X−ℓ},
and when q = 1 we let
N
(ℓ)
0,1(C0) = {ξℓ ∈ [0, 1) : min{|ξℓ|, |ξℓ − 1|} ≤ (logX)
C0X−ℓ}.
We set
N(C0) =
⋃
q≤(logX)C0
⋃
gcd(ad,...,a1,q)=1
ad,...,a1∈Z/qZ
N(d)ad,q(C0)× . . .×N
(1)
a1,q
(C0),
and denote
n(C0) = [0, 1)
d\N(C0).
Let Uq be the group of units in Z/qZ. When q = 1 we let U1 = {0}. Let us also denote
n(ℓ)(C0) = [0, 1)\
 ⋃
q≤(logX)C0
⋃
aℓ∈Uq
N(ℓ)aℓ,q(C0)
 .
Suppose ξ = (ξd, . . . , ξ1) ∈ [0, 1)d satisfies ξℓ ∈ n(ℓ)(C0) for some 1 ≤ ℓ ≤ d. Then it is clear
that ξ ∈ n(C0).
We have the following lemma which is a special case of [14, Ch.VI, §1, Theorem 10].
Lemma 5.1. [14, Ch.VI, §1, Theorem 10] Let ℓ ≥ 1, αℓ−1, . . . , α1, α0 ∈ R, and gcd(a, q) = 1
with (logX)σ < q ≤ Xℓ(logX)−σ. Suppose we have σ0 > 0 such that σ ≥ 26ℓ(σ0 + 1). Then
we have ∑
p≤X
p prime
e
(
a
q
pℓ + αℓ−1p
ℓ−1 + . . .+ α1p+ α0
)
≪
X
(logX)σ0
,
where the implicit constant depends only on ℓ.
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From this lemma we can obtain the following, which is essentially a special case of [14,
Ch.X, §5, Lemma 10.8].
Lemma 5.2. [14, Ch.X, §5, Lemma 10.8] Suppose ℓ ≥ 1 and αℓ, . . . , α1 ∈ R. Let
T1(αℓ, . . . , α1) =
∑
x∈[0,X]
Λ(x)e(αℓx
ℓ + . . .+ α1x).
Given any c0 > 0, for sufficiently large C0 > 0 we have
|T1(αℓ, . . . , α1)| ≪
X
(logX)c0
for any αℓ, . . . , α1 ∈ R with αℓ ∈ n(ℓ)(C0). Here the implicit constant depends only on ℓ.
Proof. By Dirichlet’s theorem on diophantine approximation, there exist a, q ∈ Z such that
gcd(a, q) = 1, 1 ≤ q ≤ Xℓ(logX)−C0 , and
(5.45) |qαℓ − a| <
(logX)C0
Xℓ
.
Since we have
(5.46)
∣∣∣αℓ − a
q
∣∣∣ < (logX)C0
qXℓ
≤
(logX)C0
Xℓ
,
it follows from the definition of n(ℓ)(C0) that q > (logX)
C0 . Let βℓ = αℓ−
a
q
. Then we obtain
from (5.45) that
|βℓ| =
∣∣∣αℓ − a
q
∣∣∣ < (logX)C0
qXℓ
≤
1
Xℓ
.
We now have the set up to apply Lemma 5.1. Let us define
T0(αℓ, . . . , α1) =
∑
1≤p≤X
p prime
e(αℓp
ℓ + . . .+ α1p).
By following the argument in the proof of [14, Ch.X, §5, Lemma 10.8], we obtain that given
any c0 > 0, for C0 > 0 sufficiently large we have
|T0(αℓ, . . . , α1)| ≪
X
(logX)c0
,
where the implicit constant depends only on ℓ. From here we obtain via partial summation
the required bound on T1(αℓ, . . . , α1). 
Recall ‖α‖ is the distance from α ∈ R to the closest integer. The following is a special
case of [19, Lemma 14.1].
Lemma 5.3. [19, Lemma 14.1]. Suppose λ ∈ R, A > 1, and Z > 0. Let N (Z) be the
number of integers v such that
|v| ≤ ZA and ‖λv‖ ≤ ZA−1.(5.47)
Then for 0 < Z1 ≤ Z2 < 1 we have
N (Z1)≫ (Z1/Z2) N (Z2),
where the implicit constant is an absolute constant.
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We now begin with the proof of Claim 1. Let M0 be the diagonal R × R matrix where
its diagonal entries from the top left corner to the right bottom corner are cd,1, cd,2, . . . ,
cd,rd, cd−1,1, cd−1,2, . . . , cd−1,rd−1, . . . , c1,1, c1,2, . . . , c1,r1 in this order. ClearlyM0 is an invertible
matrix. Let γℓ,r = αℓ,rcℓ,r. Consider the polynomial in the exponent of (5.44) as a polynomial
in the w variables. Then we know that the coefficient of wjℓ,r of this polynomial is γℓ,r. We
also have
M0 ·
 αd,1...
α1,r1
 =
 γd,1...
γ1,r1
 ∈ RR.
Suppose γ ∈ M(C ′) for some C ′ > 0, then there exist a ∈ ZR and q ∈ N such that
gcd(a, q) = 1, 0 < q ≤ (logX)C
′
, and |γℓ,r − aℓ,r/q| ≤ (logX)C
′
/Xℓ (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ).
Let us denote
M−10 ·
 ad,1/q...
a1,r1/q
 =
 a
′
d,1/q
′
...
a′1,r1/q
′
 and M−10 ·
 γd,1 − ad,1/q...
γ1,r1 − a1,r1/q
 =
 β
′
d,1
...
β ′1,r1
 .
It is easy to deduce that
q′ ≤ (logX)C
′+1 and |β ′ℓ,r| ≤
(logX)C
′+1
Xℓ
(1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ)
for X sufficiently large with respect to cd,1, . . . , c1,r1. Since αℓ,r =
a′
ℓ,r
q′
+ β ′ℓ,r, we see that
α ∈ M(C ′ + 1). Now since α ∈ m(C), it follows from this argument that γ ∈ m(C − 1).
Then there exist ℓ and r such that γℓ,r ∈ n(ℓ)(C ′′), where C ′′ = (C − 1)/R, by the following
reason. Suppose γℓ,r 6∈ n(ℓ)(C ′′) (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ). Then for each 1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ
there exist qℓ,r ∈ N and aℓ,r ∈ Z such that
qℓ,r ≤ (logX)
C′′ and |γℓ,r − aℓ,r/qℓ,r| ≤
(logX)C
′′
Xℓ
.
By taking q to be the appropriate factor of the lowest common multiple of qd,1, . . . , q1,r1 , we
see that γ ∈M(C − 1), which is a contradiction.
Throughout the remainder of this section, we fix ℓ and r to be such that γℓ,r ∈ n(ℓ)(C ′′).
Following [5], we consider two cases depending on wjℓ,r : Case 1 is when wjℓ,r contains only
one distinct variable, and Case 2 is when it has more than one distinct variable.
Case 1: Without loss of generality, suppose wjℓ,r = wℓ1. We may bound S0(α,G,H) as
follows
S0(α,G,H) ≤ (logX)
K−1 ·(5.48) ∑
wK∈[0,X]
. . .
∑
w2∈[0,X]
∣∣∣ ∑
w1∈[0,X]
Λ(w1) e
(
γℓ,rw
ℓ
1 + τ(w1, w2, . . . , wK,G,H)
) ∣∣∣,
where τ(w1, w2, . . . , wK ,G,H) has degree strictly less than ℓ as a polynomial in w1 with
coefficients possibly dependent on w2, . . . , wK ,G,H. This follows from the fact that the
coefficient of wℓ1 of the polynomial in the exponent of (5.44) is γℓ,r, and that there are no
other monomials divisible by wℓ1.
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Therefore, since γℓ,r ∈ n(ℓ)(C ′′) we may apply Lemma 5.2 with c0 = c+K− 1 to the inner
sum of (5.48) and obtain
S0(α,G,H)≪ (logX)
K−1XK−1
X
(logX)c+K−1
=
XK
(logX)c
.
Case 2: We have that wjℓ,r contains at least two distinct variables. In particular, we must
have ℓ > 1. By relabeling if necessary, let wjℓ,r = wj11 . . . w
jk
k where j1, . . . , jk > 0. We know
that the coefficient of wjℓ,r of the polynomial in the exponent of (5.44) is γℓ,r. In this case,
we may bound S0(α,G,H) as follows
|S0(α,G,H)| ≤ (logX)
K−k ·
∑
wK∈[0,X]
. . .
∑
wk+1∈[0,X]
|S(w1, . . . , wK ,G,H)|,(5.49)
where
S(w1, . . . , wK ,G,H) =
∑
w1∈[0,X]
. . .
∑
wk∈[0,X]
Λ(w1) . . .Λ(wk) e
(
γℓ,rw
jℓ,r +Θ(w1, . . . , wk)
)
,
and Θ(w1, . . . , wk) = Θ(w1, . . . , wk : wk+1, . . . , wK ,G,H) is a polynomial in w1, . . . , wk with
coefficients possibly dependent on wk+1, . . . , wK ,G,H. By construction, we also know that
this polynomial does not have any monomial divisible by wjℓ,r .
We now apply Weyl differencing ℓ times, where we apply it ji times to the variable wi
for each 1 ≤ i ≤ k. The point is that with this process every monomial of γℓ,rwjℓ,r +
Θ(w1, . . . , wk) for which at least one of wi has degree strictly less than ji will vanish, in
particular every monomial of Θ(w1, . . . , wk) will vanish. Let c˜ = j1! . . . jk!. As a result, we
obtain
|S(w1, . . . , wK,G,H)|
2ℓ(5.50)
≪ (logX)k2
ℓ
Xk2
ℓ−ℓ
∑
vi∈[−X,X]
1≤i≤ℓ−1
min{X, ‖c˜γℓ,rv1 . . . vℓ−1‖
−1}.
Since this is a standard application of Weyl differencing, and also similar to the argument
in [5, pp. 725-726], we leave the details to the reader.
Let
AX := {(v1, . . . , vℓ−1) ∈ [−X,X ]
ℓ−1 ∩ Zℓ−1} : ‖c˜γℓ,rv1 . . . vℓ−1‖ ≤
1
X
}.
For any 1 ≤ X ′ < X , we define the set
AX,X′ := {(v1, . . . , vℓ−1) ∈ [−X/X
′, X/X ′]ℓ−1 ∩ Zℓ−1} : ‖c˜γℓ,rv1 . . . vℓ−1‖ ≤
1
X(X ′)ℓ−1
}.
By applying Lemma 5.3 successively in the variables v1, . . . , vℓ−1, we obtain
|AX | ≪ (X
′)ℓ−1|AX,X′|.
LetX ′ = X(logX)−C
′′/d. Suppose there exists (v1, . . . , vℓ−1) ∈ AX,X′ such that (v1 . . . vℓ−1) 6=
0. Then we have
|c˜v1 . . . vℓ−1| ≤ (logX)
C′′ and ‖c˜γℓ,rv1 . . . vℓ−1‖ ≤
(logX)C
′′
Xℓ
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for X sufficiently large with respect to ℓ, and this contradicts the fact that γℓ,r ∈ n(ℓ)(C ′′).
Thus at least one of v1, . . . , vℓ−1 must be 0. Therefore, we have
|AX,X′| ≪ (logX)
(ℓ−2)C′′/d,
and consequently,
(5.51) |AX| ≪
(
X
(logX)C′′/d
)ℓ−1
|AX,X′| ≪
Xℓ−1
(logX)C′′/d
.
We now proceed in a similar manner as in [19, Lemma 13.2]. First let us deal with the
case ℓ > 2. Let N0(v
′
1, . . . , v
′
ℓ−2) be the number of points vℓ−1 ∈ [−X,X ] ∩ Z such that
(v′1, . . . , v
′
ℓ−2, vℓ−1) ∈ AX . Then we have
(5.52) |AX| =
∑
v1∈[−X,X]
. . .
∑
vℓ−2∈[−X,X]
N0(v1, . . . , vℓ−2),
and let N0 = |AX | when ℓ = 2.
Let us write {α} for the fractional part of a real number α. Then for any set of integers
v1, . . . , vℓ−2, and a ∈ Z with 0 ≤ a < X , the inequality
(5.53)
a
X
≤ {c˜γℓ,rv1 . . . vℓ−1} <
a+ 1
X
cannot hold for more than 2N0(v1, . . . , vℓ−2) integer points vℓ−1 lying inside [−X,X ] for the
following reason. Suppose this is indeed the case, and let vℓ−1 ∈ [−X,X ] be one integer
which satisfies (5.53). By the pigeon hole principle, we know that at least one of
{v′ℓ−1 ∈ [−X,X ] ∩ Z : v
′
ℓ−1 satisfies (5.53) and vℓ−1v
′
ℓ−1 ≥ 0}
or
{v′ℓ−1 ∈ [−X,X ] ∩ Z : v
′
ℓ−1 satisfies (5.53) and vℓ−1v
′
ℓ−1 < 0}
has cardinality greater than N0(v1, . . . , vℓ−2). Suppose it is the former set (we can argue in a
similar fashion for the latter set as well). If vℓ−1 and v
′
ℓ−1 are two distinct points that satisfy
(5.53), then we have
‖c˜γℓ,rv1 . . . vℓ−2(vℓ−1 − v
′
ℓ−1)‖ <
1
X
and (vℓ−1 − v′ℓ−1) ∈ [−X,X ] ∩ Z. Consequently, we have (v1, . . . , vℓ−2, vℓ−1 − v
′
ℓ−1) ∈ AX
from which we can obtain contradiction. Therefore, we obtain the following inequalities∑
vℓ−1∈[−X,X]
min
(
X, ‖c˜γℓ,rv1 . . . vℓ−1‖
−1
)
(5.54)
≪ N0(v1, . . . , vℓ−2)
∑
0≤a≤X
min
(
X,max
(
X
a
,
X
|X − a− 1|
))
≪ N0(v1, . . . , vℓ−2)X logX.
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Thus via (5.51), (5.52), and (5.54), we have the following bound for (5.50),
|S(w1, . . . , wK ,G,H)|
2ℓ
≤ (logX)2
ℓkX2
ℓk−ℓ
∑
v1∈[−X,X]
. . .
∑
vℓ−1∈[−X,X]
min
(
X, ‖c˜γℓ,rv1 . . . vℓ−1‖
−1
)
≪ (logX)2
ℓkX2
ℓk−ℓ
∑
v1∈[−X,X]
. . .
∑
vℓ−2∈[−X,X]
N0(v1, . . . , vℓ−2)X logX
= (logX)2
ℓkX2
ℓk−ℓ |AX| X logX
≤ X2
ℓk(logX)2
ℓk+1−C′′/d,
and hence
|S(w1, . . . , wK ,G,H)| ≪ X
k(logX)k+2
−ℓ(1−C′′/d).
Therefore, we obtain from (5.49) that
|S0(α,G,H)| ≪ (logX)
K−k ·
∑
wK∈[0,X]
. . .
∑
wk+1∈[0,X]
Xk(logX)k+2
−ℓ(1−C′′/d)
≪ (logX)KXK(logX)2
−ℓ(1−C′′/d).
The case ℓ = 2 can be dealt with in a similar and more simple manner. Recall from above
C ′′ = (C − 1)/R and K ≤ dR. Thus we make sure C is sufficiently large with respect to
d and R. This completes the proof of Claim 1, and hence the proof of Proposition 4.1 as
well. 
6. Technical estimates
In this section, we collect results related to Weyl differencing that are necessary in ob-
taining estimates for the singular integral and the singular series defined in (7.4) and (7.19),
respectively.
Let us denote B0 = [0, 1]
n. Let α = (αd, . . . ,α1) ∈ R
R, where R = r1 + . . . + rd and
αℓ = (αℓ,1, . . . , αℓ,rℓ) ∈ R
rℓ (1 ≤ ℓ ≤ d). We define
‖α‖ = max
1≤ℓ≤d
1≤r≤rℓ
‖αℓ,r‖ and |α| = max
1≤ℓ≤d
1≤r≤rℓ
|αℓ,r|.
Let u = (ud, . . . ,u1) be a system of polynomials inQ[x1, . . . , xn], where uℓ = (uℓ,1, . . . , uℓ,rℓ)
is the subsystem of degree ℓ polynomials of u (1 ≤ ℓ ≤ d). We let U = (Ud, . . . ,U1) be the
system of forms, where for each 1 ≤ ℓ ≤ d, Uℓ = (Uℓ,1, . . . , Uℓ,rℓ) and Uℓ,r is the degree ℓ
portion of uℓ,r (1 ≤ r ≤ rℓ). We define the following exponential sum associated to u,
(6.1) S(α) = S(u,B0;α) :=
∑
x∈PB0∩Zn
e
(∑
1≤ℓ≤d
∑
1≤r≤rℓ
αℓ,r · uℓ,r(x)
)
.
Let 1 < ℓ ≤ d and rℓ > 0. We let Mℓ =Mℓ(Uℓ) be the affine variety in (C
n)ℓ−1 associated
to Uℓ, for which the definition we provide in (A.2) of Appendix A. For R0 > 0, we denote
zR0(Mℓ) to be the number of integer points (x1, . . . ,xℓ−1) on Mℓ such that
max
1≤i≤ℓ−1
max
1≤j≤n
|xij | ≤ R0
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where xi = (xi1, . . . , xin) (1 ≤ i ≤ ℓ − 1). We define gℓ(Uℓ) to be the largest real number
such that
(6.2) zP (Mℓ)≪ P
n(ℓ−1)−gℓ(Uℓ)+ε
holds for each ε > 0. It was proved in [19, pp. 280, Corollary] that
(6.3) hℓ(Uℓ) <
ℓ!
(log 2)ℓ
(gℓ(Uℓ) + (ℓ− 1)rℓ(rℓ − 1)) .
Let
γℓ =
2ℓ−1(ℓ− 1)rℓ
gℓ(Uℓ)
when rℓ > 0 and gℓ(Uℓ) > 0. We let γℓ = 0 if rℓ = 0, and let γℓ = +∞ if rℓ > 0 and
gℓ(Uℓ) = 0. For ℓ with rℓ > 0, we also define
(6.4) γ′ℓ =
2ℓ−1
gℓ(Uℓ)
=
γℓ
(ℓ− 1)rℓ
.
We need the following lemma to obtain estimates on the singular integral. Let
I(B0, τ ) =
∫
v∈B0
e
(
d∑
ℓ=1
rℓ∑
r=1
τℓ,r · Uℓ,r(v)
)
dv.
Lemma 6.1. [22, Lemma 2.7] Suppose u has coefficients in Z, and that B1(u1) is sufficiently
large with respect to rd, . . . , r1, and d. Furthermore, suppose γ2, . . . , γd are sufficiently small
with respect to rd, . . . , r1, and d. Then we have
(6.5) I(B0, τ )≪ min(1, |τ |
−R−1),
where the implicit constant depends at most on d, rd, . . . , r1, and U.
We refer the reader to [22] for a proof of this lemma. The proof in [22] is similar to that
of [19, Lemma 8.1], which is for systems without linear polynomials. However, due to the
presence of linear polynomials it requires some justification not available in [19].
We also need to deal with certain situations where the coefficients of u may depend on P .
There are essentially two different scenarios we have to consider, first of which we refer to
as the following.
Condition (⋆′): The polynomials of u have coefficients in Z, and the coefficients of U do
not depend on P . However, for each uℓ,r(x) (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ) the coefficients of its
monomials whose degrees are strictly less than ℓ may depend on P .
We have the following result when u satisfies Condition (⋆′).
Corollary 6.2. Suppose u satisfies Condition (⋆′). Let S(α) be the sum associated to u as
in (6.1). Suppose ε′ > 0 is sufficiently small and Q > 0 satisfies
Qγ′d < 1.
Then one of the following alternatives must hold:
(i) |S(α)| ≤ P n−Q.
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(ii) There exists n0 ∈ N such that
n0 ≪ P
Qγd+ε
′
and ‖n0αd‖ ≪ P
−d+Qγd+ε
′
.
The implicit constants depend only on n, d, rd, ε
′, Q, and Ud.
Next we present the result in our second scenario for when the coefficients of u may depend
on P . Let u
(j)
ℓ,r(x) be the homogeneous degree j portion of the polynomial uℓ,r(x). In the
following corollary, for j < ℓ the coefficients of u
(j)
ℓ,r(x) may be in Q and also depend on P ,
but in a controlled manner. On the other hand, the coefficients of Uℓ,r(x) do not depend on
P .
Corollary 6.3. Suppose u has coefficients in Q, and further suppose U has coefficients in
Z. Let Q > 0 and ε > 0. Let 2 ≤ ℓ ≤ d with rℓ > 0. If ℓ = d, then let θ = 0 and q = 1. On
the other hand, if 2 ≤ ℓ < d, then suppose 0 ≤ θ < 1/4 and that there is q ∈ N with
q ≤ P θ, qαj ∈ Z
rj (ℓ < j ≤ d),
and
qαℓ′,ru
(j)
ℓ′,r(x) ∈ Z[x1, . . . , xn]
for every ℓ < ℓ′ ≤ d, 0 ≤ j < ℓ′, 1 ≤ r ≤ rℓ′. Let S(α) be the sum associated to u as in (6.1).
Suppose
4θ +Qγ′ℓ < 1.
Then one of the following alternatives must hold:
(i) |S(α)| ≤ P n−Q.
(ii) There exists n0 ∈ N such that
n0 ≪ P
Qγℓ+ε and ‖n0qαℓ‖ ≪ P
−ℓ+4θ+Qγℓ+ε.
The implicit constants depend at most on n, d, rd, . . . , r1, Q, ε, and U.
We present the details of proof of Corollaries 6.2 and 6.3 in Appendix A.
7. Hardy-Littlewood Circle Method: Major Arcs
For x = (x1, . . . , xn), let us denote x̂ = (x1, . . . , xn−r1). In this section, we consider the
system of equations
(7.1) fℓ,r(x) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),
where we assume f is of the shape
fℓ,r(x) = fℓ,r(x̂) ∈ Z[x1, . . . , xn−r1 ] (2 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),
and
f1,r(x) = c1,rxn−r1+r + f˜1,r(x̂) (1 ≤ r ≤ r1),
where c1,r ∈ Z\{0} and f˜1,r(x̂) ∈ Z[x1, . . . , xn−r1]. We further assume f satisfies the following:
hd(fd), . . . , h2(f2), and B1(f1) are all sufficiently large with respect to d and rd, . . . , r1. Clearly
systems with these assumptions contain f in (4.2) as a special case. We also denote Fℓ,r to be
the homogeneous degree ℓ portion of fℓ,r (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ), and let Fℓ = (Fℓ,1, . . . , Fℓ,rℓ)
(1 ≤ ℓ ≤ d).
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Let B0 = [0, 1]
n ⊆ Rn. Given b ∈ (Z/qZ)n, we define
ψb(t) = ψb1(t1) . . . ψbn(tn),
where
ψbj (tj) =
∑
0≤v≤tj
v≡bj (mod q)
Λ(v).
We use the notation x ≡ b (mod q) to mean xi ≡ bi (mod q) for each 1 ≤ i ≤ n. Suppose
for α ∈ [0, 1)R, we have α = a/q + β where a ∈ (Z/qZ)R. Then we have
T (f ;α)(7.2)
=
∑
x∈[0,X]n
Λ(x) e
(
d∑
ℓ=1
rℓ∑
r=1
αℓ,r · fℓ,r(x)
)
=
∑
b∈(Z/qZ)n
∑
x∈[0,X]n
x≡b(mod q)
Λ(x) e
(
d∑
ℓ=1
rℓ∑
r=1
aℓ,r · fℓ,r(b)/q
)
e
(
d∑
ℓ=1
rℓ∑
r=1
βℓ,r · fℓ,r(x)
)
=
∑
b∈(Z/qZ)n
e
(
d∑
ℓ=1
rℓ∑
r=1
aℓ,r · fℓ,r(b)/q
)∫
t∈XB0
e
(
d∑
ℓ=1
rℓ∑
r=1
βℓ,r · fℓ,r(t)
)
dψb(t),
where dψb(t) denotes the product measure dψb1(t1)× . . .× dψbn(tn).
Let φ be Euler’s totient function. For a positive integer q, recall we put Uq for the group
of units in Z/qZ. Lemma 7.1 below follows immediately from the proof of [5, Lemma 6] as
the proof does not depend on the fact that the polynomials of the system all have the same
degree.
Lemma 7.1. Let c > 0, C > 0, q ≤ (logX)C, and b ∈ (Z/qZ)n. Suppose α = a/q + β ∈
Ma,q(C). Then we have∫
t∈XB0
e
(
d∑
ℓ=1
rℓ∑
r=1
βℓ,r · fℓ,r(t)
)
dψb(t)
= 1b∈(Uq)n
1
φ(q)n
∫
v∈XB0
e
(
d∑
ℓ=1
rℓ∑
r=1
βℓ,r · fℓ,r(v)
)
dv +O(Xn/(logX)c),
where 1b∈(Uq)n is 1 if b ∈ (Uq)
n and 0 otherwise.
Let ε > 0. We simplify the above integral by a change of variable as follows∫
v∈XB0
e
(
d∑
ℓ=1
rℓ∑
r=1
βℓ,r · fℓ,r(v)
)
dv(7.3)
=
∫
v∈XB0
e
(
d∑
ℓ=1
rℓ∑
r=1
βℓ,r · Fℓ,r(v)
)
dv +O(Xn−1+ε)
= Xn I(B0,β
′) +O(Xn−1+ε),
where
β ′ℓ,r = X
ℓβℓ,r (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),
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and
I(B0, τ ) =
∫
v∈B0
e
(
d∑
ℓ=1
rℓ∑
r=1
τℓ,r · Fℓ,r(v)
)
dv.
We define
J(L) =
∫
|τ |≤L
I(B0, τ ) dτ .
By our assumptions on f and (6.3), we know we can apply Lemma 6.1 and obtain
I(B0, τ )≪ min(1, |τ |−R−1). With this estimate, it is an easy exercise to show that
(7.4) µ(∞) =
∫
τ∈RR
I(B0, τ ) dτ ,
which is called the singular integral, exists, and that
(7.5)
∣∣∣µ(∞)− J(L)∣∣∣≪ L−1.
We note that µ(∞) is the same as what is defined in [3, (2.3)], and we have
(7.6) µ(∞) > 0
provided that the system of equations
Fℓ,r(x) = 0 (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ)
has a non-singular real solution in (0, 1)n. The argument used to show this fact is standard
and we refer the reader to see for example [7, Chapter 16], or the explanation in [3].
We define the following sums:
(7.7) Sa,q =
∑
k∈(Uq)n
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)
,
B(q) =
∑
gcd(a,q)=1
a∈(Z/qZ)R
1
φ(q)n
Sa,q,
and
(7.8) S(X) =
∑
q≤(logX)C
B(q).
By combining Lemma 7.1 with the definitions given above, we have the following.
Lemma 7.2. [5, Lemma 8] Given any c > 0, C > 0, and q ≤ (logX)C, we have∫
Ma,q(C)
T (f ;α) dα =
Xn−
∑d
ℓ=1 ℓrℓ
φ(q)n
Sa,q J((logX)
C) +O
(
Xn−
∑d
ℓ=1 ℓrℓ
(logX)c
)
.
Therefore, we obtain the following estimate as a consequence of the definition of the major
arcs, (7.5), and Lemma 7.2.
Lemma 7.3. Given any c > 0 and C > 0, we have∫
M(C)
T (f ;α) dα = S(X)µ(∞)Xn−
∑d
ℓ=1 ℓrℓ +O
(
S(X)
Xn−
∑d
ℓ=1 ℓrℓ
(logX)C
+
Xn−
∑d
ℓ=1 ℓrℓ
(logX)c
)
.
We still have to deal with the term S(X), and this is done in the following section.
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7.1. Singular Series. In order to estimate the term S(X), we begin by obtaining estimates
for the exponential sum Sa,q defined in (7.7). We define gℓ(Fℓ) as in (6.2). It then follows
from (6.3) that
hℓ(Fℓ) < (log 2)
−ℓ · ℓ! · (gℓ(Fℓ) + (ℓ− 1)rℓ(rℓ − 1))
for 2 ≤ ℓ ≤ d with rℓ > 0. From this inequality, for 2 ≤ ℓ ≤ d with rℓ > 0 we see that we
can assume gℓ(Fℓ) to be sufficiently large with respect to d and rd, . . . , r1.
Let
Q = 1 +max
{ 1 +R(800d3 + 2)
800d3 + 1
,
R + 1
1− 1
800d3+1
}
.
With our assumptions in this section, Q satisfies the following,
4
(
γ2Q + γ3Q+ . . .+ γdQ+
1
800d
)
<
1
100d
,
Q · rℓ(ℓ− 1) · 2
ℓ−1
(
(log 2)ℓ(hℓ(Fℓ)− (800d3 + 1)Q)
ℓ!
− (ℓ− 1)rℓ(rℓ − 1)
)−1
(7.9)
<
1
1600d3 + 2
(2 ≤ ℓ ≤ d),
and
(7.10) 0 < Q <
d− 1
d(r1 + 1)
(γ2 + 4γ3 + . . .+ 4
d−2γd)
−1,
where γℓ is defined (with respect to Fℓ here) after (6.3). We fix this value of Q throughout
the remainder of this section. Also since B1(F1) is sufficiently large with respect to d and
rd, . . . , r1, we have B1(F1) > Q.
We consider two cases depending on a to bound Sa,q when q is a prime power. These cases
are treated separately in Lemmas 7.4 and 7.5.
Lemma 7.4. Let p be a prime and let q = pt, t ∈ N. Let a = (ad, . . . , a1) ∈ (Z/qZ)R with
gcd(a, q) = 1. Furthermore, suppose there exists ℓ ∈ {2, . . . , d} such that gcd(aℓ, q) = 1.
Then we have the following bounds
Sa,q ≪
{
qn−Q, if t ≤ 800d3 + 1,
pQqn−Q, if t > 800d3 + 1,
where the implicit constants are independent of p.
Proof. We consider the two cases t ≤ 800d3+1 and t > 800d3+1 separately. We begin with
the case t ≤ 800d3 + 1. In this case, we apply the inclusion-exclusion principle to Sa,q. As a
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result, we obtain
(7.11)
Sa,q =
∑
k∈(Uq)n
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)
=
∑
k∈(Z/qZ)n
n∏
i=1
1− ∑
vi∈Z/pt−1Z
1ki=pvi
 e( d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)
=
∑
I⊆{1,2,...,n}
(−1)|I|
∑
v∈(Z/pt−1Z)|I|
∑
k∈(Z/qZ)n
FI(k;v) e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)
,
where
1ki=pvi =
{
1, if ki = pvi,
0, if ki 6= pvi,
and
FI(k;v) =
∏
i∈I
1ki=pvi
for v ∈ (Z/pt−1Z)|I|. In other words, FI(k;v) is the characteristic function of the set
HI,v = {k ∈ (Z/qZ)n : ki = pvi (i ∈ I)}. We now bound the summand in the final
expression of (7.11) by further considering two cases, |I| ≥ tQ and |I| < tQ. In the first case
|I| ≥ tQ, we use the following trivial estimate∣∣∣ ∑
v∈(Z/pt−1Z)|I|
∑
k∈(Z/qZ)n
FI(k;v) e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)∣∣∣ ≤ p(t−1)|I|(pt)n−|I|
= qn−|I|/t
≤ qn−Q.
On the other hand, suppose |I| < tQ. Let us label s = (s1, . . . , sn−|I|) to be the remaining
variables of x after setting xi = 0 for each i ∈ I. For each 1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ, let
gℓ,r(s) = fℓ,r(x)|xi=pvi(i∈I),
or equivalently the polynomial gℓ,r(s) is obtained by substituting xi = pvi (i ∈ I) to the
polynomial fℓ,r(x). Thus gℓ,r(s) is a polynomial in n − |I| variables whose coefficients may
depend on p. With these notations we have∑
k∈(Z/qZ)n
FI(k;v) e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)
=
∑
s∈(Z/qZ)n−|I|
e
(
d∑
ℓ=1
rℓ∑
r=1
gℓ,r(s) · aℓ,r/q
)
=
∑
s∈[0,q−1]n−|I|
e
(
d∑
ℓ=1
rℓ∑
r=1
gℓ,r(s) · aℓ,r/q
)
.
We can also deduce easily that the homogeneous degree ℓ portion of the polynomial gℓ,r(s),
which we denote Gℓ,r(s), is obtained by substituting xi = 0 (i ∈ I) to Fℓ,r(x). Hence, we
have
Gℓ,r(s) = Fℓ,r(x)|xi=0 (i∈I),
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and in particular, it is independent of p. Thus the system of polynomials gℓ,r(s) (1 ≤ ℓ ≤
d, 1 ≤ r ≤ rℓ) satisfies Condition (⋆′). It also follows by Lemma 2.1 that
hℓ({Gℓ,r : 1 ≤ r ≤ rℓ}) ≥ hℓ(Fℓ)− |I| > hℓ(Fℓ)− (800d
3 + 1)Q (2 ≤ ℓ ≤ d).
By our choice of Q, namely (7.9), and from (6.3), we have
Qγ′ℓ ≤ Qγℓ <
1
1600d3 + 2
< 1 (2 ≤ ℓ ≤ d),
where γ′ℓ and γℓ are defined with respect to {Gℓ,r : 1 ≤ r ≤ rℓ} here.
Take ε > 0 sufficiently small. Let us suppose that p and t are sufficiently large with
respect to the coefficients of F, n, d, rd, . . . , r1, ε, and Q, which implies that q is sufficiently
large with respect to the coefficients of Gℓ,rℓ(s) (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ). Suppose we have
(7.12)
∑
s∈[0,q−1]n−|I|
e
(
d∑
ℓ=1
rℓ∑
r=1
gℓ,r(s) · aℓ,r/q
)
> (q − 1)n−|I|−Q.
Then by Corollary 6.2 there must exist n0 ∈ N such that
n0 ≪ q
Qγd+ε and ‖n0(ad/q)‖ ≪ q
−d+Qγd+ε.
Since p and t are sufficiently large, we have n0 < q
1/(1600d3+2) and ‖n0(ad/q)‖ < q−d+1/(1600d
3+2),
because Qγd + ε < 1/(1600d
3 + 2). Then it follows that n0 < p
t/(1600d3+2) < p. Suppose now
that not all entries of n0ad is divisible by q. In this case, we obtain
1
q
≤ ‖n0(ad/q)‖ <
1
qd−1/(1600d3+2)
,
which is a contradiction. Thus all of the entries of n0ad must be divisible by q = p
t and
since gcd(n0, p) = 1, it follows that all of the entries of ad must be divisible by q. Therefore,
we can simplify the exponential sum in consideration since e(m) = 1 when m ∈ Z, and the
inequality (7.12) becomes∑
s∈[0,q−1]n−|I|
e
(
d∑
ℓ=1
rℓ∑
r=1
gℓ,r(s) · aℓ,r/q
)
=
∑
s∈[0,q−1]n−|I|
e
(
d−1∑
ℓ=1
rℓ∑
r=1
gℓ,r(s) · aℓ,r/q
)
(7.13)
> (q − 1)n−|I|−Q.
We may repeat the argument as above, because we are now dealing with the system of
polynomials gℓ,r(s) (1 ≤ ℓ ≤ d − 1, 1 ≤ r ≤ rℓ). Again by Corollary 6.2 there must exist
n′0 ∈ N such that
n′0 ≪ q
Qγd−1+ε and ‖n′0(ad−1/q)‖ ≪ q
−(d−1)+Qγd−1+ε.
Since p and t are sufficiently large, we have n′0 < q
1/(1600d3+2) and ‖n′0(ad−1/q)‖ < q
−(d−1)+1/(1600d3+2),
because Qγd−1 + ε < 1/(1600d
3 + 2). Then it follows that n′0 < p
t/(1600d3+2) < p. Suppose
now that not all entries of n′0ad−1 is divisible by q. In this case, we obtain
1
q
≤ ‖n′0(ad−1/q)‖ <
1
q(d−1)−1/(1600d3+2)
,
which is a contradiction. Thus all of the entries of n′0ad−1 must be divisible by q = p
t and
since gcd(n′0, p) = 1, it follows that all of the entries of ad−1 must be divisible by q. It is
then clear that we can repeat the argument and keep reducing until we obtain that all of the
entries of aℓ must be divisible by q for each 2 ≤ ℓ ≤ d. We remark that if there exists ℓ
′ with
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rℓ′ = 0, then we simply skip the case ℓ = ℓ
′ during this process. Thus we have gcd(aℓ, q) > 1
for each 2 ≤ ℓ ≤ d, which is a contradiction. As a result we must have∑
s∈[0,q−1]n−|I|
e
(
d∑
ℓ=1
rℓ∑
r=1
gℓ,r(s) · aℓ,r/q
)
≪ qn−|I|−Q.
Thus we obtain∑
v∈(Z/pt−1Z)|I|
∑
k∈(Z/qZ)n
FI(k;v) e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)
≪ (pt−1)|I|qn−|I|−Q ≤ qn−Q.
Consequently, by combining the estimates for the two cases |I| ≥ tQ and |I| < tQ, we obtain
Sa,q ≪ q
n−Q
when t ≤ 800d2 + 1.
We now consider the case t > 800d3 + 1. By the definition of Sa,q, we have
Sa,q =
∑
k∈(Uq)n
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)
(7.14)
=
∑
k∈(Up)n
∑
y∈(Z/pt−1Z)n
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k+ py) · aℓ,r/q
)
=
∑
k∈(Up)n
∑
y∈[0,pt−1−1]n
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k+ py) · aℓ,r/q
)
.
For each fixed k ∈ (Up)n, we have
fℓ,r(k+ py) = p
ℓFℓ,r(y) + ωℓ,r:p,k(y) (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ),
where ωℓ,r:p,k(y) is a polynomial in y of degree at most ℓ− 1 and its coefficients are integers
which may depend on p and k. We let
uℓ,r(y) = Fℓ,r(y) +
1
pℓ
ωℓ,r:p,k(y) (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ).
We can then express the inner sum of the last expression of (7.14) as∑
y∈[0,pt−1−1]n
e
(
d∑
ℓ=1
rℓ∑
r=1
uℓ,r(y) · aℓ,r/(q/p
ℓ)
)
.
We have that u has coefficients in Q, and U has coefficients in Z. Let αℓ,r = aℓ,r/p
t−ℓ
(1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ), and P = (pt−1 − 1).
Recall we have set Q to satisfy
4
(
γ2Q + γ3Q+ . . .+ γdQ+
1
800d
)
<
1
100d
,
where γℓ is defined with respect to Fℓ here. Suppose we have∣∣∣ ∑
y∈[0,P ]n
e
(
d∑
ℓ=1
rℓ∑
r=1
uℓ,r(y) · αℓ,r
) ∣∣∣ > P n−Q.
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Then by Corollary 6.3, there must exist nd ∈ N such that
nd ≪ P
Qγd+ε and ‖ndαd‖ ≪ P
−d+Qγd+ε.
For P = pt−1 − 1 sufficiently large, we have
nd < p
(t−1)/(100d) and ‖nd(ad/p
t−d)‖ < p(t−1)(−d+1/(100d)) ,
because Qγd + ε < 1/(100d). Suppose now that not all entries of ndad is divisible by p
t−d.
In this case, we obtain
1
pt−d
≤ ‖nd(ad/p
t−d)‖ <
1
p(t−1)(d−1/(100d))
,
which is a contradiction. Thus all of the entries of ndad must be divisible by p
t−d. In
particular,
ndαd = nd(ad/p
t−d) ∈ Zrd ,
and we can assume without loss of generality that nd is a power of p satisfying nd <
p(t−1)/(100d). Since t − d > (t − 1)/(100d), it follows that every entry of ad is divisible
by p.
From the inequality t > 800d3 + 1, we have pd < p(t−1)/(800d
2). Thus we have
(nd p
d)αd,r
1
pd
ωd,r:p,k(y) ∈ Z[y1, . . . , yn] (1 ≤ r ≤ rd),
and
nd p
d ≤ PQγd+2εP 1/(800d
2).
With this set up, we can apply Corollary 6.3 again with ℓ = d− 1 and
θ = Qγd +
1
800d2
+ εd <
1
100d
<
1
4
,
where εd > 0 is sufficiently small, and deduce that there must exist nd−1 ∈ N such that
nd−1 ≪ P
Qγd−1+ε and ‖nd−1nd p
dαd−1‖ ≪ P
−(d−1)+4θ+Qγd−1+ε.
For P = pt−1 − 1 sufficiently large, we have
nd−1 < p
(t−1)/(100d) and ‖nd−1nd p
d(ad−1/p
t−(d−1))‖ < p(t−1)(−(d−1)+1/(100d)) ,
because
Qγd−1 + 4θ + ε = Qγd−1 + 4
(
Qγd +
1
800d2
+ εd
)
+ ε <
1
100d
.
Suppose now that not all entries of (nd−1nd p
dad−1) is divisible by p
t−(d−1). In this case, we
obtain
1
pt−(d−1)
≤ ‖nd−1nd p
d(ad−1/p
t−(d−1))‖ <
1
p(t−1)((d−1)−1/(100d))
,
which is a contradiction. Thus all of the entries of (nd−1nd p
dad−1) must be divisible by
pt−(d−1). In particular,
nd−1nd p
dαd−1 = nd−1nd p
d(ad−1/p
t−(d−1)) ∈ Zrd−1 ,
and we can assume without loss of generality that nd−1 is a power of p satisfying nd−1 <
p(t−1)/(100d). Since t − (d − 1) > 2(t − 1)/(100d) + d, it follows that every entry of ad−1 is
divisible by p.
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We have
(nd−1nd p
d+(d−1))αd,r
1
pd
ωd,r:p,k(y) ∈ Z[y1, . . . , yn] (1 ≤ r ≤ rd),
(nd−1nd p
d+(d−1))αd−1,r
1
pd−1
ωd−1,r:p,k(y) ∈ Z[y1, . . . , yn] (1 ≤ r ≤ rd−1),
and
nd−1nd p
d+(d−1) ≤ PQγd−1+2εPQγdP 2/(800d
2).
With this set up, we can apply Corollary 6.3 again with ℓ = d− 2 and
θ = Qγd−1 + εd−1 +Qγd +
2
800d2
< Qγd−1 + εd−1 +Qγd +
d
800d2
(7.15)
<
1
100d
<
1
4
,
where εd−1 > 0 is sufficiently small. At this point it is clear that we can repeat the process,
in fact we continue in this manner until ℓ = 2. We remark that if there exists ℓ′ with rℓ′ = 0,
then we simply skip the case ℓ = ℓ′ during this process. As a result, we obtain that every
entry of ad, . . . , a2 is divisible by p. Thus we have gcd(aℓ, q) > 1 for each 2 ≤ ℓ ≤ d, which
is a contradiction. Therefore, we obtain∣∣∣ ∑
y∈[0,pt−1−1]n
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k+ py) · aℓ,r/q
)∣∣∣ = ∣∣∣ ∑
y∈[0,P ]n
e
(
d∑
ℓ=1
rℓ∑
r=1
uℓ,r(y) · αℓ,r
) ∣∣∣
≪ P n−Q
≪ (pt−1)n−Q.
Thus we can bound (7.14) as follows
Sa,q ≤
∑
k∈Unp
∣∣∣ ∑
y∈[0,pt−1−1]n
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k+ py) · aℓ,r/q
)∣∣∣
≪ pn(pt−1)n−Q
= pQqn−Q.

Lemma 7.5. Let p be a prime and let q = pt, t ∈ N. Let a = (ad, . . . , a1) ∈ (Z/qZ)R with
gcd(a, q) = 1. Furthermore, suppose gcd(aℓ, q) > 1 for 2 ≤ ℓ ≤ d, and gcd(a1, q) = 1. Then
we have
Sa,q ≪
{
qn−Q, if t ≤ 800d3 + 1,
pQqn−Q, if t > 800d3 + 1,
where the implicit constants depend only on n and the coefficients of F1, and in particular
they are independent of p.
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Proof. First we consider the case t > 1. Since gcd(a1, q) = 1, there exists 1 ≤ r
′ ≤ r1 such
that gcd(a1,r′, p) = 1. By our assumption on f , we have
Sa,q =
∑
k∈(Uq)n
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/q
)
=
 ∏
1≤r≤r1
∑
kn−r1+r∈Uq
e(c1,rkn−r1+r · a1,r/q)
 ∑
k̂∈(Uq)n−r1
e
( ∑
1≤r≤r1
f˜1,r(k̂) · a1,r/q
+
d∑
ℓ=2
rℓ∑
r=1
fℓ,r(k̂) · aℓ,r/q
)
.
If gcd(p, c1,r′) = 1, then gcd(a1,r′ · c1,r′, q) = 1. Consequently, we have∑
kn−r1+r′
∈Uq
e((a1,r′ · c1,r′)kn−r1+r′/q) =
∑
k∈Uq
e(k/q) = 0,
because t > 1. In this case, it follows that
Sa,q = 0.
Otherwise, we have p|c1,r′. Let c1,r′ = pi0m0 where p ∤ m0. By a similar argument, we have
∑
kn−r1+r′
∈Uq
e((a1,r′ · c1,r′)kn−r1+r′/q) =
 0, if t > i0 + 1,−pi0 , if t = i0 + 1,
φ(q), if t ≤ i0.
Therefore, for all but finite possibilities (depending only on c1,1, . . . , c1,r1) of q we always
have Sa,q = 0. Thus for t > 1 we see that we can obtain the bounds in the statement of the
lemma with the implicit constant depending only on c1,1, . . . , c1,r1.
In the case t = 1, since e(m) = 1 for m ∈ Z, we have by our hypothesis that
Sa,p =
∑
k∈(Up)n
e
(
r1∑
r=1
f1,r(k) · a1,r/p
)
.
We bound this sum in a similar manner as in Lemma 7.4. We apply the inclusion-exclusion
principle and obtain ∑
k∈(Up)n
e
(
r1∑
r=1
f1,r(k) · a1,r/p
)
(7.16)
=
∑
k∈(Z/pZ)n
n∏
i=1
(1− 1ki=0) e
(
r1∑
r=1
f1,r(k) · a1,r/p
)
=
∑
I⊆{1,2,...,n}
(−1)|I|
∑
k∈(Z/pZ)n
FI(k) e
(
r1∑
r=1
f1,r(k) · a1,r/p
)
,
where
1ki=0 =
{
1, if ki = 0,
0, if ki 6= 0,
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and
FI(k) =
∏
i∈I
1ki=0.
In other words, FI(k) is the characteristic function of the set HI = {k ∈ (Z/pZ)n : ki = 0 (i ∈
I)}. We now bound the summand in the final expression of (7.16) by further considering two
cases, |I| ≥ Q and |I| < Q. In the first case |I| ≥ Q, we use the following trivial estimate∣∣∣ ∑
k∈(Z/pZ)n
FI(k) e
(
r1∑
r=1
f1,r(k) · a1,r/p
) ∣∣∣ ≤ pn−|I| ≤ pn−Q.
On the other hand, suppose |I| < Q. Let us label s = (s1, . . . , sn−|I|) to be the remaining
variables of x after setting xi = 0 for each i ∈ I. For each 1 ≤ r ≤ r1, let
g1,r(s) = f1,r(x)|xi=0 (i∈I),
or equivalently the polynomial g1,r(s) is obtained by substituting xi = 0 (i ∈ I) to the
polynomial f1,r(x). Thus g1,r(s) is a polynomial in n− |I| variables. Let us denote
g1,r(s) =
n−|I|∑
i=1
c′r,i si + c
′
r,0 (1 ≤ r ≤ r1).
With these notations, we have∑
k∈(Z/pZ)n
FI(k) e
(
r1∑
r=1
f1,r(k) · a1,r/p
)
(7.17)
=
∑
s∈[0,p−1]n−|I|
e
(
r1∑
r=1
g1,r(s) · a1,r/p
)
= e
(
r1∑
r=1
c′r,0 a1,r/p
) ∑
s∈[0,p−1]n−|I|
e
 r1∑
r=1
n−|I|∑
i=1
c′r,isi · a1,r/p

= e
(
r1∑
r=1
c′r,0 a1,r/p
) ∑
s∈[0,p−1]n−|I|
e
n−|I|∑
i=1
si
p
( r1∑
r=1
c′r,i · a1,r
)
.
We can also deduce easily that the homogeneous linear portion of the polynomial g1,r(s),
which we denote G1,r(s) =
∑n−|I|
i=1 c
′
r,i si, is obtained by substituting xi = 0 (i ∈ I) to F1,r(x).
Hence, we have
G1,r(s) = F1,r(x)|xi=0 (i∈I).
It then follows by Lemma 3.2 that
B1({G1,r : 1 ≤ r ≤ r1}) ≥ B1(F1)− |I| > B1(F1)−Q > 0.
In particular, it follows that G1,1(s), . . . ,G1,r1(s) are linearly independent over Q. Thus for
p sufficiently large with respect to the coefficients of F1, the coefficient matrix of G1,1(s),
. . . , G1,r1(s) has full rank modulo p. Therefore, it follows that if
r1∑
r=1
c′r,i · a1,r ≡ 0 (mod p)
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for each 1 ≤ i ≤ n− |I|, then it must be that a1,1 ≡ . . . ≡ a1,r1 ≡ 0 (mod p). Since we have
gcd(a1, p) = 1, this is a contradiction. Thus without loss of generality suppose
ς =
r1∑
r=1
c′r,1 · a1,r 6≡ 0 (mod p).
Then equation (7.17) becomes∣∣∣ ∑
k∈(Z/pZ)n
FI(k) e
(
r1∑
r=1
f1,r(k) · a1,r/p
)∣∣∣
=
∣∣∣ ( ∑
0≤s1≤p−1
e(ςs1/p)
) ∑
0≤si≤p−1
2≤i≤n−|I|
e
n−|I|∑
i=2
si
p
( r1∑
r=1
c′r,i · a1,r
)∣∣∣
= 0,
because ∑
0≤s1≤p−1
e(ςs1/p) =
∑
0≤s1≤p−1
e(s1/p) = 0.
Therefore, by combining the estimates for the two cases |I| ≥ Q and |I| < Q, we obtain
Sa,p ≪ p
n−Q,
where the implicit constant depends only on n and the coefficients of F1. 
By a similar argument as in [14, Chapter VIII, §2, Lemma 8.1], one can show that B(q) is
a multiplicative function of q. We leave the proof of the following lemma as a basic exercise
involving the Chinese remainder theorem and manipulating summations.
Lemma 7.6. Suppose q, q′ ∈ N and gcd(q, q′) = 1. Then we have
B(qq′) = B(q)B(q′).
Recall we defined the term S(N) in (7.8). For each prime p, we define
(7.18) µ(p) = 1 +
∞∑
t=1
B(pt),
which converges absolutely under our assumptions on f . Furthermore, under our assumptions
on f the following limit exists
(7.19) S(∞) := lim
N→∞
S(N) =
∏
p prime
µ(p),
which is called the singular series. We prove these statements in the following Lemma 7.7.
Lemma 7.7. There exists δ1 > 0 such that for each prime p, we have
µ(p) = 1 +O(p−1−δ1),
where the implicit constant is independent of p. Furthermore, we have∣∣∣S(N)−S(∞)∣∣∣≪ (logN)−Cδ2
for some δ2 > 0.
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Therefore, the limit in (7.19) exists, and the product in (7.19) converges. We leave the
details that these two quantities are equal to the reader.
Proof. Recall our choice of Q satisfies
Q >
1 +R(800d3 + 2)
800d3 + 1
and Q >
R + 1
1− 1
800d3+1
> R + 1.
For any t ∈ N, we know that φ(pt) = pt(1 − 1/p) ≥ 1
2
pt. Therefore, by considering the two
cases as in the statements of Lemmas 7.4 and 7.5, we obtain
|µ(p)− 1| ≤
∑
1≤t≤800d3+1
∣∣∣ ∑
gcd(a,pt)=1
a∈(Z/ptZ)R
1
φ(pt)n
Sa,pt
∣∣∣ + ∑
t>800d3+1
∣∣∣ ∑
gcd(a,pt)=1
a∈(Z/ptZ)R
1
φ(pt)n
Sa,pt
∣∣∣
≪
∑
1≤t≤800d3+1
ptRp−ntpnt−tQ +
∑
t>800d3+1
ptRp−ntpQ+nt−tQ
≪ pR−Q + pQp−(800d
3+2)(Q−R)
≪ p−1−δ1 ,
for some δ1 > 0. We note that the implicit constants in ≪ are independent of p here.
Let q = pt11 . . . p
tv
v be the prime factorization of q ∈ N. Without loss of generality, suppose
we have tj ≤ 800d3+1 (1 ≤ j ≤ v0) and tj > 800d3+1 (v0 < j ≤ v). By a similar calculation
as above and the multiplicativity of B(q), it follows that
B(q) = B(pt11 ) . . . B(p
tv
v )
≪
(
v0∏
j=1
p
tjR
j p
−ntj
j p
tj(n−Q)
j
)
·
(
v∏
j=v0+1
p
tjR
j p
−ntj
j p
Q
j p
tj(n−Q)
j
)
= qR−Q ·
(
v∏
j=v0+1
pQj
)
≤ qR−Q · qQ/(800d
3+1)
≤ q−1−δ2 ,
for some δ2 > 0. We note that the implicit constant in≪ is independent of q here. Therefore,
we obtain ∣∣∣S(N)−S(∞)∣∣∣ ≤ ∑
q>(logN)C
|B(q)|
≪
∑
q>(logN)C
q−1−δ2
≪ (logN)−Cδ2 .

Let νt(p) denote the number of solutions x ∈ (Upt)n to the congruence relations
fℓ,r(x) ≡ 0 (mod p
t) (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ).(7.20)
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Then using the fact that ∑
a∈Z/ptZ
e
(
m · a/pt
)
=
{
pt, if pt|m,
0, otherwise,
we deduce
1 +
t∑
j=1
B(pj)
= 1 +
t∑
j=1
1
φ(pj)n
∑
k∈(U
pj
)n
∑
gcd(a,pj)=1
a∈(Z/pjZ)R
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/p
j
)
=
1
φ(pt)n
∑
k∈(Upt )
n
∑
a∈(Z/ptZ)R
e
(
d∑
ℓ=1
rℓ∑
r=1
fℓ,r(k) · aℓ,r/p
t
)
=
ptR
φ(pt)n
νt(p).
Therefore, under our assumptions on f we obtain
µ(p) = lim
t→∞
ptR νt(p)
φ(pt)n
.
We can then deduce by an application of Hensel’s lemma that
µ(p) > 0,
if the system (7.1) has a non-singular solution in Z×p , the units of p-adic integers. The
details are left to the reader. From this it follows in combination with Lemma 7.7 that if
the system (7.1) has a non-singular solution in Z×p for every prime p, then
(7.21) S(∞) =
∏
p prime
µ(p) > 0.
By combining Lemmas 7.3 and 7.7, we obtain the following.
Proposition 7.8. Let f be the polynomials in (7.1). Given any c > 0, for sufficiently large
C > 0 we have∫
M(C)
T (f ;α) dα = S(∞)µ(∞) Xn−
∑d
ℓ=1 ℓrℓ +O
(
Xn−
∑d
ℓ=1 ℓrℓ
(logX)c
)
.
We note this proposition contains Proposition 4.2 as a special case with
(7.22) C(f) = S(∞)µ(∞).
8. Conclusions and further remarks
Let us refer to the polynomials in (4.1) as f , and the polynomials in (4.2) as f in this
section. We let F and F be the systems of the highest degree homogeneous portions of f
and f, respectively.
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As a consequence of Propositions 4.1 and 4.2, we obtain the following asymptotic formula
for the system of equations (4.2). We have that given any c > 0, there exists C > 0 such
that
Mf(X) =
∫
TR
T (f;α) dα(8.1)
=
∫
M(C)
T (f;α) dα+
∫
m(C)
T (f;α) dα
= C(f) Xn−
∑d
ℓ=1 ℓrℓ +O
(
Xn−
∑d
ℓ=1 ℓrℓ
(logX)c
)
,
which proves Theorem 1.2 for f.
Recall from Section 4 that transforming the system f into f does not affect its solution
set, in other words Vf ,0(Z) = Vf,0(Z). Therefore, we in fact have
Mf(X) =Mf(X) = C(f) X
n−
∑d
ℓ=1 ℓrℓ +O
(
Xn−
∑d
ℓ=1 ℓrℓ
(logN)c
)
.
Since C(f) is a constant dependent only on f, in turn it follows that it is a constant which
depends only on f . Thus by setting C(f) = C(f), we have obtained Theorem 1.2.
We also remark that if VF,0(R) has a non-singular real point in (0, 1)
n, then so does VF,0(R),
and if the system of equations (4.1) has a non-singular solution in Z×p for every prime p, then
so does the system (4.2). Under these conditions, it follows from (7.6), (7.21), and (7.22)
that C(f) = C(f) > 0. We leave the details here to the reader.
Finally, we followed [5] and used the von-Mangoldt function Λ as our weight for the
exponential sum. Consequently, Mf (X) counts the number of solutions, with a logarithmic
weight, to the equations f = 0 whose coordinates are all prime powers. Let 1P denote the
characteristic function of the set of prime numbers. For x = (x1, . . . , xn), we let 1P(x) =
1P(x1) . . .1P(xn) and log(x) = log(x1) . . . log(xn). Let us define
M′f(X) :=
∑
x∈[0,X]n
log(x) 1P(x) 1Vf,0(C)(x)
with the convention that log(x)1P(x) = 0 if xi = 0 for some 1 ≤ i ≤ n. The quantity
M′f (X) counts the number of prime solutions, with a logarithmic weight, to the equations
f = 0. We record the following result for M′f(X).
Theorem 8.1. Under the same hypotheses as in Theorem 1.2, we have
M′f(X) = C(f) X
n−
∑d
ℓ=1 ℓrℓ +O
(
Xn−
∑d
ℓ=1 ℓrℓ
(logN)c
)
,
where C(f) is the same constant as in the statement of Theorem 1.2.
We can obtain this asymptotic formula by changing the weight from Λ(x) to log(x)1P(x)
in the proof of Theorem 1.2. Since the resulting changes in the proof are minimal, we leave
the details to the reader.
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Appendix A. Proofs of the results in Section 6
In this appendix, we provide proof for the results presented in Section 6. Let us denote
B1 = [−1, 1]n and B0 = [0, 1]n. Let x = (x1, . . . , xn) and xj = (xj,1, . . . , xj,n) for j ≥ 1.
Given a function G(x), we define
Γℓ,G(x1, . . . ,xℓ) =
1∑
t1=0
. . .
1∑
tℓ=0
(−1)t1+...+tℓ G(t1x1 + . . .+ tℓxℓ).
Then it follows that Γℓ,G is symmetric in its ℓ arguments, and that Γℓ,G(x1, . . . ,xℓ−1, 0) = 0
[19, Section 11]. It is clear from the definition that if G′(x) is another function, then
Γℓ,G + Γℓ,G′ = Γℓ,G+G′. We also have that if G is a form of degree d and ℓ > d > 0,
then Γℓ,G = 0 [19, Lemma 11.2].
For α ∈ R, let ‖α‖ denote the distance from α to the closest integer. Letα = (αd, . . . ,α1) ∈
RR, where R = r1 + . . .+ rd and αℓ = (αℓ,1, . . . , αℓ,rℓ) ∈ R
rℓ (1 ≤ ℓ ≤ d). We define
‖α‖ = max
1≤ℓ≤d
1≤r≤rℓ
‖αℓ,r‖ and |α| = max
1≤ℓ≤d
1≤r≤rℓ
|αℓ,r|.
We have the following standard results related to Weyl differencing.
Lemma A.1. [19, Lemma 13.1] Suppose G(x) = G(0) +G(1)(x) + . . .+G(d)(x), where G(j)
is a form of degree j with real coefficients (1 ≤ j ≤ d) and G(0) ∈ R. Let P > 1, and put
S ′ = S ′(G,P,B0) :=
∑
x∈PB0∩Zn
e(G(x)).
Let e1, . . . , en be the standard basis vectors of R
n. Let ε > 0 and 2 ≤ ℓ ≤ d. If ℓ = d, then
let θ = 0 and q = 1. On the other hand, if 2 ≤ ℓ < d, then suppose 0 ≤ θ < 1/4 and that
there is q ∈ N with
q ≤ P θ and ‖qG(j)‖ ≤ cP θ−j (ℓ < j ≤ d).
Then we have
|S ′|2
ℓ−1
≪ P (2
ℓ−1−ℓ+2θ)n+ε
∑( n∏
i=1
min(P 1−2θ, ‖qΓℓ,G(ℓ)(x1, . . . ,xℓ−1, ei)‖
−1)
)
,
where the sum
∑
is over (ℓ−1)-tuples of integer points x1, . . . ,xℓ−1 in PB1, and the implicit
constant in ≪ depends only on n, d, c, and ε.
We remark that the term c which appears in the statement of Lemma A.1 is not present
in the statement of [19, Lemma 13.1]. However, it can be seen from the proof of [19, Lemma
13.1] that this change does not affect the result, or see the explanation given in [19, pp. 275,
line 5].
Lemma A.2. [19, Lemma 14.2] Make all the assumptions of Lemma A.1. Suppose further
that
|S ′| ≥ P n−Q
where Q > 0. Let η > 0 and η + 4θ ≤ 1. Then the number N(η) of integral (ℓ− 1)-tuples
x1, . . . ,xℓ−1 ∈ P
ηB1
with
‖qΓℓ,G(ℓ)(x1, . . . ,xℓ−1, ei)‖ < P
−ℓ+4θ+(ℓ−1)η (i = 1, . . . , n)
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satisfies
N(η)≫ P n(ℓ−1)η−2
ℓ−1Q−ε,
where the implicit constant in ≫ depends only on n, d, c, η, and ε.
Let u = (ud, . . . ,u1) be a system of polynomials inQ[x1, . . . , xn], where uℓ = (uℓ,1, . . . , uℓ,rℓ)
is the subsystem of degree ℓ polynomials of u (1 ≤ ℓ ≤ d). We let U = (Ud, . . . ,U1) be the
system of forms, where for each 1 ≤ ℓ ≤ d, Uℓ = (Uℓ,1, . . . , Uℓ,rℓ) and Uℓ,r is the degree ℓ
portion of uℓ,r (1 ≤ r ≤ rℓ). We define the following exponential sum associated to u,
(A.1) S(α) = S(u,B0;α) :=
∑
x∈PB0∩Zn
e
(∑
1≤ℓ≤d
∑
1≤r≤rℓ
αℓ,r · uℓ,r(x)
)
.
Let e1, . . . , en be the standard basis vectors of C
n. Let 1 < ℓ ≤ d. We defineMℓ =Mℓ(Uℓ)
to be the set of (ℓ− 1)-tuples (x1, . . . ,xℓ−1) ∈ (Cn)ℓ−1 for which the matrix
(A.2) [mri] = [Γℓ,Uℓ,r(x1, . . . ,xd−1, ei)] (1 ≤ r ≤ rℓ, 1 ≤ i ≤ n)
has rank strictly less than rℓ. For R0 > 0, we denote zR0(Mℓ) to be the number of integer
points (x1, . . . ,xℓ−1) on Mℓ such that
max
1≤i≤ℓ−1
max
1≤j≤n
|xij | ≤ R0.
Given a degree ℓ polynomial
u(x) =
∑
ij∈N∪{0}(1≤j≤n)
0≤i1+...+in≤ℓ
Ai1,...,inx
i1
1 . . . x
in
n
with real coefficients, we denote
|u| = max
ij∈N∪{0}(1≤j≤n)
0≤i1+...+in≤ℓ
|Ai1,...,in | and ‖u‖ = max
ij∈N∪{0}(1≤j≤n)
0≤i1+...+in≤ℓ
‖Ai1,...,in‖.
Lemma A.3. [19, Lemma 11.3] Suppose U(x) is a form of degree ℓ. Then we have
‖Γℓ,U‖ ≤ 2
ℓℓℓ ‖U‖.
By a similar proof as in [19, Lemma 11.3], we can also show that for a degree ℓ form U(x)
the following holds
(A.3) |Γℓ,U | ≤ 2
ℓℓℓ|U |.
Let 1 < ℓ ≤ d and rℓ > 0. We define gℓ(Uℓ) to be the largest real number such that
(A.4) zP (Mℓ)≪ P
n(ℓ−1)−gℓ(Uℓ)+ε
holds for each ε > 0. It was proved in [19, pp. 280, Corollary] that
(A.5) hℓ(Uℓ) <
ℓ!
(log 2)ℓ
(gℓ(Uℓ) + (ℓ− 1)rℓ(rℓ − 1)) .
Let
γℓ =
2ℓ−1(ℓ− 1)rℓ
gℓ(Uℓ)
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when rℓ > 0 and gℓ(Uℓ) > 0. We let γℓ = 0 if rℓ = 0, and let γℓ = +∞ if rℓ > 0 and
gℓ(Uℓ) = 0. For ℓ with rℓ > 0, we also define
(A.6) γ′ℓ =
2ℓ−1
gℓ(Uℓ)
=
γℓ
(ℓ− 1)rℓ
.
We have to deal with the cases when the coefficients of u may depend on P . There are
essentially two different scenarios we have to consider, the first of which we refer to as follows.
Condition (⋆′): The polynomials of u have coefficients in Z, and the coefficients of U do
not depend on P . However, given uℓ,r(x) (1 ≤ ℓ ≤ d, 1 ≤ r ≤ rℓ) the coefficients of its
monomials whose degrees are strictly less than ℓ may depend on P .
The following lemma is essentially [19, Lemma 15.1]. The point here is that if we are only
considering the case ℓ = d, then the implicit constants may depend on Ud but not on u
(Note for the case ℓ < d the implicit constants may depend on u, see [22, Lemma 2.2]).
Lemma A.4. [19, Lemma 15.1] Suppose u satisfies Condition (⋆′). Let Q > 0, ε > 0, and
let P be sufficiently large with respect to d and rd, . . . , r1. Let S(α) be the sum associated to
u as in (A.1). Given 0 < η ≤ 1, one of the following three alternatives must hold:
(i) |S(α)| ≤ P n−Q.
(ii) There exists n0 ∈ N such that
n0 ≪ P
rd(d−1)η and ‖n0αd‖ ≪ P
−d+rd(d−1)η .
(iii) zR0(Mℓ)≫ R
(d−1)n−2d−1(Q/η)−ε
0 holds with R0 = P
η.
The implicit constants depend at most on n, d, rd, η, ε, and Ud.
Proof. We have α ∈ RR. Let us denote
d∑
ℓ=1
rℓ∑
r=1
αℓ,ruℓ,r(x) = G
(0) +G(1)(x) + . . .+G(d)(x),
where G(j) is a form of degree j (1 ≤ j ≤ d) and G(0) ∈ R. Then it is clear that G(d)(x) =∑rd
r=1 αd,rUd,r(x), and it depends on Ud only, and not on u. With this observation, by
following through the proof of [19, Lemma 15.1] for the case ℓ = d while keeping track of
the constant dependency, we obtain the result. 
From Lemma A.4, we obtain the following corollary in a similar manner as in [19, pp.276,
Corollary].
Corollary A.5. [19, pp.276, Corollary] Suppose u satisfies Condition (⋆′). Let S(α) be the
sum associated to u as in (A.1). Suppose ε′ > 0 is sufficiently small and Q > 0 satisfies
Qγ′d < 1.
Then one of the following two alternatives must hold:
(i) |S(α)| ≤ P n−Q.
(ii) There exists n0 ∈ N such that
n0 ≪ P
Qγd+ε
′
and ‖n0αd‖ ≪ P
−d+Qγd+ε
′
.
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The implicit constants depend at most on n, d, rd, ε
′, Q, and Ud.
Now we move on to our next scenario of when the coefficients of u may depend on P .
Let u
(j)
ℓ,r(x) be the homogeneous degree j portion of the polynomial uℓ,r(x). In the following
lemma, for j < ℓ the coefficients of u
(j)
ℓ,r(x) may be in Q and also depend on P , but in a
controlled manner. On the other hand, the coefficients of Uℓ,r(x) do not depend on P . We
also note the implicit constants may depend on U but not on u
Lemma A.6. [19, Lemma 15.1] Suppose u has coefficients in Q, and further suppose U has
coefficients in Z. Let Q > 0 and ε > 0. Let 2 ≤ ℓ ≤ d with rℓ > 0. If ℓ = d, then let θ = 0
and q = 1. On the other hand, if 2 ≤ ℓ < d, then suppose 0 ≤ θ < 1/4 and that there is
q ∈ N with
q ≤ P θ, qαℓ′ ∈ Z
rℓ′ (ℓ < ℓ′ ≤ d),
and
qαj,ru
(ℓ′)
j,r (x) ∈ Z[x1, . . . , xn]
for every ℓ < j ≤ d, 0 ≤ ℓ′ < j, 1 ≤ r ≤ rj.
Let S(α) be the sum associated to u as in (A.1). Given η > 0 with η+4θ ≤ 1, one of the
following three alternatives must hold:
(i) |S(α)| ≤ P n−Q.
(ii) There exists n0 ∈ N such that
n0 ≪ P
rℓ(ℓ−1)η and ‖qn0αℓ‖ ≪ P
−ℓ+4θ+rℓ(ℓ−1)η.
(iii) zR0(Mℓ)≫ R
(ℓ−1)n−2ℓ−1(Q/η)−ε
0 holds with R0 = P
η.
The implicit constants depend at most on n, d, rd, . . . , r1, η, ε, and U.
Proof. We have α ∈ RR. Let us denote
d∑
ℓ=1
rℓ∑
r=1
αℓ,ruℓ,r(x) = G
(0) +G(1)(x) + . . .+G(d)(x),
where G(ℓ
′) is a form of degree ℓ′ (1 ≤ ℓ′ ≤ d) and G(0) ∈ R. Then it is clear that G(d)(x) =∑rd
r=1 αd,rUd,r(x). Recall we denote u
(ℓ′)
j,r (x) to be the homogeneous degree ℓ
′ portion of the
polynomial uj,r(x). Then we have
G(ℓ
′)(x) =
rℓ′∑
r=1
αℓ′,rUℓ′,r(x) +
d∑
j=ℓ′+1
rj∑
r=1
αj,ru
(ℓ′)
j,r (x) (1 ≤ ℓ
′ < d).
If ℓ < d, then it is clear from our hypothesis that we have
‖qG(ℓ
′)‖ = 0 ≤ P θ−ℓ
′
for each ℓ < ℓ′ ≤ d.
Suppose the alternative (i) fails. In this case, we may apply Lemma A.2 and obtain that
the number N(η) of integral (ℓ− 1)-tuples x1, . . . , xℓ−1 in P
ηB1 with
(A.7) ‖qΓℓ,G(ℓ)(x1, . . . ,xℓ−1, ei)‖ < P
−ℓ+4θ+(ℓ−1)η (i = 1, . . . , n)
satisfies
N(η)≫ Rn(ℓ−1)−2
ℓ−1(Q/η)−ε
0 ,
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where R0 = P
η, and the implicit constant in ≫ depends only on n, d, η, and ε. We have
‖qΓℓ,G(ℓ)(x1, . . . ,xℓ−1, ei)‖
= ‖
rℓ∑
r=1
qαℓ,rΓℓ,Uℓ,r(x1, . . . ,xℓ−1, ei) +
d∑
j=ℓ+1
rj∑
r=1
qαj,rΓℓ,u(ℓ)j,r
(x1, . . . ,xℓ−1, ei)‖
= ‖
rℓ∑
r=1
qαℓ,rΓℓ,Uℓ,r(x1, . . . ,xℓ−1, ei)‖,
because
qαj,rΓℓ,u(ℓ)j,r
(x1, . . . ,xℓ−1, ei) ∈ Z(A.8)
for each ℓ < j ≤ d, 1 ≤ r ≤ rj. Thus we see that (A.7) implies
(A.9) ‖
rℓ∑
r=1
qαℓ,rΓℓ,Uℓ,r(x1, . . . ,xℓ−1, ei)‖ < P
−ℓ+4θ+(ℓ−1)η (i = 1, . . . , n).
Given x1, . . ., xℓ−1 as above, we form a matrix
[mri]x1,...,xℓ−1 ,
where its entries are
mri = Γℓ,Uℓ,r(x1, . . . ,xℓ−1, ei) (1 ≤ r ≤ rℓ, 1 ≤ i ≤ n).
Now if this matrix [mri]x1,...,xℓ−1 has rank strictly less than rℓ for each of the (ℓ − 1)-tuples
counted by N(η), then by the definition of zR0(Mℓ) we have
zR0(Mℓ) ≥ N(η)≫ R
n(ℓ−1)−2ℓ−1(Q/η)−ε
0 ,
where the implicit constant in≫ depends only on n, d, η, and ε. Thus we have the alternative
(iii) in this case. Hence, we may suppose that at least one of these matrices, which we denote
by [mri], has rank rℓ. Without loss of generality, suppose the submatrixM0 formed by taking
the first rℓ columns of [mri] has rank rℓ.
It follows from the definition of Γℓ,Uℓ,r that every monomial occurring in Γℓ,Uℓ,r(z1, . . . , zℓ)
has some component of zi = (zi,1, . . . , zi,n) as a factor for each 1 ≤ i ≤ ℓ [19, Proof of Lemma
11.2]. Recall we also have
|Γℓ,Uℓ,r| ≤ 2
ℓℓℓ|Uℓ,r|
from (A.3). Therefore, we have
mri = Γℓ,Uℓ,r(x1, . . . ,xℓ−1, ei)≪ R
ℓ−1
0 ,
and also
n0 := det(M0)≪ R
rℓ(ℓ−1)
0 = P
rℓ(ℓ−1)η,
where the implicit constants in ≪ depend only on n, ℓ, rℓ, and Uℓ. Hence, from (A.9) we
may write
q
rℓ∑
r=1
αℓ,rmri = ci + β
′
i (1 ≤ i ≤ n),
where ci are integers and β
′
i are real numbers satisfying
|β ′i| < P
−ℓ+4θ+(ℓ−1)η (1 ≤ i ≤ n).
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Let v1, . . . , vrℓ be the solution to the system of linear equations
(A.10)
rℓ∑
r=1
vrmri = n0ci (1 ≤ i ≤ rℓ).
Then we have
(A.11)
rℓ∑
r=1
(qn0αℓ,r − vr)mri = n0β
′
i (1 ≤ i ≤ rℓ).
By applying Crame´r’s rule to (A.10), it follows that vr ∈ Z (1 ≤ r ≤ rℓ). Also by applying
Crame´r’s rule to (A.11), we obtain
‖qn0αℓ,r‖ ≤ |qn0αℓ,r − vr| ≪ R
(ℓ−1)(rℓ−1)
0 P
−ℓ+4θ+(ℓ−1)η = P−ℓ+4θ+rℓ(ℓ−1)η,(A.12)
where the implicit constant in≪ depends only on n, ℓ, rℓ, and Uℓ. This completes the proof
of Lemma A.6. 
We then have the following corollary.
Corollary A.7. [19, pp.276, Corollary] Suppose u has coefficients in Q, and further suppose
U has coefficients in Z. Let Q > 0 and ε > 0. Let 2 ≤ ℓ ≤ d with rℓ > 0. If ℓ = d, then let
θ = 0 and q = 1. On the other hand, if 2 ≤ ℓ < d, then suppose 0 ≤ θ < 1/4 and that there
is q ∈ N with
q ≤ P θ, qαj ∈ Z
rj (ℓ < j ≤ d),
and
qαℓ′,ru
(j)
ℓ′,r(x) ∈ Z[x1, . . . , xn]
for every ℓ < ℓ′ ≤ d, 0 ≤ j < ℓ′, 1 ≤ r ≤ rℓ′.
Let S(α) be the sum associated to u as in (A.1). Suppose
4θ +Qγ′ℓ < 1.
Then one of the following two alternatives must hold:
(i) |S(α)| ≤ P n−Q.
(ii) There exists n0 ∈ N such that
n0 ≪ P
Qγℓ+ε and ‖n0qαℓ‖ ≪ P
−ℓ+4θ+Qγℓ+ε.
The implicit constants depend at most on n, d, rd, . . . , r1, Q, ε, and U.
Proof. The proof is similar to that of [19, pp.276, Corollary]. If we have
2ℓ−1Q/η < gℓ(Uℓ),
then it is clear that the alternative (iii) of Lemma A.6 can not occur for P sufficiently large
with respect to n, d, rd, . . . , r1, η, ε, and U. In particular, this is the case with η = Qγ
′
ℓ + ε
′
where ε′ > 0 is sufficiently small. Note we also have
η + 4θ < 1,
given 4θ +Qγ′ℓ < 1. 
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