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Resumen
En esta investigacion, proponemos tres familias de modelos TAR: (1) Modelos TAR con
ruidos t, (2) Modelos TAR para el logaritmo de series positivas, y (3) Modelos TAR donde
el proceso del ruido tiene distribucion Gamma estandarizada. Para cada uno de estos mode-
los, proponemos un procedimiento de tres etapas que consiste en: (1) La identificacion del
nu´mero de reg´ımenes y los correspondientes umbrales, (2) La identificacion de los o´rdenes
autoregresivos en los reg´ımenes, y (3) La estimacio´n de los para´metros no estructurales, estos
son, los coeficientes autoregresivos, las varianzas condicionales tipo II y dema´s para´metros
que cada modelo particular pueda tener.
Palabras clave: Modelos TAR, Muestreador de Gibbs, Series de tiempo.
Abstract
In this work, we proposed three families of TAR models: (1) TAR models with t-distributed
noise process, (2) TAR models for logarithm of positive series, and (3) TAR models with
standardized Gamma distributed noise process. For each one of these models, we proposed
a three-stage procedure which consists of: (1) identifying the number of regimes and the
corresponding thresholds, (2) identifying the autoregressive order in each regime, and (3)
estimating the non-structural parameters, i.e., the autoregressive coefficients and the type II
conditional variance in each regime, and other parameters that each particular model may
contain.
Keywords: TAR models, Gibbs sampler, Time series
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1 Introduction
The TAR models proposed by Tong (1978) assume that the values of a process (the threshold
process) {Zt} determine not only the values of the process of interest {Xt}, but also its
dynamic. When the threshold process is the same process of interest but is lagged, the
model is known as SETAR (Self-exciting TAR). Tsay (1998) extended the univariate SETAR
models to the multivariate case. Nieto (2005) developed a Bayesian methodology for the
identification and estimation of TAR models allowing missing data in both threshold process
and the process of interest. On the other hand, Nieto (2008) characterized the univariate
TAR models in terms of their mean, conditional mean, variance, conditional variance and
also found the expressions for the best predictor. Vargas (2012) improved the prediction
of TAR models taking into account the variability in the parameters and Nieto & Moreno
(2013) explored the three kinds of the conditional variance of a TAR model making this kind
of model comparable with a GARCH model (see Engle (1982) and Engle & Ng (1991)). Also
the TAR models can be easily extended to the TARMA models and its Bayesian modeling
with two regimes has been investigated in Sa´fadi & Morettin (2000) and Xia, Liu, Pan &
Liang (2012); another extension of the TAR model is when there are two threshold variables
instead of one, which has been studied by Chen, Chong & Bai (2012) within the particular
case of two regimes.
Despite the usefulness of the TAR models, they are not easy to identify due to the large
number of parameters and the nesting structure between the parameters. For SETAR models,
Tsay (1989) provided a simple and widely applicable model-building procedure. However,
generally speaking, most of the parameters, as the thresholds and the number of regimes, are
assumed to be known; otherwise they can be identified using Tong’s NAIC criterion (Tong
1990, p. 379), together with some graphical techniques. Assuming that the noise process is
Gaussian, Nieto (2005) developed a Bayesian procedure in order to identify the number of
regimes and estimate the other parameters once the thresholds are identified, using NAIC
criterion for each possible number of regimes in presence of missing data in both process of
interest and the threshold process.
In many cases, we meet data which can not be appropriately described by the Gaussian
distribution; for example, it is well-known that financial series data often have heavy tails,
and we may think that the t distribution could be more appropriate for the noise process
than the Gaussian distribution. However, on our actual knowledge there is no theoretical
development for the TAR modelling with t noise. On the other hand, when the time series of
interest only assumes positive values, the Gaussian distribution may also be inappropriate in
3the process of estimating missing data or forecasting the series, since the resulting forecasting
interval or the credible interval for the missing data may contain negative values. For this
reason, the focus of this work is to propose a Bayesian methodology for TAR modelling
when the noise process follows a t distribution and when the time series of interest {Xt}
only assumes positive values. Specifically, for positive-valued time series, we develop two
approaches in this work: (1) modelling the logarithm of the data maintaining the Gaussian
distribution for the noise process, and (2) modelling directly the data using a so-called
standardized Gamma distribution for the noise process where we find conditions for the
model parameters so that Pr(Xt > 0) = 1.
In summary, this work consists of three parts: (1) TAR modelling assuming a t distribution
for the noise process, (2) TAR modelling applied to the logarithm of positive time series,
and (3) TAR modelling for positive times series using the so-called standardized Gamma
distribution. For each one of these three models, we propose a three-stage methodology:
in the first stage, we estimate the number of regimes together with the thresholds; in the
second stage, we estimate the autoregressive orders in the regimes, and finally, in the last
stage, we estimate the autoregressive orders, the variance weights and other parameters of the
noise process. In this way, the identification of the model takes place in the first two stages,
and the estimation of the model in the last stage. Also, for each of these three models, we
develop the methodologies for the estimation of missing data and the forecasting issue. The
methodologies developed are illustrated with simulated data and with real-word data for the
finance and hydrology-meteorology fields.
2 TAR model with t-distributed noise
A TAR model with l regimes, when the noise process follows a t distribution, is given by
Xt = a
(j)
0 +
kj∑
i=1
a
(j)
i Xt−i + h
(j)et (2-1)
when Zt ∈ Rj = (rj−1, rj] for some j = 1, · · · , l, r0 = −∞, rl =∞. The values r1 < · · · < rl−1
are denominated the thresholds and they define the regimes of the model. Nieto (2005) defines
the process {Zt} as the threshold process, and its stochastic behaviour is described by a
Markov chain of order p. The values k1, · · · , kl are positive integer numbers representing the
autoregressive orders in the l regimes. With respect to the noise process {et}, we consider
that using directly a t is not appropriate because when the noise process has mean zero
and variance 1, Nieto & Moreno (2013) found that the parameters (h(j))2 correspond to the
variance of Xt conditional on the regime and the past values of X , the so-called type II
conditional variance; however, the variance of a t distribution is not 1, and the parameters
(h(j))2 will lose their interpretation. So for the noise process, we use a t distribution with
degrees of freedom n divided by its standard deviation
√
n/(n− 2), that is, et ∼iid tn√
n/(n−2)
with n > 2, which is mutually independent from the process {Zt}; this way, V ar(et) = 1
for all t and hence, following Nieto & Moreno (2013), (h(j))2 = V ar(Xt|Rj , xt−1, · · · , x1).
Additionally, we assume that {Zt} is exogenous in the sense that there is no feedback of
{Xt} towards it.
The parameters of the model can be divided in two groups:
Structural parameters : the number of regimes l, the l − 1 thresholds r1, · · · , rl−1 and
the autoregressive orders of the l regimes k1, · · · , kl.
Non-structural parameters : the autoregressive coefficients a
(j)
i with i = 0, · · · , kj and
j = 1, · · · , l, the variance weights h(1), · · · , h(l) and the degrees of freedom of the noise
process, n.
In this research, we use the following notation: θ′j = (a
(j)
0 , a
(j)
1 , · · · , a(j)kj )′ for j = 1, · · · , l,
θ
′ = (θ′1, · · · , θ′l)′ and h′ = (h(1), · · · , h(l))′.
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2.1. Likelihood function of the model
According to Nieto (2005) and conditioned on the values of the structural parameters, the
initial values xk = (x1, · · · , xk)′, where k = ma´x{k1, · · · , kl} and the observed data of the
threshold process z = (z1, · · · , zT )′, the likelihood function is given by:
f(x|z, θx, θz) = f(xk+1|xk, z, θx, θz) · · · f(xT |xT−1, · · · , x1, z, θx, θz)
In where θz denotes the vector of parameters of the threshold process {Zt} and θx denotes
the vector of all the non structural parameters, that is θ′x = (θ
′,h′, n). As et ∼ tn√
n/(n−2) ,
for t = k + 1, · · · , T , the variable xt|xt−1, · · · , x1, z is distributed as a tn variable multiplied
by h
(jt)√
n/(n−2) and adding a
(jt)
0 +
∑kjt
i=1 a
(jt)
i xt−i. That is, the distribution of xt, conditioned on
the past values of x and z, is the non-standardized Student’s t-distribution with n degrees
of freedom, location parameter a
(jt)
0 +
∑kjt
i=1 a
(jt)
i xt−i and scale parameter
h(jt)√
n/(n−2) . So
f(xt|xt−1, · · · , x1, z, θx, θz)
=
Γ(n+1
2
)√
π(n− 2)Γ(n
2
)
1
h(jt)

1 +
[
xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i
]2
(h(jt))2(n− 2)


−n+1
2
where jt = j if Zt ∈ Rj = (rj−1, rj] for some j = 1, · · · , l. Consequently the likelihood
function is given by
f(x|z, θx, θz) =
[
Γ(n+1
2
)√
π(n− 2)Γ(n
2
)
]T−k T∏
t=k+1
[
h(jt)
]−1 T∏
t=k+1
(
1 +
e2t
n− 2
)−n+1
2
(2-2)
with et =
1
h(jt)
(
xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i
)
and jt = j when Zt ∈ Rj .
2.2. Estimation of non structural parameters
In this part of the research, the structural parameters are assumed to be known, and we
focus on finding the posterior conditional distributions of the autoregressive coefficients θj ,
the variance weights h(j) with j = 1, · · · , l and the degrees of freedom of the noise process
n. Additionally we assume prior independency between the parameters θ, h and n, as well
as prior independence among the non structural parameters in each one of the l regimes.
The prior distribution for the vector θj is a multivariate normal distribution with mean
vector θ0,j and covariance matrix V
−1
0,j , denoted as θj ∼ N(θ0,j,V−10,j ), and the posterior
conditional distribution of θj is given by the following result:
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Proposition 1. For each j = 1, · · · , l, the conditional distribution of θj given the structural
parameters θi, with i 6= j, h, and n is given by
p(θj|θi, i 6= j,h,x, z, n) ∝
∏
{t:jt=j}

1 +
[
xt − a(j)0 −
∑kj
i=1 a
(j)
i xt−i
]2
(h(j))2(n− 2)


−n+1
2
×
exp
{
−1
2
(θj − θ0,j)′V0,j(θj − θ0,j)
}
(2-3)
Demostracio´n.
p(θj |θi, i 6= j,h,x, z, n)
∝ p(x|θ, z,h, n)p(θj |θi, i 6= j,h, n)
∝ p(x|θ, z,h, n)p(θj)
∝
T∏
t=1

1 +
[
xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i
]2
(h(jt))2(n− 2)


−n+1
2
exp
{
−1
2
(θj − θ0,j)′V0,j(θj − θ0,j)
}
∝
∏
{t:jt=j}

1 +
[
xt − a(j)0 −
∑kj
i=1 a
(j)
i xt−i
]2
(h(j))2(n− 2)


−n+1
2
exp
{
−1
2
(θj − θ0,j)′V0,j(θj − θ0,j)
}
Note that the posterior conditional distribution of θj is affected only by h
(j), but not the other
components of h in regimes different from j, so we have some class of posterior independence
between regimes.
Now, with respect to the variance weights h(j), we follow the standard Bayesian methodology
assigning an inverse Gamma distribution with shape parameter α and scale parameter β,
(IG(α, β)), as the prior distribution of (h(j))2, that is,
p((h(j))2) ∝ (h(j))−2α−2 exp{−β/(h(j))2}I(0,∞)((hj)2)
Combining this prior distribution of (h(j))2 and the likelihood function, we have the following
posterior conditional distribution for (h(j))2:
Proposition 2. For each j = 1, · · · , l, the posterior distribution of (h(j))2 given the struc-
tural parameters, θj, j = 1, · · · , l, h(i), with i 6= j and n, is given by
p((h(j))2|θ1, · · · , θl, h(i), i 6= j,x, z, n)
∝
∏
{t:jt=j}

1 +
[
xt − a(j)0 −
∑kj
i=1 a
(j)
i xt−i
]2
(h(j))2(n− 2)


−n+1
2
(h(j))−2α−2−nj exp{−β/(h(j))2} (2-4)
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Demostracio´n.
p((h(j))2|θ1, · · · , θl,x, z, n)
∝ p(x|θ, z,h, n)p((h(j))2)
∝
T∏
t=1
(h(jt))−1

1 +
[
xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i
]2
(h(jt))2(n− 2)


−n+1
2
(h(j))−2α−2 exp{−β/(h(j))2}
∝
∏
{t:jt=j}

1 +
[
xt − a(j)0 −
∑kj
i=1 a
(j)
i xt−i
]2
(h(j))2(n− 2)


−n+1
2
(h(j))−2α−2−nj exp{−β/(h(j))2}
Note that, the posterior conditional distribution of (h(j))2 is affected only by θj, but not
by θi with i 6= j, so again we have the posterior independence between θj, h(j) in different
regimes.
Finally, we found the posterior conditional distribution of the degrees of freedom of the noise
process n. The prior distribution of n is a Gamma distribution following the suggestion of
Watanabe (2001), since in the distribution Gamma(α′, β ′), the expectation and the variance
are given by α′β ′ and α′β ′2, respectively. Actually, α′ and β ′ can be chosen according to the
prior knowledge about n, and in case that there is no prior information about n, we can
choose a quite large prior variance to represent the high degree of uncertainty in the prior
information of n. The prior distribution of n is given by
p(n) ∝ nα′−1 exp{−n/β ′}
Using this prior distribution, we find the posterior conditional distribution of n
Proposition 3. The posterior conditional distribution of the degrees of freedom of the noise
process {et} is given by
p(n|θ1, · · · , θl,h,x, z)
∝
[
Γ(n+1
2
)√
n− 2 Γ(n
2
)
]T−k T∏
t=k+1

1 +
[
xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i
]2
(h(jt))2(n− 2)


−n+1
2
nα
′−1 exp{−n/β ′}
(2-5)
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Demostracio´n.
p(n|θ1, · · · , θl,h,x, z)
∝ p(x|θ, z,h, n)p(n)
∝
[
Γ(n+1
2
)√
n− 2 Γ(n
2
)
]T−k T∏
t=k+1

1 +
[
xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i
]2
(h(jt))2(n− 2)


−n+1
2
nα
′−1 exp{−n/β ′}
In conclusion, the estimation of the non structural parameters can be carried out by means
of a Gibbs sampler, using the conditional densities (2-3), (2-4) and (2-5). These densities are
not tractable, we use the grid method to sample from these distributions.
2.3. Estimation of structural parameters
In this section, we develop the results concerning the estimation of the structural parameters,
i.e. the identification of a TAR model. Firstly, we assume that the number of regimes l and
the l − 1 thresholds are known, and we estimate the autoregressive orders in these regimes;
then we consider the case when the thresholds are known, and finally, we have the general
case, where all the structural parameters are unknown.
2.3.1. Estimation of the autoregressive orders k1, · · · , kl
As we assume that the number of the regimes and the thresholds are known, remaining
parameters to be estimated are the autoregressive orders and the non-structural parameters.
We assume that the autoregressive orders k1, · · · , kl are realizations of discrete random
variables K1, · · · , Kl, and each of theses variables takes value in the set {0, 1, · · · , kmax}.
It is important to note that when the values of some autoregressive orders change, the
specification of the TAR model changes and the dimension of the vector of the autoregressive
coefficients Θ also changes. Carlin & Chib (1995) developed a Bayesian methodology for the
selection of models, and Nieto (2005) adapted this methodology in order to identify the TAR
model with Gaussian noise. In this research, we adapt the same methodology to identify the
TAR model with t noise. Suppose that M is a discrete random variable indexing the model
which takes values 1, · · · , (kmax+1)l. For each possible modelM = m, we define the vector
of parameters Θm as Θ
′
m = (θ
′
1, · · · , θ′l,h′) for the model m with m = 1, · · · , (kmax + 1)l.
The degrees of freedom n can be considered as a nuisance parameter, since its dimension is
the same for all models as well as its interpretation.
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Carlin & Chib (1995) found the following conditional densities
p(M = m|Θ,y) = p(y|Θm, M = m)P (M = m)∑
m′ p(y|Θ′m, M = m′)P (M = m′)
(2-6)
where Θ = {Θ1, · · · ,Θ(kmax+1)l}, y = (x, z) is the vector of full data. And
p(Θm|Θm′ 6=m,M,y) ∝
{
p(y|Θm, M = m)p(Θm|M = m) if M = m
p(Θm|M = m) if M 6= m
(2-7)
The densities p(Θm|M = m) are denominated as the link functions which can be taken as
the prior distribution of Θm.
In the context of the problem of identification of the autoregressive orders, the model indi-
cator M is determined jointly by the values of variables K1, · · · , Kl. In this way, computing
the density (2-6) is equivalent to computing the densities p(kj|Θ, ki,i 6=j,y) with j = 1, · · · , l,
because when we know the conditional distribution of each kj, we can sample values of kj by
using a Gibbs sampler and, thus, we can sample values of the model indicator M . In order
to compute these densities, Nieto (2005) found that
p(kj|Θ, ki,i 6=j, l,x, z) = p(x|z,Θ,h,k, l)p(kj)∑k¯j
k′j=0
p(x|z, θ,h,k′, l)p(k′j)
, (2-8)
where k = (k1, · · · , kl), and k′ is obtained by replacing the component kj of the vector k by
k′j for all j = 1, · · · , l.
In summary, using the densities (2-7), (2-8) and (2-5), a Gibbs sampler can be implemented
in order to obtain the estimations of the probabilities of all the possible values for each
Kj with j = 1, · · · , l. Denoting these estimated probabilities as pˆ0j , pˆ1j, · · · , pˆkmaxj, we can
choose the value of Kj for which the highest probability is associated.
2.3.2. Estimation of the number of regimes l
In order to estimate the number of regimes, we use again the approach developed in Nieto
(2005) adapting the methodology of Carlin & Chib (1995). Suppose that the number of
regimes l is the realization of a discrete random variable L which takes values in the set
{2, · · · , lmax}, and the prior distribution of L is denoted by p(l).
Clearly, when the value of l changes, the model specification also changes; we have lmax − 1
possible models. Suppose that M is the discrete random variable indexing the model, then
M takes values 2, · · · , lmax, and for each possible model, M = j, Θj denotes the vector of
the parameters in this model, that is:
Θ′j = (θ
′
1, · · · , θ′j,h′j ,k′j, n)
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with k′j = (k1j, · · · , kjj)′, where kij denotes the autoregressive order in the i-th regime in
the model M = j, h′j = (h
(1), · · · , h(j))′. Finally, we define Θ′ = (Θ′2, · · · ,Θ′lmax), the vector
containing all the parameters for all the possible models.
Nieto (2005) found the following conditional densities
p(M = j|Θ,y) = p(l|Θ,y) ∝ p(x|z,Θl, l)p(l) for l = 2, · · · , lmax, (2-9)
p(kij|Θ−kij , l,y) =


p(x|z,Θl, l)p(kij)∑kmax
k′
il
=0 p(x|z,Θl, l)p(k′il)
if j = l
p(kij) if j 6= l
(2-10)
where Θ−kij denotes the vector Θ without the element kij, and
p(θj, h
(j)|Θ−θj ,h(j), l,y) ∝
{
p(y|Θl, l)p(Θl) if j = l
p(Θj) if j 6= l
(2-11)
where Θ−θj ,h(j) denotes the vector Θ without the components θj and h
(j).
Using jointly the conditional densities (2-9), (2-10), (2-11) and (2-5), we can implement
a Gibbs sampler and obtain the posterior probabilities for all possible values of L. The
estimation of the number of regimes l could be the value with major posterior probability
or the mode of the value of L in the iterations of the Gibbs sampler.
2.3.3. Estimation of the number of regimes l and the thresholds
Finally, we assume that the l−1 threshold are also unknown, and they need to be estimated
jointly with the number of regimes l. Following the approach of Carlin & Chib (1995), the
model is indexed by a discrete variable M , which takes values 2, · · · , lmax according to the
value of the variable L. For each possible model M = j, the thresholds are denoted as
rj = (r1, · · · , rj−1)′ with j = 2, · · · , lmax.
It is straightforward to obtain the posterior conditional density of rj given the values of other
structural and non-structural parameters, given by
p(rj |l,Θ−rj ,y)
∝


T∏
t=k+1
[h(jt)]−1
T∏
t=1

1 +
[
xt−a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i
]2
(h(jt))2(n−2)


−n+1
2
if j = l
p(rj) if j 6= l
(2-12)
where jt = j if Zt ∈ Rj = (rj−1, rj] for some j = 1, · · · , l. The posterior conditional density
of l is given by (2-9). Note that the expression in (2-12) depends on the thresholds rj since
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jt = j if Zt ∈ Rj = (rj−1, rj ], so Rj and jt depend on the thresholds, and so does the
expression (2-12). In this way, using the posterior conditional density of rj, l, and Θj, we
can implement a Gibbs sampler and obtain the estimation of the number of regimes and
thresholds.
In order to define the prior density of rj, we recall that the values of the thresholds are
based on the values of the process {Zt}, so we can assume that the thresholds take values in
a interval (a, b), appropriately specified; furthermore, we assume a uniform distribution for
the thresholds r1, · · · , rj−1, that is
p(rj) = p(r1, · · · , rj−1) ∝ k if a < r1 < · · · < rj−1 < b
for j = 2, · · · , lmax.
2.4. Proposed algorithm
In conclusion, a three-stage process is proposed for the identification and estimation of TAR
models with t noise when no missing data are presented. This algorithm consists of the
following steps:
1. The number of regimes and thresholds are estimated using a Gibbs sampler based on
the densities (2-9), (2-10), (2-11), (2-12) and (2-5).
2. The number of regimes and thresholds are fixed and the autoregressive orders are
estimated using a Gibbs sampler based on the densities (2-7), (2-8) and (2-5).
3. Finally, conditioned on the estimated structural parameters, we estimate the non-
structural parameters using a Gibbs sampler with densities (2-3), (2-4) and (2-5).
2.5. Forecasting
In order to perform the predictive inference, we focus on finding the posterior predictive
distribution of the variable XT+h conditional on the observed xT = (x1, · · · , xT ) and zT =
(z1, · · · , zT ) with h > 0. Vargas (2012) worked on the formal Bayesian approach to find
the predictive density of XT+h involving the variability in the parameters of the model; this
predictive density is given by:
p(xT+h|xT , zT ) =
l∑
j=1
p(xT+h|Rj,xT , zT )pj(h)
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where pj(h) = P (ZT+h ∈ Rj |xT , zT ), for h = 1, 2, · · · , and j = 1, · · · , l, and
p(xT+h|Rj,xT , zT )
=
∫
Θj
p(xT+h, θ
(j)|Rj ,xT , zT )dθ(j)
=
∫
Θj
p(xT+h|θ(j), Rj ,xT , zT )p(θ(j)|Rj ,xT , zT )dθ(j) (2-13)
where θ(j) denote the vector of the non-structural parameters in the regime j, and
p(xT+h|θ(j), Rj,xT , zT )
=
∫
· · ·
∫
p(xT+h|θ(j), Rj,xT+h−1)× p(xT+h−1|θ(j), Rj,xT+h−2)
× · · · × p(xT+1|θ(j), Rj ,xT )dxT+1 · · ·dxT+h−1 (2-14)
On the other hand, in order to forecast the threshold variable ZT+h, Nieto (2008) found that:
p(zT+h|zT ) =
∫
· · ·
∫
p(zT+h|zT+h−1, zT+1, zT )p(zT+h−1|zT+h−2, zT+1, zT )
· · · p(zT+1|zT )dzT+1 · · · dzT+h−1 (2-15)
Based on the equations (2-13), (2-14) and (2-15), we can compute forecasts for both pro-
cesses {Xt} and {Zt}. In order to draw values from p(zT+h|zT ) with h = 1, 2, · · · , Congdon
(2001) suggests to draw value for zT+1 from p(zT+1|zT ), then draw value for zT+2 from
p(zT+2|zT+1, zT ) and so on.
Once we have forecasted zT+1, · · · , zT+h, we can forecast the process {Xt} in an analo-
gous way: we note that each term p(xT+m|θ(j), Rj ,xT+m−1, ) for m = 1, · · · , h corresponds
to the density of a non-standarized Student’s t-distribution with n degrees of freedom, lo-
cation parameter a
(j)
0 +
kj∑
i=1
a
(j)
i xT+m−i and scale parameter
h(j)√
n/(n−2) . We can proceed in
this way: first we draw value for xT+1 from p(xT+1|θ(j), Rj,xT ), and then we draw a value
for xT+2 from p(xT+2|θ(j), Rj,xT+1), and successively, until we draw a value for xT+h from
p(xT+h|θ(j), Rj ,xT+h−1) for all j = 1, · · · , l. Finally, for each xT+m, we compute the weighted
average of the obtained values with weights pj(m).
2.6. Estimation of missing data
We assume that there are missing observations in both processes {Xt} and {Zt} and that
the observed data of {Xt} are located in time points t1, · · · , tN with 1 ≤ t1 ≤ · · · ≤ tN ≤ T ;
similarly, the observed data of {Zt} are located in time points s1, · · · , sM with 1 ≤ s1 ≤
· · · ≤ sM ≤ T . The estimation of these missing data can be carried out using the approach
of Nieto (2005) as shown below.
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The TAR model without missing data can be put in state space form taking the state vector
as αt = (Xt, Xt−1, · · · , Xt−k+1)′, with k = ma´x{k1, · · · , kl}, as:
Xt = Htαt (2-16)
αt = CJt + AJtαt−1 +RJtωt (2-17)
where H = (1, 0, · · · , 0)′, ωt = (et, 0, · · · , 0)′ and Jt = j if Zt ∈ Rj . For each j = 1, · · · , l,
Cj = (a
(j)
0 , 0, · · · , 0),
Rj =
(
h(j) 0′
0 0
)
and
Aj =
(
a
(j)
1 a
(j)
2 · · · a(j)k−1 | a(j)k
Ik−1 | 0
)
where a
(j)
i = 0 for i > k and Ik−1 denote the identity matrix of order k − 1. The equation
(16) is the observation equation and the equation (17) is the state equation. As pointed by
Nieto (2005), this state space form corresponds to a state space model with regime switching
and can be analysed efficiently using MCMC simulation procedure.
When there are missing data, the state space form in (2-16) can be modified to include such
missing data; the new observation equation is:
Xt = Htαt + δtW
where Ht = H and δt = 0 if t ∈ {t1, · · · , tN} and Ht = 0′ and δ1 = 1, otherwise, W is a
discrete random variable with Pr(W = w0) = 1 for some point w0 in the support of Xt. The
state equation remains the same.
Since the optimal estimates of the missing data, in the sense of minimum mean square error
criterion, are the conditional expectations of the missing data given observed data, we need
to sample from the density p(xm, zm|xo, zo), where xm and zm denote the missing data set,
and xo and zo denote the observed data set. Nieto (2005) states that this goal can be achieved
by sampling from p(α, z|x), where x is constituted by full data x1, · · · , xN and z1, · · · , zN ,
and the missing data are replaced by artificial data, for example, the median of {xt} and
{zt}.
Nieto (2005) propose the use of a Gibbs sampler in order to draw samples from p(z|α,x)
and p(α|z,x). The density p(z|α,x) is found to be:
p(z|α,x) = p(zT |α,x)
T−p∏
t=1
p(zt|zt+p,xt,αt)
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where zt = (zt−p+1, · · · , zt), αt and xt are similarly defined, and
p(zT |α,x) ∝
T∏
j=T−p+1
p(αj |zT , αj−1)fp(zT )
And for t = T − p, · · · , 1
p(zt|zt+p,αt,xt) ∝ p(αt|zt+p−1, αt−1)fp(zt+p|zt+p−1)fp(zt+p−1).
Finally, sampling values from p(α|z,x) is equivalent to sample values from the distribution of
αt|αt−1, zt+p−1, and recalling αt = (Xt, Xt−1, · · · , Xt−k+1)′, so we just need to sample values
from the density of a non-standardized Student’s t-distribution with n degrees of freedom,
location parameter a
(j)
0 +
kj∑
i=1
a
(j)
i xT+m−i and scale parameter
h(j)√
n/(n−2) .
In summary, the estimation of missing data in TAR models can be carried out as follows:
1. Completion of the time series replacing the missing data {xt} and {zt}, with their
respective median.
2. Identification and estimation of the TAR model using the completed time series follo-
wing the algorithm presented in the section 2.4.
3. Estimation of the missing data by means of a Gibbs sampler using the above metho-
dology.
4. Re-estimation of the TAR model with the missing data replaced by their estimates.
2.7. Simulated example
In this section we present two simulation examples in order to illustrate the performance of
the proposed methodology.
2.7.1. Example 1
We simulated a series {xt} of 100 observations from the model:
Xt =
{
1 + 0,5Xt−1 − 0,3Xt−2 + et if Zt ≤ 0
−0,5− 0,7Xt−1 + 1,5et if Zt > 0
with et ∼ t5√
5/3
, Zt = 0,5Zt−1 + ǫt and {ǫt} is a Gaussian white noise process, that is,
{ǫt} ∼ GWN(0, 1). The simulated series are shown in Figure 2-1.
In the first stage, we identified the number of regimes and the thresholds. Following Nieto,
Zhang & Li (2013), the prior distribution for l is the Poisson distribution truncated in the set
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Figura 2-1: Simulated data in example1.
{2, 3, 4} with parameter 3, and the prior distribution of the thresholds is as described above.
We run a Gibbs sampler of 1000 iterations and the posterior probability of the number of
regimes is given in Table 2-1, where we can see that the number of regimes associated with
the largest posterior probability is 2.
l 2 3 4
Posterior probability 0.6 0.4 0
Tabla 2-1: Posterior probability for the number of regimes L in example 1.
The estimation of the threshold is 0.08461. The 95% interval of credibility for the threshold
is given by (-0.2892, 0.6737) containing the real threshold 0.
In the second stage, we estimated the autoregressive order in each of the two regimes where
the number of regimes is fixed to be 2 and the value of the threshold to be 0.0846. The
prior distribution for kj is the truncated Poisson distribution with parameter 2 in the set
1For a certain model l = j, the possible values of the thresholds rj are the quantiles of the process {Zt},
after removing the thresholds that induce regimes with too little data; in this case, we eliminate the
thresholds that induce any regime with less than 20 data.
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{0, 1, 2, 3}2 for each j = 1, 2. We run a Gibbs sampler of 1000 iterations, and obtained the
posterior probabilities for k1 and k2 displayed in Table 2-2. We can see that the identified
autoregressive orders are kˆ1 = 2 and kˆ2 = 1, corresponding to the real autoregressive orders.
Autoregressive order Regime
1 2
0 0 0
1 0 0.7175
2 0.5063 0.1750
3 0.4937 0.1075
Tabla 2-2: Posterior probabilities of the variables K1 and K2 in example 1.
Finally, we estimated the non-structural parameters: autoregressive coefficients, the varian-
ce weights and the degrees of freedom of the process of error. The prior distribution for
these parameters are: N(0, 10) for the autoregressive coefficients aji with i = 1, · · · , kj and
j = 1, 2; distribution IG(2, 3) for the variance weights (h(1))2 and (h(2))2; and distribution
Gamma(1, 0,1) for the degrees of freedom n. This way, the prior mean of n is 10 and the
prior variance is 100, which can be considered as a non-informative prior distribution.
We run another Gibbs sampler of 1000 iterations; the estimation and the 95% credible
intervals of the autoregressive coefficients and the variance weights are given in Table 2-3.
These estimations are close to the true parameters and all the 95% credible intervals contain
the true parameters.
With respect to the degrees of freedom n, the results obtained from the Gibbs sampler are
displayed in Figure 2-2, where we note that the values of n with large posterior probability
are around the true parameter 5. The posterior mean of n is given by 7.25, and a 95%
credible interval of n is given by (3.3, 21.56)3.
2The maximum autoregressive order is chosen to be the autoregressive order p of the linear model AR(p)
which fitted best to the data, which is 3
3Note that the estimated degree of freedom is not an integer, this is not a problem since unless the t
distribution is constructed using independent Gaussian and a χ2 distribution, the degree of freedom can
be non-integer.
Regime a
(j)
i h
(j)
1 0.89 0.55 -0.41 0.95
(0.58, 1.20) (0.41, 0.68) (-0.52, -0.28) (0.74, 1.25)
2 -0.38 -0.67 1.49
(-0.74, 0.00) (-0.84, -0.52) (1.21, 1.89)
Tabla 2-3: Estimation and 95% credible intervals for the non-structural parameters for the
simulated data in example 1.
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Figura 2-2: Histogram of the simulated values of the degrees of freedom n in example 1.
In conclusion, the identification and estimation results were satisfactory, and we proceeded
with the illustration of the estimation of the missing data. We set the number of missing
data in the processes {Zt} and {Xt} to be 4 and 6, respectively, and placed the missing data
randomly. The resulting missing data for {Zt} and {Xt} were situated at time points 8, 55,
63, 83 and 2, 13, 37, 41, 77, 80, respectively. The estimation and the credible intervals for
the missing data after 5000 iterations are shown in Table 2-4. We can see that the overall
performance of the procedure is satisfactory except at time 63 for {Zt}, where the observed
value lays out of the 95% credible interval.
Process {Zt}
Time Observed Estimated Credible interval
8 -0.8569 -0.3726 (-2.011, 1.143)
55 -0.6339 -0.3336 (-1.844, 1.238)
63 -2.1273 -0.1367 (-1.668, 1.432)
83 -0.0540 -0.4212 (-2.215, 1.025)
Process {Xt}
Time Observed Estimated Credible interval
2 1.1673 -0.1956 (-3.096, 2.693)
13 -0.03169 -0.9513 (-3.810, 1.799)
37 -0.1743 -0.3484 (-3.148, 2.746)
41 -1.2980 -1.2232 (-4.045, 1.755)
77 -0.5105 -1.7250 (-4.719, 1.238)
80 0.6532 0.1619 (-2.697, 3.092)
Tabla 2-4: Estimation and 95% credible intervals for the missing data in example 1.
Finally, we applied the forecast procedure where the sample period considered is 1-92, and
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the forecast horizon is set to be 8. The simulated values for the non-structural parameters
are used for the forecasting procedure. The forecasted values and 95% credible intervals are
shown in Table 2-5, where we can see that, except for h = 2, 3, all the observed values of
{xt} are within the credible intervals.
h xt xˆt Credible interval
1 -3.3104 -1.9073 (-3.6812, -0.0716)
2 1.6857 -0.3313 (-2.1856, 1.5777)
3 3.4843 1.4591 (-0.3819, 3.4077)
4 1.5573 0.3042 (-1.4363, 2.3519)
5 0.0734 0.1654 (-1.6985, 1.9122)
6 0.4919 0.1859 (-1.4375, 1.9910)
7 2.2080 1.1935 (-0.5563, 2.9458)
8 1.0721 0.2094 (-1.5135, 2.0325)
Tabla 2-5: Forecasting results for the simulated {Xt} in example 1.
2.7.2. Example 2
We simulated a series {xt} of 300 observations from the model
Xt =


1 + 0,5Xt−1 + et if Zt ≤ −0,6
0,5 + 0,2Xt−1 + 0,5Xt−2 + 1,5et if −0,6 < Zt ≤ 0,6
−0,5− 0,7Xt−1 + 2et if Zt > 0,6
with et ∼ t5√
5/3
, Zt = 0,5Zt−1 + ǫt and ǫt ∼ GWN(0, 1). The simulated series are shown in
Figure 2-3.
In the first stage, we identified the number of regimes and the thresholds. The prior distribu-
tion for l is the Poisson distribution truncated in the set {2, 3, 4} with parameter 3, and the
prior distribution of the thresholds is as described before. We run a Gibbs sampler of 1000
iterations and the posterior probability for all the possible values of the number of regimes
are shown in Table 2-6 and that suggest that lˆ = 3.
l 2 3 4
Posterior probability 0.2488 0.7512 0
Tabla 2-6: Posterior probability for the number of regimes L in example 2.
The estimation of the two thresholds are -0.6394 and 0.5205, respectively. In Figure (2-
4), we present the histogram of the simulated values for the threshold. The 95% interval of
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Figura 2-3: Simulated data in example 2.
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Figura 2-4: Histogram of the simulated values of the thresholds for three regimes in example
2.
credibility for the threshold is given by (−1,1701, 0,6956) and (−0,3848, 1,1779), respectively,
containing the real values of the two thresholds.
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In the second stage, we estimated the autoregressive order in each of the two regimes. The
prior distribution for kj is the truncated Poisson distribution with parameter 2 in the set
{0, 1, 2, 3} for each j = 1, 2, 3. We run a Gibbs sampler of 1000 iterations, and obtained
the posterior probabilities for K1, K2 and K3, displayed in Table 2-7. We can see that the
identified autoregressive orders are kˆ1 = 1, kˆ2 = 2 and kˆ3 = 1, corresponding to the real
autoregressive orders.
Autoregressive order Regime
1 2 3
0 0 0 0
1 0.37 0 0.38
2 0.35 0.745 0.375
3 0.28 0.255 0.245
Tabla 2-7: Posterior probabilities of the variables K1 and K2 in example 2.
Finally, we estimated the non-structural parameters: autoregressive coefficients, the varian-
ce weights and the degrees of freedom of the process of error. The prior distribution for
these parameters are: N(0, 10) for the autoregressive coefficients aji with i = 1, · · · , kj and
j = 1, 2, 3; distribution IG(2, 3) for the variance weights (h(1))2 and (h(2))2; distribution
Gamma(1, 0,1) for the degrees of freedom n, which can be considered as a non-informative
prior distribution as discussed in the example 1.
We run another Gibbs sampler of 1000 iterations; the estimation of the autoregressive coeffi-
cients and the variance weights are given in Table 2-8. These estimations are close to the true
parameters and, except for paramter a
(2)
1 whose value is 0.2, all the 95% credible intervals
contain the true parameters.
Regime a
(j)
i h
(j)
1 0.936 0.526 1.209
(0.660, 1.215) (0.430, 0.625) (0.994, 1.465)
2 0.402 0.322 0.516 1.432
(0.118, 0.655) (0.21, 0.44) (0.39, 0.64) (1.190, 1.755)
3 -0.675 -0.606 1.825
(-0.971, -0.380) (-0.710, -0.489) (1.495, 2.235)
Tabla 2-8: Estimation and 95% credible intervals for the non-structural parameters in
example 2.
With respect to the degrees of freedom n, the results obtained from the Gibbs sampler are
displayed in Figure 2-5, where we noted that the values of n with large posterior probability
is around the true parameter 5. The posterior mean of n is given by 5.109 and a 95% credible
interval of n is given by (3.174, 8.915).
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Figura 2-5: Histogram of the simulated values of the degrees of freedom n in example 2.
Since the identification and estimation results are, generally speaking, satisfactory, we pro-
ceeded with the estimation of the missing data. We set the number of missing data in the
processes {Zt} and {Xt} to be 10 in both series, and placed the missing data randomly. The
estimation and the credible intervals after 5000 iterations are shown in Table 2-9. We can
see that the overall performance of the procedure is satisfactory in the sense that all the
observed data are within the 95% credible interval.
Finally, we applied the forecast procedure where the sample period considered is 1-290 and
the forecast horizon is set to be 10. The forecasted values and 95% credible intervals are
shown in Table 2-10, where we can see that all the simulated values of {xt} are within the
credible intervals.
2.8. An application in finance
In this section, we applied the proposed algorithm to financial time series to illustrate the
methodology. Specifically, we used the daily log return of the Dow Jones industrial average
as the threshold series, and the daily log return of the BOVESPA index (Brasil Sa˜o Paulo
Stock Exchange Index) as the series of interest, from December 2000 to June 2010. That
is, we defined Xt = ln(BOV ESPAt) − ln(BOV ESPAt−1) and Zt = ln(DOWJONESt) −
ln(DOWJONESt−1). The log return of these series is displayed in Figure 2-6.
In the first stage of the algorithm, the identified number of regimes is 3 with probability
1, that is, in all of the 1000 iterations of the Gibbs sampler, the sampled value of L is 3.
The estimated thresholds are -0.0051 and 0.0054, with respective credible intervals (-0.0242,
0.0099) and (-0.0081, 0.0226). The histograms of the sampled thresholds are shown in Figure
2.8. Observing the values of the two thresholds, we could name the three regimes as negative
return in Dow Jones, zero return in Dow Jones and positive return in Dow Jones.
Once the number of regimes and the thresholds were identified, we proceeded with the
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Process {Zt}
Time Observed Estimated Credible interval
32 0.706 0.478 (-0.878, 2.030)
88 -0.550 -0.137 (-1.677, 1.320)
95 0.251 0.180 (-1.441, 1.764)
105 -0.670 0.008 (-1.640, 1.679)
116 1.903 0.357 (-1.079, 2.258)
180 -0.904 -0.117 (-1.758, 1.530)
181 -0.951 -0.309 (-2.106, 1.196)
213 0.922 0.063 (-2.085, 2.355)
292 -0.528 -0.071 (-2.055, 1.934)
293 -1.166 0.118 (-2.148, 2.215)
Process {Xt}
Time Observed Estimated Credible interval
3 4.054 2.617 (0.114, 5.084)
46 -1.853 -0.499 (-2.658, 1.799)
82 -1.456 -1.924 (-2.501, 0.35)
86 -3.084 -1.551 (-4.768, -1.886)
183 -0.291 1.481 (-1.150, 3.844)
189 -0.441 0.620 (-2.941, 2.025)
216 -0.300 -1.148 (-3.514, 1.216)
262 0.301 1.476 (-1.101, 3.685)
290 0.602 0.416 (-1.935, 2.882)
294 0.918 1.591 (-0.655, 3.981)
Tabla 2-9: Estimation and 95% credible intervals for the missing data in example 2.
identification of the autoregressive orders using another Gibbs sampler. In Table 2-11, we
show the posterior probabilities for all possible values of the autoregressive orders, suggesting
that kˆ1 = kˆ2 = 1 and kˆ3 = 3.
Finally with all the structural parameters identified, we estimated the non-structural para-
meters, leading to the following model for the data:
Xt =


−0,0106 + 0,1296Xt−1 + 0,0355et if Zt < −0,0051
0,0009 + 0,0099Xt−1 + 0,0259et if −0,0051 ≤ Zt < 0,0054
0,0128− 0,0054Xt−1 − 0,0201Xt−2 − 0,0917Xt−3 + 0,0354et if Zt > 0,0054
(2-18)
where the degrees of freedom of the process {et} are estimated to be 2.3.
Moreno (2010) found a similar TAR model for the same data using the approach of Nieto
2.8 An application in finance 23
h xt xˆt Credible interval
1 -0.9547 0.0802 (-1.7707, 1.9929)
2 0.7698 0.4918 (-1.4377, 2.7864)
3 1.2998 0.3507 (-1.5663, 2.1991)
4 0.9182 0.5974 (-1.2208, 2.8195)
5 -3.8846 -0.3908 (-2.2933, 1.3332)
6 0.2132 0.5757 (-1.3160, 2.4125)
7 -1.0506 0.6358 (-1.4394, 2.4568)
8 0.4292 0.5535 (-1.0804, 2.2792)
9 -0.1787 0.5452 (-1.3174, 2.8703)
10 0.2772 0.6361 (-1.2424, 2.4112)
Tabla 2-10: Forecasting results for the simulated {Xt} in example 2.
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Figura 2-6: Finance data. Z: daily log return of the Dow Jones industrial average and X:
daily log return of the BOVESPA index.
(2005), that is, assuming the Gaussian distribution for the noise process. The TAR model
found in Moreno (2010) is:
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Figura 2-7: Histograms of the sampled thresholds for the finance data.
Regime
autoregressive order 1 2 3
0 0 0 0
1 1 1 0
2 0 0 0
3 0 0 1
Tabla 2-11: Posterior probability density of the autoregressive orders in each regime.
Xt =


−0,0127 + 0,111Xt−1 − 0,068Xt−2 + 0,0198et if Zt < −0,0054
0,00068 + 0,0137et if −0,0054 ≤ Zt < 0,0057
0,0135− 0,0837Xt−1 − 0,0684Xt−2 − 0,1687Xt−3
−0,0633Xt−4 + 0,0191et if Zt > 0,0057
(2-19)
We can observe that the number of regime is the same and that the two thresholds are quite
similar. Also, the type II conditional variance in the first and third regimes are similar and
larger than the conditional variance in the second regime, that is, the series of log return
of BOVESPA is more stable when the Dow Jones index is relatively stable. On the other
hand, in spite of the fact that the autoregressive orders are different in the two models, the
autoregressive coefficients in common are also similar.
In order to check the appropriateness of the model, we use the CUSUM and CUSUMSQ plot
of the standardized residuals, showed in Figure 2-8, which suggests that the fitted model
(2-18) is appropriate.
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Figura 2-8: CUSUM and CUSUMSQ plot of the standardized residuals of the model (2-18).
As showed in the work of Moreno (2010), the TAR model with Gaussian noise (2-19), in
spite of showing good performance in the CUSUM and CUSUMSQ plots of the residuals,
the squared residuals show large autocorrelations, which is a disadvantage compared to the
family of GARCHmodels where the residuals show a strong evidence of independence (see the
ACF of residuals and squared residuals of a GARCH(1,1) model in Figure 2-9). In Figure
2-10, we can observe the ACF of the residuals and squared residuals, and obviously the
squared residuals of the TAR model with t-distributed noise still exhibit the same problem
as the TAR model with Gaussian noise. Although the TAR model seems to fail in capturing
all the structure of dependency in the data, Nieto & Moreno (2013) found the expression for
the conditional variance V ar(Xt|xt−1, · · · , x1) in a TAR model, making this class of model
comparable with the GARCH models. In Figure 2-11, we show the conditional variance
V ar(Xt|xt−1, · · · , x1) in the TAR model 2-18, as well as the GARCH(1,1) model; we can see
that the general behaviour is similar for the two models.
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Figura 2-9: ACF of residuals and squared residuals of the model GARCH(1,1).
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Figura 2-10: ACF of residuals and squared residuals of the model (2-18).
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Figura 2-11: Conditional variance of the TAR model and the GARCH model.
3 TAR model for logarithm of positive
data
Nieto (2005) applied the TAR model with Gaussian noise to a river flow data, which co-
rresponds strictly to positive data. Since the noise process follows a Gaussian distribution,
the resulting credible intervals for some missing data contain negative values, which is not
appropriate. A simple solution to this problem is to transform the data by taking their lo-
garithm. In this part, we investigated the TAR model applied to the logarithm of positive
data.
3.1. Model and the likelihood function
Using the logarithm of the data, the TAR model with Gaussian noise is given by:
lnXt = a
(j)
0 +
kj∑
i=1
a
(j)
i lnXt−i + h
(j)et (3-1)
where the support of Xt is (0,∞) for all t = 1, 2, · · · , Zt ∈ Rj = (rj−1, rj], for some
j = 1, · · · , l, r0 = −∞, rl = ∞, and r1 < · · · < rl−1. The process {Zt} is called the
threshold process, and its stochastic behaviour is described by a Markov chain of order p.
The values k1, · · · , kl are positive integer numbers representing the autoregressive orders in
the l regimes. The noise process {et} ∼iid N(0, 1) is mutually independent from the process
{Zt}. The parameters (h(j))2 with j = 1, · · · , l, represent the type II conditional variance of
Xt according to Nieto & Moreno (2013), that is, V ar(lnXt|Rj , xt−1, · · · , x1). Additionally,
we assumed that the process {Zt} is exogenous in the sense that there is no feedback of {Xt}
to it.
In the model (3-1), the structural parameters are still the number of regimes, the thresholds
and the autoregressive orders and the non-structural parameters will be the autoregressive
coefficients θj = (a
(j)
0 , a
(j)
1 , · · · , a(j)kj ) with j = 1, · · · , l and h = (h(1), · · · , h(l)).
3.1.1. Likelihood function of the model
Although the TAR model is formulated in terms of lnXt, we computed the likelihood function
directly in terms of the data Xt. Conditioned on the values of the structural parameters, the
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initial values xk = (x1, · · · , xk)′, where k = ma´x{k1, · · · , kl} and the observed data of the
threshold process z = (z1, · · · , zT )′, we have that:
f(x|z, θx, θz) = f(xk+1|xk, z, θx, θz) · · · f(xT |xT−1, · · · , x1, z, θx, θz)
Since et ∼ N(0, 1), for t = k + 1, · · · , T , the variable xt|xt−1, · · · , x1, z is distributed as a
log-normal variable with mean a
(jt)
0 +
∑kjt
i=1 a
(jt)
i ln xt−i and variance (h
(jt))2. This way
f(xt|xt−1, · · · , x1, z, θx, θz) = 1
xth(jt)
√
2π
exp
{
−(ln xt − a
(jt)
0 −
∑kjt
i=1 a
(jt)
i ln xt−i)
2
2(h(jt))2
}
where jt = j if Zt ∈ Rj = (rj−1, rj] for some j = 1, · · · , l.
Consequently the likelihood function is given by
f(x|z, θx, θz) = (2π)−(T−k)/2
T∏
t=k+1
[
xth
(jt)
]−1
exp
{
−1
2
T∑
t=k+1
e2t
}
(3-2)
with et =
1
h(jt)
(
ln xt − a(jt)0 −
kjt∑
i=1
a
(jt)
i ln xt−i
)
and jt = j when Zt ∈ Rj .
3.2. Estimation of non-structural parameters
In this part, we assumed that all the structural parameters are known and that we need to
estimate the autoregressive coefficients and the type II conditional variance in the l regimes.
We use the multivariate normal distribution N(θ0,j , Vj) for the vector of autoregressive
coefficients in the jth regime θj = (a
(j)
0 , a
(j)
1 , · · · , a(j)kj )′ and the inverse gamma distribution
IG(αj, βj) for the variance (h
(j))2; the posterior conditional distribution of θj and (h
(j))2 is
shown in the following proposition according to Nieto (2005).
Proposition 4. The posterior distribution of the vector of autoregressive coefficients in the
regime j θj = (a
(j)
0 , a
(j)
1 , · · · , a(j)kj )′ is the multivariate normal distribution with mean
θ
∗
j = Vj
(
WjXj
(h(j))2
+V0,jθ0,j
)
(3-3)
and variance
Vj =
(
W′jWj
(h(j))2
+ V0,j
)−1
(3-4)
And the posterior distribution of (h(j))−2in the regime j is the Inverse Gamma distribution
with shape parameter αj + nj/2 and the scale parameter
β0,j + (Yj −Wjθj)′(Yj −Wjθj)/2 (3-5)
where Wj = (wt1,j , · · · ,wtnj,j), w′t = (1, lnxt−1, · · · , ln xt−kj ), Xj = (lnxt1,j , · · · , lnxtnj ,j )′
and nj denotes the number of observation in regime j.
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Proof 1.
p(θj |θi, i 6= j,h,x, z)
∝ p(x|θ, z,h)p(θj |θi, i 6= j,h)
∝ p(x|θ, z,h)p(θj)
∝ (2π)−(T−k)/2
T∏
t=k+1
[
xth
(jt)
]−1
exp

− 12(h(jt))2

ln xt − a(jt)0 −
kjt∑
i=1
a
(jt)
i ln xt−i


2

exp
{
−1
2
(θj − θ0,j)′V0,j(θj − θ0,j)
}
∝ exp

−12
∑
{t:jt=j}
1
(h(j))2

ln xt − a(j)0 −
kj∑
i=1
a
(j)
i ln xt−i


2

exp
{
−1
2
(θj − θ0,j)′V0,j(θj − θ0,j)
}
∝ exp
{
−1
2
(Xj −Wjθj)′[(h(j))2Inj ](Xj −Wjθj)−
1
2
(θj − θ0,j)′V0,j(θj − θ0,j)
}
∝ exp
{
−1
2
(θj − θ∗j)′V−1j (θj − θ∗j)
}
which corresponds to the kernel of the multivariate N(θ∗j ,Vj) distribution.
In order to find the conditional posteriori distribution of (h(j))2, we have
p((h(j))2|θ1, · · · , θl,x, z)
∝ p(x|θ, z,h)p((h(j))2)
∝
T∏
t=k+1
[
h(jt)
]−1
exp

− 12(h(jt))2

ln xt − a(jt)0 −
kjt∑
i=1
a
(jt)
i ln xt−i


2
 (h(j))−2α−2 exp
{
− βj
(h(j))2
}
∝ exp

−
1
(h(j))2

βj +
(
ln xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i ln xt−i
)2
2




[
(h(j))2
](nj/2−α−1)
∝ exp
{
− 1
(h(j))2
[
βj +
1
2
(Yj −Wjθj)′(Yj −Wjθj)
]} [
(h(j))2
](nj/2−α−1)
which corresponds to the kernel of the required inverse gamma distribution.
Using the conditional distributions given in the former result, we can estimate θj and (h
(j))2
for all j = 1, · · · , l, using the Gibbs sampling technique.
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3.3. Estimation of structural parameters
In this section, we develop the results concerning the estimation of the structural parameters,
i.e., the identification of a TAR model. First, we assume that the number of regimes l and
the l− 1 thresholds are known, then we estimate the autoregressive orders in these regimes;
finally, we proceed with the general case, where all the structural parameters are unknown.
3.3.1. Estimation of the autoregressive orders k1, · · · , kl
As we assume that the number of the regimes and the thresholds are known, and that
remaining parameters to be estimated are the autoregressive orders and the non-structural
parameters.
We assume that the autoregressive orders k1, · · · , kl are realizations of discrete random
variables K1, · · · , Kl, and each of theses variables take value in the set {0, 1, · · · , kmax}.
Once more, recalling Carlin & Chip (1995) and Nieto (2005), suppose that M is a discrete
random variable indexing the model which takes values 1, · · · , (kmax+1)l. For each possible
modelM = m, we define the vector of parametersΘm asΘ
′
m = (θ
′
1, · · · , θ′l,h′) for the model
m with m = 1, · · · , (kmax + 1)l.
Carlin & Chip (1995) found the following conditional densities:
p(M = m|Θ,y) = p(y|Θm, M = m)P (M = m)∑
m′ p(y|Θ′m, M = m′)P (M = m′)
(3-6)
where Θ = {Θ1, · · · ,Θ(kmax+1)l} and y contain both the time series {xt}, {zt}
and
p(Θm|Θm′ 6=m,M,y) ∝
{
p(y|Θm, M = m)p(Θm|M = m) if M = m
p(Θm|M = m) if M 6= m
(3-7)
where the link functions p(Θm|M = m) can be taken as the prior distribution of Θm.
In the context of the identification problem of the autoregressive orders, the model indicator
M is determined jointly by the values of variables K1, · · · , Kl. Thus, the density (3-6) is
equivalent to the densities p(kj |Θ, ki,i 6=j,y) with j = 1, · · · , l. Nieto (2005) found that
p(kj|Θ, ki,i 6=j, l,x, z) = p(x|z,Θ,h,k, l)p(kj)∑k¯j
k′j=0
p(x|z, θ,h,k′, l)p(k′j)
(3-8)
where k = (k1, · · · , kl), and k′ are obtained by replacing the component kj of the vector k
by k′j for all j = 1, · · · , l.
In summary, using the densities (3-7) and (3-8), a Gibbs sampler can be implemented in
order to obtain the estimations of the probabilities of all the possible values for each Kj with
j = 1, · · · , l. Denoting these estimated probabilities as pˆ0j , pˆ1j, · · · , pˆkmaxj, we can choose the
value of Kj as the one with highest associated probability.
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3.3.2. Estimation of the number of regimes l and thresholds
In order to estimate the number of regimes l and the vector of thresholds r, we used again
the approach developed in Nieto (2005), adapting the methodology of Carlin & Chib (1995).
Suppose that the number of regimes l is the realization of a discrete random variable L which
takes values in the set {2, · · · , lmax}, and the prior distribution of L is denoted by p(l).
Clearly, when the value of l changes, the model specification also changes; thus, we have
lmax − 1 possible models. Suppose that M is the discrete random variable indexing the
model, then M takes values 2, · · · , lmax, and for each possible model M = j, Θj denotes the
vector of the parameters in this model, that is
Θ′j = (θ
′
1, · · · , θ′j ,h′j,k′j)′
with k′j = (k1j , · · · , kjj)′, where kij denotes the autoregressive order in the i-th regime
in the model M = j, h′j = (h
(1), · · · , h(j))′, and we denote the vector of thresholds as
rj = (r1, · · · , rj−1) with j = 2, · · · , lmax. Finally, let Θ′ = (Θ′2, · · · ,Θ′lmax , r2, · · · , rlmax)′ be
the vector containing all the parameters for all the possible models.
Nieto (2005) found the following conditional densities:
p(M = j|Θ,y) = p(l|Θ,y) ∝ p(x|z,Θl, l)p(l) for l = 2, · · · , lmax (3-9)
p(kij|Θ−kij , l,y) =


p(x|z,Θl, l)p(kij)∑kmax
k′
il
=0 p(x|z,Θl, l)p(k′il)
if j = l
p(kij) if j 6= l
(3-10)
where Θ−kij denotes the vector Θ without the element kij, and
p(θj, h
(j)|Θ−θj ,h(j), l,y) ∝
{
p(y|Θl, l)p(Θl) if j = l
p(Θj) if j 6= l
(3-11)
where Θ−θj ,h(j) denotes the vector Θ without the components θj and h
(j).
Finally, for the thresholds of the jth model, the posterior conditional distribution of rj is
given by
p(rj |l,Θ−rj ,y)
∝


T∏
t=k+1
[
h(jt)
]−1
exp
{
−1
2
T∑
t=k+1
(
lnxt−a(jt)0 −
∑kjt
i=1 a
(jt)
i lnxt−i
h(jt)
)2}
if j = l
p(rj) if j 6= l
(3-12)
where p(rj) denotes the prior density of the vector rj. In order to define this prior density,
we took into account that the values of the thresholds are based on the values of the process
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{Zt}, so we can assume that the thresholds take values in a interval (a, b), appropriately
specified; furthermore, we assume a uniform distribution for the thresholds r1, · · · , rj−1,
that is:
p(rj) = p(r1, · · · , rj−1) ∝ k if a < r1 < · · · < rj−1 < b
for j = 2, · · · , lmax.
Using jointly the conditional densities (3-9), (3-10), (3-11) and (3-12), we can sample values
from the posterior conditional distribution of rj and thus obtain the estimates of the thres-
holds, also, we can compute the posterior probabilities for all possible values of L and choose
the value with the highest probability of being the estimation of the number of regimes l, or
choose the mode of the value of L in the iterations of the Gibbs sampler as the estimation
of l.
3.4. Forecasting
At this point, we focused on finding the posterior predictive distribution of XT+h conditio-
nal on the Vargas (2012), the predictive density of XT+h, involving the variability in the
parameters of the model, is given by:
p(xT+h|xT , zT ) =
l∑
j=1
p(xT+h|Rj,xT , zT )pj(h)
where pj(h) = P (ZT+h ∈ Rj |xT , zT ), for h = 1, 2, · · · , j = 1, · · · , l, and
p(xT+h|Rj ,xT , zT )
=
∫
Θj
p(xT+h, θ
(j)|Rj ,xT , zT )dθ(j)
=
∫
Θj
p(xT+h|θ(j), Rj ,xT , zT )p(θ(j)|Rj,xT , zT )dθ(j) (3-13)
where θ(j) denotes the vector of the non-structural parameters in the regime j, and
p(xT+h|θ(j), Rj,xT , zT )
=
∫
· · ·
∫
p(xT+h|θ(j), Rj,xT+h−1)× p(xT+h−1|θ(j), Rj,xT+h−2)
× · · · × p(xT+1|θ(j), Rj,xT )dxT+1 · · · dxT+h−1 (3-14)
Finally, the forecasting of the threshold process will be the same as found in Nieto (2008),
that is:
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p(zT+h|zT ) =
∫
· · ·
∫
p(zT+h|zT+h−1, zT+1, zT )p(zT+h−1|zT+h−2, zT+1, zT )
· · · p(zT+1|zT )dzT+1 · · · dzT+h−1 (3-15)
Based on equations (3-13), (3-14) and (3-15), we can compute forecasts for both processes
{Xt} and {Zt}. In order to draw values from p(zT+h|zT ), Congdon (2001) suggests to draw
the value for zT+1 from p(zT+1|zT ), then draw the value for zT+2 from p(zT+2|zT+1, zT ) and
so on.
Once we have forecasted zT+1, · · · , zT+h, we can forecast the process {Xt} in an analogous
way; we noted that each term p(xT+m|θ(j), Rj ,xT+m−1, ) for m = 1, · · · , h corresponds to the
density of a log-normal variable with mean a
(jt)
0 +
∑kjt
i=1 a
(jt)
i ln xt+m−i and variance (h
(jt))2.
So, we first draw the value for xT+1 from p(xT+1|θ(j), Rj,xT ), and then we draw the value
for xT+2 from p(xT+2|θ(j), Rj,xT+1), and successively, until we draw the value for xT+h from
p(xT+h|θ(j), Rj ,xT+h−1) for all j = 1, · · · , l. Finally, for each xT+m, we compute the weighted
average of the obtained values with weights pj(m).
3.5. Estimation of missing data
We assume that there are missing observations in both processes {Xt} and {Zt}. Suppose
that the observed observations for {Xt} are located in time points t1, · · · , tN with 1 ≤ t1 ≤
· · · ≤ tN ≤ T , similarly, the observed observations for {Zt} are located at time points s1,
· · · , sM with 1 ≤ s1 ≤ · · · ≤ sM ≤ T . The estimation of these missing data can be carried
out using the approach of Nieto (2005).
Recalling that the the TAR model with missing data can be put in the state space form as
lnXt = Htαt + δtW (3-16)
αt = CJt + AJtαt−1 +RJtωt (3-17)
where αt = (lnXt, lnXt−1, · · · , lnXt−k+1)′, k = ma´x{k1, · · · , kl}, Ht = H = (1, 0, · · · , 0)′,
and δt = 0 if t ∈ {t1, · · · , tN}, and Ht = 0′ and δ1 = 1 otherwise. W is a discrete random
variable with Pr(W = w0) = 1 for some point w0 in the support of lnXt, Jt = j if Zt ∈ Rj.
For each j = 1, · · · , l, Cj = (a(j)0 , 0, · · · , 0),
Rj =
(
h(j) 0′
0 0
)
and
Aj =
(
a
(j)
1 a
(j)
2 · · · a(j)k−1 | a(j)k
Ik−1 | 0
)
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where a
(j)
i = 0 for i > k, Ik−1 denotes the identity matrix of order k − 1 and ωt =
(et, 0, · · · , 0)′. As pointed by Nieto (2005), this state space form corresponds to a state space
model with switching regime and can be analysed efficiently using the MCMC simulation
procedure.
Since the optimal estimates of the missing data in the sense of minimum mean square error
criterion are the conditional expectation of the missing data given the observed data, we
need to sample from the density p(xm, zm|xo, zo). Nieto (2005) states that this goal can be
achieved by sampling from p(α, z|x), where x is constituted by full data x1, · · · , xN and
z1, · · · , zN and replacing the missing data with artificial data, for example the median of
{xt} and {zt}.
Nieto (2005) proposes to use a Gibbs sampler to draw samples from p(z|α,x) and p(α|z,x)
in order to sample values from p(α, z|x). It is found that the density p(z|α,x) is:
p(z|α,x) = p(zT |α,x)
T−p∏
t=1
p(zt|zt+p,xt,αt)
where zt = (zt−p+1, · · · , zt), αt and xt are similarly defined, and
p(zT |α,x) ∝
T∏
j=T−p+1
p(αj |zT , αj−1)fp(zT )
for t = T − p, · · · , 1:
p(zt|zt+p,αt,xt) ∝ p(αt|zt+p−1, αt−1)fp(zt+p|zt+p−1)fp(zt+p−1)
Finally, sampling values from p(α|z,x) is equivalent to sampling values from the distribution
of αt|αt−1, zt+p−1, and recalling the definition of αt, we just need to sample values from the
density of a log-normal variable with mean a
(jt)
0 +
∑kjt
i=1 a
(jt)
i ln xt−i and variance (h
(jt))2.
In summary, the estimation of missing data in TAR models can be carried out, first, complete
the time series {xt} and {zt} with their respective median, and then, by estimating the
missing data using a Gibbs sampler if the model parameters are known. Otherwise, the TAR
model should be first estimated by replacing the missing data using the medians, after that,
the missing data are estimated by the Gibbs sampler, and finally re-estimating the TAR
model with the missing data replaced by the previous estimates.
3.6. Simulated example
3.6.1. Example 1
We simulated a series {xt} of 300 observations from the model
lnXt =
{
1 + 0,5 lnXt−1 − 0,3 lnXt−2 + et if Zt ≤ 0
−0,5− 0,7 lnXt−1 + 1,3et if Zt > 0
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with et ∼ N(0, 1), Zt = 0,5Zt−1 + ǫt and ǫt ∼ GWN(0, 1). The simulated series are shown
in Figure (3-1).
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Figura 3-1: Simulated data in example 1.
In the first stage, we identified the number of regimes and the thresholds. The prior distri-
bution for l is the Poisson distribution truncated in the set {2, 3, 4} with parameter 3, and
the prior distribution of the thresholds is as described above. We run a Gibbs sampler of
1000 iterations and the estimation of the number of regimes is lˆ = 2 with probability 1,
i.e., all the simulated values of l are 2 in all the last 800 iterations of the Gibbs sampler.
The estimation of the threshold is -0.014. In Figure 3-2, we present the histogram of the
simulated values for the threshold. The 95% interval of credibility for the threshold is given
by (-0.0196, 0.0260) which contains the real threshold 0.
In the second stage, we estimated the autoregressive order in each of the two regimes with the
number of regimes fixed to be 2 and the value of the threshold to be -0.014. The prior distri-
bution for kj is the truncated Poisson distribution, with parameter 2 in the set {0, 1, 2, 3, 4, 5}
for each j = 1, 2. The chosen maximum autoregressive order is the autoregressive order p of
the linear model AR(p), which fitted the data best, that, for this case is 5. We run a Gibbs
sampler of 1000 iterations, and the estimated autoregressive orders are kˆ1 = 2 and kˆ2 = 1
with probability 1, that is, in all the last 800 iterations, the estimation of the autoregressive
orders are the same.
Finally, we estimated the non-structural parameters: autoregressive coefficients and the va-
riance weights. The prior distribution for these parameters are: N(0, 10) for the autoregres-
sive coefficients aji with i = 1, · · · , kj and j = 1, 2; and distribution IG(2, 3) for the variance
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Figura 3-2: Simulated threshold in example 1.
Regime a
(j)
i h
(j)
1 1.055 0.509 -0.311 1.053
(0.8124, 1.238) (0.395, 0.619) (-0.422, -0.192) (0.934, 1.192)
2 -0.406 -0.787 1.267
(-0.602, -0.279) (-0.881, -0.685) (1.141, 1.409)
Tabla 3-1: Estimation and 95% credible intervals for the non-structural parameters for the
simulated data in example 1.
weights (h(1))2 and (h(2))2.
We run another Gibbs sampler of 1000 iterations and the estimation of the autoregressive
coefficients and the variance weights are given in Table 3-1. These estimations are close to
the true parameters and all the 95% credible intervals contain the true parameters.
Then, we proceeded with the illustration of the estimation of the missing data. We set the
number of missing data in the processes {Zt} and {Xt} to be 5 in both series. The estimations
and the credible intervals after 5000 iterations are shown in Table 3-2. We can see that the
overall performance of the procedure is satisfactory in the sense that all the observed values
are within the 95% credible interval.
Finally, we applied the forecast procedure when the sample period considered is 1-292 and the
forecast horizon is set to be 8. We used the sampled values of the non-structural parameters
for the forecasting procedure. The forecasted values and 95% credible intervals are shown
in Table 3-3, where we can see that, except for the horizon h = 2, all the simulated values
of {xt} are within the credible intervals.
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Process {Zt}
Time Observed Estimated Credible interval
3 -1.465 -0.189 (-1.741, 1.303)
97 0.809 -0.523 (-1.966, 1.021)
235 -0.310 -0.245 (-1.833, 1.208)
268 -0.374 0.152 (-1.391, 1.739)
272 -0.119 -0.238 (-1.625, 1.369)
Process {Xt}
Time Observed Estimated Credible interval
19 5.568 1.591 (0.054, 8.238)
61 1.884 1.227 (0.045, 5.741)
74 0.397 0.686 (0.028, 3.379)
122 0.135 0.347 (0.012, 1.976)
183 9.657 3.785 (0.144, 21.585)
Tabla 3-2: Estimation and 95% credible intervals for the missing data in example 1.
h xt xˆt Credible interval
1 8.8306 5.9316 (0.4644, 17.4828)
2 10.9300 1.5440 (0.1736, 6.6387)
3 9.3529 2.0435 (0.1843, 9.4318)
4 1.1528 2.4031 (0.2570, 10.5995)
5 0.1744 2.2422 (0.2640, 10.4008)
6 0.7262 2.0694 (0.2314, 8.8653)
7 0.4022 2.0915 (0.2394, 9.5804)
8 1.3456 2.0370 (0.2539, 8.9403)
Tabla 3-3: Forecasting results for the simulated {Xt} in example 1.
3.6.2. Example 2
We simulated a series {xt} of 300 observations from the model
lnXt =


0,1 + 0,5 lnXt−1 + et if Zt ≤ −0,6
0,5 + 0,2 lnXt−1 + 0,5 lnXt−2 + 1,5et if −0,6 < Zt ≤ 0,6
−0,5− 0,7 lnXt−1 + 2et if Zt > 0,6
with et ∼ N(0, 1), Zt = 0,5Zt−1 + ǫt and ǫt ∼ GWN(0, 1). The simulated series are shown
in Figure 3-3.
In the first stage, we identified the number of regimes and the thresholds. The prior dis-
tribution for l is the Poisson distribution truncated in the set {2, 3, 4} with parameter 3,
3.6 Simulated example 39
Time
Z
0 50 100 150 200 250 300
−
3
0
2
Time
X
0 50 100 150 200 250 300
0
50
15
0
Figura 3-3: Simulated data in example 2.
and the prior distribution of the thresholds is proportional to a constant, as usual. We run
a Gibbs sampler of 1000 iterations and the estimation of the number of regimes was lˆ = 3
with probability 1, i.e., all the simulated values of l are 3 in all the last 800 iterations of the
Gibbs sampler. The estimation of the thresholds are -0.5893 and 0.5571. In Figure 3-4, we
present the histogram of the simulated values for the two thresholds. The 95% intervals of
credibility for the thresholds are given by (-0.7115, -0.5174) and (0.5357, 0.5667); we can see
that the first interval contains the real value of the first threshold, but the second interval
does not, however, the estimated value of the second threshold is quite close to the real value
0.6. And, as we will see later, these estimated thresholds lead to good estimations of the
other parameters.
In the second stage, we estimated the autoregressive order in each of the three regimes with
the number of regimes fixed to be 3 and the value of the thresholds fixed to be -0.5893 and
0.5571, respectively. The prior distribution for kj is the truncated Poisson distribution with
parameter 2 in the set {0, 1, 2, 3, 4, 5} for each j = 1, 2, 3. We run a Gibbs sampler of 1000
iterations, and the posterior probabilities of the autoregressive orders K1, K2 and K3 are
shown in Table (3-4), indicating that the estimated autoregressive orders are kˆ1 = kˆ3 = 1
and kˆ2 = 2, which corresponds to the real parameters.
Finally, we estimated the non-structural parameters: autoregressive coefficients and the va-
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Figura 3-4: Simulated threshold in example 2.
Autoregressive order Regime
1 2 3
0 0.0001 0 0.1155
1 0.4418 0 0.2315
2 0.1243 0.3112 0.2311
3 0.1031 0.3079 0.1729
4 0.1839 0.1887 0.1364
5 0.1468 0.1921 0.1126
Tabla 3-4: Posterior probabilities of the variables K1, K2 and K3 in example 2.
riance weights. The prior distribution for these parameters are: N(0, 100) for the autore-
gressive coefficients a
(j)
i with i = 1, · · · , kj and j = 1, 2, 3; and distribution IG(2, 3) for the
variance weights (h(1))2, (h(2))2 and (h(3))2.
We run another Gibbs sampler of 1000 iterations and the estimation of the autoregressive
coefficients and the variance weights are given in Table 3-5. These estimations are close to
the true parameters and all the 95% credible intervals contain the true parameters.
In conclusion, the identification and estimation results are satisfactory, and we proceed with
the estimation of missing data. We set the number of missing data in the processes {Zt} and
{Xt} to be 10 in both series. The estimations and the credible intervals after 5000 iterations
are shown in Table 3-6. We can see that for the process {Zt}, the only observation out of
the credible interval is at the time point 165, where observation z165 seems to be larger than
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Regime a
(j)
i h
(j)
1 0.0416 0.458 1.098
(-0.227, 0.299) (0.329, 0.600) (0.929, 1.283)
2 0.594 0.154 0.452 1.4221
(0.301, 0.844) (0.033, 0.275) (0.327, 0.575) (1.236, 1.635)
3 -0.520 -0.554 1.953
(-0.881, -0.169) (-0.770, -0.357) (1.707, 2.261)
Tabla 3-5: Estimation and 95% credible intervals for the non-structural parameters for the
simulated data in example 2.
other observed values; for the process {Xt}, at some time points such as 111, 223 and 295,
the estimates of the missing data for {xt} seem to be quite different from the observed data,
which could be caused by the big variability observed in the graphic of the data. However,
the correspondent 95% credible interval is also wider and contains all of the observed data.
Finally we applied the forecast procedure where the sample period considered was 1-285 and
the forecast horizon was set to be 15. The forecasted values and 95% credible intervals are
shown in Table 4-5, where we can see that all the simulated values of {xt} are within the
credible intervals.
3.7. An application in hydrology-meteorology field
Nieto (2005) presented a real-data application for illustrating his methodology; the time
series considered were the daily rainfall Pt (in mm.), as the threshold variable, and a daily
river flow (in m3/s) as the response variable, in a certain Colombian geographical region.
The rainfall was measured at the meteorological station of the Laguna San Rafael, with an
altitude of 3420 meters and geographical coordinates 2.23Aˆ◦ north (latitude) and 76.23Aˆ◦
west (longitude). The flow corresponds to Bedon river, a small one in hydrological terms,
and was measured at the hydrological station of the Laguna San Rafael, with an altitude of
3300 meters and coordinates 2.19Aˆ◦ north and 76.15Aˆ◦ west. These stations are located close
to the Earth equator and in a very dry geographical zone. This last characteristic permits
to control hydrological/meteorological factors, which may distort the kind of dynamical
relationship explained by the TAR model. The data set corresponds to the sample period
from January 1, 1992, to November 30, 2000 (3256 data), and it was assembled by IDEAM,
the official Colombian agency for hydrological and meteorological studies.
The threshold variable is defined to be Zt = Pt−1 and the series of interest is the river
flow. Nieto (2005) did a double transformation of the river flow data with the square root
function and an adjustment for conditional heteroscedasticity via an ARCH(1) model and
the transformed river flow series is denoted by Xt. Both series have missing data, 52 in {Zt}
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Process {Zt}
Time Observed Estimated Credible interval
10 -0.176 -0.098 (-1.709, 1.385)
31 -0.899 0.305 (-1.283, 2.181)
34 1.793 0.257 (-1.190, 2.263)
88 -0.375 -0.902 (-2.207, 0.512)
148 0.493 0.237 (-1.211, 1.867)
165 2.418 0.026 (-1.641, 1.635)
229 0.506 -0.039 (-1.507, 1.560)
236 -0.970 0.060 (-1.495, 1.656)
244 0.247 -0.048 (-1.564, 1.402)
277 -0.590 -0.050 (-1.695, 1.435)
Process {Xt}
Time Observed Estimated Credible interval
38 0.168 0.942 (0.003, 6.353)
46 1.225 4.687 (0.087, 26.175)
58 0.111 1.260 (0.027, 6.303)
111 41.27 11.386 (0.044, 75.574)
113 0.100 15.302 (0.075, 106.334)
124 4.421 3.257 (0.216, 17.139)
223 2.576 15.914 (0.382, 99.943)
234 0.660 1.053 (0.035, 5.951)
244 6.058 9.279 (0.091, 54.524)
295 0.320 13.314 (0.041, 103.786)
Tabla 3-6: Estimation and 95% credible intervals for the missing data in example 2.
and 32 in {Xt}. Figure 3-5 shows the two time series where the missing data in both series
are replaced by their medians, respectively.
The initial TAR model estimated with the missing data replaced by the medians is
lnXt =


0,313 + lnXt−1 − 0,532 lnXt−2 + 0,226 lnXt−3 + 0,383et
if Zt ≤ 5,2521
0,437 + 1,016 lnXt−1 − 0,553 lnXt−2 + 0,189 lnXt−3 + 0,411et
if 5,2521 < Zt ≤ 11,6497
0,489 + 0,979 lnXt−1 − 0,629 lnXt−2 + 0,289 lnXt−3 + 0,539et
if Zt > 11,6497
(3-18)
Since the procedure of estimation of missing data in {zt} is the same as in Nieto (2005),
we omitted the numerical results and present the estimates of missing data in {xt}. The
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h xt xˆt Credible interval
1 1.4616 2.8459 (0.2601, 17.2750)
2 3.8033 6.2373 (0.3648, 28.3532)
3 0.8875 5.9121 (0.3449, 32.4332)
4 0.5018 7.7028 (0.4808, 48.1151)
5 1.6992 6.8738 (0.4162, 39.3624)
6 0.8844 6.7623 (0.4764, 35.3248)
7 0.2216 8.8820 (0.4834, 38.3428)
8 4.6284 8.8184 (0.4294, 36.0566)
9 0.6264 9.3326 (0.4459, 49.0546)
10 0.4202 8.5472 (0.3336, 58.6675)
11 1.2556 7.0728 (0.4009, 37.9518)
12 0.8121 10.5086 (0.5469, 62.5273)
13 0.5651 7.8475 (0.5550 38.9076)
14 1.8638 8.7804 (0.4985, 43.3516)
15 1.2535 8.3910 (0.4380, 44.8596)
Tabla 3-7: Forecasting results for the simulated {Xt} in example 2.
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Figura 3-5: Hydrological variables. Z: precipitation variable and X: transformed river flow
variable.
estimates and the 95% credible intervals for the 32 missing data in the series {xt} are
displayed in Table 3-8; we can see that the estimates are close to the ones obtained in Nieto
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(2005), with the advantage that none of the credible intervals contains negative values for
the missing data.
Time Estimated Credible interval Time Estimated Credible interval
1659 8.677 (2.321, 22.397) 2008 2.072 (0.634, 4.764)
2009 4.006 (0.589, 17.239) 2010 4.432 (0.739, 16.855)
1660 5.558 (0.937, 15.182) 2011 4.195 (0.913, 13.135)
1661 3.735 (0.632, 13.184) 2012 4.439 (0.782, 14.212)
1662 4.254 (0.823, 13.815) 2013 4.819 (0.797, 14.364)
1663 5.318 (0.962, 19.448) 2014 4.345 (0.895, 13.241)
1664 5.126 (0.777, 13.924) 2015 4.792 (0.950, 15.636)
1665 4.737 (0.901, 13.919) 2016 4.571 (0.934, 18.053)
1666 3.933 (0.973, 10.206) 2017 4.132 (0.847, 11.501)
1667 3.725 (1.006, 8.392) 2018 4.436 (1.254, 13.715)
1668 3.475 (1.089, 8.993) 2019 4.707 (0.914, 14.605)
1669 3.338 (1.100, 8.351) 2020 4.607 (1.108, 12.273)
1670 3.219 (1.058, 8.801) 2021 5.023 (0.675, 18.031)
1671 3.367 (1.043, 7.646) 2022 5.003 (0.761, 15.774)
1672 3.617 (0.929, 9.042) 2023 5.790 (0.861, 30.655)
1673 3.870 (0.730, 10.008) 2326 2.958 (1.458, 6.141)
Tabla 3-8: Estimation and 95% credible intervals for the missing data for the river flow
series Xt.
Now, we re-estimate the TAR model replacing the missing data with the estimates of Table
3-8; the new TAR model has the same number of regimes and autoregressive orders: the
first threshold changed from 5.25 to 3.95 and the second threshold changed from 11.6497 to
12. The final TAR model is
lnXt =


0,292 + 1,019 lnXt−1 − 0,542 lnXt−2 + 0,229 lnXt−3 + 0,376et
if Zt ≤ 3,95
0,420 + 1,003 lnXt−1 − 0,545 lnXt−2 + 0,200 lnXt−3 + 0,413et
if 3,95 < Zt ≤ 12
0,484 + 0,982 lnXt−1 − 0,643 lnXt−2 + 0,301 lnXt−3 + 0,541et
if Zt > 12
(3-19)
We can see that the final TAR model is quite similar to the initial model given in (3-18),
where the number of regime is 3 instead of 2 regimes as in Nieto (2005). As the precipitation
increases, the type II conditional variance in the river flow increases too. In order to check
the fit of the model, we elaborated the CUSUM and CUSUMSQ charts for the so-called
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standardized pseudo-residuals, as suggested in Nieto (2005). These residuals are defined as
εˆt =


∑
i∈Ot a
(j)
i
lnXt−i − ln Xˆt−i
h(j)
if Ot 6= Φ
et if Ot = Φ
if Zt ∈ Rj for some j = 1, · · · , l, Ot = {i|i = 1, · · · , kj, and t− i /∈ {t1, · · · , tN}} and
Xt−i1t−1 =
{
Xt−i if t− i /∈ {t1, · · · , tN}
Xˆt−i otherwise
with Xˆt−i denoting the estimator of xt−i.
The CUSUM and CUSUMSQ of these standardized pseudo-residuals with 95% confidence
bands are displayed in Figure 3-6. The two charts seem to behave well, and we can accept
the model (3-19).
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Figura 3-6: CUSUM and CUSUMSQ of the standardized pseudo residuals in the hydrology-
meteorology application.
Finally, we applied the forecast procedure where the forecast horizon is set to be 10 and the
sample period considered is 1-3246. The forecasted values and 95% credible intervals are
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shown in Table 3-9, where we can see that all the simulated values of {xt} are within the
credible intervals and none of the credible intervals contains negative values.
h xt xˆt Credible interval
1 5.7074 4.9593 (2.6331, 8.6841)
2 3.7946 4.2902 (1.6462, 9.2930)
3 4.2953 3.9015 (1.3741, 8.8289)
4 5.2172 3.7633 (1.3641, 8.6276)
5 5.6678 3.7655 (1.3341, 8.8644)
6 6.0150 3.7366 (1.3217, 8.8605)
7 5.5180 3.6325 (1.2360, 8.2260)
8 5.4425 3.6232 (1.2492, 8.8979)
9 4.6896 3.5610 (1.2544, 8.0806)
10 4.5310 3.4954 (1.2419, 8.2449)
Tabla 3-9: Forecasting results for the river flow data {Xt}.
4 TAR model with Gamma noise
Another alternative for modelling positive data is using the Gamma distribution. However,
we consider that it is not appropriate to use directly the Gamma distribution for the noise
process, because when the noise process has mean 0 and variance 1, according to Nieto &
Moreno (2013), the parameters (h(j))2 correspond to the variance of Xt conditional on the
regime and the past values of X , the so-called type II conditional variance; however, the
Gamma distribution has a non-zero mean and the variance is not 1, and the parameters
(h(j))2 will lose their interpretation. To solve this problem, we used the so-called standarized
gamma distribution that is defined as follows:
Definition 1. A continuous real valued random variable X has a standardized Gamma
distribution with parameter c, if its density function is given by
fX(x) =
√
c
c
Γ(c)ec
(x+
√
c)c−1e−
√
cxI(−√c,∞)(x) (4-1)
where x ∈ R and c > 0.
The standardized Gamma distribution is derived from a Gamma distributed variable with
shape parameter c and scale parameter θ minus the mean cθ and divided by the square root
of the variance θ
√
c, so that, E(X) = 0 and V ar(X) = 1. In Figure 4-1, we show this density
function with different values of c.
Using the standardized Gamma distribution, the proposed TAR model is given by
Xt = a
(j)
0 +
kj∑
i=1
a
(j)
i Xt−i + h
(j)ǫt (4-2)
when Zt ∈ Rj = (rj−1, rj] for some j = 1, · · · , l, r0 = −∞ and rl =∞. The noise process {ǫt}
is an independent stochastic process with standardized Gamma distribution with parameter
c. So, there is a sequence of independent Gamma variables Gt ∼ Gamma(c, θ) with
ǫt =
Gt − cθ
θ
√
c
=
Gt
θ
√
c
−√c, ∀t = 1, 2, · · · ,
Note that θ is a silent parameter in the sense that θ is useful for the construction of the stan-
dardized Gamma distribution, but it disappears in the density of the standardized Gamma
density given in (4-1).
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Figura 4-1: The density of the standardized gamma distribution with different values of c.
In the model (4-2), the structural parameter will still be the number of regimes, the thres-
holds and the autoregressive orders, the non-structural parameters will be the autoregressive
coefficients θj = (a
(j)
0 , a
(j)
1 , · · · , a(j)kj ) with j = 1, · · · , l, h = (h(1), · · · , h(l)), and the parameter
of the noise process c.
4.1. Condition for Pr(Xt > 0) = 1
Since model (4-2) is designed for modelling time series data {xt} as a realization of a sto-
chastic process {Xt} where each Xt is a positive-valued variable, we must find conditions for
the parameters of the model to guarantee that Pr(Xt > 0) = 1. We proceeded as follows:
Denoting the autoregressive polynomial in the j-th regime as φj(B) = 1−
kj∑
i=1
a
(j)
i B
j with root
outside of the unit circle, the inverse polynomial of φj(B) is denoted by ψj(B) =
∞∑
i=0
ψi,jB
i
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with
∑
i |ψi,j| <∞. Following Nieto (2008), the distribution function of Xt is given by
Ft(x) =
l∑
j=1
pjFt,j(x)
=
l∑
j=1
pjPr(Xt ≤ x|Zt ∈ Rj)
=
l∑
j=1
pjPr(φj(B)
−1(a(j)0 + h
(j)ǫt) ≤ x)
=
l∑
j=1
pjPr(ψj(B)(a
(j)
0 + h
(j)ǫt) ≤ x)
=
l∑
j=1
pjPr(ψj(1)a
(j)
0 + h
(j)ψj(B)ǫt) ≤ x)
=
l∑
j=1
pjPr
(
ψj(B)ǫt ≤ x− a
(j)
0 ψj(1)
h(j)
)
where ψj(1) =
∞∑
i=0
ψi,j. This way, Pr(Xt > 0) = 1 is equivalent to
Pr
(
ψj(B)ǫt ≤ −a
(j)
0
∑∞
i=0 ψi,j
h(j)
)
= 0 (4-3)
for all j = 1, · · · , l.
Since the standardized Gamma distribution can be obtained by standardizing a Gamma
distribution, (4-3) is equivalent to
0 = Pr
(
ψ0,jGt + ψ1,jGt−1 + ψ2,jGt−2 + · · ·
θ
√
c
≤ √c
∞∑
i=0
ψi,j − a
(j)
0
∑∞
i=0 ψi,j
h(j)
)
(4-4)
= Pr
(
ψ0,jGt + ψ1,jGt−1 + ψ2,jGt−2 + · · · ≤
∞∑
i=0
ψi,j
[
√
c− a
(j)
0
h(j)
]
θ
√
c
)
Conditions on the parameters a
(j)
i , h
(j) with i = 1, · · · , kj, j = 1, · · · , l and c to achieve
the condition (4-4) are quite complex. If we can find the support for the variable ψ0,jGt +
ψ1,jGt−1 + ψ2,jGt−2 + · · · for each t = 1, 2, · · · , for example, the interval (d,∞) for some
d ∈ R, then the equivalent condition of (4-4) would be simply
∞∑
i=0
ψi,j
[
√
c− a
(j)
0
h(j)
]
θ
√
c < d, for all j = 1, · · · , l
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However, all the variables Gt are positive Gamma variables, but the coefficients ψi,j with
i = 0, · · · ,∞, can be positive or negative values, as long as ∑i |ψi,j| < ∞ for all j; so the
support of the variable ψ0,jGt+ ψ1,jGt−1 +ψ2,jGt−2 + · · · is quite difficult to find, unless we
impose some additional conditions on the coefficients ψi,j .
In this investigation, we assumed that ψi,j > 0 for all i = 0, 1, · · · and j = 1, · · · , l. So, the
support for the variable ψ0,jGt+ψ1,jGt−1+ψ2,jGt−2+ · · · would be contained in (0,∞) and
the condition equivalent to (4-4) is
∞∑
i=0
ψi,j
[
√
c− a
(j)
0
h(j)
]
θ
√
c < 0
which is equivalent to
√
c <
a
(j)
0
h(j)
, for all j = 1, · · · , l.
We are aware that the condition ψi,j > 0 for all i = 0, 1, · · · and j = 1, · · · , l is quite
restrictive; hence, further investigation should be carried out to find less restrictive conditions
to guarantee that Pr(Xt > 0) = 1.
4.2. Likelihood function of the model
Conditioned on the values of the structural parameters, the initial values xk = (x1, · · · , xk)′,
where k = ma´x{k1, · · · , kl} and the observed data of the threshold process z = (z1, · · · , zT )′,
we have that
f(x|z, θx, θz) = f(xk+1|xk, z, θx, θz) · · ·f(xT |xT−1, · · · , x1, z, θx, θz)
As ǫt has a standardized gamma distribution with parameter c, for t = k+1, · · · , T , the va-
riable Xt|xt−1, · · · , x1, z is distributed as a standardized Gamma distribution with parameter
c multiplied by h(jt) and adding a
(jt)
0 +
kjt∑
i=1
a
(jt)
i xt−i, taking into account that the distribution
function of the variable Xt|xt−1, · · · , x1, z is given by
FXt|xt−1,··· ,x1,z(x) = Fh(jt)ǫt+a(j)0 +
∑kjt
i=1 a
(jt)
i xt−i
(x)
where ǫt is distributed as a standardized Gamma distribution with parameter c.
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Using the change of variable theorem, we can easily find that
f(xt|xt−1, · · · , x1, z, θx, θz)
=
( √
c
eh(jt)
)c
1
Γ(c)
(xt − a(jt)0 −
kjt∑
i=1
a
(jt)
i xt−i + h
(jt)
√
(c))c−1×
exp

−
√
c
h(jt)

xt − a(jt)0 −
kjt∑
i=1
a
(jt)
i xt−i




=
1
h(jt)Γ(c)
(√
c
e
)c
(ǫt +
√
c)c−1 exp
{−√cǫt} I(−√c,∞)(ǫt)
where e = 2,71828, ǫt = (xt − a(jt)0 −
∑kjt
i=1 a
(jt)
i xt−i)/h
(jt) and jt = j if Zt ∈ Rj = (rj−1, rj ]
for some j = 1, · · · , l.
Consequently the likelihood function is given by
f(x|z, θx, θz)
=
[
T∏
t=k+1
1
h(jt)
](
1
Γ(c)
)(T−k)(√
c
e
)c(T−k) T∏
t=k+1
(ǫt +
√
c)c−1×
exp
{
−√c
T∑
t=k+1
ǫt
}
T∏
t=k+1
I(−√c,∞)(ǫt) (4-5)
with jt = j when Zt ∈ Rj .
4.3. Estimation of non-structural parameters
The prior distribution for the vector θj is a multivariate normal distribution, denoted as
θj ∼ N(θ0,j,V−10,j ), and the posterior full conditional distribution of θj is given by the
following result
Proposition 5. For each j = 1, · · · , l, the conditional distribution of θj given the structural
parameters, θi, with i 6= j, h, and c is given by
p(θj |θi, i 6= j,h,x, z, c)
∝
T∏
t=k+1
(ǫt +
√
c)c−1 exp
{
−√c
T∑
t=k+1
ǫt
}[
T∏
t=k+1
I(−√c,∞)(ǫt)
]
exp
{
−1
2
(θj − θ0,j)′V0,j(θj − θ0,j)
}
(4-6)
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Demostracio´n.
p(θj|θi, i 6= j,h,x, z, n)
∝ p(x|z, θx)p(θj)
∝
T∏
t=k+1
(ǫt +
√
c)c−1 exp
{
−√c
T∑
t=k+1
ǫt
}[
T∏
t=k+1
I(−√c,∞)(ǫt)
]
exp
{
−1
2
(θj − θ0,j)′V0,j(θj − θ0,j)
}
Now, with respect to the variance weights h(j), we followed the standard Bayesian methodo-
logy assigning an inverse Gamma distribution with shape parameter α and scale parameter
β, (IG(α, β)) as the prior distribution of (h(j))2, that is,
p((h(j))2) ∝ (h(j))−2α−2 exp{−β/(h(j))2}I(0,∞)((hj)2)
Combining this prior distribution of (h(j))2 and the likelihood function, we have the following
posterior conditional distribution (h(j))2:
Proposition 6. For each j = 1, · · · , l, the conditional distribution of (h(j))2, given the
structural parameters, θj, j = 1, · · · , l, h(i), with i 6= j and c, is given by
p((h(j))2|θ1, · · · , θl, h(i), i 6= j,x, z, c)
∝
T∏
t=k+1
(ǫt +
√
c)c−1 exp
{
−√c
T∑
t=k+1
ǫt
}
T∏
t=k+1
I(−√c,∞)(ǫt) (h
(j))−2α−2−nj exp{−β/(h(j))2}
(4-7)
where nj is the number of observations in regime j.
Finally, the parameter c of the standardized gamma distribution of ǫt also needs to be
estimated. Considering that c is a positive parameter, we chose theGamma(α, β) distribution
for c; this way, the prior distribution of c is given by
p(c) ∝ cα−1 exp{−c/β}
Using this prior distribution, we found the following full posterior conditional distribution
of c:
Proposition 7. The full posterior conditional distribution of c is given by
p(c|θ1, · · · , θl,h,x, z)
∝ c
α−1
(Γ(c))(T−k)
(√
c
e
)c(T−k) T∏
t=k+1
(ǫt +
√
c)c−1 exp
{
−√c
T∑
t=k+1
ǫt
}
T∏
t=k+1
I(−√c,∞)(ǫt) exp{−c/β}.
(4-8)
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In conclusion, the estimation of the non-structural parameters can be carried out by means of
a Gibbs sampler, using the full conditional densities (4-6), (4-7) and (4-8). It is important to
emphasize that in each iteration of the Gibbs sampler, the sampled values of the parameters
must satisfy the conditions ψi,j > 0 for all i = 0, 1, · · · , j = 1, · · · , l and
√
c < a
(j)
0 /h
(j).
This consideration is similar to the Bayesian modelling of the ARMA models where its
parameters must satisfy the stationary condition. Following the recommendation of Prado
& West (2010), the simplest approach is to proceed as in the unconstrained analysis, but to
reject sampled values of the parameters if they lie outside the restricted region. In case that
the data support these two conditions, we will have a low rejection rate.
4.4. Estimation of the structural parameters
In this section, we develop the results concerning the estimation of the structural parameters,
i.e., the identification of a TAR model. The procedure is the same as in the case of the TAR
models with t noise, which means that we first assume that the number of regimes l and the
l− 1 thresholds are known, and we estimate the autoregressive orders in these regimes; and
finally we have the general case, where all the structural parameters are unknown.
4.4.1. Estimation of the autoregressive orders k1, · · · , kl
We assumed that the autoregressive orders k1, · · · , kl are realizations of discrete random
variables K1, · · · , Kl, and each of theses variables takes value in the set {0, 1, · · · , kmax}.
Following Carlin & Chib (1995) and Nieto (2005), we considered thatM is a discrete random
variable indexing the model which takes values 1, · · · , (kmax+1)l. For each possible model
M = m, we defined the vector of parameters Θm as Θ
′
m = (θ
′
1, · · · , θ′l,h′) for the model m
with m = 1, · · · , (kmax + 1)l. The parameter c of the noise process can be considered as a
nuisance parameter, since its dimension is the same for all models, as well as its interpre-
tation, so we can sample values of c using the densities p(c|k(g), θ(g),h(g),x, z) in the g-th
iteration.
Carlin & Chib (1995) found the following conditional densities
p(M = m|Θ,y) = p(y|Θm, M = m)P (M = m)∑
m′ p(y|Θ′m, M = m′)P (M = m′)
(4-9)
where Θ = {Θ1, · · · ,Θ(kmax+1)l},
and
p(Θm|Θm′ 6=m,M,y) ∝
{
p(y|Θm, M = m)p(Θm|M = m) if M = m
p(Θm|M = m) if M 6= m
(4-10)
with y = (x, z), and the link functions p(Θm|M = m) can be taken as the prior distribution
of Θm.
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In the context of the problem of identification of the autoregressive orders, the model indi-
cator M is determined jointly by the values of variables K1, · · · , Kl. This way, the density
(4-9) is equivalent to the densities p(kj|Θ, ki,i 6=j,y) with j = 1, · · · , l. In order to compute
these densities, Nieto (2005) found that
p(kj|Θ, ki,i 6=j, l,x, z) = p(x|z,Θ,h,k, l)p(kj)∑k¯j
k′j=0
p(x|z, θ,h,k′, l)p(k′j)
, (4-11)
where k = (k1, · · · , kl), and k′ are obtained by replacing the component kj of the vector k
by k′j for all j = 1, · · · , l.
In summary, using the densities (4-10), (4-11) and (4-8), a Gibbs sampler can be implemented
in order to obtain the estimations of the probabilities of all the possible values for each Kj
with j = 1, · · · , l. Denoting these estimated probabilities as pˆ0j , pˆ1j, · · · , pˆkmaxj, we can choose
the value of Kj for which the highest probability is associated.
4.4.2. Estimation of the number of regimes l and the thresholds
In order to estimate the number of regimes l and the vector of thresholds r, we used again
the approach developed in Nieto (2005), adapting the methodology of Carlin & Chib (1995).
We assumed that the number of regimes l is realization of a discrete random variable L which
takes values in the set {2, · · · , lmax}, and the prior distribution of L is denoted by p(l).
If M is the discrete random variable indexing the model, then M takes values 2, · · · , lmax,
and for each possible model M = j, Θj denotes the vector of the parameters in this model,
that is
Θ′j = (θ
′
1, · · · , θ′j ,h′j,k′j)
with k′j = (k1j, · · · , kjj)′, where kij denotes the autoregressive order in the i-th regime in the
model M = j and h′j = (h
(1), · · · , h(j))′. Finally, we have Θ′ = (Θ′2, · · · ,Θ′lmax , r2, · · · , rlmax)
the vector that contains all the parameters for all the possible models.
Nieto (2005) found the following conditional densities:
p(M = j|Θ,y) = p(l|Θ,y) ∝ p(x|z,Θl, l)p(l) for l = 2, · · · , lmax (4-12)
p(kij|Θ−kij , l,y) =


p(x|z,Θl, l)p(kij)∑kmax
k′
il
=0 p(x|z,Θl, l)p(k′il)
if j = l,
p(kij) if j 6= l,
(4-13)
where Θ−kij denotes the vector Θ without the element kij, and
p(θj, h
(j)|Θ−θj ,h(j), l,y) ∝
{
p(y|Θl, l)p(Θl) if j = l,
p(Θj) if j 6= l,
(4-14)
4.5 Forecasting 55
where Θ−θj ,h(j) denotes the vector Θ without the components θj and h
(j).
Finally, for the vector of thresholds rj of the model M = j, the posterior conditional density
of rj , given the values of other structural and non-structural parameters, is given by
p(rj|l,Θ−rj ,y)
∝


[
T∏
t=k+1
1
h(jt)
(ǫt +
√
c)c−1
]
exp
{
−√c
T∑
t=k+1
ǫt
}
T∏
t=k+1
I(−√c,∞)(ǫt) if j = l
p(rj) if j 6= l
(4-15)
where jt = k if Zt ∈ Rj = (rj−1, rj] for some j = 1, · · · , l and p(rj) is the prior density of
rj. Note that the expression in (4-15) depends on the thresholds rj since ǫt = (xt − a(jt)0 −∑kj
i=1 a
(jt)
i xt−i)/h
(jt) with jt = j if Zt ∈ Rj , so Rj and jt depend on the thresholds and,
therefore, et depends on the thresholds. In order to define the prior density of rj , we recall
that the values of thresholds are based on the values of the process {Zt}, so we can assume
that the thresholds take values in an appropriately specified interval (a, b); furthermore, we
assume a uniform distribution for the thresholds r1, · · · , rj−1, that is
p(rj) =
{
p(r1, · · · , rj−1) ∝ k if a < r1 < · · · < rj−1 < b
0 otherwise
for j = 2, · · · , lmax.
Using jointly the conditional densities (4-12), (4-13), (4-14)(4-15) and (4-8), we can obtain
the sampled values of the thresholds, then take the sample means as the estimates of the
thresholds and also obtain the posterior probabilities for all possible values of L. It is possible
to choose the value with higher probability as the estimation of the number of regimes l or
choose the mode of the value of L in the iterations of the Gibbs sampler as the estimation
of l.
4.5. Forecasting
In the Bayesian forecasting context, we used the methodology developed by Vargas (2012)
to find the predictive density of XT+h, which is given by:
p(xT+h|xT , zT ) =
l∑
j=1
p(xT+h|Rj,xT , zT )pj(h)
where pj(h) = P (ZT+h ∈ Rj |xT , zT ), for h = 1, 2, · · · , j = 1, · · · , l, and
p(xT+h|Rj ,xT , zT )
=
∫
Θj
p(xT+h, θ
(j)|Rj ,xT , zT )dθ(j)
=
∫
Θj
p(xT+h|θ(j), Rj ,xT , zT )p(θ(j)|Rj,xT , zT )dθ(j) (4-16)
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where θ(j) denotes the vector of the non-structural parameters in the regime j, and
p(xT+h|θ(j), Rj,xT , zT )
=
∫
· · ·
∫
p(xT+h|θ(j), Rj,xT+h−1)× p(xT+h−1|θ(j), Rj,xT+h−2)
× · · · × p(xT+1|θ(j), Rj ,xT )dxT+1 · · ·dxT+h−1 (4-17)
Finally, the forecasting of the threshold process will be the same as the one found in Nieto
(2008), that is
p(zT+h|zT ) =
∫
· · ·
∫
p(zT+h|zT+h−1, zT+1, zT )p(zT+h−1|zT+h−2, zT+1, zT )
· · · p(zT+1|zT )dzT+1 · · · dzT+h−1 (4-18)
Based on the equations (4-16), (4-17) and (4-18), we can compute forecasts for both processes
{Xt} and {Zt}. In order to draw values from p(zT+h|zT ), Congdon (2001) suggests to draw
the value for zT+1 from p(zT+1|zT ), then draw the value for zT+2 from p(zT+2|zT+1, zT ) and
so on.
Once we have forecasted zT+1, · · · , zT+h, we can forecast the process {Xt} in an analogous
way: We note that each term p(xT+m|θ(j), Rj ,xT+m−1, ) for m = 1, · · · , h corresponds to
the density of a standardized Gamma distribution with parameter c multiplied by h(jt) and
adding a
(jt)
0 +
∑kjt
i=1 a
(jt)
i xt−i, from which it can be easily sampled. So, we first draw the value
for xT+1 from p(xT+1|θ(j), Rj,xT ), and then the value for xT+2 from p(xT+2|θ(j), Rj,xT+1),
and successively, until we draw the value for xT+h from p(xT+h|θ(j), Rj,xT+h−1) for all j =
1, · · · , l. Finally, for each xT+m, we compute the weighted average of the obtained values
with weights pj(m).
4.6. Estimation of missing data
We assume that there are missing observations in both processes {Xt} and {Zt}. We assume
that the observed data for {Xt} are located in time points t1, · · · , tN with 1 ≤ t1 ≤ · · · ≤
tN ≤ T ; similarly, the observed data for {Zt} are located in time points s1, · · · , sM with
1 ≤ s1 ≤ · · · ≤ sM ≤ T . The estimation of these missing data can be carried out using the
approach of Nieto (2005).
We have to consider that the the TAR model with missing data can be put in the state space
form as
Xt = Htαt + δtW (4-19)
αt = CJt + AJtαt−1 +RJtωt (4-20)
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where αt = (Xt, Xt−1, · · · , Xt−k+1)′, k = ma´x{k1, · · · , kl}, Ht = H = (1, 0, · · · , 0)′, and
δt = 0 if t ∈ {t1, · · · , tN}, and Ht = 0′ and δ1 = 1 otherwise. W is a discrete random variable
with Pr(W = w0) = 1 for some point w0 in the support of Xt, Jt = j if Zt ∈ Rj. For each
j = 1, · · · , l, Cj = (a(j)0 , 0, · · · , 0),
Rj =
(
h(j) 0′
0 0
)
and
Aj =
(
a
(j)
1 a
(j)
2 · · · a(j)k−1 | a(j)k
Ik−1 | 0
)
where a
(j)
i = 0 for i > k, Ik−1 denotes the identity matrix of order k − 1 and ωt =
(et, 0, · · · , 0)′. As pointed by Nieto (2005), this state space form corresponds to a state space
model with regime switching and can be analysed efficiently using the MCMC simulation
procedure.
Since the optimal estimates of the missing data, in the sense of minimum mean square error
criterion, are the conditional expectations of the missing data given observed data, we need
to sample from the density p(xm, zm|xo, zo), where xm and zm denote the missing dataset,
and xo and zo denote the observed dataset. Nieto (2005) states that this goal can be achieved
by sampling from p(α, z|x), where x is constituted by full data x1, · · · , xN and z1, · · · , zN
where the missing data are replaced by artificial data, for example the median of {xt} and
{zt}.
Nieto (2005) proposes the use of a Gibbs sampler to draw samples from p(z|α,x) and
p(α|z,x) in order to sample values from p(α, z|x). It was found that the density p(z|α,x)
is:
p(z|α,x) = p(zT |α,x)
T−p∏
t=1
p(zt|zt+p,xt,αt)
where zt = (zt−p+1, · · · , zt), αt and xt are similarly defined, and
p(zT |α,x) ∝
T∏
j=T−p+1
p(αj |zT , αj−1)fp(zT ).
For t = T − p, · · · , 1
p(zt|zt+p,αt,xt) ∝ p(αt|zt+p−1, αt−1)fp(zt+p|zt+p−1)fp(zt+p−1)
Finally, sampling values from p(α|z,x) is equivalent to sampling the values from the distri-
bution of αt|αt−1, zt+p−1; based on the definition of αt, we just need to sample values from
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the density of a standardized Gamma distribution with parameter c multiplied by h(jt) and
adding a
(jt)
0 +
∑kjt
i=1 a
(jt)
i xt−i.
In summary, the estimation of missing data in TAR models can be carried out, first, by
completing the time series {xt} and {zt} with their respective median, then by estimating
the missing data through of a Gibbs sampler if the model parameters are known. Otherwise,
the TAR model should be estimated after replacing the missing data by the medians, after
that, the missing data are estimated by the Gibbs sampler and finally, the TAR model should
be re-estimated with the missing data replaced by the estimates.
4.7. Simulated example
4.7.1. Example 1
We simulated a series {xt} of 300 observations from the model
Xt =
{
1,2 + 0,8Xt−1 + et if Zt ≤ 0
2 + 0,3Xt−1 + 1,5et if Zt > 0
with et being distributed as a standardized Gamma distribution with c = 1, Zt = 0,5Zt−1+ǫt
and ǫt ∼ GWN(0, 1). The simulated series are shown in Figure 4-2.
Time
Z
0 50 100 150 200 250 300
−
4
−
1
2
Time
X
0 50 100 150 200 250 300
0
4
8
Figura 4-2: Simulated data in example 1.
In the first stage, we identified the number of regimes and the thresholds. The prior distri-
bution for l is the Poisson distribution truncated in the set {2, 3, 4} with parameter 3, and
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the prior distribution of the thresholds is as described before. We run a Gibbs sampler of
1000 iterations and the posterior probability of the number of regimes is given in Table 4-1,
where we can see that the estimated number of regimes is 2.
l 2 3 4
Posterior probability 0.67 0.33 0
Tabla 4-1: Posterior probability for the number of regimes L in example 1.
The estimation of the threshold is -0.014. In Figure 4-3, we present the histogram of the
simulated values for the threshold. The 95% interval of credibility for the threshold is given
by (-1.487, 1.322) containing the real threshold 0.
Histogram of the simulated threshold
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Figura 4-3: Simulated threshold in example 1.
In the second stage, we estimated the autoregressive order in each of the two regimes, with
the number of regimes fixed to be 2 and the value of the threshold to be -0.014. The prior
distribution for kj is the truncated Poisson distribution with parameter 2 in the set {0, 1, 2, 3}
for each j = 1, 2. We run a Gibbs sampler of 1000 iterations, and the posterior probability
of the variables K1 and K2 calculated using the last 800 iterations are shown in Table 4-2.
We can see that the estimated autoregressive orders coincide with the real ones.
Finally, we estimated the non-structural parameters: autoregressive coefficients, the varian-
ce weights and the degrees of freedom of the process of error. The prior distribution for
these parameters are: N(0, 10) for the autoregressive coefficients aji with i = 1, · · · , kj and
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Autoregressive order Regime
1 2
0 0 0
1 0.434 0.48
2 0.296 0.289
3 0.27 0.231
Tabla 4-2: Posterior probabilities of the variables K1 and K2 in example 1.
Regime a
(j)
i h
(j)
1 1.1773 0.8111 0.9992
(1.070, 1.255) (0.795, 0.820) (0.853475, 1.14205)
2 1.89259 0.30145 1.41188
(1.775, 2.03262) (0.285, 0.310) (1.247, 1.5605)
Tabla 4-3: Estimation and 95% credible intervals for the non-structural parameters for the
simulated data in example 1.
j = 1, 2; distribution IG(2, 3) for the variance weights (h(1))2 and (h(2))2; and distribution
Gamma(1, 0,1) for the parameter c.
We run another Gibbs sampler of 1000 iterations and the estimation of the autoregressive
coefficients and the variance weights are given in Table 4-3. These estimations are close to
the true parameters and all the 95% credible intervals contain the true parameters. With
respect to the parameter c of the noise process, the estimation is 0.99618 and the 95%
credible interval is (0.90, 1.14) and contains the real value of 1.
Note that the conditions ψi,j > 0 and
√
c < a
(j)
0 /h
(j) are satisfied for i = 0, 1, · · · , j = 1, 2,
according to the estimates in Table 4-3. Furthermore, the acceptance rate is 100%, that is,
in all of the 1000 iterations of the Gibbs sampler, the conditions ψi,j > 0 and
√
c < a
(j)
0 /h
(j)
are satisfied for i = 0, 1, · · · , j = 1, 2.
In conclusion, the identification and estimation results were satisfactory, and we proceeded
with the estimation of missing data. We set the number of missing data in the processes {Zt}
and {Xt} to be 8 in both series and the missing data were placed randomly. The estimation
and the 95% credible intervals after 5000 iterations are shown in Table 4-4. We can see
that, except for the time point 171 in the process {Xt}, all the credible intervals contain the
observed data, and none of the credible intervals for missing data in {Xt} contains negative
values.
Finally, we applied the forecast procedure where the forecast horizon was set to be 10. The
forecasted values and 95% credible intervals are shown in Table 4-5, where we can see that all
the simulated values of {xt} are within the credible intervals and that the credible intervals
contain only positive values.
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Process {Zt}
Time Observed Estimated Credible interval
6 -0.237 -0.054 (-2.301, 1.692)
14 0.984 0.037 (-1.221, 1.323)
22 -0.854 0.189 (-1.149, 1.600)
57 0.687 0.051 (-1.028, 1.737)
211 -0.372 -0.182 (-1.303, 1.335)
213 -0.342 -0.395 (-1.874, 0.748)
240 -0.854 0.015 (-1.550, 1.529)
259 0.242 0.111 (-1.041, 1.791)
Process {Xt}
Time Observed Estimated Credible interval
12 2.482 2.503 (0.841, 7.290)
33 0.765 1.930 (0.621, 5.828)
34 0.925 2.041 (0.583, 5.080)
138 1.690 1.599 (0.597, 4.448)
141 5.591 2.625 (1.221, 6.336)
171 7.743 2.316 (1.054, 5.242)
190 3.387 2.290 (0.839, 6.816)
273 2.816 2.353 (1.182, 5.852)
Tabla 4-4: Estimation and 95% credible intervals for the missing data in example 1.
h xt xˆt Credible interval
1 2.5554 2.6321 (1.6034, 4.4518)
2 3.3141 2.9138 (1.5540, 5.3358)
3 1.7117 3.1919 (1.6520, 5.6639)
4 2.5555 3.3179 (1.7923, 5.6917)
5 2.6781 3.3458 (1.8352, 5.6682)
6 2.5244 3.4643 (1.7718, 5.9174)
7 2.5743 3.4864 (1.9211, 5.5840)
8 3.3828 3.5529 (2.0075, 6.4235)
9 2.0503 3.4822 (1.9466, 5.9899)
10 1.5636 3.4774 (1.9468, 5.9202)
Tabla 4-5: Forecasting results for the simulated {Xt} in example 1.
4.8. An application in the hydrology-meteorology field
We applied the proposed methodology to the hydrology series considered in the section 3.7.
First, we fit a TAR model with standardized Gamma distributed noise process to the two
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time series {xt} and {zt} by replacing the missing data through their medians. This initial
TAR model is given by
Xt =
{
1,955 + 0,262Xt−1 + 1,329ǫt if Zt ≤ 5,85
2,719 + 0,135Xt−1 + 1,322ǫt if Zt > 5,85
where the parameter of the standardized Gamma distribution for ǫt is estimated to be 9.91.
With this initial TAR model, we proceeded to estimate the missing data in both series. Since
the procedure of estimation of missing data in {zt} is the same as in Nieto (2005), we omitted
the numerical results and present the estimates of missing data in {xt}. The estimates and
the 95% credible intervals for the 32 missing data in the series {xt} are displayed in Table
4-6; we can see that the estimates are close to the ones obtained in Nieto (2005), with the
advantage that none of the credible intervals contains negative values for the missing data.
Time Estimated Credible interval Time Estimated Credible interval
1659 3.399 (2.321, 22.397) 2009 2.991 (1.221, 5.240)
1660 2.987 (0.937, 15.182) 2010 2.957 (0.551, 6.232)
1661 3.128 (0.823, 6.441) 2011 3.262 (1.039, 5.993)
1662 3.273 (0.660, 6.592) 2012 3.136 (1.041, 5.971)
1663 3.347 (1.087, 6.485) 2013 3.230 (0.915, 5.794)
1664 3.485 (0.853, 6.167) 2014 3.299 (0.964, 6.788)
1665 3.109 (0.936, 5.719) 2015 3.358 (1.235, 6.670)
1666 3.180 (0.731, 6.177) 2016 3.155 (1.082, 5.696)
1667 2.952 (0.226, 6.111) 2017 2.830 (0.402, 5.482)
1668 3.077 (0.550, 6.267) 2018 3.089 (1.233, 6.358)
1669 2.712 (0.300, 5.514) 2019 3.145 (0.997, 5.564)
1670 2.799 (0.355, 6.180) 2020 3.236 (1.015, 6.085)
1671 2.973 (0.659, 6.191) 2021 3.232 (0.892, 6.283)
1672 3.236 (0.963, 5.805) 2022 3.257 (1.156, 5.798)
1673 3.174 (0.598, 5.903) 2023 3.412 (1.426, 5.534)
2008 2.952 (0.827, 5.369) 2326 3.537 (1.269, 6.163)
Tabla 4-6: Estimation and 95% credible intervals for the missing data in the hydrology-
meteorology application.
Now, we re-estimate the TAR model by replacing the missing data with the estimates in
Table 4-6; the new TAR model has the same number of regimes and autoregressive orders,
the posterior probabilities of the number of regimes is given in Table 4-7 and the threshold
changed from 5.85 to 6.21.
The final TAR model is
Xt =
{
2,16 + 0,45Xt−1 + 2,31et if Zt ≤ 6,21
2,91 + 0,27Xt−1 + 1,96et if Zt > 6,21
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l 2 3 4
Posterior probability 0.59 0.41 0
Tabla 4-7: Posterior probability for the number of regimes L in example 1.
where the parameter of the standardized Gamma distribution for et is estimated to be 16.11.
The condition
√
c < a
(j)
0 /h
(j) for j = 1, 2 is not satisfied in any regime; furthermore, this
condition is not satisfied in any of the iterations in the Gibbs sampler. Therefore, the model
is not appropriate for the series {xt} and {zt}. Additionally, we can see the CUSUM and
CUSUMSQ charts in Figure 4-4, where the standardized pseudo residuals show a poor
performance.
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Figura 4-4: CUSUM and CUSUMSQ of the standardized pseudo residuals in the hydrology-
meteorology application.
Finally, we applied the forecast procedure where the forecast horizon is set to be 10, just for
purpose of illustration. The forecasted values and 95% credible intervals are shown in Table
4-8, where we can see that all the simulated values of {xt} are within the credible intervals.
However, since the restrictions to guarantee that Pr(Xt > 0) = 1 are not satisfied, some of
the resulting credible intervals do contain negative values.
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h xt xˆt Credible interval
1 5.7074 4.6450 (1.1365, 9.0706)
2 3.7946 4.2558 (0.2854, 9.3067)
3 4.2953 4.0579 (0.0759, 8.8870)
4 5.2172 3.9909 (0.3040, 8.6910)
5 5.6678 4.0026 (0.0740, 8.8061)
6 6.0150 3.9907 (0.1221, 9.2443)
7 5.5180 3.9404 (0.0148, 8.5419)
8 5.4425 3.9893 (-0.0174, 9.3232)
9 4.6896 4.0363 (-0.1222, 9.1923)
10 4.5310 4.0705 (0.3925, 9.4350)
Tabla 4-8: Forecasting results for the caudal process {Xt}.
5 Conclusion
In this work, we proposed three families of TAR models: (1) TAR models with t-distributed
noise process, (2) TAR models for logarithm of positive series, and (3) TAR models with
standardized Gamma distributed noise process. The models (2) and (3) are designed for
positive time series as the series of interest, and the threshold series can take positive or
negative values. For each one of these models, we proposed a three-stage procedure which
consists of: (1) identifying the number of regimes and the corresponding thresholds, (2)
identifying the autoregressive order in each regime, and (3) estimating the non-structural
parameters, i.e., the autoregressive coefficients and the type II conditional variance in each
regime, and other parameters that each particular model may contain.
For the TAR model with standardized Gamma distributed noise process, we found a sufficient
condition on the model parameters to guarantee that P (Xt > 0) = 1. However, the conditions
we found in this work are somehow restrictive and consequently may be inappropriate for
a lot of dataset. Further investigation should focus on finding less restricted conditions in
order to make the model more applicable.
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