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We show that the dynamical symmetry exists in dissipative quantum many-body systems. Under
constraints on both Hamiltonian and dissipation parts, the time evolution of particular observables
can be symmetric between repulsive and attractive interactions in the Hubbard model, or symmetric
between ferromagnetic and anti-ferromagnetic interactions in the Ising model with external fields.
We present a theorem to determine the existence of the dynamical symmetry in dissipative systems.
This theorem is also responsible for the symmetry of steady states, even without the constraint on
the initial state. We demonstrate the applications of our theorem with numerical simulations using
tensor network algorithms.
Dissipation occurs in systems coupled to an environ-
ment accompanied by information exchanges. As a ubiq-
uitous effect in nature, dissipation has received great
attention in quantum systems. Dissipative quantum
models are at the heart of studying various novel phe-
nomena, such as parity-time reversal symmetry breaking
[1, 2], non-Hermitian skin effect [3–5], dissipative bind-
ing mechanisms [6, 7] and phase transitions of dynam-
ical non-equilibrium steady states [8–29]. The dissipa-
tion has also been a crucial issue in quantum engineer-
ing since it causes decoherence of quantum state. On
the other hand, it can be manipulated in the prepara-
tion of particular quantum states [30–34]. Understanding
the non-equilibrium dynamics is of common interest in a
wide range of physical contexts, including ultracold gases
[30, 31], trapped ions [35–37], exciton-polariton Bose-
Einstein condensates [38] and cavity QED arrays [39–41].
In closed quantum systems, there is an intriguing ex-
ample of dynamical symmetry in Hubbard model [42].
The time-evolution of an observable can be symmetric
between the repulsive and attractive interactions. This
result is constrained by certain symmetries of the single-
particle Hamiltonian. Meanwhile, the Ising Hamiltonian,
as a fundamental basis for spin models, shares the same
feature, i.e., the dynamics can be symmetric between the
ferromagnetic and anti-ferromagnetic interactions. For a
quantum system with dissipation, the equation of mo-
tion includes coherent parts as well as quantum jumps.
A natural question arises: To what extent are the fun-
damental rules of symmetry in coherent dynamics main-
tained? Here we address this question by presenting an
extended theorem that is applicable in dissipative quan-
tum systems. The dissipative Ising and Hubbard models
are demonstrated with numerical simulations by means
of tensor network (TN) algorithms.
The dynamics of a dissipative quantum system is com-
monly governed by the master equation. This description
is established by integrating over the degree of freedom
of the environment [43, 44]. For Markovian systems, the
Lindblad master equation constitutes the most general
form, which is given by
d
dt
ρˆ = −i[Hˆ, ρˆ] +
∑
µ
(
LˆµρˆLˆ
†
µ −
1
2
{Lˆ†µLˆµ, ρˆ}
)
. (1)
Here ρˆ is the reduced density matrix of the system, Hˆ is
the Hamiltonian, and Lˆµ is the Lindblad operator repre-
senting the dissipation. [· · · ] and {· · · } are respectively
commutator and anti-commutator. This equation is usu-
ally written as dρˆ/dt = Lˆ[ρˆ] with Lˆ the Liouvillian super-
operator. The first term on the r.h.s. of Eq. (1) describes
the unitary evolution as in the case of Liouville-von Neu-
mann equation. The second term is the Lindbladian de-
scribing the non-unitary quantum jumps due to coupling
to the environment.
In general, we consider the Hermitian Hamiltonian
Hˆ = Hˆ0 + ξHˆint. For the transverse-field Ising model,
Hˆ0 =
∑
i σˆ
x
i indicates linear terms of the transverse fields
and Hˆint =
∑
〈i,j〉 σˆ
z
i σˆ
z
j is the nearest-neighbor spin inter-
action, with σαi the α-Pauli matrix at site i. Here ξ > 0
(ξ < 0) corresponds to the anti-ferromagnetic (ferromag-
netic) interaction. For the Hubbard model, Hˆ0 includes
single-particle hopping terms. The on-site interaction is
written either as Hˆint =
∑
i nˆi(nˆi − 1) for bosons or as
Hˆint =
∑
i nˆi,↑nˆi,↓ for fermions. Then ξ > 0 (ξ < 0)
indicates the repulsive (attractive) interaction. The dy-
namical symmetry here refers to the phenomenon that a
certain observable Oˆ shares the symmetric time-evolution
for models with +ξ and −ξ, i.e., 〈Oˆ(t)〉+ξ = ±〈Oˆ(t)〉−ξ.
In unitary evolutions with Lˆµ = 0, the dynamical sym-
metry of the Hubbard model has been proven to be re-
flected by the single-particle Hamiltonian [42]. As a pure
quantum state evolves as |ψ(t)〉 = e−i(Hˆ0+ξHˆint)t|ψ0〉, the
combination of time reversal and a symmetry operation
(that flips the sign of Hˆ0) leads to the dynamics of an ef-
fective Hamiltonian Hˆ0− ξHˆint. We take the transverse-
field Ising model Hˆ = (hx/2)
∑
i σˆ
x
i +(J/4)
∑
〈i,j〉 σˆ
z
i σˆ
z
j as
an example. The physics is unchanged under a pi-rotation
around the z-axis in spin space (Wˆ−1σˆxWˆ = −σˆx and
Wˆ−1σˆyWˆ = −σˆy with Wˆ = e± i2piσˆz ). By applying time-
reversal followed by this rotation, we can map the evo-
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2lution operator e−iHˆt of an anti-ferromagnetic model to
that of a ferromagnetic model. Thus as long as the ini-
tial state satisfies (RˆWˆ )−1|ψ0〉 = eiφ|ψ0〉 with Rˆ being
the time-reversal operator (Rˆ−1iRˆ = −i) and φ an arbi-
trary phase, we have 〈Oˆ(t)〉+J = 〈Oˆ(t)〉−J for Oˆ = σˆz, σˆy
and 〈Oˆ(t)〉+J = −〈Oˆ(t)〉−J for Oˆ = σˆx, with “+” or “−”
in the subscripts indicating the sign of J .
In contrast to closed quantum systems, the dynamical
symmetry for a dissipative model requires restrictions on
the jump operator Lˆµ and the initial density matrix ρˆ0.
We present our theorem here and provide the proof sub-
sequently. The appearance of dynamical symmetry de-
pends on the existence of an anti-unitary operator Sˆ that
satisfies the following conditions: (i) {Sˆ, Hˆ0} = 0 and
[Sˆ, Hˆint] = 0, (ii) [Sˆ, ρˆ0] = 0, (iii) Sˆ
−1OˆSˆ = ±Oˆ with Oˆ
the observable operator and (iv) Sˆ−1LˆµSˆ = eiφLˆµ with
φ an arbitrary phase. Here conditions (i-iii) are responsi-
ble for the dynamical symmetry in unitary evolutions as
demonstrated in Ref. [42]. Condition (iv) indicates the
restriction on the dissipative parts. Upon finding such an
operator Sˆ, we can conclude that 〈Oˆ(t)〉+ξ = ±〈Oˆ(t)〉−ξ,
with the “±” sign in accordance with that in (iii). In
practice, it is convenient to express Sˆ = RˆWˆ with Rˆ
the anti-unitary time-reversal operator and Wˆ a unitary
operator.
To proof this theorem, we notice that Eq. (1) yields a
formal solution ρˆ(t) = eLˆtρˆ0. We obtain
〈Oˆ(t)〉 = Tr
(
eLˆtρˆ0Oˆ
)
= Tr
(
Sˆ−1eLˆtSˆSˆ−1ρˆ0SˆSˆ−1OˆSˆ
)
= ±Tr
(
eSˆ
−1LˆSˆtρˆ0Oˆ
)
(2)
from conditions (ii) and (iii). Then we need to prove
Sˆ−1Lˆ(+ξ)Sˆ = Lˆ(−ξ) with conditions (i) and (iv). We
consider the so-called “Choi’s isomorphism”, which can
be intuitively understood by the mapping |ψ〉〈φ| ↔ |ψ〉⊗
|φ〉 [45, 46]. The insight is to vectorize (reshape) the
density matrix ρˆ into a super-ket state |ρ〉# and rewrite
Eq. (1) as |ρ˙〉# = Lˆ#|ρ〉#. Here
Lˆ# = −i
(
Hˆ ⊗ Iˆ − Iˆ ⊗ HˆT
)
+
∑
µ
(
Lˆµ ⊗ Lˆ∗µ −
1
2
Lˆ†µLˆµ ⊗ Iˆ −
1
2
Iˆ ⊗ LˆTµ Lˆ∗µ
)
(3)
is the “vectorized” Liouvillian superoperator [46]. Op-
erators on the two sides of “⊗” respectively act on the
ket and the bra of ρˆ. Iˆ is a d × d identity matrix with
d = dim(Hˆ). In addition, we have the mapping
Tr(ρˆOˆ)↔# 〈O|ρ〉#, Sˆ−1OˆSˆ ↔ Sˆ−1|O〉#, (4)
with |O〉# the vectorized observation operator and Sˆ−1 ≡
(Sˆ−1 ⊗ SˆT ). Now Eq. (2) can be rewritten as
〈Oˆ(t)〉 = #〈O|eLˆ#t|ρ0〉# =# 〈O|SˆSˆ−1eLˆ#tSˆSˆ−1|ρ0〉#
= ±#〈O|eSˆ−1Lˆ#Sˆ t|ρ0〉#. (5)
From Eq. (3), we can straightforwardly verify that
Sˆ−1Lˆ#(+ξ)Sˆ = Lˆ#(−ξ) under conditions (i) and (iv).
This leads to 〈Oˆ(t)〉+ξ = ±〈Oˆ(t)〉−ξ from Eq. (5).
Furthermore, the dissipative dynamics of Eq. (1) com-
monly leads to a non-equilibrium steady state character-
ized by ddt ρˆss = 0, with ρˆss = limt→∞ ρˆ(t). Consider that
the stationary state is unique, which is indeed the case
under quite general assumptions [47–49]. Upon finding
an anti-unitary operator S that satisfies conditions (i)
and (iv), we have Lˆ[ρˆss]+ξ = Lˆ[Sˆ−1ρˆssSˆ]−ξ = 0 with ρˆss
the steady state corresponding to Lˆ(+ξ). Thus Sˆ−1ρˆssSˆ
is the steady state for Lˆ(−ξ). If we further have condition
(iii) Sˆ−1OˆS = ±Oˆ, we can conclude that
〈Oˆ〉ss,+ξ = Tr(Sˆ−1ρˆssSˆSˆ−1OˆSˆ) = ±〈Oˆ〉ss,−ξ, (6)
with 〈Oˆ〉ss,±ξ the expectation value of Oˆ in steady state
for Lˆ(±ξ). Eq. (6) is established without the constraint
on the initial density matrix, since a steady state (if ex-
isted) should be independent of the initial state of the dy-
namics. This conclusion can be quite helpful in analysing
phases of non-equilibrium steady states, which is in the
similar spirit of the symmetry analysis for closed systems.
On the other hand, there have been numerical efforts
in simulating dissipative quantum many-body systems
[50–53]. To perform time-evolutions, we take the recent
proposed TN method which is based on the TN represen-
tation of a quantum state/operator [46]. The main idea
is to map an operator (such as Projected Entangled-Pair
Operator, or PEPO) to a TN state (such as Projected
Entangled-Pair State, or PEPS [54, 55]) according to the
“Choi’s isomorphism”. This is done by binding the two
physical indices into a single one through (i, j)→ j ·d+i,
with i and j the row and column indices of the operator
in its matrix form. Thus the traditional TN algorithms
can be applied. The infinite-PEPS (iPEPS) algorithm
has been demonstrated to be reliable in simulating the
steady state of the two-dimensional (2D) square lattice
systems in the thermodynamic limit [46]. Here we use the
Projected Entangled-Simplex Operator (PESO) TN [56]
as a representation of the density matrix and apply the
simple update algorithm [57, 58]. For infinite 2D systems,
the TN is translationally-invariant and we take a 2 × 2
unit cell. This method is efficient and stable in real-time
simulations with bond dimensions D = 6 for the spin-1/2
model and D = 4 for the Bose-Hubbard model. A time
step δt = 0.1 ∼ 0.01 is sufficient in our simulations. We
apply the Corner Transfer Matrix method (CTM) [59]
to contract the tensor network for the expectation value
of an observable. Convergence of the results have been
verified with the truncated bond dimension χ = 10 in
CTM.
Now we consider a dissipative Ising model on an infi-
nite 2D square lattice as a demonstration of our theorem.
We focus on the spin-1/2 quantum system with incoher-
ent dissipation given by Lˆµ =
√
γσˆ−µ that flips one spin.
3n ↑
J /γ = − 5
|J | t
hx /γ = 8
hx /γ = 5
(a1)
n ↑
J /γ = + 5
hx /γ = 8
hx /γ = 5
n ↑
J /γ = − 5
n ↑
J /γ = + 5
(a2)
(b1) (b2)
|J | t
FIG. 1. Time evolution of spin-up density n↑ in the dissi-
pative transverse-field Ising model. (a1, a2) Symmetric evo-
lutions with ferromagnetic interaction (J/γ = −5) and anti-
ferromagnetic interaction (J/γ = 5). The upper and lower
curves correspond to hx/γ = 8 and 5, respectively. The evo-
lutions start from a polarized state with all spins pointing
down. (b1, b2) The same as (a1, a2) but with the initial set
to be a random mixed state. The dynamical symmetry is not
satisfied. However, in long-time evolutions, spin-up densities
in steady states remain symmetric between J/γ = −5 and
J/γ = +5.
Here γ = 0.1 denotes the decay rate of the up-spins and
σˆ−µ = σˆ
x
µ−iσˆyµ is the spin lowering operator with µ the site
index. The dynamics is governed by the master equation
(1) with the Hamiltonian given by
Hˆ =
hx
2
∑
i
σˆxi +
hz
2
∑
i
σˆzi +
J
4
∑
〈i,j〉
σˆzi σˆ
z
j . (7)
Here J is the interaction strength and hx (hz) is the
strength of the transverse (longitudinal) field. This
model has received theoretical and experimental interests
due to its connection to the systems of driven-dissipative
Rydberg gases [18, 60–63]. In previous studies, calcula-
tions of steady state have exhibited a first order phase
transition akin to the liquid-gas transition [50, 61, 63]
(despite early doubts on the existence of a bistable phase
[18, 24]). The up-spins are treated as particles and its
density n↑ =
∑N
i=1〈(1ˆ + σˆzi )〉/2N (with i runs over all
lattice sites) is the order parameter.
We first consider the case of hz = 0 and hence
Hˆ0 = (hx/2)
∑
i σˆ
x
i . One can find Sˆ = Rˆ(⊗iσˆzi ) such
that [Sˆ, σˆzi σˆ
z
j ] = 0, {Sˆ, σˆxi } = 0, [Sˆ, (1ˆ + σˆzi )] = 0 and
{Sˆ, σˆ−} = 0 in accordance with conditions (i), (iii) and
(iv). In general, condition (ii) is satisfied if we assume the
initial state to be of the form ρˆ0 =
∑
n Pn|φn〉〈φn|, where
|φn〉 = |s1, · · · , sN 〉n with |si〉 an eigenstate of σˆz. We
immediately conclude that the time-evolutions of n↑ are
symmetric between the anti-ferromagnetic (J > 0) and
ferromagnetic (J < 0) interactions. As an example, we
choose ρˆ0 = | ↓ · · · ↓〉〈↓ · · · ↓ |. As can be seen from Fig. 1
(a1) and (a2) with J = −5γ and J = 5γ, the spin-up den-
sities n↑ follow exactly the same evolution. For hx = 5γ
(the lower curves), the dynamics leads to a steady state
with low density of up-spins, which corresponds to the
lattice gas phase. The steady state for hx = 8γ (the up-
per curves) indicates a high-density liquid phase, char-
acterized by nearly half-filling up-spins and vanishing
compressibility (−∂n↑/∂hx) [50]. The phase transition
is shown in Fig. 2 (b). Note that the initial polarized
state ρˆ0 is also the steady state for hx = 0, since the
dissipation term will eventually flip every spin down. On
the other hand, if we start the evolution from another
steady state obtained with finite hx 6= 0, the dynamical
symmetry is broken. Even if condition (ii) is violated, we
can still conclude from Eq. (6) that the spin-up densi-
ties in steady states are symmetric between J > 0 and
J < 0. As a demonstration, we set a random density
matrix ρˆr as the initial state and perform the simula-
tions with J = ±5γ, hx = 5γ and 8γ. Results are shown
in Fig. 1 (b1) and (b2). Obviously, ρˆ0 = ρˆr does not
commute with Sˆ and hence the dynamical symmetry is
broken. In long-time evolutions, however, the densities
of up-spins lead to the same value for both J = 5γ and
−5γ, as expected.
In the presence of longitudinal field (hz/2)
∑
σˆzi , we
include this term into the spin interaction part Hˆint in-
stead of Hˆ0 = (hx/2)
∑
σˆzi , our theorem still applies
with the same anti-unitary operator Sˆ as in the case
of hz = 0. Now the conclusion is about the symme-
try between (+J,±hz) and (−J,∓hz), i.e., between anti-
ferromagnetic interaction with positive (negative) longi-
tudinal field and ferromagnetic interaction with negative
(positive) longitudinal field. As shown in Fig. 2 (a) with
hx = 6.5γ, ±hz = ±0.5γ and ±J = ±5γ, although the
time dependence of n↑ for (+J,+hz) differs from that for
(−J, hz), it is equivalent to the case of (−J,−hz). As the
dynamical symmetry sufficiently leads to the symmetry
of stable steady states, such symmetric behavior also ap-
pears in the steady state phase diagram. In Fig. 2 (b), the
spin-up densities n↑ (in steady states) as functions of hx
indicates the first-order transition from lattice gas to lat-
tice liquid [28, 50]. For J = 5γ and hz = 0, the solid curve
with the transition point at hx ∼ 6γ is in good agree-
ment with the results from both the variational method
with correlated ansatz [50] and the real-time simple up-
date with iPEPS [46]. The transition point shifts left-
wards (rightwards) when hz = 0.5γ (−0.5γ). We ob-
serve that the n↑-hx relations with (J, hz)/γ = (5, 0),
4hx /γ hx /γ
h z
/γ
h z
/γ
(a) (b)
(c) (d)
h z
/γ
hx /γ|J | t
n ↑
n↑
n ↑
n↑
FIG. 2. (a) Time dependence of spin-up density n↑ in the
dissipative Ising model with transverse field (hx/γ = 6.5) and
longitudinal field. n↑(t) obtained with parameters (+J ,+hz)
(red dashed line) differs from that for (−J ,+hz) (blue square),
but it agrees with the data of (−J ,−hz) (red triangle). (b)
Spin-up density n↑ in the steady state as a function of hx.
Steady states for (+J,±hz) and (−J,∓hz) share the same
n↑. (c, d) The steady state phase diagram spanned by hx and
hz. The two diagrams in (c) and (d) are for anti-ferromagnetic
(+J) and ferromagnetic (−J) models. They are symmetric
about hz = 0. We take ±J = ±5γ and ±hz = ±0.5γ in all
plots.
(5, 0.5) and (5,−0.5) are reproductions of those with
(J, hz)/γ = (−5, 0), (−5,−0.5) and (−5, 0.5), respec-
tively. We complement our demonstration with the phase
diagram spanned by hx and hz, as depicted in Fig. 2 (c)
for J = 5γ and (d) for J = −5γ. One can clearly see
that the two diagrams are symmetric about the (hz = 0)-
axis. The symmetry of phase diagrams between the anti-
ferromagnetic and ferromagnetic models relies on the dis-
sipative nature of the system, which is remarkably differ-
ent from the situation in closed quantum systems. For ex-
ample, in non-dissipative Ising models with a small trans-
verse field, the anti-ferromagnetic and ferromagnetic in-
teractions correspond to distinct phases that are charac-
terized by n↑ = 1/2 and 1, respectively.
To demonstrate the application of our theorem in dis-
sipative Hubbard model, we turn to a bosonic system in
optical lattice with two-body dissipation. This consider-
ation is motivated by the recent experimental realization
of such a model and its high controllability [64]. The
experiment in Ref. [64] implemented a slow ramp down
of lattice depth to observe the crossover from Mott in-
sulator (MI) to superfluid (SF) state. Without loss of
generality, here we consider the quench dynamics in a
|U | t
n
U/γ = − 10 U/γ = + 10
n
FIG. 3. Decay of the average density n in the Bose-Hubbard
model with two-body atom loss. The evolutions start from
a double-filled MI or a (2, 1)-filled CB state. The time-
dependent densities are symmetric between the attractive
(left panel with U = −5) and repulsive (right panel with
U = +5) models. Here nCBA and n
CB
B are neighboring-site
densities starting form the CB state.
2D square lattice and show that the time evolutions of
the average density are symmetric between the repulsive
and attractive models. Note that the analysis can be
directly extended to other realizable configurations in-
cluding the Harper-Hofstadter Hamiltonian [65] and the
fermionic Aubre-Andre´ model [66].
The two-body inelastic atom loss can be engineered
through a single photon photoassociation process for ul-
tracold gases in optical lattices [64], which leads to the
jump operator of the form Lˆµ =
√
γbˆµbˆµ. The Hamilto-
nian is given by
Hˆ = −
∑
〈j,l〉
bˆ†j bˆl +
U
2
∑
j
nˆj(nˆj − 1), (8)
with bˆj (bˆ
†
j) the bosonic annihilation (creation) oper-
ator and nˆj = bˆ
†
j bˆj . It has been pointed out that
in a closed system with Hamiltonian (8), the dynam-
ical symmetry corresponds to the unitary operator Wˆ
given by Wˆ−1bˆjWˆ = (−1)j bˆj . Then Sˆ = RˆWˆ com-
mutes with the interaction term and anti-commutes with
Hˆ0 = −
∑
〈j,l〉 bˆ
†
j bˆl. Thus a bipartite lattice geome-
try is essential in applying this theorem. As the ex-
plicit form of Wˆ is not given, here we present Wˆ =
⊗j exp[ipi2 nˆj + (−1)jipi2 nˆj ] that meets the requirements.
As a result, the relation Sˆ−1LˆµS = eiφLˆµ is always ful-
filled for on-site dissipations consist of bˆj (bˆ
†
j). In gen-
eral, we take the initial state as ρˆ0 =
∑
m Pm|φm〉〈φm|
with |φm〉 = |n1, · · · , nN 〉m, and the physical operator as
Oˆ = (1/N)∑Nj=1 nˆj . It is straightforward to verify that
Sˆ commutes with ρˆ0 and Oˆ. Now with conditions (i-iv)
all satisfied in our consideration, the dynamical symme-
try 〈Oˆ(t)〉+U = 〈Oˆ(t)〉−U is guaranteed. The time de-
pendence of the average density is illustrated in Fig. 3
with γ = 0.5, U = ±5. The maximum occupation on
each site is limited to 3. The evolutions start from a
5double-filled MI and a checkerboard (CB) state with fill-
ing factors nA = 2 and nB = 1 on neighboring sites.
Both cases lead to identical density decay in attractive
and repulsive interacting systems.
In summary, we have provided a theorem to cap-
ture the insight of the dynamical symmetry in dissi-
pative quantum many-body systems. Demonstrations
with both Ising model and Bose-Hubbard model indicate
that the symmetric behaviors in time evolutions are con-
nected to the intrinsic features of the dissipation system.
In contrast to closed systems, the symmetry in steady
states is valid even without the constraint on the initial
state. This can be taken as an advantage in analyzing the
steady-state phase diagram. Our results can be further
applied to experiments with Rydberg polaritons, optical
cavities, as well as solid-state materials. Besides, as dis-
sipation is ubiquitous in nature, this universal theorem
will provide important guiding principles for controlling
dissipation and decoherence in many quantum systems.
This work is supported by the National Key R&D Pro-
gram of China (Grant No. 2018YFA0306504) and NSFC
(Grant No. 11804181). S. Y. acknowledges supports from
the National Thousand Young Talents Program and Ts-
inghua University Initiative Scientific Research Program.
∗ shuoyang@tsinghua.edu.cn
[1] R. El-Ganainy et al., Nat. Phys. 14, 11 (2018).
[2] J. Li et al., Nat. commun. 10, 855 (2019).
[3] S. Yao and Z. Wang, Phys. Rev. Lett. 121, 086803
(2018).
[4] F. Song, S. Yao, and Z. Wang, Phys. Rev. Lett. 123,
170401 (2019).
[5] S. Longhi, Phys. Rev. Research 1, 023013 (2019).
[6] C. Ates, B. Olmos, W. Li, and I. Lesanovsky, Phys. Rev.
Lett. 109, 233003 (2012).
[7] M. Lemeshko and H. Weimer, Nat. Commun. 4, 2230
(2013).
[8] H. Carmichael, J. Phys. B: At. Mol. Phys. 13, 3551
(1980).
[9] J. Kasprzak et al., Nature 443, 409 (2006).
[10] A. Amo et al., Nature 457, 291 (2009).
[11] P. Werner, K. Vo¨lker, M. Troyer, and S. Chakravarty,
Phys. Rev. Lett. 94, 047201 (2005).
[12] L. Capriotti, A. Cuccoli, A. Fubini, V. Tognetti, and
R. Vaia, Phys. Rev. Lett. 94, 157001 (2005).
[13] M. J. Hartmann, Phys. Rev. Lett. 104, 113601 (2010).
[14] K. Baumann, C. Guerlin, F. Brennecke, and T. Esslinger,
Nature 464, 1301 (2010).
[15] D. Nagy, G. Ko´nya, G. Szirmai, and P. Domokos, Phys.
Rev. Lett. 104, 130401 (2010).
[16] S. Diehl, A. Tomadin, A. Micheli, R. Fazio, and P. Zoller,
Phys. Rev. Lett. 105, 015702 (2010).
[17] A. Tomadin, S. Diehl, and P. Zoller, Phys. Rev. A 83,
013611 (2011).
[18] T. E. Lee, H. Ha¨ffner, and M. Cross, Phys. Rev. A 84,
031402 (2011).
[19] E. M. Kessler et al., Phys. Rev. A 86, 012116 (2012).
[20] M. Ho¨ening, M. Moos, and M. Fleischhauer, Phys. Rev.
A 86, 013606 (2012).
[21] T. E. Lee, S. Gopalakrishnan, and M. D. Lukin, Phys.
Rev. Lett. 110, 257204 (2013).
[22] E. G. Dalla Torre, S. Diehl, M. D. Lukin, S. Sachdev,
and P. Strack, Phys. Rev. A 87, 023831 (2013).
[23] N. Malossi et al., Phys. Rev. Lett. 113, 023006 (2014).
[24] M. Marcuzzi, E. Levi, S. Diehl, J. P. Garrahan, and
I. Lesanovsky, Phys. Rev. Lett. 113, 210401 (2014).
[25] N. Lang and H. P. Bu¨chler, Phys. Rev. A 92, 012128
(2015).
[26] J. Jin et al., Phys. Rev. X 6, 031011 (2016).
[27] S. Rodriguez et al., Phys. Rev. Lett. 118, 247402 (2017).
[28] J. Jin et al., Phys. Rev. B 98, 241108 (2018).
[29] M.-J. Hwang, P. Rabl, and M. B. Plenio, Phys. Rev. A
97, 013825 (2018).
[30] S. Diehl et al., Nat. Phys. 4, 878 (2008).
[31] M. Mu¨ller, S. Diehl, G. Pupillo, and P. Zoller, Engineered
open systems and quantum simulations with atoms and
ions Vol. 61, pp. 1–80, Elsevier, 2012.
[32] B. T. Torosov, G. Della Valle, and S. Longhi, Phys. Rev.
A 87, 052502 (2013).
[33] A. J. Daley, Adv. Phys. 63, 77 (2014).
[34] J. Otterbach and M. Lemeshko, Phys. Rev. Lett. 113,
070401 (2014).
[35] J. T. Barreiro et al., Nature 470, 486 (2011).
[36] R. Blatt and C. F. Roos, Nat. Phys. 8, 277 (2012).
[37] J. G. Bohnet et al., Science 352, 1297 (2016).
[38] H. Deng, H. Haug, and Y. Yamamoto, Rev. Mod. Phys.
82, 1489 (2010).
[39] A. Tomadin et al., Phys. Rev. A 81, 061801 (2010).
[40] T. C. H. Liew and V. Savona, New J. Phys. 15, 025015
(2013).
[41] M. Fitzpatrick, N. M. Sundaresan, A. C. Li, J. Koch, and
A. A. Houck, Phys. Rev. X 7, 011016 (2017).
[42] J. Yu, N. Sun, and H. Zhai, Phys. Rev. Lett. 119, 225302
(2017).
[43] P. Pearle, Eur. J. Phys. 33, 805 (2012).
[44] C. A. Brasil, F. F. Fanchini, and R. d. J. Napolitano,
Revista Brasileira de Ensino de F´ısica 35, 01 (2013).
[45] M. Zwolak and G. Vidal, Phys. Rev. Lett. 93, 207205
(2004).
[46] A. Kshetrimayum, H. Weimei, and R. Oru´s, Nat. Com-
mun. 8, 1291 (2017).
[47] V. V. Albert and L. Jiang, Phys. Rev. A 89, 022118
(2014).
[48] F. Minganti, A. Biella, N. Bartolo, and C. Ciuti, Phys.
Rev. A 98, 042118 (2018).
[49] D. Nigro, J. Stat. Mech.: Theory Exp. 2019, 043202
(2019).
[50] H. Weimer, Phys. Rev. Lett. 114, 040402 (2015).
[51] J. Cui, J. I. Cirac, and M. C. Ban˜uls, Phys. Rev. Lett.
114, 220601 (2015).
[52] A. H. Werner et al., Phys. Rev. Lett. 116, 237201 (2016).
[53] A. A. Gangat, I. Te, and Y.-J. Kao, Phys. Rev. Lett.
119, 010501 (2017).
[54] F. Verstraete, V. Murg, and J. I. Cirac, Adv. Phys. 57,
143 (2008).
[55] R. Oru´s, Ann. Phys. 349, 117 (2014).
[56] Z.-Y. Xie et al., Phys. Rev. X 4, 011025 (2014).
[57] G. Vidal, Phys. Rev. Lett. 98, 070201 (2007).
[58] H.-C. Jiang, Z.-Y. Weng, and T. Xiang, Phys. Rev. Lett.
101, 090603 (2008).
[59] R. Oru´s and G. Vidal, Phys. Rev. B 80, 094403 (2009).
6[60] C. Carr, R. Ritter, C. Wade, C. S. Adams, and K. J.
Weatherill, Phys. Rev. Lett. 111, 113901 (2013).
[61] H. Weimer, Phys. Rev. A 91, 063401 (2015).
[62] M. F. Maghrebi and A. V. Gorshkov, Phys. Rev. B 93,
014307 (2016).
[63] V. R. Overbeck, M. F. Maghrebi, A. V. Gorshkov, and
H. Weimer, Phys. Rev. A 95, 042133 (2017).
[64] T. Tomita, S. Nakajima, I. Danshita, Y. Takasu, and
Y. Takahashi, Sci. Adv. 3, e1701513 (2017).
[65] M. E. Tai et al., Nature 546, 519 (2017).
[66] M. Schreiber et al., Science 349, 842 (2015).
