A read-only transaction (ROT) does not modify any data. The main issues regarding processing ROTs are correctness, data currency and performance. Two-phase Locking (2PL) protocol is widely used for concurrency control with serializabilty as correctness criteria. Even though 2PL processes ROTs correctly with no data currency related issues, the performance deteriorates as data contention increases. To improve the performance over 2PL, snapshot isolation (SI)-based protocols have been proposed. SI-based protocols process ROTs by reading from a snapshot of the committed data and ignoring the modifications produced by the concurrent active transactions. Even though SI-based algorithms improve the performance of ROTs, both data currency of ROTs and correctness (serializability) are compromised. In this paper, we propose an approach to improve the performance of ROTs using speculation without compromising data currency of transactions and correctness. The proposed approach improves the performance of ROTs by trading extra computing resources without violating serializability as correctness criteria. The simulation results show that with the proposed protocol the throughput performance is improved significantly over 2PL and SI-based approaches with manageable extra resources.
Introduction
In the emerging web databases and e-commerce scenario, information systems should meet intensive information requirements from a large number of users. The information systems frequently execute read-only transactions (ROTs) or queries. To meet the demands, efforts are being made in the literature to investigate improved approaches to process ROTs in an efficient and correct manner. Two-phase locking protocol (2PL) [1] [2] which is widely used for concurrency control, lack the power of meeting this growing throughput demand. The performance of ROTs under 2PL degrades with data contention as the ROTs have to wait for the commitment of conflicting update transactions (UTs) to ensure serializability criteria.
A new isolation level called "Snapshot Isolation (SI)" [3] was proposed for improving the performance of ROTs. In SI-based protocols, ROTs are processed by reading only the committed data object values which are available at the time of 204 T. Ragunathan and P.K. Reddy submission. The ROTs ignore the data object values produced by concurrent active transactions. Even though SI-based protocols improve the performance of ROTs, both correctness of transaction processing (serializability) and data currency of ROTs are compromised [3] [4] . The term "data currency" [5] can be defined as "the time elapsed (t) between the time point the value of a data object returned to the transaction that requested the data object and the time point the most recent change performed to the data object". If "t" is less/more, it means that transactions are provided with high/low data currency. It can be noted that 2PL processes transactions at low performance with serializability as correctness criteria, whereas SI-based protocols process transactions at high performance, however by compromising correctness. Also, 2PL provides high data currency and SI-based protocols provide low data currency for ROTs.
Due to fast improvements in hardware technology, high speed computer systems are available at affordable cost. Research is going on to improve the performance by identifying application parallelism to exploit low cost computing power. In the literature, an effort has been made to improve the transaction processing performance by using the notion of speculation [6] . By exploiting the notion of speculation, it has been shown that it is possible to improve the transaction processing performance by trading extra computing resources.
In speculative processing, a transaction carries out multiple executions by accessing the uncommitted values produced by the preceding transactions. It was observed that UTs create more uncommitted object versions under speculation. As a result, the waiting transactions have to carry out increased number of speculative executions. By restricting speculation only to ROTs, it is possible to improve the performance by processing ROTs with few speculative executions. Based on this observation, in this paper, we have proposed a protocol to improve the performance of ROTs with speculation. The simulation results show that the proposed protocol improves the performance significantly over 2PL and SI-based methods with manageable extra processing resources.
System Model
A database is a collection of data objects. Users interact with the database by invoking transactions. Transactions are represented with T i , T j ,…. A transaction is a sequence of read and writes operations that are executed atomically on the data objects. A transaction can read a set of data objects from the database which forms the read set (RS) of the transaction and modify the values of another set of data objects which forms the write set (WS) of the transaction. An ROT contains only read operations. A UT consists of both read and writes operations. The transactions T i and T j are said to have a conflict, if RS(
The execution of a transaction must be atomic [1] ; i.e., a transaction either commits or aborts. The commit of a transaction results in all of its changes being applied to the database, whereas the abort results in the changes being discarded. A commonly accepted correctness criterion in database systems is to ensure that interleaved executions of concurrent transactions are serializable [1] . A concurrency control protocol is employed in database management systems to ensure that all transaction executions are serializable.
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The database management system consists of modules like transaction manager and a data manager [7] . Processing of transactions is managed by the transaction manager component of database management systems, while database is managed by the data manager.
Notations. Data objects are denoted with 'x','y', … For the data object 'x', 'x i ' (i = 0 to n) represents i th version of "x". The notation r i [x j ] indicates that read operation is executed by T i on 'x j ' and w i [x j ] denotes that write operation is executed by T i on a particular version of 'x' and 'x j ' is produced. The notations 's', 'c', and 'a' depict the start, commit and abort of transactions. T ij indicates j th speculative execution of T i .
Paper Organization
The rest of the paper is organized as follows. In the next section, we discuss the related work. In section 3, we explain 2PL, SI-based protocols and speculation-based protocols. In section 4, we explain the proposed protocol and the proof of correctness.
In section 5, we present the simulation results. In section 6, we discuss the advantages and implementation issues of the proposed approach. The last section contains summary and conclusions.
Related Work
In this section, we review the approaches proposed in the literature for improving the performance of ROTs. We also discuss the approaches based on speculation. Regarding correctness, four isolation levels are specified by ANSI/ISO SQL-92 standard [8] for the processing of transactions. These isolation levels are read uncommitted, read committed, repeatable read, and serializable. Serializabilty is the accepted correctness criteria for transaction processing. In [9] , Atul Adya et. al. proposed generalized definitions for the ANSI-SQL isolation levels by covering optimistic and multi-version schemes. It has been proposed that the performance can be improved by processing ROTs at lower isolation levels, other than serializable isolation level. However, both the data currency and correctness are compromised by processing ROTs at lower isolation levels.
An approach has been proposed in [10] for distributed environment in which readonly queries are processed with a special algorithm that is different from the algorithm used for update transactions. The ROTs are executed with specific currency requirements (strong or weak consistency) and can read the updates produced by the preceding committed UTs by examining transaction log in reverse chronological order until the desired data are reconstructed.
A protocol is proposed in [11] for managing data in a replicated multi-version environment. In this approach, the ROTs are processed independently of the underlying concurrency control and replica control mechanisms. As a result, the data availability for ROTs increases significantly since they can be executed as long as any one of the object is available in the system. In [12] , an approach has been discussed by maintaining multiple versions of data objects in which ROTs read the particular versions of the data objects based on version period in which they arrived. It avoids undesirable T. Ragunathan and P.K. Reddy interferences between ROTs and UTs, but the ROTs cannot see the modifications performed by the other active UTs.
A dual copy method has been proposed in [13] , which separates the processing of ROTs from UTs to improve ROTs performance. In dual copy method, two copies of data are managed for each data object; a master and a slave. Master copy is used by UTs and ROTs use slave copy. Multiple versions of the slave copy are maintained and these copies are synchronized by the master copy at appropriate times. In this approach, the data currency of ROTs depends on the update frequency of slave copies.
An approach has been proposed in [14] for processing ROTs in mobile environment by considering the data consistency and currency related issues. The data currency requirements of transactions are divided into three categories: transactions with strong, firm and weak requirements. In that paper only "firm currency" is discussed, which means the data objects read by an ROT must be at least as recent with reference to ROT's starting time.
To improve performance of ROTs, a new isolation level called "Snapshot Isolation (SI)" was proposed in [3] . (Pease refer Section 3.2 for details). Note that ROTs processed at SI violate serializability criteria and receives low data currency.
In [4] , a theory is discussed to convert non serializable executions under SI into serializable executions by modifying the program logic of the applications. However, this approach requires programmers to detect the static dependencies between the application programs and to modify the program which will lead to a semantically equivalent application program that can be executed correctly without violating serializability criteria.
Regarding speculation, speculation has been extended in [15] to optimistic protocol for improving the deadline performance in centralized real-time environments. In [6] , speculation has been extended to improve the performance of distributed database systems (please refer section 3.3 for details) by considering transactions which contain both read and writes operations.
The approaches proposed so far (other than speculation approaches), improve the performance of ROTs by compromising data currency. In this paper we have proposed an approach to improve both performance and data currency of ROTs by extending the notion of speculation.
3 Two-Phase Locking, Snapshot Isolation-Based and Speculative Locking Protocols
Two-Phase Locking Protocol
Under 2PL [7] , a transaction obtains "read (R) lock" to read an object and a "write (W) lock" to write/update the data object. In 2PL, a transaction should obtain all the required locks before performing any unlock operation. We have considered a variation of 2PL called "strict two-phase locking protocol" [7] . The strict 2PL scheduler releases all of a transaction's locks together, when the transaction terminates. The lock compatibility matrix for 2PL is shown in Figure 1 . The terms yes and no in the matrix means that the corresponding lock requests are compatible and incompatible respectively.
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The processing of ROTs under 2PL is depicted in Figure 2 . Both T 1 and T 3 are UTs and T 2 is an ROT. It can be observed that T 2 has to wait for a lock on the object 'x' until T 1 commits. Similarly T 3 , has to wait for a lock on 'y'. (The space between the last operation and 'c' notation in the transaction diagram depicts the time required to carry out logging and commit operations.)
Fig. 1. Lock compatibility matrix for 2PL
Fig. 2. Depiction of transaction processing for 2PL
Snapshot Isolation-Based Protocol
A new isolation level called snapshot isolation (SI) is proposed in [3] . The SI-level lies between READ COMMIITTED and REPEATABLE READ isolation levels [3] . In SI-based techniques, an ROT reads data from the snapshot of the (committed) data available when the transaction has started or generated the first read operation. The modifications performed by other concurrent UTs which have started their execution after the executing ROT (T i ), are unavailable to T i . A variation of SI-based protocol called "First Committer Wins Rule (FCWR)" works as follows. Let T i and T j be UTs. T i will successfully commit if and only if no concurrent T j has already committed writes of data objects that T i intends to write. SI-based protocols are not serializable [4] .
The processing of ROTs using FCWR is depicted in Figure 3 . Both T 1 and T 3 are UTs, and T 2 is an ROT. It can be observed that T 2 reads the currently available values 'y 0 ' and 'z 0 ' and proceeds with the execution. Simultaneously T 3 also reads and issues update operation to 'x'. As T 1 commits, T 3 has to be aborted as per the FCWR. However, as per FCWR, T 2 commits with the old values and it has not accessed the updates produced by T 1 even though T 1 commits before its completion. It can be observed that T 2 misses the updates produced by T 1 and therefore violates the serializability criteria. 
Speculative Locking Protocol
In a database system, whenever a transaction T i reads data objects, these objects are copied into the private working space in the memory allocated for this transaction.
We assume that the transaction T i issues w i [x] (write request on the data object 'x') after completing all its work on data object 'x'. This assumption is also adopted in [16] [17].
In the speculative locking (SL) protocol [6] , a transaction produces after-images whenever it completes the work with that object. A waiting transaction is allowed to access the after-images produced by the conflicting active transactions. By accessing before-and after-images of conflicting active transactions, the waiting transaction carries out multiple speculative executions and retains one of the executions based on the termination status of preceding UTs. The requesting transaction commits only after the termination of preceding transactions with which it has formed commit dependencies. When a transaction T i forms commit dependency with T j , T i commits only after the termination of T j . Figure 4 depicts the processing of transactions with SL. T ij indicates j th (j > 0) speculative execution of T i . It can be observed that T 2 starts speculative executions T 21 and T 22 , once T 1 produces the after-image 'x 1 '. T 2 accesses both 'x 0 ' and 'x 1 ' and starts speculative executions. Here T 2 forms commit dependency with T 1 . If T 1 commits, T 2 commits by retaining the execution T 22 . Otherwise, if T 1 aborts, T 2 commits by retaining T 21 .
Lock compatibility matrix of SL protocol is shown in Figure 5 . Here the W-lock is partitioned into two locks: executive write (EW)-lock and speculative write (SPW)-lock. Transactions request R-lock for read and EW-lock for write. When a transaction produces after-image for a data object, the EW-lock is converted into SPW-lock. Under SL, only one transaction holds an EW-lock on a data object at any time. However, note that multiple transactions can hold the R-and SPW-locks on a data object at the same time. The entry "sp_yes" indicates that the requesting transaction carries out speculative executions and forms commit dependency with the preceding transactions that hold SPW-locks. In SL, at a time, a data object may have multiple versions which are organized using tree data structure with one committed value (at the root) and uncommitted values at other nodes. Whenever a transaction reads a particular version ('x i ') and produces new versions by executing a write operation, new object versions are created and are added as children to the corresponding node ('x i ').
A family of SL protocols, SL(n), SL(1), and SL(2) are proposed in [6] . Through simulation experiments, it has been shown that SL improves the performance significantly over 2PL by trading extra resources. Also, SL protocol produces serializable executions.
Proposed Speculation-Based Protocol for ROTs
We first explain the basic idea. Next, we present the proposed protocol. Subsequently, we prove the correctness.
Basic Idea
The SL protocol [6] was proposed to process UTs; i.e., the transactions that contain both read and write operations. In that protocol, at a time, a data object may have multiple versions which are organized using tree data structure. Whenever a transaction executes a write operation, new uncommitted object versions are created and are added to the corresponding object trees. It can be observed that write operations are the cause for the generation of new uncommitted versions. As a result, the number of speculative executions that are to be carried out by waiting transactions and the number of versions stored in the trees explode with the increase in data contention. result, we require more extra processing resources. Regarding processing of ROTs, it can be observed that an ROT only reads the existing data and does not generate any new versions. So, if we process only ROTs through speculation, it is possible to improve the performance without consuming more resources as compared to the resources used for processing UTs with speculation. Based on this, we propose a Speculative Locking protocol for ROTs (SLR) by adding two aspects to the basic SL protocol.
a) In SLR, only ROTs are processed with speculation. The UTs are processed with 2PL. We assume that a UT releases the locks (converts EW-lock into SPW lock) whenever it produces after-images. Whenever an ROT conflicts with a UT, it carries out speculative executions by accessing both before-and after-images of the preceding UTs. b) The other aspect is regarding commitment of ROTs. In the SL [6] , a waiting transaction carries out speculative executions and waits for the commitment of preceding transactions. Whereas, in SLR, whenever ROT completes execution, it commits by retaining appropriate execution. In SLR, an ROT does not wait for the termination of conflicting active transactions. However, it can be noted that, a UT waits for the termination of preceding UTs and ROTs.
Fig. 6. Lock Compatibility Matrix for SLR
The lock compatibility matrix of SLR is shown in Figure 6 . Similar to the case of speculative locking, W-lock is divided into EW-lock and SPW-lock. UTs request EW-lock for writing the data object. The EW-lock is converted into the SPW-lock after the work on the data object is completed. Separate read-locks are employed for UTs and ROTs. A UT requests RU-lock (read lock for UT) for reading a data object and an ROT requests RR-lock (read lock for ROT) for reading a data object. The entry "sp_yes" indicates that the requesting transaction carries out speculative executions and forms commit dependency with the lock holding transaction.
It can be noted that commit dependency in SLR is different from SL. Let T i be an ROT and T j be a UT. Suppose T i forms commit dependency with T j . In SL, T i commits only after the termination of T j . Whereas in SLR, whenever T i completes, it can commit by retaining one of the speculative executions without waiting for T j to terminate. Figure 7 depicts processing under SLR. Here, T 2 is an ROT and T 1 and T 3 are UTs. Whenever T 1 produces after-image 'x 1 ', T 2 accesses both 'x 0 ' and 'x 1 ' and carries out two executions T 21 and T 22 , respectively. After T 2 's completion, T 21 is retained even though T 1 is not yet committed. Note that, being a UT, T 3 waits for T 1 for the release of the lock on 'x' as per 2PL rule. 
Lock
The SLR Protocol
In SLR, a "dependset" data structure is maintained for each transaction which is the set of transactions with which the executing transaction has formed the commit dependencies. For each data object, a FIFO queue is maintained to store the pending lock requests. In SLR, a UT requests for RU-lock to read and EW-lock to write. An ROT always requests for RR-lock to read. The protocols for ROTs and UTs are as follows.
Protocol for ROTs
Let T i be an ROT 1. Lock acquisition: Let T i requests for RR-lock on 'x'. The lock request is entered into the queue.
(a) If no transaction holds EW-or SPW-locks, the RR-lock is allocated to T i .
Step 2(a) is followed. (b) If the preceding transaction is holding SPW-lock, lock is granted in speculative mode (sp_yes). The identifiers of preceding transactions which hold lock on 'x' are included in the T i 's dependset.
Step 2(b) is followed.
Execution:
(a) T i continues with the current executions by accessing 'x'. If no further lock requests for T i , then step 3 is followed. Otherwise, step 1 is followed. (b) Each execution of T i is split into two executions one with the beforeimage and the other one with the after-image. If no further lock requests for T i , then step 3 is followed. Otherwise, step 1 is followed.
Commit/Abort Rule:
Once the transaction T i is completed, one of the speculative executions of T i is chosen as follows: Suppose T i has completed at time 't'. T i retains that speculative execution which contains the effect of all committed transactions which have committed before 't'. If T i is aborted, then all its speculative executions are aborted. Also the locks allocated to T i are released. The dependset of T i is deleted.
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Protocol for UTs
Let T j be a UT. 4 . Lock acquisition: Let T j requests for RU-or EW-lock on 'x'. The lock request is entered into the queue.
(a) T j obtains RU-lock if no transaction holds EW-lock or SPW-lock.
Step 5 is followed. (b)
T j obtains EW-lock on 'x', if no transaction holds RU-, RR-, EW-, and SPW-locks. 5. Execution: During execution, whenever T j produces the after-image for a data object, EW-lock on the data object is converted into SPW-lock. If no further lock requests for T j , then step 6 is followed. Otherwise, step 4 is followed. 6. Commit/Abort Rule: Whenever T j commits, the speculative executions of ROTs which have been carried out with before-images of T j are terminated. Whenever T j aborts, the speculative executions of ROTs carried out with after-images of T j are terminated. The information regarding T j is deleted from the dependsets of ROTs. All the related lock entries are deleted.
Correctness
The terms, transaction, history over a set of transactions, and serializability theorem are formally defined in [7] . A transaction is defined as a partial ordering of operations (read, write, commit and abort). A history H, over a set of transactions indicates the order in which the operations of the transactions were executed relative to each other and it is formally defined as a partial order. Committed projection of history H denoted as C(H) is the history obtained from H by deleting all operations that do not belong to transactions committed in H.
A history is serial if there is no interleaving, i.e. once a transaction starts executing it finishes without any other transaction executing some operations in-between. A history H is serializable, if its committed projection C(H) is equivalent to a serial history for the same set of transactions A graph derived from the history H is called as serialization graph SG(H). SG(H) is a directed graph whose nodes are the transactions which are committed in H and whose edges are all T i T j (i ≠ j) such that one of T i 's operations precedes and conflicts with one of T j 's operations in H. To prove that a history is correct, we must prove that the serialization graph formed from the history is acyclic.
Three types of conflicts occur while transactions are processed under 2PL: R-W, W-W and W-R conflicts. However, in SLR, the following conflicts occur: RR-EW, RR-SPW, RU-EW, RU-SPW, EW-RR, EW-RU, EW-EW, EW-SPW conflicts. (Note that in SLR, the W-lock is split into EW-lock and SPW-lock. Also, UTs request RUlock for read and EW-lock for write. The UTs convert EW-lock into SPW-lock after completing the work on the data object. ROTs request RR-lock for read.) The lock compatibility matrix is given in Figure 6 . , it may not release that lock at least until T i is committed or aborted. 3) Once a transaction completes the work on a data object, the scheduler converts the EW-lock into the SPW-lock for that object in an atomic manner. 4) Once the scheduler has released a lock for a transaction, it may not subsequently obtain any more locks for that transaction (on any data object).
Based on SLR rules we propose the following propositions. There are three kinds of operations: read by ROTs, read by UTs and write by UTs. Whenever TM requests read operation on behalf of an ROT or UT, the operation is executed after obtaining the corresponding lock. When a UT requests a write operation, the operation is executed after obtaining the EWlock. After completion of work on the data object, the EW-lock is converted into SPW-lock atomically. All the locks are released after the commit/abort of transactions. So, lock is obtained for every operation and released after the completion of the operation. As per the rule (2), a transaction cannot obtain any lock after releasing any other lock. It means every locking operation is executed before any unlocking operation. (However, it can be noted that we are converting EW-lock into SPW-lock which is not equivalent to the unlocking operation.) Theorem 1. Let H be history of the committed transactions under SLR. Then, H is serializable.
Proof:
To prove H is serializable, we have to prove that SG (H) is acyclic.
Suppose an edge T i T j is in SG (H). As per the propositions 1 and 2, T j might have waited for T i or formed a commit dependency with T i . Suppose T i T j T k is in SG (H). This means that T k might have waited for the completion of T j or formed a commit dependency with T j . By transitivity, T k has waited for T i or formed commit dependency with T i . By induction, this argument extends to long paths. For any long path T 1 T 2 … T n , T n has waited for T 1 or formed commit dependency with T 1 .
Suppose SG (H) had a cycle T 1 T 2 . . . T n T 1. This means T 1 has waited for T n or formed commit dependency with T n . T n in turn waits for T 1 or forms commit dependency with T 1 . By transitivity, T 1 waits for T 1 or forms commit dependency with T 1 . This is a contradiction as per the propositions 2 and 3. Thus SG (H) has no cycles and therefore H is serializable. .
Simulation Results
In this section, we first explain the simulation model. Next, we present experimental results.
Simulation Model
We have developed a discrete event simulator based on a closed-queuing model. We have a pool of CPU servers, all having identical capabilities and are serving one global queue of transactions. Each CPU manages two I/O servers. A CPU server serves the requests placed in the CPU queue in FCFS order. The I/O model is a probabilistic model of a database that is spread out across all the disks. A separate queue is maintained for each I/O server. Whenever a transaction needs service, it randomly (uniform) chooses a disk and waits in the I/O queue of the selected I/O server. For the I/O queue also we follow FCFS order [18] .
The description of parameters with values is shown in Table 1 . The database size is assumed to be "dbSize". The parameters "cpuTime" and "ioTime" are amounts of I/O and CPU time associated with reading and writing an object (equivalent to an operating system page). Regarding transaction size, we have chosen different parameter values for ROTs and UTs by considering the load character in modern information systems [19] . The parameters "rotMaxTranSize" and "rotMinTranSize" are the maximum and minimum number of objects in ROT respectively. The maximum and minimum number of objects in UT is represented by the parameters "utMaxTranSize" Improving the Performance of Read-Only Transactions Through Speculation 215 and "utMinTranSize" respectively. Each resource unit (RU) constitutes 1 CPU and 2 I/O servers by considering that one CPU can drive two I/O servers. The parameter "noResUnits" represents the number of resource units. The parameter "MPL" denotes the number of active transactions existing in the system. The parameter "% of UTs" means the percentage of UTs currently active in the system. Let "p" indicates the "% of UTs", which means that at any point of time, there are "p" percent UTs and (100-p) percent ROTs are active in the system..
Table 1. Simulation Parameters, Meaning and Values
The value for "dbSize" is chosen as 1000 data objects [18] . The value for "cpuTime" is chosen as 5 ms by considering the speed of modern processors [20] . The value for "ioTime" is fixed as 10 ms by considering the speed of recent hard disk drives [21] . The values for "rotMaxTranSize" and "rotMinTranSize" are fixed at 20 and 15 respectively and the values for "utMaxTranSize" and "utMinTranSize" are 15 and 5 objects respectively [14] . The size of a ROT is a random number between 15 and 20 (both inclusive) and UT is a random number between 5 and 15 (both inclusive). We conducted the experiments by varying "percentageOfUts" from 10 to 90 and "mpl" from 10 to 100.
Performance Metrics. The main performance metric is "throughput" which is the number of transactions completed per second. We also use the metric "percentage of transaction aborts", which is the ratio of the number of aborted transactions to the number of committed transactions.
We have compared SLR with 2PL and FCWR. We have already explained SLR, 2PL, and FCWR in other sections. In both 2PL and SLR, transactions request locks in a dynamic manner, one by one. For SLR, we have assumed that all the speculative executions of a transaction are carried out in parallel. In FCWR, the conflicts between UTs are managed by aborting the transactions. Aborted transactions are resubmitted after the time duration equals to average response time.
We assume the cost of performing concurrency control operations is negligible compared to the cost of accessing objects. Also we have not taken into account the cost of deadlock detection as it is same for all locking-based protocols. In the experiments, the graphs show the mean results of 20 experiments; each experiment was carried out for 10,000 transactions. The results were plotted with a mean of 95 percent confidence intervals. These confidence intervals are omitted from the graphs.
Performance Results
We have evaluated the performance by analyzing the overall throughput, percentage of transaction aborts and extra resource requirement. At first, we explain the experimental results carried out by assuming unlimited resources. Next, the details of additional resources consumed are analyzed. Figure 8 shows how throughput performance for 2PL, FCWR and SLR vary with MPL. It can be observed that performance of SLR is significantly higher than 2PL and FCWR. 2PL performs poorly because, the waiting time of the transactions in creases with data contention. In FCWR, ROTs are processed without any waiting. However, the performance of FCWR decreases with data contention, as more number of UTs gets aborted because of first committer wins rule which is explained in section 3.2. SLR improves performance over 2PL due to reduced waiting and over FCWR due to the reduced number of aborts. The performance of SLR is improved as the transaction waiting time is reduced due to speculation. Under SLR, an ROT is able to read uncommitted values produced by preceding transactions and able to start the execution early. So SLR performs significantly better than 2PL and FCWR protocols. Figure 9 shows how abort performance of 2PL, SLR and FCWR protocols with the increase in number of UTs. It can be observed that the number of transaction aborts under FCWR increases with the increase in data contention. However, the number of transaction aborts under 2PL and SLR protocols is very less in comparison with FCWR. Figure 10 shows how throughput performance for 2PL, FCWR and SLR vary with percentage of UTs. It can be observed that SLR exhibits high performance over 2PL and FCWR. The performance of FCWR falls sharply as the data contention increases due to more number of transaction aborts. The performance of 2PL is also significantly less than SLR as transactions spend more time in waiting. It can be observed that the performance of SLR is close with 2PL at higher 'p' value. This is because at higher 'p' value, all transactions are UTs. So these transactions are processed with 2PL only. Overall SLR performs better than 2PL and FCWR.
We now discuss the details regarding the additional resource consumption. In Figure 11 , the details regarding percentage of transactions which consumed 1, 2, 4 and 8 speculative executions are shown. We conducted this experiment by fixing , which is the normal values in online transaction processing systems [22] . It was observed that around 70% of the transactions require only one execution, 22% of transactions require 2 speculative executions, 6% of transactions require 4 speculative executions and mere 1% of transactions require 8 speculative executions. The average number of executions comes to 1.4. This indicates that it is possible to get an improved performance with a fraction of (0.40) additional resources. However, the detailed experiments will be carried out as a part of future work.
Advantages and Implementation Issues
In this section we discuss the advantages and the implementation issues regarding processing of ROTs with SLR.
Advantages
The proposed protocol offers significant advantages over 2PL and SI-based protocols. The advantages of the proposed protocol are summarized in Table 2 .
(i) Performance. The performance of SLR is significantly better than 2PL and SIbased protocols as discussed in the section 5. The simulation results show that SLR achieves high performance with a fraction (0.40) of additional resources.
(ii) No data currency issue. In SLR, the ROTs do not miss any updates performed by the preceding committed UTs. So, it does not suffer from any data currency related issues. In the SI-based protocols such as FCWR, the ROTs miss the updates of the committed transactions which have started their executions after the start of currently executing ROTs. So, it suffers from data currency related problems.
(iii) No correctness issues. SLR does not suffer from correctness issues as the histories generated by SLR scheduler are serializable. It can be noted that SI-based based protocols are not serializable.
(iv) No additional memory to maintain data object versions. During execution, a UT maintains the after-images of the data objects in its address space. The memory space required to keep these after-images can be shared by ROTs using the shared memory technique. So, An ROT can read the before-images from the database and the afterimages from the shared memory. Note that for each data object only two versions (before-image and after-image) are needed. So, no extra memory is required for beforeand after-images. 
Implementation Issues
(i) Pre-compiling. In this paper, we assume that a UT releases the lock whenever it produces the after-image. To implement this operation, a software module is required which can put a lock conversion marker for each data object after the last write operation specified in the transaction program for that object, by scanning the entire program. During execution, when the lock conversion marker is encountered, the EW-lock on the data object is converted into the SPW-lock. Since the transactions are stored procedures, we believe that it is possible to put the lock conversion markers by analyzing the stored procedures.
(ii) Speculative executions. We have assumed that speculative executions of a transaction are carried out in parallel by considering multi-processor environment. It can be noted that additional memory can be added to the system at lesser cost. Since CPU speed is high in the orders of magnitude than the disk I/O, even in a single processor environment, the CPU time can be used productively to improve the performance of ROTs. However, the detailed study will be carried out as a part of future work.
Conclusions and Future Work
We have proposed a protocol by extending speculation to improve the performance of ROTs. The proposed protocol does not suffer from any data currency and correctness related issues. Through simulation experiments, it has been shown that the proposed protocol improves the performance significantly over 2PL and SI-based protocols with manageable extra processing resources.
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As a part of future work, we are planning to carry out simulation experiments under limited resource environments. Also, in SLR, all speculative executions of a transaction are carried out synchronously. We are planning to investigate the performance by allowing each speculative execution of a transaction to proceed in an asynchronous manner.
Over the years, costs of both CPU and memory are falling down. Multi-processor systems with huge main memory would be affordable soon. Also, data currency of ROTs is a crucial factor in several environments like stock marketing, airline operating systems and other crucial web services. Speculation-based ROT algorithm provides the scope for improving the performance and data currency of ROTs in such environments without violating the correctness criteria.
