In this paper we give a necessary and sufficient condition for the mean stability of switched linear systems having a Markov regenerative process as its switching signal. This class of switched linear systems, which we call Markov regenerative switched linear systems, includes various switched linear systems including Markov jump linear systems and semi-Markov jump linear systems. We show that a Markov regenerative switched linear system is mth mean stable if and only if a matrix is Schur stable, under the assumption that either m is even or the system is positive.
Introduction
Among switched linear systems, those having a time-homogeneous Markov process as its switching signal, called Markov jump linear systems [7] , are one of the most important classes of switched linear systems. One of the reasons is that time-homogeneous Markov processes are suited to model phenomena that happen not deterministically but stochastically with a constant rate of occurrence. Another reason is that the analysis and synthesis of Markov jump linear systems can be performed in a rather similar way to those for linear time-invariant systems by the introduction of auxiliary variables consisting of the state variable and the switching signal [7] .
However, it is often restricting to assume constant transition rates or the Markovian property on switching signals. This fact has been motivating authors to treat more general classes of switching signals [1, 11, 13] . One of the natural extensions of time-homogeneous Markov processes are time-homogeneous semi-Markov processes, which are Markovian-like processes with time-varying transition rates (see [5] ). The stability analysis of the corresponding switched linear systems can be found in [1, 12] . Another extension is regenerative processes, which are, roughly speaking, stochastic processes that can be obtained by concatenating independent and identically distributed random functions (see [16] for the details). The mean stability analysis of linear systems subject to regenerative switchings is performed in [13] .
Extending the works in [1, 12, 13] , in this paper we present the stability analysis of Markov regenerative switched linear systems, which are switched linear systems whose switching signal is a Markov regenerative process (sometimes called a semi-regenerative process) [5] . Markov regenerative processes form a quite large class of stochastic processes which contains as special cases all the Markov, semi-Markov, and regenerative processes. We show that mth mean stability of a Markov regenerative switched linear system is characterized by the spectral radius of a matrix, under the assumption that either m is even or the system is positive. Extending various results in the literature [1, 3, 10, 12, 13] , the obtained result enables us to analyze the stability of, for example, statefeedbacked Markov jump linear systems with periodically observable mode signals (see a discrete-time setting in [6] ) as well as a controlled system with failure-prone controllers with only one repairing facility [8, Section 3.2].
We organize this paper as follows. After introducing necessary notations, in Section 2 we introduce the class of Markov regenerative switched linear systems under consideration and then state a necessary and sufficient condition for their mean stability. Section 3 is devoted to the proof of our results. When x ∈ R n is nonnegative entrywise we write x ≥ 0. We let R + = [0, ∞). The standard Euclidean norm on R n is denoted by · . Let I and O denote the identity and zero matrices, respectively. We say that A ∈ R n×n is Schur stable if A has the spectral radius less than one. Also we say that A is Hurwitz stable if all the eigenvalues of A have negative real parts. For an integrable random variable X, its expected value is denoted by E[X] and its conditional expectations by E[X | ·].
Stability characterization
This section introduces the class of Markov regenerative switched linear systems and then presents a necessary and sufficient condition for their stability. We need to first recall the definition of Markov renewal processes [5] . A stochastic chain (θ, τ ) = {(θ k , τ k )} ∞ k=0 taking values in {1, . . . , N } × R + and satisfying 0 = τ 0 ≤ τ 1 ≤ · · · is called a Markov renewal process [5] if
holds for every k and t ≥ 0. We assume that (θ, τ ) is time-homogeneous, that is, for all i, j and t ≥ 0, the probability P (θ k+1 = j, τ k+1 − τ k ≤ t | θ k = i) is independent of k. We note that, in this case, θ is a time-homogeneous Markov chain and therefore has the constant transition probabilities p(θ k+1 = j | θ k = i). In this paper we furthermore assume τ k+1 − τ k > 0 and sup k τ k = ∞ with probability one. Then we can state the definition of Markov regenerative processes as follows.
Definition 1 ([5])
Let σ = {σ t } t≥0 be a stochastic process taking values in a finite set Λ. We say that σ is Markov regenerative if there exists a Markov renewal process (θ, τ ) satisfying the following conditions for every k:
We call τ regeneration times of σ, and (θ, τ ) the embedded Markov renewal process of σ.
Among the three conditions in the definition, P3 is the most important. It implies that, as far as prediction is concerned, at the regeneration time τ k , the past information of the process {σ s } s≤τ k is irrelevant. Actually, the definition implies that
for all λ ∈ Λ, i, j ∈ {1, . . . , N }, t ≥ 0, and k ≥ 0. Also we remark that P1 is a technical condition needed to state P2 and P3. For details the readers are referred to [5] .
Then we introduce the class of switched linear systems studied in this paper.
Definition 2 Let σ be a Markov regenerative process and let A λ ∈ R n×n for each λ ∈ Λ. Then the stochastic differential equation
where x(0) = x 0 ∈ R n is a constant, is called a Markov regenerative switched linear system. Markov jump linear systems [7] , semi-Markov jump linear systems [1, 12] , and switched linear systems with a regenerative switching signal [13] are all Markov regenerative switched linear systems because any of time-homogeneous Markov, time-homogeneous semi-Markov, and regenerative processes are Markov regenerative [5] . For example, a time-homogeneous Markov process r is Markov regenerative with an underlying embedded Markov renewal process being {(r t k , t k )} k≥0 , where 0 = t 0 < t 1 < t 2 < · · · are the times at which the process r changes its values. Also, a regenerative process is by definition a semi-regenerative process with Λ being a singleton. We will see a nontrivial example of Markov regenerative switched linear systems in Example 7.
Based on the embedded Markov renewal process, we can naturally define the stability of Markov regenerative switched linear systems as follows.
Definition 3 Given a positive integer m, we say that Σ is exponentially mth mean stable if there exist C > 0 and
−βt x 0 m for every x 0 and θ 0 .
Also we here introduce the positivity of Σ.
Definition 4
We say that Σ is positive if x 0 ≥ 0 implies x(t) ≥ 0 with probability one for every t ≥ 0.
We remark that, for Σ to be positive, it is clearly sufficient that all the matrices A λ (λ ∈ Λ) are Metzler, i.e., the off-diagonal entries of each A λ are all nonnegative [9] . However this sufficient condition is not necessary [13, Example 10] .
In order to state the main result of this paper, we recall the notion of induced matrices. First we define (see, e.g., [14] ) the m-lift of x ∈ R n , denoted by x [m] , as the real vector of length n m = n+m−1 m with its elements being the lexicographically ordered monomials
) that are indexed by all the possible exponents α = (α 1 , . . . , α n ) summing up to m. Then we define the mth induced matrix of A, denoted by A [m] , as the n m × n m unique matrix [14] satisfying (Ax)
The next theorem is the main result of this paper.
For all 0 ≤ s ≤ t < ∞, define the R n×n -valued random variable Φ(t; s) by the differential equation ∂Φ/∂t = A σt Φ(t; s) with the initial conditions Φ(t; t) = I n for every t ≥ 0. Assume that the following two conditions hold: (A1) Either m is even or Σ is positive; (A2) There exists T > 0 such that τ k+1 −τ k ≤ T with probability one for every k ≥ 0.
Then Σ is exponentially mth mean stable if and only if the (N n m ) × (N n m ) real block matrix A = [A ij ] 1≤i,j≤N with the (i, j)-block A ij being defined by
is Schur stable.
In the rest of this section we show applications of the theorem. The proof of the theorem is given in Section 3. Let us first illustrate how the theorem recovers the stability characterization of Markov jump linear systems [10, 12] . 
is Hurwitz stable. We show below that this result can be recovered from Theorem 5.
Notice that, for h > 0 arbitrarily taken, σ is a Markov regenerative process with the embedded Markov renewal process (θ, τ ) = {(σ kh , kh)}. Therefore Σ is a Markov regenerative switched linear system. Let
Since Σ is positive, by Theorem 5, Σ is exponentially mth mean stable if and only if the block matrix A(h) given by
is Schur stable. We extend the domain of A to the origin by A(0) = I. Then, by the general identity
[m] (see [14] ) and also the time-homogeneity of σ, it follows that A(h)A(h ) = A(h + h ) for all h, h ≥ 0. Furthermore, one can use the Dominated convergence theorem to show lim h→0 A(h) = A(0) = I. Therefore, there exists a matrix B such that A(h) = exp(Bh) for every h ≥ 0. Hence A(h) is Schur stable for every h > 0 if and only if B = A (0) is Hurwitz stable. Thus we need to show that
Let us compute A ij (0). [4] ). Also let γ denote the number of transitions of σ on the interval [0, h] when σ 0 = i. Then the event {σ h = i, σ 0 = i, γ = 1} has probability zero. Moreover, using the big-O asymptotic notation, we can show
λ ii h , and P (γ ≥ 2) = O(h 2 ). Therefore
as h → 0. Hence we proved (2).
The next example illustrates how to use Theorem 5 to study state-feedback control of a Markov jump linear system with periodically observable mode signals.
Example 7 Consider the Markov jump linear system dx/dt = A P,rt x(t) + B P,rt u(t), where A P,1 , . . . , A P,N ∈ R n×n , B P,1 , . . . , B P,N ∈ R n×p , and r, called the Markov state, is a time-homogeneous Markov process with the state space {1, . . . , N } and the infinitesimal generator Q. We study the stabilization of the system with the state-feedback control u = Kx, where the gain K is possibly time-varying. It is well known [7] that, under the assumption that the controller can measure the Markov state r at any time instant, that is, the gain K depends on r, stabilizing feedback gains can be found by solving linear matrix inequalities. Here we study a more realistic scenario where only the periodic samples {r kh } k≥0 with the constant period h > 0 are available to the controller (see [6] for the discrete-time case). Precisely speaking, we assume that the gain takes the form K q , where the stochastic process q is defined by q t = r kh if kh ≤ t < (k + 1)h for all t ≥ 0 and k ≥ 0. Defining σ = (r, q) and A σ = A P,r + B P,r K q , we can write the closed-loop equation in the form (1).
Since r is time-homogeneous and Markovian, we can show that σ is a Markov regenerative process with the embedded Markov renewal process {(r kh , kh)} k≥0 , which satisfies A2. Therefore, by Theorem 5, Σ is mean square stable, that is, mth mean stable with m = 2, if and only if the block matrix A = [A ij ] 1≤i,j≤N given by A ij = p ji (h)E[Φ(h; 0) [2] | r h = i, r 0 = j] is Schur stable. Then we observe that σ confined on [0, h) is the time-homogeneous Markov process with the state space { (1, r 0 ) , . . . , (N, r 0 )} and the infinitesimal generator Q. Therefore, if we define C ij = Q ⊗ I n 2 + diag((A (1,j) ) [2] , . . . , (A (N,j) ) [2] ), then A ij equals the (i, j) block of the block matrix exp(C ij h) having the same block structure as A. This system, taken from [2] , models a certain economic system. For this system, assuming that the Markov state r is always available, the H 2 -optimal state-feedback gains are obtained as [7] We use Theorem 5 to illustrate how, for a large sampling period h, the above feedback-gains stabilize the economic system. The graph of log(ρ(A))/h, where h varies from 0 to 0.3 is shown in Fig. 1 . By Theorem 5, we conclude that the system is mean square stable if and only if 0 < h < 0.169 [years] . This implies that, to guarantee the stability of the controlled economical system, the Markov state r must be sampled with a period less than about 2 months. 
Proof of the main result
Let Σ be a Markov regenerative switched linear system. Then the discretized process x d = {x(τ k )} k≥0 is the solution of the discrete-time system
In order to proceed, we introduce a class of switched linear systems called semi-Markov jump linear systems [12] . Let {F k } ∞ k=0 be a stochastic process taking values in R n×n . The system
is said to be a semi-Markov jump linear system if there exists a time-homogeneous Markov chain θ taking values in {1, . . . , N } such that, for all k ≥ 0, i, j ∈ {1, . . . , N }, and a Borel subset G of R n×n , there holds that
and the conditional probability
does not depend on k. The mean stability and the positivity of Σ d is defined in the following standard manner. For a positive integer m, we say that Σ d is exponentially mth mean stable if there exist C > 0 and β > 0 such that
for all x 0 and θ 0 . Also we say that Σ d is stochastically mth mean stable if
m ] is finite for all x 0 and θ 0 . Finally, Σ d is said to be positive if x 0 ≥ 0 implies x d (k) ≥ 0 with probability one for every k and θ 0 .
The next proposition relates the stability of Σ and SΣ.
Proposition 8 SΣ is a semi-Markov jump linear system. Moreover, if A2 holds, then the following statements are true:
• If Σ is exponentially mean stable, then SΣ is stochastically mth mean stable.
• If SΣ is exponentially mean stable, then so is Σ.
Also we let (Ω, M, P ) denote the underlying probability space. We denote the σ-algebra of Ω generated by a set X of random variables by M(X). We define the following σ-algebras;
, and
Then we can show
The first inclusion is obvious. The second inclusion is true because F 0 , . . . , F k−1 are measurable on M 3 . Finally the last identity follows from P2. Now, from P3 we know that
Therefore, by (5) and [12, Lemma 1.1], we conclude that
, which is equivalent to (3). Also, the conditional probability (4) is independent of k by P3 and the time-homogeneity of θ. Therefore SΣ is a semi-Markov jump linear system.
The proof of the second statement can be done in the same way as the proof for the implication [2 ⇒ 3] of [13, Theorem 12] due to A2 and the assumption that τ k+1 − τ k > 0 with probability one. Also we can prove the third statement in the same way as the proof for [3 ⇒ 1] of [13, Theorem 12] by A2. The details of the proofs are thus omitted.
Proposition 8 shows that the stability analysis of Σ could be reduced to the stability analysis of semi-Markov jump linear systems. Extending [12, Theorem 3.4] to the case where m is even, the next proposition gives a characterization of the mean stability of semi-Markov jump linear systems.
Proposition 9 ([12, Theorem 3.4]) For i, j ∈ {1, . . . , N }, let p ij denote the transition probability of θ from i to j. Assume that either m is even or Σ d is positive. Then the following statements are equivalent.
(1) Σ d is exponentially mth mean stable;
nm×nm is Schur stable.
For the proof of this proposition we will need the next lemma.
Lemma 10 Assume that m is even. Let K be the closed convex hull of (R n )
Then there exists a norm ||| · ||| on R N nm and f ∈ R N nm such that |||x||| = f x for every x ∈ K × · · · × K.
PROOF. We first show that K is a proper cone [17, Chapter 26] , that is, K is a closed and convex cone having a nonempty interior and satisfying
where −K := {−x : x ∈ K}. K is clearly a closed and convex cone.
Let us show (6) . 
for all 1 ≤ i ≤ n and 1 ≤ ≤ n m . Take an arbitrary y in the convex hull of (R n ) [m] . Then there exist x 1 , . . . , x N ∈ R n and positive numbers c 1 , . . . , c N such that y = 
. Hence the triangle inequality shows that |y | ≤
. Therefore every y in the convex hull of (R n )
[m] satisfies (7) . A limiting argument thus shows that (7) is satisfied by every y ∈ K. Now assume y, −y ∈ K. This implies y i = 0 for every i and therefore y = 0 for every by (7) . Hence (6) holds.
Finally, by [12, Lemma 1.5], the difference K − K = {x − y : x, y ∈ K} equals the whole space R
nm . This in fact shows that the interior of K is nonempty because, in general, a closed and convex cone K satisfying (6) [m] = x m (see [14] ), we can show the inequality
[m] ∈ K × · · · × K, the linearity of the norm ||| · ||| shows that
On the other hand, by the identity 
Therefore the inequalities (8) and (9) prove that Σ d is exponentially mth mean stable. This completes the proof of Proposition 9.
Now we can readily prove Theorem 5. A1 implies that either m is even or SΣ is positive. Therefore, by Proposition 9 and the first statement of Proposition 8, we see that the following three properties are equivalent; the exponential mth mean stability of SΣ, the stochastic mth mean stability of SΣ, and the Schur stability of A. This equivalence and also the second and third statements of Proposition 8 immediately prove the main result of Theorem 5.
Conclusion
In this paper we have investigated the mean stability of Markov regenerative switched linear systems. The class of switched linear systems contain a wide variety of important stochastic switched linear systems that have appeared in the literature. We have shown that the mean stability of a Markov regenerative switched linear system is characterized by the spectral radius of a matrix arising from its transition matrix. A numerical example was presented to illustrate the obtained result.
