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Abstract
We build quasi–isometry invariants of relatively hyperbolic groups which detect the
hyperbolic parts of the group; these are variations of the stable dimension constructions
previously introduced by the authors.
We prove that, given any finite collection of finitely generated groups H each of which
either has finite stable dimension or is non-relatively hyperbolic, there exist infinitely
many quasi–isometry types of one–ended groups which are hyperbolic relative to H.
The groups are constructed using small cancellation theory over free products.
1 Introduction
In [CH16] we defined a new quasi–isometry invariant for geodesic metric spaces: the stable
asymptotic dimension, asdims.
The purpose of this paper is to construct related invariants, which are more naturally
suited to distinguishing relatively hyperbolic groups with the same peripheral subgroups.
In [Gro87], Gromov introduced relatively hyperbolic groups as a generalisation of hy-
perbolic groups, this exposition was substantially developed by Farb and Bowditch [Far98,
Bow12]. The class of relatively hyperbolic groups includes: hyperbolic groups, amalga-
mated products and HNN-extensions over finite subgroups, fully residually free (limit) groups
[Dah03,Ali05]—which are key objects in solving the Tarski conjecture [Sel01,KM10], geomet-
rically finite Kleinian groups and fundamental groups of non-geometric closed 3-manifolds
with at least one hyperbolic component [Dah03].
Recall that a finitely generated group is relatively hyperbolic if it is hyperbolic relative
to some finite collection of proper subgroups, and non-relatively hyperbolic (nRH) otherwise
(see Definition 2.3).
Relative hyperbolicity is a quasi–isometry invariant [Dru09]. Moreover, in [BDM09] it is
proved that hyperbolicity relative to non-relatively hyperbolic subgroups is quasi–isometrically
rigid: that is, if G is hyperbolic relative to a collection of non-relatively hyperbolic groups
H and q : G → G′ is a quasi–isometry, then G′ is hyperbolic relative to a collection of non-
relatively hyperbolic groups H′ where each H ′ ∈ H′ is quasi–isometric to some H ∈ H, in
∗The author was partially supported by NSF grant DMS-1106726
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particular the image under q of a coset of some H ∈ H is contained in a uniform neighbour-
hood of some gH ′ with H ′ ∈ H′.
The goal of our paper is to give one approach to answering the following question which
appears in [BDM09]:
Question. How may we distinguish non-quasi–isometric relatively hyperbolic groups with
nRH peripheral subgroups when their peripheral subgroups are quasi–isometric?
One obvious invariant is the number of relative ends, which for an infinite group is either
2, when the group is virtually cyclic; ∞, when the group splits as an amalgamated product
or HNN extension over a finite subgroup; or 1, when no such splitting exists [Sta68,Sta71].
In the infinitely ended case, under some accessibility assumptions (for instance, finite
presentability [Dun85]), the group admits a graph of groups decomposition with vertex groups
which are finite or 1–ended and edge groups which are finite. These groups are quasi–isometric
to free products, and quasi–isometries between free products are very well understood [PW02].
Our focus is therefore mostly on 1–ended relatively hyperbolic groups.
Of course, two one–ended groups which are hyperbolic relative to the same nRH sub-
groups need not be quasi–isometric: examples of Schwartz provide infinitely many non-quasi–
isometric groups which are hyperbolic relative to Z2 [Sch95].
Another approach to the above question is highlighted by [Gro12, Theorem 6.3 and Corol-
lary 6.5], where it is proved that the quasi–isometry type of the cusped (Bowditch) space is
an invariant of relatively hyperbolic groups with nRH peripherals. Our invariants are differ-
ent in character and have the advantage that they allow generalisations to other classes of
peripherals.
Given a collection H of finitely many finitely generated groups (possibly with repetitions)
it is not clear that there even exist 1–ended groups which are hyperbolic relative to H, so
our first task is to provide a general construction using small cancellation theory over free
products.
Theorem 1. Let H be a collection of finitely many finitely generated groups (possibly with
repetitions). There is a group G which is 1–ended and hyperbolic relative to H.
The proof of this theorem extends results in classical small cancellation theory by Cham-
petier [Cha95]. To complete this we will show that a natural variant of Strebel’s classification
of geodesic triangles [Str90] holds in the setting of small cancellation groups over free products.
Our real goal is to produce invariants which allow us to deduce statements of the following
form: under certain hypotheses on H, there are infinitely many non-quasi–isometric 1–ended
groups which are hyperbolic relative to H.
In [CH16, Theorem I] we proved that the stable dimension of a relatively hyperbolic
group is finite if and only if its peripheral subgroups have finite stable dimension. Our next
result in this paper shows that in this case, the stable dimension is an interesting quasi–
isometry invariant of relatively hyperbolic groups.
Theorem 2. Let H be a finite collection of finitely generated groups each of which has fi-
nite stable dimension. There is an infinite family of 1–ended groups (Gn)n∈N, with strictly
increasing stable dimension, where each Gn is hyperbolic relative to H.
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In particular, the groups Gn are pairwise non-quasi–isometric. Notice that without the
1–ended assumption, the result easily follows from the existence of an infinite family of hyper-
bolic groups of unbounded asymptotic dimension and [PW02] by considering free products.
The construction uses a family of hyperbolic groups of unbounded asymptotic dimension
{Hn}n∈N and an application of Theorem 1 to H
n = H ∪ {Hn}.
Since relatively hyperbolic groups are finitely relatively presented [Osi06], there are only
a countably infinite number of finitely generated groups which are hyperbolic relative to a
specified collection of peripherals, so this result is optimal.
The class of groups with finite stable dimension is very large: it includes all virtually
solvable groups, all groups with finite asymptotic dimension and all groups which split as
a direct product of two infinite groups [CH16]. There is currently no example of a finitely
generated amenable non-virtually cyclic group with positive stable dimension.
However, this result does not exactly address the question raised in [BDM09], since there
exist non-relatively hyperbolic groups with infinite stable dimension [Gru]. To deal with
this, we will introduce the notion of relative stable dimension: the supremal asymptotic
dimension of a stable subset of a space X which “avoids”, in some sense, a collection of
subspaces Y of X. We denote this asdims(X;Y). This dimension is defined precisely in
Section 3.2.
To ease notation, given a group G and a collection of subgroupsH of G, we write LC(H) =
{gH | g ∈ G, H ∈ H}.
Under certain hypotheses the relative stable dimension is a quasi–isometry invariant.
Theorem 3. Let G be a group which is hyperbolic relative to a collection of non-relatively
hyperbolic subgroups G. If H is a group quasi–isometric to G, then for any collection of
non-relatively hyperbolic subgroups H such that H is hyperbolic relative to H we have
asdims(G;LC(G)) = asdims(H;LC(H)) <∞.
The existence of such a collection of subgroups H is guaranteed by [BDM09]. Since the
stable subsets we consider avoid peripherals, they embed quasi–isometrically into a coned–off
graph. The fact that the relative stable dimension is finite in this case then follows from
[Osi05, Theorem 17].
Again, we prove that this quasi–isometry invariant can be used to distinguish groups
which are hyperbolic relative to quasi–isometric peripheral subgroups.
Theorem 4. Let H be a finite collection of finitely generated groups which are non-relatively
hyperbolic. There is an infinite family of 1–ended groups Gn, each of which is hyperbolic
relative to H, such that asdims(Gn;LC(H))→∞ as n→∞.
Combining the two constructions we obtain our most general statement.
Theorem 5. Let G and H be finitely generated groups which are hyperbolic relative to G and
H respectively, such that each group in G∪H either has finite stable dimension, or has infinite
stable dimension and is not relatively hyperbolic. If G and H are quasi–isometric, then
asdims(G;LC(G∞)) = asdims(H;LC(H∞)) <∞
where G∞ (resp. H∞) is the collection of G
′ ∈ G∞ (resp. H
′ ∈ H∞) with infinite stable
dimension.
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There is a subtlety here: in proving this theorem we obtain a quasi–isometry invariant
on the class of groups which are hyperbolic relative to a collection of subgroups which are
non-relatively hyperbolic or have finite stable dimension. There is no reason to suspect that
this class of groups is quasi–isometrically rigid.
Again we use Theorem 1 to build examples of groups which ensure that this invariant
successfully distinguishes groups with the same peripherals.
Theorem 6. Let H be a finite collection of finitely generated groups which have finite stable
dimension or are non-relatively hyperbolic. There is an infinite family of 1–ended groups Gn,
each of which is hyperbolic relative to H, such that asdims(Gn;LC(H∞))→∞ as n→∞.
Plan of the paper
After establishing some preliminaries on relatively hyperbolic groups and stability, we give
the construction of the relative stable dimension and prove Theorems 3 and 5 in Section 3.
We dedicate Section 4 to graphical small cancellation theory and the proof of Theorem 1.
Finally, in Section 5, we prove Theorems 2, 4 and 6.
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2 Preliminaries
Notation: we denote the A–neighbourhood of a subset Y of a metric space (X, d) by
[Y ]A = {x ∈ X | d(x, Y ) ≤ A} .
Definition 2.1 (Morse geodesics). A geodesic γ in a metric space is said to be Morse if
there exists a function N = N(λ, ǫ) such that for any (λ, ǫ)-quasi-geodesic σ with endpoints
on γ, we have that σ ⊂ [γ]N . We call the function N a Morse gauge and say that γ is
N–Morse.
Stable subsets were originally introduced by Durham–Taylor [DT15], here we use an equiv-
alent definition from [CH16].
Definition 2.2 (Stable subsets). Let X be a geodesic metric space, let Y be a quasi–convex
subset of X and let N be a Morse gauge.
The subset Y is N–stable if, for every pair of points x, y ∈ Y there is an N–Morse
geodesic [x, y] ⊆ X.
We say Y is stable if there exists some Morse gauge N such that Y is N–stable.
As defined in [CH16], the stable dimension of X is the supremal asymptotic dimension
of a stable subset of X.
Definition 2.3. Let G be a finitely generated group and let H be a finite collection of
subgroups of G. A coned–off graph Γˆ of G with respect to H is a graph obtained from a
Cayley graph Γ of G by attaching an additional vertex vgH for every left coset of each H ∈ H
and adding an edge (vgH , g
′) whenever g′ ∈ gH.
We say G is hyperbolic relative to H if the following two conditions are satisfied:
4
• Some (equivalently every) coned–off graph of G is hyperbolic.
• (Bounded Coset Penetration Property) Let α, β be geodesics in Γˆ with the same end-
points and let H ∈ H. Then there exists a constant c such that:
(1) if α ∩ gH 6= ∅ but β ∩ gH = ∅ for some g ∈ G, then the Γ-distance between the
vertex at which α enters gH and the vertex at which α exits gH is at most c, and
(2) if α ∩ gH 6= ∅ and β ∩ gH 6= ∅, and α (resp. β) first enters gH at α1 (resp. β1)
and last exits gHi at α2 (resp. β2), then αj and βj are at a Γ-distance of at most
c from each other, for j = 1, 2.
We state here some important results in the theory of relatively hyperbolic groups which
will be necessary in our paper.
Theorem 2.4. [Bow12] If G is hyperbolic relative to H then each H ∈ H is finitely generated.
Theorem 2.5. [DS05, Lemma 4.15] Let G be hyperbolic relative to H. There exists a Morse
gauge N such that each H ∈ H is an N–Morse subset of G.
In particular, if x, y ∈ H can be connected by an N–Morse geodesic in a Cayley graph ΓH
of H, then they can be connected by an N ′–Morse geodesic in a Cayley graph ΓG of G where
N ′ depends on N , ΓH and ΓG but not on the choice of x, y.
Theorem 2.6. If G is hyperbolic relative to H and H ∈ H is hyperbolic, then G is hyperbolic
relative to H \ {H}.
Proof. By [Osi06], G is hyperbolic relative to H if and only if G is relatively finitely presented
with respect to H and has linear relative Dehn function. As all hyperbolic groups are finitely
presented and have linear Dehn function, G is relatively finitely presented with respect to
H \ {H} and has linear relative Dehn function.
Theorem 2.7. Let G be a group which is hyperbolic relative to H. Let S be a finite symmetric
generating set of G and let Γ = Cay(G,S). Let Γˆ be the coned–off graph of Γ.
There exist constants D,M0 such that for all M ≥M0 there exist constants K ≥ 1, C ≥ 0
satisfying the following:
For any x, y ∈ G and any geodesic γ from x to y in Γ
K−1dΓ(x, y)− C ≤ dΓˆ(x, y) +
∑
B∈LC(H)
{{diam(γ ∩ [B]D)}}M ≤ KdΓ(x, y) + C,
where {{x}}M = x if x ≥M and 0 otherwise.
The distance formula above is a combination of [Sis13] Theorem 0.1 and Lemma 1.15.
The purpose of Lemma 1.17 is to show that (for D = R(1, 0)) the values diam(γ ∩ [B]D)
and diam(πB(x) ∪ πB(y)), where πB is a closest point projection, differ by at most a fixed
constant.
The main tool we require from [CH16] is the following
Theorem 2.8. Let G be a group which is hyperbolic relative to H. If asdims(H) <∞ for all
H ∈ H then maxH∈H asdims(H) ≤ asdims(G) <∞.
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3 Stable subsets of relatively hyperbolic groups
In this section we outline three constructions of stable subsets of a relatively hyperbolic group,
depending upon the peripherals, which can be used to produce quasi–isometry invariants.
The three cases we will consider are as follows: G is hyperbolic relative to H and
(1) each H ∈ H has finite stable dimension,
(2) each H ∈ H is not relatively hyperbolic,
(3) each H ∈ H has finite stable dimension or is not relatively hyperbolic.
In each case the goal is, given a triple (G,H, S) where G is hyperbolic relative to H
and S is a finite symmetric generating set of G, produce a family of stable subsets X (G) of
the Cayley graph of G with respect to S with bounded asymptotic dimension, such that, if
q : G→ G′ is a quasi–isometry, then for each X ∈ X (G) there is some X ′ ∈ X (G′) such that
q(X) ⊆ X ′.
It follows immediately from this condition that the maximum of the asymptotic dimensions
of the sets X ∈ X is a quasi–isometry invariant.
We split this into three parts, corresponding to the three possible types of peripheral
subgroups.
The first of these, when each H ∈ H has finite stable dimension, is exactly the “universal”
collection of stable subsets constructed in [CH16].
3.1 Stable approximations
Given a geodesic metric space X and a point e ∈ X we define the following collection of stable
subspaces of X indexed by Morse gauges N : X
(N)
e is the set of all points y ∈ X such that
there exists an N–Morse geodesic [e, y] in X.
From [CH16, Theorem A] it follows that the X
(N)
e are hyperbolic, stable, and that if
q : X → Y is a quasi–isometry, then for all N there exists some N ′ such that q(X
(N)
e ) is a
quasi-convex subset of Y
(N ′)
q(e) .
The stable dimension of X is defined to be the supremum of the asymptotic dimension
of X
(N)
e over all Morse gauges N . This value is a quasi–isometry invariant.
Moreover, from [CH16, Theorem I] we know that if G is hyperbolic relative to H and each
H ∈ H has finite stable dimension, then so does G.
In particular, if H ∈ H is hyperbolic, then it is a stable subgroup of G [DS05, Lemma
4.15], so asdim(H) ≤ asdims(G).
3.2 Avoiding non-relatively hyperbolic peripherals
It is possible to proceed immediately to the general case, but to avoid a subtlety in the most
general setting we first deal with the case where G is hyperbolic relative to H, and every
H ∈ H is non-relatively hyperbolic.
Let G be a finitely generated group and let G be a collection of subgroups of G. Let N
be a Morse gauge and let D,L > 0. We equip G with a word metric d coming from a finite
symmetric generating set.
We define (G;LC(G))
(N)
D,L to be the set of all points in G which can be connected to the iden-
tity e by an N–Morse geodesic γx such that, for any g ∈ G andH ∈ G, diam (γx ∩ [gH]D) ≤ L.
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One key tool we will require is:
Theorem 3.1. [BDM09, Theorem 4.1]
Let K be a non-relatively hyperbolic group and let G be hyperbolic relative to H. If q :
K → G is a quasi–isometric embedding, then there exists some A > 0, g ∈ G and H ∈ H
such that q(K) ⊆ [gH]A.
Proposition 3.2. Let G be a finitely generated group which is hyperbolic relative to a collec-
tion of non-relatively hyperbolic groups G. Let H be a finitely generated group. If q : G→ H
is a quasi–isometry, then for any collection H of non-relatively hyperbolic subgroups of H
such that H is hyperbolic relative to H and every N,D,L there exist N ′,D′, L′ such that
q
(
(G;LC(G))
(N)
D,L
)
⊆ (H;LC(H))
(N ′)
D′,L′.
By [BDM09] such a collection H always exists.
Proof. Replacing q by q′(g) = q(eG)
−1q(g) we may assume q(eG) = eH . We fix K ≥ 1, C ≥ 0
such that q, q−1 are (K,C)-quasi–isometries and dX(x, q ◦ q
−1(x)) ≤ C for all x ∈ X.
Notice that since the sets X
(N)
D,L are nested, it suffices to prove the proposition for all N,L
and all sufficiently large D.
It is immediate from [CH16, Theorem A] that for every N there is some N ′ such that
q
(
G
(N)
e
)
⊆ H
(N ′)
e , so it remains to show that coset intersections are controlled.
Let x ∈ (G;LC(G))
(N)
D,L and let γx be an N–Morse geodesic from eG to x such that, for
any g ∈ G and H ∈ G, diam (γx ∩ [gH]D) ≤ L.
Set y = q(x) and let γy be an N
′–Morse geodesic from eH to y. It follows that q(γx) ⊆
[γy]N ′(K,C).
Suppose there exists a left coset B ∈ LC(H) such that y1, y2 ∈ q(γx) ∩ [B]KD+C . Note
that, since γy is N
′–Morse, there exist points y′1, y
′
2 ∈ γy such that dH(yi, y
′
i) ≤ N
′(K,C).
Our goal is to find an upper bound on dH(y1, y2).
Since y1, y2 ∈ q(γx), there must exist x1, x2 ∈ γx ∩ [q
−1(B)]K2D+KC+C with the property
that dG(x1, x2) > K
−1dH(y1, y2)−C. Since peripheral subgroups are not relatively hyperbolic,
by [BDM09, Theorem 4.1] there exists some left coset A of a subgroup in G such that q−1(B) ⊆
[A]λ for some λ which may be chosen independently of the coset B.
Applying [DS05, Theorem 4.1(α′2)] with θ =
1
3 , we see that there is some uniform constant
M such that γx ∩ [A]M 6= ∅. Note that M depends on K,C, λ, but it is independent of
D. By [DS05, Lemma 4.15] any sub-quasi–geodesic of q(γx) from y1 to y2 is contained in
[B]t(KD+N ′(K,C)+C) where t depends on K,C but not on D.
Combining these results, we see that there exists a constant κ such that every sub-geodesic
of length at least κD+κ on the restriction of γx to a geodesic from x1 to x2 contains a point
in [A]M . Note that κ can be chosen to be independent of D.
If D ≥M then the diameter of γx ∩ [A]D is greater than dG(x1, x2)− 2(κD+κ). This is a
contradiction if dG(x1, x2) > L+ 2(κD + κ), so we deduce that dH(y1, y2) ≤ KL+ 2KκD +
2Kκ+KC.
Therefore any two points y′1, y
′
2 on γy contained in [B]KD+C are at distance at most
KL+ 2KκD + 2Kκ+ 2N ′(K,C) +KC.
The result follows by setting D′ = Kmax {D,M}+C and L′ = KL+2Kκmax {D,M}+
2Kκ+ 2N ′(K,C) +KC.
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Definition 3.3. Let G be a finitely generated group and let G be a collection of subgroups
of G. Let X be a Cayley graph of G. The stable dimension of G relative to LC(G)
asdims(G;LC(G)) is defined to be the supremum of the asymptotic dimensions of the sets
(G;LC(G))
(N)
D,L.
Corollary 3.4. Let G be a finitely generated group which is hyperbolic relative to a collection
of non-relatively hyperbolic groups G. If H is a finitely generated group and g : G → H is
a quasi–isometry then for any collection H of non-relatively hyperbolic subgroups of H such
that H is hyperbolic relative to H we have asdims(G;LC(G)) = asdims(H;LC(H)).
Proposition 3.5. Let G be a finitely generated group which is hyperbolic relative to a col-
lection of non-relatively hyperbolic groups G. Let X be a Cayley graph of G and let Xˆ be
the corresponding coned–off graph. For each N,D,L there is a quasi–isometric embedding
(G;LC(G))
(N)
D,L → Xˆ.
Proof. This follows immediately from the distance formula for relatively hyperbolic groups
[Sis13, Theorem 0.1] and [CH16, Lemma 3.4].
Corollary 3.6. Let G be a finitely generated group which is hyperbolic relative to a collection
of non-relatively hyperbolic groups G. Then asdims(G;LC(G)) <∞.
Proof. This follows immediately from Proposition 3.5 and [Osi05, Theorem 17].
Theorem 3 follows from Corollaries 3.4 and 3.6.
3.3 Mixed constructions
We now make a related construction under the assumption that G is hyperbolic relative to
G∞ ∪ GF where each G∞ ∈ G∞ has infinite stable dimension but is non-relatively hyperbolic,
and each Gf ∈ GF has finite stable dimension.
We will focus on the collection of stable subsets (G;LC(G)∞)
(N)
D,L introduced in Section 3.2.
Here we are only avoiding the cosets of peripheral subgroups with infinite stable dimension.
Proposition 3.7. Let G,H be finitely generated groups which are hyperbolic relative to
G = G∞ ∪ GF and H = H∞ ∪ HF respectively, where each group in G∞ ∪ H∞ has infi-
nite stable dimension and is non-relatively hyperbolic, and each group in GF ∪HF has finite
stable dimension.
If q : G → H is a quasi–isometry, then for every N,D,L there exist N ′,D′, L′ such that
q : (G;LC(G∞))
(N)
D,L → (H;LC(H∞))
(N ′)
D′,L′ is a quasi–isometric embedding.
Proof. If Γ ≤ G is non-relatively hyperbolic and has infinite stable dimension, then q(Γ) is
contained in a uniform neighbourhood of some peripheral coset hΛ of H [BDM09]. As quasi–
isometries preserve stable subsets, and their asymptotic dimensions, such Λ has infinite stable
dimension. By assumption Λ ∈ H∞. Let q
−1 be a quasi–isometric inverse of q, by the same
logic we deduce that q−1(Λ) is contained in a uniform neighbourhood of some peripheral coset
gΓ, so q maps cosets of subgroups in G∞ to (uniform neighbourhoods of) cosets of subgroups
in H∞.
Therefore the result follows from the argument in Proposition 3.2.
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Corollary 3.8. Let G,H be finitely generated groups which are hyperbolic relative to G = G∞∪
GF and H = H∞∪HF respectively, where each group in G∞∪H∞ has infinite stable dimension
and is non-relatively hyperbolic, and each group in GF ∪HF has finite stable dimension.
Then asdims(G;LC(G∞)) = asdims(H;LC(H∞)).
Proposition 3.9. Let G be as above. Then asdims(G;LC(G∞)) <∞.
Proof. We immediately deduce the following version of the distance formula (cf. Theorem
2.7) for pairs of points in (G;LC(G∞))
(N)
D,L. There exist constants D,M0 such that for all
M ≥M0 there exist constants K ≥ 1, C ≥ 0 satisfying the following:
For any x, y ∈ (G;LC(G∞))
(N)
D,L and any geodesic γ from x to y in Γ
K−1dG(x, y)− C ≤ dΓˆ(x, y) +
∑
B∈LC(HF )
{{diam(γ ∩ [B]D)}}M ≤ KdΓ(x, y) + C,
where {{r}}M = r if r ≥M and 0 otherwise.
Armed with this distance formula, we are able to apply the techniques of [MS13], and
deduce that (G;LC(G∞))
(N)
D,L quasi–isometrically embeds in the product of the coned–off graph
Γˆ and a quasi–tree of spaces C (see [BBF15]) with pieces uniformly quasi–isometric to groups
in HF . The results in [Hum12] allow us to replace C by a tree-graded space with pieces
uniformly quasi–isometric to groups in HF .
Let φ denote the map from (G;LC(G∞))
(N)
D,L to T . We claim there exists some N
′ such
that φ
(
(G;LC(G∞))
(N)
D,L
)
⊆ T
(N ′)
φ(e)
.
Given the claim, it is easy to see that φ
(
(G;LC(G∞))
(N)
D,L
)
is contained in a subset T (N)
of T which is tree-graded and the pieces are uniformly quasi–isometric to H
(N ′)
e for H ∈ HF .
By assumption, the asymptotic dimension of the H
(N ′)
e is bounded independent of N ′.
Thus the spaces T (N) have uniformly bounded asymptotic dimension. Since the coned–off
graph Gˆ has finite asymptotic dimension [BF08] we have a uniform bound on the asymptotic
dimension of the (G;LC(G∞))
(N)
D,L is finite as required.
The proof of the claim follows from the same argument as in [CH16, Theorem 8.3].
Theorem 5 follows from Corollary 3.8 and Proposition 3.9.
4 Small cancellation over free products
Our next task is to prove that given any finite collection of finitely generated groups H
there exists a 1–ended group G which is hyperbolic relative to H. For this we will use small
cancellation theory over free products (Theorem 4.17).
Theorem 4.1. Let H be a finite collection of finitely generated groups. There exists a 1–ended
group G which is hyperbolic relative to H.
The definitions and preliminary results in this section can all be found in [Gru15] which
gives a much more in–depth discussion.
Let {Gi | i ∈ I } be a set of non–trivial groups where each Gi is generated by a symmetric
set Si and let Γ be a graph whose edges are oriented and labelled by elements of S =
⊔
i∈I Si.
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We denote an edge in Γ as a set of two vertices {x, y}. We simultaneously consider Γ to be
a graph with directed edges: for each oriented edge {x, y} we associate two directed edges
e+, e−, where e+ is directed with the orientation and e− is directed against it.
Definition 4.2. A diagramD is a finite, simply connected 2-complex with a fixed embedding
into the plane such that the image of every 1-cell, has an orientation and a label from a fixed
set S. A disc diagram is a diagram homeomorphic to the 2-disc. The boundary of a disc
diagram D, denoted ∂D, is its topological boundary inside R2.
We consider the 1–skeleton of a diagram, D(1), as a planar graph with a fixed embedding
into the plane. A face in D is the closure of a bounded connected component of R2 \D(1).
The boundary of a face is identified with a cycle subgraph of D(1). The boundary of the
diagram is also considered as a subgraph of D(1).
The degree of a vertex v in a graph Γ or a diagram D is the number of vertices w such
that {v,w} is an edge. It is denoted deg(v).
Given a directed edge e in Γ we denote its initial vertex by ι(e) and its terminal vertex
by τ(e).
A walk in Γ is a tuple of directed edges W = (e1, . . . , en) where τ(ei) = ι(ei+1) for all
1 ≤ i < n. A walk is called a path if the vertices ι(e1), . . . , ι(en) are all distinct. A walk is
closed if ι(e1) = τ(en).
The label of a directed edge ei, denoted l(ei), is s if ei = {ι(ei), τ(ei)}
+ and s−1 if
ei = {ι(ei), τ(ei)}
−.
The label of the walk W = (e1, . . . , en) is l(W ) = l(e1) . . . l(en), which we consider as an
element of the free monoid freely generated by S.
Given a diagram D, we define the face graph of D, FD to be the graph whose vertex set
is the set of faces of D, with edges {Π,Π′} whenever ∂Π ∩ ∂Π′ contains an edge. Since D is
planar, FD is planar. Given any connected component Λ of FD, the union of the faces which
define vertices in Λ is a subdiagram of D which is a disc diagram.
A path P = (e1, . . . , en) in a diagram D is said to be interior if τ(ei) 6∈ ∂D for all
1 ≤ i < n.
Abusing notation, we say that a subset P of the 1-skeleton of a diagram D is a path
(e1, . . . , en) if the set of vertices of P is {ι(e1), τ(e1), . . . , τ(en)} and the set of edges of P is
{{ι(ei), τ(ei)} | 1 ≤ i < n}.
Given a graph Γ with edges labelled by elements in S, we define G(Γ) to be the quotient of
∗i∈IGi by the subgroup normally generated by all elements of ∗i∈IGi which appear as labels
of simple closed paths in Γ. Note that the label of a closed path is well-defined up to reduced
cyclic conjugation and inversion, so any choice of representatives normally generates the same
subgroup of ∗i∈IGi.
To exclude unwanted cases we assume that all connected components of Γ are finite.
Definition 4.3. Let Γ be a graph whose edges are oriented and labelled by elements of the
set S. The completion of Γ, denoted Γ, is the graph with oriented edges labelled by elements
of S obtained via the following two-step procedure.
• Onto every edge labelled by si ∈ Si, attach a copy of Cay(Gi, Si) along an edge of
Cay(Gi, Si) labelled by si. If, for some i, no si ∈ Si is the label of any edge of Γ, add a
copy of Cay(Gi, Si) as a separate component. Call this graph Γ
′.
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• Take the quotient of Γ′ by the following equivalence relation: for edges e and e′, we
define e ∼ e′ if e and e′ have the same label and if there exists a path from the initial
vertex of e, ι(e), to ι(e′) whose label is trivial in ∗i∈IGi.
Definition 4.4. Let Γ be an edge–labelled graph. A piece is a labelled oriented path P
admitting two distinct label and orientation–preserving graph homomorphisms p→ Γ.
Definition 4.5. Let λ > 0. Let Γ be labelled over ⊔i∈ISi, where Si are generating sets of
non-trivial groups Gi. We say Γ satisfies the C
′
∗(λ)-condition if every attached Cay(Gi, Si)
in Γ is an embedded copy of Cay(Gi, Si) and in Γ every piece p that is locally geodesic and
that is a subpath of a simple closed path γ such that the label of γ is non–trivial in ∗i∈IGi
satisfies |p| < λ|γ|.
The first result we will need is the following.
Theorem 4.6. [Gru15, Theorem 2.9] Let H1, . . . ,Hk be groups generated by finite sets Si.
Let Γ be a finite graph labelled over S = ⊔i∈ISi which satisfies the C
′
∗(
1
6 )-condition. Then
G(Γ) is hyperbolic relative to {H1, . . . ,Hk}.
Now we work to ensure that such groups can be made 1–ended by choosing Γ appropriately.
The goal is to generalise the method of Champetier [Cha95], for this we will need a version
of Strebel’s classification of locally geodesic triangles in small cancellation groups over free
products.
Definition 4.7. A diagram over Γ is a diagram where every 2–cell, Π, called a face, has
boundary label equal to the label (as an element of the free monoid) of a simple closed path in
Γ that is non–trivial in ∗i∈IGi, or Π bears the label of a simple closed path in some Cay(Gi, Si)
and has no interior edge in the diagram.
We call faces of the first type non–trivial, and the second type trivial.
Notice that a disc diagram over Γ consists either entirely of non–trivial faces or is a single
trivial face.
Lemma 4.8 (Curvature formula). [Str90, Equation (8)] Let D be a disc diagram. Let V be
the set of vertices of D, E the set of edges, and F the set of faces. For each B ∈ F , let e(B)
be the number of edges of ∂B contained in ∂B ∩ ∂D and let i(B) be the number of edges of
∂B not contained in ∂B ∩ ∂D. For each k define Fk = {B ∈ F | e(B) = k}.
Then,
6 =
∑
v∈V
(3− d(v)) +
∑
B∈F0
(6− i(B)) +
∑
B∈F0
(4− i(B)) +
∑
k≥2
∑
B∈Fk
((6 − 2k)− i(B)).
4.1 Combinatorics of reduced diagrams
Given a word w ∈ M(S), the free monoid freely generated by S, a w–diagram over Γ is a
diagram over Γ where the external boundary has label w. We denote the length of a word
w ∈M(S) by |s|. Using Van Kampen’s lemma, a w–diagram exists if and only if w =G(Γ) 1. A
w–diagram is said to beminimal if it has the minimal possible number of edges and amongst
diagrams with this many edges it has the minimal number of vertices. Such a diagram is not
necessarily unique.
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The goal of this section is to prove that results on the structure of geodesic polygons
in classical small cancellation groups also apply to geodesic polygons in small cancellation
groups over free products.
Definition 4.9. Let D be a diagram over Γ. An arc is a path (e1, . . . , en) such that for all
1 ≤ i < n, d(τ(ei)) = 2. An interior path which is also an arc is called an interior arc.
Theorem 4.10. [Gru15, Theorem 1.35] Let Γ be a graph labelled over S = ⊔i∈ISi which
satisfies the C ′∗(
1
6)-condition. Let w ∈ M(S) satisfy w =G(Γ) 1, and let D be a minimal w–
diagram. Then every interior arc is a piece and any face with an interior edge has boundary
labelled by a word which is non–trivial in ∗iGi.
Remark 4.11. The theorem actually states that no interior edge originates from Γ, but
since the statements “a path P originates from Γ” and “a path P is an interior arc” both
pass to subpaths of P we deduce that no interior arc originates from Γ. We say nothing more
about the definition of a path originating from Γ except that any interior arc of a diagram
that does not originate from Γ is a piece. See [Gru15, Definition 1.22] for details.
Corollary 4.12. Let Γ be a graph labelled over S = ⊔i∈ISi which satisfies the C
′
∗(
1
6)-
condition. Let w ∈M(S) satisfy w =G 1, and let D be a minimal w–diagram.
(1) If Π,Π′ are distinct faces in D then ∂Π ∩ ∂Π′ is a piece.
(2) If Π is an interior face in D (∂Π ∩ ∂D does not contain an edge) then there exist at
least 7 other faces Πi in D such that ∂Π ∩ ∂Πi contains an edge.
(3) If Π is a face in D such that ∂Π ∩ ∂D is a path whose label defines a geodesic in
Cay(G(Γ), S) then there exist at least 4 other faces Πi in D such that ∂Π∩∂Πi contains
an edge.
Proof. We first show that (2) and (3) follow from (1).
Suppose for a contradiction that there are k ≤ 6 other faces Πi in D such that ∂Π ∩ ∂Πi
contains an edge. Note that by Theorem 4.10 the faces Π,Πi are all non–trivial.
Then |∂Π| =
∑k
i=1 |∂Π ∩ ∂Πi|, so there exists some i such that |∂Π ∩ ∂Πi| ≥
1
6 |∂Π|. By
(1), ∂Π∩∂Πi is a piece, which contradicts the assumption that Γ satisfies the C
′
∗(
1
6)-condition.
Similarly, for (3), note that if ∂Π ∩ ∂D is a path whose label defines a geodesic in
Cay(G(Γ), S), then |∂Π ∩ ∂D| ≤ 12 |∂Π|. Suppose for a contradiction that there are k ≤ 3
other faces Πi in D such that ∂Π ∩ ∂Πi contains an edge.
Then 12 |∂Π| ≤
∑k
i=1 |∂Π ∩ ∂Πi| , so there exists some i such that |∂Π ∩ ∂Πi| ≥
1
6 |∂Π|. By
(1), ∂Π∩∂Πi is a piece, which contradicts the assumption that Γ satisfies the C
′
∗(
1
6)-condition.
Now we prove (1). By Theorem 4.10, any interior arc contained in ∂Π ∩ ∂Π′ is a piece.
Suppose for a contradiction that there exists a minimal w–diagram D which contains two
faces Π,Π′ such that ∂Π ∩ ∂Π′ is not a piece. We fix such a D with the minimal possible
number of faces.
There are two ways in which ∂Π ∩ ∂Π′ could fail to be a piece. It could fail to be a path.
If it is a path, then it is an interior path – by planarity, ∂Π ∩ ∂Π′ ∩ ∂D consists of at most 2
vertices – but it could fail to be an interior arc.
Suppose first that it fails to be a path. Let Π,Π′ be faces in D such that ∂Π ∩ ∂Π′ is
not connected. Choose x, y ∈ ∂Π ∩ ∂Π′ such that there exist interior paths PΠ = (e1, . . . , en)
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and PΠ′ = (e
′
1, . . . , e
′
m) with the following properties: ι(e1) = ι(e
′
1) = x; τ(en) = τ(e
′
m) = y;
τ(ei) 6∈ ∂Π
′ for all 1 ≤ i < n; and τ(e′j) 6∈ ∂Π for all 1 ≤ j < m.
D admits a subdiagram D′ which is a minimal l(PΠ)l(PΠ′)
−1–diagram. By construction
this diagram has a non-trivial face and has strictly fewer faces than D. The same is true of
D′ ∪Π and D′ ∪Π′, therefore the intersection of the boundaries of any two faces in D′, or of
the boundary of a face in D′ with either ∂Π or ∂Π′ is a piece.
Fix a non-empty connected component Γ of FD′ and let D
′′ be the disc subdiagram of D′
whose set of faces is precisely the vertex set of Γ.
From the small cancellation condition we see that every face F in D′′ with e(F ) ≥ 1 has at
least 5 neighbours in the face graph FD′′ , so i(F ) ≥ 5. Moreover, if e(F ) = 0 then i(F ) ≥ 7.
Inputting these values into the curvature formula we obtain a contradiction as the right hand
side of the equation is strictly negative.
Now suppose that ∂Π ∩ ∂Π′ is a path P = (e1, . . . , en) but that there exists some i with
1 ≤ i < n such that d(τ(ei)) ≥ 3. It follows that there is an edge e which intersects the
interior of either the face Π or Π′. Without loss of generality assume it is Π. By minimality
every edge lies on the boundary of a face, so e ∈ ∂Π′′ 6= Π, by planarity Π′′ is contained in
the interior of Π. Since ∂Π ∩ ∂Π′ is a path, ∂Π ∩ ∂Π′′ is a single vertex v. Removing the
edges and vertices of Π′′ except for v yields a new w–diagram with fewer edges, contradicting
minimality.
Parts (2) and (3) in the above corollary are exactly the hypotheses required to de-
duce Strebel’s classification of diagrams whose boundary is a simple geodesic triangle in
Cay(G(Γ), S) [Str90, Theorem 43]. We highlight the specific case which will be necessary for
this paper.
Every word in the free monoid uniquely determines a walk in Cay(G(Γ), S). If a word w
determines a walk which is a concatenation of n-geodesics γ1, . . . , γn in Cay(G(Γ), S) then we
say that w is the label of a geodesic n–gon. The γi are called the sides of the n–gon.
Lemma 4.13. Let Γ be a graph labelled over S = ⊔i∈ISi which satisfies the C
′
∗(
1
6)-condition.
Let w ∈ M(S) be the label of the boundary of a geodesic bigon in Cay(G(Γ), S) with sides
γ1, γ2 and let D be a minimal w–diagram over Γ.
Every face F in D has its boundary contained in a union of four paths P1, . . . where
P1 ⊆ γ1 and P2 ⊆ γ2 have positive length, while P3 and P4, when they have positive length,
are subpaths of the boundaries of two other faces in D.
The same conclusion can be drawn in the more general setting where D is a minimal
w–diagram, such that the boundary of D is composed of two geodesics and a part of the
boundary of a face in D [Mac12, Lemma 3.12]. The conclusion of the lemma and this remark
are illustrated in the following figure.
Remark 4.14. One can use Corollary 4.12 to classify minimal diagrams whose boundary is
a geodesic triangle using [Str90] or a geodesic quadrangle using [ACGH16].
This additional geometric structure in small cancellation groups over free products will
enable us to construct one–ended relatively hyperbolic groups with any selected peripheral
subgroups using techniques from [Cha95] (a closely related construction appears in [Mac12]).
For everything we do in what follows it suffices to consider Γ as a single cycle.
As a first step we require relative versions of Lemmas 4.19 and 4.20 in [Cha95].
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Figure 1: The structure of bigons
Lemma 4.15. Let Γ be a graph with girth at least 7 labelled over S which satisfies the C ′∗(
1
6)-
condition. Let G = G(Γ) and let g ∈ G \ {1}. Let [1, g] be a geodesic in X = Cay(G,S) and
suppose the last edge of this geodesic is labelled by s ∈ Si.
There exists at most one t ∈ S \ Si such that d(1, gt) ≤ d(1, g).
Proof. Let t ∈ S \ Si be such that d(1, gt) ≤ d(1, g), pick a geodesic [gt, 1] and let D be a
minimal diagram whose boundary is the geodesic triangle [1, g]∪[g, gt]∪[gt, 1]. By assumption
g 6∈ [gt, 1].
Let Π be the face whose boundary contains the edge [g, gt]. This face cannot be trivial as
any trivial face must have its boundary contained in [g, gt]∪[gt, 1] and therefore has an internal
edge, which is a contradiction to the definition of a diagram over Γ. By the classification above
it follows that ∂Π must also contain the edge [gs−1, g].
Applying Corollary 4.12, we deduce that ∂Π intersects the boundary of at most one other
face in a path of length less than 16 |∂Π| and intersects the geodesic [gt, 1] in a path of length
at most 12 |∂Π|. By assumption, |∂Π| ≥ 7, so the edge [g, gt] has length less than
1
6 |∂Π|.
Therefore, the intersection of ∂Π with [1, g] is a subgeodesic containing g of length at least
1
6 |∂Π|.
Suppose t′ ∈ S \ Si also satisfies d(1, gt
′) ≤ d(1, g). By the same reasoning there is a
non-trivial face Π′ such that the intersection of ∂Π′ with [1, g] is a subgeodesic containing g
of length at least 16 |∂Π
′|.
Suppose for a contradiction that t 6= t′. Then the piece ∂Π ∩ ∂Π′ has length at least
1
6 min {|∂Π| , |∂Π
′|} which contradicts the small cancellation hypothesis.
Recall that the girth of a graph Γ, denoted g(Γ) is the length of the shortest simple cycle
of positive length in Γ.
Lemma 4.16. Let Γ be a graph with girth at least 12 labelled over S = ⊔Si which satisfies
the C ′∗(
1
8)-condition and, in addition, assume that if γ is an embedded subpath of a simple
cycle C in Γ and the label of γ is contained in some Gi, then |γ| <
1
8 |C|.
Let G = 〈S |Γ〉 and let g ∈ G \ {1}. Let [1, g] be a geodesic in X and suppose the last edge
e−g of this geodesic is labelled by s ∈ Si.
There exists at most 1 element u ∈ G \ Gi such that: d(1, gu) = d(1, g) + d(g, gu) =
d(1, g) + 3, the first edge e+g of a geodesic [g, gu] is labelled by some t ∈ S \ Si and such
that some geodesic [gu, 1] intersects the boundary of a non–trivial face Π in a subgeodesic
containing gu with length at least 14 |∂Π|+ 3.
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Proof. Fix g and suppose there is such an element u, let γgu = [gu, 1] be a geodesic and let
Π be a non–trivial face satisfying the above hypotheses.
Firstly, suppose g 6∈ γgu.
The two geodesics γ = [1, g] ∪ [g, gu] and γgu form a geodesic bigon. Let D be a minimal
diagram with this bigon as its boundary. Since g 6∈ γgu there exist faces F
+, F− in this
diagram containing e+g and e
−
g respectively. We first prove that F
+ = F−.
Suppose not, then as both faces have internal boundary they are non–trivial. By Corollary
4.12 and Lemma 4.13, the internal boundary of F+ in D consists of at most two pieces, so it
contributes less than 14 of the length of ∂F
+, moreover, ∂F+ ∩ γ ⊂ [g, gu] and since γgu is a
geodesic |∂F+ ∩ γgu| ≤
1
2 |∂F
+|. Combining these results we see that 14 |∂F
+| < |∂F+ ∩ γ| ≤
3 which contradicts the assumption that the girth of Γ is at least 12.
Now there is a face F containing e+g and e
−
g , as these edges are labelled by t 6∈ Si and
s ∈ Si this face is non–trivial and either shares no edge with another face in D or is one of
the end faces in a disc diagram of the type in Lemma 4.13.
In either case |∂F ∩ γgu| >
3
8 |∂F | and d(∂F ∩ γgu, gu) ≤ 2.
It follows that |∂F ∩ ∂Π| ≥ min
{
1
4 |∂Π| ,
3
8 |∂F | − 2
}
which implies that F = Π by the
small cancellation hypothesis.
Assume now that we have two elements u, v with corresponding geodesics γu, γv and non–
trivial faces Fu, Fv satisfying the hypotheses of the lemma.
From the previous argument, we may assume that g ∈ [gu, 1] ∩ [gv, 1]. If this is not the
case it is immediate from the above argument that Fu = Fv and therefore u = v. As a result
∂Fu ∩ ∂Fv contains a maximal subgeodesic γ of [gu, 1] ∩ [gv, 1] including g. Let g
′ be the
closest point on γ to 1.
By the small cancellation hypothesis |γ| < 18 min {|∂Fu| , |∂Fv |}, so g
′ 6= 1. Let D be a
minimal diagram whose boundary consists of the subgeodesics of [gu, 1] and [gv, 1] from g′ to
1 and let F be the face whose boundary contains g′.
Notice that |∂F ∩ [gu, 1]| , |∂F ∩ [gv, 1]| > 38 |∂F |.
Since there are no trivial faces whose boundary is contained in ∂Fu ∪ ∂Fv , it follows that
|∂F ∩ ∂Fu| >
1
8 |∂Fu|, so F is a non–trivial face (by assumption, no subpath of length at
least 18 |∂Fu| in ∂Fu is labelled by an element of any Gi). Therefore F = Fu by the small
cancellation criterion. Likewise F = Fv so u = v as required.
Theorem 4.17. Let Γ be a graph labelled over ⊔i∈ISi with |I| ≥ 3 which satisfies the C
′
∗(
1
8)-
condition, and, in addition, assume that if γ is an embedded subpath of a simple cycle C in
γ and the label of γ is contained in some Gi, then |γ| <
1
8 |C|. Assume also that every word
of length at most 8 in ∗iGi appears as a labelled subpath of a non–trivial simple cycle in Γ.
Then G = 〈S |Γ〉 is finite or 1–ended.
For the proof we assume G is infinite and prove that in this situation it is 1–ended. For
our applications, G will always contain a non-elementary hyperbolic group as a subgroup, so
is always infinite.
Following the strategy of [Cha95] (see also [Mac12, Section 5]), we will inductively con-
struct paths connecting any two points at distance d from 1 in G by a path which is disjoint
from the closed ball BG(1; d− 1).
Let g, g′ ∈ G with d(1, g) = d(1, g′) = 1. Let C be a non–trivial simple cycle in Γ which
contains a subpath labelled by g′g−1. By [GS14, Section 4.5] every connected component of
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Γ embeds isometrically in the Cayley graph X, therefore the path from g to g′ along C is a
path which avoids 1, which completes the base case of the induction.
Now suppose any pair of elements x′, y′ of G of length d from 1 in G can be connected by
a path Pd(x
′, y′) disjoint from BG(1, d − 1).
Let x, y ∈ G be of length d + 1 and let x′, y′ respectively be any choice of elements on a
geodesic from x (resp. y) to 1 of length d. We will build Pd+1(x, y) from Pd(x
′, y′). Denote
by Pd(x, y) the path from x to y obtained from Pd(x
′, y′) via the following procedure: If
x ∈ Pd(x
′, y′) remove the subpath of Pd(x
′, y′) from x′ to x, if x 6∈ Pd(x
′, y′) add the edge
[x, x′]. Likewise, if y ∈ Pd(x
′, y′) remove the subpath of Pd(x
′, y′) from y to y′, if y 6∈ Pd(x
′, y′)
add the edge [y′, y].
Consider the function d(1, ·) along Pd(x, y). The minimum possible value is d, if this is
not attained then we set Pd+1(x, y) = Pd(x, y) and we are done.
Now let {P1, . . . , Pk} be all the maximal subpaths of Pd(x, y) such that d(1, z) = d for all
z ∈ Pi. We assume the Pi are ordered and orientated as subpaths of Pd(x, y). The Pi may be
isolated vertices.
We apply the following process to the Pi in order.
If Pi is a single vertex z we let z
′
1, z
′
2 be the vertices immediately preceding and succeeding
z on Pd(x, y) and notice that d(1, z
′
1) = d(1, z
′
2) = d + 1. By Lemma 4.15 and the fact
that |I| ≥ 3, there is at least one way to extend a geodesic [1, z′i] to a geodesic [1, ai] where
d(1, ai) = d + 4 such that this extension does not satisfy the conclusion of Lemma 4.16.
Choose such ai. Let P
′
i be the path of length 8 in Γ given by the geodesic from a1 to z and
from z to a2.
There is a relator R whose boundary contains P ′i . Remove [z
′
1, z] and [z, z
′
2] from Pd(x, y)
and replace them by the path from z′1 to z
′
2 in ∂R of length |∂R| − 2.
If Pi is a path of length at least 1 we label its vertices z1, z2, . . . , zk, we let z
′
1, z
′
k be
the vertices immediately preceding and succeeding Pi on Pd(x, y) and notice that d(1, z
′
1) =
d(1, z′k) = d+1. By Lemma 4.15 and the fact that |I| ≥ 3 there is at least one way to extend
the geodesic [1, zi] to a geodesic [1, ai] (containing z
′
i when i = 1, k) where d(1, ai) = d + 3
(d + 4 when i = 1, k), which does not satisfy the conclusion of Lemma 4.16. Choose such
geodesics [1, ai], let yi be the point on [1, ai] such that d(1, yi) = d+1 and let P
′
i be the path
of length 7 or 8 in Γ given by the geodesic from ai to zi, the edge [zi, zi+1] and the geodesic
from zi+1 to ai+1.
By assumption there is a relator Ri whose boundary contains P
′
i . For each i in order,
remove [yi, zi] ∪ [zi, zi+1] from Pd(x, y) and replace them by the path from yi to yi+1 in ∂Ri
of length |∂Ri| − 2. For i = k − 1, remove [yk−1, zk−1] ∪ [zk−1, zk] ∪ [zk, z
′
k] from Pd(x, y) and
replace them by the path from yk−1 to yk in ∂Rk−1 of length |∂Rk−1| − 3.
The resulting walk need not be a path, but contains a suitable path Pd+1(x, y) obtained
by removing all maximal closed subwalks.
Our goal is to prove that Pd+1(x, y) does not contain a point p at distance d(1, p) ≤ d.
Notice that it suffices to prove this for any point added on the above relations which lie
on the added relators between ai and ai+1.
Lemma 4.18. Let p ∈ Pd+1(x, y) lie on an added section of a relator Ri. Then any geodesic
[p, 1] contains a vertex z on ∂Ri∩Pd(x
′, y′) satisfying d(1, z) = d. In particular d(1, p) ≥ d+1.
Proof. Suppose there is some geodesic γ = [p, 1] such that γ ∩ Pd(x
′, y′) = ∅.
Now p lies on some relation Ri added in the process of building Pd+1(x, y) between ai and
ai+1. Up to reversing the orientations of paths, we may assume d(p, ai) ≤ d(p, ai+1).
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Consider the closed walk consisting of γ, the geodesic γa from 1 to ai containing zi and
the subgeodesic of ∂Ri from p to ai, which we label γ
′, and let D be a minimal diagram with
this boundary. By assumption D has a disc component which is not just a trivial face since
γ ∩ [zi, ai] = ∅. Therefore we may assume p lies on the boundary of a non-trivial face F in D
and that ∂F contains [zi, ai].
We add the non–trivial face Ri to this diagram and remove any trivial faces whose bound-
ary is entirely contained in ∂Ri∪∂F . Applying the classification (Lemma 4.13) and the small
cancellation hypothesis, we see that |∂F ∩ ∂Ri| <
1
8 |∂F |, so |∂F ∩ γa| ≥
1
4 |∂F |+3. However,
in the construction of the path Pd+1(x, y) we explicitly chose geodesics [zi, ai] so that no face
F with ai ∈ ∂F satisfies |∂F ∩ γa| ≥
1
4 |∂F | + 3. This is a contradiction, completing the
proof.
The construction is illustrated by the following figure.
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z′1
z′2
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a2
R
Pd(x, y)
d
z1
z2
z3
z4
z′1
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y3
z′4
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R1
R2
R3
Pd(x, y)
Figure 2: Building the path Pd+1(x, y) from Pd(x, y).
Proof of Theorem 4.1. In light of the work done in the rest of this section, it suffices to prove
that there always exists a finite edge–labelled graph Γ satisfying the hypotheses of Theorem
4.17. To ensure that each copy of Cay(Gi, Si) is embedded it suffices to ensure that there is
no simple closed loop in Γ whose label is in Gi \ {1}.
If |H| < 3 we add three copies of Z to H and continue.
Enumerate all words of length exactly 8 in ∗i∈IGi with respect to the generating set
S =
⊔
i∈I Si as w1, w2, . . . , wd. Since |I| ≥ 3 and each Gi is non–trivial, d ≥ 3.2
7.
For each i fix some si ∈ Si \ {1}. Without loss, assume that w1 = (s1s2)
4.
Let Γ be a single oriented cycle with label w = Πdi=1w
i
1tiwit
′
i where ti is set to be s3 unless
wi begins with s
−1
3 in which case ti = s1, similarly t
′
i = s3 unless wi ends with s
−1
3 in which
case we set t′i = s2. By construction w is a reduced word in ∗i∈IGi.
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It is clear that Γ contains every possible labelled subpath of length 8. If a subpath γ of Γ
is labelled by a word in Gi then |γ| ≤ 8 by construction.
Suppose that p is a subpath of Γ with |p| ≥ 8d+20, then p contains a subword of the form
s3w
i
1s3, s
−1
3 s2w
i
1s3, s3w
i
1s1s
−1
3 or s
−1
3 s2w
i
1s1s
−1
3 for some i ≥ 2. In particular the gap between
consecutive appearances of letters s±13 is between 8i and 8i + 2. By construction there is a
unique gap of this length in Γ, but this length gap may also appear in the boundary word
with the opposite orientation. Now assume |p| ≥ 16d + 40, then p contains two such gaps of
length between 8i and 8i+2, and 8i+8 and 8i+10 respectively, separated by between 8 and
10 places. This configuration is unique in Γ with either orientation, which implies that p is
not a piece.
Thus any piece has length less than 16d + 40. The word w has length at least 8
(
d
2
)
. A
simple calculation shows that the C ′(18 ) graphical small cancellation condition is satisfied
providing d2 − 33d − 80 > 0. In particular it is satisfied if d ≥ 36, which is clearly true since
d ≥ 3.27.
5 Main Theorems
Here we combine the above results to prove Theorems 2, 4 and 6.
The final key ingredient is a family of hyperbolic groups with unbounded asymptotic
dimension. All hyperbolic groups have finite asymptotic dimension [Roe05], however it is
in general very difficult to construct a hyperbolic group of high dimension. There are a few
constructions, the earliest of which we are aware is that of Januszkiewicz–S´wia¸tkowski, [JS´03],
who construct virtually torsion–free hyperbolic Coxeter groups with arbitrarily high virtual
cohomological dimension. By results of Bestvina–Mess [BM91] and Buyalo–Lebedeva [BL07],
the virtual cohomological dimension of a virtually torsion–free hyperbolic group equals its
asymptotic dimension.
Let H be a non-empty finite collection of finitely generated groups, possibly with repeti-
tions.
We apply the construction in Theorem 1 to the sets Hn = H ∪ {H
n} where the Hn are
the hyperbolic groups of unbounded asymptotic dimension constructed in [JS´03] (if |H| = 1
add two distinct copies of Hn). From this we obtain a collection of 1–ended groups Gn.
By Theorem 2.6 each Gn is hyperbolic relative to H.
Proof of Theorem 2. If each H ∈ H has finite stable dimension, then the Gn have unbounded
but finite stable dimension. It follows from [CH16, Corollary B] that there are infinitely
many non-quasi isometric 1–ended groups which are hyperbolic relative to {Hi} completing
the proof of Theorem 2.
Proof of Theorem 4. If every H ∈ H is non-relatively hyperbolic then considering each Gn
as a group hyperbolic relative to H, we see that for each n there exists some N,D,L such
that Hn ⊂ (Gn;H)
(N)
D,L, so asdims(G;H) ≥ n. By Corollary 3.6, asdims(G;LC(H)) < ∞.
Therefore, Corollary 3.4 implies that the collection of groups Gn exhibit infinitely many
different quasi–isometry types.
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Proof of Theorem 6. Set H∪{Hn} = HF ∪H∞, where each H ∈ HF has finite stable dimen-
sion and each H ∈ H∞ has infinite stable dimension and is non-relatively hyperbolic.
Since Hn has finite stable dimension, it belongs to HF and therefore asdims(G;LC(H)) ≥
n as in the proof of Theorem 4. By Proposition 3.9, asdims(G;LC(H)∞) < ∞. Therefore,
Corollary 3.8 implies that the collection of groups Gn exhibit infinitely many different quasi–
isometry types.
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