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Two transport processes are examined. The first addresses the interaction between the
stratosphere and the troposphere. We perform the first analyses of stratosphere-troposphere
exchange using one-way flux distributions; diagnostics are illustrated in both idealized and
comprehensive contexts. By partitioning the one-way flux across the thermal tropopause
according to stratospheric residence time τ and the regions where air enters and exits the
stratosphere, the one-way flux is quantified robustly without being rendered ill-defined by
the short-τ eddy-diffusive singularity. Diagnostics are first computed using an idealized
circulation model that has topography only in the Northern Hemisphere (NH) and is run
under perpetual NH winter conditions; suitable integrations are used to determine the
stratospheric mean residence time τ¯ and the mass fraction of the stratosphere in any given
residence-time interval. For the idealized model we find that air exiting the stratosphere
in the winter hemisphere has significantly longer mean residence times than air exiting
in the summer hemisphere because the winter hemisphere has a deeper circulation and
stronger eddy diffusion. The complicated response of mean residence times to increased
topography underlines the fact that flux distributions capture the integrated advective-
diffusive tropopause-to-tropopause transport, and not merely advection by the residual-
mean circulation.
Extending one-way flux distributions to non-stationary flow we quantify the seasonal
ventilation of the stratosphere using the state-of-the-art GEOSCCM general circulation
model subject to fixed present-day climate forcings. From the one-way flux distributions, we
determine the mass of the stratosphere that is in transit from the tropical tropopause back
to the troposphere, partitioned according to stratospheric residence time and exit location.
We find that poleward of 45◦N, the cross-tropopause flux of air that has resided in the
stratosphere three months or less is 34 ± 10% larger for air that enters the stratosphere
in July compared to air that enters in January. During late summer and early fall the
stratosphere contains about six times more air of tropical origin that is destined to exit
poleward of 45◦ in both hemispheres, after an entry-to-exit residence time of six months or
less, than is the case during other times of year. We find that 51±1% and 39±2% of the
stratospheric air mass of tropical origin, annually averaged and integrated over all residence
times, exits poleward of 10◦ in the NH and SH, respectively, with most of the mass exiting
downstream of the Pacific and Atlantic storm tracks. The mean residence time of this air
is found to be ∼ 5.1 years in the NH and ∼ 5.7 years in the SH.
The second transport process addresses new diagnostics of tropospheric transport. We
introduce rigorously defined air masses as a diagnostic of tropospheric transport in the con-
text of an idealized model. The fractional contribution from each air mass partitions air
at any given point according to either where it was last in the planetary boundary layer
(PBL), or where it was last in contact with the tropopause. The utility of these air-mass
fractions in isolating the climate change signature on transport alone is demonstrated for the
climate of a dynamical-core circulation model and its response to a specified heating. For
an idealized warming that produces dynamical responses that are typical of end-of-century
comprehensive model projections, changes in air-mass fractions are order 10% and reveal
the model’s climate change in tropospheric transport: poleward shifted jets and surface
intensified eddy kinetic energy lead to more efficient stirring of air out of the midlatitude
boundary layer, suggesting that in the future there may be increased transport of industrial
pollutants to the Arctic upper troposphere. Correspondingly, air is less efficiently mixed
away from the subtropical boundary layer. The air-mass fraction that had last strato-
sphere contact at midlatitudes increases all the way to the surface, in part due to increased
isentropic eddy transport across the tropopause. A weakened Hadley circulation leads to
decreased interhemispheric transport in the model’s future climate.
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FIG. 1.1 Color: Ozone distributions during the development and intensification of a strato-
spheric intrusion event on (a) June 7 (b) June 10 and (c) June 14, 2010. Data is taken
from model simulations of AM3, the atmospheric component of the GFDL global cou-
pled atmosphere-ocean-land-sea ice model (CM3) [Donner et al. (2011)]. Horizontal winds
have been nudged to those of NCEP GFS to facilitate direct comparison with ozonesonde
measurements taken during the 2010 NOAA CalNex field campaign. Latitude-height cross-
sections have been evaluated along transects on the coast of California. Isentropes are
shown in the white lines. Adapted from Lin et al . [2012]. .................................... 3
FIG. 1.2 Vertical-latitudinal cross-sections of past values (1960-1970, black contours) and
long-term changes (differences between 1960-1970 and 2090-2100, color shading) for annual
mean vertical residual velocity (w∗) (a) and ozone (b) using an ensemble mean of three
simulations from CMAM. For ozone, the past values are in units of ppmv and the long-
term changes are expressed as relative changes. Taken from Hegglin and Shepherd [2009].
......................................................................................................................................... 5
FIG. 1.3 Top: Evolution of potential vorticity on the 315 K isentropic surface within and
around a stratospheric streamer. Large meridional undulations in the tropopause level
flow are shown at (a) 0000 and (b) 1200 UT on May 15, 1992. Bottom: Same, but for
iv
water vapor, where dark regions represent dry air. Potential vorticity, shown at 0.25 pvu
intervals for 1 < PV < 2 pvu and at 1.0 pvu intervals for PV > 2 pvu, has been taken
from ECMWF reanalysis; satellite radiance water vapor channel measurements are from
the European geostationary satellite Metosat 4. Taken from Appenzeller et al . (b) [1996].
...................................................................................................................................... 14
FIG. 1.4 Schematic illustration of the dynamical aspects of stratosphere-troposphere ex-
change taken from Holton et al . [1995] . Broad arrows denote transport by the global-scale
circulation, which is driven by wave-induced forcing (shown in light shading), across the
tropopause (thick black line). Thin lines correspond to constant potential temperature sur-
faces, spaced 30 K apart. Dark shading represents the lower stratosphere, which is bounded
below by the tropopause and above by the 380 K isentrope, and where quasi-horizontal
mixing along isentropes (double-headed wavy arrows) transports air into the troposphere.
...................................................................................................................................... 15
FIG. 1.5 Average NH extratropical cross-tropopause flux calculated for DJF and shown
in units of 108 kgs−1. Each symbol corresponds to a different study; different symbols
represent different methods for calculating cross-tropopause STE in terms of both net and
one way fluxes. Thirty studies have been cited. Adapted from Gettelman and Sobel [2000].
....................................................................................................................................... 17
FIG. 1.6 The zonally integrated NH cross-tropopause mass flux from the stratosphere to
the troposphere calculated using lagrangian particle trajectories that have been initialized
over the entire northern hemisphere from 590 hPa to 50 hPa in both the troposphere and
the stratosphere. The cross-tropopause mass flux has been calculated after particles have
resided 24 hours (short-dashed), 48 hours (long-dashed), and 96 hours (solid) in the tropo-
sphere before re-crossing the tropopause back into the stratosphere (defined here as the 2
PVU isosurface). Taken from Wernli and Bourqui [2002]. ................................. 18
v
FIG. 1.7 Top: Color: Future changes in the midlatitude tropospheric jets as projected by the
CMIP3 multi-model ensemble mean response to A1B greenhouse gas and A2 ozone depleting
substances scenarios. Shown is the difference in the zonal mean 2-8 day eddy kinetic energy
between the future (2081-2100) minus the present (1981-2000). Two cases are presented
for northern hemisphere (a) winter (DJF) and (b) summer (JJA). The contour interval
is 3 m2s−2. Contours: The present mean, shown using a contour interval of 20 m2s−2.
Taken from Yin [2005]. Bottom: The CMIP3 multi-model ensemble mean precipitation-
evaporation difference (also for the A1B and A2 scenarios). The difference has been taken
between the first and the last 20 years of the 21st century. The black line denotes the 0-
isopleth averaged from 2001 to 2020 (shading). The right sub-panel shows the zonal mean
averaged over 2001-2020 (black) and 2081-2100 (red). Units are mm/day. Taken from
Lu et al . [2007]. ................................................................................................... 21
FIG. 2.1 Schematic illustration of tropopause-to-tropopause transport through the strato-
sphere. The axes are longitude λ, latitude φ, and height z. Air is labelled with tracer
G as it enters the stratosphere through tropopause patch Ωi during (ti, ti + dti). The
flux of this labelled air out of the stratosphere through tropopause patch Ωf , after a res-
idence time in the interval (τ , τ+dτ), is given by f(Ωf , τ |Ωi)dτ in the ensemble mean.
Zero mixing ratio boundary conditions on the tropopause prevent any return flux of la-
belled air from the troposphere, ensuring that f is the one-way S → T flux density.
.......................................................................................................................................... 27
FIG. 2.2 The time and zonal mean thermal tropopause (thick line) and contoured zonal
winds. The contour interval is 5 m/s and the zero and negative contours are dashed.
Different colors at the tropopause label equal-area axisymmetric patches whose latitude
bounds are labeled on the abscissa. ....................................................................... 31
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FIG. 2.3 Colored field: the ensemble-averaged zonal mean boundary propagator, G(r, t|ΩEQ),
after (a) 2 days, (b) 250 days, (c) 1000 days, and (d) 2500 days since last contact with
tropopause patch, ΩEQ. Black contours: the time and zonal mean isentropes (10 K and 40
K contour intervals for isentropes less than and greater than 320 K respectively; the 320 K
isentrope is labeled). Because G → 0 as t→∞, we normalize G(r, t|ΩEQ) for each value of t
by its maximum indicated in the top right corner of each panel. The thick black line indicates
the time and zonal mean thermal tropopause. .................................................... 34
FIG. 2.4 The ensemble and zonally averaged flux density of ΩEQ air, f(φ, τ |ΩEQ). Note the
logarithmic color scale, which is necessary to capture the full dynamic range of f , including
the large fluxes at small residence times. The residence time axis is stretched for τ < 500
days, so that the large short-τ fluxes, and their rapid decay with τ , are visible. The vertical
lines mark the edges of ΩEQ. .............................................................................. 36
FIG. 2.5 The ensemble averaged flux density per unit residence time, f(Ωi, τ |Ωi), for over-
lapping entry and exit patches (Ωf = Ωi) for τ < 50 days. For plotting, f(Ωi, τ |Ωi) has
been normalized by its value for τ = 1 day. Two cases are shown: Ωi = ΩNM (blue) and
Ωi = ΩEQ (red). Grey shading indicates one standard deviation of the ensemble spread.
The dashed line indicates a τ−3/2 powerlaw to guide the eye. .......................... 37
FIG. 2.6 The ensemble and zonally averaged cumulative flux of air, F(φ, τ∗|Ωi) for τ∗ =
300 days (red) and 3000 days (blue). Panels (a)-(c) are for Ωi = ΩSM, ΩEQ, and ΩNM,
respectively. The percentages in panel (b) indicate the fraction of the globally integrated
F(φ, τ∗|Ωi) that leaves through ΩSM and ΩNM for τ∗ = 3000 days. .................... 40
FIG. 2.7 The ensemble averaged mass fraction µ(Ωi, φ) of the stratosphere that undergoes
Ωi → φ transport for Ωi in (a) the southern hemisphere, (b) the northern hemisphere, (c)
Ωi = ΩEQ, and (d) the full tropopause, Ωi = Ω. In panels (a) and (b) the percentage of the
total stratospheric mass undergoing Ωi → ΩNM transport is indicated for the color-coded
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Ωi cases of these panels. ........................................................................................ 41
FIG. 2.8 (a) The mean residence time, τ¯(ΩEQ, φ), of ΩEQ air exiting the stratosphere at
latitude φ. The thick line indicates the ensemble average, and the grey shading indicates
one standard deviation of the ensemble spread. (b) The mean residence time, τ¯(Ω, φ), of
air regardless of where it entered. .......................................................................... 43
FIG. 2.9 The ensemble and zonally averaged zonal winds [u] (top) and residual mean stream-
function Ψ∗ (bottom) for topography amplitudes of 1 km (left), 3 km (center), and their
∆3km−1km differences (right). Note that the difference fields are shown only for the North-
ern Hemisphere where the circulation changes are most pronounced. The contour spacing
for [u] is 10m/s (left, center) and 5m/s (right); the zero wind contour is bold and easterly
winds are dashed. Streamfunction contours are spaced 15 kg/m/s apart; the zero line is
bold and negative streamlines are dashed. The time and zonal mean thermal tropopause is
indicated in blue (1 km) and red (3 km). ......................................................... 45
FIG. 2.10 (a) The difference between the 3-km and 1-km ensemble and zonally averaged flux
density, ∆f(φ, τ |ΩEQ). Note the linear color scale. (b) The ensemble averaged cumulative
flux F(φ, 40d|Ω), which is the flux of air exiting at latitude φ that has resided in the strato-
sphere for 40 days or longer, regardless of where it entered (Ωi = Ω). The ensemble mean
fluxes are shown in blue for the 1-km case and in red for the 3-km case. Grey shading indi-
cates the standard error of the ensemble mean. (c) The mean residence time of air entering
anywhere at the tropopause, τ¯(Ω, φ), for the 1-km (blue) and 3-km (red) topography cases
along with the associated standard error (grey shading). ...................................... 46
FIG. 2.11 The ensemble averaged mean age Γ(r|Ω) of air entering the stratosphere any-
viii
where at the tropopause for the 1-km (a) and 3-km (b) topography cases. The dif-
ference ∆Γ(r|Ω) between the ensembles is plotted in panel (c) for the Northern Hemi-
sphere where the circulation changes are most pronounced. The contour interval is 6
months for Γ and 2 months for ∆Γ, straddling ∆Γ = 0 symmetrically. The time and
zonal mean thermal tropopause for the 3-km ensemble is indicated as a heavy black line.
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FIG. 3.1 Schematic illustration of tropopause-to-tropopause transport through the strato-
sphere. Air enters the stratosphere at time ti, is in transit at time t˜, and exits back to the
troposphere at time tf . Air in the interior of the stratosphere has a transit time t− ti since
last contact with the tropopause; air leaving the stratosphere has resided in the stratosphere
a time τ ≡ tf − ti since entering at the tropopause. ......................................... 58
FIG. 3.2 The ensemble mean one-way flux of air that entered through the tropical tropopause
Ωi (a zonal strip between ±10◦) at time ti and leaves poleward of 60◦N, averaged over [60◦N,
90◦N]. The seasonally varying one-way flux (a) is decomposed into a residence-time depen-
dent annual mean component (averaged over entry time at fixed residence time τ = tf -ti)
(b) and deviations therefrom (c). ......................................................................... 61
FIG. 3.3 (a) The ensemble-averaged boundary propagator, mass-integrated over the polar
caps poleward of 45◦ (NH solid, SH dashed) for air that entered the stratosphere in January
(blue) and July (red). (b) The same, but for the one-way flux distribution, J . Shading in
both panels denotes one standard deviation of the ensemble spread. .................. 63
FIG. 3.4 (a) The ensemble-averaged and column-integrated boundary propagator averaged
over air that has resided in the stratosphere (top) 2 weeks to 3 months and (bottom) 3
to 12 months. Air that entered the stratosphere in January and in July are shown in the
left and right panels respectively. Numbers at the top of each map give the mass of air
and the percentage of the incoming air mass that has returned to the troposphere by the
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end of the specified residence time interval. (b) The same as in (a) but for the ensemble-
averaged one-way S → T air mass flux for air residing in the intervals shown. The flux
density integrated over residence-time band τ ∈ [τ1, τ2] is shown at the top of each map.
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FIG. 3.5 The ensemble- and zonally-averaged one-way S → T mass flux of air that entered
the stratosphere in January (a) and in July (b) as a function of where that air leaves and
its stratospheric residence time where ∆τ = 1 month. Note that we use two color scales,
one for air with residence times less than two years (bottom) and the other with residence
times greater than two years (top). Two linear color scales are used in order to capture the
full dynamic range of J , including the large fluxes at small residence times. The residence
time axis is stretched for τ < 2 years so that the large short-τ fluxes, and their rapid decay
with τ , are visible. The vertical lines mark the edges of Ωi. ................................ 67
FIG. 3.6 The ensemble- and zonally-averaged one-way S → T air mass flux for air entering
the stratosphere at times ti and exiting back to the troposphere at times tf , averaged over
Ωf spanning (a) the SH high latitudes, (b) the SH midlatitudes, (c) the tropics, (d) the
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FIG. 3.7 The ensemble- and zonally-averaged mass of the stratosphere (per unit residence
time) that is in transit from Ωi to rΩ during month of year t˜ and will leave the stratosphere
after a residence time τ averaged over exit regions Ωf spanning (a) the SH high latitudes, (b)
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The vertical axis extends to four years in order to capture the strong seasonality of R with
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FIG. 3.8 Left: Map of the ensemble-averaged mass, µ, of the stratosphere in transit from Ωi
to rΩ, independent of when that air is in transit in the stratosphere. We have plotted the
mass leaving the stratosphere at rΩ per unit area (m
2) so that, when integrating over the
earth’s surface, one recovers the mass leaving the stratosphere that came in at Ωi. Right:
As in the left panel, except now shown for the zonal mean and plotted in terms of the mass
leaving per degree latitude. .................................................................................... 73
FIG. 3.9 a) The ensemble- and zonally-averaged mean residence time, τ¯ , of Ωi air, averaged
over the time of year when the air is being partitioned. (b) Top: Tropopause variability
quantified in terms of the standard deviation of tropopause pressure from the annual mean.
Bottom: Deviations of the seasonally-varying mean residence time, ¯[τ ], from the annual
mean in (a). Contours are spaced 25 days apart. ................................................. 74
FIG. 4.1 Schematic illustration of the PBL air-mass fractions f¯B(r|Ωi) and the STRAT
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It is now widely recognized that the stratosphere plays an important role in determin-
ing surface weather and climate. For more than twenty years studies have shown that
large variations in upper stratospheric zonal mean winds tend to descend into the lower-
most stratosphere and troposphere, where they are followed by anomalous weather regimes
[e.g. Kodera et al. (1990); Kodera and Koide (1997); Baldwin and Dunkerton (2001)].
In the northern hemisphere (NH) these variations tend to be followed by colder weather
in the northeastern United States and in Europe [Thompson and Wallace (2000)]. In the
southern hemisphere (SH) climatological changes in the stratospheric polar vortex, that are
associated with ozone depletion, have also had profound impacts on tropospheric climate
[Gillett and Thompson (2003), Thompson et al. (2005)]. It remains to be determined which
mechanisms link the stratosphere to the tropospheric response, although several hypotheses
have been explored, involving eddy phase speeds [e.g. Chen and Held (2007)], stratospheric
potential vorticity inversion [e.g. Ambaum and Hoskins (2000)], planetary wave reflection
[e.g. Perlwitz and Harnik (2004); Shaw et al. (2010)], and upper tropospheric eddy heat
fluxes [e.g. Thompson and Birner (2012)].
Understanding the dynamics of stratosphere-troposphere coupling is key for improving
the predictability of tropospheric weather and climate, among other applications. In addi-
tion to studying dynamics, however, it is also important to look at stratosphere-troposphere
coupling through the lens of transport. For example, one may ask: How are air, water va-
2por, ozone, and other chemical constituents exchanged between the troposphere and the
stratosphere and how does this exchange affect the chemical and radiative properties of the
atmosphere?
Over the past decade extensive work has focused on assessing the impact of stratosphere-
troposphere coupling on ozone in the troposphere, where surface ozone has been linked to
0.7 ± 0.3 million annual respiratory mortalities [Anenberg et al. (2010)]. Until recently,
several studies [e.g. Levy et al. (1985); Stohl et al. (2003); Hsu and Prather (2008);
Liang et al. (2009)] have indicated that the extent to which the stratosphere impacts
on tropospheric ozone remains an open question, although Lin et al. [2012] suggest that
these studies do not sufficiently distinguish between stratospheric and tropospheric ozone.
Experiments with the comprehensive circulation model AM3, in which the authors explicitly
tag ozone according to its region of origin (stratosphere vs. troposphere), reveal that deep
stratospheric intrusions events occur frequently at midlatitudes and penetrate down to
the earth’s surface, where they increase ozone by as much as 30-55 ppbv (i.e.∼ 50-60%).
Figure 1.1 is taken from that study and shows the downward transport of ozone from the
stratosphere into the troposphere during the development and intensification of a south-
eastward penetrating upper level trough that occurred over the northwest United States
from June 7-10, 2010. Transects that have been taken through ozone fields along the coast
of California reveal that, during that particular intrusion event, ozone descended as low as
one kilometer from the earth’s surface, leading to a widespread entrainment of stratospheric
ozone into the boundary layer. Lin et al. [2012] identify twelve similar intrusions during
Spring 2010, during which surface ozone was significantly elevated; their findings suggest
that the downward transport of ozone from the stratosphere has significant impacts on
surface ozone.
Understanding the transport associated with stratosphere-troposphere coupling becomes
ever more pressing in light of the circulation changes that we may expect as the climate
warms in the future. Figure 1.2 is taken from Hegglin and Shepherd [2009] and shows
projected changes in the residual vertical velocity (top) and in ozone (bottom) from three
3d) e) f)
Figure 2. Synoptic conditions during June 7-14 intrusions: (a-c) AM3 250 hPa potential vorticity;
(d-f) GOES-West water vapor images (with mean sea level pressure contours), which indicate
relative humidity in the mid- to upper troposphere, with reds and yellows indicating moist air and
blues and greens indicating drier air; (g-i) Latitude-height curtain plots of AM3 ozone distributions
(shading) and isentropic surfaces (contoured in K) along the coastal or inland transects (thick lines)
in a-c. White circles in a-c and red letters in g-i denote locations of ozonesondes.
a cb
Ozone descent within a tropopause fold
Thursday, February 21, 13
Figure 1.1: Color: Ozone distributions during the development and intensification of a stratospheric
intrusion event on (a) June 7 (b) June 10 and (c) June 14, 2010. Data is taken from model simulations
of AM3, the atmospheric component of the GFDL global coupled atmosphere-ocean-land-sea ice
model (CM3) (Donner et al., 2011). Horizontal winds have been nudged to those of NCEP GFS to
facilitate direct comparison with ozonesonde measurements taken during the 2010 NOAA CalNex
field campaign. Latitude-height cross-sections have been evaluated along transects on the coast of
California. Isentropes are shown in the white lines. Adapted from Lin et al . [2012].
simulations of CMAM in response to greenhouse gas (GHG) induced warming. In concert
with increased upwelling, ozone increases in the lower stratosphere by as much as 20-30%
(we do not focus on the troposphere because ozone there has been relaxed to a prescribed
profile). Even though increased photochemical destruction of ozone in the future in response
to a moistening of the atmosphere is expected to partly offset this positive trend in the
troposphere, the fidelity of the model (i.e. its high vertical resolution in the stratosphere
and the use of three ensemble members) strongly points to the future role of stratospheric
transport in tropospheric ozone changes.
The implications of increased STE in the future extend well beyond ozone. Butchart
and Scaife [2001], in one of the first studies to assess the response of chloroflourocarbons
(CFCs) to a warming climate using a global climate model, show that the mass exchange
between the stratosphere and the troposphere will increase 3% per decade during the first
half of the 21st century in response to increased greenhouse gases (subject to IPCC scenario
IS92a emissions; this scenario produces a warming that roughly corresponds to a doubling
4of CO2). In response to increased mass exchange at the tropopause the authors project that
CFCs will be transported more rapidly from the troposphere into the lower stratosphere,
where they are rapidly depleted by photolysis. They find that mean tropospheric mass
mixing ratios of CFC11 and CFC12 decrease by a factor of three, with implications for the
recovery of stratospheric ozone. At the same time, changes in chemistry are also likely to
affect the radiative flux balance between the troposphere and the stratosphere, and can
potentially affect the radiative forcing of global climate change [Holton et al. (1995)]. It is
imperative, therefore, that the transport associated with stratosphere-troposphere coupling
and its response to climate change be rigorously quantified.
One critical step toward obtaining a quantitative understanding of the exchange between
the stratosphere and the troposphere (hereafter referred to as stratosphere-troposphere ex-
change or, more simply, STE) is the development and implementation of diagnostics that
rigorously quantify the air mass and constituent fluxes between the troposphere and the
stratosphere. Despite numerous investigations on the subject, however, there remain certain
fundamental quantities that are not well understood. In Chapters 2 and 3 we explore one
of these quantities: the one-way air mass flux from the stratosphere into the troposphere.
Previous work in Wernli and Bourqui [2002] and in Hall and Holzer [2003] show that the
one-way flux is difficult to estimate in a manner that is robust and reproducible because of
its strong sensitivity to the time that air resides in the stratosphere before returning back to
the troposphere. We review the physics behind this sensitivity in Chapter 2 and we present
a robust numerical procedure for calculating the one-way stratosphere-to-troposphere cross
tropopause flux in terms of flux distributions that partition the one-way flux according to
the regions where air enters and exits the stratosphere and the time that air resides in the
stratosphere before reentering the troposphere (i.e. stratospheric residence time). Illus-
trations of the one-way flux, and diagnostics derivable therefrom, are first provided for a
statistically stationary flow using an idealized GCM. In Chapter 3 we explore the seasonal-
ity of the one-way flux with respect to the times when air enters and exits the stratosphere
at the tropopause and when air is in transit in the stratosphere using the comprehensive
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Large climate-induced changes in ultraviolet index
and stratosphere-to-troposphere ozone flux
Michaela I. Hegglin* and Theodore G. Shepherd
Now that stratospheric ozone depletion has been controlled
by the Montreal Protocol1, interest has turned to the effects
of climate change on the ozone layer2,3. Climate models
predict an accelerated stratospheric circulation4–6, leading to
changes in the spatial distribution of stratospheric ozone2,7
and an increased stratosphere-to-troposphere ozone flux8,9.
Here we use an atmospheric chemistry climate model to
isolate the effects of climate change from those of ozone
depletion and recovery on stratosphere-to-troposphere ozone
flux and the clear-sky ultraviolet radiation index—a measure
of potential human exposure to ultraviolet radiation. We
show that under the Intergovernmental Panel on Climate
Change moderate emissions scenario10, global stratosphere-
to-troposphere ozone flux increases by 23% between 1965 and
2095 as a result of climate change. During this time, the clear-
sky ultraviolet radiation index decreases by 9% in northern
high latitudes—a much larger effect than that of stratospheric
ozone recovery—and increases by 4% in the tropics, and
by up to 20% in southern high latitudes in late spring and
early summer. The latter increase in the ultraviolet index is
equivalent to nearly half of that generated by the Antarctic
‘ozone hole’ that was created by anthropogenic halogens. Our
results suggest that climate change will alter the tropospheric
ozone budget and the ultraviolet index, which would have
consequences for tropospheric radiative forcing11, air quality8
and human and ecosystem health12.
Stratospheric ozone depletion from anthropogenic halogens is
expected to become negligible by the end of the current century
as a result of the Montreal Protocol and its amendments1. The
predicted increase in the stratospheric Brewer–Dobson circulation
as a result of climate change4–6 acts to decrease ozone in the
tropical lower stratosphere and to increase it in the mid-latitude
lower stratosphere2,7, especially in the Northern Hemisphere where
it leads to a recovery of total ozone to 1960s (that is, pre-
ozone-depletion) levels by about 2020 (ref. 2). Although the
predicted circulation changes are as yet too small to be seen
in measurements13,14, they amount to 15–20% over 50 years6.
To study the impact of climate change on the ozone layer
requires stratosphere-resolving chemistry climate models (CCMs)
with interactive stratospheric chemistry15,16. Figure 1 illustrates
the predicted circulation and ozone changes between 1960–1970
and 2090–2100 from one such model, the Canadian Middle
Atmosphere Model17,18 (CMAM). These changes are solely due to
climate change, as the abundances of ozone-depleting substances
are negligible in both time periods. (As sea surface temperature
and the sea-ice distribution are prescribed, there is no long-term
memory in the system.) The CMAM was the only model in the
SPARC (Stratospheric Processes And their Role in Climate, a
project of the World Climate Research Program) CCM Validation
intercomparison19,20 to provide an ensemble of three simulations


























































































Figure 1 | Predicted changes in the residual vertical velocity and ozone.
a,b, Vertical-latitudinal cross-sections of past values (1960–1970, black
contours) and long-term changes (differences between 1960–1970 and
2090–2100, colour shading) for annual mean vertical residual velocity (w¯⇤)
(a) and ozone (b) using an ensemble mean of three simulations from the
CMAM. For ozone, the past values are in units of ppmv and the long-term
changes are expressed as relative changes.
each extending over 1960–2100 (see the Methods section). Its
projections of ozone depletion/recovery and climate change are
representative of the averagemodel behaviour16.
Figure 1a shows the annual mean vertical residual velocity w¯⇤
(see the Methods section), which closely approximates vertical
transport21 and is thus a good indicator of the Brewer–Dobson
circulation22. Through an increase in stratospheric wave drag,
climate change leads to increased tropical upwelling, particularly in
the lower stratosphere6. Owing to mass conservation, the rising air
masses in the tropics have to be balanced by descending air masses
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Friday, April 5, 13Figure 1.2: Vertical-latitudinal cross-sections of past values (1960-1970, black contours) and long-
term changes (differences between 1960-1970 and 2090-2100, color shading) for annual mean vertical
residual v locity (w∗) (a) and ozo e (b) using an ensemble mean of three simulations from CMAM.
For ozone, the past values are in units of ppmv and the long-term changes are expressed as relative
changes. Taken from Hegglin and Shepherd [2009].
6general circulation model GEOSCCM, that has a realistic representation of key physical
processes including moist thermodynamics, surface fluxes, and radiative processes.
* * *
In Chapter 4 we shift our attention from the stratosphere to the troposphere, where we
assess the transport response to future warming in a an idealized framework. This chapter
is largely motivated by comprehensive model projections of the climate at the end of the
21st century, that show that warming in the upper troposphere will be accompanied by a
poleward shift in the midlatitude tropospheric jets [Yin (2005), Miller et al. (2006)] and in
the weakening and expansion of the Hadley Cell [Frierson et al. (2007), Lu et al. (2007)].
Accompanying the poleward shift in the jets, the latest generation of CMIP5 comprehen-
sive model runs also predict a significant increase in the frequency of extreme cyclones in
the NH [Chang et al. (2012)] with associated changes in precipitation, including increased
precipitation at midlatitudes and drying at the subtropics [Lu et al. (2007)].
While numerous studies have explored the dynamical and chemical responses to a
warmer climate, the transport response has received less attention, particularly in the tro-
posphere. To obtain a complete understanding of chemical tracer distributions, which are
determined by the aggregated effects of photochemical production/destruction, dynamics,
and transport, it is imperative that we investigate the impact that climate change has on
transport, irrespective of changes in emissions and photochemical production. One may ask,
for example: How do poleward shifts in the tropospheric jets and regions of baroclinic wave
activity affect the rates with which industrial pollutants are mixed out of the boundary
layer and transported to the rest of the troposphere?
We suspect that one reason why the transport response has received less attention may
be related to the fact that the diagnostics that are best suited to describing these changes,
the set of so-called “tracer-independent” diagnostics partly developed in Holzer and Hall
[2000], are not widely used in atmospheric studies, compared to the ocean where observa-
7tions are more sparse. Tracer-independent diagnostics provide entirely unique information
in the sense that they quantify the contribution that advection and diffusion have on the
spread of fluid elements in the atmosphere, without reference to the specific sources, sinks,
and decay timescales of real chemical tracers. In Chapter 4 we describe a numerical proce-
dure for diagnosing transport in terms of one of these diagnostics: air masses that partition
the air in the interior of the troposphere with respect to where that air originates in the
planetary boundary layer and at the tropopause. Using air mass analysis we quantify the
impact that poleward-shifted jets and an expanding Hadley Cell have on the composition of
air in the troposphere. We calculate air masses using an idealized GCM for idealizations of
both current and future climates; in our model framework future warming is represented as
a simple upper tropical tropospheric warming with an amplitude that corresponds roughly
to warming under the A1B GHG emissions scenario. Explorations with the idealized model
complement similar approaches in atmospheric chemistry that assess future changes in the
distributions of real chemical species, but with the advantage that air masses isolate the
climate change signature on transport alone.
* * *
In section 1.1 we develop the connections between the tracer diagnostics that we use
throughout Chapters 2-4. For sake of brevity we do not provide a complete survey of
tracer-independent diagnostics; rather, we only summarize a few pieces of the Green’s func-
tion formalism introduced in Holzer and Hall [2000] in order to motivate our approach,
which is used more commonly in oceanographic and hydrological studies. We also mo-
tivate Chapters 2-4 in sections 1.2 and 1.3, where we provide brief literature reviews on
stratosphere-troposphere exchange and on tropospheric climate change. Chapters 2-4 cor-
respond to three different articles [Orbe et al. (2012); Orbe et al. (a) (2013); and Orbe et
al. (b) (2013)]. The first and last articles have been published by journals and the middle
one is in the process of being submitted. The content of these chapters borrows heavily
8from these articles.
1.1 Tracer-Independent Diagnostics: A Brief Overview
Two distinct problems are addressed in Chapter 2-4. Chapters 2 and 3 present new diag-
nostics of stratosphere-troposphere exchange for both statistically stationary and seasonally
varying flow while Chapter 4 introduces air masses as new diagnostics of tropospheric trans-
port. Although these problems may appear to be unrelated, underlying all three chapters
is the recognition that transport is most completely gleaned using diagnostics that account
for the integrated affects that both advection and diffusion have on transport. We now
briefly review the approach that we refer throughout as “tracer-independent.”
The most direct information on net transport is provided by the distribution of tracer
chemical species, both natural and anthropogenic [Haine and Hall (2002)]. Over the past
several decades tracers have been used extensively to probe the circulation in the ocean,
mainly because currents there are too sparsely observed in space and in time to sufficiently
resolve transport mechanisms. In the atmosphere, even though wind and temperature fields
are more frequently and directly observable, measurements are still not sampled sufficiently
to resolve smaller-scale processes like convection, breaking gravity waves, tropopause folds,
and boundary-layer mixing [Holzer and Hall (2000)]. For processes like these, tracers offer
unrivaled insight into the transport pathways, timescales, and mechanisms that drive mass
exchange.
One class of tracer-based timescales, that can be derived from anthropogenic tracers
with time-varying tropospheric concentrations, include “tracer ages” which are, generally
speaking, based on the elapsed time since the value of some tracer property was last ex-
hibited at a surface of interest [Haine and Hall (2002)]. In the ocean this surface is usually
taken to be the ocean mixed layer; in the atmosphere, the planetary boundary layer and the
tropopause represent natural surfaces, because they act as sources of industrial pollutants
and stratospheric ozone respectively. Atmospheric tracer ages have been extracted from
9observations of chemically long-lived tracers retrieved from ground-based stations as well
as aircraft, balloon, and satellite platforms. Tropospheric sulfur hexafluoride, for example,
has been used to derive interhemispheric exchange times [e.g. Geller et al. (1996)], carbon
dioxide and nitrous oxide have been used to infer stratospheric mean age [e.g. Boering et
al. (1996)], and methane has been used to derive vertical advection profiles in the tropical
stratosphere [e.g. Mote et al. (1998)]. The fact, however, that each tracer age depends
specifically on the sink/source distributions and chemical lifetimes of particular chemical
tracers (and the fact that these sources and sinks are imperfectly known) complicates efforts
to extract direct transport properties from tracer data.
One framework that connects tracer ages to tracer independent information (i.e. in-
formation about the flow itself) was introduced by Holzer and Hall [2000], who use the
Green’s function to diagnose flow timescales and mass fluxes in the manner that we apply
throughout Chapters 2-4 and that we briefly motivate here. We begin with the continuity
equation for the concentration χ of a passive tracer:
∂χ(r, t)
∂t
+ T [χ(r, t)] = S(r, t) , (1.1)
where T is the advection and diffusive mixing of χ by unresolved eddies and by molecular
diffusion and S is the tracer source or sink. For the generic case of advection with velocity
u and Fickian diffusion with diffusivity κ, we have the linear transport operator T =
u · ∇χ − ρ−1∇ · (ρκ∇χ), where ρ is the density of air. While the sources of real chemical
tracers are heterogeneously distributed throughout the atmosphere, for simplicity we do
not specify the structure of S. Furthermore, because the focus of Chapters 2 and 3 is on
the one-way transport from the stratosphere to the troposphere we assume that (1.1) holds
over the entire stratosphere so that the boundary condition on χ (or on the flux of χ) is
applied at the tropopause.
For a continuous source S the concentration χ(r, t) at a point r at time t in the interior









dt′S(r′, t′)G(r, t|r′, t′) , (1.2)
where VS is the volume of the stratosphere, S has been decomposed into the collection of
individual pulses S(r′, t′) localized in space and time, and G, the related Green’s function,
is the solution to:
∂G
∂t
+ T [G] = δ(r− r′)δ(t− t′) , (1.3)
where δ(r−r′)δ(t− t′) is the familiar Diract delta function centered about time t′ and point
r. Physically, the distribution G is the response at (r,t) to an instantaneous impulse at
time t′ and position r′. One may interpret S(r′, t′)G(r, t|r′,t′)χ(r, t) both as the distribution
of transit times from r′ to r for air entering the stratosphere at time t′ and as the fraction
of tracer at r that has resided in the stratosphere an elapsed time τ ≡ t− t′ since entry
[Holzer and Hall (2000)].
In order to recover the “tracer-independent” diagnostics that we use in Chapters 2-4 we
focus on the case of (1.1) where S = 0, for which the Green’s function G obeys the equation:
∂G
∂t
+ T [G] = 0 , (1.4)
subject to the boundary condition G = δ(r− r′)δ(t− t′). In this case, the mixing ratio χ in







dt′χ(rΩ, t′)G(r, t|rΩ, t′) (1.5)
where Ω is the tropopause. From (1.5) we see that χ is the propagation by G of its
boundary condition on rΩ ∈ Ω to all points r in the interior of the stratosphere. Fit-
tingly, therefore, this form of the Green’s function, G, is the so-called “boundary propa-
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gator” [Holzer and Hall (2000)]; because G records the effects that advection and diffusion
have on the spread of tracer in the stratosphere, diagnostics derived from G are often re-
ferred to as “tracer-independent.” Furthermore, for steady flow, the fact that G(r, ξ|rΩ)
has the interpretation as the distribution of transit times ξ at r since last contact with rΩ
[Hall and Plumb (1994)], we can interpret the flux of G at the tropopause, in which case
ξ = τ , as the one-way air mass flux from the stratosphere to the troposphere, partitioned
according to stratospheric residence time. We study this flux in detail in Chapters 2 and 3.
Finally, the normalization of G follows by replacing χ(rΩ, t′) with the heaviside function,
which is unity at the tropopause for t > t′, and zero otherwise. For that case, after waiting
an infinitely long time (i.e. sending t′ → -∞) the heaviside boundary condition of one will
have propagated throughout the entire stratosphere and, for a domain VS that is finite and







′G(r, t|rΩ, t′) = 1 , (1.6)
The normalization (1.6) shows that the boundary propagator, while interesting in itself,
can also be integrated over all previous pulse times t′ to recover the mass fraction at r that
was last at the tropopause at Ω regardless of entry time. (That is, since all of the air at r had
to have come from the tropopause at some time in the history of the fluid admixture at r, the
fraction (1.6) must be one). We capitalize on this relation in Chapter 4 by calculating the
mass fractions at different locations in the troposphere that were last at regions Ωi spanning
different zonally averaged strips at the tropopause and over the planetary boundary layer
(PBL). By partitioning Ω into contiguous non-overlapping patches (i.e. by guaranteeing
that the sum of the patches spans the entire PBL or tropopause) we recover the relative
contribution that these different source regions make to air masses in the interior of the
troposphere. Although (1.6) is presented here to illustrate the connection between the
boundary propagator, G, explored in Chapter 2-3, and the mass fractions in Chapter 4,
we clarify that we do not calculate air masses using the time integral (1.6); rather, we use
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a simpler approach that circumvents the need to calculate the full time evolution of the
boundary propagator. That said, we emphasize that it is worth highlighting (1.6) as it
illuminates the connection between the diagnostics used throughout this thesis.
1.2 Stratosphere-Troposphere Exchange
The chemical and radiative implications of stratosphere-troposphere exchange are profound.
For example, most of the reactions associated with stratospheric ozone depletion are initi-
ated by the transport of chloroflourocarbons (CFCs) into the stratosphere, accounting for
the significant ozone loss that was observed over the second half of the 20th century which
prompted strict international protocols on CFC emissions (Montreal Protocol, 1987). More
recently, it has been realized that, in addition to long-lived ozone depleting subtances, very
short-lived species (VSLS) can also contribute significantly to stratospheric halogen loading,
and thus stratospheric ozone loss [e.g. WMO (2007)].
The stratosphere also has profound effects on the chemical properties of the troposphere.
Numerous observations have shown that quasi-horizontal mixing at the subtropical and mid-
latitude tropopause is associated with the two-way transport of air, water vapor, and chem-
ical species from the stratosphere into the troposphere [e.g. Appenzeller et al. (b) (1996);
Vaughan and Timmis (1998); Ray et al. (1999)]. Downward transport from the stratosphere
acts both to remove the oxidation products of ozone depleting substances (ODS) from the
stratosphere and to transport ozone in the troposphere, where it degrades surface air quality
[Levy et al. (1985)]. The contribution that stratospheric ozone makes to the tropospheric
ozone budget is nontrivial, with several studies showing that the springtime maximum in
NH tropospheric ozone is most likely the combined response to the wintertime maximum in
STE at high latitudes and to tropospheric photochemical seasonality [Monks et al. (2000)].
Although global chemistry transport models have been shown to overestimate the contribu-
tion of stratosphere-troposphere exchange to tropospheric ozone budget calculations wild,
more recent attempts to parse out the contribution of stratosphere-to-troposphere transport
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to tropospheric ozone in the context of a general circulation model reveal that as much as
78% of air in the Arctic upper troposphere comes directly from the stratosphere liang2009.
Ample evidence, therefore, suggests that stratosphere-to-troposphere transport affects tro-
pospheric ozone levels, with potentially profound impacts on surface air quality and on
ultraviolet radiation exposure.
To gather a sense for some of the physical conditions that give rise to STE Figure 1.3
shows satellite images of water vapor during the evolution of a stratospheric intrusion (or
“streamer” using the language in Appenzeller et al. (b) [1996] from which this figure is
taken). High resolution water vapor images like these have been used to visualize large
latitudinal displacements of the tropopause that manifest as tongues of anomalously high
potential vorticity (PV) air. Under favorable conditions these filaments stretch out and
break off into isolated pockets that may be easily transported into the troposphere via
tropopause folds [e.g. Hoskins et al. (1987); Wirth (1995)]. This process occurs frequently
and numerous studies have identified transport by these so-called “cut-off cyclones” as
one of the primary agents of STE, along with exchange at the tropics associated with the
convective erosion of the tropopause [Price and Vaughan (1993)].
While quantifying the mass exchange associated with smaller scale phenomena like
tropopause fold events and cutoff lows is key for understanding STE, in this thesis we
are primarily focused on the large scale exchange between the stratosphere and the tropo-
sphere, first developed rigorously by [Holton et al. (1995)]. Figure 1.4 is taken from that
study and shows that STE occurs via both ascent/descent at the tropics/poles, in associa-
tion with the large scale stratospheric circulation, and via two-way quasi-horizontal mixing.
Most of the mass exchange occurs in the lowermost stratosphere, where isentropes repre-
sent natural conduits along which air parcels can move freely in the absence of diabatic or
radiative heating and where there is ample synoptic and planetary wave momentum depo-
sition to induce and sustain lateral mixing. It is this framework that we tend to emphasize
throughout Chapters 2 and 3.
In order to fully understand the chemical and physical coupling of the lower strato-
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Figure 12. Depiction of the upper-level features at 0000 and 1200 UT on May 15, 1992. Shown are (a and 
b) the potential vorticity distribution on the 0 = 315 K surface and (c and d) the water vapor channel images. 
ures 7 and 12a, and 12b) do not capture this very fine scaled 
structure, although the gross features of the vortices are more 
discernible in the distributions of the vorticity and specific 
humidity on the 320 K surface and the potential temperature 
distribution on the 2-pvu surface (not shown). Contemporane- 
ous with the development of the two vortices there is marked 
synoptic activity at the surface (Figure 13). Beneath the north- 
ernmost vortex a wave develops on the underlying cold front 
and propagates toward, merges with, and intensifies the pre- 
existing surface cyclone, whilst beneath the other vortex there 
is a cyclogenesis event in the cold air behind the front. Both 
these surface features are linked to the diabatically enhanced 
low-level PV (-1.25 pvu in the northern and -0.75 pvu in the 
southern cyclone). An east-west section across the southern- 
most vortex (Figure 14; see Figure 12 for the section's location) 
reveals a deep intrusion down to -600 hPa with a two-pronged 
structure consistent with a spiral form vortex, a strong cyclonic 
wind field throughout the troposphere, and evidence on the 
eastern flank of deep convective activity in the form of high 
humidity values. 
3.4. Some Other Events 
A large case-to-case variability was observed in the evolution 
of streamers, and they often acquired distinctive features in the 
vicinity of their tip. Here we comment upon two particular 
kinds of tip evolution. For the first type the precursor pattern 
is that of a streamer extending south ahead of a broad and 
strong negative relative anomaly of potential vorticity and then 
being deformed to form an arc stretching around to the south 
or even southwest of the anticyclone. Thereafter its tip splits to 
form an anchor shape (see, e.g., Figures 2c and 3 of case I, and 
Figure 7c of case II), and the subsequent development can be 
quite convoluted. For example, Figure 15 shows depictions of 
the pattern acquired by one such anchor at 1200 UT, January 
14, 1992, some 24 hours after the initial split. The anchor's 
northern fluke had continued to stretch around the anti- 
cyclone, a vortex develops on the stem, and the southern fluke 
has acquired an elongated form with a NW-SE orientation. In 
this, and other events of this type, vortices were subsequently 
observed to evolve at the tip of one, or both, flukes. 
The second form of development is illustrated in Figure 16. 
For this case an extended meridionally aligned streamer un- 
derwent strong deformation and a vortex formed at the south- 
ernmost tip and its fine-scale features are visible in the WV 
image. Such an event, coupled with appreciable surface bro- 
clinicity, favors cyclogenesis [Hoskins et al., 1985]. Indeed, the 
tip vortex in this case is located over the Gulf of Genoa, one of 
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Evolution of a Stratospheric Streamer
Friday, April 5, 13
Figure 1.3: Top: Evolution of potential vorticity on the 315 K isentropic surface wi hin and around
a stratospheric streamer. Large meridional undulations in the tropopause level flow are shown at
(a) 0000 a d (b) 1200 UT on May 15, 1992. Bottom: Same, but for water vapor, where dark regions
represent dry air. Potential vorticity, shown at 0.25 p u intervals for 1 < PV < 2 vu and at 1.0
pvu intervals for PV > 2 pvu, has been taken fro ECMWF reanalysis; satellite radiance water
vapor chann l m sureme s are from the European geostationary atellite Meto at 4. Taken from
Appenzeller et al . (b) [1996].
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Thursday, February 21, 13Figure 1.4: Schematic illustration of the dynamical aspects of stratosphere-troposphere exchange
taken from Holton et al. [1995]. Broad arrows denote transport by the global-scale circulation,
which is driven by wave-induced forcing (shown in light shading), across the tropopause (thick black
line). Thin lines correspond to constant potential temperature surfaces, spaced 30 K apart. Dark
shading represents the lower stratosphere, which is bounded below by the tropopause and above
by the 380 K isentrope, and where quasi-horizontal mixing along isentropes (double-headed wavy
arrows) transports air into the troposphere.
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sphere/upper troposphere it is critical that mass and tracer fluxes across the tropopause
be rigorously quantified. The mass exchange between the stratosphere and the troposphere
has so far been quantified using both net and gross (i.e. one-way) fluxes. Inspired by the
large-scale approach of Holton et al. [1995], Appenzeller et al. (a) [1996] calculate the
large scale stratosphere-to-troposphere midlatitude flux in terms of the air mass flux from
the stratospheric middle world to the lower world and the change in the mass of the lower
stratosphere. Their approach is one in a class of “budget methods” that, conveniently,
require neither a detailed knowledge about the fluxes associated with small-scale exchange
events nor do they require that that cross-tropopause fluxes be calculated explicitly, which
can be difficult in the vicinity of a rapidly fluctuating tropopause. Several studies since,
however, have shown that, for the stratosphere, the net flux is the difference of large op-
posing gross fluxes [Wirth and Egger (1999), Seo and Bowman (2002)] so that even a net
air mass flux that is zero will imply nonzero tracer transport provided that tracer gradients
that arise from chemical sources and sinks are sufficiently strong. Therefore, the net flux
is generally inadequate for determining chemical fluxes and more recent attention has been
paid to assessing the one-way flux across the tropopause [e.g. Wernli and Bourqui (2001);
Seo and Bowman (2002); Hall and Holzer (2003)].
The one-way flux has been evaluated using a variety of methods, both lagrangian- and
eulerian-based. Lagrangian-based methods for estimating STE, referred to also as particle
trajectory methods, involve the initialization, labeling, and tracking of particles as they
cross the tropopause. Numerous studies have used trajectory-based methods to assess the
transport associated both with synoptic-scale STE events, like stratospheric intrusions and
tropopause folds, and with the large scale residual circulation in the stratosphere [e.g. Seo
and Bowman (2001); Wernli and Bourqui (2002)].
In addition to the lagrangian approach, eulerian methods have also been used to assess
STE and usually involve the explicit calculation of horizontal and vertical mass fluxes at
the tropopause. One of the more widely used eulerian methods, introduced by Wei [1987],
allows the instantaneous cross-tropopause flux to be calculated in a variety of different
17
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FIG. 8. Average Dec, Jan, and Feb extratropical CTF for the North-
ern Hemisphere in units of 108 kg s21. Symbols represent different
methods as discussed in the text. Values in this study in black. Studies
cited by year of publication as follows: Brewer, (1949; 49), Holton
(1990; 90), Follows (1992; 92), Rosenlof and Holton (1993; 93a),
Hoerling et al. (1993; 93b), Rosenlof (1995; 95), Appenzeller et al.
(1996; 96a), van Velthoven and Kelder (1996; 96b), Siegmund et al.
(1996; 96c), Grewe and Dameris (1996; 96d), Yang and Tung (1996;
96e), Eluszkiewicz et al. (1996; 96f ), and Gettelman et al. (1997;
97).
FIG. 9. Monthly averaged extratropical CTF from 288 to 908N for
the Northern (solid) and Southern (dashed) Hemispheres, in units of
108 kg s21. Data have been smoothed with a 21-day running mean
filter.
4d). The Wei method appears to yield results that are
larger than those derived by other methods, even at
higher altitudes (such as the 380 K potential temperature
surface). Wei method calculations at the tropopause lev-
el here are within the range of other studies. Note that
the CTF estimate of 1.2 3 109 kg s21 using GEOS data
and the mass budget approach of Appenzeller et al.
(1996), as discussed in section 4a, is significantly lower
than the estimate obtained from the Wei method using
the same data but comparable to the estimate of Ap-
penzeller et al. (1996).
d. Globally and annually integrated results
In this section we present the mass flux across the
tropopause using the Wei method integrated over the
entire globe and over a whole year. We then compare
this result to an integration of the mass flux across a
coincident pressure surface for an entire year. In prin-
ciple both calculations should give a number compa-
rable to the annual change in mass of the stratosphere.
Figure 9 first illustrates the annual cycle of CTF inte-
grated from 288 to 908N for three years from May 1995
through May 1998. The largest downward flux in the
Northern Hemisphere midlatitudes generally occurs in
January and February, with the minimum in August.
The annual cycle of the diagnostic is consistent with the
cycle of the residual circulation at 100 hPa (Rosenlof
1995; Gettelman et al. 1997), lagging it by a month or
two. The lag in CTF is less than that estimated in section
4a, using heating rates and the mass of the lowermost
stratosphere. The magnitude of the net extratropical
CTF from 288 to 908N throughout the year is about twice
the magnitude found in section 4a and by Appenzeller
et al. (1996). The annual cycle of net CTF in the South-
ern Hemisphere extratropics has a smaller amplitude and
has a broad peak in July. The difference in CTF between
hemispheres is larger than that previously noted by Ap-
penzeller et al. (1996). There are significant interannual
differences between years noted in Fig. 9, particularly
in the Northern Hemisphere winter CTF. The peak flux
varies by nearly 25% from year to year, and the average
over the winter (DJF) varies from 280 3 108 kg s21 in
1997–98 to 404 3 108 kg s21 in 1996–97. The causes
for this variability have not been explored in detail.
The atmospheric mass above the tropopause or the
380 K surface changes by a relatively small fraction
over the course of a year. Hence if the computed net
flux across a surface is a much larger fraction of the
total mass above the surface, we know there is an error
in the calculation whose magnitude is of the order of
the discrepancy. This provides a strong check on the
accuracy of the calculations, which has not been done
in previous studies using the Wei method.
A global integral of the mass flux over an entire year
from August 1995 to August 1996 yields a residual of
23 3 1017 kg (which averages to 295 3 108 kg s21)
at the tropopause and143 1017 kg (an average of1125
3 108 kg s21) at 380 K. With the mass of the stratosphere
on the order of 11 3 1017 kg (Appenzeller et al. 1996),
these fluxes are quite large. Integrating the mass flux
across a pressure surface (which is simply the pressure
vertical velocity, v, divided by the acceleration due to
gravity, g; the Wei method per se need not be used for
this calculation) near the tropopause (300 hPa) or near
the 380 K surface (100 hPa) yields residuals that are an
order of magnitude smaller and of the same order as
potential mass changes of the stratosphere over the
course of a year, that is, a few percent or less (Appen-
zeller et al. 1996). Thus the errors are not caused by
biases in the assimilated vertical velocities. The more
Stratosphere-Troposphere Exchange (NH Extratropics, DJF)
Thursday, February 21, 13Figure 1.5: Average NH extratropical cross-tropopause flux calculated for DJF and shown in units
of 108 kgs−1. Each symbol corresponds to a different study; different symbols represent different
methods for calculating cross-tropopause STE in terms of both net and one way fluxes. Thirty
studies have been cited. Adapted from Gettelman and Sobel [2000].
vertical coordinates using horizontal winds and pressur gradie ts at the tropopause. While
the so-called Wei-method is physically intuitive and rigorously developed, Gettelman and
Sobel [2000] show that it places severe demands on the quality of input data, suggesting that,
in practice, one-way flux estimates may be very sensitive to inaccuracies in the underlying
data. Figure 1.5, taken from that study, shows a composite of thirty estimates of the
NH wintertime cross-tropopause flux, one symbol per study. The spread between the flux
estimates is as large as a f ctor of four and strongly suggests that one-way STE is difficult
to measure in a manner that is robust and reproducible.
While errors associated with the underlying data, such as those described by Gettelman
and Sobel [2000], may lead to large discrepancies between estimates of the one-way flux, Hall
and Holzer [2003] show that, even in the absence of such errors, the gross flux of fluid across
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any surface that divides an advective-diffusive flow in a closed domain is dominated by the
smallest scales of motion. At the smallest scales and times, Hall and Holzer [2003] show that
the one-way flux is infinite. This point has manifested in practice in the lagrangian particles
experiments of Wernli and Bourqui [2002] as shown in Figure 1.6. In that study, the one-
way flux from the stratosphere to the troposphere in the NH has been calculated using
lagrangian particle trajectories that were first labeled in the interior of the stratosphere and
followed as they crossed the tropopause. Figure 1.6 shows results from three experiments,
where particles in each experiment have been counted once they have spent one of three
possible residence times (τ) in the troposphere before re-crossing the tropopause. The point
of Figure 1.6 is to show that the one-way flux increases for smaller residence times τ ; one can
mentally extrapolate the flux to the limit of air spending zero residence time, at which point
the one-way flux becomes infinite. This behavior has been identified as an eddy-diffusive
singularity in Hall and Holzer [2003], who strongly suggest that the one-way flux is more
appropriately measured as a distribution in residence time. In Chapter 2 we calculate, for
the first time, the one-way air mass flux distributions for an idealized statistically stationary
atmospheric flow, as well as related timescales including the mean time that air resides in the
stratosphere between entering and exiting at the tropopause. In Chapter 3 we investigate
the seasonality of the one-way flux using one-way flux distributions for a comprehensively
modeled flow that has realistic physics and seasonal variability.
1.3 Tropospheric Air Mass Composition
Climate models predict that by the end of the 21st century there will be substantial warm-
ing of the earth’s atmosphere. Because saturation water vapor pressure increases expo-
nentially with temperature, increased greenhouse loading alone will cause the upper tro-
posphere to warm more than the surface by ∼ 5 K [Meehl et al. (2007)]. Comprehensive
model runs subject to anthropogenic warming also reveal robust dynamical changes in
the extratropics including poleward shifts in the midlatitude tropospheric jets [Yin (2005),
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seasons. The region with net downward exchange is more variable
during the year with a maximum peak near 40!N in winter and a
significant decrease in amplitude and a northward shift of the peak
to about 50!N in summer. In the polar region, net exchange is
weakly upward during the entire year. The zonally integrated two-
way exchange distribution (Figure 3d) reveals a fairly simple
meridionally symmetric pattern with maximum values in the
midlatitudes near 50!N. In contrast to the net exchange, the
seasonal variability of the two-way exchange is weak with only
slightly enhanced values during winter (as previously seen in
Figure 2b).
[17] Note that the identified meridional distribution of the net
cross-tropopause transport differs substantially from the estimates
based upon the Eulerian Wei approach [Hoerling et al., 1993;
Grewe and Dameris, 1996; Siegmund et al., 1996], where net
downward exchange is mainly restricted to the region south of
40!N. The reason for this discrepancy might be associated with the
caveats of the Wei approach mentioned in section 1. The net
upward exchange in the Arctic region qualitatively agrees with the
theoretical considerations of Juckes [2000].
3.2.3. Potential temperature distributions. [18] It is also
revealing to consider the distributions of the potential temperature
values of the individual exchange events (Figure 5) and to compare
them with the meridional distributions shown in Figures 3a and 3b.
During winter most STE events occur in the ! range from 285 to
320 K (in agreement with the airborne observations by Zahn
[2001]) and almost none above 340 K (Figure 5a). This
distribution is significantly shifted toward larger values during
summer: Here the maximum values lie between 310 and 340 K,
and some events have a ! value larger than 350 K. Note that the
reason for this shift is the annual cycle of the vertical location of
the isentropes and not a shift of the exchange activity to more
southern latitudes (compare Figure 3a). For TSE the picture is very
similar (Figure 5b). The winter distribution peaks near 300–320 K
and shows a distinct minimum at 340 K, whereas during summer,
exchange activity is large near 320–340 K and at 360 K. Again
this shift in potential temperature is not reflected as a marked shift
in the meridional distribution (see Figure 3b). Qualitatively, these
results compare well with isentropic transport studies (in contrast































































































Figure 6. The zonally integrated cross-tropopause mass fluxes (for the winter season) for different threshold
residence times t8: (a) STE, (b) TSE, (c) net downward exchange STE-TSE, and (d) two-way exchange. As in Figure
2 the short-dashed, long-dashed, and solid lines correspond to t8 = 24, 48, and 96 hours, respectively.









Friday, April 5, 13
Figure 1.6: The zonally integrated NH cross-tropopause mass flux from the stratosphere to the
troposphere calculated using lagrangian particle trajectories that have been initialized over the entire
northern hemisphere from 590 hPa to 50 hPa in both the troposphere and the stratosphere. The
cross-tropopause mass flux has been calculated after particles have resided 24 hours (short-dashed),
48 hours (long-dashed), and 96 hours (solid) in the troposphere before re-crossing the tropopause
back into the stratosphere (defined here as the 2 PVU isosurface). Taken from Wernli and Bourqui
[2002].
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Figure 1.  The 15-member multi-model ensemble mean of the 2081-2100 minus 1981-
2000 zonal mean 2-8 day EKE for (a) DJF and (b) JJA.  Contour interval is 3 m2 s-2.  The
1981-2000 mean is shown in thick black contours, with a contour interval of 20 m2 s-2.
To produce the multi-model ensemble mean of zonal mean 2-8 day EKE, the daily model
output is first interpolated to T42 resolution (2.8º by 2.8º) for models with resolution of
T42 or higher, and to T21 resolution (5.6º by 5.6º) for models with resolution lower than
T42.  An 8-day high pass filter is used to produce 2-8 day bandpass-filtered EKE.  After
the zonal mean is calculated, the results for the lower-resolution models are linearly
interpolated in latitude up to T42 resolution, and the multi-model mean is calculated from
the zonal means at T42 resolution.
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between (2081-2020) and (2001-2020), normalized by the corresponding change in the 412 
global mean temperature. The red dots denote the multi-model ensemble mean values. 413 
Lower panels show the correlation coefficients between the full (blue bars) and detrended 414 
(sandy bars) time series of the HC extent and TTH (b) and ETH (d). The dotted lines 415 
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Climate Model Responses to Future Warming
Wednesday, February 27, 13
Figure 1.7: Top: C lor: Future changes in the midlatitude tropospheric jets as projected by the
CMIP3 multi-model ensemble mean response to A1B greenhouse gas and A2 ozone depleting sub-
stances scenarios. Shown is the difference in the zonal mean 2-8 day eddy kinetic energy between
the future (2081-2100) minus the present (1981-2000). Two cases are presented for northern hemi-
sphere (a) winter (DJF) and (b) summer (JJA). The contour interval is 3 m2s−2. Contours: The
present mean, shown using a contour interval of 20 m2s−2. Taken from Yin [2005]. Bottom: The
CMIP3 multi-model ensemble mean precipitation-evaporation difference (also for the A1B and A2
scenarios). The difference has been taken between the first and the last 20 years of the 21st century.
The black line denotes the 0-isopleth averaged from 2001 to 2020 (shading). The right sub-panel
shows the zonal mean averaged over 2001-2020 (black) and 2081-2100 (red). Units are mm/day.
Taken from Lu et al. [2007].
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Miller et al. (2006)] and an expansion and weakening of the Hadley Cell [Frierson et al. (2007),
Lu et al. (2008)]. Figure 1.7 shows the CMIP3 multi-model response to A1B GHG forc-
ing manifest as the poleward shift in the eddy kinetic energy (top); this is consistent with
observed positive trends in the northern annual mode (NAM), the leading mode of extra-
tropical variability that physically represents the latitude of the tropospheric jet. Figure
1.7 (bottom) shows that there will be future drying in the tropics and subtropics and a
moistening at midlatitudes as the tropospheric jets shift poleward [Lu et al. (2007)]. In
addition to changes in the troposphere, stratosphere-resolving chemistry climate models
unambiguously predict an acceleration of the Brewer-Dobson circulation, manifest both in
terms of increased tropical upwelling and in younger stratospheric mean age [e.g. Garcia
and Randel (2008); Calvo and Garcia (2009)]. While the modeled decrease in mean age
has not been seen in observations [Engel et al. (2008)], attempts to reconcile modeled and
observed mean age trends suggest that the observations may be too sparsely resolved to be
statistically significant [Garcia et al. (2011)].
In addition to the large body of work that has explored the dynamical response of the at-
mosphere to future warming, numerous studies have looked at future changes in the chemical
composition of the earth’s atmosphere. 21st century multi-model projections of tropospheric
ozone from the Atmospheric Chemistry and Climate Model Intercomparison Project show,
for example, that the tropospheric ozone burden decreases by as much as 9% under all RCP
scenarios relative to 2000 (except for under RCP8.5). This decrease is expected as pho-
tochemical ozone destruction is enhanced in a moister atmosphere [Johnson et al. (1999)].
In the largest of the climate change forcing scenarios (RCP8.5), however, the tropospheric
ozone burden increases 18% by 2100 due to a doubling of methane and greater stratospheric
influx [Young et al. (2013)]. Therefore, the fate of tropospheric column ozone under climate
change remains uncertain [Fiore et al. (2012)].
Despite the widespread attention that has been paid to understanding the dynamical
and chemical responses to global warming and the mechanisms underlying these changes, it
remains to be seen how transport responds in a future climate. In Chapter 4 we introduce
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air masses as diagnostics of tropospheric transport and their responses to idealized global
warming. Air masses are defined analogously to water masses, which have been embraced in
oceanographic studies as natural ways to quantify water formation and mixing rates, total
water mass volumes, and turnover times [Tomczak et al. (1981)]. An air mass is defined as
a region of air with a common formation history, having its origin in a particular region
in the atmosphere. Air masses are physical entities with a measurable volume and in their
formation region they have exclusive occupation of a particular part of the atmosphere.
Elsewhere, they share the atmosphere with other air masses with which they mix. Because
the stratosphere is a potential source of chemical species like ozone and the planetary bound-
ary layer is a source of pollutants, ozone-depleting substances and climate forcing agents
like black carbon, aerosols and methane, it is most natural to define air mass formation
regions in the boundary layer and at the tropopause. In Chapter 4 we present a numerical
procedure for calculating air mass fractions, which we calculate for idealizations of present
and future climates subject to a simplified warming that has been used in previous studies
to reproduce the poleward shift in the jets, the weakening and expansion of the Hadley Cell,
and the acceleration of the Brewer-Dobson circulation as simulated in the comprehensive
models. Attention is also paid to reconciling the transport responses to idealized warming
with dynamical changes.
Idealized models have proved to be extremely useful for understanding the atmospheric
response to future warming. For example, [Butler et al. (2010)] show that a prescribed
upper tropical tropospheric heating in an idealized dry GCM can produce the expected 5
K relative warming between the upper troposphere and the surface as well the responses in
the tropospheric midlatitude jets and in the Hadley Cell. [Wang et al. (2012)] refine this
warming to also reproduce the observed acceleration of the stratospheric residual circulation.
Thus, the idealized model and forcing from [Wang et al. (2012)] serve as natural tools to
explore tropospheric transport and its response to a warmer climate. This will be discussed
further in Chapter 4.
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Chapter 2
Flux Distributions as Robust Diagnostics of
Stratosphere-Troposphere Exchange
2.1 Introduction
The chemical and radiative properties of the troposphere and lower stratosphere are strongly
influenced by the stratosphere-troposphere exchange (STE) of mass and tracers [e.g. Mor-
genstern and Carver (2001); Park et al. (2004); Jing et al. (2005); Hegglin et al. (2006);
Pan et al. (2006); Pan et al. (2007)]. Changes in STE with a changing climate will have
important implications for the distribution of ozone, for the oxidizing capacity of the tro-
posphere [e.g. Kentarchos et al. (2004)], and hence for tropospheric air quality [e.g. Stohl
et al. (2003); Cooper et al. (2005)]. We emphasize, however, that this study does not
focus on the net flux of ozone; rather we seek to develop a tracer-independent diagnostic
for stratosphere-troposphere exchange.
Recent simulations [Hegglin and Shepherd (2009), Zeng et al. (2010)] using comprehen-
sive general circulation models with coupled stratospheric chemistry predict that the Brewer-
Dobson circulation (BDC) will increase over the 21st century leading to increased stratosphere-
to-troposphere (S → T) ozone fluxes, increased surface ultraviolet radiation exposure, and
increased surface ozone levels. It is therefore important to obtain a fundamental, quantita-
tive understanding of cross-tropopause transport.
Because of eddy-diffusive mixing, large cross-tropopause tracer gradients can lead to
24
significant tracer transport even if the net mass flux is zero [Gettelman and Sobel (2000)].
The net air mass flux [Holton et al. (1995), Appenzeller et al. (a)(1996)] is therefore not
a useful transport diagnostic. In recognition of this fact, investigators have focused on
the one-way (also called “gross”) S → T and T → S fluxes [Wernli and Bourqui (2002),
Stohl et al. (2003)]. While it was not recognized from the outset, it is now clear that
these one-way fluxes are fundamentally ill defined and, in fact, singular in the continuum
limit, unless additional constraints on either entry/exit locations and/or residence time are
imposed [Hall and Holzer (2003), Primeau and Holzer (2006)]. Residence time here refers
to the time spent in the stratosphere between successive crossings of the tropopause.
The singular nature of the one-way fluxes arises physically from the quasi-random nature
of eddy-diffusion at the shortest resolved length and time scales. Although the singularity
can be avoided by demanding that fluid elements stay for at least a threshold residence time
on the other side of the tropopause before recrossing [Wernli and Bourqui (2002)], the one-
way cross-tropopause flux is in practice found to be a rapidly changing function of such a
threshold time. This sensitivity to residence time explains the widely divergent estimates of
STE fluxes reported in the literature [Gettelman and Sobel (2000), Hall and Holzer (2003)].
The one-way cross-tropopause flux is nevertheless an appropriate and powerful transport
diagnostic once it is understood that this flux must be considered to be a distribution over
residence time, and not a single number [Hall and Holzer (2003)]. One needs to partition
(or “bin”) the one-way flux with respect to residence time, τ , and with respect to the
regions where the tropopause is being crossed. The resulting one-way flux distribution f is
the fundamental STE diagnostic at the heart of this study.
The distribution f contains a wealth of information on STE, which is conveniently
summarized in terms of a number of moments such as the mean stratospheric residence
time τ¯ and the mass fraction µ of the stratosphere that enters and exits through specified
regions of the tropopause. These moments are mathematically well-defined quantities that
do not suffer from the diffusive singularity of f as τ → 0. Indeed, following Primeau and
Holzer [2006], we will first use f to compute an integrable joint distribution of residence
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time and entry/exit location and then compute τ¯ and µ.
Following an exposition of the theory and methodology, we illustrate the utility of f
and some of its key properties for quantifying STE with the results from an idealized
GCM [Held and Suarez (1994), Gerber and Polvani (2009)]. The sensitivity of our STE
diagnostics to circulation changes is also explored within the context of the idealized GCM.
We emphasize, however, that the flux-density diagnostics can straightforwardly be computed
using any circulation model capable of carrying conserved passive tracers.
2.2 Theory: Flux-Distribution and Residence-Time Parti-
tioned Mass
In order to quantify STE we must first define a tropopause, denoted throughout by Ω. To
partition the gross flux according to where air enters and exits the stratosphere, we tile the
tropopause with patches. Patches where air enters the stratosphere are denoted by Ωi, and
patches where air exits, by Ωf (see Figure 2.1). To track air parcels during their transit
from Ωi to Ωf we use the boundary propagator Green function G (which has dimensions of
inverse time). Physically, G(r, t|Ωi, ti)dti is the mass fraction of air at position r and time t
that had last Ωi contact during (ti, ti + dti). One may think of G as a label that is applied
to air on Ωi during (ti, ti + dti) and for convenience we refer to air labeled by G(r, t|Ωi, ti)
as “(Ωi, ti) air”.
The boundary propagator G is computed as the passive tracer response to a pulse in




(ρG) +∇ · J = 0 , (2.1)
where J is the advective-diffusive mass flux of G, and ρ is the density of air. For the generic









Figure 2.1: Schematic illustration of tropopause-to-tropopause transport through the stratosphere.
The axes are longitude λ, latitude φ, and height z. Air is labelled with tracer G as it enters the
stratosphere through tropopause patch Ωi during (ti, ti+dti). The flux of this labelled air out of the
stratosphere through tropopause patch Ωf , after a residence time in the interval (τ , τ+dτ), is given
by f(Ωf , τ |Ωi)dτ in the ensemble mean. Zero mixing ratio boundary conditions on the tropopause
prevent any return flux of labelled air from the troposphere, ensuring that f is the one-way S → T
flux density.
J = (ρu− ρK∇)G. The boundary conditions for G are
G(rΩ, t|Ωi, ti) = ∆2(rΩ,Ωi)δ(t− ti) , (2.2)
where δ(t − ti) is the usual Dirac delta function and the surface mask ∆2(rΩ,Ωi) = 1 if
tropopause point rΩ lies on patch Ωi, and ∆
2(rΩ,Ωi) = 0 otherwise. Note that a boundary
condition of zero applies to the entire tropopause for t > ti. This ensures that the G label
is removed when (Ωi, ti) air makes contact with the tropopause for t > ti.
The area-averaged S → T mass flux of (Ωi, ti) air through patch Ωf that has resided in
the stratosphere for a time in the interval (τ, τ + dτ) is formally given by




d2r nˆ · J(r, ti + τ |Ωi, ti) , (2.3)
where nˆ is the surface normal of the tropopause and A(Ωf ) is the area of Ωf . The bound-
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ary conditions (2.2) ensure that there is no return flux of Ωi air from the troposphere so
that f is the one-way, or gross, S → T flux. The flux f has the same dimensions as J
(mass/area/time2) and is therefore a flux-density distribution that partitions the flux of
(Ωi, ti) air through Ωf according to residence time, τ . Note that conservation of mass de-
mands that the flow rate A(Ωf )f(Ωf , ti + τ |Ωi, ti)dτ is both the rate with which Ωi air in
the residence time interval (τ, τ + dτ) exits through Ωf at time tf = ti + τ , and also the
rate with which the same air entered through Ωi at time ti. Thus, the flux density not only
quantifies the Ωi → Ωf S → T flux exiting through Ωf , but fA(Ωf )/A(Ωi) is also the T →
S flux entering through Ωi, per unit residence time.
Given the flux density distribution f , it is natural to define the cumulative flux dis-
tribution F(Ωf , τ∗|Ωi, ti) ≡
∫∞
τ∗ dτf(Ωf , ti + τ |Ωi, ti), which is the flux of (Ωi, ti) air with
residence time τ and longer that exits through Ωf . The cumulative flux F has dimensions
(mass/area/time). Due to eddy diffusion, both f and F are singular at τ = 0 for overlap-
ping patches Ωi and Ωf . For the case of Fickian diffusion, f ∼ τ−3/2 and F ∼ τ−1/2 in the
limit of small τ [Hall and Holzer (2003), Primeau and Holzer (2006)].
It is interesting to ask what fraction of the stratosphere undergoes Ωi → Ωf transport
in any given residence time interval. To this end, one can integrate the flux density f to
obtain the integrable distribution R defined so that R(τ,Ωi,Ωf )dτ is the mass fraction
of the stratosphere that has entered through Ωi and is destined to exit through Ωf after a
Ωi → Ωf transit time in the interval (τ, τ+dτ), the transit time to Ωf being the stratospheric
residence time.
Primeau and Holzer [2006] worked out the relationship between R and f for general
time-varying flow, for which R can only be computed using a large number of tracers
[Holzer and Hall (2008)]. Here we avoid the need for a large number of tracers by ensemble
averaging over several realizations of the flow so that we can use a simple relationship
derivable for steady flow. (For steady flow f and R, and diagnostics derived therefrom,
depend on time only through τ , and we omit the ti dependence for ensemble averages.) The
fact that the mass with residence time τ is flushed out of the stratosphere in time τ gives
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for steady flow that
R(τ,Ωi,Ωf ) = 1
M
A(Ωf )f(Ωf , τ |Ωi) τ , (2.4)
where M is the mean mass of the stratosphere. We note in passing that R also has the
interpretation of being a domain integrated path density [Holzer (2009a), Holzer (2009b)].
Because R partitions the finite mass of the stratosphere, it is integrable even when







dτ R(τ,Ωi,Ωf ) = 1 . (2.5)
The distribution R is usefully summarized by its moments. The mass fraction, µ(Ωi,Ωf ),




dτ R(τ,Ωi,Ωf ) , (2.6)
and the mean Ωi → Ωf residence time is given by




dτ τR(τ,Ωi,Ωf ) . (2.7)
The flux distribution f , defined by (2.3), is the fundamental transport diagnostic at the
core of our analysis of STE, which we perform here in the context of an idealized GCM.
Consistent with the idealized nature of the model atmosphere, we focus only on zonally





To illustrate our diagnostics we use a model of the dry atmosphere with idealized ther-
modynamic and momentum forcings as described by Polvani and Kushner [2002]. The
temperature is linearly relaxed to an analytic equilibrium profile that is almost identical to
that of Held and Suarez [1996], except for a factor to cause asymmetric temperature gra-
dients between the hemispheres to better capture perpetual December, January, February
(DJF) conditions. This Newtonian temperature relaxation yields baroclinic eddies in the
troposphere and a polar vortex in the stratosphere, via an imposed cold anomaly above 100
hPa in the NH.
To represent realistic stratospheric variability, we use the configuration of Gerber and
Polvani [2009] (hereafter GP2009), which sets the polar vortex lapse rate to 4 K/km and
imposes 3-km amplitude zonal wavenumber 2 topography in the NH midlatitudes centered
at 45◦N. GP2009 found that this combination of topography and thermal forcing produces a
realistic frequency of stratospheric sudden warmings and realistic stratosphere-troposphere
coupling. The small parameter space of the physics module lends itself well to sensitivity
testing, a feature that we exploit in section 2.5. We note that the model does not include
moist convection or seasonal variability nor is the resolution high enough to resolve gravity
waves. However, the purpose of our study is to illustrate the utility of the one-way flux
diagnostic in the context of an idealized model. We acknowledge that the mechanisms are
not modeled and will change the details of STE.
Our model integrates the global primitive equations in sigma coordinates using a pseu-
dospectral method. We run at T42 horizontal resolution with 40 evenly-spaced sigma levels
up to 0.01 hPa. Spin-up to a statistically stationary state takes ∼2000 days. We use an
ensemble average over five independent realizations of the flow in order to calculate our
diagnostics. We run one long integration, reinitializing every 1000 days for each ensemble
member. As can be seen in Figure 2.2, the model’s zonally averaged 2000-day climatol-
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Figure 2.2: The time and zonal mean thermal tropopause (thick line) and contoured zonal winds.
The contour interval is 5 m/s and the zero and negative contours are dashed. Different colors at the
tropopause label equal-area axisymmetric patches whose latitude bounds are labeled on the abscissa.
ogy features a strong stratospheric polar jet centered around 60◦N and 10 hPa, as well as
tropospheric midlatitude jets.
After spinup we introduce our diagnostic G tracers that are passively advected by the
flow; we use the advective form of the passive tracer equation. We use a semi-lagrangian
scheme for horizontal advection and a finite volume parabolic scheme for vertical advection.
No explicit diffusion is applied to tracers, but for vorticity, divergence, and temperature the
model applies scale-selective horizontal hyperdiffusion of the form ∇8. To correct for the
relatively poor conservation properties of the semi-lagrangian scheme, we use the model’s
built-in global “mass fixer”, which scales the tracer field after every application of the
advection operator to ensure that the global tracer mass remains unchanged by advection.
We checked that computing our diagnostics without the global mass fixer does not change
the qualitative character of the results.
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2.3.2 The Diagnostic Tracers
We identify the tropopause using the standard WMO definition [WMO (1957)]: The ther-
mal tropopause is located at the lowest model level where the lapse rate decreases to 2
K/km, with no increase for 2 km above that. This thermal tropopause is computed online
for each time step and at every gridpoint. In order to partition the cross-tropopause flux
according to where air enters the stratosphere, we tile the tropopause with seven equal-area,
axisymmetric patches Ωi as shown in Figure 2.2. We use two-letter subscripts to identify
Ωi. The patch straddling the equator from 8
◦S to 8◦N is ΩEQ, and for the other patches,
the first letter identifies the hemisphere (N or S) and the second letter, the region: T for
tropical (8◦ to 25◦), M for subtropical to midlatitudes (25◦ to 45◦), and P for mid to polar
latitudes (45◦ to poles).
For each integration starting at ti we carry seven passive tracers G(r, t|Ωi, ti), one for
each Ωi. In practice the boundary conditions (2.2) are enforced as follows: The δ-function
is broadened to a square pulse of duration ∆tP = 1 day and amplitude 1/∆tP . (One
day is very short compared to stratospheric transport time scales of years.) Furthermore,
instead of using a two-dimensional tropopause mask ∆2d(rΩ,Ωi), we extend the mask in
three dimensions through the troposphere. More precisely, during the pulse we replace
∆2d(rΩ,Ωi) with ∆
3d(r,Ωi), which is unity everywhere below the tropopause if the latitude
of r lies within the latitude bounds of Ωi, and zero otherwise. The principal advantage
of using this three-dimensional mask is that we avoid having to identify surface normals
and instead need only build a mask that identifies grid points below Ωi. In the limit of
infinitesimal time step and pulse width the effect of applying this three-dimensional mask
is equivalent to boundary condition (2.2).
After the initial 1-day pulse we compute the mass flux per unit residence time, f , as
the mass of tracer-labeled air that crosses into the troposphere, per time step δt, between
successive application of the boundary condition. More precisely, if Gˆ(r, ti+τ |Ωi, ti) denotes
the tracer field G immediately before zeroing the troposphere, we compute f(Ωf , ti+τ |Ωi, ti)
by integrating (with mass-weighted measure ρd3r) Gˆ(r, ti + τ |Ωi, ti)/(A(Ωf )δt) over the
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troposphere within the horizontal bounds of the final patch Ωf (see also the Appendix). The
exit patch Ωf is typically chosen to be one of the Ωi shown in Figure 2.2, or a longitudinal
strip at latitude φ one grid box wide. This mask-budget approach is numerically robust,
and has the enormous advantage of avoiding the explicit computation of the normal fluxes
of G through the tropopause.
Due to the long time scales of stratospheric transport, it takes several decades for G
to decay from its peak value of 1/∆tP at Ωi to its ultimate value of zero everywhere. To
capture the full evolution of G, including the long term asymptotic behavior, we integrate
the model for 10,000 days and extrapolate the exponential tails for τ > 10, 000 days. The
contributions from τ > 10, 000 days to integrals over all τ are evaluated analytically from
the exponential extrapolation.
2.4 Results
We present results derived from the ensemble averaged boundary propagator which, for our
statistically stationary flow, depends on time only through t − ti. We therefore drop all
dependence on entry time ti so that t denotes transit time since last tropopause contact.
(Stratospheric residence time continues to be denoted by τ .) When Ωf consists of a zonal
strip a single grid box wide at latitude φ, we replace Ωf with φ for notational convenience.
2.4.1 Evolution of G(r, t|ΩEQ)
We begin by focusing on air entering the stratosphere at the tropical tropopause, that is, we
focus on diagnostics based on G(r, t|Ωi), with Ωi = ΩEQ. Because the main pathway from
anywhere in the troposphere into the upper stratosphere is through the tropical tropopause,
the diagnostics for other Ωi tend to be similar – any significant differences are noted below.
Figure 2.3 shows the evolution of the ensemble-averaged, zonal mean boundary prop-
agator G(r, t|ΩEQ) with time t since last contact with ΩEQ. Physically, G(r, t|ΩEQ)∆tP is
the mass fraction of air at (r, t) that had a transit time in the interval (t, t + ∆tP ) since
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Figure 2.3: Colored field: the ensemble-averaged zonal mean boundary propagator,
G(r, t|ΩEQ), after (a) 2 days, (b) 250 days, (c) 1000 days, and (d) 2500 days since last
contact with tropopause patch, ΩEQ. Black contours: the time and zonal mean isentropes
(10 K and 40 K contour intervals for isentropes less than and greater than 320 K respec-
tively; the 320 K isentrope is labeled). Because G → 0 as t→∞, we normalize G(r, t|ΩEQ)
for each value of t by its maximum indicated in the top right corner of each panel. The
thick black line indicates the time and zonal mean thermal tropopause.
last contact with ΩEQ. Note that G decays exponentially to its ultimate value of zero as all
of the ΩEQ air eventually returns back to the troposphere. For plotting purposes in Figure
2.3, we have therefore normalized G(r, t|ΩEQ) by its maximum value for each time t.
The evolution of G is in accordance with our understanding of the stratospheric circu-
lation. Air that enters the stratosphere at ΩEQ undergoes diabatic upwelling in the tropics
and isentropic quasi-horizontal transport into higher latitudes. By day 250, ΩEQ air is still
upwelling through the tropical stratosphere with little vertical dispersion, and large-scale
isentropic transport is also becoming evident. By day 1000 most of the ΩEQ air has reached
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the upper stratosphere (∼10 hPa) and spread significantly in both latitude and height.
In less than ∼2500 days isopleths of ΩEQ air have approached their characteristic pole-
ward and downward sloping shapes. This corresponds to the “slope equilibrium” for long-
lived constituents that results from the local balance between the slope-steepening effects
of advection and the slope-flattening effects of eddy-diffusion [Plumb and Mahlman (1987),
Plumb and McConalogue (1988)]. For t > 2500 days, the mixing ratio of ΩEQ air, G, con-
tinuously decreases due to dilution and due to contact with the tropopause where the G
label is removed by boundary condition (2.2). Fluctuations due to variability near the NH
polar jet aside, isopleth shapes remain constant for t > 2500 days.
2.4.2 The Flux Density Distribution f(φ, τ |ΩEQ)
The central quantity from which we derive all the diagnostic quantities of this study is the
ensemble averaged flux density distribution f(φ, τ |Ωi) shown in Figure 2.4 for Ωi = ΩEQ
as a function of stratospheric residence time τ and exit latitude φ. We first focus on the
short-τ behavior and then discuss the overall structure of f .
At short residence times ΩEQ air can readily eddy-diffuse back through the tropopause.
(The model’s numerical diffusion can be regarded as parameterizing unresolved small-scale
eddy transport.) The expected singular behavior of f(φ, τ |ΩEQ) as τ → 0 for latitudes φ in
ΩEQ is clearly visible in Figure 2.4. In the tropics, f(φ, τ |ΩEQ) is several orders of magnitude
larger at τ = 3 days than at τ ∼ 30 days (note that the color scale is logarithmic). The
spatial discretization of the model keeps f finite even at τ = 0; a true singularity is only
expected in the continuum limit.
In Figure 2.5 we quantify the short-τ functional dependence of f(Ωi, τ |Ωi) on τ with
a log-log plot so that entry and exit patch are coincident. Recall that f(Ωi, τ |Ωi) is the
area average of f(φ, τ |Ωi) over latitudes φ ∈ Ωi. Remarkably, for both Ωi = ΩEQ and
Ωi = ΩNM, f diverges approximately like τ
−3/2 as τ → 0, as expected for Fickian diffusion.
This suggests that the combination of resolved eddy-diffusion and numerical diffusion re-

























Figure 2.4: The ensemble and zonally averaged flux density of ΩEQ air, f(φ, τ |ΩEQ). Note
the logarithmic color scale, which is necessary to capture the full dynamic range of f ,
including the large fluxes at small residence times. The residence time axis is stretched for
τ < 500 days, so that the large short-τ fluxes, and their rapid decay with τ , are visible.
The vertical lines mark the edges of ΩEQ.
variability, the divergence appears to be sharper and closer to a τ−3/2 powerlaw for the case
Ωi = ΩNM than for the case Ωi = ΩEQ. It is unclear why at midlatitudes there appears to
be a slightly stronger “Fickian divergence,” but it may be related to the sharper vertical
gradients of G produced by the downwelling branch of the BDC, which keeps labeled air
closer to the tropopause.
We now return to Figure 2.4 and examine the structure of the flux density distribution
away from the singularity. As seen in that figure, between ∼20◦S and ∼20◦N the flux density
rapidly decreases with increasing τ , decaying to less than 5% of its value at 5 days in about
one month. This may be due to the presence of a tropical barrier to horizontal transport that
prevents the return flow of ΩEQ air back into the tropical tropopause following upwelling and
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Figure 2.5: The ensemble averaged flux density per unit residence time, f(Ωi, τ |Ωi), for
overlapping entry and exit patches (Ωf = Ωi) for τ < 50 days. For plotting, f(Ωi, τ |Ωi) has
been normalized by its value for τ = 1 day. Two cases are shown: Ωi = ΩNM (blue) and
Ωi = ΩEQ (red). Grey shading indicates one standard deviation of the ensemble spread.
The dashed line indicates a τ−3/2 powerlaw to guide the eye.
spreading to higher latitudes. This barrier is manifest by the sharp spatial gradients of the
flux density around 20◦S/N that move slightly poleward and attenuate with increasing τ .
Observed stratospheric trace gases feature similar gradients suggesting a tropical barrier to
horizontal mixing with important implications for stratospheric chemistry [Plumb (1996)].
The pattern of f(φ, τ |ΩEQ) is strikingly different at midlatitudes than in the tropics.
The return flux across the midlatitude tropopause is comprised of air that, at different stages
during upwelling out of the tropics, crosses the tropical barrier isentropically and spends a
broad range of times recirculating in the extratropical stratosphere before descending back
into the troposphere. The large short-τ fluxes of ΩEQ air at midlatitudes cannot be due to
rapid eddy-diffusive return fluxes because the midlatitudes do not overlap with ΩEQ). The
short-τ fluxes are therefore most likely due to rapid isentropic transport.
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The dominant feature of the flux pattern seen in Figure 2.4, aside from the large fluxes
at short τ , is the midlatitude ridge in each hemisphere between ∼20◦ and ∼45◦. These
ridges represent the adiabatic conduits into the troposphere provided by the 320–350 K
isentropes that cut across the tropopause. The midlatitude flux is seen to be fed by air with
a wide range of stratospheric residence times: It takes ∼8000 days for the midlatitude flux
to decay to the levels reached in a mere 250 days in the tropics.
An intriguing feature of the flux pattern of Figure 2.4 is that midlatitude fluxes persist
longer in the NH where, because of perpetual DJF conditions and midlatitude topography,
the BDC is stronger. This may be due in part to the NH air drifting along streamlines of
the Brewer-Dobson residual mean circulation that extend much higher in the NH than in
the SH due to the asymmetric topographic distribution and temperature relaxation in the
model.
Consistent with the fact that f extends to longer residence times in the NH, we find that
the mass of EQ air is at all times larger in the NH than in the SH. Thus, air labeled sym-
metrically about the equator is transported preferentially into the NH upon entry into the
stratosphere. This, along with increased recirculations in the NH associated with strong
wavebreaking and stratospheric sudden warming events (in contrast to the more quies-
cent SH stratosphere), all appear to conspire to increase the amount of long-residence-time
(“old”) air exiting through the NH midlatitudes. We quantify the hemispheric asymmetry
more precisely below in section 2.4.4.2 in terms of the mean residence time τ¯ .
So far we discussed the flux density for the particular case of ΩEQ air. For other entry
patches Ωi, the flux distributions differ most noticeably at short residence times for latitudes
within Ωi, where the distributions are nearly singular. The degree of hemispheric asymmetry
in the flux density pattern also depends on Ωi, with air entering the stratosphere at either
polar patch only moving negligibly into the opposite hemisphere. At large residence times
(τ > 4000 days), however, the flux patterns become independent of Ωi as one would expect
because mixing, when acting for a long time, erases any memory of entry region.
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2.4.3 The Cumulative Mass Flux F(φ, τ ∗|ΩEQ)
We now ask what is the one-way flux of air that has had residence times longer than a
specified threshold τ∗. To this end we compute the cumulative mass flux F(φ, τ∗|Ωi) ≡∫∞
τ∗ dτf(φ, τ |Ωi). The cumulative flux is relevant, for example, if we wish to quantify the
importance of very old air.
Figure 2.6 shows F(φ, τ∗|Ωi) for τ∗ = 300 and 3000 days (in red and blue, respectively),
and for Ωi = ΩSM, ΩEQ, and ΩNM. Note that by excluding residence times shorter than a
finite τ∗, F(φ, τ∗|Ωi) is finite even for latitudes φ ∈ Ωi. Interestingly, for Ωi = ΩEQ, the
flux of air with τ > τ∗ returning through latitudes φ ∈ ΩEQ is negligible compared to the
return flux through the entry patch for the other cases. This is true even for τ∗ less than
one month (not shown), emphasizing that the only significant return flow back through the
tropical tropopause is associated with very short-τ eddy-diffusive processes. By contrast,
for Ωi = ΩSM or ΩNM there is a significant flux back through the entry patch even for finite
τ∗.
The pronounced peaks of F at midlatitudes seen in Figure 2.6 again highlight the fact
that the primary S → T conduit is isentropic transport. The cumulative flux of ΩEQ air
with τ∗ = 300 days also quantifies pronounced interhemispheric asymmetry with 2.5 times
larger flux into the NH than into the SH. The cumulative flux for τ∗ = 3000 days shows that
the S → T flux of old air takes place predominantly at midlatitudes (64% passes through
ΩNM and 15% through ΩSM).
2.4.4 The Ωi → Ωf Mass Fraction and Mean Residence Time
2.4.4.1 Mass Fraction µ(Ωi,Ωf )
The residence-time partitioned mass fraction of the stratosphereR(τ,Ωi,Ωf ) ∝ τf(Ωf , τ |Ωi),
discussed in section 2.2, contains key transport information that we now summarize in terms
of its moments µ(Ωi,Ωf ) and τ¯(Ωi,Ωf ). These quantities were computed from the ensemble
averaged flux density using (2.4), (2.6), and (2.7).
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Figure 2.6: The ensemble and zonally averaged cumulative flux of air, F(φ, τ∗|Ωi) for τ∗
= 300 days (red) and 3000 days (blue). Panels (a)-(c) are for Ωi = ΩSM, ΩEQ, and ΩNM,
respectively. The percentages in panel (b) indicate the fraction of the globally integrated
F(φ, τ∗|Ωi) that leaves through ΩSM and ΩNM for τ∗ = 3000 days.
Figure 2.7 shows µ(Ωi, φ), the mass fraction of the stratosphere in transit from Ωi to
longitudinal grid strip at latitude φ, for each of our seven Ωi patches (panel a-c). Panel
(d) also shows µ(Ω, φ), the mass fraction that exits at φ regardless of where the air entered
(Ωi = Ω). Note that the mass fractions plotted in Figure 2.7 are normalized so that∑64
f=1
∑7
i=1 µ(Ωi, φf ) = 1 (our model grid has 64 latitudes).
The key result shown in Figure 2.7 is that the largest mass fractions of the stratosphere
return to the troposphere primarily through (i) where the air entered (Ωi), and (ii) through
the isentropic midlatitude conduits, with a larger fraction of the stratosphere destined to
NH exit latitudes than to SH exit latitudes. Furthermore, µ(Ωi, φ) quantifies exactly how
much of the stratosphere is destined for each exit latitude φ, given that it entered through
a specified Ωi. Thus, for example, ΩSM and ΩST air destined for the NH midlatitudes
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Figure 2.7: The ensemble averaged mass fraction µ(Ωi, φ) of the stratosphere that undergoes
Ωi → φ transport for Ωi in (a) the southern hemisphere, (b) the northern hemisphere, (c)
Ωi = ΩEQ, and (d) the full tropopause, Ωi = Ω. In panels (a) and (b) the percentage of the
total stratospheric mass undergoing Ωi → ΩNM transport is indicated for the color-coded
Ωi cases of these panels.
indicated in Figure 2.7a, suggesting similar paths into the NH. Preferential exit through the
NH midlatitudes compared to the SH midlatitudes is clearly evident for ΩEQ air (Figure
2.7c), and for all air regardless of entry location (Figure 2.7d).
The large fractions of the stratosphere that are in transit back to the regions where they
entered from the troposphere are visible in Figure 2.7 as the dominant peaks in µ(Ωi, φ)
for φ ∈ Ωi. These peaks can be attributed to the short-τ diffusive singularity. Excluding
residence times less than a few days in the calculation of µ (not shown) eliminates the
peaks in µ(Ωi, φ) for latitudes φ ∈ Ωi. Interestingly, the stratospheric mass fraction includ-
ing all possible entry locations, µ(Ω, φ) (Figure 2.7d), remains largest for midlatitude exit.
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This shows that the short-τ near-singular return flux does not carry enough mass to over-
whelm the contribution from air with longer residence times leaving through the isentropic
midlatitude conduits across the tropopause.
2.4.4.2 The Mean Residence Time τ¯
Stratospheric air has a broad distribution of residence times, which for given Ωi and Ωf is
given by R(τ,Ωi,Ωf )/µ(Ωi,Ωf ). A convenient summary of this distribution is provided by
its first moment τ¯(Ωi,Ωf ), the mean residence time of Ωi air that leaves the stratosphere
through Ωf , defined in equation 2.7.
Consider first τ¯(ΩEQ, φ), plotted in Figure 2.8a. For latitudes φ ∈ ΩEQ, τ¯ is very small
(∼5 days), which reflects the overwhelming importance of the eddy-diffusive return flux
through ΩEQ of air with very short residence times, where by eddy diffusion we mean the
quasi-random transport due to breaking waves, not small scale noise. From the edges of
ΩEQ to latitude ± ∼30◦, τ¯ increases to ∼2500 days in the SH and to ∼3000 days in the NH.
The fact that mean residence times are longer in the NH than in the SH, as anticipated
from the structure of f(φ, τ |Ωi), is by no means a trivial result: a stronger NH BDC might
naively be expected to lead to more vigorous flushing and hence shorter NH residence times
as compared to the SH.
However, the high-reaching paths and increased eddy diffusion win out over the stronger
advection by the residual mean streamfunction. The net effect is a longer τ¯ in the NH, where
the BDC is stronger. This underlines the fact that the BDC captures only advection by the
residual mean drift through the stratosphere and not the effects of quasi-horizontal eddy
diffusion, which is also stronger where the wave forcing is stronger.
Poleward of ∼30◦ in both hemispheres, τ¯(ΩEQ, φ) is essentially constant all the way to
the poles. While much more ΩEQ air leaves at midlatitudes than at the poles (Figures 2.4
and 2.6), rapid isentropic mixing appears to ensure that air exiting at any latitude poleward
of 30◦ has a residence-time distribution of similar shape. Consequently, τ¯ is nearly constant
poleward of ∼30◦.
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Figure 2.8: (a) The mean residence time, τ¯(ΩEQ, φ), of ΩEQ air exiting the stratosphere at
latitude φ. The thick line indicates the ensemble average, and the grey shading indicates
one standard deviation of the ensemble spread. (b) The mean residence time, τ¯(Ω, φ), of
air regardless of where it entered.
Figure 2.8b shows τ¯(Ω, φ), the mean residence time of air that exits at latitude φ regard-
less of where it entered (Ωi = Ω). The short-τ eddy diffusive φ→ φ return flux dominates
nearly the entire tropics to the degree that τ¯ is nearly zero there and dramatically reduces
τ¯(Ω, φ) at high latitudes compared with τ¯(ΩEQ, φ). At midlatitudes τ¯(Ω, φ) is also reduced
compared with τ¯(ΩEQ, φ) but only by a factor of roughly two. This attests to the substan-
tial flow of old air out of midlatitudes so that mean age does not become overwhelmed by
short-τ eddy transport, as is the case for the tropics.
2.5 Changes in STE in Response to Idealized Circulation
Changes
We now ask how the flux distributions and the residence-time partitioning of the mass
of the stratosphere respond to changes in the circulation. Capitalizing on the idealized
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nature of our model, a natural choice for inducing circulation changes is to change the
amplitude of the NH midlatitude topography. We therefore compute an additional five-
member ensemble with the topography amplitude reduced from 3 km to 1 km, keeping all
other parameters unchanged. The decreased topography reduces the flux of planetary waves
into the polar vortex; less wave drag in the middle stratosphere results in a weaker residual
mean circulation.
2.5.1 Response of Residual Mean Flow to Changes in Topography
Figure 2.9 summarizes the circulation changes. Differences are calculated with respect to
the 1-km ensemble, that is, for quantity X we define ∆X ≡ X3km −X1km. The changes in
the zonal mean zonal wind (Figure 2.9, upper panels) show that the polar vortex is weaker
and further poleward with higher topography because more planetary waves propagate up
from the troposphere and break in the stratosphere, depositing westward momentum and
decelerating the vortex. In response, the tropospheric midlatitude jet shifts equatorward
(∼40◦N → 32◦N) [see also, e.g. Polvani and Kushner (2002); Gerber and Polvani (2009)].
Correspondingly, the NH high-gradient region of the tropopause height shifts equatorward
with increased wave forcing.
Figure 2.9 (lower panels) shows the changes in the time and ensemble mean mass stream-
function Ψ∗ of the residual mean circulation [Andrews et al. (1987)]. With higher topogra-
phy the BDC strengthens throughout the NH and reaches higher into the NH stratosphere.
We note in passing that these changes in Ψ∗ are similar to the climate-change response
of the BDC simulated with comprehensive chemistry climate models by McLandress and
Shepherd [2009].
2.5.2 Response of STE to Circulation Changes
2.5.2.1 Changes in the Flux Distribution
Figure 2.10a shows the ensemble mean change ∆f(φ, τ |ΩEQ) of the flux-density distribution
of ΩEQ air as a function of φ and τ . The strengthened BDC in the NH leads to an increased
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Figure 2.9: The ensemble and zonally averaged zonal winds [u] (top) and residual mean
streamfunction Ψ∗ (bottom) for topography amplitudes of 1 km (left), 3 km (center), and
their ∆3km−1km differences (right). Note that the difference fields are shown only for the
Northern Hemisphere where the circulation changes are most pronounced. The contour
spacing for [u] is 10m/s (left, center) and 5m/s (right); the zero wind contour is bold
and easterly winds are dashed. Streamfunction contours are spaced 15 kg/m/s apart; the
zero line is bold and negative streamlines are dashed. The time and zonal mean thermal
tropopause is indicated in blue (1 km) and red (3 km).
S → T flux of ΩEQ air at high latitudes for all residence times. The equatorward shift of
the cross-tropopause isentropic conduits manifests itself as a pronounced spatially dipolar
pattern in ∆f at subtropical and midlatitudes. In the SH where the BDC does not change
appreciably, there is a suggestion of increased flux for τ < 1500 days and decreased flux for
τ > 1500 days. For τ > 6000 days, ∆f is negligible in both hemispheres.
The changes in the one-way S → T flux are more easily quantified in terms of the
cumulative flux F . To account for all possible transport pathways, we consider Ωi = Ω,





































































Figure 2.10: (a) The difference between the 3-km and 1-km ensemble and zonally averaged
flux density, ∆f(φ, τ |ΩEQ). Note the linear color scale. (b) The ensemble averaged cumu-
lative flux F(φ, 40d|Ω), which is the flux of air exiting at latitude φ that has resided in the
stratosphere for 40 days or longer, regardless of where it entered (Ωi = Ω). The ensemble
mean fluxes are shown in blue for the 1-km case and in red for the 3-km case. Grey shading
indicates the standard error of the ensemble mean. (c) The mean residence time of air en-
tering anywhere at the tropopause, τ¯(Ω, φ), for the 1-km (blue) and 3-km (red) topography
cases along with the associated standard error (grey shading).
F(φ, τ∗|Ω) for τ∗ = 40 days to capture the changes in the S → T flux away from the
nearly singular short-τ regime. In the NH, the stronger BDC leads to ∼20% larger (and
equatorward shifted) fluxes at midlatitudes and up to ∼30% larger fluxes at high latitudes.
In the SH, the cumulative fluxes decrease slightly. The changes in the flux distributions
have important consequences for the stratospheric mean residence time τ , which we examine
next.
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2.5.2.2 Changes in Mean Residence Time
Changes in τ¯ have implications for chemical composition because τ¯ provides a scale for
chemical lifetimes. Chemical species with lifetimes longer than τ¯ are likely to survive their
passage through the stratosphere and can hence reenter and influence the troposphere, while
species with lifetimes shorter than τ¯ are likely to react within the stratosphere.
Figure 2.10c shows τ¯(Ω, φ), the mean residence time of air exiting at latitude φ regardless
of where it entered (Ωi = Ω), for both the 1-km and 3-km ensembles. With a stronger BDC,
τ¯(Ω, φ) decreases by ∼300 days at midlatitudes in both hemispheres but increases by ∼500
days at high latitudes in the NH. The decrease at NH midlatitudes is what one might
expect from a faster NH BDC if the changes in circulation are advectively dominated. The
decrease in the SH, where the BDC hardly changes may be due to the following mechanism:
With a stronger NH BDC, air upwelling in the tropical stratosphere will be preferentially
transported to the NH (see also section 2.4.2). This may divert air that would otherwise
travel via the slower SH pathways through the upper stratosphere thereby decreasing the
mean residence time of air exiting in the SH.
A particularly interesting result is the substantial increase in τ¯(Ω, φ) at high NH lati-
tudes. That τ¯ would increase anywhere due to a stronger stratospheric circulation is not
a priori obvious. The increase in τ¯ points to the fact that a stronger circulation also has
higher reaching, longer paths to Arctic latitudes and stronger eddy-diffusive transport that
is not captured by the residual-mean streamfunction, Ψ∗ [see also, Holzer , 2009b]. Increased
τ for air exiting poleward of 50◦N suggests that in a future climate with a stronger BDC
there will be an increased S → T flux of long-lived (and a decreased flux of short-lived)
chemical species into the Arctic troposphere. This is likely to be a significant effect because
the flux out of the stratosphere north of 50◦N accounts for ∼10% of the total S → T flux
for air that entered anywhere and has τ > 3000 days.
While mean residence time cannot be deduced from mean age, robust changes in the two
diagnostics must be mutually consistent. That this is the case is confirmed by Figure 2.11,
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Figure 2.11: The ensemble averaged mean age Γ(r|Ω) of air entering the stratosphere any-
where at the tropopause for the 1-km (a) and 3-km (b) topography cases. The difference
∆Γ(r|Ω) between the ensembles is plotted in panel (c) for the Northern Hemisphere where
the circulation changes are most pronounced. The contour interval is 6 months for Γ and
2 months for ∆Γ, straddling ∆Γ = 0 symmetrically. The time and zonal mean thermal
tropopause for the 3-km ensemble is indicated as a heavy black line.
on the tropopause for the two topography cases. The mean age Γ(r|Ω) is computed as
the first moment of the ensemble averaged G(r, τ |Ω), normalized so that ∫∞0 G(r, τ |Ω)dτ
= 1. As expected, ∆Γ shows that Γ decreases in most places in response to a stronger
BDC. However, consistent with the increase in τ¯(Ω, φ) over NH high latitudes, ∆Γ(r,Ω)
shows an increase of ∼0.5 years in the lower stratosphere at these latitudes. Thus, longer
mean residence times for air exiting poleward of 50◦N are not only associated with slower
returns to the tropopause, but also with slower paths from the tropopause into the lower
stratosphere.
2.6 Summary and Conclusions
We have presented the first well defined one-way flux diagnostics of STE. At the center of
our analyses is the flux density distribution, f(Ωf , τ |Ωi), that partitions the one-way, or
“gross,” cross-tropopause mass flux with respect to residence time τ in the stratosphere,
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entry region Ωi, and exit region Ωf . The flux density distribution robustly captures the
Ωi → Ωf flow through the stratosphere without being rendered ill-defined by the short-
τ eddy-diffusive singularity for overlapping Ωi and Ωf – the diffusive singularity merely
imparts short-τ structure to the distribution. In addition to quantifying the one-way flux,
suitable integrations of the flux density yield the ensemble averaged mean residence time
in the stratosphere, τ¯(Ωi,Ωf ), and the ensemble averaged mass fraction µ(Ωi,Ωf ) of the
stratosphere undergoing Ωi → Ωf transport. To the best of our knowledge, this is the
first application of these diagnostics to STE and the first calculation of the one-way flux
distribution for transport across a time-evolving surface.
We performed our analysis in the context of an idealized model, run under perpetual
DJF conditions. The model has topography only in the NH resulting in a hemispherically
asymmetric BDC that is stronger in the NH. Our main findings are as follows:
• The latitudinal structure of the flux density of tropical air, f(φ, τ |ΩEQ), reveals sev-
eral key features of STE. The flow of ΩEQ air back through equatorial patch ΩEQ is
dominated by short-τ diffusive fluxes that rapidly decay with increasing τ because a
barrier to horizontal transport prevents a return to the tropics following upwelling and
spreading to higher latitudes. For τ ∼200 days, the dominant feature of f(φ, τ |ΩEQ)
is persistent fluxes at midlatitudes where isentropes cross the tropopause. These mid-
latitude fluxes of ΩEQ air capture paths with a wide distribution of residence times
and exhibit strong hemispheric asymmetry particularly for old air.
• Analysis of µ(Ωi, φ), the ensemble averaged mass fraction of the stratosphere in transit
from Ωi to exit at latitude φ, shows that most of the stratospheric air mass returns to
the troposphere via two pathways: (i) air recrosses the tropopause where it entered
and (ii) air crosses the tropopause isentropically at midlatitudes. While a substantial
fraction of the stratosphere returns through the short-τ dominated Ωi → Ωi “short
circuits”, the largest mass fraction of the stratosphere regardless of entry location re-
turns isentropically through midlatitudes with a broad range of residence times. The
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short-τ near-singular return flux does not carry enough mass to overwhelm the contri-
bution from air with longer residence times that leaves isentropically at midlatitudes.
• An intriguing result from the idealized model is that the mean residence time τ of
air exiting through the NH is longer than the mean residence time of air exiting
through corresponding SH latitudes. For exit at midlatitudes, τ is nearly twice as
large in the NH. This was certainly not a priori obvious given that the stronger NH
BDC circulation might be expected to flush the NH stratosphere more efficiently.
However, a higher-reaching residual mean streamfunction, a more turbulent, eddy-
diffusive stratosphere with more breaking Rossby waves, and more frequent sudden
stratospheric warmings, all combine to lengthen the advective-diffusive paths through
the NH stratosphere. Remarkably, compared to the SH, these effects win out over
faster advection by the residual mean streamfunction.
• We quantified how STE changes in response to changes in the circulation induced by
varying the amplitude of the idealized NH topography. The mean residence time of
air, regardless of where it entered the stratosphere, is reduced by ∼300 days for exit at
midlatitudes in either hemisphere, while the mean residence time for exit at high NH
latitudes increases by ∼500 days. Consistently, the mean age decreases throughout
the stratosphere, except in the lowermost NH stratosphere where it increases by ∼0.5
years.
Comparing the effect of increased topographic wave forcing between the hemispheres
and between the 1-km and 3-km amplitude ensembles shows that the control of topo-
graphic forcing on tropopause-to-tropopause transport is subtle and involves competing
mechanisms. Compared to no topography at all, the stronger residual mean circulation
with topographically forced waves is dominated by increased eddy-diffusive recirculations
and longer effective paths. As a result NH one-way fluxes persist longer than their SH
counter parts with correspondingly longer mean residence times. However, when increas-
ing the topography amplitude from 1km to 3km, the resulting stronger wave driving is
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less successful at further enhancing eddy diffusion and the faster residual mean circula-
tion leads to reduced mean residence times except for air exiting at high latitudes in the
NH, where lengthened paths and increased eddy diffusion further increase mean residence
time. The fact that competing mechanisms control the integrated advective-eddy-diffusive
transport through the troposphere underlines the fact that advection by the residual-mean
streamfunction cannot fully capture tropopause-to-tropopause transport.
While beyond the scope of the current study, more systematic investigations of the
dependence of stratospheric mean residence times on the amplitude of forced waves and
analytical modeling of simplified stratospheric circulations are needed for a detailed under-
standing of how these waves, and more generally the competition between diffusion and
advection, control STE.
Our analysis exploits simplifications afforded by the stationarity of the ensemble mean
flow. For time-varying flows, computation of the mass of the stratosphere at a given time
that will ultimately have a specified residence time would require many tracers. However,
for time-varying, non-ensemble averaged flow it is natural to partition not the entire mass of
the stratosphere, but only the mass of the air that enters through a specified entry patch Ωi
during a specified time interval. The partitioning of this Ωi air mass according to residence
time and exit location can be computed from its flux-density distribution as was done here,
except that the mass and time integral of the boundary propagator for Ωi air must be
explicitly normalized a posteriori [for details, see Holzer(a), (b) [2009].
Finally, we emphasize that the diagnostics explored in this paper in the context of an
idealized model are straightforward to compute within any circulation model capable of
carrying conservative tracers. The flux density distribution, and the diagnostics derivable




Seasonal Ventilation of the Stratosphere: Robust Diagnostics
from One-Way Flux Distributions
3.1 Introduction
The stratosphere-troposphere exchange (STE) of mass and tracers strongly influences the
chemical and radiative properties of the upper troposphere and lower stratosphere [e.g.
Morgenstern and Carver (2001); Park et al. (1999); Jing et al. (2005); Hegglin et al.
(2006); Pan et al. (2006)]. Several studies have investigated the impact of STE on tro-
pospheric species like ozone and nitrous oxide, with Liang et al. [2009] finding that as
much as 78% of ozone in the Arctic upper troposphere is attributable directly to trans-
port from the stratosphere. STE has also been shown to play a key role in setting the
springtime maximum in northern hemisphere (NH) ozone [Danielsen and Mohnen (1977),
Stohl et al. (2000), Monks et al. (2000)] and in determining the seasonal cycles of tropo-
spheric species including Strontium-90, Beryllium-7 [Fry et al. (1960), Dibb et al. (2003)],
chlorofluorocarbons, and nitrous oxide [Nevison et al. (2004), Liang et al. (2008)].
The tropical tropopause layer (TTL) is an important source of air for the stratosphere
and provides the likely boundary condition for stratospheric water vapor [Holton et al. (1995)].
In order to understand the key role that the TTL plays in setting the distributions of water
vapor and other trace species, numerous studies have documented the “tape recorder”-like
propagation of seasonally varying water vapor [e.g. Mote et al. (1996); Schoeberl et al.
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(b) (2008)] and carbon monoxide [e.g. Randel et al. (2007); Schoeberl et al. (a) (2008);
Abalos et al. (2012)] from the tropical tropopause into the interior of the stratosphere.
Few studies, however, have assessed the seasonality of stratospheric transport from the
tropopause back to the tropopause. To the best of our knowledge, no studies have doc-
umented how seasonal transport variations at the tropical tropopause affect fundamental
stratospheric transport timescales like the time that air resides between entering and exiting
the stratosphere. Transport through the TTL has a seasonally recurring component that is
associated with the large-scale circulation and with convection; other variations occur more
episodically. Volcanic injections of sulfate aerosols into the stratosphere, for example, occur
infrequently but constitute the largest source of natural perturbations to the stratosphere
with significant impact on global surface temperatures [McCormick et al. (1995)]. In light
of the key role that STE plays in impacting not only stratospheric and tropospheric chem-
istry, but also surface climate, it is imperative that its seasonality be quantified in a robust,
reproducible manner.
Numerous studies have focused on diagnosing cross-tropopause transport using one-
way stratosphere to troposphere (S → T) and troposphere to stratosphere (T → S) fluxes.
Hall and Holzer [2003] showed, however, that unless additional constraints are imposed
on either where air enters/exits the stratosphere and/or how long that air spends in the
stratosphere (i.e., residence time) these one-way fluxes are fundamentally ill-defined because
of an eddy-diffusive singularity at zero residence time. In recognition of this, Orbe et al.
[2012] introduced a robust numerical procedure for obtaining the one-way air-mass flux in
an atmospheric transport model partitioned with respect to stratospheric residence time,
τ , and with respect to the regions where air enters the stratosphere and returns to the
troposphere. This partitioned flux, or flux distribution, quantifies the ventilation of the
stratosphere much along the lines Primeau and Holzer [2006] quantified the ventilation of
the ocean. The one-way flux distribution thus quantifies the one-way flux without being
rendered ill-defined by the eddy-diffusive singularity.
Here we extend the idealized study of Orbe et al. [2012] for statistically stationary flow
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to comprehensively modelled seasonally varying flow. Orbe et al. [2012] used integrations
with a dry dynamical core run under perpetual northern hemisphere (NH) winter conditions
to illustrate the latitude and residence-time structure of the zonal mean one-way flux across
the thermal tropopause for the model’s idealized climate. However, these idealized results
did not quantify these diagnostics for the real atmosphere because of the model’s lack of
moist thermodynamics, seasonality, and other key physical processes such as boundary layer
turbulence and a detailed representation of radiative processes. The goal of this study is
to determine the one-way air mass fluxes and associated stratospheric residence times for a
comprehensively modeled realistic atmosphere.
We calculate one-way stratosphere-to-troposphere flux distributions in the Goddard
Earth Observing System Chemistry Climate Model (GEOSCCM). The seasonal forcing,
representation of moist thermodynamics, topography, and surface fluxes enable us to quan-
tify estimates of one-way STE for a realistic atmosphere in terms of the one-way air mass flux
and diagnostics derived therefrom. Special attention is paid to quantifying the seasonality of
the flux with respect to the month of year (1) when air enters the stratosphere (2) when the
mass of the stratosphere is partitioned and (3) when air exits back to the troposphere. Our
model results provide a benchmark for quantifying the tropopause-to-tropopause transport
through the stratosphere.
3.2 Theory of One-Way Flux Distributions
We quantify one-way STE across a thermal tropopause [WMO (1957)]. To track air parcels
during their transit from where they enter the tropopause at region Ωi, to the tropopause
point of exit, rΩ, we use the boundary propagator Green’s function G (which has dimensions
of inverse time) so that G may be thought of as a tracer label that is applied to air on Ωi
at ti and removed at rΩ at time (ti, ti + dti). Physically, G(r, t|Ωi, ti)dti is the mass fraction
of air at position r and time t that had last Ωi contact during (ti, ti + dti). The quantity G
also has the interpretation of being the age spectrum for air entering the stratosphere at the
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tropics at time ti [Hall and Plumb (1994)] and, to the degree that the flow is statistically
stationary, G is also the distribution of transit times since last contact with the tropopause
(i.e., transit time distribution, the distribution of air with times (t − ti, t − ti + dti) since
last contact with Ωi).
The boundary propagator G is computed as the passive tracer response to a pulse in




(ρG) +∇ · J = 0 , (3.1)
where J is the advective-diffusive mass flux of G, and ρ is the density of air. For the generic
case of advection with velocity u and Fickian diffusion with diffusivity tensor K, we have
J = (ρu−ρK∇)G. The tropopause boundary conditions for G [Holzer and Hall (2000)] are
G(rΩ, t|Ωi, ti) = ∆(rΩ,Ωi)δ(t− ti) , (3.2)
where δ(t − ti) is the usual Dirac delta function and the surface mask ∆(rΩ,Ωi) = 1 if rΩ
lies on Ωi, and ∆(rΩ,Ωi) = 0 otherwise. Note that a boundary condition of zero applies to
the entire tropopause for t > ti. This ensures that the G label is removed on repeat contact
with the tropopause.
The one-way S → T air mass flux through rΩ that has resided in the stratosphere for a
time in the interval (τ, τ + dτ) is given by J (rΩ, ti + τ |Ωi, ti)dτ , where J is the component
of J that is normal to the tropopause. Note, however, that we do not calculate these fluxes
explicitly; instead, we use a mask-budget approach introduced by Orbe et al. [2012] that is
more robust and drastically simplifies our calculations (see experimental design, section 3).
Thus the flux, J , is a flux-density distribution that partitions the flux of air entering at Ωi
at ti through rΩ according to residence time τ [Primeau and Holzer (2006)]. The boundary
conditions (2) ensure that there is no return flux of Ωi air from the troposphere so that J
is the one-way, or gross, S → T flux with dimensions of mass/area/time2.
While J is interesting in itself, Primeau and Holzer [2006] show that J can also be
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used to obtain the integrable distribution R defined so that Rdτd2rΩ is the mass of the
stratosphere in transit at time t that entered at Ωi and will exit at rΩ after a stratospheric






gives the entire mass of the stratosphere at time t. The residence time distribution, R, (also
“transport mass distribution” [Holzer and Hall (2008)]) is given by:
R(τ,Ωi, rΩ; t) =
∫ t
t−τ
dti J (rΩ, ti + τ |Ωi, ti) . (3.3)
Physically, (3) states that the mass in transit at time t whose residence time will lie in the
interval (τ, τ + dτ) consists of air that entered the stratosphere at times t-τ through t and
will leave the stratosphere a time τ later at rΩ. In the case of steady flow (3) becomes
R = τJ , which states that if the steady flux of fluid whose residence time is in the interval
(τ+dτ) acts for a time τ , the mass of the stratosphere in that residence-time interval will be
flushed out [Primeau and Holzer (2006)]. Note that for annually repeating cyclostationary
flow, R depends on t only through t˜ ≡ t mod 1 year, i.e., only on the time of year at which
we partition the mass of the stratosphere.
The distribution R is usefully summarized by its moments. The mass, µ, that is in
transit at time t from Ωi to rΩ regardless of residence time is given by




dτ R(τ,Ωi, rΩ; t) , (3.4)
where d2rΩ is the area of the grid box centered at rΩ and the mean Ωi → rΩ residence time
is given by






dτ τR(τ,Ωi, rΩ; t) . (3.5)
Orbeetal . [2012] point out that τ¯ provides an upper bound on the time available for the
mass of the stratosphere in transit from Ωi to rΩ at time t to be subjected to stratospheric
chemistry.
The flux distribution J is the fundamental transport diagnostic at the core of our
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analysis. Using a comprehensive general circulation model we provide the first diagnosis
of quantitatively realistic one-way STE in terms of one-way flux distributions, the mass in
transit from Ωi → rΩ, and the mean residence time of this mass. We focus, in particular,
on the seasonal variations of these fundamental transport diagnostics.
3.3 Experimental Design
3.3.1 The Model
We use GEOSCCM version 2, which couples the GEOS5-GCM [Rienecker et al. (2008)]
with a comprehensive stratospheric chemistry package [Douglas et al. (1996)]. The model
has a horizontal resolution of 2◦ latitude by 2.5◦ longitude with 72 vertical levels extending
from the surface to 0.01 hPa. The model is forced with annually repeating 2010 green-
house gases (GHG) and ozone depleting substances (ODS) under the A1B and A1 scenar-
ios respectively [Intergovernmental Panel on Climate Change (2001), WMO (2007)]. Sea-
surface temperatures and sea ice concentrations are 2000-2019 time averages taken from an
integration of NCAR CCSM Model 3.0 subject to A1B GHG forcing. Solar forcings are
held constant and there is no representation of the quasi-biennial oscillation (QBO).
Spin-up to a statistically stationary state takes 10 years after which we introduce our
diagnostic tracers that are passively advected using a flux-form semi-lagrangian scheme
[Lin and Rood (1996)]. There is no explicit tracer diffusion term. Compared to other CCMs,
GEOSCCM performs well in terms of its mean stratospheric dynamical and thermal struc-
ture, trace gas distributions, and their decadal changes in the recent past [SPARC CCMVal (2010)].
While the model underestimates tropical interannual variability due to the lack of a QBO
this is not expected to impact significantly on mean tropical transport [Li et al. (2012)].
3.3.2 The Diagnostic Tracers
The tropopause is defined using the standard WMO definition [WMO (1957)] and computed
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Figure 3.1:
Schematic illustration of tropopause-to-tropopause transport through the stratosphere. Air
enters the stratosphere at time ti, is in transit at time t˜, and exits back to the troposphere
at time tf . Air in the interior of the stratosphere has a transit time t− ti since last contact
with the tropopause; air leaving the stratosphere has resided in the stratosphere a time
τ ≡ tf − ti since entering at the tropopause.
into t e upper stratosphere is through the tropical tropopause, we consider only a single
entry region, Ωi, namely the tropopause from 10
◦S to 10◦N. The boundary conditions (2)
are enforced by broadening the δ-function to a square pulse of duration δti = 30 days and
amplitude 1δti . In practice, ∆(rΩ,Ωi), defined in (2), is extended for numerical convenience
throughout the depth of the troposphere [Orbe et al. (2012)].
Here we explore J for seasonally varying flow so that J depends explicitly on (1) when
air enters the stratosphere (i.e., entry time ti) and (2) when air exits the stratosphere (i.e.,
exit time tf ). Figure 3.1 shows a schematic of a fluid element traversing the stratosphere.
This fluid element is in transit at time t at an interior stratospheric point r, has had a
transit time t − ti since last tropopause contact, and leaves the stratosphere at tf after a
residence time τ ≡ tf − ti.
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In order to probe the seasonal cycle of the one-way flux with respect to entry time ti,
we calculate an ensemble consisting of three members. The first ensemble member consists
of six pulse tracers, G(r, t|Ωi,ti), where ti = Jan, Mar, ..., Nov in the first year of the
model integration. The second and third members also consist of six pulse tracers each
that are pulsed during the same months in years two and three of the same integration.
Following Li et al. [2012], who show that an ensemble of six pulses is sufficient to capture the
seasonality of lower stratospheric age spectra in GEOSCCM, we assume that six pulses are
also sufficient for capturing the seasonal variability of J . Our use of three ensemble members
rests on the assumption that the flow is cyclostationary, that is, that the largest variability is
primarily seasonal and that interannual variability is sufficiently small compared to seasonal
variations, a reasonable assumption given the lack of a modeled QBO.
For each 30-day pulse we compute the mass flux per unit residence time, J , as the mass
of tracer-labeled air that crosses into the troposphere per time step between successive ap-
plications of the boundary condition (2) [Orbe et al. (2012)]. Equation (1) is integrated for
30 years to capture the long timescales of stratospheric transport. Integral (3) is evaluated
after linearly interpolating J to monthly ti values for residence times greater than one
month and to daily ti values for smaller residence times so that the small-τ singular be-
havior is resolved, and its contributions to µ and τ¯ accurately captured. The contributions
to the integrals in (4) and (5) for τ > 30 years account for 1% of the total residence-time
integrated flux and are evaluated analytically by extrapolating the exponential tails of G.
3.3.3 Seasonality of J : Variations with Respect to Entry Time ti
In order to illustrate the nature of the seasonality of J , we show in Figure 3.2 the ensemble-
and zonally-averaged one-way flux distribution, integrated over the NH high latitudes, com-
puted using GEOSCCM in the (ti,tf ) plane. The point of Figure 3.2 is to demonstrate that
an annually averaged flux distribution is defined as an average over the annual cycle with
respect to ti at fixed residence time τ = tf − ti. The flux denoted by J can then be decom-
posed into this mean (panel b) and deviations therefrom (panel c). Note that the deviations
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from the annual mean sum to zero along lines of constant τ (the slanted contours of panel
b).
In panel b of Figure 3.2, we introduce notation that designates annual means with
respect to the time variable tx as A(t)
tx ≡ 1T
∫ T
0 dt A(t), where tx is the time variable
(either ti, t˜, or tf ) over which we are averaging at fixed τ and T = 1 year.
3.4 Results
We present results derived from the ensemble-averaged boundary propagator. For conve-
nience we refer to air entering the stratosphere at the tropics as “Ωi air.” When emphasizing
the dependence on entry time we also refer to this air as “ti air” (e.g., “January air” or,
simply, “JAN air”). Note that to all quantities we assign the uncertainty ± σx, where σx
denotes the standard deviation of X from its ensemble mean.
3.4.1 Evolution of G
We begin by focusing on January and July air to explore the broad features of the seasonality
of STE with respect to entry time ti. Any significant details that differ for other ti are noted
below.
We find that 2.9×1018 kg more air enters the stratosphere in January than in July,
in concert with strong seasonal upwelling at the tropical tropopause during January. The
evolution of these air masses is in accordance with our understanding of the stratospheric
circulation: air entering the stratosphere at Ωi undergoes diabatic upwelling in the tropics
and isentropic quasi-horizontal transport to high latitudes.
Figure 3.3 shows the evolution with transit time of the ensemble-averaged boundary
propagator, G(r, t|Ωi, ti), mass integrated over the stratosphere poleward of 45◦N and 45◦S.
These latitudes are chosen to highlight the transport of Ωi air to high latitudes; equa-
torward of these latitudes at small residence times quasi-horizontal transport and rapid
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Figure 3.2: The ensemble mean one-way flux of air that entered through the tropical tropopause
Ωi (a zonal strip between ±10◦) at time ti and leaves poleward of 60◦N, averaged over [60◦N, 90◦N].
The seasonally varying one-way flux (a) is decomposed into a residence-time dependent annual mean
component (averaged over entry time at fixed residence time τ = tf -ti) (b) and deviations therefrom
(c).
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spectively (not shown). Physically, G(r, t|Ωi, ti)δti is the mass fraction of air at (r, t) that
had a transit time in the interval (t, t+ δti) since last contact with the tropical tropopause.
Panel (a) shows that G-labeled tropical JUL air peaks in three weeks in the NH whereas
JAN air peaks in four months. The fact that air with July entry times is more rapidly trans-
ported to NH high latitudes is consistent with the boreal summertime weakening of the sub-
tropical mixing barrier that separates the tropics from the extratropics in the lower strato-
spheric overworld [Plumb (1996), Neu and Plumb (1999), Li et al. (2012)]. Several studies
have shown that this barrier is most permeable during NH summer [Konopka et al. (2009),
Bonisch (2009)], enabling air that is confined to the tropics to be spread poleward by eddies.
This increased permeability has been associated with the extension of the Asian summer
monsoon flow well into the lower stratosphere [Dunkerton (1995), Haynes and Shuckburgh (2000),
Randel and Park (2006)].
After peaking within one year of entering, Ωi air decays exponentially with transit time.
This decay quantifies the asymptotic return of stratospheric air to the troposphere where
it is unlabeled [e.g. Ehhalt et al. (1960); Pan et al. (2006); Holzer (b), 2009 ]. Similar to
the work in Li et al. [2012], we find that the decay e-folding time of this mode is
∼ 3 years. Figure 3.3 shows that within three years G has decayed to 25% of its initial value
and variations with entry time ti have diminished substantially. Because transport into
the SH is weaker than into the NH within the first three years of entering the stratosphere
(Figure 3.3, panel a), less air returns to the troposphere in the SH and interhemispheric
differences rapidly even out during this time.
Figure 3.4 shows maps of the ensemble-averaged and column integrated boundary prop-
agator to highlight zonal variations in the transport of Ωi air (panel a). Within the first
three months (top) air is largely confined between the tropics and subtropics and merid-
ional gradients are largest at the tropospheric jets, particularly in the NH where a greater
mass of Ωi air remains because cross tropopause transport is strongly suppressed during
NH winter [Chen (1995)]. Prominent minima in G appear for both JAN air and JUL
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Figure 3.3: (a) The ensemble-averaged boundary propagator, mass-integrated over the polar caps
poleward of 45◦ (NH solid, SH dashed) for air that entered the stratosphere in January (blue) and
July (red). (b) The same, but for the one-way flux distribution, J . Shading in both panels denotes
one standard deviation of the ensemble spread.
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bottom left). This feature coincides with the Asian monsoon and is consistent with ob-
servations showing localized extrema in upper troposphere/lower stratosphere tracer fields
during NH summer, including anomalously high ozone [Randel and Park (2006)], anoma-
lously low water vapor [Rosenlof et al. (1997)], methane [Park et al. (2004)], and carbon
monoxide [Li et al. (2012)]. The south asian monsoon is a deep circulation with closed
anticyclones extending up to at least 70 hPa in July [Dunkerton (1995)]; at this level air
remains confined for several weeks compared to only a fews days in the middle troposphere
and lower stratosphere [Randel and Park (2006)]. This confinement suggests that Ωi air
trapped in the stratospheric monsoon flow has relatively ready access to the tropopause
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3.4.2 The One-Way Flux Distribution, J
The fundamental quantity at the core of this study is the ensemble-averaged one-way flux
distribution, J (rΩ, tf |Ωi, ti), which is simply the flux per unit residence time, across the
thermal tropopause of G induced by boundary condition (3.2). After discussing the season-
ality of the one-way flux with respect to entry time ti, we consider how J is distributed
over the tropopause with respect to exit time tf .
We focus first on the behavior of J for small residence times. The one-way flux of JAN
and JUL air with residence times τ = tf - ti of three months or less makes up 36±6% and
55±3% of the total flux poleward of ±45◦ (i.e., the return flux regardless of residence time)
back into the troposphere. These small-τ fluxes are larger in the NH than in the SH, as
shown in Figure 3.3 (panel b), where J has been separately integrated over each hemisphere
poleward of 45◦. Consistent with the fact that air is more rapidly transported to NH high
latitudes (see section 3.4.1), we find that the one-way flux across the NH tropopause for
air with τ < 3 months is 34±10% larger for JUL air than for JAN air. The small-τ fluxes
back into the troposphere in the SH are larger for JAN air, as expected for summertime
transport there, but the amplitudes of J for both air masses are overall larger in the NH
than in the SH so that, as in section 3.4.1, we mainly focus on the NH.
Figure 3.5 shows the dependence on latitude and residence time of the zonally-averaged
flux J . The early-τ (nearly singular) evolution is plotted with a separate color scale. This
figure shows that for a few weeks since first entering the stratosphere, J is overwhelmingly
large at the entry region (±10◦), as air readily diffuses back through the tropical tropopause,
rendering the flux there difficult to estimate robustly unless diagnostics like J are used that
partition the flux explicitly with respect to residence time. (Note this diffusion is dominantly
numerical here, because sub grid diffusion is not explicitly modelled.) A singularity at
τ = 0 is expected for Fickian diffusion in the continuum limit [Hall and Holzer (2003),
Primeau and Holzer (2006), Orbe et al. (2012)]. In Appendix B we show that the small τ
powerlaw of the divergence is independent of entry time ti. With increasing τ these large
fluxes decay rapidly and within τ ∼ 200 days J has decayed by two orders of magnitude.
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Friday, March 15, 13Figure 3.5: The ensemble- and zonally-averaged one-way S → T mass flux of air that entered the
stratosphere in January (a) and in July (b) as a function of where that air leaves and its stratospheric
residence time where ∆τ = 1 month. Note that we use two color scales, one for air with residence
times less than two years (bottom) and the other with residence times greater than two years (top).
Two linear color scales are used in order to capture the full dynamic range of J , including the large
fluxes at small residence times. The residence time axis is stretched for τ < 2 years so that the large
short-τ fluxes, and their rapid decay with τ , are visible. The vertical lines mark the edges of Ωi.
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For τ ≥ 2 days, outside the dominance of the nearly-singular behavior, the pattern of J
is strikingly different at midlatitudes than in the tropics. The one-way flux returning across
the midlatitude tropopause is made up of air that, at different stages during upwelling in
the tropics, crosses the tropical barrier isentropically and spends a broad range of times
recirculating in the extratropical stratosphere before descending back into the troposphere
[Gettelman and Sobel (2000); Seo and Bowman (2002); Holzer (a) (2009); Orbe et al. (2012)].
Note that large short-τ fluxes at midlatitudes are associated with rapid isentropic transport
to midlatitudes, not with the rapid eddy-diffusive near-singularity, because the midlatitudes
do not overlap with the tropical entry region. At larger residence times τ , extratropical
fluxes decay exponentially with the same timescale as lower stratospheric age spectra (∼ 3
years). With increasing τ , the one-way fluxes decay to zero (not shown) as all of the Ωi air
eventually returns to the troposphere.
In addition to quantifying how the spatial structure of J depends on τ it is revealing
to examine the evolution of the one-way flux with respect to entry time ti and exit time
tf , as shown in Figure 3.6, where J (rΩ, tf |Ωi, ti) has been integrated over five key latitude
bands. Large fluxes at midlatitudes are visible at small residence times (τ < 1 year) in
both hemispheres for late summer-early autumn entry times (panels b and d). The one-
way flux at high latitudes also demonstrates strong sensitivity to ti at small residence times
because quasi-isentropic transport to polar regions is suppressed when a strong polar vortex
is present. Specifically, polar fluxes are one order smaller for winter (in same hemisphere)
entry times (panels a and e) than for summer entry times.
While the flux of air with residence times τ < 2 years is seen to depend strongly on
ti, the one-way flux of older air is only weakly dependent on ti. July maxima with re-
spect to exit time tf are seasonally recurring in the tropics and may be explained in
terms of the boreal summertime weakening of the tropical-extratropical mixing barrier
[Bonisch (2009), Li et al. (2012)]. (The return fluxes back into the tropics were notice-
ably absent in the idealized work of Orbe et al. [2012] because the flow was statistically
stationary and representative only of perpetual NH winter.) In the subtropics, fluxes peak
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Thursday, January 10, 13
month at entry (    )ti
Wednesday, March 20, 13Figure 3.6: The ensemble- and zonally-averaged one-way S → T air mass flux for air entering the
stratosphere at times ti and exiting back to the troposphere at times tf , averaged over Ωf spanning
(a) the SH high latitudes, (b) the SH midlatitudes, (c) the tropics, (d) the NH midlatitudes and
(e) the NH high latitudes. The vertical axis extends to four years in order to capture the strong
seasonality of J with respect to ti at small residence times.
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in late winter to early spring (panels b and d) and at high latitudes during late summer
(panels a and e), independent of entry time. We explain this seasonality with exit time tf as
follows: in late winter/early spring, when transport from the subtropics to midlatitudes is
restricted in the presence of a strong polar vortex and its rigid barrier, suppressed mixing to
high latitudes leads to anomalously large fluxes out of the subtropics at the tropopause (i.e
late winter-early spring maxima). At high latitudes during summer when the polar vortex
is weakest, tropical and subtropical air is free to move into high latitudes and is not shunted
to low and mid latitudes (i.e late summer-early autumn maxima). Similar reasoning was
used to explain the seasonality of stratospheric age spectra in [Li et al. (2012)].
3.4.3 The Mass of the Stratosphere in Transit from Ωi → rΩ and its Mean
Residence Time
To recast and condense the information contained in the one-way flux distribution, we now
focus on the partitioning of the mass of Ωi air in transit during time of year t˜ according
to where the air eventually exits and its residence time in the stratosphere. From this
transport-mass distribution we compute µ, the mass in transit from rΩ to Ωi regardless of
residence time, and τ¯ , the mean residence time (the norm and first moment).
3.4.3.1 Transport Mass Distribution, R
Figure 3.7 shows the transport mass distribution R as a function of the month of year t˜ = t
mod 1 year during which the mass of the stratosphere was partitioned, and as a function of
the eventual residence time τ of this mass for exit through region Ωf , as in Figure 3.6 for
comparison with J . Interestingly, we find that the mass destined to return through these
regions depends strongly on t˜ only for τ ≤ 6 months. For t˜ in late summer to early fall, air
with τ ≤ 6 months (that is, air that entered the stratosphere anywhere from late winter to
late summer) is about six times more likely to be flushed back into the troposphere than
for t˜ in winter to early spring (i.e., air that first entered the stratosphere anytime from
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late summer to early winter). Furthermore, this rapid ventilation is not hemispherically
symmetric: approximately 30% more mass leaves the NH than the SH within six months
since entering the stratosphere. Correspondingly, the amplitude of the seasonal cycle of R
with respect to t˜ is about two thirds smaller in the SH. For τ > 6 months, however, it does
not matter during which month we partition the stratosphere:
∫
Ωf
d2rΩ R(τ,Ωi, rΩ; t˜) is
largely independently of t˜ for all exit regions Ωf .
3.4.3.2 Total Ωi → rΩ Mass in Transit, µ, and Mean Residence Time, τ¯
To recast and condense the information contained in the one-way flux distribution, we now
focus on the partitioning of the mass of Ωi air in transit during time of year t˜ according
to where the air eventually exits and its residence time in the stratosphere. From this
transport-mass distribution we compute µ, the mass in transit from rΩ to Ωi regardless of
residence time, and τ¯ , the mean residence time (the norm and first moment).
3.4.3.3 Transport Mass Distribution, R
Figure 3.7 shows the transport mass distribution R as a function of the month of year t˜ dur-
ing which the mass of the stratosphere was partitioned (i.e. t˜ = t mod 1), and as a function
of the eventual residence time τ of this mass for exit through region Ωf , as in Figure 3.6 for
comparison with J . Interestingly, we find that the mass destined to return through these
regions depends strongly on t˜ only for τ ≤ 6 months. For t˜ in late summer to early fall, air
with τ ≤ 6 months (that is, air that entered the stratosphere anytime from late winter to
late summer) is about six times more likely to be flushed back into the troposphere than
for t˜ in winter to early spring (i.e., air that first entered the stratosphere anytime from
late summer to early winter). Furthermore, this rapid ventilation is not hemispherically
symmetric: approximately 30% more mass leaves the NH than the SH within six months
since entering the stratosphere. Correspondingly, the amplitude of the seasonal cycle of R
with respect to t˜ is about two thirds smaller in the SH. For τ > 6 months, however, it does
not matter during which month we partition the stratosphere:
∫
Ωf
d2rΩ R(τ,Ωi, rΩ; t˜) is
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Wednesday, March 6, 13Figure 3.7: The ensemble- and zonally-averaged mass of the stratosphere (per unit residence time)
that is in transit from Ωi to rΩ during month of year t˜ and will leave the stratosphere after a residence
time τ averaged over exit regions Ωf spanning (a) the SH high latitudes, (b) the SH midlatitudes,
(c) the tropics, (d) the NH midlatitudes and (e) the NH high latitudes. The vertical axis extends to
four years in order to capture the strong seasonality of R with respect to t˜ at small residence times
and for consistency with the one-way flux distribution shown in Figure 3.6.
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largely independently of t˜ for all exit regions Ωf .
3.4.3.4 Total Ωi → rΩ Mass in Transit, µ, and Mean Residence Time, τ¯
To further summarize the information contained in R we calculate µ(Ωi, rΩ; t˜), the mass
of the stratosphere in transit from Ωi to rΩ regardless of residence time. Figure 3.8 (a)
shows maps of the rΩ dependence of µ(Ωi, rΩ; t˜), defined by equation 3.4, the mass of the
stratosphere in transit from Ωi to rΩ during month t˜, together with its zonal average. It
turns out that the t˜ dependence of µ is weak and we hence focus on the annual average
with respect to t˜. (This is not surprising because R itself depends strongly on t˜ only
for τ ≤ 1 year). One key result evident from Figure 3.8 is that the largest mass of the
stratosphere that enters in the tropics will ultimately leave primarily where (i) it entered
(Ωi) (10%) and (ii) through isentropic pathways at midlatitudes, with 51±1% and 39±2%
leaving between 10◦N-90◦N and 10◦S-90◦S, respectively. Except over Ωi, where the large
values of µ are associated with the short-τ diffusive singularity orbe, the largest masses
return to the troposphere downstream of the storm tracks.
It is useful to contrast µ with existing diagnostics of STE. While the S → T mass
fluxes diagnosed from Lagrangian trajectories by Seo and Bowman [2002] and Sprenger
and Wernli [2003] share a broadly similar geographic pattern with µ, their mass fluxes
and µ are fundamentally different diagnostics: the fluxes calculated in those studies is
computed for trajectories that start in the interior of the stratosphere, while µ captures
the mass of the stratosphere in transit between successive tropopause crossings. It is also
worth emphasizing that µ does not suffer from any singularities, and unlike the one-way
flux regardless of residence time (for rΩ ∈ Ωi), is well defined for all rΩ (mathematically
R(τ,Ωi, rΩ; t˜) is integrated with respect to τ for all rΩ).
We now focus on the mean residence time, τ¯ , of Ωi → rΩ air, defined by equation 3.5.
The mean residence time turns out to have very little variation with longitude (because
the norm µ is divided out, i.e., the amount of mass whose residence time is computed does
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Figure 3.8: Left: Map of the ensemble-averaged mass, µ, of the stratosphere in transit from Ωi to
rΩ, independent of when that air is in transit in the stratosphere. We have plotted the mass leaving
the stratosphere at rΩ per unit area (m
2) so that, when integrating over the earth’s surface, one
recovers the mass leaving the stratosphere that came in at Ωi. Right: As in the left panel, except
now shown for the zonal mean and plotted in terms of the mass leaving per degree latitude.
not come into play). We therefore consider only zonal averages of τ¯ , which are shown in
Figure 3.9. As expected from the singular behavior of J and R for small τ and rΩ ∈ Ωi,
we find that τ¯ ≤ 100 days over the tropical entry region, which reflects the overwhelming
importance of the eddy-diffusive return flux at short residence times. This behavior was
also captured in the idealized experiments of [Orbe et al. (2012)]. Mean residence times
increase with latitude to ∼ 5 years poleward of ± 30◦. Mean residence times are about
one year shorter in the NH than in the SH, reflecting the more vigorous flow and residual


























































Wednesday, March 6, 13
Figure 3.9: a) The ensemble- and zonally-averaged mean residence time, τ¯ , of Ωi air, averaged over
the time of year when the air is being partitioned. (b) Top: Tropopause variability quantified in
terms of the standard deviation of tropopause pressure from the annual mean. Bottom: Deviations
of the seasonally-varying mean residence time, ¯[τ ], from the annual mean in (a). Contours are spaced
25 days apart.
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It is important to distinguish mean residence time, τ¯ , from stratospheric mean age
evaluated at the tropopause, ΓΩ, which is defined as the first moment of the transit time
distribution from Ωi [Holzer et al. (2012)]. While both timescales are average transit times
between entry and exit at the tropopause, [Holzer et al. (2012)] show that the mean age of
air at the tropopause is an average based on J , which bins fluid elements as they are exiting
the tropopause according to stratospheric residence time τ and exit time tf , whereas mean
residence time is an average transit time based on the residence-time distribution, R, which
partitions the entire stratosphere at time t according to exit point rΩ and residence time
[Primeau and Holzer (2006)]. Therefore, mean residence time and mean age of tropical air
at the extratropical tropopause are averages over physically distinct populations of fluid
elements so that the aggregated effects of eddy-diffusive mixing manifest themselves in
different ways [Holzer et al. (2012)].
3.5 Conclusions
We have quantified the seasonal ventilation of the stratosphere in terms of flux distributions
that diagnose the transport of stratospheric air from entry at the tropical tropopause to exit
back into the troposphere. This has been accomplished with GEOSCCM, a state-of-the-art
comprehensive circulation model that provides a realistic representation of the dynamics
and transport of the atmosphere [SPARC CCMVal (2010), Strahan et al. (2011)]. The key
quantity at the core of our analysis is the one-way flux distribution, J , that partitions the
cross-tropopause mass flux of air according to where this air reenters the troposphere, rΩ,
and according to its stratospheric residence time, τ . The one-way flux distribution has been
shown to capture transport robustly without being rendered ill defined by the short-τ eddy
diffusive singularity hallholzer2003,primeauholzer,orbe.
Our previous work on one-way flux distributions exploited simplifications afforded by
the statistical stationarity of the modeled flow [Orbe et al. (2012)]. However, for realistic
atmospheric flows, seasonal variations of the transport add considerable complexity. This
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seasonality is quantified here with respect to the month of year when (1) air enters the
stratosphere, when (2) the mass of the stratosphere is partitioned, and when (3) air exits
back into the troposphere. Because of the added complexity, we consider only stratospheric
air that entered in the tropics, not the entire mass of the stratosphere as in Orbe et al.
[2012]. From the one-way flux distribution we compute the mass of the stratosphere under-
going Ωi → rΩ transport and its stratospheric mean residence times. Our main findings are
as follows:
• During the first year since entering the stratosphere, the evolution of air entering at
the tropical tropopause (Ωi air) is highly seasonal, with strong dependence on the
time of year when entry occurred. Nearly twice as much air that entered during July
(JUL Ωi air) is transported to NH high latitudes during its first three months in the
stratosphere, compared to air that entered in January (JAN Ωi air). Correspondingly,
during the first three months, 34±10% more JUL air returns to the troposphere pole-
ward of 45◦N compared to JAN air, where the uncertainty ± σx captures the standard
deviation from the ensemble mean. The faster transport of JUL air in the NH mani-
fests itself in a flux of JUL air across the tropopause poleward of 45◦N that peaks 2-3
months earlier than for JAN air confined to low latitudes until the subtropical mixing
barrier in the lower stratosphere weakens during boreal summer.
• Transport from Ωi into the SH is weaker than transport into the NH. However, the
weaker SH transport also returns air to the troposphere less quickly so that within
three years the stratospheric mass of Ωi air is distributed about evenly between the
hemispheres. After three years since entry 75% of the Ωi air in each hemisphere
has returned to the the troposphere and the evolution of Ωi air is dominated by
exponential decay with an e-folding time of ∼ 3 years as Ωi air continuously leaves
the stratosphere. Superposed on the exponential decay of the one-way return flux is a
seasonally recurring component that occurs in the tropics during summer and in the
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subtropics during spring, with peak fluxes moving to high latitudes by late summer.
This phasing between the seasonally recurring subtropical and high latitude peak
fluxes is consistent with the seasonal evolution of the polar vortex, which is strongest
in late winter/early spring, when transport from low to high latitudes is suppressed.
• The Ωi air mass returns to the troposphere primarily at the midlatitude storm tracks
(and also in the tropics due to near singular short-τ diffusive fluxes). Averaged annu-
ally over the time of year during which the air-mass in transit is partitioned, we find
that 51±1% of the Ωi air mass is destined for a return poleward of 10◦N and 39±2%
of this mass is destined for a return poleward of 10◦S, with the remainder returning
primarily in the tropics. The near-singular diffusive fluxes in the tropics are purely
numerical in our model and hence an aspect of the transport that we cannot reliably
quantify. However, the qualitative aspects of the singular fluxes do match theoretical
expectations (see Appendix) and they are consistent with modeling results in other
contexts [Primeau and Holzer (2006); Holzer (a,b) (2009); Orbe et al. (2012)].
• In contrast to the Ωi air mass regardless of residence time (see conclusion 3), the
portion of this mass with residence times less than one year depends strongly on the
time of year during which the air mass is partitioned (t˜). Specifically, the stratosphere
contains about six times more Ωi air in September that is destined for exit in the NH
within six months since entering at the tropopause than it does in March. For Ωi
air with a residence time longer than 6 months, this seasonality with respect to t˜ is
nearly negligible: During any month of year the stratosphere contains similar Ωi air
mass fractions destined for a given exit region with τ > 6 months. Consequently, the
Ωi air mass regardless of residence time (µ) has only weak seasonality with respect to
t˜.
• The annually and zonally averaged mean residence time of air undergoing Ωi → rΩ
transport is nearly zero in the tropics and increases sharply with latitude to nearly
constant values poleward of 45◦S of 5.7±0.2 years in the SH and poleward of 30◦N
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of 5.1±0.1 years in the NH. Because the amount of mass whose residence time is
computed does not come into play when calculating τ¯ , variations of mean residence
time with longitude are nearly negligible.
The eventual residence time of Ωi air has modest seasonal variations with respect
to the time of year t˜ during which the eventual residence time is projected. This
seasonality is strongest for exit in the subtropics at ∼ 20% of the annual mean. For
both hemispheres, Ωi air in transit during the summer (of that hemisphere), that is
destined for a return in the subtropics, will ultimately have a residence time that is ∼
200 days longer than the residence time of such air in transit during the other seasons.
We emphasize that the analysis presented here offers an entirely new assessment of one-
way STE that can be applied to any circulation model capable of carrying conservative
tracers. The one-way flux distribution and related quantities (of which only a few have
been explored here) diagnose the transport from the tropics, through the stratosphere, and
back to the troposphere. Other quantities derivable from the one-way flux distributions
that remain to be investigated include stratospheric mean age at the tropopause which, as
discussed in section 3.4.3.2, captures aspects of the flow that are physically distinct from
those described by mean residence time. The relationship between these timescales for
seasonally varying flow will be explored in future work.
Finally, recent studies show that future changes in STE will have important implica-
tions for the distribution of ozone [Hegglin and Shepherd (2009), Zeng et al. (2010)], for the
oxidizing capacity of the troposphere [e.g. Kentarchos and Roelofs (2003)], and for tropo-
spheric air quality [e.g. Stohl et al. (2000); Cooper et al. (2005)]. It is therefore important
to quantify how STE will change with the climate, and this will be explored in future work.
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Chapter 4
Air-mass Origin as a Diagnostic of Tropospheric Transport
4.1 Introduction
Global warming is expected to lead to poleward shifting and strengthening tropospheric jets
and a weakened Hadley circulation [Yin (2005), Miller et al. (2006)]. Because the tropo-
spheric jets, the associated baroclinic eddies, and the meridional overturning circulation are
all key in controlling the transport of energy and momentum, the question arises: What are
the quantitative effects of these circulation changes on tropospheric constituent transport?
The climate-change signature on basic state variables such as temperature, humidity, winds
and on the chemical composition, particularly ozone, has been analyzed in a vast number
of studies and continues to be of great interest. In comparison, the signature of climate
change on large-scale tropospheric transport has received relatively little attention in spite
of its importance for understanding changes in composition and global air quality, which
are not only driven by changes in chemistry and emissions but also crucially by changes in
atmospheric flow.
Here we will use an idealized atmospheric circulation model to demonstrate how changes
in tropospheric transport can be quantified in a tracer-independent manner by using syn-
thetic Green-function tracers that quantify a fundamental aspect of the atmosphere’s advective-
eddy-diffusive transport operator that is independent of any particular trace species. While
Holzer and Boer [2001] explored the issue in terms of timescales and the large-scale structure
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of tracers with specified idealized emissions, our focus here is on the spatial distribution of
rigorously defined air masses, which are a particularly simple tracer-independent transport
diagnostic ideally suited to model investigations of climate change. Because anthropogenic
and biogenic trace species originate primarily in the planetary boundary layer, and the
stratosphere is a source of ozone and cosmogenic tracers for the troposphere, we define both
planetary boundary-layer (PBL) and stratospheric (STRAT) air-mass fractions. More pre-
cisely, the PBL air-mass fraction at a point r, whose surface origin was geographic region
Ωi, is simply defined as the mass fraction of the air at r that had its last contact with the
PBL in region Ωi. An air-mass fraction can be thought of as a label of where last PBL con-
tact occurred, allowing an assessment of the relative importance of different source regions.
Stratospheric air-mass fractions are defined analogously.
Air-mass fractions thus defined are the atmospheric equivalent of water-mass fractions,
which have a long history of being used in oceanography [e.g. Tomczak (1981); Haine and
Hall (2002); Holzer et al. (2010)], but have not yet been adopted by the atmospheric-science
community. Air-mass fractions can be computed in any atmospheric transport model as
simple equilibrated tracer mixing ratios with appropriate boundary conditions. The air-
mass fractions show where, and with what dilution, air from various source regions can
be found. Air-mass fractions, and their changes, thus help to isolate the role of transport
from that of chemistry and changing emissions in shaping the atmosphere’s changing chem-
ical composition. Here we use a relatively simple, idealized model of the atmosphere to
demonstrate the utility of air-mass fractions as a first-order tracer-independent diagnostic
of tropospheric transport and its climate change.
The statistical properties of transport can usefully be referred to as “transport cli-
mate” [Holzer and Boer (2001)]. In this paper, we quantify the change in transport climate
with idealized warming by examining the difference in the climatological mean air-mass
fractions between two time-slice integrations with a “dynamical-core” circulation model
[Wang et al. (2012)]: one for idealized current conditions and another for idealized future
conditions with a specified heating in the upper tropical troposphere.
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We emphasize that it is our goal to demonstrate the use of air-mass fractions as a
diagnostic of changes in the transport climate – it is not our aim to make detailed, high-
fidelity projections for how atmospheric transport is likely to change in the future. The
climate of the dynamical-core circulation, and its change with prescribed heating, are ideal
for this purpose because they avoid the complexities of comprehensive climate models while
still capturing key dynamical large-scale changes as demonstrated by Wang et al. [2012].
Broadly, the changes in the air-mass fractions are on the order of 10% with patterns that
are interpretable in terms of changes in the mean flow and in the eddy statistics. However,
unlike the flow statistics, the air-mass fractions quantify the integrated effect of advection
and eddy diffusion along all possible paths from their origin region to the point of interest.
4.2 Theory of air-mass fractions
For definiteness, consider the air-mass fractions that label PBL origin. In order to identify
where last PBL contact occurred, we subdivide the entire volume of the earth’s PBL,
denoted by Ω, into smaller geographic regions Ωi (for example zonal strips of fixed width,
as used below). The mass fraction that had last contact with the PBL in region Ωi, and not
elsewhere, is by definition equal to unity in Ωi and equal to zero in the complement of Ωi
(the rest of Ω), denoted by Ωci . Hence a passive tracer f whose mixing ratio is in statistical
equilibrium with the boundary conditions of f = 1 in Ωi and f = 0 in Ω
c
i , without any other
sources or sinks, has the desired interpretation: The corresponding interior mixing ratio at
(r, t), denoted by f(r, t|Ωi), is the mass fraction of air that had last contact with the PBL
on Ωi and not elsewhere, that is, the mass fraction whose PBL “region of origin” was Ωi.
The boundary conditions on f may be thought of as labeling a fluid element (“particle”)
when it is in Ωi as being 100% Ωi PBL air, and removing this label (setting it to zero) as soon
as the particle finds itself in the PBL somewhere outside of Ωi. Because the interior volume
of Ω cannot be reached without passing through its surface, the labeling and unlabelling
may be thought of as occurring on the mathematical surface dividing Ω from the rest of
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the atmosphere. The mixing ratio f(r, t|Ωi) quantifies the admixture of air with Ωi labels
(“ones”), and with Ωci labels (zeros), which allows us to interpret f as the desired mass
fraction.
With this physical background, f obeys the passive tracer continuity equation without
source/sink terms
(∂t + T )f(r, t|Ωi) = 0 , (4.1)
in the interior of the atmosphere (that is, outside of Ω). In equation (4.1) T denotes the
linear advection-diffusion transport operator, and for points rΩ ∈ Ω the fractions f satisfy
the boundary condition
f(rΩ, t|Ωi) = ∆(rΩ,Ωi) , (4.2)
where ∆(rΩ,Ωi) = 1 if rΩ ∈ Ωi and ∆(rΩ,Ωi) = 0 if rΩ ∈ Ωci .
By construction, when equilibrium with the boundary conditions has been reached, the
air-mass fractions are precisely normalized so that
∑
Ωi
f(r, t|Ωi) = 1 , (4.3)
at every point r and time t. This follows from the fact that the boundary conditions (4.2)
ensure that the sum of the fraction is always held at unity over the entire PBL so that, after
all initial conditions have decayed, the sum of the fractions must be equal to the boundary
value throughout the entire atmosphere. The normalization (4.3) must hold at all points r
once equilibrium is established. Therefore, (4.3) provides a very useful numerical check for
whether equilibrium has been reached.
We note in passing that the air-mass fractions can also straightforwardly be extended
to include seasonality, that is, f(r, t|Ωi)→ f(r, t|Ωi, φ), where φ is the phase of the annual
cycle during which last contact with Ωi occurred. This has been done successfully in the
oceanic case [Holzer et al. (2010)], but we will not do so here for the sake of simplicity, and
because we will explore an application of air-mass fractions to idealized climate change with
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Figure 4.1: Schematic illustration of the PBL air-mass fractions f¯B(r|Ωi) and the STRAT air-mass
fractions f¯S(r|Ωi). The heavy black line indicates the tropopause. The air-mass fractions partition
air at point r according to where last contact occurred with (a) the planetary boundary layer (PBL),
or (b) the stratosphere. The Ωi regions are defined to be zonal strips indicated by the different colors
and identified in the text by their two-letter labels.
a model run under perpetual boreal winter conditions.
For the stratospheric (STRAT) air-mass fractions our boundary region Ω is conveniently
defined to be the entire volume of the stratosphere, which is then subdivided into geographic
regions Ωi. For the idealized circulation model considered here, we choose the Ωi to be
zonally symmetric strips for both the PBL and STRAT cases, which are shown in Figure
4.1 with a schematic illustration of the corresponding air-mass fractions at a point in the
troposphere.
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4.2.1 Connection with boundary propagator
The air-mass fractions are also equal to the transit-time integrated boundary-propagator
Green function, G(r, t|Ωi, t′), which propagates mixing ratios specified on the boundary Ω
into the interior [e.g Holzer and Hall (2000); Haine and Hall (2002); Holzer et al. (2010)].
While this connection need not be invoked to define, compute, or interpret f(r, t|Ωi), it is
nevertheless worthwhile to view the mass-fractions in this wider context to connect and con-
trast them with transit-time distributions (also called age spectra [Hall and Plumb (1994)]).
Physically, the boundary propagator G(r, t|Ωi, t′)dt′ is the mass fraction of air at (r, t) that
had last contact with Ω at subregion Ωi during (t
′, t′+dt′). Equivalently, G(r, t|Ωi, t′) is the
joint probability density distribution at (r, t) of last contact location Ωi and last contact
time t′. The mass fraction f is the corresponding marginal distribution with respect to Ωi




dt′ G(r, t|Ωi, t′) . (4.4)
Likewise, the distribution of transit times since last contact anywhere with Ω is the marginal
distribution with respect to t′ given by G(r, t|t′) =∑Ωi G(r, t|Ωi, t′), with the ideal mean age
Γ(r, t) ≡ ∫ t−∞dt′(t−t′)G(r, t|t′). Thus, the transit-time distribution (TTD) and the air-mass
fraction summarize complementary aspects of the boundary-propagator Green function: the
TTD captures the transit-time dependence regardless of surface origin, while f captures the
surface-origin dependence regardless of transit time.
4.3 Experimental Design
4.3.1 Idealized Circulation and Transport Model
To demonstrate the utility of our diagnostics we use a model of the dry atmosphere with ide-
alized thermodynamic and momentum forcings as described by Polvani and Kushner [2002].
Temperature is linearly restored to a prescribed zonally symmetric reference field that is al-
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most identical to that of Held and Suarez [1996], except for a factor to cause hemispherically
asymmetric temperature gradients to better capture perpetual December, January, Febru-
ary (DJF) conditions. This Newtonian temperature relaxation drives baroclinic eddies in
the troposphere and a polar vortex in the stratosphere via an imposed cold anomaly above
100 hPa in the Northern Hemisphere (NH). Surface friction is modeled as Rayleigh drag.
To model realistic stratospheric variability (in terms of frequency of stratospheric sudden
warmings and stratosphere-troposphere coupling), we use the configuration of Gerber and
Polvani [2009]. This configuration sets the polar vortex lapse rate to 4 K/km and imposes
3-km amplitude zonal wavenumber-2 topography in the NH midlatitudes centered at 45◦N.
We approximate the impact of increased green-house gas (GHG) concentrations by
adding to the reference (REF) configuration a prescribed localized heating centered at
∼300 hPa on the equator as in Wang et al. [2012]. The pattern of the prescribed heating
is a zonally symmetric Gaussian with a half-width of ∼27◦ in latitude and ∼25 hPa in
pressure, and an amplitude of 0.2 K/day. This pattern was chosen to produce an upper
tropical tropospheric warming of ∼5 K. (The mid-latitude surface warms by ∼1 K.) This
response is broadly similar to end-of-21st-century warming trends under the A1B emissions
scenario as predicted by comprehensive general circulation models (GCMs) in the Coupled
Model Intercomparison Project, Phase 3 scenario integrations [Meehl et al. (2007)]. In the
context of our dry model, the warming should be viewed not as a direct heating induced by
GHGs but rather as a response of a moist atmosphere to GHG-induced surface warming.
The model integrates the global primitive equations in sigma coordinates using pseu-
dospectral code developed by the Geophysical Fluid Dynamics Laboratory (GFDL). We run
at T42 horizontal resolution with 40 sigma levels, roughy equally spaced in height to 0.01
hPa. The resolution dependence of basic flow diagnostics has been documented by Wang
et al. [2012]. The sensitivity of the total upward mass flux at 100 hPa is order 10% for a
doubling of horizontal resolution, while the upward mass flux is insensitive to a doubling of
vertical resolution.
Spin-up to a statistically stationary state for the dynamical variables (not the tracers)
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takes ∼2000 days for both the REF and future (FTR) configurations. After spin-up we
introduce our diagnostic tracers and integrate them using a Lin-Rood semi-Lagrangian
scheme [Lin and Rood (1996)] for horizontal advection and a finite-volume parabolic scheme
for vertical advection [Langenhorst (2005)]. No explicit diffusion is applied to tracers, but
for vorticity, divergence, and temperature the model applies horizontal hyperdiffusion of
the form ∇8.
The model does not include moist convection or seasonal variability nor is the resolution
high enough to resolve gravity waves. However, our idealized model contains the key physical
elements for capturing the large-scale dynamical changes associated with GHG-induced
warming as typically projected for the end of the 21st century [Wang et al. (2012)]. While
our results will undoubtedly differ in quantitative detail from what a more comprehensive
model would yield, the idealized model should be adequate for capturing qualitative climate
changes in tropospheric transport while illustrating how air-mass fractions quantify such
changes.
4.3.2 Idealized REF and FTR Circulations
Figure 4.2a shows the mass stream function of the model’s 1000-day climatology, with the
dominant Hadley cell in the NH and an inter-tropical convergence zone (ITCZ) at ∼7◦S,
as expected under perpetual NH winter conditions. In the future climate, the Hadley
cell expands poleward and weakens (Figure 4.2a, bottom), which is a dynamical response
consistent with CMIP3 projections. As shown in Figure 4.2b, the model’s climatology
features tropospheric midlatitude jets centered at 40◦S and 32◦N. These jets shift poleward
under idealized climate change to ∼46◦S and ∼36◦N (Figure 4.2b, bottom). The associated
eddy kinetic energy per unit mass (EKE, Figure 4.2c) shifts poleward with the jets.
To aid with the interpretation of the idealized climate changes in the air-mass fractions,
it is useful to highlight additional key changes in the circulation. To that end, Figure
4.3 shows the changes in the residual-mean downwelling at the tropopause, in the EKE,
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Figure 4.2: a) The Eulerian time-mean mass stream function, Ψ, (b) the time and zonal mean
zonal winds, [u¯], and (c) the eddy kinetic energy per unit mass, EKE, due to both transient and
standing eddies, for the reference (top) and future (bottom) climates. The time and zonal mean
thermal tropopause is indicated by the thick grey line. The contour interval is 2× 1010 kg s−1 for
Ψ, 5 m s−1 for [u¯], and 30 m2/s2 for EKE. Thick black lines are zero contours. For Ψ, latitude ticks
mark the PBL origin regions, and for [u¯] they mark the STRAT origin regions.
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vertical velocity w¯∗ at the tropopause, and Figure 4.3b shows its climate change ∆w¯∗, as a
function of latitude. There is reduced downwelling at ∼60◦ latitude and slightly increased
downwelling at midlatitudes in both hemispheres.
Figure 4.3c shows contours of the FTR−REF difference ∆EKE superposed on the
tropopause and selected isentropes of the REF and FTR climates. The dipolar pattern
of ∆EKE in each hemisphere is located approximately at the jet altitude and indicates a
polarward shift of the EKE. Interestingly, the positive ∆EKE anomaly in the NH extends
toward the surface with important implications for the PBL air-mass fractions, as described
below. The equatorward negative ∆EKE anomaly in the NH is localized in the upper tro-
posphere. In the SH both positive and negative ∆EKE anomalies extend through most of
the free troposphere. While some extension of the EKE toward the surface can be seen
in the climate-change response of comprehensive models, this surface intensification of the
eddies is likely exaggerated in our idealized model [Lorenz and DeWeaver (2007)].
The REF and FTR mean tropopauses in Figure 4.3c show that with our representation
of future conditions the tropopause is lifted at high latitudes relative to its REF position.
Closer examination shows that this lift is in the range of 15–20 hPa, which is similar to
anthropogenically forced tropopause changes in future projections by comprehensive GCMs
[Holzer and Boer (2001), Lorenz and DeWeaver (2007)]. Figure 4.3c also shows the isen-
tropes separating the middleworld from the underworld, using the terminology of Hoskins
et al. [1987]. (The underworld is the region of the atmosphere whose isentropes lie entirely
in the troposphere, while the middleworld is the region of the atmosphere whose isentropes
cross the tropopause.) In the future climate, the isentropes separating the middle and un-
derworlds can be seen to have moved poleward in the middle troposphere relative to their
REF positions. This expansion of the middleworld is expected from the warming of the
model’s midlatitude and upper tropical troposphere. We emphasize that this shift of the
isentropes is a large-scale dynamical response to very localized upper-tropospheric heat-
ing, consistent with poleward-shifted jets in thermal-wind balance with poleward-shifted
temperature gradients.
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Figure 4.3: (a) The climatological residual-mean vertical velocity at the tropopause computed as a
vertical average of w¯∗ using Gaussian weights with a 25 hPa standard deviation centered on the time
and zonal mean tropopause. The blue (red) line is for the reference (future) climate. (b) The cor-
responding climate change difference ∆w¯∗ and its associated uncertainty (grey shading), estimated
as ±(δw¯∗REF + δw¯∗FTR). Here δw¯∗ ≡ |w¯∗1 − w¯∗2 |/2 and the subscripts 1 and 2 denote two different
1500-day means. (c) The FTR−REF change in the eddy kinetic energy per unit mass, ∆EKE,
(filled contours), the climatological tropopauses of the REF and FTR climates (heavy lines), the
approximate climatological zonal-mean boundary between the underworld and middleworld (heavy
isentropes at 285K in the SH and at 276K in the NH), and some additional representative isentropes
(265K and 275K in the SH underworld, 255K and 265K in the NH underworld, and 295K and 302K
in the middleworld). The grey-shaded region indicates our idealized PBL where Rayleigh friction
acts.
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4.3.3 The Diagnostic Tracers
4.3.3.1 Air-Mass Fractions of Last Boundary-Layer Contact
Because the idealized model has no boundary-layer turbulence parameterization, we deem
the lowest two model layers (800 hPa to the surface) to be the model’s “PBL”. This choice
is also consistent with the model’s Rayleigh drag coefficients, which decrease linearly with
σ = p/ps to zero at σ = 0.7. The PBL is partitioned into the five regions Ωi shown in
Figure 4.1a. The Ωi are zonally symmetric strips chosen to straddle the latitudes where the
tropospheric overturning circulation transitions from ascent to descent in both the reference
and future climates (Figure 4.2a). We use two-letter subscripts to identify the Ωi regions of
the PBL: SU (Southern Hemisphere (SH) underworld), SS (SH subtropics), EQ (equatorial),
NS (NH subtropics), and NU (NH underworld). Note that the SU and NU regions lie well
within the underworld (Figure 4.3c); they are not meant to define the surface extent of the
underworld. Thus defined, these regions are predominantly associated with either large-
scale ascent or descent in both the reference and future climates so that their respective
air-mass fractions can be compared for similar flow regimes.
We carry five passive PBL (subscript B) air-mass tracers fB(r, t|Ωi), one for each Ωi
region. After the dynamical variables are spun up to climatology, the fB tracers are intro-
duced and integrated for 5000 days, after which they have equilibrated (equation (4.3) is
satisfied everywhere). We then calculate the climatological means of fB over a further 3000
days of integration. Because we run in statistically stationary DJF mode, this is equivalent
to averaging over ∼30 boreal winter seasons.
4.3.3.2 Air-Mass Fractions of Last Stratosphere Contact
We identify the tropopause using the standard WMO definition [WMO (1957)]: The tropopause
is located at the lowest model level where the lapse rate decreases to 2 K/km, with no in-
crease for 2 km above that. This thermal tropopause is computed online for each time step
and at every horizontal grid point. We partition the stratosphere into five axisymmetric
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regions Ωi as shown in Figure 4.1b. These regions are chosen to be hemispherically sym-
metric and designed to straddle the midlatitude tropospheric jets in both the reference and
future climates, so that changes in the corresponding air-mass fractions can be interpreted
without worrying about the Ωi regions shifting into different flow regimes when the jets
shift slightly poleward.
To identify the five Ωi of the stratosphere we use subscripts SP (SH high/polar latitudes),
SM (SH midlatitudes), TR (tropics), NM (NH midlatitudes), NP (NH high/polar latitudes).
Because the stratospheric air masses fS only evolve in the troposphere (in the stratosphere
their values are held at either zero or unity), we need to integrate only for 3000 days for fS
to reach equilibrium. The climatological means are then evaluated over a further 3000 days
of integration.
For both fB and fS , we verified that stationary-state fluctuations of a 1500-day mean
are about an order of magnitude smaller than the diagnosed climate changes ∆fB and ∆fS .
We may therefore rest assured that climate changes in the 3000-day mean air-mass fractions
are robustly detected and not obscured by natural variability.
4.4 Results
The air-mass fractions defined here have characteristic climatological distributions and re-
sponses to our idealized global warming that we now examine systematically. For our
statistically stationary perpetual DJF flow, it suffices to focus on the time and zonal mean
air-mass fractions denoted here simply by f¯ . Because the air-mass fractions sum to unity at
every point (Eq. (4.3)), the climate changes ∆f¯ must sum to zero:
∑
i ∆f¯(r|Ωi) = 0. Hence,
in terms of the air masses, climate change means a change in the relative proportions of the
air masses, with an increase in any single air mass always being compensated by decreases
in one or more of the other air masses.
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4.4.1 PBL air-mass fractions
First, we examine the equatorial PBL air-mass fraction, f¯B(r|ΩEQ) or simply “ΩEQ air”,
shown in Figure 4.4 (central row). The ΩEQ region straddles the ITCZ, a region of low-
level convergence and upper-level divergent outflow. Consequently, f¯B(r|ΩEQ) is high (>
0.5) in the middle- and overworlds, and small throughout the underworld, again using the
terminology of Hoskins et al. [1987]. The underworld is filled with PBL air of non-equatorial
origin (see also below). A finer contour interval (not shown) reveals that in the stratosphere
the maximum values lie in the tropics where ΩEQ air enters the stratospheric overworld from
the troposphere. The high fractions in the upper middle and high-latitude troposphere are
due to exchange with the stratosphere, which is nearly saturated with ΩEQ air (see also
section 4.4.2 below, where we examine the effect of eliminating stratospheric pathways from



































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The FTR−REF climate-change difference ∆f¯B(r,ΩEQ) plotted in Figure 4.4 (right col-
umn, central row) reveals positive anomalies that are roughly aligned with the isentropes at
the boundary between the middle and underworlds. This indicates a poleward expansion of
the ΩEQ air mass in response to an expanding tropospheric middleworld (Figure 4.3). That
the poleward expansion of the air mass is largest in the NH is expected from the dominant
NH Hadley cell in our perpetual DJF regime. Globally integrated, the free-tropospheric
ΩEQ air mass increases by 3%.
In addition to positive anomalies, ∆f¯B(r|ΩEQ) has smaller negative anomalies localized
at high latitudes just under the tropopause and extending to the mid troposphere. The
reduced ΩEQ air at these locations in the future climate corresponds to first order to an
upward shift of the f¯B(r|ΩEQ) vertical profile by ∼20 hPa and is therefore most likely a
consequence of the high-latitude lift of the tropopause.
Consider now the NH subtropical ΩNS air-mass fraction (Figure 4.4, fourth row), which
represents 10% of the mass of the free troposphere (Table 4.1). The ΩNS origin region
straddles isentropes from both the middle and underworlds. The plume of the ΩNS air
mass extends to the tropopause and is broadly aligned with the isentropes, underlining
the predominantly adiabatic transport. Poleward from the source region the ΩNS plume is
diluted as it mixes with PBL air from elsewhere. The ΩNS air mass responds to changes in
the mean state by “getting out of the way” of the expanding equatorial air mass and also
to changes in the midlatitude eddies, as we now examine further.
Comparing the ΩNS plumes for the FTR and REF cases, we see that in the future model
climate the plume is of weaker amplitude. This reduced amplitude is at least in part due
to less effective escape from the PBL (as opposed to more effective mixing and dilution), as
evidenced by a 26% reduction in the global burden of the ΩNS air (Table 4.1). The climate
change ∆f¯B(r|ΩNS) plotted in Figure 4.4 (right column, fourth row) shows a large negative
anomaly where the ΩEQ air mass had a dominant positive anomaly, which means that the
same mechanism is at play: The isentropes are shifted poleward, decreasing the ΩNS air
above the ΩNS region, while increasing the ΩEQ air there.
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At higher latitudes the changes ∆f¯B(r|ΩNS) may be understood in terms of changes
in mixing along isentropes by baroclinic waves. To interpret the changes in ΩNS air in
terms of changes in stirring and mixing, we overlay the anomaly panels of Figure 4.4 with
contours of ∆EKE (see also Figure 4.3). As a consequence of the poleward shift of the
EKE, eddies in the future climate are less effective at mixing PBL air adiabatically away
from the subtropical ΩNS region (as already noted above), but more effective in diluting
this air at middle and high latitudes. In the SH, the subtropical ΩSS air mass undergoes
broadly similar changes as the ΩNS air mass, but with much reduced amplitude due to the
perpetual DJF regime, which has a stronger warming response in the NH.
Next, we examine the middle and high-latitude ΩNU PBL air-mass fraction (Figure 4.4,
bottom row), which represents 10% of the mass of the free troposphere (Table 4.1). As
the subscript suggests, this air mass is largely confined to the underworld. The plot of
∆f¯B(r|ΩNU) in Figure 4.4 reveals that the future model climate has increased ΩNU air in
the upper NH underworld, with a global burden that is 9% larger in the future (Table
4.1). Thus, ΩNU air escapes the PBL more successfully, which we attribute to more efficient
isentropic stirring and mixing by eddies over the southern edge of the ΩNU origin region as
suggested by the fact that the EKE is shifted poleward and surface intensified toward ΩNU.
The additional ΩNU air that escapes the PBL is then transported and mixed isentropically
to high latitudes resulting in positive ΩNU anomalies in the upper high-latitude troposphere.
Note that this increase in ΩNU air is complementary to the decreases in ΩNS and ΩEQ air
in the same region of the troposphere, ensuring that all the ∆f¯ sum to zero. In the SH
a broadly similar increase of ΩSU air in the upper middle and high-latitude troposphere
is apparent. The small negative anomaly of ΩSU air over the equatorward edge of ΩSU
might be due to weakened EKE there. The globally integrated free-tropospheric ΩSU and
ΩSS air masses do not change significantly in the future because their positive and negative
anomalies tend to cancel in the integral.
In the stratosphere, the changes for all PBL air-mass fractions are smaller than ±0.02
and hence not visible with the contour interval of Figure 4.4. A finer contour interval
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(not shown) reveals weak negative anomalies of ΩEQ air throughout the entire stratosphere.
These negative anomalies are at most 20% as large as the tropospheric anomalies and
likely due to a weakening of upper-level outflow at the ITCZ (Figure 4.3a). The negative
stratospheric anomalies of ΩEQ air are largely compensated by weak positive anomalies of
subtropical ΩSS air, which are likely due to the following: In the future, ΩSS air in the SH is
transported less to the high-latitude troposphere via adiabatic stirring, resulting in negative
anomalies there. However, in the future ΩSS air is nearly as successful in escaping the PBL,
with a nearly unchanged global burden (Table 4.1). This means that in the future more
ΩSS air enters the low-level convergence zone of the Hadley circulation, where it is carried
into the upper troposphere and entrained into the mean upwelling of the stratosphere.
Interestingly, the NH subtropical ΩNS air mass does not display similar anomalies in the
stratosphere, possibly because the ΩNS straddles the descending branch of the NH Hadley
cell such that no significant amounts of ΩNS air enter the ITCZ in either the FTR or REF
climates.
4.4.2 The troposphere-only portion of PBL air
Here we ask how much of the PBL air passes through the stratosphere, which is of interest
because the photochemical environment of the stratosphere is very different from that of
the troposphere and because up to about 20% of the interhemispheric surface-to-surface
transport has been estimated to pass through the stratosphere [Holzer (2009b)]. We can
straightforwardly determine the fraction of tropospheric PBL air that has never passed
through the stratosphere, or equivalently the fraction that stays strictly in the troposphere
denoted by fTB , by computing f
T
B exactly like fB but additionally imposing f
T
B = 0 for all
points in the stratosphere. Once fTB has been computed, the part of fB that does pass
through the stratosphere is then simply determined as the residual fSB = fB − fTB .





equatorial PBL air-mass fraction (ΩEQ) of the REF climate. The figure demonstrates that
essentially all the PBL ΩEQ air mass that can be found in the extratropics, and even in the
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uppermost tropical troposphere outside the central equatorial region, is either maintained
via transport through the stratosphere or is in constant exchange with the stratosphere.
The pattern of f¯SB shows two plumes of ΩEQ air reaching down toward the surface along
the isentropes that cross the tropopause, which highlights the importance of adiabatic
stratosphere-troposphere exchange and quantifies the local fraction of ΩEQ air undergoing
such exchange. For example, at 500 hPa as much as ∼35% of the ΩEQ air has passed
through the model’s stratosphere.
Table 4.1 shows that about 70% of the entire PBL air mass in the free troposphere never
reaches the stratosphere, and that about half of this air is ΩEQ air. The free tropospheric
ΩEQ air mass that never reaches the stratosphere (36% of the total free tropospheric mass)
represents just over half the total tropospheric ΩEQ air mass (61% of the total free tropo-
spheric mass, Table 4.1). The ΩNS and ΩSS air masses reach the stratosphere primarily
isentropically, with roughly 20% of their total mass being exchanged with the stratosphere.
The ΩNU and ΩSU PBL regions lie well within the underworld outside of the convergence
region of the Hadley circulation and are hence largely shielded from the stratosphere.
Table 4.1 reveals that, in our idealized model, only the NH ΩNS and ΩNU air masses
see significant climate changes in their tropospheric components. Because these air masses
lie mostly in the troposphere to begin with, the relative changes in their troposphere-only
components ∆f¯TB/f¯
T
B are similar to the relative changes in the corresponding total free-
tropospheric air masses ∆f¯B/f¯B, although reduced in magnitude because of the missing
component that does exchange with the stratosphere.
4.4.3 STRAT air-mass fractions
We now examine where air in the troposphere was last in contact with the stratosphere.
We begin by focusing on ΩTR air defined to have had last tropopause contact in the tropics
(Figure 4.6, middle row). To a first approximation ΩTR air does not contribute significantly
to the troposphere, with a global burden that is less than 4% of the mass of the free







































Figure 4.5: The REF climatology of the partitioning of the ΩEQ PBL air-mass fraction f¯B (top)
into its troposphere-only component f¯TB (center) and the component that does visit the stratosphere
f¯SB = f¯B − f¯TB (bottom). The thick white line indicates the tropopause and thin white lines, the
isentropes (contours every 30 K).
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upwelling across the tropopause (see also Figure 4.2). Nevertheless, there is some diffusive
leakage into the upper troposphere in the presence of very high vertical gradients. Because
this diffusion is purely numerical in our model, this small effect is likely not a robustly
modeled feature of the atmosphere. The highly localized negative anomaly of ∆f¯S(r|ΩTR)
(Figure 4.6, right column) may be due to a slight uplifting of the tropopause there (and
possibly a slight increase in upwelling) (Figure 4.3b), in combination with a weakened










































































































































































































































































































































































Table 4.2: Climatological mean fraction f¯S of the global mass of the troposphere (including the
PBL) that was last in contact with the stratosphere at the tropopause origin regions indicated.
Shown are the values for the reference climate and the absolute (∆f¯S) and relative (∆f¯S/f¯S)
FTR−REF climate change.
origin f¯S [%] ∆f¯S [%] ∆f¯S/f¯S [%]
NP 20. −2.5 −13.
NM 36. 0.78 2.
TR 3.8 −1.1 −29.
SM 19. 3.5 19.
SP 21. −0.7 −3.
Σf¯ 100. 0.
Air of midlatitude stratospheric origin (Figure 4.6, second and fourth rows) makes a
much more significant contribution to the troposphere: The ΩSM and ΩNM air masses
account for 19% and 36% of the global tropospheric mass, respectively (Table 4.2). These air
masses are efficiently transported isentropically into the upper troposphere where they are
entrained into the downwelling branch of the Hadley cell. The ΩSM and ΩNM air then enters
the ITCZ, ascends, and is detrained aloft into both hemispheres. In the source hemisphere,
these air masses spread from the main plume to high latitudes through isentropic mixing.
The interhemispheric transport of ΩSM air is much weaker than for ΩNM air because of a
weaker SH Hadley cell in our perpetual DJF circulation.
The climate-change anomalies for the ΩSM and ΩNM air masses (Figure 4.6) are positive
in the source hemisphere and slightly negative in the opposite hemisphere. (The negative
anomalies of ΩSM air in the NH are not visible with the contour interval of Figure 4.6.) The
positive anomalies in the source hemisphere are due to a combination of increased isentropic
stirring and mixing across the tropopause and moderately increased mean downwelling
across the midlatitude tropopause (Figure 4.3b). The former is indicated by the positive
anomalies of ∆EKE that are centered on the tropopause roughly within the ΩSM and
ΩNM geographic regions. (The ΩSM region also straddles the negative ∆EKE anomalies on
the equatorward flanks of the jet, but these are mostly located within the interior of the
troposphere.)
The increases in the ΩSM and ΩNM air-mass fractions extend to the surface, where they
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correspond to relative increases of ∆f¯S/f¯S ' 25–30% for ΩSM and 5–15% for ΩNM. The
greater change for ΩSM air is in part due to the fact that the interhemispheric transport of
the ΩSM air mass is weaker than that of the ΩNM airmass for our hemispherically asymmetric
perpetual DJF flow. Thus, increased amounts of ΩSM air will tend to stay in the SH. The
increases of ΩSM air in the SH are compensated by decreases in ΩNM air due to decreased
interhemispheric transport, and by decreases in ΩSP air, which are discussed below. The
localized positive anomaly of ΩNM air in the upper troposphere at ∼65◦N is likely caused by
reduced dilution with high-latitude stratospheric air due to decreased downwelling across
the tropopause in this region. This decreased downwelling is reflected in weakened negative
w¯∗ in the future, as seen in Figure 4.3 (the positive ∆w¯∗ anomaly at ∼60◦N). The fact that
the maximum positive anomaly of ΩNM air occurs slightly poleward of the maximum ∆w¯
∗
reflects the fact that the air-mass changes are not solely governed by changes in the residual
mean circulation but importantly also by changes in the quasi horizontal eddy diffusion.
The negative ΩSM and ΩNM anomalies in the non-source hemisphere are due to reduced
interhemispheric exchange, a consequence of a weakened Hadley circulation. On a global
average, there is greater cancellation between positive and negative anomalies for the ΩNM
air mass than for the ΩSM air mass, with relative changes of 2% versus 19%, respectively
(Table 4.2). The localized positive anomaly of ∆f¯S(r|ΩNM) in the upper tropical tropo-
sphere is also associated with a weakened Hadley circulation and complements the negative
anomaly of the ΩTR air, ensuring that Σi∆f¯S(r|Ωi) = 0.
Lastly, we consider the high-latitude ΩNP and ΩSP air masses. These air masses are
controlled by mean downwelling at the tropopause and contribute about as much to the
mass of the troposphere as the midlatitude ΩSM and ΩNM air masses (about 20% each, Table
4.2). Some of this air is transported isentropically to low latitudes where it is entrained into
the ITCZ and detrained aloft into the non-source hemisphere. The dominant anomalies are
located in the source hemisphere and negative (Figure 4.6, right) underlining that the ΩNP
and ΩSP air-mass fractions are controlled by downwelling at the tropopause that weakens
in the future (Figure 4.3b). The negative anomaly visible for ΩNP in the SH again points
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to decreased interhemispheric transport.
The anomalies of the ΩSP air mass are weaker than those of the ΩNP air mass in spite
of a greater reduction in mean downwelling across the high-latitude tropopause in the SH
than in the NH (Figure 4.3b). This is possibly due to compensation by increased isentropic
transport as indicated by positive ∆EKE anomalies that extend into the ΩSP region. In
terms of the globally integrated air mass, this manifests itself as a −3% relative change for
ΩSP compared with a −13% relative change for ΩNP (Table 4.2).
4.5 Discussion
The air masses defined and computed here quantify tropospheric transport in a tracer-
independent manner and provide an easily computed metric for assessing climatic changes
in constituent transport. Unlike the usual basic flow diagnostics (mean winds, stream
functions, mean eddy diffusivities, and the like), changes in the air-mass fractions represent
changes in the integrated effect of advection and diffusion and their interactions with the
boundary conditions. Although the climate changes in the air-mass fractions, ∆f , can
be interpreted, as we have done here, in terms of changes in basic circulation diagnostics,
we stress that we could not have deduced the patterns of ∆f , let alone its quantitative
magnitudes, without explicitly computing the air-mass fractions.
When interpreting air-mass fractions one must keep their physical definitions firmly in
mind. For example, the fact that our extratropical PBL air masses do not show significant
interhemispheric transport does not indicate a lack of interhemispheric transport, but in-
stead comes from the fact that the PBL air-mass fractions, by construction, track air since
last PBL contact. As midlatitude PBL air undergoes interhemispheric transport, it does so
via low-level paths into the ITCZ and thus becomes re-labeled as subtropical and tropical
PBL air along the way. In this sense, the interhemispheric transport of midlatitude PBL
air masses is not captured by our PBL air-mass fractions because their PBL identity is
prescribed at low levels. However, the interhemispheric transport of the equatorial PBL air
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mass is captured because it occurs through upper-level detrainment from the Hadley cell
so that the relabeling in the PBL is not an issue. Similarly, because our STRAT air masses
are not reset in the PBL, they also capture interhemispheric transport as seen in Figure
4.6. Note that if one is interested in the interhemispheric transport of air from the midlat-
itude PBL, one is at liberty to define air masses differently. For example, one could have
extratropical PBL regions in each hemisphere, with a zero-flux surface boundary condition
at low latitudes. This would partition air into NH and SH extratropical PBL fractions
and capture the interhemispheric transport of these air masses [e.g. Holzer (2009) (b)] It
is also worth pointing out that in the formulation of this paper all air is either of PBL
or STRAT origin. If one combines the STRAT and PBL origin patches used here into a
single boundary region, the corresponding air-mass fractions would partition tropospheric
air simultaneously into fractions of both last PBL and last STRAT contact. Not all air
would be either of PBL or STRAT origin, and the fractions would sum to unity only if the
sum extends over both the PBL and STRAT patches.
It is perhaps worth noting that the weakened downwelling at high latitudes is opposite
to the accelerated Brewer-Dobson circulation (BDC) in the interior of the stratosphere
[Wang et al. (2012)]. A stronger BDC would lead one naively to expect increased high-
latitude stratosphere-to-troposphere transport. However, because the STRAT air masses,
as defined here, are held fixed at unity or zero in the stratosphere, they are immune to
transport changes in the interior of the stratosphere and only respond to circulation changes
in the vicinity of the tropopause. It is important to note that, unlike the STRAT air-mass
fractions defined here, chemical tracers with interior sources and sinks such as ozone might
develop stronger vertical gradients in the lowermost stratosphere in response to an increased
BDC, and hence exhibit increased net flux into the high-latitude troposphere in spite of
decreased residual-mean downwelling at the tropopause. We emphasize, therefore, that our
STRAT air-mass diagnostic is not designed to capture the response due to interior changes
in the stratosphere; instead our diagnostic captures changes in the tropospheric transport
of air that is labeled at the tropopause. Interestingly, the ΩEQ PBL air-mass fractions do
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not respond to changes of the interior BDC, but to changes in w¯∗ at the tropopause because
the stratosphere is nearly saturated with ΩEQ air (f¯(r|ΩEQ) ∼ 1) in statistically stationary
state.
4.6 Conclusions
We introduced air-mass fractions that label where air was last in the PBL, or where air was
last in contact with the stratosphere (the STRAT fractions), as a diagnostic of tropospheric
transport. To illustrate the utility of these air-mass fractions for quantifying climate changes
in tropospheric transport, we computed them with an idealized GCM (a “dynamical core”).
Two statistically stationary, perpetual-DJF model climates were compared, one representing
an idealized current climate (the REF case) and the other (the FTR case) with a prescribed
heating in the upper tropical troposphere resulting in a dynamical response typical of end-
of-century projections by comprehensive GCMs. These idealized model climates allowed us
to illustrate the nature of our mass-fraction diagnostic with the considerable advantage of
avoiding the complexities associated with comprehensive GCMs.
For our idealized atmosphere, the PBL air-mass fractions revealed the following changes
in the transport climate in response to specified heating in the upper tropical troposphere:
• The NH middle and high-latitude PBL air-mass fraction increases in the high-latitude
upper troposphere, with a 9% relative increase in its global free-troposphere burden.
This is likely due to poleward shifted and surface intensified EKE stirring air more
efficiently out of the midlatitude boundary layer. Correspondingly, there is less effec-
tive isentropic stirring and mixing of subtropical PBL air away from the source region
and enhanced mixing and dilution of that air at midlatitudes.
• The meridional expansion of the tropospheric middleworld leads to an expansion of
the equatorial PBL air mass to higher latitudes and a corresponding contraction of the
subtropical PBL air mass. The global free-troposphere burden of the NH subtropical
PBL air decreases by 26%.
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We also computed tropospheric air-mass fractions that label air according to where last
contact with the stratosphere occurred. Our key findings for the response of the STRAT
air masses are:
• The midlatitude STRAT fractions increase down to the surface in the origin hemi-
sphere, with particularly large relative changes of ∼25% at the SH surface. These
increases are likely due to increased isentropic eddy transport, and possibly some
increased mean downwelling, across the midlatitude tropopause.
• The high-latitude STRAT air masses decrease in response to decreased downwelling
across the high-latitude tropopause. The decreased downwelling brings less high-
latitude stratospheric air into the troposphere leading to the less diluted, and hence
increased, midlatitude fractions.
• A weakened Hadley circulation leads to decreased interhemispheric transport through
the troposphere.
In addition to being interesting in their own right, the changes in air-mass fractions
quantified for our idealized warming have a number of broader implications to the extent
that they will be realized in the earth’s future climate. For example, increased NH middle
and high-latitude PBL air masses over the wintertime Arctic “cold dome” suggest that in the
future there may be more transport of black carbon and pollutants such as polychlorinated
biphenyl (PCB) from industrialized regions to the upper Arctic troposphere, where dry de-
position (a process not included in this study) could bring them to the surface. This in turn
has implications for albedo changes [e.g. black carbon, Koch and Hansen (2005); Huang
et al. (2010)] and biosphere health [e.g. PCBs, Malanichev et al. (2004)]. Similarly, the
changes in the air masses of last stratosphere contact have implications for the tropospheric
distribution of ozone [e.g. Liang et al. (2009)] and cosmogenic tracers such as beryllium-7
[e.g. Dibb et al. (2003); Liu et al. (2004)], and for the maintenance of the tropospheric
moisture budget [e.g. Waugh et al. (2005)]. In particular, increases in the air-mass fraction
of last contact with the midlatitude tropopause, where most stratosphere-to-troposphere
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transport takes place, imply potentially increased surface ozone of stratospheric origin (as-
suming no changes in chemistry), increases in beryllium-7, and drier air.
Our use of an idealized model of course limits the value of our detailed quantitative find-
ings. In particular, the lack of a seasonal cycle might change some of the qualitative features
of the air-mass fractions and the relatively coarse resolution may obscure some processes
in the upper troposphere/lower stratosphere. The absence of moisture, convection, and
boundary-layer turbulence is another key limitation for realistic tracer transport. However,
we believe that our qualitative results are relevant to the large-scale NH wintertime flow.
We used an idealized model here to illustrate the quantitative utility of air-mass fractions
while avoiding the complexities of a comprehensive model such as seasonality and realistic
topography. However, we emphasize that air-mass fractions can just as easily be computed
with comprehensive models. With a realistic representation of topography and moist ther-
modynamics, one would want to label PBL air-mass origin based not just on latitude, but
also on whether air came from the continental or marine boundary layer, bearing in mind
that the detailed climate-change responses depend on the location of the origin region with
respect to the circulation features. In future work with comprehensive climate models, we
will also include a label that identifies the phase of the seasonal cycle.
Finally, it is important to note that the air-mass fractions defined here are a fundamen-
tal aspect of atmospheric transport that captures the boundary-origin information of the
boundary propagator, thus complementing the transit-time information provided by TTDs
(age spectra) and mean age. Air-mass fractions can therefore not only be computed with
transport models (for which they would provide a useful model-intercomparison diagnos-
tic), but they can also be estimated from observational tracer data. This has already been
demonstrated for the oceans using simple mixing-matrix [e.g. Tomczak (1981)] as well as
maximum-entropy approaches [Khatiwala et al. (2009), Holzer et al. (2010), Khatiwala et al. (2012)].
Extending these inversion techniques to non-steady, turbulent atmospheric flow in order to





Throughout this thesis we have used a “tracer-independent” approach to study two prob-
lems: the mass exchange from the stratosphere into the troposphere and the origin of
tropospheric air in the planetary boundary layer and at the tropopause. The methods that
we have used are tracer-independent in the sense that they do not depend on the particular
source/sink distribution of real chemical tracers subject to chemical decay. As described
in section 1.1, our approach recognizes at the outset that the most complete description of
transport accounts for the integrated effects that both advection and diffusion have on the
spread of fluid elements in the atmosphere. In Chapters 2 and 3 this approach afforded a
rigorous means to estimate the one-way air mass flux from the stratosphere into the tro-
posphere without any of the complications associated with the eddy-diffusive singularity of
fluid elements crossing the tropopause at small residence times. Our diagnostics recognize
at the outset that the one-way flux is most naturally defined as a distribution, partitioned
according to the time that air resides in the stratosphere between successive tropopause
crossings and the regions where air enters and exits the stratosphere.
In Chapter 4 we used air masses to evaluate the transport signature of poleward shifted
jets, a weakened Hadley Cell, and an accelerated Brewer-Dobson circulation in a warmer
climate. Our results have been illustrated in both idealized and comprehensive contexts
and have immediate implications for the transport of ozone from the stratosphere to the
troposphere, the ozone-depleting potential of halogenated very short-lived substances, and
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on the transport of industrial pollutants, like polychlorinated biphenyl and black carbon to
the Arctic troposphere.
5.1 Summary
In Chapter 2 we performed the first analysis of one-way STE in terms of distributions that
partition the one-way flux across the thermal tropopause according to the regions where air
enters and exits the stratosphere and the time that air resides in the stratosphere between
successive tropopause crossings. Flux distributions were calculated using an idealized GCM
run under perpetual northern hemisphere (NH) winter conditions. Except at very small
residence times, where fluxes were found to be nearly infinite over the stratospheric entry
regions, the largest return fluxes back to the troposphere occurred at midlatitudes for a
broad range of residence times. From the one-way flux we also calculated the mass fraction
of the stratosphere in transit between entry and exit at the tropopause and its stratospheric
mean residence time.
One key finding from our explorations with the idealized model is that the largest mass
of the stratosphere is destined to return to the troposphere at the tropics and at the mid-
latitudes, with three times as much air leaving the NH as the southern hemisphere (SH) in
our idealized climate. Furthermore, we were intrigued to find that air spends less time in
the stratosphere before leaving the SH than the NH, where mean residence times are, on
average, approximately one year longer, despite the more vigorous residual mean circulation
there. Our results suggest that, in the idealized model, differences in eddy diffusion and
associated recirculations dominate over the stronger residual circulation in the NH. Finally,
sensitivity experiments, where the amplitude of idealized wavenumber two topography in
the NH was increased by a factor of three, revealed that the resulting more vigorous residual
circulation dominates over increased eddy diffusion and leads to decreased mean residence
times in the perturbed climate. The response of mean residence time to increased topog-
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raphy underlines the fact that changes in transport are the aggregated changes in both
advection and in mixing.
The idealized GCM was a natural tool for illustrating our diagnostics in Chapter 2
because of simplicities afforded by the statistical stationarity of the modeled flow. How-
ever, to obtain flux distributions that are relevant to the real atmosphere and to explore
the seasonality with which the stratosphere is ventilated one needs to account for accu-
rate representations of moist thermodynamics, seasonality, and key physical processes in-
cluding boundary layer turbulence and radiative processes. Therefore, in Chapter 3 we
calculated seasonally-varying one-way flux distributions using the state-of-the-art compre-
hensive model GEOSCCM. From the one-way flux distributions we determined the mass of
the stratosphere that is in transit from the tropical tropopause back to the troposphere and
its mean stratospheric residence time. Throughout, the seasonalities of the one-way flux,
the mass in transit between successive tropopause crossings, and associated mean residence
times were evaluated with respect to the times when air enters and exits the stratosphere
and with respect to when the mass of the stratosphere is partitioned.
Our results for the comprehensive model show that the one-way air mass flux from the
tropical tropopause back to the troposphere is strongly seasonal at small residence times:
one-way fluxes poleward of 45◦N are 34±10% larger for air that enters the stratosphere
in July compared to air that enters in January (and that leaves within one year since
entering at the tropopause). The mass that is in transit from the tropics back to the
troposphere irrespective of residence time leaves primarily at the midlatitude storm tracks
with approximately 10% more mass leaving the NH than the SH, where it also resides, on
average, one year longer in the stratosphere.
One key finding from the comprehensive model results that has immediate real-world
applications is the fact that mean residence times in the stratosphere depend strongly on
the times during which air enters the stratosphere at the tropical tropopause. Our re-
sults indicate that aerosols that are injected into the stratosphere during July (via episodic
events like volcanic eruptions or convective plumes that penetrate into the tropical lower-
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most stratosphere), will spend one year less in the stratosphere than aerosols that enter
the stratosphere in January. This finding also has important implications for the ozone
depleting potential of bromine-containing VSLS, which exhibit strong seasonal cycles at the
tropical tropopause entry region.
* * *
Shifting our attention to the troposphere, in Chapter 4 we presented a simple procedure
for quantifying tropospheric transport in terms of rigorously defined air masses. Air masses
were defined to give the fractional contribution of air at any point in the troposphere that
was last in contact with the planetary boundary layer or with the tropopause. To illustrate
our diagnostics we used the same dry idealized model as in Chapter 2, as well as a prescribed
heating that has been developed in previous work [Butler et al. (2010), Wang et al. (2012)]
to reproduce the upper tropical tropospheric heating, the poleward shift in the tropospheric
jets, the expansion and weakening of the Hadley Cell, and the acceleration of the Brewer-
Dobson circulation as predicted by comprehensive climate models. Idealized changes in
air mass fractions revealed that poleward shifted jets and surface intensified eddy kinetic
energy will lead to more efficient stirring of air out of the midlatitude boundary layer,
suggesting that in the future there may be increased transport of industrial pollutants to
the Arctic upper troposphere. Interhemispheric transport was also found to weaken in the
model’s idealized representation of a warmer climate. At the tropopause, stratosphere-to-
troposphere transport was found to increase in the perturbed climate: more midlatitude
stratospheric air penetrates down to the earth’s surface of the troposphere, coincident with
increased isentropic mixing at the midlatitude tropopause.
5.2 Future Work
In this section we address a few questions that were left open in the previous chapters.
Preliminary results are also given for work that is still ongoing.
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We return to a point that was left hanging in Chapters 2 and 3 and that needs further
exploring: the relationship between stratospheric mean residence time and stratospheric
mean age evaluated at the tropopause. Because stratospheric mean age is a widely used
diagnostic of stratospheric transport (i.e. one of the highlighted transport diagnostics in
the last CCMVal multi-model assessment of stratosphere-resolving GCMs), it is critical that
these two timescales be clearly distinguished.
Stratospheric mean age is defined as the time average of the age spectrum [Hall and Plumb (1994)].
For the case of steady flow, the age spectrum equals the boundary propagator, that was
introduced in section 1.1 and explicitly calculated in Chapters 2 and 3. Stratospheric mean
residence time, on the other hand, is defined as the time average of the residence time distri-
butionR (also “transport mass distribution” [Holzer and Hall (2008)]) [Primeau and Holzer (2006),
Holzer and Hall (2008), Orbe et al. (2012)]. (Note that Primeau and Holzer [2006] define
mean residence time in the context of the ventilation of the ocean but the principle is the
same). Provided that these timescales are defined so that they both refer to air that en-
ters the stratosphere at the same region at the tropopause it is natural to ask: What is
the difference between stratospheric mean residence time and mean age evaluated at the
tropopause?
For the case of steady flow, Holzer et al. [2012] show that mean residence time and mean
age evaluated at the tropopause describe physically distinct aspects of the flow. In order to
properly evaluate mean age at the tropopause (where the imposed boundary condition of G
= 0 otherwise renders mean age there difficult to evaluate), Holzer et al. [2012] recast the
boundary propagator problem 1.3 in terms of first order loss within a layer at the tropopause
with a specified loss timescale. We do not develop in-depth the relationship between the
solution to this problem and the boundary propagator in order not to draw attention away
from the main finding of that paper: that mean residence time is always larger than mean
age, unless the flow is purely advective, in which case they are equal. Equipped with a
means to rigorously evaluate mean age at the tropopause, the authors of that study show
that τ¯ = ΓΩ + 2∆
2/ΓΩ, where ∆ quantifies the width of the transit-time distribution G and
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where ΓΩ denotes mean age evaluated at the tropopause Ω. This is illustrated in Figure
5.1 where ΓΩ and τ¯ have been calculated using the same idealized model as in Chapters
2 and 4. We see that, for the model’s idealized flow, mean residence time and mean age
at the tropopause are most similar at the tropics but that they diverge substantially with
increasing latitude in a manner suggesting that τ¯ ∼ 2ΓΩ.
Physically, the result in Figure 5.1 may be most easily be understood by returning to the
definition of mean residence time as a mass weighted mean tropopause-to-tropopause transit
time (i.e. mean of the transport mass distribution) and to the definition of mean age as a
flow weighted mean transit time. One can imagine (as Holzer et al. [2012] develop formally
and we only briefly describe here) an idealized “stratosphere” consisting of two paths along
which fluid elements move with equal flow rates but with different transit times. Because
the flow rates along these paths are equal we conclude the following: (1) mean age evaluated
at the tropopause (i.e where these pipes “let out”) is the same as the average of the transit
times along both paths and (2) there will always be more mass along the path with the
slower transit time. Imagine, then, that an average over the fluid elements where the masses
provide the weights (i.e. mean residence time), will always be skewed to larger transit times
simply by virtue of there being more mass along that path. Therefore, τ¯ will always be
larger than ΓΩ unless the flow is purely advective, in which case our “stratosphere” collapses
down to one pipe.
The development in Holzer et al. [2012] applies only for steady flow and it remains to be
seen how ΓΩ and τ¯ are related for a seasonally varying flow. Seasonality introduces several
complications, including the fact that mean age at the tropopause may be defined both with
respect to the times when air enters and exits the stratosphere. (Note: We did not deal
with this for steady flow where G(r, ξ|Ωi) is taken only to depend on the tropopause-to-r
transit time ξ ≡ t− ti, not on ti itself). In one sense, mean age at the tropopause may be
conditioned on the times when air enters the stratosphere at the tropical tropopause (eq
5.1 left); on the other hand, mean age at the tropopause may be conditioned on the times
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[28] Figure 2 also shows as dashed lines GW and !t as
estimated from the moment ratios of the ensemble-averaged
G rjWEQ; x
! "
using equations (9) and (12). The limit was
taken only approximately by extrapolating the ratio of the
moments vertically in pressure coordinates to the zonally
averaged tropopause using moments computed from the
zonally and ensemble averaged G. A more accurate calcu-
lation would take the limit at every point on the tropopause
and then average zonally. Nevertheless, the relatively
crudely evaluated limits of the moment ratios x2G# $= xGh i
and xGh i= Gh i agree remarkably well with !t and GW as
computed from J , considering the “zero-over-zero” nature
of the limit.
5. Implications
[29] Mean residence time reveals an important aspect of
advective-diffusive flow not captured by mean age. While
mean age on the tropopause quantifies the residence time of
the air that is leaving the stratosphere, the mean residence
time quantifies the average time that the air currently in the
stratosphere will spend between successive tropopause
crossings. The two timescales thus characterize fundamen-
tally different populations of fluid elements: those residing
in the interior of the stratosphere for !t and those exiting the
stratosphere for GW. To emphasize this point it is useful to
refer to !t as “reservoir mean residence time” to distinguish it
from GW, which is the mean residence time of exiting fluid
elements. If one is interested in analyzing the budgets of
chemical constituents in the stratosphere, rather than the
composition of air that is leaving the stratosphere, reservoir
mean residence time is an appropriate timescale.
[30] The implications of our results are slightly different
depending on whether they are applied in a model context or
if they are applied to observations. In the model context, the
boundary propagator can be computed explicitly as a passive
tracer subject to the required boundary conditions, and the
limits of the moment ratios yielding GW and !t can be per-
formed by extrapolating the moment ratios to the tropo-
pause, as demonstrated in Figure 2. However, the most
robust method for computing these quantities is to compute
them from the one-way cross-tropopause flux-density dis-
tribution J , which avoids a “zero-over-zero” limit. In addi-
tion, J allows the computation of the mass of the
stratosphere that had last contact with specified region Wi
and that will next contact specified region Wf [Orbe et al.,
2012]. Although J can easily be computed with a trans-
port model, J is unfortunately not directly available from
tracer observations.
[31] Observationally based estimates of mean age on exit
and reservoir mean residence time carry a different set of
considerations. Such estimates are based on the propagator
nature of G. Given a tiling of the tropopause with tiles Wi and
the mixing ratios c(Wi, t′) of a conservative, passive tracer
with known time history for each tile (which can be chosen
to be arbitrarily small), the mixing ratio in the interior of the
stratosphere is given by





dt′G r; tjWi; t′ð Þc Wi; t′ð Þ: ð14Þ
From the known time histories c(Wi, t′) on the tropopause
and known interior measurements of the mixing ratio c(r, t),
equation (14) can be deconvolved for G [e.g., Johnson et al.,
1999; Holzer et al., 2010]. For a finite number of tracers, this
deconvolution is highly underdetermined, but N linearly
independent time histories can be used to constrain N inte-
grals of G. For example, it follows immediately from (14)
that if the time history at the boundary c(Wi, t′) is a
linear function of t′, then the mixing ratio for steady flow
is given by the age-lagged boundary value so that
c(r, t) = ∑i f (r|Wi)c(Wi, t $ G(r, Wi)), while a time his-
tory that is an nth order polynomial in t′ yields a mixing ratio
that is a linear combination of the temporal moments xmGh i,
for m = 0 … n. For points r sufficiently deep in the strato-
sphere, (14) can in practice be simplified by assuming that
only tracer from the tropical tropopause contributes signifi-
cantly (the sum over Wi can be replaced with a single term).
With the further approximation of a steady circulation, a
linear time history then immediately provides xGh i and a
quadratic time history provides x2G# $, while other functional
forms for c(Wi, t′) provide combinations of the moments of G,
which are typically dominated by only the first few moments
[e.g., Hall and Waugh, 1997]. However, because we are
interested in extrapolating ratios of the moments to the tro-
popause, the approximation of a dominant single tropical
patch will have to be carefully examined for the available
tracer data. The details of observational estimates of reservoir
mean residence time from extant tracer measurements are
beyond the scope of this paper but we believe that analyzing
tracer observations for reservoir mean residence time will be
fruitful and yield new physically interpretable information on
Figure 2. Red lines: the mean residence time !t of air that
entered the stratosphere between 8%S and 8%N (WEQ air)
and that exits at the latitude of the abscissa. Blue lines: the
corresponding mean age on exit, GW. Solid lines indicate
the quantity was computed using the one-way flux-density
distribution J , while dashed lines indicate that the limit of
moment ratios was used.
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Thursday, February 21, 13
Figure 5.1: Blue: Mean age on exit, ΓΩ, evaluated f r air enteri g the stratosphere betw en
8◦S and 8◦N. Red: The same but for stratospheric mean residence time of that air τ¯ . Results
have been calculated using a dry idealized general circulation model (GFDL FMS spectral
core). Calculations have been made using the one-way flux density distribution J (solid
lines) and using the limit of moment ratios of the boundary propagator G (dashed). Taken
from Holzer et al. [2012].
when air exits the stratosphere (eq 5.1 right):
ΓΩ(rΩ|Ωi, ti) =
∫ ti
−∞ dtfJ (rΩ, tf |Ωi, ti)∫ ti
−∞ dtfJ (rΩ, tf |Ωi, ti)
and ΓΩ(rΩ, tf |Ωi) =
∫∞
tf
dtiJ (rΩ, tf Ωi, ti)∫∞
tf
dtiJ (rΩ, tf |Ωi, ti)
(5.1)
Preliminary investigations with GEOSCCM reveal that ΓΩ(rΩ|Ωi, ti)ti and ΓΩ(rΩ, tf |Ωi)tf
are equal to first order, where we have designated annual means with resp ct to the time
variable tx as A(t)
tx ≡ 1T
∫ T
0 dt A(t) and where T = 1 year. Furthermore, results from
an integration of GEOSCCM subject to 2010 s a surface tempera ures, greenhouse gases,
and ozone depleting substa ces, and shown i Figure 5.2, suggest that e relationship
τ¯ ∼ 2× ΓΩ also holds for seasonally-varying flow in the annual mean, although the condi-
tions under which this relationship holds have yet to be determined in future work. Finally,
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Tuesday, February 26, 13
Figure 5.2: Annual mean stratospheric mean residence time (solid) and mean age at the tropopause
(dashed). Results are taken from a thirty-year long integration of GEOSCCM, subject to 2010 sea
surface temperatures, greenhouse gases, and ozone-depleting substances. Both calculations are based
on the one-way flux density distribution, J .
we also plan to develop in detail the relationship between all three timescales ΓΩ(rΩ|Ωi, ti),
ΓΩ(rΩ, tf |Ωi), and τ¯ .
* * *
A second issue that begs immediate attention is how one-way STE will change in the
future in response to a realistic representation of anthropogenic warming. Preliminary in-
vestigations with GEOSCCM, using integrations that are identical to those described in
Chapter 3 but subject to sea surface temperatures, greenhouse gases, and ozone depleting
substances that are fixed to 2090 levels, reveal that mean stratospheric residence times will
decrease in the future. This response, shown in Figure 5.3, is consistent with predictions
by stratosphere-resolving comprehensive model runs that show that stratospheric mean age
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will decrease everywhere in the future in concert with increased upwelling at the tropics
[Garcia and Randel (2008), Calvo and Garcia (2009)]. While observations of mean age, de-
rived from long-lived tracers like sulfur hexaflouride and carbon dioxide, do not show this
trend in the second half of the 20th century [Engel et al. (2008)], Garcia et al. [2011] warn
that the observations have not been sufficiently sampled to be considered statistically sig-
nificant. In light of modeled changes in mean age, therefore, it is not surprising that Figure
5.3 shows that mean residence times will decreases more than 200 days in both hemispheres,
although we emphasize that these timescales are entirely distinct. Our preliminary results,
though revealing, beg further attention: specifically, we still have to quantify the future re-
sponse of the annual mean flux in terms of the seasonally-varying one-way flux distribution,
transport masses, and mean residence times so that we can parse out the contributions that
transport changes during individual seasons have on annual mean changes. Responses in
the one-way flux will be reconciled with future changes in the Brewer-Dobson circulation,
tropopause height, and in wave-induced eddy mixing in the stratosphere.
* * *
So far, numerous studies have been devoted to understanding how air quality will change
in a warmer climate (see review in Fiore et al. [2012]). To understand these changes,
however, it is imperative that they be understood in terms of separate contributions from
dynamics, changes in photochemistry, and changes in transport. In future work, therefore,
we plan on assessing the transport response of air masses to realistic anthropogenic warming
so that we may quantify how transport changes alone will alter the distribution of trace
species in the atmosphere.
We have recently finished running two time-slice integrations subject to present-day
(2010) and future (2090) forcings using GEOSCCM, in which idealized “air mass” tracers
have been implemented. The tracer solutions from these integrations will be used to obtain
air mass fractions for both realistic present-day and future climate. As in Chapter 4, air
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Climate Change Response in Mean Residence Time
Sunday, February 24, 13
Figure 5.3: Annual mean and zonally averaged mean residence times for present and future
integrations of GEOSCCM, subject to fixed 2010 (blue) and 2090 (red) sea surface temperatures,
greenhouse gases, and ozone depleting substances.
masses have been defined with respect to the model’s planetary boundary layer (PBL) and
with respect to the thermal tropopause. Regions of origin in the PBL have been chosen to
span zonally symmetric strips that distinguish between land and water and that straddle
regions of mean upwelling and downwelling. (These patches are shown in Figure 5.4). All
but one of the patches are zonally symmetric strips that have been chosen to straddle the
latitudes where the tropospheric overturning circulation transitions from ascent to descent
in the model’s present-day climate. As in Chapter 4, we use two-letter subscripts to identify
patches in the PBL: SH (Southern Hemisphere (SH) high latitudes), SS (SH subtropics),
TP (tropics), NS (NH subtropics), NM (NH midlatitudes) and NP (NH polar latitudes).
Additionally, the strip overlying ΩNM and spanning [25
◦N,60◦N] has been further partitioned
by continent to distinguish between the industrialized regions of North America, Asia and
Europe. The three-year averaged equilibrated fractions for all patches are shown for in
Figures 5.5 and 5.6, where in the latter the climate change response in the NH midlatitude
PBL changes are also shown. (Climate change has been defined here as the difference
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Saturday, April 6, 13
Figure 5.4: Colors: Planetary boundary layer (PBL) air mass formation regions defined for inte-
grations using the comprehensive model GEOSCCM. Zonal mean strips spanning SH high latitudes
(ΩSH ∈ [90S, 40S]), SH subtropics [ (ΩSS ∈ 40S, 10S]), the tropics [ (ΩTP ∈ 10S, 10N]), NH subtrop-
ics [ (ΩNS ∈ 10N, 25N]), and NH polar latitudes [ (ΩNP ∈ 60N, 90N]) have been partitioned into
land and ocean patches. The NH midlatitude patch spanning (ΩNM ∈ [25N, 60N]) has been fur-
ther partitioned to distinguish between industrialized regions in North America, Europe, and Asia.
Latitudinal bounds have been chosen to straddle regions of mean upwelling and downwelling in the
troposphere.
between two time slice integrations subject to 2010 and 2090 forcings). Stratospheric patches
have been defined as well and will be explored in the future, along with the climate change
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Thursday, May 2, 13
Figure 5.5: Colors: The fraction of air that was last at the planetary boundary layer at patches
ΩNP (i), ΩNS (ii), ΩTP (iii), ΩSS (iv) and ΩSH (v). Patches have been further partitioned between
land (left) and ocean (right). Air mass fractions fB(r|Ωi) are shown for an integration of GEOSCCM
subject to 2010 greenhouse gases and ozone depleting substances and have been averaged over the
three final years of the integration.
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Thursday, May 2, 13
Figure 5.6: Same as in Figure 5.5 except for ΩNM, that has been further partitioned to distinguish
between the Pacific Ocean (i), North America (ii), the Atlantic Ocean (iii), Europe (iv) and Asia
(v). Maps of fB(r|Ωi) (leftmost column) have been evaluated at 875 hPa and show the colocation
between patches and regions of industrial pollution. Climate changes in fB(r|Ωi) are shown in
the rightmost column and have been defined in terms of differences between GEOSCCM time-slice
integrations subject to 2010 and 2090 greenhouse gases and ozone depleting substances. Note that
climate changes ∆fB are shown over both hemispheres to highlight the decrease in interhemispheric
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Appendix A: Algorithm to Compute Mass Flux Density f
To compute the one-way S → T flux across the tropopause at time t of air that entered
the stratosphere at Ωi during the time interval (ti, ti + ∆tP ), perform the following steps at
every model time t:
1. Locate the tropopause height zT (λ, φ, t) at each longitude λ and latitude φ (we use
the standard WMO definition [WMO (1957)]) and define the entry patch Ωi.
2. Pulse the mixing ratio of tracer G(r, t|Ωi, ti) on patch Ωi by setting G to 1/∆tP during
t ∈ (ti, ti + ∆tP ) and to zero elsewhere. (We use ∆tP = 1 day.)
3. At every timestep δt for all times after the pulse (t > ti + ∆tP ) compute the temporary
field Gˆ(t + δt) ≡ G(t − δt)+TA+TD, where TA and TD are the tracer tendencies due to
advection and diffusion. (We use a leap-frog scheme to time step the tracer equation.)
4. Set G˜(t + δt) to zero everywhere at and below the tropopause. Define this new field as
G(t+ δt).
5. Compute the flux f(λ, φ, t + δt|Ωi, ti) of G by performing the vertical mass-weighted
integral f(λ, φ, t+ δt|Ωi, ti) =
∫ zT (λ,φ,t)
0 dz ρGˆ(t+ δt)/δt over the troposphere.
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From the flux of step 5 one obtains f(Ωf , t|Ωi, ti) simply by summing over all grid points
(λ, φ) in Ωf , that is, f(Ωf , t|Ωi, ti) =
∑
(λ,φ)∈Ωf f(λ, φ, t + δt|Ωi, ti). The dimensions of f
are (mass/area/time2), so that f is a flux density per unit residence time, the time t at exit
being ti + τ , where τ is the stratospheric residence time.
Appendix B: Power-law scaling of the return flux back through
the tropical entry region between 10◦S and 10◦N for small
stratospheric residence time, τ
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Here we show the short-τ functional dependence of J (Ωf , τ |Ωi, ti) on τ for Ωf = Ωi and
how this dependence changes for different entry times ti into the stratosphere. Shown is
the area average of J (Ωf , τ |Ωi, ti) over Ωf = Ωi = [±10S ,±10N ] plotted as a function of
τ for τ < 50 days. For plotting, all curves have been normalized by the flux at τ = 1 day
(denoted in the figure title as J0). Six lines are shown for air entering the stratosphere in
January, March, ..., November. The dashed line indicates a τ−
3
2 power law to guide the
eye and shows that, remarkably, J diverges approximately like τ−3/2 as τ → 0, as expected
for Fickian diffusion [Hall and Holzer (2003), Orbe et al. (2012)]. This implies that the
combination of resolved eddy-diffusion and numerical diffusion in GEOSCCM results in
simple down-gradient diffusion. This “Fickian divergence” is not found to be sensitive to
entry time ti.
