Abstract
Introduction
With the advances in high-speed networks (e.g., ATM, Myrinet [I] , and Gigabit Ethernet), network sokvare gets more attention because it plays a key role in taking full advantage of the fast network hardware. However, the current state of network software is not ready to fully utilize the network hardware, and there are many efforts to enhance the performance of network software at the system level.
These efforts can be classified into two basic approaches. The first approach is the optimization of traditional protocols, such as TCP and UDP. This approach generally tries to minimize the per-byte overhead [2] of traditional protocols because the size of This section discusses the existing methodologies and their suitability for the measurement of high-speed networks. We also explain how latency analysis has been done.
Measurement Methodologies
The NICs of high-speed networks, such as Fore ATM [6] and Myrinet, contain an on-board co-processor and firmware that runs on the NIC. The firmware performs various important tasks related to end-to-end communication. For example, it executes header manipulation operations and DMA for data send or receive. In some cases, it also performs multiplexing, network reconfiguration, and so on. Therefore, the NIC firmware of high-speed networks also should be considered as a layer of the protocol stack.
In order to measure the latency, typically the kernel instrumentation (e.g., do-gettimeofday0 or r d t sc assembly instruction) is used. But the kernel instrumentation is restricted to the measurement of host side latency, and it cannot measure the latency of NIC firmware. That is, the measurement method based on kernel instrumentation alone cannot analyze the full spectrum of the latency of high-speed networks accurately.
One approach to measure the latency of NIC firmware is to use a logic analyzer. But it requires a special hardware board to connect the lines of a logic analyzer to the I/O bus. Therefore, measurement using logic analyzer is very cumbersome and needs hardware expertise.
Latency Analyses
There have been many latency analyses of traditional protocols. One of the detailed latency analyses of UDP is performed on top of FDDI by [7] . The analysis is focused to the latency of the host side, and it does not reflect the latency of the NIC side although it uses a logic analyzer. Another latency analysis is performed with TCP on ATM [8]. It uses a high-resolution clock on Turbochannel card for the measurement, but it analyzes the latency at the device driver level as in [7] . [9] shows the latency of TCP over Gigabit Ethernet is lower than TCP over Myrinet. However, we believe that they need to measure the detailed latency of the protocol stack to justify their result because the physical bandwidth of Gigabit Ethernet is smaller than that of Myrinet.
The latency analysis for a new light-weight communication primitive has focused on round-trip or one-way latency [3] [4] , so that such analysis cannot show the detailed latency of each layer or a specific operation.
Although [IO] shows the latency of U-Net/MM in details by using kernel instrumentation and oscilloscope, there is no comparison with the latency of a traditional protocol, such as TCP or UDP.
In summary, most detailed latency analyses are limited to the traditional protocols and performed at the device driver level, which means they do not consider the effect of the NIC firmware on end-to-end communication.
In addition, there is no comparison between the detailed latency of a new light-weight communication primitive and that of a traditional protocol.
New Measurement Methodology
In order to take the NIC firmware into account, the first problem to be addressed is how to measure the latency of the host program and NIC firmware by the same clock. There are two clocks: one is the system clock and the other is the NIC clock.
If the system clock is used, NIC has to interrupt the host every time the measurement code of NIC firmware wants to read the clock. Then, interrupt handler reads the system clock and passes the clock value to the NIC firmware via P I 0 or DMA. By the clock value passed, the NIC firmware can measure its latency. However, in this case, the measurement overhead is too high because it requires interrupts. Furthermore, the measurement overhead in the NIC firmware is significantly larger than that in the host program.
Because the method based on the system clock has the undesired effects, using NIC clock is desirable. This paper suggests a new methodology summarized as follows. 0 The NIC clock is mmapped (memory mapped) into the host address space. Now, the reading of mmapped clock from the host side simply becomes a matter of referencing a pointer. One thing to be careful is that the clock should be mmapped into the uncacheable area. If the clock is mmapped into the cacheable area, the latest clock value is not read. The measurement code is inserted into the kernel and NIC firmware. By reading the NIC clock through the measurement code, time stamp can be generated from the host and NIC sides. In this manner, we can measure the latency in host and NIC with the same clock, 0 Reading the clock is done when the I/O bus is idle. This makes the overhead of reading the mmapped clock ignorable. For example, assume that the latency of DMA needs to be measured. We put the measurement code before and after of DMA operation, so that clock is not read while the I/O bus is busy. As described, the measurement method based on the NIC clock is suitable for the detailed latency measurement of high-speed networks without additional equipment like logic analyzer, and the measurement overhead can be minimal. The detailed procedure of applying the new measurement methodology to Myrinet is described in Section 5 . Figure 1 shows the protocol stack of Myrinet Software. As depicted in the figure, Myrinet Software supports not only light-weight communication primitives such as API and BPI, but also traditional protocols such as UDP. API and BPI allow an application to communicate over the network directly fkom user space.
Myrinet Software
BPI offers more flexible interface to an application than API does. For instance, BPI translates the virtual address of data buffer into the physical address for DMA between the host and NIC memory. For the purpose of the address translation, BPI allocates a copy block in the kernel memory and mmaps the area into the user space when BPI is initialized. The copy block is a physically linear area of the host memory, and BPI knows the physical base address of the copy block. On the sender side, BPI copies the data into the copy block and calculates the physical address by the offset from the base address. The receiver side is also handled similarly. BPI uses DMA to/from the copy block without kernel intervention. U-Net also has a similar light-weight primitive.
In contrast, Myrinet API has no interface to translate the address for DMA so that the applications that use API have to handle complicated DMA setup. It means that BPI is the preferred interface for an application. Therefore, this paper measures the latency of BPI rather than API, and BPI is compared with UDP because BPI does not provide reliable delivery.
MCP (Myrinet Control Program) in Figure 1 is the firmware of Myrinet NIC, and it is divided into two layers that are named MCP-host and MCP-net. MCP-host layer covers the data movement between the host and NIC.
MCP-net layer is responsible for the data movement between the NIC and network. MCP is executed independently from the host program. Thus, MCP catches send requests from the host program through polling. Furthermore, because MCP-host layer and MCP-net layer work asynchronously, they detect an event that occurs in the other party by polling. We refer readers to E13 and [5] for the details of Myrinet.
Experiment Environment
This section describes the experiment environment where our new measurement methodology is implemented.
Implementation of Measurement Methodology
As clock, the RTC (Real Time Clock) register that is a counter of a rate 2MHz on Myrinet NIC is used. This register can be read easily in MCP. The host program can also plainly read the register because it is mmapped into the host memory in initialization (0 in Figure 2 ). The mmapped RTC is uncached; thus the undesirable cache effect is prevented. Therefore, we can measure the accurate latency with 0 . 5~s resolution without additional overhead.
The measurement code in MCP writes time stamps into a pre-allocated area in NIC memory (0 and 0 in Figure 2 ). The area can be allocated by pushing down the base address of the stack to the low address. The measurement code in host program writes time stamp into the host memory. When the data transfer is completely finished, the host program gathers (@ in Figure 2 ) the time stamps from the host and the NIC area to evaluate the result (0 in Figure 2 ). The host program can access the NIC area through the base address of mmapped NIC memory.
For the measurement of UDP, a mechanism that reads the RTC in the kernel is needed. We chose to use an ioctl function that retums a pointer to the RTC. A new system call is also added to pass the time stamps to the application. 
Configuration
All of our experiments run on a pair of the workstations that use 200MHz Intel Pentium-Pro processor, VS440FX motherboard (Intel 440FX PCIset), and M2F-PCI32B Myrinet NIC. The software used is Linux (kernel version 2.0.30) and Myrinet Software (version 3.09). The network topology is constructed as a simple LAN where the two workstations are connected through a switch.
Because BPI does not guarantee reliable data transfer nor flow control, the loss of data may occur according to the network pattern. Because the measurement goal is not throughput but latency, the data loss is eliminated as follows.
In the sender side, the continuous data loss in BPI occurs when the copy block is full. It happens when an application requests MCP to send data more frequently than the MCP's processing capability. In the receiver side of BPI, if the receive buffer is not allocated from the copy block before data is arrived, the received data is lost.
To avoid data loss, the send and receive patterns are set as follows. An application calls the send function after MCP completely processes the previous send request. That is, MCP sustains a state that only holds one request at any given time. On the receiver side, application prepares to receive before the arrival of a packet. If no packet arrives, the application polls until data is received.
Because UDP also does not guarantee reliable delivery, a sufficient interval between the send requests is ensured. The waiting time for packet arrival is excluded from the measurement.
Another factor that we consider in measurements is cache effect. Therefore, we construct the application that sends different data each time. If the application sends the same data repeatedly, the latency could be decreased because the same data is cached, but we believe that it is not the case in typical real systems.
Measurement Results
In characterizing the latency of BPI and UDP, data transfer is subdivided as in Table 1 . Each symbol Figure 3 depicts the subdivided latency of the protocol stack using BPI. On the sender side, BPI copies the data to the copy block (B(c) in Figure 3 ) and inserts send request into the Tx queue that is shared with MCP. When MCP detects the request by polling the Tx queue ( N in Figure 3 ), the data of copy block is DMA'ed into the NIC memory (M(h) in Figure 3 ). MCP-net detects that the data is in the NIC memory (M(i) in Figure 3 ) and sends the data to the network (M(n) in Figure 3 ). On the receiver side, incoming data is received to the NIC memory by MCP-net (M(n) in Figure 3 ). MCP-host detects the received data (M(i) in Figure 3 ) and DMA'es the data into the copy block (M(h) in Figure 3) . Then, BPI passes the pointer of the received data to the application (B in Figure   - Table 2 . B and M increase as the data size gets larger. The reason is because B(c) and M(h) increase as the data size does in Figure 4 . Also note that the slope of B(c) is steeper than that of M(h). This is the major reason why B is larger than M for 512B or larger data size in Table 2 . However, other categories of the latency at Figure 4 are invariant. This means that the performance of the memory system has strong influence on the BPI performance. Latency N in Table 2 has a constant value because our measurement forces MCP to process one request at a time to prevent data loss as mentioned in Section 5.2. Table 3 is the measurement results of B and M in the receiver side using BPI. M increases in proportion to the data size. The increase of M is due to the DMA operation of M(h) as shown Figure 5 , which is the per-byte overhead of the receiver side. Note that B is invariant. This is because BPI receive simply returns the pointer of the data located in the copy block. Therefore, on the receiver side, there is no data copying in BPI layer unlike the sender side. Figure 6 shows the subdivided latency of UDP. On the sender side, an application requests a send operation via the kernel through a system call. UDP/IP (U/Z in Figure 6 ) copies the data from the user space into the kernel space with the checksum calculation (U/Z(c) in Figure 6 ) and constructs its header. After that, the data is passed to the device driver (DD in Figure 6 ) and then sent to the network through MCP (A4 in Figure 6 ). On the receiver side, an application calls a receive system call. If there is any data already received in the socket buffer queue, the data is copied to the user space by UDP. If the socket buffer queue is empty, the application is forced to block. MCP ( M in Figure 6 ) triggers an interrupt when a packet has arrived from the network. The device driver (DD in Figure 6 ) handles this interrupt, which identifies the packet type and passes it to the appropriate protocol. In the present case, the protocol is IP (I in Figure 6 ) that processes the packet including the checksum calculation. Subsequently, the packet is delivered to the above layer, that is UDP (U in Figure 6 ). At this time, the application that has been waiting is wakened, and the data is copied Figure 6 ) to the user space. Table 4 shows the measurement results of the subdivided latency of UDP send. Figure 7 graphs the details. Two categories increase in proportion to the data size: U/I(c) and M(h). An interesting difference between Figures 4 and 7 is that there is a great disparity between the copy overheads, B(c) and U/I(c). The reason is explained in Section 7. Table 5 and Figure 8 show the latency of UDP receive at each category. Per-byte overheads are U(c), I, and M(h) in Figure 8 . U(c) and M(h) are due to the copy operation and DMA operation. The increase of I over the data size is caused by the checksum calculation of IP.
BPI

BPI versus UDP
Figures 9 and 10 depict the comparison of total latencies between BPI and UDP. On the sender side, BPI has less latency than UDP for 2KB or smaller data size. However, for larger than 4KB, BPI takes longer than UDP. On the receiver side, BPI has smaller latency than UDP for all data sizes. It is very surprising that UDP takes less time than BPI for large data sends. It is generally believed that the light-weight communication primitives have smaller latency, but this paper found a case that it is not true. The reason is identified as follows. As mentioned in Section 6 , there are two dominant overheads in the sender side: 1) copy overhead of BPI and UDP layer and 2) DMA overhead of MCP-host layer. We need to examine each one carefully.
Comparing the copy overhead of BPI and UDP, Figure 11 shows that the copy operation of BPI takes much longer time than that of UDP. This is due to the cacheability of the BPI copy block. In the initialization of BPI, it allocates an area of the kernel memory to the copy block and mmaps this area into the user space, so that an application can directly access the copy block. When the copy block is mapped, BPI sets the PCD (Page-level Cache Disable) flag [l 11 of page-table that maps the copy block. It means that the copy block of BPI is uncached because the PCD flag of page-table entry controls the cacheability of individual pages in Pentium-Pro processor. Therefore, the copy from user buffer to the copy block is uncached. This tums out to have a large overhead. Whereas, the copy operation of UDP send takes 1/5 of BPI for 8KB even though it includes the checksum calculation, because it copies data from the host memory to the processor cache. This is the main reason why the total send latency of UDP is less than that of BPI for larger than 4KB as Figure 9 .
In contrast, the DMA overhead of BPI is less than that of UDP as in Figure 12 . The difference of the DMA latency in Figure 12 is caused by the write-back cache policy of Pentium-Pro processor. There is no implicit write-back overhead when BPI is used because the copy block is uncached. However, in the case of UDP, implicit write-back occurs by the snoop protocol when MCP-host tries to DMA the data into the NIC memory because the data is in the cache. Therefore, as shown Figure 12 , M(h),,D, is a little larger than M ( h ) , .
On the receiver side, using BPI has less latency than using UDP for all data sizes as shown in Figure IO . This result is opposite to the sender side. The first reason is that the receive latency of MCP-host is the same regardless of BPI or UDP because it is based on DMA from the NIC memory to the host memory. The second is that the BPI receive merely returns the pointer of data, but UDP copies the received data from the kernel space to the user space. Therefore, BPI layer has an invariant latency for receive but the latency of UDP layer increases as data size.
Conclusions
This paper presents a new measurement methodology suitable for high-speed networks and applies it to Myrinet. The latency of BPI, a light-weight communication primitive in Myrinet Software, is measured and analyzed in details. As a traditional protocol, UDP is thoroughly analyzed in Linux on Myrinet and compared with BPI.
As a surprising result, we found that BPI has larger latency than UDP for larger than 4KB data size. In other words, BPI is efficient for small data transmission but in the case of large data transmission UDP is more suitable than BPI. This paper identifies that the reason of this result is the cache policy of the copy block of BPI. BPI may outperform if cacheable copy block is used. On the receiver side, BPI has less latency than UDP for all data sizes, because BPI receive dose not copy.
In summary, this paper shows: 1) per-byte overhead is still an important factor to light-weight communication primitives as well as traditional protocols and 2) lightweight communication primitive should be designed to use cacheable memory.
