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ABSTRACT
Purpose: To evaluate diagnostic utility of two convolutional neural networks (CNNs) for severity
staging anterior cruciate ligament (ACL) injuries.
Materials and Methods: This retrospective analysis was conducted on 1243 knee MR images (1008
intact, 18 partially torn, 77 fully torn, 140 reconstructed ACLs) from 224 subjects collected between
2011 and 2014 (age=46.50± 13.55 years, body mass index=24.58± 3.60 kg/m2, 46% women (mean±
standard deviation). Images were acquired with a 3.0T MR scanner using 3D fast spin echo CUBE-
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sequences. The radiologists used a modified scoring metric analogous to the ACLOAS and WORMS
for grading standard. To classify ACL injuries with deep learning, two types of CNNs were used,
one with three-dimensional (3D) and the other with two-dimensional (2D) convolutional kernels.
Performance metrics included sensitivity, specificity, weighted Cohen’s kappa, and overall accuracy,
followed by two-sample t-tests to compare CNN performance.
Results: The overall accuracy (84% ) and weighted Cohen’s kappa (.92) reported for ACL injury
classification were higher using the 2D CNN than the 3D CNN. The 2D CNN and 3D CNN performed
similarly in assessing intact ACLs (2D CNN: 93% sensitivity and 90% specificity, 3D CNN: 89%
sensitivity and 88% specificity). Classification of full tears by both networks were also comparable
(2D CNN: 83% sensitivity and 94% specificity, 3D CNN: 77% sensitivity and 100% sensitivity). The
2D CNN classified all reconstructed ACLs correctly.
Conclusion: CNNs applied to ACL lesion classification results in high sensitivity and specificity,
leading to potential use in helping grade ACL injuries by non-experts.
1 Introduction
The anterior cruciate ligament (ACL) is the most commonly injured ligament in the knee (1,2). ACL injuries increase the
risk of developing posttraumatic knee osteoarthritis (OA) and total knee replacement (3–6). MRI is currently the most
effective imaging modality for distinguishing structural properties of the ACL in relation to adjacent musculoskeletal
structures (7–10). Several multi-grading scoring systems have been developed to standardize reporting of knee joint
abnormalities using MRI (11,12). The Whole-Organ Magnetic Resonance Imaging Scale (WORMS) is one of the
most widely used semi-quantitative MRI scoring system for knee OA assessment (13–15) and considers a number
of chondral, bony, and ligamentous compartments in the knee (15,16). The more recent Anterior Cruciate Ligament
OsteoArthritis Score (ACLOAS) has been shown to offer increased longitudinal and cross-sectional reliability of ACL
staging (17). The aforementioned grading metrics among others, however, are susceptible to inter-rater variability,
especially pertaining to torn fibers and mucoid degeneration (10,18).
Deep learning methods have recently shown potential to serve as an aid for the clinician with limited time or experience
in OA grading of the knee menisci and cartilage (9). Four other applications of deep learning have also resulted in binary
models for distinguishing intact ACL from fully torn ACL (19–22). These neural networks possess large domains for
learning, are versatile for new tasks using pre-trained weights, and can produce inferences in seconds. The specific
mode of learning depends on the architecture, but the most successful algorithms are known to learn shallow features,
as well as high-level features with many convolutions (23,24). To date, however, deep learning has yet to be applied to
predict multi-grade, semi-quantitative lesion severity for the ACL.
In this study, we propose a deep learning based pipeline to isolate the ACL region of interest in the knee, detect ACL
abnormalities, and stage lesion severity using novel three-dimensional (3D) and previously reported two-dimensional
(2D) convolutions in MRIs. This is a proof-of-concept study to show that hierarchical image analysis methods work
with 3D CNNs with the goal of hierarchical staging and comparison with the state-of-the-art 2D network. Additionally,
to the best of our knowledge this is the first instance of multi-class ACL severity staging using deep learning, in which
reconstructed, fully torn, partially torn, and intact ACLs are graded in accordance with semi-quantitative scoring. This
deep learning pipeline would lend towards standardization and generalizability in assessing ACL lesions for clinicians
with limited time or those with limited experience reading knee MRIs.
2 Materials and Methods
This work was sponsored by XX and XX. The funders had no editorial input into the project, and the authors had full
control of the data.
2.1 Dataset
A total of 1243 knee MRI studies (224 unique subjects) were obtained from three prior research studies aimed to study
joint degeneration in OA and after ACL injury. Subjects were excluded based on concurrent use of an investigational
drug, history of fracture or total knee replacement in the study knee, and any contraindications to MR. Subjects were
recruited in the OA group if they reported knee pain, aching, or stiffness on most days per month during the past year,
use of medication for knee pain on most days per month during the past year, or any possible radiographic sign of knee
OA (Kellgren-Lawrence (KL) >0), and age >35 years. Subjects were included in the control group if no knee pain
or stiffness in either knee or use of medications for knee pain in the last year were reported, and if no radiographic
evidence of OA on either knee was noted (KL=0).
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Subjects in the ACL study were collected at three sites: _______________________________. ACL patients underwent
anatomic single-bundle ACL reconstruction by board-certified, fellowship-trained orthopedic surgeons. Only soft
tissue grafts were used: hamstrings, either allograft or autograft, or posterior tibialis allograft. No special sequences
were used for metal artifact suppression. Hamstring, patella tendon, and allograft ACL reconstructions typically do
not cause metal artifacts along the intra-articular course of the graft and allow evaluation of ACL graft degeneration
or re-tears. Moreover, metal artifacts related to ACL reconstruction are related to the use of metallic interference
screws or Endobuttons, though many reconstructions typically make use of non-metallic interference screws and have
no associated artifact. All patients underwent a standard postoperative rehabilitation protocol. Mean and standard
deviation (SD) of age and body mass index (BMI) of subjects were 46.50 ± 13.55 and 24.58 ± 3.60 kg/m2, respectively.
Proportion of women was 46% .
The study was conducted according to regulations from the Committee for Human Research at all institutions, and all
subjects provided informed consent. In all imaging studies from all three sites, 3D FSE CUBE proton density-weighted
sagittal oblique sequences with the following parameters were used: repetition time / echo time = 1500 / 26.69 msec,
field of view = 14 cm, matrix = 384 x 384, slice thickness = 0.5 mm, echo train length = 32, bandwidth = 50.0 kHz,
number of excitations = 0.5, acquisition time = 10.5 min. All images were acquired with 3T MRI scanners (GE
Healthcare, Waukesha, WI) and 8 surface coils.
Between 2011 and 2014, five board-certified radiologists (each with over 5 years of training) graded a non-overlapping
section of the dataset. The radiologists were masked with respect to both number and type of lesion. An intra-observer
agreement assessment was conducted by three additional board-certified radiologists currently involved with the study.
All readers were trained by one senior radiologist who read at least 20 imaging studies with each of the other two
radiologists in two imaging sessions. During these readings, the radiologists were explained both WORMS and
ACLOAS gradings and they were asked to grade lesions of cartilage, menisci, bone marrow, ligaments and synovium
under supervision with direct feedback. This training was followed by independent assessment of 60 randomly chosen
cases from the dataset. The ACL was graded using the original WORMS grading scale. The WORMS grade was
then placed into four classes including intact (grade 0), partial tear (grade 1), full tear (grade 2), and reconstructed
(grade 3) in order to generalize newer ACL scoring systems (i.e. ACLOAS) for use in the deep learning pipeline. The
linear weighted kappas for inter-reader agreement among each pair of the three radiologists were 0.66-0.78 for the ACL
grading. The distribution of partial tears was small compared to that of full tears because the inclusion criteria in one of
the studies was presence of fully torn ACL.
2.2 Deep Learning Pipeline
Our framework consists of a deep learning segmentation that categorizes the knee into 11 distinct anatomical components
(24), followed by an image cropping to isolate the ACL, and a 3D CNN (convolutional neural network) to classify
lesion severity (9) (Figure 1). The CNN was developed through a hierarchical approach; specifically, three cascaded
models were built to classify: reconstructed ligaments, full tears, partial tears, and intact ACLs. We further compared
the hierarchical approach to a single four class model with the same parameters, and saw superior performance using the
hierarchical approach. The same hierarchical classification network was implemented with a 2D CNN for comparison
with the 3D CNN (25).
2.3 ACL Localization
Two VNet architectures localized the volume of knee that included ACL; each VNet consisted of four down-sampling
convolutions to learn an encoding for the volume, followed by four upward-convolutions to decode the segmentation
mask (25). The VNet segmentation is a portion of a larger project aimed towards segmenting all knee tissues, which we
used to isolate the ACL region of interest.
The first VNet segmented the patellar cartilage, femur, tibia, and meniscus from the image background. These five
compartments were further segmented by a second VNet into 11 compartments consisting of patellar cartilage, medial
and lateral femoral condyles, medial and lateral tibial cartilage, tibia, four meniscal horns, and background.
The VNets were trained and tested on a total of 480 manual segmentations. Rotations between -5 and 5 degrees were
applied to augment the segmentations. All parameters of the originally published VNet were maintained, with the
exception of the residual connections (25). The VNet was trained for 100 epochs using the following parameters: 10-5
learning rate, batch size of 1, Adam optimizer, with combined weighted cross entropy and Dice loss functions. This
combined loss function enables increased penalization when the meniscus or cartilage are misclassified as background,
mitigating the relatively small proportions of these two compartments in the entire knee.
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Figure 1: The segmentation and classification pipeline begins with (1) the input of a full MR volume into a 3D VNet
which segments the knee into patellar cartilage (PC), femur (F), tibia (T), meniscus (M), and background (B). (2) The
5-class segmentation is then input to a second VNet which further categorizes the knee into 11 compartments including
patellar cartilage (PC), medial and lateral femoral and tibial condyles (MFC, LFC, MTC, LTC), and four meniscal
horns (4M). (3) The 11-class segmentation is used to determine the ACL boundaries of the original input MRI. (4) The
cropped ACL volume is input to three hierarchical CNNs (either 2D or 3D), which each detect reconstructed, fully torn,
partially torn, and intact ACLs.
To avoid any additional manual annotation, the femoral and tibial cartilage masks generated by the concatenated VNets
were then used to create bounds on the original knee MRI and isolate the ACL. Specifically, the ACL’s superior bound
was determined by the superior point of the femoral condyle, inferior bound by inferior point of tibial cartilage, anterior
bound by anterior point of tibial cartilage, posterior bound by posterior point of femoral cartilage, medial bound by
medial point of femoral condyle, and lateral bound by medial point of lateral femoral condyle. All bounded ligament
volumes were resized to the mean calculated volume of 98x82x47 pixels3, and left knees were axially mirrored to match
right knee orientation. We further calculated the intersection over union between manually segmented and automated
VNet bound ACL regions in order to quantify the metric of overlap between clinical and deep learning segmentation. A
random sample of 17 ACL volumes resulted in a mean(SD) intersection over union of 0.89(0.06).
2.4 Classification
2.4.1 3D CNN
The cropped ACL volumes were input into a CNN consisting of 3D convolutional kernels (9). The network is built
with six layers, including one skip connection after the first convolution, to preserve initial features and mitigate
overfitting (Figure 2). Training was performed over 100 epochs with the following parameters: an Adam optimizer, a
learning rate of 10-5, empirically weighted cross-entropy loss to account for class imbalances, and a batch size of 8.
Three-dimensional translations and zooming were applied to all classes for augmentation of the training set. Rotations
were not applied in order to preserve ligament fiber angles for model learning.
2.4.2 2D CNN
Performance of the 3D CNN was compared with the MRNet, a state-of-the-art 2D CNN (19). In the MRNet, each slice
of the input 3D volume is passed through an AlexNet to extract features (26) (Figure 3). The MRNet was pre-trained
on the ImageNet dataset, and additionally trained with the same training sets as the 3D CNN using transfer learning.
The MRNet pools features within each slice and among all slices in the volume to produce a classification probability.
The same image augmentations and loss functions as the 3D CNN were used to ensure correct comparison.
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Figure 2: The MRI is input to the 3D CNN. In the first layer, convolutional kernels are applied to the entire volume. The
second layer contains a concatenation with the first, followed by four additional 3D convolutions. The convolutional
output is then flattened and input to two dense layers. The number beneath each set of blocks denotes the number of
convolutions applied to the input; the number above represents the dimensions of the output after convolving the input.
Figure 3: The 2D CNN, MRNet, feeds each slice of an MRI into an AlexNet with shared parameters across each kernel.
The weights are pooled as they pass into a final convolution and a subsequent fully dense flattening layer. The output of
the dense layer is a single probability for the input MRI. The full parameters of the architecture are reported by Bien et
al (19).
2.5 Learning Strategy
The deep learning classifier first differentiated the reconstructed ligaments (grade 3) from grades 0-2. The remaining
cases were then analyzed for detecting full thickness tears (grade 2). Partial tear lesions (grade 1) were further classified
apart from intact ligaments (grade 0).
The total of 1243 images (1008 control, 235 injured) from 224 patients were split into train/validation/test sets (70%
/10% /20% ) for each grade, preserving the distributions of age, gender, and BMI. The studies in each split were from
distinct, non-overlapping patients. There were no statistically significant differences between patients in the train,
validation, and test sets regarding age (p=.24), BMI (p=.17), or gender (p=.85).
The 3D CNN was developed in Tensorflow (Google, Mountain View, CA), and the 2D CNN in Pytorch (Facebook,
Menlo Park, CA). All computations were performed on NVIDIA (Santa Clara, CA) GeForce GTX Titan X graphics
processing units.
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2.6 Statistical Analysis
The training set was used to train each of the CNNs with back propagation. The validation set served to evaluate model
performance at each training epoch, and the testing set was blind to the model until after training to serve as final
metric of performance. For each CNN, we report overall accuracy and linear-weighted Cohen’s kappa (27), as well
as sensitivity and specificity for each severity score. Model results were bootstrapped 100 times to obtain confidence
intervals for each model’s performance on the testing set including sensitivity, specificity, accuracy, and linear-weighted
Cohen’s kappa. Two-sample t-tests determined statistical significance between the two classifiers. We additionally
paired ACLs from the testing set to analyze covariance with the McNemar test. P-values less than .05 were considered
significant.
3 Results
The 3D CNN and 2D CNN had overall accuracies (mean(SD)) of 82(4)% and 84(4)% (p=.005), and linear-weighted
kappas of .88(.02) and .92(.02) (p<.001), respectively. Table 1 displays the distribution of grades for model training,
while Table 2 contains the total grades and demographics for the training, validation, and test sets. As seen in Figure 4,
both models performed highest on reconstructed ACL classification. The 2D CNN demonstrated higher sensitivity and
specificity in detecting intact ACLs (Table 3). The sensitivity of the 2D CNN in reconstructed ACLs was higher than
that of the 3D CNN. The specificities in reconstructed classification were not significantly different. The McNemar test
for covariance resulted in no significant differences between 2D and 3D CNNs for paired ACLs among each of the four
severity stages and overall.
Table 1: Distribution of severity gradings in training set and groupings for each of the hierarchical neural network
classifiers. Numbers within parentheses are image count and column wise percentage. Abbreviations: reconstructed
(RCN), full tear (FT), partial tear (PT), intact (I).
Classifier Type Reconstructed Full Tear Partial Tear
Negative Class FT, PT, I (766/862, 88.9% ) PT, I (714/766, 93.2% ) I (702/714, 98.3% )
Positive Class RCN (96/862, 11.1% ) FT (52/766, 6.8% ) PT (12/714, 1.7% )
Table 2: Distribution of ACL gradings in 224 patients.
Characteristic Training Set Validation Set Test Set
Age mean(SD) 48.05 (12.84) 44.77 (16.31) 42.98 (13.50)
BMI mean(SD) 24.28 (3.52) 25.06 (3.95) 25.18 (3.61)
Women 83/146 (56.9% ) 13/26 (50.0% ) 25/52 (48.1% )
Intact 702/862 (81.4% ) 103/127 (81.1% ) 203/254 (79.9% )
Partial Tear 12/862 (1.4% ) 2/127 (1.6% ) 4/254 (1.6% )
Full Tear 52/862 (6.0% ) 8/127 (6.3% ) 17/254 (6.7% )
Reconstructed 96/862 (11.1% ) 14/127 (11.0% ) 30/254 (11.8% )
Table 3: Sensitivity and specificity for 3D and 2D CNNs in hierarchical severity staging of ACL injuries. Values
reported in mean(SD).
Severity 3D Sensitivity 2D Sensitivity P-Value 3D Specificity 2D Specificity P-Value
Intact .89(.02) .93(.02) <.001 .88(.04) .90(.04) <.001
Partial Tear .74(.25) .26(.25) <.001 .92(.02) 1.00(.00) <.001
Full Tear .77(.10) .83(.09) <.001 1.00(.00) .94(.02) <.001
Reconstructed .97(.03) 1.00(.00) <.001 1.00(.00) 1.00(.00) .40
Figure 5 displays a knee with intact ACL that was input into the pipeline, followed by localization of the ACL and the
corresponding saliency map generated by the model’s classification weighting. Saliency maps were generated from the
3D CNN’s rectified linear unit output in its last dense layer. This ACL was correctly classified and possesses a high
intensity on the inferior portion of the ligament’s saliency. An incorrectly classified intact ACL, predicted to be partially
torn, is seen in Figure 6, The model placed a high intensity on a sagittal view with overlapping ACL and femur signal.
The resulting saliency possessed large weight on a portion of the joint posterior to the ligament and also has speckles of
noise further posterior. The 3D CNN took less than one second to classify a single ACL that went through all three
hierarchical classifiers on one NVIDIA GeForce GTX Titan X graphics processing unit (12 GB).
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Figure 4: Confusion matrices for 3D and 2D CNNs of reconstructed (RCN), fully torn (FT), partially torn (PT), and
intact (I) ACLs.
Figure 5: Sagittal views of (a) correctly classified knee with intact ACL and (b) its ACL localization with (c) overlaid
saliency map. The saliency demonstrates the anterior-inferior portion of the ACL as high importance for model
classification.
4 Discussion
In this work we present a fully-automated ACL segmentation and classification framework which provides hierarchical
severity staging of the ACL using state-of-the-art deep learning architectures. We compare the performances of a 3D
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Figure 6: Sagittal views of (a) incorrectly classified knee with intact ACL and (b) its ACL localization with (c) overlaid
saliency map. The model predicted a partial tear in this knee. The model misplaces a relatively high probability mapping
on a slice with ACL that is obstructed by signal from femur. Additionally, the saliency intensity is posterior to the actual
ligament; speckles of noise are also present in the inferior-posterior portion of the saliency. This intact ACL possessed
focal fluid collection posterior to the ligament on a separate sagittal view, which may have led to the misclassification.
and a 2D CNN in ACL lesion classification. A higher overall accuracy and linear-weighted kappa were observed with
the 2D model. This is the first reported fully automated segmentation and classification pipeline for multi-classification
of the ACL in MRI.
Four previous groups have used deep learning frameworks for ACL lesion classification tasks, the first of which
being the original MRNet by Bien et al (19). Their dataset consisted of 319 ACL tears from a total of 1,370 exams.
Their MRNet displayed 97% sensitivity and 76% specificity for fully torn ACLs. The MRNet that we built, however,
demonstrated a higher sensitivity than specificity. The discrepancy may be due to difficulty in generalizing the MRNet
to images from other institutions. In addition, the difference may be due to transfer learning, through which the MRNet
was trained with our unique dataset which tuned the original MRNet’s parameters.
Liu et al have approached the binary ACL tear classification task using three cascaded deep learning architectures:
1) LeNet performs slice selection to determine MRI slices possessing the ACL, 2) the You Only Look Once network
performs a subsequent ligament isolation in the chosen slices , and 3) a Densenet detects the tears (28–30). The cascaded
model achieved 96% in both sensitivity and specificity but was not statistically significant when compared to radiologist
grading (20). In addition, this group used a relatively small number of images (350) for training, validation, and testing,
which may have led to overfitting.
Chang et al applied CNNs with residual blocks for a third means of binary classification of torn and intact localized
ACLs in MRIs. This study was conducted on 260 volumes in the coronal plane, which is a more difficult cross-section to
use to grade the ACL (21). Most recently, Germann et al used CNNs to classify ACL tears in MRIs from 59 institutions,
resulting in overall and in-house performance metrics lower than those of fellowship-trained faculty musculoskeletal
radiologists (22).
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Compared to these four prior studies, our pipeline classifies ACLs using 3D convolutional kernels in a hierarchical
sequence. We implemented a hierarchical classifier because the ACLs possess an ordinal sequence of injury severity,
increasing from intact to reconstructed. A stepwise approach beginning sequentially with the most severe classification
can enhance accuracy because decisions are less complicated if binary. A true multi-class classifier would instead be
warranted if categories had no relationships, such as differentiating among non-ordinal classes, while a linear regression
would be necessary if severity increased on a continuous scale.
The hierarchical nature of our approach resulted in each individual severity stage in 2D and 3D possessing different
cases based on upstream classifications. For example, the 3D reconstructed CNN predicted one fewer reconstructed ACL
correctly compared to the 2D CNN. Thus, the subsequent full tear classifier in 3D possessed an additional reconstructed
ACL to analyze. We utilized sensitivity and specificity measurements to interpret the performances of the individual
classifier stages because the testing sets between 2D and 3D were inherently different. We additionally matched the
testing images by ACL stage and performed the McNemar test to account for paired covariance between the 2D and
3D classifiers, resulting in no significant differences between 2D and 3D performance. However, this covariance
statistic does not evaluate performance of each individual hierarchical classifier nor differentiate between incorrect
classifications (i.e. staging a full tear as intact is not penalized more than staging a full tear as partial tear).
MRIs are 3D volumes and 3D convolutional kernels can learn 3D features that 2D convolutions cannot. The ground
truth we are using is on the patient level on all the 3D volumes, which is a scalable design because it does not require
pixel or slice level annotation. Thus, supervised feature learning can occur exclusively in 3D, as opposed to 2D.
However, 3D models are more complex, higher parameters spaces that are more likely to overfit with small sample sizes,
unlike 2D models which have lower parameter space convolutional filters and typically perform well for general image
classification problems. Using a 3D CNN did not outperform a 2D model, which may be because the 2D CNN utilized
transfer learning from ImageNet, which is a dataset of 14 million 2D images that is not compatible for training a 3D
CNN. The pre-trained 2D CNN without transfer learning would perform worse had we not trained it with our MRIs.
However, our goal was to compare transfer learning in a 2D CNN with a 3D CNN possessing no transfer learning, in
order to compare the benefits of 3D spatial relations with those of transfer learning.
Upon interrogating other sagittal slices of the incorrectly classified ACL in Figure 6, we found extra-ligamentous
ganglia or synovial cystic changes along the ACL, which are relatively frequent findings in clinical practice, to cause
misclassification as ACL tear; this is explained by the fact that intra-ligamentous cysts are often seen with mucoid
degeneration and partial ligamentous tears. If the ganglia are large enough and in very close proximity to the ligament,
then the large fluid collections and the corresponding high signal can be a confounding factor that the model can
incorrectly learn, leading to classifying intact ligaments as tears. While these are frequent findings in clinical practice,
we had a limited number of such ganglia in our training dataset. A potential way to mitigate this error would be to not
only increase the number of such cases but also manually segment ACLs in the next iteration of the model to isolate the
ligament from extra-ligamentous features.
Although we evaluate a hierarchical severity staging classifier, the partial tear class has little clinical relevance without
subcategorization because partial tears denote a wide spectrum of injury, some of which require surgery and others
which do not. Our limited sample size of partial tears did not allow for sub-stratification, but one of the primary end
goals of this study is to classify subcategories of partial tears ranging from intact to fully torn. The limited number
of partial tears in validation and testing sets should be considered when externalizing the partial tear results, as many
more cases are needed to draw significant conclusions. However, we believe the current study lays groundwork for
moving closer to a clinically relevant severity staging adding upon previous binary classifications. The current addition
of reconstructed and partially torn ACLs is presented as a proof-of-concept for the ability to automatize the severity
staging of ACL with deep learning.
Our method contains several limitations beginning with the use of MRI as gold standard. The grades used for model
training are dependent on subjective assessment by a radiologist. Crawford et al report 86.5% specificity and 95.2%
sensitivity for ACL full tear classification with MR among board-certified radiologists (18), Phelan et al report 87%
specificity and 93% sensitivity for full tear evaluation (31), and Lefevre et al found 95% specificity and 95% sensitivity
for partial tear classification (32), underscoring variability in MR assessment of the ACL. Using arthroscopy as an
additional standard of comparison may improve the ground truth labels for the ACLs, increasing the model’s capability
to learn accurately. However, the model learning is limited as early model building notably could not sub-classify
mucoid degeneration within intact tears. Furthermore, our sample of patients was not balanced amongst all gradings,
which we addressed by using a weighted cross entropy loss function during training for both 3D and 2D CNN models.
We split our dataset into training, validation, and testing sets according to patient. However, this may lead to correlations
among multiple images from the same patient, which are non-independent observations. Despite this, accounting
for such correlations in training neural networks is not common, as the majority of models are built using image
augmentations to increase training capacity. Thus, even if each subject had solely one image, data augmentation would
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yet lend towards correlation discrepancies. For this reason, dividing by images without preserving patient splits would
offer little correlation benefit for the model, which would instead display falsely elevated accuracy by inferring on the
same patients used for training.
The dataset was obtained from three studies with inclusion criteria such as full ACL tears and ACL lesions secondary to
OA, which resulted in a heterogeneous sample relative to the general population of ACL lesions. Only one of the three
studies possessed additional 2D FSE sequences for radiologist grading which may comparatively limit the observer
grading accuracy in the other two studies. Additionally, the radiologists used only oblique sagittal sequences; using
other planes would increase the validity of the grading. Future work should aim to obtain larger datasets to mitigate
these imbalances and enhance external validity, with particular aim to include a wider age range since a noteworthy
portion of our dataset were older and possessed later stages of OA and ACL injuries. This includes using images from
different institutions obtained with other scanners and sequences. However, the study did utilize scanners from three
separate locations that each had coil changes and several software upgrades over the course of the study period, which
may lend towards model generalizability.
Deep learning can provide relatively fast classification and visualization of ACL lesions, which may facilitate clinical
translation. CNNs may prove helpful for clinicians in training or without strong radiology backgrounds, particularly
musculoskeletal, during acute settings where board-certified radiologists are not available or in circumstances where
radiologist workload is high. Both CNNs evaluated in this study offer distinct benefits; a 2D CNN shows greater overall
performance, while the 3D model without any transfer learning can learn more detailed features present in complex
gradings. Both architectures displayed a relatively high degree of sensitivity and specificity for intact, fully torn, and
reconstructed ACLs, which may warrant clinical value of deep learning as a tool for standardizing and generalizing
ACL severity staging for clinicians with limited experience with knee MRI.
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