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Abstract-we set down a few mathematically aesthetic principles which we have developed over 
a period of time. The aim is to study the consequence of such a set of principles. In the past, we 
have emphasized lattice solutions with the purpose of trying to shed light on certain basic physical 
concepts which are present even when the system is simple. In this paper, we do not use lattice 
systems as a base, but consider more general (although not completely general) origin point data. 
We found a solution that does not have a regular appearance. We call such a solution a “chaotic” 
solution. The numerical calculation done in connection with this system is the most extensive and 
uses the most accurate grids in our work up to date. Results are checked by using different size grids. 
We also study an interesting three-dimensional space-time system not based on any (obvious) lattice 
system. We found that trajectories cannot be followed in time, since maxima (minima) appear and 
disappear. In the past, we only obtained this effect when we used data that led to a lattice system 
(the lattice system was obtained when a path was specified). 
1. AESTHETICS 
The basic hypothesis we have made is that the foundation of physics lies in mathematical aesthet- 
ics. This has led to a long term project to study the consequences of mathematically aesthetic 
principles. 
We consider a field theory in Cartesian space. We have studied the following assumptions. 
(i) Data is specified at a single point rather than on a hypersurface. There is less arbitrariness 
in such an approach. Furthermore, if the field were arbitrary on a hypersurface, then 
particle structure, an aim of the theory, would be also arbitrary on the hypersurface. 
(ii) All tensors are treated in a uniform way so far as change is concerned. This hypothesis 
led to the equation (see [l]) for the change function I’;,: 
drflE = (ri, rjni + rj, rg - rz rk,) dd. (1) 
If we require that mixed derivatives of I’;, be symmetric, we obtain the integrability equations 
with 
~~~~~ = rt, rj,, - rti rj,, + rg rzk - r$ rjm. (3) 
If the integrability equations are satisfied by the origin point data, then the results of integrating 
from the origin point to any point S are independent of path. In our earlier work, this principle 
was even used as a test of our numerical methods. However, in our work of the last few years, 
we have recognized that there is no reason for the results of integration to be independent of 
the path, as different paths traverse different environments. This has led us to drop the notion 
of integrability. A review of our work is found in the write-up of the talk given at the gth 
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International Conference on Mathematical and Computer Modelling, April 1-4, 1990, at the 
University of Maryland [l]. A second review is given in the write-up of the talk given at the 
7th International Conference on Mathematical and Computer Modelling during the summer of 
of 1989. This talk was entitled, “Nonintegrable Systems” [2]. 
We have developed two approaches to nonintegrable systems. In the first approach, the role 
of equation (1) is to determine the change along any integration path. We have developed three 
equivalent methods within this approach: 
(a) the Product Method; 
(b) the Summation over Path Method; 
(c) the Commutator Method. 
We have also introduced an approximation to the Summation over Path Method called the 
Random Path Approximation. The approximation was tested numerically with the Commutator 
Method, and the agreement was found to be quite good. 
In the second approach to nonintegrable systems, the role of equation (1) is to determine the 
change only between neighboring points and no further (neighboring points lie on lines parallel 
to the coordinate axes). 
Instead of the unnecessary restriction on the theory imposed by equation (2), we shall make 
the assumption: 
(iii) Integration depends upon the path, and in determining the field, no integration path is 
favored over any other integration path. 
Furthermore, we assume: 
(iv) There exists a unique change function I’:, at each point. 
Hypotheses (iii) and (iv) lead to the integration scheme [2,3] (this integration scheme is based 
on the second approach to no integrability) 
l-(U) = ; c (contribution from points adjacent to U, where the 
field has already been determined). (4) 
The summation is over the integration directions. I’ is a component of I’;,, and N is the number 
of integration directions in the sum. 
From (l), (4), and a set of origin point data for I’;,, we can in principle use the computer to 
obtain I’:, at any point. 
We can introduce second mixed partial derivatives consistent with the change equations (cf. [2]). 
The second mixed partial derivatives introduced in this manner are not in general symmetric. 
In the past, we have studied the nonintegrable system for origin point data which led to a lattice 
system when we specify an integration path. In these studies, we found lattices of different type. 
We saw point lattices and loop lattices. In the latter situation, the maxima (minima) lie on 
closed loops, and the loops are located in the symmetric lattice configuration. We have also 
studied these systems when we use the superposition principle based on the Summation over 
Paths method. That is, we use the integration scheme 
l?(U) = $ c (contribution for each path). 
paths 
(5) 
Here, N is the number of paths, and there is no “backtracking” in forming of the path. 
We have also studied lattice type data, where we use the integration scheme based on (4). 
An interesting result is reviewed in [2]. Here, soliton lattice particles, which executed simple 
harmonic motion in both x and y when we specify a path, do not have well-defined trajectories 
when we use (4), as soliton particles appear and disappear. The results were obtained for data 
that are intrinsically three-dimensional. 
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Soliton lattice particles were rearranged by the integration scheme (4) into a more complicated 
arrangement close to the origin. The soliton concept was preserved by (4) (as well as (5)). 
However, longer runs show a distinctive symmetry appearing when we use (4). We may call such 
a symmetry a “ladder” symmetry [4]. This symmetry was within a quadrant. We had some 
success in enlarging the nonsymmetric region by using the techniques of [5]. These techniques 
included going to higher dimensional space. 
A basic reason for studying lattice systems is that certain principles such as Quantum Mechan- 
ics and the notion of time are present for simple systems as for more complicated ones. 
From (4), we see that information on a hypersurface is sufficient to determine information on 
a succeeding hypersurface. Thus, we have an evolution in “time” similar to hyperbolic theory. 
The basic difference with hyperbolic theory is that in our work, information on a hypersurface is 
no longer arbitrary. 
We mentioned that soliton systems having well-defined trajectories when we specify a path 
can be transformed into soliton systems not having well-defined trajectories when we use the 
integration scheme (4). In Q uantum Mechanics, particles do not have well-defined trajectories. 
A natural (unproved) hypothesis we can make is that Quantum Mechanics results from a classical 
field theory in which particles do not have well-defined trajectories. Further work on nonintegrable 
systems would be useful in exploring this possibility. 
At any rate, we may say that the integration scheme (4) offers some encouragement in the 
program of trying to gain understanding of basic physical concepts from studying simple systems 
appearing in nonintegrable situations. 
In this paper, we look at (1) and (4) from a different perspective. Although data at the origin 
point that gives rise to lattice system? are important to study for what can be learned about 
basic physical principles, nevertheless, lattice systems are a very special case of what (1) and (4) 
are capable of. We thus seek more complicated systems consistent with (1) and (4). 
An extrapolation we can make from emperical studies on small bodies is that basic systems 
behave in what apppears to be an unpredictable way. We now recognize that nonlinear systems 
have L‘chaotic” looking solutions [6]. The question is whether mathematically aesthetic principles 
as outlined here, leading to equations (1) and (4)) h ave solutions characterized by an unpredictable 
looking nature as well. 
At this point, we shall qualify what we mean by unpredictable or chaotic character for a 
solution. A truly chaotic looking system of multiparticles would have the magnitude of maxima 
(minima) not only different, but magnitudes should vary over all values. Thus, different maxima 
(minima) would differ by many orders of magnitude in a truly random looking system. However, if 
magnitudes differ by many orders of magnitude, then numerical errors would become an important 
factor. Also from a numerical point of view, we could not distinguish between a large magnitude 
and a singularity. Thus, when we talk of chaos we shall only consider random looking locations 
for the maxima (minima). Our maxima and minima shall be required to vary over a small range 
in magnitude. 
In order to say we have a random looking solution, we will need to study a relatively large 
region of space. We will need to use a very small grid as we have no hold on the numerical error 
problem. For lattice solutions, or for that matter symmetric solutions, we can tell if errors are 
a factor by the deviation from the symmetric pattern. Numerical errors would not be expected 
to maintain the symmetry. Also, when we know we have a soliton solution, we have a handle on 
errors, since any deviation from the soliton magnitude would be a sign of errors. This feature 
enabled us to draw conclusions in [7] using equation (4), in conjunction with a 0.028125 grid 
which is quite a large grid for the system under study. 
The only weapon at our disposal, then, in obtaining reliable results is to use tiny grids and 
then repeat the calculation with smaller grids. If the results do not agree well, this would be 
a sign that we should not have confidence in the results. Using tiny grids to study a relatively 
96 M. MURASKIN 
large region means we need a large amount of computer time which we were able to obtain for 
this project. 
We have thus undertaken our most exhaustive computer calculation since the inception of the 
Aesthetic Field Theory in 1970. We mapped a region of 22,882 points by 2,689 points in the 
x, y plane using the grid 0.00234375, which is the smallest grid we have ever used in conjunction 
with equation (4). Then, the calculation was entirely redone using the grid 0.001171875. For 
the maximum farthest from the origin, we found agreement in the two calculations up to 0.003, 
giving us confidence in the numerical results. We also repeated the calculation with a coarser 
grid of 0.028125. In the next section, we discuss the details of the solution. 
2. A CHAOTIC LOOKING SYSTEM 
The system under consideration is based on the following origin point data and equations (1) 
and (4). r& is chosen to be 
We then used 
and 
I-;, = I-;, = IT;, = r;, = -r;, = -r;! = 0.1, 
r;, = r;s = -r!& = -0.2, 
r;, = rf, = rg, = -r;, = -r$, = -r& = 1.0, 
r;, = r;, = r& = -r;, = -r& = -r& = 1.0, 
rg, = r;, = rg, = -r& = -r& = -r;, = 1.0. 
(6) 
0.88 -0.42 -0.32 
eai 0.50 0.90 
-0.425 0.30 
= 0.20 -0.55 (8) 
0.44 -0.16 
t This set of data is not general as lY k - 0 and I& = 0. The data (6)-(g) used in collaboration with 
(1) and (4) were then mapped for the representative component I’:, in the +- quadrant of the 
z, y plane. The results are given in Figures 1-3. Figure 2 denotes the region to the right of Figure 
1, and Figure 3 denotes the region to the right of Figure 2. The largest maximum (minimum) in 
the figures has a magnitude of 0.33. Contour lines at f.10 are drawn in the figures. There was 
no sign of buildup for the numbers. Magnitudes of maxima (minima) were in the range between 
0.01 and 0.33. There was no sign of repetition as we increase x as we saw in [4]. 
The system in Figures l-3 gives the appearance of an unpredictable system. The conclusion 
is based on visual appearance. The region is not large enough to make statistical tests. We also 
emphasize that the region mapped is limited in size. 
Another question arises. Even though the contour lines do not seem to form any simple pattern, 
we can ask if maxima (minima) tend to fall on certain -45” lines. This occurs in the symmetric 
solutions of [4] and it occured to some degree in the more disorderly systems of [5]. 
Let us look at various maxima (minima) in Figures l-3. Consider any maximum (minimum). 
We then proceed along the minus 45’ direction to see how far one has to go to find another 
maximum (minimum). Each unit is 0.00234375 x 48 x a. Units in x and y are 0.00234375 x 48. 
We considered some maxima (minima) close to the origin. We then obtained the data shown 
in Table 1. We find another maximum (minimum) along the diagonal direction with varying 
amounts of spacing. Also, when we are 6 or 8 units away from a minimum (maximum), we are 
far enough away from a minimum (maximum) that we can say that no other minimum (maximum) 
was found in the region mapped. Note, on the other hand, in Figures 14-17 of [5] (which was 
done in a six-dimensional space) the number of units to obtain the second minimum was found 
Chaos and Aesthetics 97 
Table 1. Number of units in diagonal 





0.19 26 + 1 unit in x 
0.20 20 + 3 units in y 
0.18 21 + 4 units in y 
-0.04 28 + 1 unit in y 
-0.20 17 + 6 units in J/ 
0.21 17 + 2 units in 3/ 
-0.25 18 + 0 units 
0.21 22 + 3 units in y 
-0.07 33 + 8 units in x 
Number of Units 
to Obtain Another 
Maximum (Minimum) 
in the -45O Direction 
Table 2. Values of minima found 
in similar structures as we alter y. 
Values of Minima Found in Similar 
Structures as a Function of y (The 
top number is farthest from the ori- 



















to be 42 f 3 units (one units equals 0.0046875 x 48 x fi along the diagonal direction) for all the 
minima observed in the region mapped (the maxima did not have such a simple pattern in [5]). 
Thus, we can say that the effect found in (4,5] is not what we have here. 
We used a smaller grid in the calculation since we wished to be as accurate as possible. However, 
once we established that the results are credible by using a smaller grid, we see that we can gain 
an understanding of what is going on using larger grids. In Figure 4, we mapped close to the 
origin using a 0.028125 grid. We see that the picture is similar to what is seen in a portion of 
Figure 1. 
Figures l-3 are not very deep in y. In Figure 5, we present a picture of the f- quadrant close 
to the origin with a greater range of y, looking for any obvious pattern. We use a 0.0046875 grid. 
We saw no simple pattern for the planar maxima (minima), although we did see some similar 
looking structures. In this sense, we can say that the random appearance is more pronounced 
in x than in y. 
We next studied the system as we vary z, using a coarse 0.028125 grid. We ran 163 by 97 
by 97 points in all four quadrants and for positive and negative z. We noted that the values of 
the magnitude for maxima (minima) remained within a small range as was the case at z = 0. No 
simple pattern was uncovered. We observed multi-three-dimensional maxima (minima). When 
we studied lattice particles in the past, three-dimensional maxima (minima) lay on only certain 
E planes. Such a regular pattern was not observed here. 
The set of data (6)-(8) d oes not give rise to an (obvious) lattice solution when we specify a 
path, as is the case in so much of our previous work. In Figure 6, we show the map obtained 
when we specify a path by first integrating in y, and then x. The map is for the +- quadrant. 
We see no symmetry pattern as we increase x. In Figure 7, we show a region in the ++ and 
+- quadrants which is deeper in y. We do see a similarity in structures here. Also, we see 
evidence for a repeating of maxima (minima) in an oscillatory way (see Table 2). We focus 
attention on minima inside similar structures as we alter y. Table 2 is for I’!,. 
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Figure 1. System (1) and (4) with data (6)-(8) in the +- quadrant. The map is for 
ril; the numbers in this figure and in other figures are 100 times the actual numbers. 
The grid used is 0.00234375. Results were checked using a grid of 0.001171875. The 
map shows the irregular appearance of the solution. 
Figure 2. Map fitting to the right of Figure 1. 
Figure 3. Map fitting to the right of Figure 2. 
Figure 4. System of Figure 1 with a coarse 0.028125 grid showing that the larger 
grid gives a qualitative description of the solution. 




Figure 5. System of Figure 1 which is 
deeper in y. 
Figure 7. Map of the system of Figure 6 in the ++ and 
f- quadrants. Although the data does not lead to a lattice, 
there are regularities present in the y direction. 
Figure 6. The data (6)-(8) when we specify a path. The map is for r:, in the 
+- quadrant. This map illustrates that the data (6)-(8) does not lead to a lattice, 
although in Figure 7, we do see some regularities present. 
When we specify a path, we do not get a lattice; however, we do see evidence for a symmetric 
pattern as we alter y. The way this effect is reflected when we use the integration scheme (4) 
appears to be by way of the appearance of similar looking structures as was discussed previously. 
We conclude that no simple pattern was found as we increased x in Figures l-3, so the system 
has a “chaotic” appearance. The situation is perhaps not as pronounced in y, although Figure 5 
(which is deeper in y) still appears irregular. 
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3. TRAJECTORIES OF PARTICLES 
In this section, we wish to study the trajectories of particles using the integration scheme (1) 
and (4). Again, we shall be more general and not consider data that leads to a lattice when we 
specify an integration path. We shall consider data that is intrinsically three-dimensional, as this 
is considerably simpler to work with from a numerical point of view. We shall denote the z axis 
as the “time” axis. Previously, we considered data that led to a lattice when we specified a path. 
We then showed in our previous papers using (1) and (4), that particle trajectories could not be 
followed in time in general for as long as we wished, as particles appeared and disappeared. The 
question we now ask is what sort of motion can we expect for a non-lattice such as equation (9). 
We choose the origin point data to be: 
r;, = I?;, = -I?;, = 0.1, 
r;, = rg, = -r;, = -0 i . 7 
r;, = rq, = r& = -r;, = -r& = -r$ = 1.0. 
(9) 
When we used the integration scheme based on (1) and (4), we obtain the map of Figure 8 at 
z = 0. The map is for I’&. The grid used is 0.028125. As in Section 2, we see a system that 
appears disorderly. The calculation was repeated with a 0.009375 grid where we obtained similar 
looking results. The map given by Figure 8 is in the f- quadrant. 
A small region close to the origin of Figure 8 was then studied for various z values using the 
same grid. In Figure 9, we see the region at z = 0. We focus our attention on the 0.11 maximum. 
Figure 10 shows the system at L = 0.84375. Figure 11 shows the system at z = 1.51875. 
Figure 12 shows it at 1.6875. The maximum under study has now disappeared being “swamped” 
by another maximum in the right hand corner of the picture. In Figure 13, we see the system 
at z = 1.85625. The maximum we have focused the attention on is no longer anywhere in the 
vicinity that it used to be. Thus, we can say the particle cannot be followed in time for as long as 
we wish. Effectively, we find that particles appear and disappear as this effect was observed for 
other maxima (minima) described by equation (9). The calculation was redone with the smaller 
grid sizes 0.0140625, 0.011, and 0.009375. Although the numbers differed by the order of 0.02, 
we still observed the same type effect. 
The system (9) did not lead to an (obvious) lattice when we specify a path. This is seen in 
Figures 14 and 15. Figure 14 is for the ++ quadrant, while Figure 15 is for the +- quadrant. 
4. CONCLUSION 
Henon and Heiles [6] showed that nonlinear equations have solutions which exhibit “chaotic” 
looking properties in phase space. It has been suggested for this reason that nonlinearity may 
ultimately account for Quantum Theory [8]. 
We have shown in this paper that a small number of mathematically aesthetic principles are 
sufficiently rich in content that they too exhibit solutions that suggest chaos, at least in the 
domain of Figures l-3. Our results are in ordinary space (as contrasted to phase space). 
In the past, we emphasized lattice solutions (the lattice solution occurs when we specify a path). 
In this paper, we considered a non-lattice type system, although we did see some regularities when 
we specified a path (note Table 2). 
We also studied an interesting three-dimensional space-system which again did not appear to 
arise from a lattice system. We found that maxima (minima) could not be followed in time for 
as long as we wish, as maxima (minima) appear and disappear. Previously, such an effect was 
observed when we started off with a lattice system. 
This approach to nonintegrable systems (4) gives a natural explanation for the arrow of time [9]. 
The arrow of time disappears once the integrability equations are satisfied. 
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Figure 8. Data in equation (9) used in conjunction with (1) and (4). The map is at 
z = 0 for I&; the grid is 0.0 28125. Results were checked with a 0.009375 grid. 
Figure 9. A portion of the region of Figure 8 close to the origin at z = 0. 
0 8 
-I 
Figure 10. The system of Figure 9 at z = 0.84375. 
Figure 11. The system of Figure 9 at .z = 1.51875. 
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Figure 12. The system of Figure 9 at z = 1.6875. The maximum having the value 0.11 
in Figure 9 has now disappeared. 
Figure 13. The system of Figure 9 at z = 1.85625. The maximum which disappeared 
in Figure 12 has not reappeared. We see the same effect se observed in this figure 
and in Figures 9-12 using the smaller grids of 0.0140625, 0.011, and 0.009375. 
Figure 14. The data of Figure 8 when we specify Figure 15. System of Figure 14 in the +- quadrant. 
an integration path. The grid is 0.075; the map is The data does not lead to a lattice as far as we can 
for I’& in the ++ quadrant. tell. 
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