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CHAPITRE I  

















Les travaux de recherche présentés dans ce document de synthèse s’inscrivent dans la 
continuité d’une étude [1] en relation avec le développement d’un microsenseur de terre, 
partenariat avec le CNES, présentant les caractéristiques : 
• précision de pointage entre 0.05° et 0.1°(à 3σ) avec une fréquence de 
rafraîchissement ≥ 10 Hz,  
• un défilement de 0.5°/s maximum, pour un satellite orbite basse d’altitude variant 
entre 450 et 1500 km, 
• un volume < 80 cm3, une ouverture de champ de 18°, 
• une très faible consommation, et l’utilisation de composants électroniques COSTS. 
 
 
Figure 1 :Microsenseur de terre en technologie microsystèmes  
(© LAAS-CNRS, MIRES Project 2000) 
 
Les résultats de cette étude tendent à démontrer l’existence d’un verrou technologique qui 
réside dans « l’opérabilité journalière » de cet instrument qui ne peut être maximale du point 
de vue « de la dérive de la calibration » du détecteur bolométrique. D’autre part, la 
« reconfigurabilité » de l’instrument apparaît incontournable tant pour l’application spatiale 
que dans la perspective de réduire les coûts de développement en proposant une architecture 
matérielle générique capable d’accueillir différents types de fonctionnalités. 
 
Dès lors, nous avons entrepris l’étude et le développement d’une plateforme intégrée capable 
de proposer ces fonctionnalités. Ce travail de thèse présenté dans les chapitres suivants 
s’articulera autour de la modélisation du capteur puis le dimensionnement d’une architecture 
matérielle capable : 
• de reconstituer un signal en minimisant l’altération du point de vue du bruit. 
• d’offrir la propriété d’adaptation à n’importe quel type de fonctionnalité  
 
Au delà de la conception et de la validation d’une nouvelle architecture, la conception de 
systèmes intégrés est établie à partir de la modélisation de la caméra par une décomposition 
des fonctions en sous-systèmes. [2]. 
 
Ces différents sous-systèmes sont modélisés par les équations décrivant les processus 
physiques [3][4][5][6], (c’est le cas du sous-système optique[1] ou du pixel du capteur 
bolométrique développé dans le chapitre 2), les équations décrivant l’architecture de la partie 
électronique numérique (VHDL) ou encore une modélisation comportementale. Afin de 




réduire le coût et le délai de conception, la modélisation des différents sous-systèmes permet 
d’envisager une optimisation sans l’étape de réalisation matérielle.  
 
Les objectifs de l’étude pourraient se résumer à :  
• développer une architecture générique de caméra numérique en garantissant un 
système ouvert pouvant héberger différents types d’applications. 




I.2.- PREAMBULE A L’ETUDE  
 
Nos travaux de recherche s’inscrivent dans une thématique relative au développement d’une 
méthodologie de conception de systèmes intégrés. Afin de situer les enjeux et les difficultés 
pour lesquelles « mettre de la méthode dans la phase de définition du système et de sa 
conception » doit offrir des perspectives de généralisation des applications des microsystèmes, 
il nous apparaît nécessaire de dresser un bref état des lieux des types de conditionnement : 
• l’Intégration Monolithique des Microsystèmes (MMI), 
• les Modules Hybrides MultiChip (MCM), 
• la technologie Ultra-Thin-Chip-Stacking (UTCS) 
• l’avènement des nouveaux composants type System On Chip (SOC) et encore plus 
récemment des System In Package (SIP). 
 
La maturité de conception et de réalisation de microsystèmes au sens du capteur est 
démontrée avec des succès industriels tels que l’accéléromètre, le capteur de pression. En 
revanche, il semble persister des zones d’ombre sur l’aspect « intégration de ces capteurs dans 
un système » en lui conférant les fonctionnalités d’analyse, de décision et de communications. 
Sur cet aspect, nous pensons que le côté conceptuel est, pour sa part, appelé à une véritable 
mutation pour faire face aux applications systèmes des microsystèmes. A titre d’exemple, 
nous pouvons citer pour les applications systèmes dédiées au monde de l’espace : 
 
• Les systèmes ultra miniaturisés vont offrir l’accès à davantage de données à travers 
la multiplication des éléments redondants, données dont la connaissance permettra 
de simplifier et d’améliorer les phases de fabrication, d’assemblage, de transport 
ainsi que les opérations de lancement et de mise en orbite, cela dans le cadre de 
systèmes spatiaux. 
 
• Le concept de l’ASIM (Application Specific Integrated Micro instrument) rejoint 
celui des ASIC (Application Specific Integrated Circuit), puisque susceptible d’être 
fabriqué en fonderies (Europractice), à ceci près qu’il se présente de façon beaucoup 
plus complexe, puisque nous pouvons y incorporer de l’intelligence, du traitement 
de données, des senseurs et actionneurs 2D et 3D, sans parler des activateurs 
chimiques et biologiques. 
 
• L’avantage principal de ces ASIM est de concorder des besoins identifiés avec des 








• La possibilité d’assemblage et de communication entre microsystèmes offre des 
réductions de dimensions et de poids ouvrant la voie aux satellites de l’ordre de la 
dizaine de kilos, et peut-être moins. Cette procédure plus facile à mettre en œuvre et 
à reproduire, réduira les coûts financiers, non négligeables pour tout projet spatial. 
 
• La miniaturisation des satellites pourra se faire selon deux approches, soit en 
opérant sur des fonctions présentes dans un satellite classique se prêtant le mieux à 









La problématique est donc de décrire un modèle en fonction de la réponse que l’on souhaite 
faire appréhender par le modèle global. Par exemple, pour couper court à une discussion entre 
le technologue et l’architecte du type, « pour assurer la mission il faut cycler 4 fois, de -20°C 
à +100°C avec une pente de 2heures ; mais pas du tout, ce n’est pas le bon cycle pour risquer 
d’endommager la couche structurelle…. », Nous préfèrerons représenter le MEMS au centre 
de la fonction du système par : 
 
• dans un premier temps une description type analytique (ou IP), pour permettre 
d’affiner les modèles des sous-systèmes constituant les fonctions (ou couches) de 
niveau supérieur, 
 
• pour ensuite proposer une description structurelle enrichie par des mesures qui, plus 
en relation avec la technologie actuelle ou « à venir », est plus à même de répondre à 
des questions de qualification de composant, ou d’extrapolation d’un composant 
fabriqué pour une application à une nouvelle fonction. 
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Figure 2 : Synoptique de la conception descendante 
 
L’objectif reste de matérialiser l’architecture du système global, comprenant les différents 
sous-systèmes en vue d’une optimisation avant une éventuelle fabrication. De surcroît, le 
modèle global devra être en mesure de pouvoir prendre en compte un nouveau composant 
MEMS, sans pour autant modifier les autres sous-systèmes : nous tendons vers la notion de 
modèle type IP modèle réutilisable. 
 
 
I.4.- OBJECTIFS DE L’ETUDE  
 
La conception de tout système se déduit d’un cahier des charges où les différentes 
fonctionnalités sont exprimées sous la forme de sous-systèmes : 
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Figure 3 : Connexions évènementielles du système à concevoir 
 
 
L’objectif de nos travaux de recherche est de conjuguer l’expression de différents sous-
systèmes en trois types de fonctions : 
• le conditionnement analogique du capteur. 
• la numérisation du signal par un CAN. 
• toutes les autres fonctions étant rassemblées dans une architecture incluse dans un 
SOP qui offre des perspectives de portabilité, de reprogrammation, de 
reconfiguration soit d’ouverture vers d’autres applications pour proposer une 
architecture simplifié applicable à tout type de capteur matriciel. 
 
 
I.4.1.- Exemple retenu : imagerie IR par bolométrie 
 
Nous avons choisi comme illustration et validation de la démarche de conception de 
construire l’architecture matérielle autour d’un capteur matriciel type microbolomètre 
développé par la société ULIS de Grenoble. Ce capteur était en phase de pré industrialisation 
alors que nos travaux dans l’infrarouge démarraient[1]. Le background sur ce thème acquis 
autour des travaux de modélisation et caractérisation d’un microbolomètre sous licence 
Boeing sur la technologique de l’oxyde de vanadium, nous a permis de mettre en place une 
convention de partenariat avec la société Grenobloise. 
 
Ainsi, par souci de respect des clauses de confidentialité, les résultats de caractérisation du 
microbolomètre ULIS ne seront pas présentés dans ce manuscrit. Les mesures présentées 
chapitre 5 ont uniquement pour objectif de chiffrer les performances de l’architecture 
matérielle intégrée autour du composant type System On Programmable Chip. En somme, le 
rapport signal sur bruit de la chaîne de traitement vidéo sera quantifié avec, pour ambition, de 










La liste de détecteurs que nous présentons ici n’est pas exhaustive, car depuis quelques années 
il existe nombre d’entreprises (notamment aux Etats-Unis) qui fabriquent et/ou distribuent à la 
fois des détecteurs IR mais aussi des caméras infrarouge intégrées. Nous avons cependant 
tenté de citer les principaux fabricants de détecteurs qui ont, parmi leurs produits, des 
matrices ou des barrettes de capteurs IR ayant servi pour des applications spatiales, car le 
domaine spatial utilise abondamment ce type de produit (applications dans l’imagerie pour 
l’astronomie, capteurs de position) 
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I.4.2.- Les SOPC : la fin des ASICS pour les applications numériques ? 
 
Les demandes du marché sans cesse croissantes, en termes de performance, de fonctionnalités, 
de diminution de l’encombrement, de reconfigurabilité pour s’adapter aux standards, 
rapidement obsolète ont entraîné une véritable mutation dans l’approche de conception d’un 
système. La première conséquence concerne le designer qui voit son temps de conception 
sans cesse diminuer (time to market) .[7] 
Une partie de ces changements est absorbée par les évolutions technologiques effectuées sur 
le process de réalisation en silicium. 
 
 
Figure 4 : Evolution des progrès technologiques sur silicium. 
 
De plus, la réduction de l’encombrement des systèmes a mis en avant les temps de 
propagation entre les connexions. Aujourd’hui, la vitesse maximale atteinte par les systèmes 





Figure 5 : Limitation en vitesse due aux temps de propagation. 
 
Par exemple, aujourd’hui, un processeur de type PENTIUM de chez INTEL possède une 
fréquence interne de l’ordre de 2.4 GHz, mais il ne peut communiquer avec les autres organes 
de la carte mère qu’à une fréquence voisine de 800 MHz pour les composants proches et 133 
MHz pour les périphériques. 
 
De plus, l’évolution de la capacité à concevoir un système en terme de temps ne suit pas 
l’évolution de la technologie. Le délai moyen de conception reste encore d’ un an. Ainsi, il 
apparaît comme nécessaire d’avoir recours à des blocs fonctionnels synthétisables et 
réutilisables. 
 




Cette demande toujours croissante de productivité en terme de performance et de conception a 
pour conséquence de modifier nos techniques de conception. Nous sommes passés d’une 
conception de type « Full Custom » dans les années 70 à une conception de type System On 
Chip (SoC) avec, entre temps, une étape intermédiaire de réalisation par cellules pré-
diffusées. 
Afin de répondre aux exigences de reconfigurabilité, de nos jours, la conception d’un système 
de traitement comprend : 
• Une architecture matérielle composée : 
- De blocs logiques standards (processeur, mémoires ….). 
- De blocs logiques spécifiques. 
- De bus de communication. 
 
• Le développement de ressources logicielles. 
 
Aujourd’hui optimiser un système revient à adapter les ressources matérielles et logicielles 
aux besoins spécifiques. 
L’approche SoC est la cohabitation de ces ressources aux seins d’une même puce. Désormais, 
le concepteur devra prendre en compte le système dans sa globalité. 
 
 
Figure6 : méthodologie de conception. 
 
L’approche SoC en technologie ASIC répond bien aux exigences de performances et 
d’intégration mais : 
- Elle est peu adaptée à l’évolution des systèmes. 
- Elle reste réservée aux grands volumes de production. 
- La fabrication et le test sont des étapes longues et coûteuses. 
 
L’approche SoPC, réalisée en technologie FPGA résout ces problèmes : 
- Développement et prototypage rapide. 
- Composant reconfigurable en quelques ms et à volonté. 
 
Mais : 
- la densité d’intégration est moindre. 
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- Les performances en terme de vitesse sont diminuées. 
- La consommation est plus grande. 
 
 
Figure 7 : Exemple de SoPC : Flex A10, Composant Altera avec un cœur ARMT 
 
Nous pouvons résumer l’évolution de la conception sur le schéma de la figure 8. Suivant 
l’applicatif souhaité, le nombre de volume désiré, les performances souhaitées, le concepteur 
pourra choisir entre: 
 
-  un composant SoC de type ASIC. 





Figure 8 : Evolution des systèmes. 
  
 
I.5.- PRESENTATION DU MANUSCRIT 
 
Les travaux de recherche rassemblés dans ce manuscrit ont pour objectif de proposer puis de 
valider par l’exemple une méthodologie de conception de système intégré. L’exemple traité 
concerne la réalisation d’une caméra infrarouge construite autour d’un détecteur type 




microbolomètre. En plus de la méthodologie de conception, nos travaux ont également pour 
objectif de proposer des orientations relatives au traitement matriciel de capteurs 
microsystèmes. Au travers du développement d’une plateforme matérielle de traitement du 
signal intégrée dans les dernières familles de composants qualifiés de System On 
Programmable Chip (SOPC) nos travaux tendent à prolonger le débat autour de 
l’implantation hardware ou logicielle de fonctions. 
Après avoir re-défini la méthode de conception par prototypage virtuel développée dans notre 
groupe de recherche, ce premier chapitre situe l’état de l’art et présente les solutions 
matérielles d’implantation de fonctions numériques. La spécification du système à intégrer est 
présentée en fin de chapitre, où nous conclurons en décomposant l’architecture de la caméra 
en sous-systèmes. 
A partir du postulat relatif à la nécessité de connaître, et de modéliser, la plage de 
fonctionnement de tout capteur, le second chapitre détaille les étapes de modélisation du 
capteur bolométrique matriciel, depuis le modèle unitaire du pixel jusqu’au système de 
séquencement. La modélisation des différents postes de bruits liés aux conditions d’utilisation 
et environnementales du capteur est abordée avec, pour objectif, de recentrer les efforts de 
conception sur les sous-systèmes concernés. Nous pensons tout de suite aux contraintes 
induites sur le conditionnement analogique du détecteur. En fonction des contraintes 
d’intégration au niveau du système et de leur influence sur le capteur, le chapitre 4 aborde la 
description matérielle de l’architecture de chacun des sous-systèmes. 
La description des fonctions est abordée avec pour objectif de proposer des modèles 
génériques (IP) portables pour d’autres applications et susceptibles d’enrichir une base de 
données de « fonctions élémentaires »  telles que : 
• convertir un signal analogique : (échantillonnage à 10Mhz sous 14 bits, 0.3 Watts, 
boîtier CMS QFP 44) 
• mémoriser : (stockage dual port RAM),  
• séquencer : (FPGA) 
• superviser, contrôler, calculer (composant type System On Programmable Chip) 
• communiquer (Protocole propriétaire dans un premier temps, puis en standard 
Caméra LINK). 
 
L’ensemble de ces fonctions décrites en langage haut niveau (HDL ou HDLA) ou en modèles 
comportementaux est validé au travers des tests de caractérisation et de validation présentés 
dans le chapitre 5. Auparavant nous présenterons les règles de conception des cartes supports 
de ces fonctions, règles essentiellement déduites de concepts de CEM en mode conduit et 
rayonné puisque la plate-forme matérielle est séquencée par une horloge à 50MHz. 
 
En plus du démonstrateur technologique développé et validé, les perspectives d’applicabilité de 
ces travaux, s’inscrivent au delà de l’aspect système électronique intégré et instrument. En effet, 
la « généricité » d’application et de reconfiguration offerte par les composants SOPC permet 
d’entrevoir des applications de vision et reconnaissance d’images que nous présenterons en 
conclusion (projet LAAS « PICASSO »). 
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CHAPITRE II  
Le détecteur matriciel IR: modélisation 










Figure 9 Vue du détecteur « Ulis » 
 
 










Pour obtenir une information électrique fonction d’un flux infrarouge incident, plusieurs 
principes physiques sont utilisés (effet photoconducteur, photovoltaïque, thermoélectrique et 
pyroélectrique). 
 
Toutefois, nous pouvons classer ces différents détecteurs en deux grandes classes : 
- Les détecteurs quantiques. 
- Les détecteurs thermiques. 
 
Dans les détecteurs quantiques, le signal issu du détecteur correspond à l’excitation directe 
des particules libres (porteurs) du réseau cristallin par les photons incidents. Suivant le type 
de détecteur, le capteur utilise soit l’effet photoconducteur, soit l’effet photovoltaïque. Le 
premier correspond à la modification de la conductivité de matériaux due aux photons 
incidents.  
Cette modification des propriétés du milieu est mesurée par le passage d’un courant.  
Le deuxième effet utilise la propriété que possède la lumière (ici dans le rayonnement 
infrarouge) pour créer un courant. Ainsi, suivant le type de matériaux (énergie de gap), les 
ondes électromagnétiques de la lumière sont filtrées pour ne garder que la ou les longueurs 
d’onde désirées. Ces composants sont généralement des photodiodes polarisées en inverse. La 
grandeur électrique fonction du flux incident est la variation du courant de saturation. 
Toutefois, dans ces détecteurs quantiques, afin de sortir cette information du bruit, de 
supprimer l’excitation thermique des porteurs libre à la température ambiante et d’améliorer 
leurs performances, il est nécessaire de le refroidir à des températures très en dessous de la 
température ambiante. C’est pour cela qu’ils sont classés aussi dans la catégorie des 
détecteurs refroidis. 
 
Dans les détecteurs thermiques, le principe physique utilise le lien reliant la température d’un 
corps au rayonnement infrarouge. En effet, tout corps ayant une température T émet un flux 
infrarouge. Ici, nous utilisons l’effet inverse. Tout corps recevant un flux infrarouge voit sa 
température augmenter. 
Ainsi, en mesurant  la variation d’un paramètre électrique due à cette augmentation de 
température, une information sur la quantité du flux infrarouge incident est observée. 
Dans les détecteurs pyroélectriques, cette variation de température entraîne une variation de la 
polarisation. Ainsi, l’utilisateur d’un tel capteur pourra avoir une information sur la variation 
du flux IR en visualisant la variation de charges sur le détecteur. 
Dans les détecteurs bolométriques, cette modification de la température va entraîner une 
variation de la résistance électrique d’un « thermomètre ». En mesurant cette résistance, 
l’utilisateur aura une information sur le flux infrarouge incident. 
Ce type de détecteur (détecteur thermique) nécessite juste d’avoir une référence de 
température stable. Pour cela, est utilisé un module Peltier qui permet de maintenir le substrat 
à une température la plus fixe possible. Cette référence est choisie proche de la température 
ambiante (soit 25 °C par exemple), afin de diminuer la consommation. Ils sont classés dans la 
catégorie des capteurs non refroidis. 
 
Côté performance, les détecteurs quantiques ont une meilleure sensibilité et une plus faible 
constante de temps thermique que les détecteurs non refroidis bolométriques. Toutefois, cette 
performance est liée à l’emploi d’une enceinte permettant de maintenir le capteur à des 
températures basses. Ce type de capteur est utilisé à des fins professionnelles soit par 
l’industrie militaire soit pour des mesures de température très fines. Pour des applications 




civiles, les capteurs bolométriques offrent l’avantage d’une consommation réduite en énergie 
tout en ayant aujourd’hui des caractéristiques permettant leur utilisation en imagerie.  
En effet, nous disposons de détecteurs industrialisés autorisant des fréquences images 
supérieures à 50 Hz. 
Ainsi, pour la mise en œuvre de notre architecture générique de traitement du signal et 
l’application dans l’imagerie, nous avons opté pour l’utilisation de capteurs non refroidis.  
 
Nous possédons deux bolomètres ayant une matrice de 320x240 pixels pouvant atteindre 60 
images par seconde. Le premier bolomètre utilise une technologie en oxyde de Vanadium 
(bolomètre U3000 de Boeing). 
Le deuxième composant est commercialisé par la société Ulis, basée à Grenoble. Ce détecteur 
possède un absorbeur en silicium amorphe. Toutefois, le principe physique de fonctionnement 
de ces deux capteurs est identique. 
 
Dans cette partie du manuscrit, nous allons développer les principaux concepts de 
fonctionnement de ces détecteurs afin de bien appréhender les points critiques dus à leur 
utilisation avant de réaliser la partie « hardware » de notre système. Nous présenterons, dans 
un premier temps, son principe de fonctionnement en détaillant la partie électronique incluse 
dans le capteur. Cela nous permettra de comprendre les différentes phases pour obtenir une 
image.  
 
Dans un deuxième temps, nous étudierons les différents défauts du capteur afin de mettre en 
œuvre les procédures nécessaires pour pouvoir utiliser ces détecteurs dans de bonnes 
conditions.  
 
Enfin, nous établirons un modèle comportemental (développé en langage Matlab), qui va 
servir de « brique » pour le dimensionnement des sous-systèmes de la caméra rassemblés dans 
un prototype virtuel. 
 





II.2.- PRINCIPE DE FONCTIONNEMENT D’UNE MATRICE BOLOMETRIQUE 
 
Le principe de fonctionnement d’un point élémentaire d’une matrice bolométrique est 







Borne de contact 










Figure 10 : coupe d’un pixel bolométrique 
 
En fonction du flux infrarouge incident, un absorbeur formé par une membrane suspendue 
ayant une dimension allant de 35 µm à 50 µm de côté, voit sa température varier.  
Cette membrane est constituée soit de silicium amorphe d’une épaisseur de l’ordre de 0,1 µm, 
soit de nitrure de silicium recouvert d’une couche d’oxyde de Vanadium. 
 
Les bras assurent l’isolation thermique entre le substrat et la membrane suspendue.  
Les composants qui constituent cette dernière permettent d’avoir des résistances thermiques 
de l’ordre de 1x107 K/W [1] pour le nitrure de silicium et de l’ordre de 12x106 K/W [2] pour le 
silicium amorphe. Ils ont aussi comme fonction la tenue mécanique de la membrane.  
Afin d’augmenter le rendement de la membrane, c'est-à-dire de transformer la quasi-totalité 
du flux incident en élévation de température (phénomène d’absorption [3]), la membrane est 
placée à une hauteur λ/4 où λ est la longueur d’onde de l’onde électromagnétique incidente. 
Ainsi, la membrane est placée à une hauteur de 2,5 µm environ pour former la cavité 
résonnante correspondant à une longueur d’onde de l’ordre de 10 µm. Le constructeur placera 
une fenêtre en germanium pour venir filtrer les ondes incidentes pour ne laisser passer que 
celles comprises entre 7µm et 14 µm. 
Pour obtenir un signal électrique, nous mesurons la variation de la résistance de la membrane 
due à l’élévation de la température.  
Plus cette élévation de température est significative, meilleure sera l’information reçue par la 
variation du flux incident ; c'est-à-dire plus grande sera la variation de la résistance du pixel.  
 







Figure 11 : Modèle thermique du premier ordre 
 
En prenant un modèle du premier ordre [4], le pixel bolométrique peut être représenté du point 
de vue thermique par une conductance thermique GTH, inverse de la résistance thermique RTH, 
et par la mise en parallèle d’une capacité thermique CTH. Ce modèle permet de calculer 
l’élévation de température ou l’écart entre la température du substrat et la température de la 
membrane en fonction de la puissance reçue par le pixel.  
Du point de vue électrique, cette variation de température entraîne une variation de la 
résistance du bolomètre. Pour calculer cette modification, nous utilisons le coefficient 
thermique de résistance (α Thermal Coefficient Resistance). Ce coefficient exprime, en 






TCR        (1) 
 
Grâce à ce coefficient,  une loi du premier ordre nous permet d’avoir la résistance en fonction 
de la température. Cette loi est valable pour de petites variations autour de la résistance 








        (2) 
 
Le fonctionnement d’un bolomètre apparaît comme un couplage thermo-électrique dont le 







Figure 12 : Schéma bloc d’un pixel bolométrique 
 
A la vue de ce modèle fonctionnel, nous ne pouvons connaître la température de la membrane 
que si nous connaissons la température du substrat, température de référence. Cette donnée est 










II.3.-  CALCUL DE L’ELEVATION DE TEMPERATURE 
 
 
En considérant que tout le flux incident est totalement absorbé, l’élévation de cette 
température est due juste à la puissance reçue par le flux. 
En utilisant ce modèle du premier ordre et la transformée de Laplace, nous obtenons le 








Figure 13 : passage à la transformée de Laplace du modèle thermique 
 
T(p) représente l’élévation de la température en fonction de la puissance infrarouge reçue, 
indiquée par ФIR(p).  


















       (3) 
 
Par cette transmittance, le pixel bolométrique se comporte comme un filtre passe-bas du 






Le produit RTHCTH correspond à la constante de temps thermique. Avec RTH égale à 12 
MK/W et CTH à 0,35 nJ/K. (constante pour le bolomètre « Ulis »), elle vaut 4,2 ms. 
 
En considérant le flux incident comme constant pendant la durée d’une image, (16,67ms pour 










La transformée de Laplace de PIR(p) devient : 
p
p IRIR
Φ=Φ )(        (4) 
 
Où ФIR est la valeur du flux incident exprimée en Watt. 
 
En utilisant la transformée de Laplace inverse et grâce aux tables de conversion, nous 





⎛ −Φ×= − THTH CR
t
IRTH eRtT 1)(        (5) 
 
D’après cette relation, nous pouvons voir que l’élévation en température T(t) va tendre vers 
une valeur limite quand t tend vers l’infini. Cette valeur, appelée TIR est le produit IRTHR Φ× . 
 
Nous voyons que TIR sera d’autant plus élevée que la résistance thermique sera grande.  
Or, cette valeur est fonction de la dimension des bras qui assurent le maintien mécanique de la 
membrane au dessus du substrat. 
Une simulation aux éléments finis permet de calculer cette résistance thermique en fonction 
de la longueur du micro-bras tout en maintenant constant sa largeur à 3 µm. Nous obtenons 
les résultats suivants [2] (figure 14): 
 
 
Figure 14 : courbe de RTH fonction de la longueur du bras 
 
L’intersection avec l’axe des ordonnées, longueur de bras nulle, correspond à la résistance 
thermique de la membrane seule. 
 
Pour fixer la longueur du bras, nous devons tenir compte, aussi, du facteur de remplissage du 
pixel. En effet, plus le bras est long et moins grande sera la surface du pixel exposée aux 
rayonnements infrarouges. Cela aura pour conséquence de diminuer la surface dite active du 
pixel.  





Dans le bolomètre de la société Ulis, la résistance thermique est de l’ordre de 12 MK/W pour 
des bras de 10 µm [2].  
 
Grâce à la valeur de TIR, pour augmenter la température de la membrane de 1°C, il faut placer, 
devant le capteur, un flux incident qui aurait une puissance de
THR
1 , soit une puissance de 
83, 33 nW pour le bolomètre dit « Ulis ».  
A titre d’exemple, calculons la puissance reçue par le détecteur soumis aux rayonnements 
d’un corps noir placé à la distance focale du capteur.  
 
II.4.- FLUX D’UN CORPS NOIR. 
 
Afin de calculer le flux réellement transformé en élévation de température, il nous faut tenir 
compte de quatre paramètres : 
- Le premier est la transmittance optique de la fenêtre en germanium placée devant 
le capteur (voir photo du détecteur Figure 9). En effet, en fonction de la longueur 
d’onde des rayons, seulement une partie de ceux-ci va traverser cette fenêtre. Nous 
l’appellerons T_fenêtre(λ). Dans le cas du bolomètre « Ulis », cette transmittance 
est quasi constante avec une valeur moyenne de 0,9. 
 
- Le deuxième paramètre est le coefficient d’absorption d’un pixel de la matrice. 
Appelé ε, il représente le pourcentage de flux incident arrivant sur le pixel qui va 
participer à l’élévation de température. Ce coefficient est proche de 95% pour le 
bolomètre « Ulis ». ε vaut aussi 1-R où R est le coefficient de réflexion. 
 
Expérimental
Simulé, épaisseur du bras : 0 µm
Simulé, épaisseur du bras : 0,1 µm
Longueur 
d’onde  
Figure 15 : coefficient d’absorption fonction de la longueur d’onde 
 
- Le troisième paramètre est l’angle solide vu par la matrice. En effet, la matrice est 
placée dans un boîtier derrière la fenêtre. Ainsi, elle forme un angle d’ouverture 
fixé par les dimensions de la fenêtre. Cette ouverture est de forme conique et 
l’angle d’ouverture est de 72°. Nous avons obtenu cette valeur en utilisant les 
dimensions du boîtier fourni avec le bolomètre.  
 
- Le quatrième paramètre est le pourcentage de surface active du pixel, appelé facteur 
de remplissage. En effet, le pixel est composé d’une membrane et de deux bras, 




permettant la tenue mécanique du pixel. Pour le bolomètre « Ulis » ce facteur de 
remplissage η est de 80%. 
 
 
En tenant compte de tout cela, nous intégrons la relation de Planck exprimant la luminance 
d’un corps noir en fonction de la température exprimée  en degrés Kelvin et de la longueur 
















λ        (6) 
 
Avec : 
- h = 6.6256x10-34 J.s (ou W.s2) : constante de Planck. 
- c = 2.998 m.s-1 : célérité de la lumière. 
- k = 1.38054x10-23 J.K-1 : constante de Boltzman. 
 
La réponse en fréquence du bolomètre se situe pour des fréquences dont la longueur d’onde 
est comprise entre 8 et 14 µm. Pour avoir le flux reçu, par pixel en watt, il suffit d’intégrer la 
relation 6. 
 



















        (7) 
 
Avec : 
- ε = 0,9 ; coefficient d’absorption. 
- η = 0,8 ; facteur de remplissage. 
- T = 300°K : température d’émission du corps noir. 
- T_fenêtre(λ) ; transmittance optique de la fenêtre. Elle sera supposée constante 
avec une valeur de 0,9. 
- G est l’étendue géométrique. G correspond à la surface vue par un pixel en 
fonction de l’angle solide formé par l’angle d’ouverture de la matrice. Cet angle 
vaut 72°. Comme la surface de la fenêtre est largement supérieure à la surface d’un 
pixel, cette étendue géométrique vaut : 
 
οπ 2sin××= AdG          (8) 
 
  Où Ad = 502µm : surface d’un pixel  
 ο = 72 : angle d’ouverture. 
   
Cette intégration est effectuée de façon numérique avec Matlab et donne une puissance de 









Avec le bolomètre « Ulis », nous voyons que la membrane a une température de l’ordre de 
°= 38,9
33.83
782 C plus élevée que la température du substrat.  
 
En pratique, le capteur est utilisé comme imageur dans l’infrarouge. Pour réaliser cette 
fonction, un système optique est placé devant ce dernier. Cela aura deux conséquences : 
- La transmittance de cette optique diminuera le flux incident. 








DAdG π           (9) 
 
où D est le diamètre de la lentille et l la distance entre l’optique et le capteur. 
 
D’après la relation (9), nous voyons que l’étendue optique est divisée par 4 pour une matrice 
placée à la distance focale du capteur. En plaçant une optique entre le détecteur et le corps 
noir, l’élévation de température ne sera plus que de 2° C. 
De plus, comme tout corps réel est un corps gris, émettant un rayonnement dont la puissance 
est  bien inférieure à celle d’un corps noir (typiquement moins de 10nW [4]), nous voyons que 
la température de la membrane ne pourra s’élever, au maximum, que de quelques centièmes 
de degrés.  
 
 
II.5.- VARIATION DE LA RESISTANCE DE LA MEMBRANE EN FONCTION DE 
L’ELEVATION DE TEMPERATURE. 
 
Nous allons maintenant étudier la conséquence de la variation de température sur les 
propriétés électriques de la membrane bolométrique. Ce changement de température va 
entraîner une modification de la valeur de la résistance de la membrane. Le coefficient de 
température (TCR) exprime le pourcentage de la variation de la résistance en fonction de la 
résistance nominale du bolomètre à la température T0, température du substrat. Cette valeur 
est comprise entre 2% et 4%  en fonction de la technologie choisie [5] [6] [7].En technologie 
d’oxyde de vanadium, le TCR sera plus proche de 3%. En silicium amorphe, le coefficient 
moyen se situera autour des 2%. 
D’après la relation (2) et la définition du coefficient de température, la dérivée de la résistance 

















          (10) 
 
Cette relation (10) reste vraie autour de R0. En effet, la variation de la résistance de la 
membrane est une fonction exponentielle d’après la définition du coefficient de résistance 
thermique (2), α est la dérivée logarithmique de la fonction R (T). 
 
D’après l’équation 10, la décroissance de la résistance de la membrane est liée à la valeur de 
la résistance à la température T0, température du substrat. Nous pouvons écrire que : 





TRR ∆××−=∆ 0α       (11) 
 
L’équation (11) reste vraie pour de faibles variations de la température ; ce que nous avons 
démontré dans le paragraphe précédent. 
Pour une même variation de température, ou à même puissance reçue par le flux incident, 
l’accroissement (ou la diminution) de la résistance de la membrane est fonction de la valeur 
de cette même résistance placée à la température T0.  
Comme le coefficient thermique est négatif [8], notre bolomètre sera d’autant plus sensible que 
la température du substrat sera basse. Toutefois, pour abaisser la température du substrat, nous 
devons consommer de la puissance supplémentaire afin de fournir l’énergie nécessaire au 
module Peltier plaqué contre le substrat. 
De plus, d’après l’équation (11), l’augmentation de la valeur R0 de la membrane doit 
améliorer la réponse du détecteur. Toutefois, la transformation de cette variation de résistance 
en une variation d’une grandeur électrique ne se fait pas sans la notion de bruit. Ce bruit 
électrique a une influence sur les performances du détecteur. 
Pour une technologie en silicium amorphe, la résistance de la membrane à T0=300K a pour 
valeur 2MΩ[2] environ ; tandis que cette même résistance est de l’ordre de 100K[8],pour un 
process utilisant l’oxyde de Vanadium. Toutefois, ces valeurs de résistances peuvent 
fortement varier en fonction des dopages et des process.  
 
 
II.6.-  ARCHITECTURES DE LECTURE DES PIXELS 
 
Nous disposons, pour chaque pixel, d’une valeur de résistance modifiée, image du flux 
infrarouge incident. Afin d’exploiter ces variations, il est nécessaire d’implémenter une 
architecture électronique au plus près des membranes pour sortir un signal électrique, image 
du flux reçu. 
Ces électroniques sont réalisées en process CMOS. Elles sont assemblées : 
- soit par principe « flipchip »[9]. 
 
 
Figure 16 : vue en coupe d’un bolomètre monté en « flipchip » 
 
- soit directement connectées au bolomètre sur un même wafer (cas du bolomètre 
« Ulis »). Dans ce cas là, l’électronique est conçue séparément sur une face du 
wafer, tout en réalisant les contacts électriques destinés aux pixels de la matrice. 
Ensuite, la plaquette est retournée pour réaliser par micro-usinage de surface les 
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Figure 17 : Process du bolomètre Ulis 
 
Cette électronique comporte deux parties : 
- Une partie numérique servant à aiguiller les signaux afin de multiplexer la matrice. 
Ils sont pilotés par des signaux externes indiquant la synchronisation. 
- Une partie analogique transformant la variation de résistance en une grandeur 
électrique. 
 
Pour être compatible avec les normes vidéo (RS-170 par exemple), la sortie vidéo du 
bolomètre est de type sérielle.  
Nous allons présenter, dans un premier temps, les différentes configurations qui permettent de 
faire l’acquisition du signal issu des pixels. Dans un deuxième temps, nous présenterons les 
électroniques qui permettent de sortir un signal électrique des membranes bolométriques.  
Nous étudierons le principe physique de l’auto-échauffement du pixel en fonction de 
l’organisation générale pour avoir une sortie analogique sérialisée  
 
II.7.- SCHEMA DE PRINCIPE POUR OBTENIR LE SIGNAL DE SORTIE 
 
Comme nous le détaillerons au paragraphe suivant, la structure électronique qui transforme la 
variation de résistance en signal électrique est composée de deux blocs mis en série : un 
amplificateur suivi d’un intégrateur. 
La première configuration naturelle est de placer derrière chaque pixel une cellule 
Ampli+Intégrateur (voir Figure 18). 
 






Figure 18 : organisation Pixel élémentaire « pixel-wide »  
 
Avec cette configuration, chaque pixel possède sa propre électronique fournissant le signal 
image du flux reçu. En plaçant un échantillonneur bloqueur après chaque bloc, nous pouvons, 
avec cette configuration, avoir une image fixe à l’instant t car tous les pixels fourniront 
l’information sur le flux reçu au même instant. 
De plus, tous les blocs électroniques fonctionnent en parallèle. Pour une matrice 320x240, il y 
a environ 76 800 blocs. En terme de puissance consommée, le système dissiperait quelques 
dizaines de watts. A titre de comparaison, le bolomètre «Ulis » consomme 50 mA sous 3,3  
volts, soit une puissance consommée de 165 mW. Sa configuration est de type colonne (voir 
figure 19 ), donc il possède 240 blocs d’acquisition (Ampli + intégrateur), soit une 
consommation de l’ordre 0,6875 mW par bloc. En multipliant cette valeur par le nombre de 
pixels dans la matrice, nous aurons une idée de la consommation de la configuration « chaque 
pixel ».  
Cela donne une valeur de l’ordre de 52 W.  
 
Pour palier à cette consommation, il faut diminuer le nombre de cellules dans le 
détecteur  comme il est présenté dans la figure 19.  
Le principe retenu consiste à effectuer l’acquisition de façon sérielle pour chaque ligne ou 
chaque colonne. Ainsi, il suffit d’une cellule élémentaire par colonne (acquisition de toute une 
ligne) ou par ligne (acquisition de toute une colonne). Chaque cellule est ensuite bloquée pour 
démultiplexer les valeurs de chaque pixel de la ligne (ou de la colonne) sur le signal vidéo de 
sortie.  
Le nombre de cellules est considérablement diminué. Inconvénient, la totalité de l’image n’est 
pas saisie en même temps.  





La configuration obtenue est la suivante : 
 
 
Figure 19 : organisation ligne ou colonne « colomn-wide »  
 
Une dernière configuration est possible. Elle consisterait à avoir juste une seule cellule 




Figure 20 : organisation  série « serial » 
 
La consommation est réduite à son minimum. Cette configuration entraîne le plus grand écart 
de temps entre l’acquisition du premier pixel et du dernier pixel, c'est-à-dire la durée d’une 
trame. Toutefois, ce temps reste minime. En effet, le temps ajouté comparé à la configuration 
précédente est juste augmenté de la durée d’une ligne, soit environ 64 µs pour une matrice 
320x240 cadencée à 50Hz. 
Par rapport à la configuration précédente, le système de démultiplexage sera du type « adresse 
de mémoire », donc plus volumineux en terme de surface de silicium. 
 
 




II.8.- TRANSFORMATION D’UNE VARIATION DE RESISTANCES EN SIGNAL 
ELECTRIQUE : AUTO-ECHAUFFEMENT. 
 
Après avoir étudié les différentes architectures de multiplexage permettant d’avoir une sortie 
analogique sérialisée, nous allons nous intéresser aux principes mis en œuvre pour obtenir un 
signal électrique issu de la variation de la membrane bolométrique. 
En électricité, nous manipulons deux grandeurs : 
- le courant i(t) 
- la tension v(t) 
 
Nous disposons donc de deux façons pour récupérer un signal électrique : 
- la résistance R(Φ) , fonction du flux incident, peut être polarisée par une tension 
constante Vbias et la variation de courant est mesurée à travers la résistance  




Vi bias …….(12) 
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Cette relation peut être exprimée en fonction de la variation de flux incident 





















         (14) 
 
- La résistance R(Φ) est parcourue par un courant constant de polarisation, ibias. 
L’image de la variation de R(Φ) est directement lue par la tension aux bornes de la 
résistance. La tension mesurée vaut : 
 
biasIRV ×Φ=Φ )()( …….(15) 
 
 D’après la relation (11) et la relation (15) une variation de flux incident donnera 
une variation en tension qui vaudra : 
 
∆Φ××××××−=Φ∆ THbias RIRV 0)( ηεα  (16) 
 
Grâce aux relations (14) et (16), le mode de polarisation de la membrane bolométrique va 
influencer la sensibilité du capteur. En effet, nous pouvons voir un facteur de la valeur de la 
résistance nominale du pixel. 
 




En régime statique, ou faiblement variable, c'est-à-dire lorsque la fréquence optique est 
largement inférieure à la fréquence de coupure FC (fréquence de coupure définie par la 
constante de temps τ du pixel), la sensibilité de notre capteur sera : 
 
- soit THbiasWV RIR0/ αεη−=ℜ  en V/W ou biasKV IR0/ −=ℜ α  en V/K, pour une 
polarisation en courant. 
- soit THbiasWA RR
V
0




KA α=ℜ en A/K, pour une polarisation 
en tension. 
 
En régime dynamique (régime sinusoïdal), nous devons tenir compte de la chute de gain 
























































En polarisant la résistance de la membrane bolométrique, nous souhaitons visualiser 
l’élévation de la température due au flux infrarouge incident. En connectant le pixel au circuit,  
nous injectons de la puissance électrique à la membrane qui, par effet joule , va entraîner une 
modification de la température de la membrane, donc une modification de la résistance de 
cette dernière. 
Ainsi, en voulant mesurer cette valeur de résistance, nous venons modifier le comportement 
physique de notre capteur. Ce phénomène est appelé auto-échauffement. 
A partir de la figure (11), nous allons calculer l’élévation de la température due à la 
polarisation de la membrane.  







∆=+   (18) 
 
Dans notre cas, nous ne tenons pas compte de l’énergie apportée par le flux incident.  
Ainsi PIr est nulle. 
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Dans l’utilisation de la matrice l’intervalle de temps ∆t correspond au « temps d’intégration ». 









La puissance dite de polarisation vaut, au voisinage de R0, résistance nominale du pixel à la 
température T0, température du substrat : 
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Ainsi, avec une résistance R0 de l’ordre de 2 MΩ et un courant de polarisation de 1 µA, la 
puissance électrique absorbée par la membrane du pixel est de l’ordre de 2 µW.  
Cette puissance est largement supérieure à la puissance reçue par un flux infrarouge incident 
qui est, au maximum, de quelques dizaines de nW.  
 
Nous voyons que l’élévation de température due au flux incident infrarouge est noyée par le 
procédé de mesure. Pour éviter cette modification de la température causée par effet joule, il 
faudrait pouvoir négliger la puissance injectée, comparée à la puissance infrarouge reçue. 
A la vue des énergies mises en jeu, la puissance électrique devra être de l’ordre du nW pour 
obtenir une image. Cela entraîne des courants de polarisation de l’ordre de quelques dizaines 
de nA. Or, cette valeur est proche du bruit électrique présent dans les circuits.  
Nous voyons qu’en utilisant cette méthode, il ne sera pas possible de sortir du bruit électrique 
la variation de résistance causée par le flux infrarouge. 
 
La deuxième solution est d’essayer d’annuler ce phénomène d’auto-échauffement. C’est cette 
solution qui est généralement implémentée dans les capteurs bolométriques. 
Nous utilisons des membranes non exposées aux flux infrarouges. Un courant identique est 
injecté dans le pixel dit « aveugle » et, par mesure différentielle, entre le pixel actif et ce pixel, 










II.9.- MESURE DIFFERENTIELLE 
 
Cette mesure peut être de deux sortes, soit en utilisant le courant, soit en utilisant la tension 
comme grandeur physique. 
Ne pouvant intégrer des circuits de lecture complexes, cette mesure différentielle est souvent 
réalisée de manière simple. 
 
II.9.1.- Mesure en pont de Wheastone 
 
La première façon couramment utilisée est basée sur un pont de Wheastone [4] [11] couplé avec 
un amplificateur différentiel comme sur la figure (21). 
La tension VDIFF, issue de l’amplificateur différentiel fournit un signal fonction de la 
différence de potentiel entre la tension VA et la tension VB. 
 
Les deux résistances R0 sont identiques. La résistance Rb correspond à la résistance de la 







Figure 21 : schéma de principe de la mesure différentielle avec pont de Wheastone 
 















         (20) 
 
La valeur des deux résistances R0 est fixée pour avoir la plus grande sensibilité.  













∂          (21) 
 












=0         (22) 
 
Après calcul, nous trouvons pour R0, la valeur de la résistance de la membrane, soit RD. 
Comme cette valeur varie avec la température du pixel, R0 correspondra à la valeur nominale 
d’un pixel, soit à la valeur de la résistance de la membrane à la température du substrat T0. 



































        (23) 
 
Un des avantages de cette structure est l’immunité au bruit présent sur la tension de 
polarisation Vbias., si cette dernière est construite à partir de deux tensions d’alimentation. 
En effet, toute variation de bruit correspondra à un mode commun. Par soustraction, ce bruit 
se retrouve alors rejeté. 
Par contre, pour que ce rejet de bruit soit efficace, il faut que les deux résistances R0 soient 
ajustées au plus près, avec un pourcentage largement inférieur au coefficient thermique du 
pixel (soit 2%).  
Ces deux résistances doivent aussi présenter le même comportement thermique ; ce qui est 
généralement le cas, car réalisées avec du polysilicium, donc au contact du substrat. 
 
Cette solution est applicable pour des matrices dont la résistance de la membrane 
bolométrique est de l’ordre de quelques dizaines de kΩ. Elle se prête bien pour des 
technologies en oxyde de Vanadium dont la résistance est voisine de 100KΩ [8] [2] [12].  
Pour des technologies en silicium amorphe, nous avons des résistances de membranes de 
l’ordre du MΩ. Il devient alors difficile de réaliser technologiquement les deux résistances R0. 
Cela poserait le problème de l’encombrement et de la précision désirée. 
 
II.9.2.- Mesure en « différence de courant » 
 
Une autre architecture est nécessaire afin de réduire l’encombrement et, par la même occasion, 
le bruit de Johnson dans les résistances. Ce montage utilise un circuit à base d’un AOP 
convertissant la variation de tension en variation de courant. Ainsi, nous soustrayons le 
courant passant dans les membranes bolométriques.  








Figure 22 : schéma de principe de la mesure différentielle avec soustraction de courant 
 
RD représente la résistance d’un pixel actif, RB celle du pixel aveugle. 
La résistance R est présente pour avoir un montage stable. Comme nous le verrons ensuite, ce 
composant sera remplacé par un condensateur afin de remplir la fonction d’intégrateur. 








Figure 23 : lois de Kirchhoff  
 


















        (24) 
 
En prenant Vebasage égal à 2 fois Vbias, nous voyons que IB sera voisin de ID compensant ainsi 
la variation thermique de la membrane du pixel actif causée par l’effet joule. En dérivant la 



























































        (25) 
 
La grande différence entre les deux types de bolomètres se situe dans la valeur de la résistance 
nominale de la membrane des deux absorbeurs. 
Pour un procédé avec du VO2, R0 est de l’ordre de 100 KΩ [13]. Tandis qu’avec une 
technologie en silicium, cette valeur vaut quelques MΩ, pour le bolomètre « Ulis » la valeur 
est de 2 MΩ. 
 
Dans les données constructeurs, le fabriquant ne communique pas la réponse du détecteur en 
V/W. il préfère donner cette valeur en V/K où la température est celle de la scène observée et 
non la température de la membrane. 
 
Pour obtenir cette valeur, il est considéré qu’une scène, à la température TSC en °K, émet une 
luminance qui suit la loi de Stefan-Boltzmann [3], dans le rayonnement de l’infrarouge[14]. 
Ainsi, nous avons une relation liant le flux incident avec cette température de scène. 
 
II.10.- RESPONSIVITE D’UN DETECTEUR IR 
 
Nous allons évaluer cette « responsivité » exprimée en V/K, pour les deux structures 
différentielles. Pour cela, nous nous placerons avec une optique présentant une transmittance 
de 1 (optique parfaite) et une ouverture de 1.  
 




π=             (26) 
 
La puissance reçue par un pixel de détecteur s’exprime : 
 
4
SCTG ××=Φ σ           (27) 
 
















Φ∂        (28) 
 
A partir des relations (23), (25) et (28), la sensibilité du détecteur pourra être exprimée en 
fonction de la température de scène. Cette grandeur sera fonction du type de différenciateur 
choisi. 
 


















σηεαω      (29) 
 




















σηεαω       (30) 
 
Nous voyons que la sensibilité du détecteur sera fonction de la température de scène. L’image 
d’une scène présentant un fort contraste thermique sera distordue. 
 
En prenant comme valeur : 
- α = 0,025 K-1. Coefficient thermique de résistance. 
- ε= 0,9. Facteur d’absorption du pixel. 
- η= 0.8. Facteur de remplissage du pixel. 
- Ad = 2,5x10-9 m². Surface du pixel. 
- σ= 5,67x10-8 W.m-2.K-4. Constante de STEFAN. 
- TSC = 300 K. Température moyenne de scène. 
- N = 1. Ouverture numérique. 
- Vbias = 1 V. Tension de polarisation. 
- R0 = 2 MΩ. Résistance nominale bolométrique pour T = T0 (technologie en 
silicium amorphe) 
 
Nous avons calculé ces sensibilités. Avec le pont de Wheastone, cette valeur approche  
625 µV/K. Avec le différenciateur de courant en prenant l’impédance Z égale à 1, la 
sensibilité est de 1,3 nV/K. 
Or les constructeurs donnent une responsivité de l’ordre de 5 mV/K pour une température de 
scène de 300K. 
 
Afin de ne pas saturer l’étage de sortie du détecteur, en fonction de la température de scène 
observée, il paraît nécessaire d’avoir un étage dont le gain d’amplification soit variable et 
fonction d’un paramètre que l’utilisateur pourra modifier. La tension ou le courant sortant de 
l’étage différentiel est supposé continu. Nous pouvons donc intégrer cette grandeur. Ainsi, le 
gain d’amplification obtenu sera fonction du temps où l’intégrateur est connecté à la sortie de 
l’étage différentiel. Il suffira ensuite de bloquer cette tension pour en avoir la valeur. 
 




Avec la structure incluant le pont de Wheastone, il est incontournable de placer un montage 
séparé du montage différentiel. En effet, la grandeur de sortie est une tension qu’il faut 
convertir en un courant pour pouvoir l’intégrer ensuite. Un tel montage peut avoir la structure 






Figure 24 : Intégrateur avec cellule RC 
 
Avant intégration, par l’intermédiaire d’un MOS, la charge du condensateur C est maintenue 
nulle. Après ouverture de l’interrupteur, le courant 
R
VDIFF est intégré. Au bout d’un certain 
temps appelé « temps d’intégration »,TINT , la tension de sortie VOUT est bloquée par 
l’intermédiaire d’un échantillonneur-bloqueur. Puis l’interrupteur est refermé. 





VVV _=       (31) 
 
En fonction du couple RC, le gain suivant le temps d’intégration peut être inférieur ou 
supérieur à 1. 
En prenant en compte ce gain, la sensibilité totale du détecteur avec l’architecture de lecture 










































        (32) 
 
Par contre, avec la structure par différenciation de courant (figure 22), l’intégrateur peut être 
directement intégré dans la structure. En effet, nous connaissons la part de courant qui va 
parcourir l’impédance Z. Si ce composant est un condensateur, la tension de sortie sera 
proportionnelle à l’intégrale du courant qui la traverse. La structure peut être la suivante :  
 




















IVV −=        (33) 
 
En tenant compte des relations (25) et en utilisant la structure de différenciation de courant, la 













































         (34) 
 
Dans le cas du bolomètre « Ulis » qui utilise cette structure, nous pouvons évaluer la capacité 
de contre-réaction utilisée dans l’intégrateur. En effet, le constructeur donne une responsivité 
de 4 mV/K pour un temps d’intégration de 64 µs. 
Pour atteindre cette valeur, il faut que C ait une valeur autour de 20pF. 
 
II.11.- DIMENSIONNEMENT DU PIXEL AVEUGLE. 
 
Pour estimer l’effet de la variation de résistance de la membrane bolométrique causée par 
l’injection de puissance électrique par l’architecture propre de lecture des pixels, un pixel 
aveugle est utilisé afin de soustraire ce ∆Rbias à la réponse du pixel actif.  




Toutefois, nous avons vu que suivant l’organisation choisie pour avoir une sortie sérialisée, ce 
pixel aveugle est polarisé différemment du pixel actif. Cette différence se situe dans la durée 
de polarisation de chacun. 
Dans l’organisation « pixel-wise », chaque pixel possède sa cellule d’acquisition, donc le 
pixel aveugle se retrouve alimenté de la même façon que le pixel actif. Il compense 
parfaitement la dérive ∆Rbias. 
 
Par contre dans l’organisation « colomn-wise », le nombre de cellules est égal au nombre de 
pixels contenus dans une ligne (ou une colonne). Ainsi, un pixel de la matrice se trouve 
toujours polarisé une fois par image, tandis que le pixel aveugle est alimenté une fois par 
ligne (ou par colonne). Dans ce cas là, si le pixel aveugle possède les mêmes propriétés 
thermiques, il ne compenserait pas la diminution de résistance ∆Rbias. 
Pour visualiser ce phénomène, nous avons effectué une simulation de cette élévation de 
résistance sous Matlab. 
Nous avons injecté aux deux pixels une puissance électrique de 2 µW. La matrice est de 
320x240, cadencée à 50Hz. Le temps d’intégration, correspondant à la durée de polarisation 
d’un pixel est pris à 64 µs.  
En prenant les données constructeurs du bolomètre « Ulis », pour une durée d’ activation de 
64 µs et d’après la relation (19), l’élévation de température est de 0,37°C, provoquant une 
diminution de la résistance de 18,640 kΩ. 
Pour le pixel aveugle, nous ne pouvons pas utiliser la relation (19) car, du fait de l’écart de 
temps entre deux activations (20 ms), le pixel actif a le temps de revenir dans sa position 
initiale. En effet, la constante de temps thermique est de 4,12 ms (donnée constructeur), nous 
pouvons considérer que le système thermique est dans l’état initial au bout de 5τ,( τ constante 
de temps thermique). 
 
La figure 26 représente la variation de la résistance d’un pixel actif, la figure 27, celle d’un 
pixel aveugle. 
A chaque excitation, un pixel aveugle voit sa température augmenter, pour arriver à 24°C. 
Etant alimenté pratiquement à 99% (pour un temps d’intégration de 64 µs avec un taux de 
rafraîchissement de 50Hz), ce résultat est en adéquation avec la relation (5), qui donnerait 
pour résultat : 
 ( ) ( ) KouCxxRPT THbias °=×=×=∆ − 241012102 66        (35) 
 
En faisant varier le temps d’intégration pour une même durée de ligne (TLIGNE), nous 






RPT ××=∆        (36) 
 





Figure 26 : Variation de la température et de la résistance d’un Pixel actif en fonction du 
temps de polarisation 
 
 
Figure 27: Variation de la température et de la résistance d’un Pixel aveugle en fonction du 
temps de polarisation 




Sans modification de la structure du pixel aveugle, nous voyons que cette compensation est 
caduque. D’après les relations (5) et (36), cette élévation de température est fonction : 
- De la résistance thermique du pixel, ici aveugle. 
- Du rapport temps d’intégration sur durée d’une ligne. 
 
Il est utile de modifier la structure des micro-bras soutenant la membrane afin de diminuer la 
résistance thermique et compenser ainsi l’élévation en température d’un pixel actif. 
Cependant, ce dimensionnement ne sera valable que pour une seule fréquence de sortie des 
images. En effet, pour un temps d’intégration donné et d’après la relation (19), l’élévation de 
température d’un pixel actif est fixe. Par contre, pour un pixel aveugle, cette élévation est 
fonction aussi de la durée d’une ligne. Ainsi, en dimensionnant la résistance thermique de ce 
pixel pour une fréquence image F, l’élévation en température sera divisée par N pour une 
fréquence image 
N
F , tout en gardant le même temps d’intégration, donc la même élévation en 
température d’un pixel actif. 
 
Pour une fréquence image de 50Hz, il faudrait dimensionner les bras de manière à obtenir une 





















II.12.- REPONSE DU DETECTEUR A UNE SCENE UNIFORME : NECESSITE DE 
CALIBRATION. 
 
Connaissant les relations qui lient le flux infrarouge entrant à la réponse électrique du capteur, 
nous avons placé un corps noir devant notre détecteur. Ainsi le détecteur « voit » une scène 
uniforme du point de vue de la puissance émise ou de la température de scène. 
La réponse attendue est une tension constante, proportionnelle au flux infrarouge : 
 
ΦΦ∂
∂±= VVoffsetVIJ         (37) 
 
 Avec Φ∂
∂V responsivité du détecteur en V/W. 
  Ф puissance du flux reçu en W. 
 




Figure 29 : Sortie analogique du bolomètre « Ulis » 
 
D’après cette réponse, nous pouvons voir une différence d’offset de près de 200 mV entre 
deux pixels voisins.  
Nous allons essayer de comprendre les raisons provoquant cette dispersion dans les réponses 
de chaque pixel exposé à un flux infrarouge uniforme. Pour cela, nous avons établi plusieurs 
suppositions en essayant dans un deuxième temps de les vérifier par le calcul. Ces calculs ne 
sont faits qu’avec le bolomètre « Ulis » car nous disposons d’informations complémentaires 
fournies par le constructeur, comparé au bolomètre U3000 de chez Boeing (DRS maintenant). 





II.12.1.-  Variation de la résistance nominale du pixel 
 
A flux constant, l’élévation de la température est supposée constante sur toute la matrice. 
Dans un cas parfait, les pixels devraient avoir la même résistance. Mais, il n’en est rien : leur 
réponse varie. De plus, compensés en auto-échauffement, l’erreur de cette différence de 
résistance peut être aussi dûe au pixel aveugle.  
D’après les relations (24), la tension de sortie du montage est fonction du courant différentiel 
qui va circuler dans la capacité pour être ensuite intégrée. 





CVI ×∆=        (38) 
Ce courant est dû à l’écart de résistance entre la membrane bolométrique et le pixel aveugle. 
 
En supposant constante l’erreur entre les deux composants, nous pouvons écrire : 
 




I biasbiasDIFF  
 
où R0-β représente l’erreur du pixel actif et R0+β, celle du pixel aveugle. 
En prenant la tension de polarisation égale à 1 volt, nous devons calculer l’équation de la 
relation (39) en fonction de β. 
 
02 220 =−− ββ DIFFDIFF IRI         (39) 
 
Après résolution, nous trouvons pour β, une valeur de 65 KΩ. Cette valeur représente une 
dispersion de 3,2 % pour un process en silicium amorphe. Ainsi, nous montrons que cet écart 
de réponse entre pixel peut être dû à cette différence de résistance nominale. 
 
II.12.2.-  Non uniformité de l’élévation de la température de chaque 
pixel :  
Variation de la résistance thermique. 
 
L’augmentation de la température de la membrane est uniquement fonction, en régime 
statique, de la valeur de la résistance thermique entre le substrat et la membrane (relation (5)). 
Si cette résistance n’est pas uniforme sur toute la matrice, nous aurons une variation dans la 
réponse de chaque pixel. 
D’après la relation (34), nous avons évalué la variation de la résistance thermique sur notre 








∂          (40) 
En tenant compte des données du bolomètre « Ulis », nous avons une sensibilité : 
 
Φ∂∂=∂ THRV 0272.0        (41) 
 




Avec un corps noir, le flux incident possède une puissance de l’ordre de 782nW (cf. 
paragraphe l’émission du flux d’un corps noir). D’après la relation (41), pour avoir une 
différence de tension de 200 mV, il faudrait une variation de RTH de l’ordre de 10 MK/W. 
Cette variation représente un pourcentage de l’ordre de presque 100% (RTH vaut 12 MK/W). 
Cela n’est pas possible car ce changement de RTH va entraîner aussi une différence de 
sensibilité de même ordre de grandeur. Or, après expérimentation, nous ne constatons pas 
cette variation. 
 
La variation de RTH ne peut, donc pas, entraîner une aussi grande disparité de tension en sortie 
de notre détecteur. 
 
II.12.3.-  Non uniformité du coefficient thermique de résistance 
(TCR). 
 
Le coefficient thermique de température est fonction de l’épaisseur du matériau absorbant. 
Ainsi, s’il n’est pas uniforme, il y aura une variation du coefficient thermique.  
 
 





TCR ×−= 1         (42) 
 
En intégrant cette relation, nous avons la variation de la résistance en fonction de la 
température. Cette loi est une exponentielle. En prenant comme point de fonctionnement à 
T=300 °K, 2 MΩ pour la valeur de la résistance de la membrane bolométrique, nous obtenons 
comme relation R(T) où R est la résistance du pixel fonction de la température exprimée en 
Kelvin : 
 
( )TTCReR −×××= 3006102        (43) 
 
  
En dérivant cette relation, nous obtiendrons la variation de la résistance en fonction de TCR. 
 
( ) ( ) dTCReT
TCR
R TTCR ×−×=∂
∂ − )3006 300102       (44) 
 
En exprimant par ∆T, l’écart de température entre 300 °K et la température de la membrane 
bolométrique (qui est, au plus, de quelques degrés), nous pouvons effectuer un 





∂ 1102 6         (45) 
 
En prenant une élévation de température de 1°, et une variation du coefficient thermique de 





∂ 61005,2  Soit 20,5 KΩ 





Nous ne pouvons négliger la fluctuation de ce paramètre. En effet, un changement de 
seulement 65 KΩ peut entraîner une variation en sortie de 200mV.  
La disparité du coefficient thermique de résistance a un effet non négligeable sur la réponse 
d’un pixel à un flux infrarouge donné. 
 
II.12.4.-  Non uniformité de la température du substrat 
 
La résistance nominale d’un pixel est liée à la température nominale du substrat. A partir de la 
relation du coefficient thermique de résistance (TCR), nous pouvons retrouver la variation de 








−= 1        (46) 
 
Dans le cas du bolomètre « Ulis », la variation de la résistance de température en fonction de 
la température avec R = 2 MΩ et TCR = 2.5 %., nous obtenons : 
 
dTdR 50000−=      (47) 
 
Une différence de 1° entraîne une variation de 50 KΩ. Or, nous avons montré qu’une 
variation de 65 KΩ dans la résistance nominale du substrat induit une variation de l’ordre de 
100 mV dans la réponse du substrat. 
De plus, cette non uniformité de la température du substrat est motivée par l’observation de la 
réponse similaire de chaque ligne avec une forte disparité en fin de ligne. 
 
 
Devant cette uniformité de la réponse des pixels, il apparaît nécessaire de supprimer ces 
dispersions pour avoir une image de la scène observée. 
 
 
II.12.5.- Procédure de calibration 
 
Cette procédure a pour but de supprimer les différences de réponse de chaque pixel. En effet, 
une image infrarouge est obtenue par de petites variations de flux reçues par chaque pixel. 
Nous pouvons écrire que chaque pixel voit : 
 
ijmoyen φφ ∆+  
 
Ce sont les variations de flux autour de ce flux moyen qui est l’image infrarouge observée. 
En considérant que pour de petites variations, la sensibilité de chaque pixel est constante, et 
vaut σ en V/W ; nous avons la réponse du détecteur juste à l’excitation des ∆ФIJ. La réponse 
du détecteur devient : 
 
IJMoyenIJIJV ∆Φ×+Φ×= σσ        (48) 
 




Pour avoir la réponse à cette image, c'est-à-dire avoir la réponse du détecteur soumis aux flux 
∆Фij, il suffit d’effectuer une soustraction de la réponse du détecteur soumis au flux moyen 
Фmoyen. 
 
IJimageV ∆Φ×= σ         (49) 
 
Expérimentalement, nous plaçons un corps noir devant notre détecteur, réglé pour une 
température de scène de 300 °K. Nous obtenons la réponse de la figure (30) : 
 
 
Figure 30 : occurrence des pixels sans calibration (bolomètre U3000 du projet MIRES) 
 
La dispersion de la réponse des pixels ne permet pas de sortir une valeur moyenne. 
Sur la figure (31), en visualisant l’image de la calibration, nous avons recentré la réponse des 
pixels autour de la valeur centrale de la dynamique de notre chaîne d’acquisition par l’ajout 
d’une tension d’offset, indépendante de la réponse du détecteur. Ceci nous permet d’éviter 
d’obtenir des tensions négatives, du fait qu’un pixel peut être moins exposé que le flux moyen. 
 






Figure 31 : occurrence des pixels après calibration de la caméra « MIRES » 
 
II.13.- BRUIT DANS LES DETECTEURS BOLOMETRIQUES. 
 
Nous savons utiliser notre détecteur afin d’obtenir une image de la scène observée. Il nous 
reste maintenant à déterminer les performances de ce composant. 
Nous connaissons déjà deux paramètres pouvant être inclus dans les performances du 
détecteur : 
- la responsivité en V/W. 
- la responsivité en V/K. 
 
Par la notion de bruit, nous allons introduire deux autres grandeurs qui sont la détectivité D et 
le NETD. « Noise Equivalent Temperature Difference ». 
Ce dernier est la différence de température équivalente de bruit. Dans un premier temps, nous 
allons présenter les différentes sources de bruit présent dans un bolomètre résistif, pour, dans 
un deuxième temps, introduire les deux paramètres caractérisant ce bruit. 
 
Le bruit dans ce genre de composant se situe à divers étages. En effet, le bolomètre 
transforme le flux en une élévation de température et ensuite en une variation de résistance.  
 
II.13.1.- Bruit dû à la membrane. 
 
La membrane peut être vue comme un système thermodynamique. Il produit donc des 
fluctuations aléatoires de température [15]. Ce bruit appelé bruit de fluctuation thermique est 











⎛= α       (50) 
 




 Avec CTH, capacité thermique de la membrane et k, constante de Boltzmann. 
 
Cette élévation de température permet de faire varier une résistance. Cette résistance est aussi 
le siège de bruit. Elle va générer deux sortes de bruit : 
- Bruit de Johnson ou bruit thermique. 
Il est dû à l’agitation thermique des porteurs. Sa densité spectrale vaut : 
 
)/(4 200 HzVfRkTVJR ∆=       (51) 
 
où ∆f est la bande équivalente de bruit. Elle correspond à la bande passante du circuit 
électronique de lecture des pixels, corrigée par un facteur de
2
π  pour un modèle du 
premier ordre. 
 
II.13.2.- Bruit en 1/F ou bruit de scintillement. 
 
Ce bruit est lié à la technologie. Le réseau cristallin du silicium, cassé en faisant des 
plaquettes, capte des porteurs dans les défauts du réseau. Dans le cas du silicium amorphe, ce 
bruit est relativement important. 
 









⎛=        (52) 
 
où KFD est la constante de bruit en 1/F, propre au détecteur,  
f1 la limite de la fréquence basse  
et f2 la fréquence de coupure de la bande équivalente de bruit. 
 
II.13.3.-  Bruit induit par le circuit de lecture des pixels. 
 
Le bruit de l’électronique du circuit de lecture est difficile à modéliser dans le sens où ne nous 
connaissons pas exactement le schéma électronique contenu sur la puce. Nous avons juste le 
schéma de principe.  
Toutefois, nous pouvons citer comme source de bruit : 
- les transistors MOS servant d’interrupteurs : ils sont assimilables à des résistances. 
Ils génèrent donc un bruit de Johnson et du bruit en 1/f car ce sont des composants 
réalisés avec un réseau cristallin. 






































- L’amplificateur CTA, ayant pour modèle équivalent de bruit, une source de tension 
en et une source de courant In. dont il est difficile de connaître les valeurs sans 
avoir les paramètres technologiques du process industriel utilisé. En pratique, ces 
sources de bruit sont négligeables devant le bruit en 1/f des transistors et de la 
membrane. Nous négligerons le bruit dû à ce composant. 
 
II.13.4.- Tension de bruit totale vn 
 
La tension de bruit totale va être : 
 
2222
FRJTFDFTN VVVVV +++>=<  
 
Cette tension de bruit est fonction de la bande passante du circuit de lecture. Elle peut être 
évaluée en utilisant la formule et en approximant nos systèmes à des premiers ordres (ce qui 





T 35.0=  
 
 TR : 10% du temps de maintien d’un pixel pour un séquencement image à 50Hz.  
 
A cette fréquence, nous avons une durée de pixel de 200 ns. Donc TR sera de 20 ns. Ainsi, 
nous avons une bande passante de notre circuit de lecture de l’ordre de 17 MHz. 
 
En prenant le bolomètre « Ulis », le bruit total mesuré par le constructeur est voisin de 500µV.  
 
II.14.-  NOTION DE DETECTIVITE ET DE NETD 
 
II.14.1.-  La détectivité D. 
 
La détectivité d’un détecteur infrarouge correspond à l’inverse du flux minimal que ce dernier 
peut mesurer. Ainsi, nous voyons que ce flux minimal correspond à la puissance de bruit 







Un détecteur offrira donc un rapport signal sur bruit important si cette détectivité est grande. 
 
II.14.2.- Détectivité équivalente à bruit thermique : NETD 
 
En pratique, les utilisateurs préfèrent caractériser les performances d’un détecteur en utilisant 
le NETD.. 
 
Son expression correspond au rapport de la tension de bruit <VN>, disponible en sortie du 
détecteur sur la responsivité du détecteur exprimée en Volts par Kelvin.  
 












Ce rapport exprime la plus petite variation de température équivalente au flux infrarouge reçu 
que pourra déceler le capteur. 
En pratique, cette grandeur est inférieure à 0,1 K pour les meilleurs détecteurs bolométriques.  
 
Connaissant cette grandeur pour le détecteur bolométrique « Ulis », nous pourrons ainsi 
évaluer la qualité de notre chaîne d’acquisition de la caméra. En effet, nous mesurons le 
NETD en sortie de caméra. 
La différence entre notre mesure et celle donnée par le constructeur indiquera la dégradation 
amenée par la caméra. 
 




II.15.-  CONCLUSION DU CHAPITRE 
 
A partir de la description du fonctionnement d’un pixel d’une matrice bolométrique, nous 
avons montré :  
- La nécessité de devoir compenser la variation de température due à l’auto-
échauffement causé par le circuit électronique de lecture de chaque pixel. Cela est 
réalisé par la mise en place d’un pixel aveugle non soumis au flux infrarouge 
incident. 
 
- La nécessité de compenser les défauts de variation des paramètres technologiques 
comme celle de la résistance nominale R0 ou celle du coefficient thermique de 
résistance TCR. Cette variation de paramètres peut être causée par les procédures de 
fabrication lors de la réalisation de la membrane. Cette compensation est réalisée par 
une procédure de calibration. 
 
- La nécessité de compenser la variation des sensibilités de chaque pixel amenant une 
déformation de l’image lors de forts contrastes thermiques de la température de 




Cette étude a permis de développer un modèle comportemental du fonctionnement d’un pixel 
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CHAPITRE III  








Figure 32 : Vue du routage de la carte « support_FPGA ». 











Dans le chapitre précédent, nous avons mis en évidence les différents concepts pour utiliser 
un capteur bolométrique infrarouge, notamment en terme de bruit et des précautions à prendre 
afin de ne pas détériorer les performances du détecteur infrarouge. 
Nous nous sommes fixés un « cahier des charges » pour concevoir cette caméra : 
- Encombrement minimal. 
- Connections minimales avec l’extérieur. 
- Consommation minimale. 
- Etre le plus générique possible, nécessité de pouvoir reprogrammer l’applicatif 
embarqué dans la caméra. 
- Composants de type « COST » 
 
Le détecteur utilisé dans cette caméra est le bolomètre « Ulis ». 
Afin de bien appréhender les différentes phases qui ont permis la réalisation de cette caméra, 
Nous avons discuté de l’architecture générale de la caméra pour qu’elle puisse répondre à 
deux exigences : 
- Piloter le capteur bolométrique. 
- Répondre à l’applicatif ou aux applicatifs souhaités par l’utilisateur, cela en 
temps réel. 
 
Afin de répondre à nos spécifications, le type de chaîne d’acquisition est discuté. Cette étude 
a été menée lors du projet « M I R E S » [1]. 
 
Enfin, le choix des composants utilisés est présenté en mettant en avant les différentes 
réflexions qui nous ont conduit à les employer. 




III.2.- ARCHITECTURE GENERALE DE LA CAMERA 
 
Avant de se lancer dans la conception hardware de la caméra, il nous a semblé nécessaire 
d’avoir une vue d’ensemble des différents blocs à implémenter. 
La première contrainte correspond aux exigences que nous avons, afin d’utiliser le capteur, 
pour obtenir une image à partir de la sortie analogique de type sérielle. 
La deuxième est d’avantage liée à l’applicatif fixé par l’utilisateur pour répondre à ses besoins 
propres. 
 
III.2.1.- Cahier des charges lié à l’utilisation du bolomètre « Ulis » 
 
Le détecteur infrarouge de la société «Ulis », pour fonctionner, nécessite : 
- Différentes tensions continues afin d’alimenter et de polariser la matrice 
bolométrique. 
- Différents signaux numériques séquençant la matrice. 
- Une régulation thermique fixant la température du substrat. 
 
Le bolomètre possède deux tensions fournissant la puissance : 
- tension d’alimentation pour la partie analogique Vdda dont la valeur est fixée à 
3,3 Volts. 
- Tension d’alimentation pour la partie numérique Vddl, valeur fixe aussi de 3,3 
volts. 
 
Le détecteur, pour fonctionner a besoin de trois tensions de polarisation : 
- Vbias : tension de polarisation fixe pour le circuit de lecture des pixels. Elle 
vaut 2,05 Volts 
- Vebasage : tension positive ajustable alimentant les pixels aveugles 
compensant le phénomène d’auto échauffement. 
- Vfid : tension de grille ajustable permettant de simuler une résistance mise en 
série avec le pixel actif.  
 
Ces trois tensions de polarisation agissent directement sur les performances du bolomètre. 
Ainsi, un soin plus particulier doit être pris en terme de bruit lors de la réalisation de ces 
tensions afin de ne pas détériorer les performances du détecteur. Le constructeur demande des 
caractéristiques de l’ordre de 100µV en tension de bruit équivalente sur toute la bande 
passante du circuit de lecture. 
 
Afin d’obtenir la sortie analogique multiplexée de chaque pixel, il est nécessaire de fournir au 
détecteur deux signaux numériques : 
- Un signal Master Clock (MC) servant d’horloge des pixels. Sur chaque front 
montant de ce signal la sortie analogique change de pixel. 
- Un signal INT, ayant deux rôles : la synchronisation de fin de ligne par son 
front descendant et le temps d’intégration par la durée de son état haut. 
 
Un signal optionnel d’initialisation asynchrone peut être utilisé (entrée RESET). Il permet de 
faire une remise à zéro du séquenceur interne au capteur en plaçant la sortie analogique sur le 








Pour synchroniser le séquencement de notre chaîne d’acquisition, le détecteur fournit deux 
signaux numériques :  
- un signal indiquant le début de la première ligne. (signal LIGNE1) 
- un signal fournissant à l’utilisateur l’intervalle de temps où la sortie analogique 
correspond à des données valides de chaque pixel (signal DATAVALID). 
 
Afin d’avoir une sensibilité homogène pour chaque pixel, il est indispensable que la 
température de référence soit constante sur tout le substrat de la matrice bolométrique. 
Technologiquement, cette fonction est réalisée au moyen d’un module Peltier placé sur la face 
arrière du substrat. Pour fonctionner ce module Peltier doit être alimenté pour abaisser ou 
augmenter la température du substrat. Ainsi, il est nécessaire d’avoir un circuit réalisant 
l’asservissement en température du substrat. Pour avoir l’image de la température du substrat, 
le détecteur possède un capteur interne, une thermistance collée au substrat pour le bolomètre 
« Ulis ». 
 
III.2.2.- Conditionnement du capteur matriciel : définition des sous-
systèmes  
 
Ainsi, pour utiliser le détecteur, nous pouvons présenter sur la figure 33 les différentes parties 
que nous devons mettre en œuvre pour piloter le capteur. 
Il possède deux entrées fixées par l’utilisateur : 
- le temps d’intégration, permettant de fixer le gain de conversion du flux 
infrarouge en une tension. 
- la fréquence image du bolomètre, c'est-à-dire le nombre d’images par seconde 
que l’on souhaite avoir. Cette entrée va fixer la fréquence du signal horloge 


























Figure 33 : Schéma de principe d’utilisation du détecteur. 




Dans cette partie, nous avons deux blocs analogiques et un bloc numérique, le bloc numérique 
étant le séquencement de la matrice. 
Nous pouvons déjà remarquer que toutes les tensions nécessaires pour faire fonctionner cette 
partie de la caméra sont positives. En effet, pour refroidir la matrice, il suffit juste d’inverser 
le sens de parcours du courant traversant le module Peltier. Cette opération peut se faire soit 
de façon manuelle, soit de façon automatique en utilisant des relais commandés. 
 
III.3.-  SYNOPTIQUE GLOBAL DE LA CAMERA. 
 
Dans le chapitre précédent, nous avons montré la nécessité de devoir calibrer la matrice 
bolométrique afin de supprimer la différence de réponse entre pixel. Cela va impliquer, pour 
avoir une gestion des images en temps réel, d’avoir une mémorisation de cette image de 
calibration.  
Elle correspond à la réponse du capteur à une image uniforme du point de vue du flux reçu 
pour chaque pixel. 
 
A la sortie du capteur, nous disposons d’une tension analogique multiplexée, donnant l’image 
du flux infrarouge reçu pour chaque pixel. Le bolomètre, ayant une architecture de lecture par 
colonne, l’acquisition de toute une ligne est mémorisée au moyen d’échantillonneur bloqueur 
pour ensuite être multiplexée sur l’amplificateur de sortie. Ainsi, à l’instant t, le bolomètre 
effectue deux opérations en même temps : Il fait l’acquisition des pixels de la ligne n+1 et 
fournit à l’utilisateur les valeurs de chaque pixel de la ligne n.  
Nous voyons que la synchronisation de l’architecture d’acquisition de la tension de sortie 
avec les signaux fournis par le bolomètre est nécessaire pour assurer un bon fonctionnement. 
 
Maintenant pour obtenir une image correcte, nous avons les blocs suivants : 
- Une chaîne d’acquisition. 
- Une mémoire de calibration. 
- Un bloc de séquencement pour synchroniser le bolomètre avec les différents 
blocs. 
 










































Figure 34 : synoptique de fonctionnement de la caméra 
 
Dans ce schéma, nous avons aussi ajouté la couche que pourra intégrer l’utilisateur au sein de 
la caméra. 
Le bloc « alimentation » permettant de fournir la puissance nécessaire au fonctionnement des 
autres sous-systèmes n’est pas représenté. Cependant, il nous suffira de l’intégrer dans le bloc 
relatif aux alimentations du détecteur. 
Dans le fonctionnement global, une entrée supplémentaire a été ajoutée. Elle permet de 
sélectionner le mode dans lequel doit se placer la caméra : 
- soit en calibration, en stockant en mémoire l’image de calibration. 
- soit en mesure, en effectuant la soustraction avec cette image de calibration. 
 
Nous pouvons remarquer que le mode de fonctionnement de la caméra n’a aucune influence 
sur le séquencement propre du détecteur. En effet, lorsque que le capteur est alimenté, il doit 
être séquencé immédiatement pour ne pas détériorer la ligne de matrice pointée par le 
séquenceur interne au détecteur. 
  
III.4.- CHAINE D’ACQUISITION DU SIGNAL DE SORTIE. 
 
La sortie analogique du bolomètre est une sortie de type série comportant un bruit spatial fixe 
(FPN) qu’il nous faut enlever. Cela est réalisé dans la procédure de calibration. Cette 
soustraction peut être faîte de façon analogique ou numérique. 
Est-ce que cette chaîne peut être toute analogique ? La réponse semble être négative. En effet, 
dans la procédure de calibration, il apparaît comme nécessaire de pouvoir garder en 




« mémoire » la valeur de chaque pixel soumis à un flux infrarouge uniforme. Cette 
sauvegarde ne peut se faire de manière analogique, sans la mise en œuvre d’un système 
permettant de compenser les pertes dues aux courants de fuite d’un système à échantillonneur 
bloqueur. 
 
Dans cette chaîne, une mémoire numérique est donc nécessaire pour pouvoir stocker les 
valeurs de chaque pixel durant la calibration. Ainsi, cette chaîne, au mieux, ne peut être que 
mixte. Elle comportera une partie analogique et une partie numérique. 
 
III.4.1.- Chaîne de première génération : compensation analogique. 
 
Lors de la commercialisation des premières matrices bolométriques en 1997 (matrice U3000 
de chez Boeing), les convertisseurs analogiques numériques n’étaient pas capables d’allier à 
la fois vitesse, précision et faible consommation. Or, nous avions besoin d’avoir des pas de 
conversion inférieurs à la tension de bruit délivrée par le détecteur. Pour une image de scène à 
300° K, le niveau de bruit est de l’ordre de 500 µV. Il correspond au rapport de la responsivité 
du détecteur en V/K par son équivalent en température de bruit (NETD). 
Ce pas doit être obtenu pour des fréquences d’échantillonnage de l’ordre de 5 MHz, 
correspondant à la fréquence horloge de la sortie des pixels pour une fréquence image de 50 
Hz. 
Pour palier à ce problème de compromis entre vitesse et précision des convertisseurs, il fut 
possible d’intégrer dans la chaîne analogique un gain permettant de diminuer ce pas de 
quantification, tout en gardant un pas de conversion fixe. 
Un schéma de principe de la soustraction analogique est présenté sur la figure (35). Cette 
configuration est utilisée dans la caméra de première génération «MIRES ».  Elle disposait 
d’un convertisseur analogique numérique (CAN) de 12 bits avec une dynamique de 5 volts, 
lui conférant un pas de quantification de 1,2 mV. Pour la compensation, un convertisseur 
numérique analogique (DAC), ayant une sortie en courant est employé. 
La conversion de l’image de calibration est réalisée en 8 bits en ne gardant que les 8 premiers 
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La résistance RG permet de donner du gain à la chaîne analogique. Cela apparaît comme un 
avantage de cette structure. Toutefois, ce gain se fait au détriment de la puissance consommée 
et de l’encombrement par l’utilisation de composants actifs et passifs, comme le DAC, l’ AOP 
et des résistances. 
De plus, cette chaîne va ajouter du bruit avant numérisation. Cela aura pour conséquence de 
faire diminuer le NETD de notre caméra. 
 
III.4.2.- Architecture « toute numérique » 
 
Dans le chapitre consacré à l’étude du fonctionnement du bolomètre, la tension de bruit issue 
du capteur est de l’ordre de 500 µV. Cette tension de bruit permet de fixer le pas de 
quantification minimale qu’il nous faut, sans perte d’informations, sur la tension fournie par 
le détecteur.  
Pour une dynamique de 5 volts, cela va entraîner l’utilisation d’un CAN ayant au moins  
10 000 intervalles de quantification. Avec 14 bits de largeur de bus, on dispose de 16 384 
valeurs possibles. Nous voyons qu’un CAN de 14 bits peut suffire. Toutefois, il faut que ce 
composant puisse acquérir 5 méga échantillons par seconde, fréquence de sortie de chaque 
pixel pour un séquencement de la matrice à 20 images par seconde, n’entraînant pas une 
augmentation de la puissance consommée trop élevée. 
 
Au commencement du projet « MIRES », en 1998, nous ne disposions, sur le marché que de 
convertisseurs 16 bits pouvant atteindre cette fréquence d’échantillonnage, afin de réaliser une 
chaîne d’acquisition pouvant aussi répondre à un besoin de caractérisation de la réponse d’un 
détecteur. Cependant, la puissance consommée atteignait quelques watts. Même encore 
aujourd’hui les convertisseurs 16 bits pouvant atteindre des  fréquences d’échantillonnage de 
plus de 5 MHz consomment plusieurs watts. Aujourd’hui, Analog Device, constructeur 
américain, propose des convertisseurs 16 bits pouvant atteindre 80 MHz de fréquence 
d’échantillonnage mais consommant jusqu’ à 6 Watts [2]. 
Cette consommation n’est pas acceptable à la vue du cahier des charges que nous nous 
sommes fixés. 
Il fallait se résoudre à utiliser un convertisseur ayant une plus basse résolution. Nous nous 
sommes tournés vers un composant ayant 14 bits de bus de donnée. Et En 1998, Analog 
Device commercialisé le « AD9240 » CAN 14 bits en technologie tout CMOS, pouvant 
atteindre 10 MHz en fréquence d’échantillonnage. 
Ses principaux atouts sont : 
- Sa dynamique d’entrée pouvant atteindre 5 Volts en pleine échelle. 
- Son alimentation en tension asymétrique. 
- Sa compatibilité avec des technologies numériques en 3,3 V. 
- Sa consommation de 275mW [3] à pleine fréquence.  
 
A cela peut se rajouter son encombrement, avec un boîtier en QFP 44, boîtier en composant 
de surface (CMS), ayant seulement 1,2 cm de coté. 
 




En pleine échelle, son pas de quantification est seulement de 297 µV, compatible avec la 
numérisation directe de la sortie analogique du détecteur. Ainsi, la soustraction ne serait plus 













Figure 36 : synoptique de la chaîne d’acquisition toute numérique. 
 
Nous pouvons voir qu’avec ce type d’architecture, seul le convertisseur est en contact avec la 
tension de sortie avec le détecteur. Ainsi, les performances du détecteur sont entièrement 
conservées.  
De plus, il y a une utilisation moindre de composants, donc une diminution de 
l’encombrement de la caméra ainsi que de la puissance consommée. 
La soustraction est réalisée de manière numérique. Lorsque la caméra est en mode de 
calibration, il suffira de soustraire le nombre nul et d’envoyer le résultat dans la mémoire de 
calibration. De cette manière, l’image de calibration sera stockée en mémoire. De plus, même 
en mode de calibration, les données sont disponibles pour l’utilisateur afin qu’il puisse, lui 
aussi, avoir les informations de l’image de calibration. 
 
III.4.3.- Comparaison des deux types d’architecture 
 
Avec le projet « MIRES », nous disposions de l’architecture de type analogique avec 
compensation en utilisant un DAC. Nous avons, dans un deuxième temps, implémenté 
l’architecture totalement numérique afin de comparer les deux architectures. 
Pour cela, nous avons juste fait l’acquisition d’une seule et même ligne pour comparer les 
résultats. Nous avons placé comme cible, des éléments à module Peltier créant ainsi un 
gradient thermique sur la ligne sélectionnée. 











































































































































































































Figure 37 : comparaison des deux types de chaîne d’acquisition 
 
La figure 37 nous montre que la chaîne d’acquisition toute numérique présente un meilleur 
rapport signal sur bruit. Cette amélioration peut s’expliquer par le fait que la calibration est 
effectuée en utilisant le même pas de quantification que l’acquisition d’une image.  
 
III.4.4.- Conséquence : Architecture finale de la caméra 
 
En choisissant une chaîne d’acquisition toute numérique, le seul composant comportant une 
partie analogique est le convertisseur analogique numérique. En effet, même la soustraction 
de compensation est faite numériquement car placée après la conversion.  
Cela apparaît comme un avantage incontestable. En effet, par l’utilisation d’un composant 
programmable de type FPGA, nous allons pouvoir intégrer pratiquement tout le synoptique de 
notre caméra au sein même d’un seul composant.  
 
Toutefois cette intégration va entraîner une différence de raisonnement dans la conception de 
la caméra. Cette conception va consister surtout à : 
- Réaliser un circuit imprimé pouvant être compatible avec une partie 
analogique faible bruit et une partie numérique fonctionnant à haute fréquence. 
- Programmer le composant FPGA afin de répondre aux besoins de 
séquencement du bolomètre, de synchronisation de la chaîne d’acquisition et 
de l’applicatif souhaité par l’utilisateur. 
 
Dans notre cas, cet applicatif est optionnel, nous discuterons juste de la façon de 
l’implémentation de celui-ci au sein de la caméra. 
 
Sur la figure 38, nous présentons l’architecture finale de cette caméra. 
 














































III.5.-  CHOIX DES COMPOSANTS : FPGA, MEMOIRE ET CAN 
 
D’après le synoptique de la figure 38, la caméra possède deux types d’électronique : 
- Une partie numérique. 
- Une partie analogique. 
 
La difficulté de la réalisation va être de faire cohabiter les deux types d’électroniques sans 
qu’elles se perturbent entre elles. 
 
Dans cette partie, nous allons présenter le dimensionnement et le choix des principaux 
composants ainsi que les différents concepts mis en œuvre afin d’assurer les performances 
optimales pour le détecteur infrarouge.  
La partie analogique se limite juste à la gestion de l’énergie et à la régulation thermique. 
Toutefois, un soin particulier doit être apporté aux alimentations car elles conditionnent 
fortement les performances du bolomètre. 
 
La partie numérique  ne comporte que deux composants : 
- une mémoire. 
- un FPGA reprogrammable. 
 
Cependant, en raison de la fréquence de fonctionnement du système, nous allons devoir 
étudier les effets de la non adaptation des lignes en fonction de la vitesse des fronts générés 
par ces mêmes composants numériques, afin de ne pas perturber le système. 
Enfin, nous présenterons les principes utilisés pour la conception des circuits imprimés. 
 




III.5.1.-  Composant programmable et reconfigurable 
 
Les critères de choix pour appréhender le composant qui va remplir le rôle de chef d’orchestre 
de cette caméra portent sur ses caractéristiques physiques et sur les outils disponibles pour son 
test et sa programmation. 
 
Dans le souci de pouvoir intégrer, au sein même de la caméra, l’applicatif souhaité par son 
utilisateur, une des caractéristiques principales du composant doit être sa reconfigurabilité. 
Nous voyons de suite que l’utilisation de composants figés comme les ASICs, ou 
programmables qu’une seule fois (composant de type OTP) ne peut répondre au besoin de 
reprogrammation. De plus, ce type de composant va entraîner un coût de mise en œuvre 
supplémentaire causé par la non réutilisation possible de ce composant en cas de problème 
dans le fonctionnement.  
 
Dans ce composant, nous allons devoir intégrer le fonctionnement de la caméra. Il doit 
commander la chaîne d’acquisition (le convertisseur CAN), faire la soustraction numérique et 
piloter la mémoire de calibration pour : y venir, y lire, ou y écrire. 
Nous pouvons représenter la fonction associée au composant par un schéma bloc : 
 
 
Vecteur d’Entrée Vecteur de Sortie
Gérér le séquencement 
de la caméra
 
Figure 39 : schéma bloc du fonctionnement de la caméra. 
 
Ce bloc possède un vecteur d’entrée, représentation des signaux numériques d’entrée du 
composant gérant la caméra, et un vecteur de sortie, ensemble des signaux numériques 
servant à piloter les autres composants (bolomètre, CAN, mémoire et interface externe 
notamment). 
Comme le vecteur de sortie n’est pas une expression combinatoire du vecteur d’entrée, il est 
nécessaire de mettre en œuvre un système séquentiel afin de mémoriser l’état où se trouve le 









Figure 40 : modélisation de fonctionnement d’un système séquentiel 




Sur cette modélisation, nous retrouvons le vecteur d’entrée E et le vecteur de sortie S. Le 
vecteur Q va modéliser l’ensemble des états que devra prendre le système afin de générer le 
vecteur de sortie grâce au bloc combinatoire S. Il apparaît dans ce schéma la notion d’état 
présent et d’état suivant. En effet, ce passage de l’état suivant à l’état présent est réalisé par un 
bloc M, dit bloc mémoire. Ce bloc peut être implémenté par un simple retard pour une 
architecture asynchrone, ou par une bascule pour une architecture synchrone.  
Le bloc « S » est le bloc d’activation des sorties fonction de l’état où se trouve le système à 
l’instant t.  
Les blocs « S » et « F » sont des blocs implémentés en logique combinatoire seulement. 
Ce système séquentiel peut être soit synchrone soit asynchrone. En mode asynchrone, le 
passage des composantes du vecteur d’état suivant au vecteur d’état présent ne se fait pas aux 
mêmes instants, ainsi, il peut y avoir des aléas de fonctionnement sur les composantes du 
vecteur de sortie. Cela ne peut être possible dans le fonctionnement de la caméra, car le 
détecteur bolométrique doit toujours être séquencé. Par contre, en mode synchrone, le passage 
des composantes du vecteur d’état se fait au même instant par l’utilisation d’un signal 
d’horloge gérant le temps entre deux états du système, garantissant ainsi l’absence d’aléas sur 
les composantes du vecteur de sortie. 
C’est ce mode là que nous implémenterons dans notre système afin de ne pas générer d’aléas. 
Pour mettre en œuvre la modélisation de la figure 40, nous allons utiliser la représentation par 
machines à états qui utilisent un codage binaire pour identifier chaque état. En fonction de ces 
états, nous activerons les différentes composantes du vecteur de sortie qui permettront de faire 
fonctionner directement les éléments de la caméra afin d’obtenir une image. 
 
L’implémentation de ces machines à états utilise les réseaux de Pétri comme modélisation 
fonctionnelle. Elle permet, dans un premier temps, de connaître les équations de passage entre 
les états et les équations d’activation des signaux contenus dans le vecteur de sortie. 
 
III.5.2.-  Mise en œuvre physique des machines à états. 
 
En fonction du niveau physique où nous nous plaçons, il est possible de réaliser l’intégration 
des équations régissant le fonctionnement de la caméra soit de façon logicielle, soit de façon 
matérielle. 
 
A. Implémentation logicielle. 
 
Nous devons utiliser un cœur de microprocesseur afin de programmer en langage machine ou 
dans un langage plus évolué, en passant ensuite par un compilateur, les équations de 
fonctionnement issues du  réseau de Pétri, représentation des machines à états. 
Le bloc « M » se réduit juste à l’utilisation d’une variable comme vecteur d’état que l’on fait 
évoluer. La mise en œuvre logicielle de la machine à états, sous forme d’un réseau de Pétri, 
est articulée autour d’une structure de type choix en algorithmique  
Pour cette réalisation, les besoins matériels vont concerner : 
- L’implémentation physique du cœur. 
- La mémoire contenant le code « programme » qui va permettre d’utiliser le 
microprocesseur, comme plusieurs machines à états. 
 
Pour fonctionner, le microprocesseur a besoin d’un signal d’horloge propre, signal 
cadençant son propre fonctionnement pour implémenter les actions désirées par l’utilisateur 
(par le biais du code assembleur).Donc nous voyons ici que la fréquence du signal d’horloge 




du processeur doit être largement supérieure à la plus grande fréquence d’un signal de sortie. 
En pratique, nous devons au moins avoir un rapport entre 10 et 20.  
Dans notre cas, le signal le plus rapide que nous devons générer est le signal d’horloge du 
détecteur bolométrique qui est de l’ordre de 5MHz. Cependant, pendant la durée d’un pixel, 
nous devons gérer : 
- Le convertisseur analogique numérique. 
- L’accès à la mémoire. 
- Effectuer la soustraction.  
- … 
 
Cela va représenter une dizaine d’évènements dans la modification du vecteur de sortie, pour 
assurer le fonctionnement de la caméra dans la durée d’un seul pixel. Ainsi, nous voyons que 
la fréquence maximale des évènements est de 50 MHz et non 5 MHz.  
Pour implémenter le fonctionnement de la caméra de façon logicielle (utilisation d’un langage 
assembleur), nous devons trouver des cœurs de microprocesseurs ayant des fréquences 
horloge proches de 500 MHz.  
De plus, la gestion d’un signal d’horloge (Signal « Master Clock » du détecteur) à fréquence 
fixe reste délicate dans ce type d’implémentation. En effet, la fréquence d’apparition de deux 
évènements va être fonction du nombre de cycles d’horloge nécessaires au microprocesseur 
pour les générer. Ainsi, si ce nombre n’est pas identique, nous aurons une modification de la 
forme des signaux ou de la fréquence de génération de ces derniers. 
Pour palier à ce problème, les constructeurs ont implémenté des « timers » dont la fréquence 
est programmable. Cependant, l’utilisation de ces timers n’est pas forcément synchrone car 
utilisant leur propre fonctionnement. 
 
Face à tous ces problèmes d’implémentation, il nous a paru  difficile d’utiliser ce mode 
d’implémentation. 
 
B. Implémentation matérielle. 
 
Elle correspond à la mise en œuvre des équations booléennes correspondant au 
fonctionnement désiré. Cette implémentation se situe au niveau logique. Ces équations sont 
fournies par réduction de table de Karnaugh. Elles concernent les blocs « F » et « S ». Pour le 
bloc « F », ces équations vont utiliser le vecteur d’état présent et le vecteur d’entrée et générer 
l’état suivant.  Pour le bloc « S », elles fourniront les différents signaux du vecteur de sortie 
en fonction de l’état où se trouve le système. 
 
Toutefois, pour un nombre important d’entrées et de sorties, il est assez fastidieux d’utiliser 
les tables de Karnaugh. Pourtant, cette méthode offre l’avantage d’être la plus rapide et la plus 
performante par la maîtrise de toute la chaîne. Dans une implémentation synchrone, le 
changement d’état sans condition est implicite par l’utilisation de l’horloge système.  
L’inconvénient majeur de cette méthode est la difficulté de mise en œuvre si le système est 
complexe en terme de nombre d’états et de dimension des vecteurs d’entrée et de sortie. De 
plus, au niveau matériel, des matrices  «ET OU » sont utilisées pour implémenter ces 
équations (composant CPLD).Ces matrices ont une dimension finie, donc le nombre de terme 
ΣΠ  est fixe, limitant ainsi la longueur de ces équations. 
 
Il existe une implémentation intermédiaire entre l’utilisation d’un cœur de processeur 
et la mise en œuvre du système par équations booléennes. Cette méthode consiste à utiliser un 
langage évolué pour décrire le fonctionnement de notre système, permettant aussi la 




simulation fonctionnelle de notre système sans tenir compte des paramètres technologiques du 
composant servant à l’implémentation physique. Ce langage doit avoir la particularité d’être 
synthétisable sur un support physique. Ainsi, il offre la possibilité d’être « portable » et pas 
figé pour une seule technologie ou un seul type de composant. 
 




Avec ces deux langages, notre système sera ensuite « compilé » sur un support cycle de notre 
choix.  
 
Afin d’assurer la portabilité, la simulation et la reconfiguration de notre système, nous nous 
sommes rapidement tournés vers ce type de solution, utilisation du langage VHDL, présentant 





III.5.3.-  Choix de la filière technologique du composant 
programmable : Altera ou Xilinx ? 
 
Le composant programmable doit pouvoir intégrer : 
- Le séquencement de la caméra. 
- L’applicatif souhaité par l’utilisateur, fonctionnant en parallèle avec le 
séquencement de la caméra. 
- La reconfigurabilité. 
 
Pour répondre au maximum de requêtes sur les applicatifs désirés, ce composant doit pouvoir 
intégrer un cœur de micro ou un DSP (Digital Signal Processor).Sans rajout de mémoire 
supplémentaire, nous devons, par conséquent, être capables d’intégrer au sein du composant 
le code programme de l’applicatif désiré.  
Ainsi, le composant doit comporter de la mémoire sur la même puce. 
 
Nous voyons de suite que sur une même puce, il doit y avoir : 
- De la logique programmable pour le fonctionnement propre de la caméra 
- Une intégration possible de cœur micro. 
- Des fonctions DSP déjà câblées, comme les multiplieurs. 
- De la mémoire contenant données et code programme. 
 
L’utilisation d’un programme unique n'est pas envisageable et nécessite la possibilité de 
reconfigurer la puce. De plus, l’emploi de CPLD est aussi exclu à cause de l’absence de 
mémoire et de fonctions DSP câblées au sein du composant. 
 
Cette intégration est rendue possible par l’utilisation de nouveaux composants FPGA, 
nommée SOPC (system on programmable chip) intégrant toutes ces fonctions sur la même 
puce. 
Toutefois ce gain d’encombrement n’est pas sans défauts. Comme le système numérique est 
totalement intégré au sein d’une même puce, la réduction de la place occupée a entraîné une 
augmentation du coût du test du composant. En effet, pour une série industrielle, il est 




nécessaire d’intégrer dans la conception du composant, un moniteur servant de véhicule de 
test au sein de ce dernier. 
 





Les performances de ces composants sont sensiblement voisines. Du moins pour notre 
application, aucune des deux familles ne présentent de défauts pouvant exclure une famille 
plutôt qu’une autre. Toutefois trois raisons nous ont amené à choisir la gamme de composants 
Altera plutôt que Xilinx [1] [|2]: 
 
- Au début du projet de la conception de la caméra à base de composants SOPC, 
Altera fut le premier constructeur à développer un environnement complet de 
conception, de réalisation et de simulation sur des composants FPGA avec 
possibilité d’intégrer au sein d’un même composant un cœur de 
microprocesseur RISC 32 bits ; grâce à son logiciel « Quartus ». 
 
- Par la suite, le choix du boîtier du composant a été déterminant. Nous ne 
voulions pas utiliser de composant ayant un boîtier de type PGA (Pin Grid 
Array) ou BGA (Ball Grid Array), pour des raisons de testabilité En effet, le 
nombre d’entrées/sorties nécessaire pour la caméra est d’environ 150. Or, dans 
la gamme des composants de chez Xilinx (gamme Spartan), il n’existe pas de 
boîtier type TQFP fournissant autant de connexions. Nous nous sommes donc 
dirigés vers Altera et sa gamme APEX20K, disposant de ce type de boîtier. 
 
- Altera, étant partenaire industriel présent au comité national de formation en 
microélectronique (CNFM), cela a permis une diminution des délais 
d’approvisionnement et de coût. 
 
Dans sa gamme de composants allant d’une complexité de 30 000 à 150 000 portes, nous 
avons choisi le chipset ayant le nombre d’entrées nécessaires sous un boîtier TQFP, pouvant 
être soudé à la main, afin de faciliter le test de continuité. Ainsi, nous nous sommes tournés 
vers le composant APEX 20KE200. 
 
III.5.4.-   Présentation de la gamme APEX20K . 
 
Cette partie, basée sur la documentation Altera, présente la quatrième génération de FPGA : 
la famille APEX 20K[3]. 
Lancée en 1999, elle apporte des évolutions architecturales permettant de réaliser des 
systèmes comportant plus d'un million de portes utilisables (de 30 mille à 1.5 millions). Cette 
famille a été produite, au départ, en technologie CMOS 0,22µm avec 5 niveaux de 
métallisation (2,5V) et devrait migrer rapidement en technologie 0,15µm avec 7 niveaux de 
métallisation (1,8V). Cette technologie est la gamme APEX 20KE 
 
A.  Architecture des composants de la série Apex Altera  
 
La gamme de composants APEX possède une structure fonctionnelle comme indiquée par la 
figure 41.  
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LUT à 4 entrées pour le 
chemin des données et 
les fonctions DSP
Intégration de fonction 




E/S supportant PCI, 
GTL+, LVDS, SSTL-3 
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Figure 41 : Architecture des composants Apex 
 
Ces composants ont une architecture de type hiérarchique. Sur la figure 41 apparaissent les 
éléments logiques de haut niveau : les MegaLAB (Mega Logic Array Blocks) et les ressources 
de routages propres à ce niveau qui permettent de les relier entres eux et avec les blocs 
d'entrées sorties I/O (pistes de connexion rapides).Un MegaLAB est composé d’une unité 
LUT appelée LAB et d’un bloc ESB, servant à réaliser soit les fonctions mémoires, soit les 





Vers des LABs ou 
E/S adjacentes
 
Figure 42 : vue d’une structure MegaLAB 
 
Les MegaLAB sont composés d'autres éléments (c'est la définition d'architecture hiérarchique) 
comme les LAB (Logic Array Blocks) et des éléments de routage propres à ce niveau comme 
indiqué sur la figure 42. Un MegaLAB peut contenir de 10 à 24 LAB suivant les modèles. 
Chaque LAB est lui-même constitué de 10 cellules logiques de base les LE (Logic Element) et 
d'un module ESB (Embedded System Block)  (figure 42). 
 
B.  Les éléments logiques (LE)  
 
Comme les LC (Logic Cell) des Virtex (gamme de composant chez Xilinx), ils sont réalisés 
autour d'une LUT( look-up table : table de vérité) à quatre entrées, d'un registre de sortie et 
d'une chaîne de propagation rapide de la retenue. Ils ont, en plus, une logique de validation de 
l'horloge. Un élément logique est représenté sur la figure 43. 
 





Figure 43 : Architecture de l’élément logique de base d’un composant APEX 
 
Cette unité logique élémentaire peut fonctionner soit en mode synchrone soit en mode 
asynchrone. Il possède deux entrées d’horloge indépendantes. 
Grâce au module « carry chain », les retenues peuvent être chaînées, évitant ainsi des 
interconnexions et  augmentant ainsi la vitesse de calcul. 
 
 










C.  Les ESB  
 
Ils  remplissent deux missions :  
- L’implémentation de mémoires de divers types comme RAM, CAM, ROM, 
FIFO et Dual-Porte. 
- L’implémentation de machines à états par l’utilisation de la matrice mémoire 
en termes Σπ. 
 
 
Figure 45 : Architecture des produits Σπ 
 
En mode produit Σπ, un bloc ESB est composé de 16 macro-cellules Les entrées utilisent les 
32 signaux pouvant venir des interconnexions locales (niveau LAB) ou des interconnexions 
rapides au niveau MegaLAB. 
Sur la figure 46, une vue d’une macro-cellule est présentée. 
 
 
Figure 46 : Architecture de la macro-cellule de l’APEX 
 
En mode mémoire, la matrice sert de bloc de sauvegarde. 
Pour chaque bloc ESB, on peut configurer la mémoire en : 
- 128x16 
- 256x8 








Ainsi la taille mémoire d’un bloc est de 2 Kbits. 
 
III.5.5.-  Utilisation sur carte d’un APEX  
 
Pour fonctionner et être reconfigurable, un composant FPGA est constitué d’une matrice 
mémoire SRAM que l’on configure afin de réaliser les fonctions désirées et programmées par 
l’utilisateur. Chaque point mémoire agit sur un transistor MOS qui joue le rôle d’interrupteur 
ayant : 
- Soit la fonction de routage de données. 
- Soit celle de programmation du mode de fonctionnement des cellules 
élémentaires présentes dans le composant. 
  
Or cette configuration est volatile, permettant la reconfiguration du composant. Le fichier de 
configuration est fourni, après compilation sur cible (choix du composant), par le logiciel 
Quartus II de chez Altera (cf Annexe). 
 
L’utilisateur peut programmer le composant en utilisant : 
- soit le port JTAG ( Joint Test Action Group).  
- soit une EEPROM de configuration de chez Altera prévue pour programmer le 
composant dès la mise sous tension du système, le rendant ainsi opérationnel à 
la mise sous tension sans aucune intervention de l’utilisateur. 
Nous utiliserons la deuxième solution pour configurer notre composant APEX. Au préalable, 
nous aurons chargé le programme de configuration dans le composant EEPROM au moyen de 
son port JTAG. 
 
 
III.6.- ZONE DE STOCKAGE : LA MEMOIRE 
 
 
Dans le chapitre relatif au fonctionnement du détecteur lui-même, nous avons démontré qu’il 
était nécessaire de faire une calibration afin d’obtenir une image. Dans la solution 
technologique retenue, cette image de calibration doit être sauvegardée numériquement pour 
l’utiliser en temps réel dans l’obtention de la scène vue par le détecteur. 
 
Toutefois, cette image de calibration peut changer en fonction de la température nominale du 
substrat. Il serait donc intéressant de pouvoir modifier cette image de calibration en temps réel 
pour pouvoir agir sur la réponse du détecteur en fonction de la température du substrat. En 
effet, plus l’écart entre la température ambiante et la température du substrat est grand, plus la 
consommation du bolomètre est importante. De plus, s’il était possible d’avoir un algorithme 
nous donnant l’image de calibration en fonction de la température du substrat, la nécessité de 
recalibration par le placement d’une scène uniforme devant l’objectif deviendrait caduque 
(généralement fait par un shutter mécanique). Il suffirait juste de calibrer une seule fois en 
usine le bolomètre et de la stocker en mémoire ROM ou EEPROM pour refaire une 
calibration. 
 


















Chaîne temps réel d’obtention d’images
Signal analogique 
Du bolomètre  
Figure 47 : schéma fonctionnel de modification de l’image de calibration en temps réel. 
 
Nous voyons bien, ici, la nécessité d’une mémoire avec deux accès simultanés. Sans la 
possibilité d’avoir deux bus de données pour pouvoir lire et écrire sur les points « mémoire » 
de la matrice, nous devrions mettre en place un bloc fonctionnel, appelé sémaphore ou 
moniteur générant la ressource partagée (ici la mémoire de la calibration) afin d’éviter les 
conflits d’accès.  
Dans ce système, la mise en place d’un tel bloc fonctionnel paraît critique, car la fréquence de 
lecture des pixels de l’image de calibration est de 5 MHz. Cela impliquerait que le bloc gérant 
cet accès mémoire ait un protocole de communication au moins dix fois supérieure à cette 
fréquence de lecture de la mémoire. En conséquence l’horloge « système » gérant  ce bloc 
doit être, elle aussi, supérieure, implémentation difficile à mettre en œuvre sur un composant 
unique programmable (fréquence supérieure à 200 MHz)  
 
La solution retenue consiste à utiliser une mémoire de type « DUAL PORT », composant 
IDT70V631S de chez IDT ; c'est-à-dire à accès deux bus. Ainsi, nous pourrons lire et écrire 
dans la mémoire en simultanée. Toutefois, l’accès au même emplacement ne sera pas traité.  
En effet, il existe un conflit si la lecture et l’écriture sont faîtes au même moment sur le même 
point mémoire. Le constructeur indique que la priorité est faite pour l’écriture et la lecture est 
aléatoire. Ce défaut reste juste limité à quelques pixels de l’image lors d’un changement 
automatique d’image de calibration.  
Devant la dynamique de variation de température, ce changement de calibration apparaît 
comme très lent comparé à la fréquence image fournie par la caméra. 
 
Sur la figure 47, le bloc fonctionnel, servant de sauvegarde de calibration avec une mémoire 
EEPROM apparaît comme un bloc optionnel. En effet, cette procédure de calibration peut être 
réalisée juste à la mise en route de la caméra, rendant ainsi ce bloc inutile. Cependant, si l’on 
souhaite réaliser une calibration en usine, la sauvegarde de celle-ci doit être conservée à la 
mise hors tension de la caméra, d’où l’utilisation de ce bloc fonctionnel. 
 




III.7.-  CONCLUSION DU CHAPITRE 
 
 
Nous venons de décliner les différentes architectures associées aux sous-systèmes constituants 
de la caméra. Ces différents sous-systèmes vont pouvoir être matérialisés autour de deux 
composants : 
• un convertisseur analogique numérique rapide. 
 
• un composant type SOPC qui rassemble toutes les autres fonctionnalités. Par souci 
d’économiser des blocs fonctionnels dans le FPGA nous privilégierons l’adjonction 
d’une mémoire type dual port RAM dont les performances sont compatibles avec 
l’aspect temps réel du système à intégrer. L’optimisation du nombre de blocs dans le 
FPGA offre la perspective d’accueillir des fonctionnalités sans modifier l’architecture 
matérielle. 
 
Toutes les machines d’états assurant, synchronisation, conversion du signal, reconstitution de 
l’image par soustraction d’une image de référence, et applications diverses ont été 
développées en langage de haut niveau type VHDL. Ce développement garantit d’une part 
une validation fonctionnelle avant implantation mais surtout la « portabilité » vers un autre 
support matériel. 
 
Nous pouvons remarquer que l’aspect temps réel (à savoir gérer une image à 50Hz) est 
proposé grâce, en partie, au modèle du pixel développé dans le chapitre 2 qui nous a permis 
de quantifier les limites dans le séquencement. Ces limites doivent être compatibles avec un 
rapport signal sur bruit qui est conditionné par la conjugaison entre le temps d’intégration et 
le moment de conversion numérique donné par la constante de temps du pixel. 
Le travail de modélisation effectué sur le capteur est primordial puisqu’il permet de pondérer 
le séquencement en fonction de l’application requise au niveau du système. 
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CHAPITRE IV  








Figure 48 : Vues de la caméra « PICASSO ». 










Maintenant que nous avons une vue d’ensemble de l’architecture de la caméra, nous pouvons 
passer à la phase de réalisation de cette dernière. 
La conception de la caméra peut être décomposée en deux étapes bien distinctes : 
 
• La première étape est la mise en œuvre sur circuits imprimés des différents 
composants que nous allons utiliser : partie « hardware » de la caméra. 
Elle est composée d’une partie analogique comportant les alimentations et la 
régulation de température, et d’une partie numérique, comportant CAN, FPGA de type 
SOPC et mémoire. 
Nous présenterons les différents concepts utilisés pour la mise sur carte de ces 
différentes fonctions. Afin de pouvoir utiliser la caméra dans toutes les conditions, 
notamment en terme de température de scène et température ambiante, nous 
implémenterons une commande asservie à base de convertisseurs numériques 
analogiques pour générer les tensions de polarisation (Vfid, et Vebasage du détecteur) 
de notre capteur bolométrique. 
 
• La deuxième étape concerne la programmation du composant FPGA. Afin d’assurer la 
modélisation et la portabilité vers d’autres supports physiques comme le « Spartan » 
du constructeur Xilinx, il est nécessaire, ici, d’utiliser un langage de haut niveau 
synthétisable. Nous avons choisi le langage « VHDL ».  
 
 
Nous présenterons les différentes techniques employées pour mettre en œuvre logiciellement 
le fonctionnement de la caméra en utilisant la modélisation par réseau de Pétri. 
L’environnement de programmation sous le logiciel Quartus de chez Altera sera aussi 
présenté (voir ANNEXE). 
 
 





IV.2.-  MISE EN ŒUVRE DU COTE « HARDWARE » DE LA CAMERA INFRAROUGE. 
 
La conception de la caméra correspond à la mise en commun de la partie analogique et de la 
partie numérique. La mise en place des règles concernant les choix de routage des circuits 
imprimés permet de faire cohabiter les deux parties sans qu’elles n’interagissent, notamment 
en terme de bruit, l’une sur l’autre. 
Le coté « analogique » de ce système englobe les alimentations, la régulation thermique et la 
gestion des tensions de polarisations du détecteur. Le coté « numérique » concerne surtout la 
prise en compte ou non des réflexions de ligne dûes aux temps de montée rencontrées sur le 
circuit. 
Le routage et les règles de conception seront traités dans un troisième paragraphe, notamment 
la séparation des masses et la gestion de l’énergie. 
 
IV.2.1.- Le coté « analogique » 
 
A. Les alimentations 
 
Les tensions d’alimentation servent à fournir l’énergie nécessaire aux composants pour 
fonctionner. Suivant le type de composant, la qualité de la tension continue, en terme de 
précision, de stabilité et de bruit, peut être critique. 
En effet, le constructeur du détecteur infrarouge demande des niveaux de bruit inférieurs à 
100 µV sur la bande passante du circuit de lecture de ce même capteur. De plus, nous 
souhaitons que la tension d’alimentation fournie par l’utilisateur soit unique et asymétrique. 
Pour fonctionner, notre système requiert huit tensions continues dont deux servent de tensions 
de polarisation pour le capteur bolométrique. 
 
En raison de cette multitude de tensions, nous devons adopter une « architecture générique » 
pour chaque tension, et convenant à toutes. Cependant, les consommations sont diverses 
allant de l’alimentation de grilles de transistor MOS (donc consommant pratiquement rien) à 
l’alimentation de toutes les E/S du composant programmable APEX 20K. 
Pour cela nous allons adopter deux architectures d’alimentation : 
 
 
Figure 49 : schéma de l’alimentation faible courant. 






Figure 50 : schéma de l’alimentation fort courant. 
 
Les deux architectures ont les mêmes structures. Elles s’articulent autour d’un amplificateur 
opérationnel à transrésistance monté en suiveur. Afin d’augmenter le courant de sortie, un 
transistor en collecteur commun est connecté en sortie de l’AOP fournissant ainsi un courant 
max β fois plus élevé  (β est le gain en courant petit signal du transistor).  
Cette architecture a pu être simplifiée au maximum grâce à l’utilisation de composants 
donnant le courant nécessaire aux composants et garantissant les performances de stabilité et 
de précision de nos alimentations Ces amplificateurs opérationnels possèdent aujourd’hui de 
larges bandes passantes (dépassant 100 MHz) et des courants de sortie supérieurs à 100 mA. 
 
Pour choisir le type d’amplificateur que nous allions utiliser, nous avons simulé une cellule 






Figure 51 : circuit de test du choix de l’AOP 
 





AOP : AD8062 800 V/µS AOP : AD8017 1600 V/µS
Valim
 
Figure 52 : comparaison avec deux types d’amplificateur opérationnel. 
 
Le choix d’un amplificateur opérationnel de transrésistance fut motivé par les caractéristiques 
dynamiques, en général meilleures que celles des amplificateurs de tension. En effet, de tels 
composants possèdent un fort
dt
dVS . En utilisant le composant AD8017 de chez Analog 
Device, nous disposons d’une vitesse de commutation de plus de 1600 Volts/µs.  
De plus, à la vue du résultat de simulation de la figure 52, et malgré un rapport de deux au 
niveau des vitesses de balayage en tension (slew-rate), l’amplificateur à transrésistance 
AD8017 présente de meilleures performances dynamiques qu’un amplificateur de tension 
classique (AD8062). 
 
Le choix des valeurs de R1, R2 et Rs est motivé par la tension de bruit que nous devons 
respecter pour ne pas diminuer les performances du détecteur.  
 
L’autre point fort de cette architecture  est l’entrée haute impédance du montage. La même 
architecture pourra être ainsi réutilisée pour générer les tensions de polarisation du capteur. 
Les sorties des convertisseurs numériques analogiques viendront juste se connecter à ces 
montages. 
 
La tension stabilisée à 5 volts est obtenue par l’emploi d’un régulateur faible bruit. 
 
B. Les tensions de polarisation 
 
Ces grandeurs électriques sont au nombre de deux. Elles servent de commande pour obtenir la 
tension analogique de sortie du détecteur. 
Afin d’assurer la meilleure dynamique en sortie, en terme de température de scène, il est 
nécessaire d’avoir la possibilité de les modifier. Cette commande sera assurée par l’emploi 
d’un convertisseur numérique analogique de 16 bits (CNA), offrant ainsi la meilleure 
sensibilité. Toutefois, nous devons avoir un pas de conversion inférieur à la tension de bruit 
désirée sur les alimentations du capteur (100 µV sur toute la bande passante). 
Le choix du convertisseur est motivé par le type d’interface, série ou parallèle, et le nombre 
de voies analogiques disponibles sur un même composant afin de réduire au maximum 
l’encombrement.  
En effet, ici, la vitesse de conversion n’est pas critique. Le changement de polarisation du 
convertisseur n’est effectif qu’à des instants présentant une très faible fréquence d’activation 
(au regard de la fréquence image).  




Le type d’interface permet de jouer sur le nombre d’E/S nécessaire pour piloter le 
convertisseur.  
Toutes ces raisons nous ont conduit à utiliser un CNA, à interface série ayant 4 voies 
analogiques (nous n’en utiliserons que deux seulement), pouvant être alimenté avec des 
tensions asymétriques et présentant une sortie en tension. 
Nous nous sommes tournés vers un composant de chez Burr-Brown le DAC7634E. 
 
Comme nous le verrons dans la partie programmation, la commande du convertisseur sera 
assurée par un bloc fonctionnel présent dans le composant FPGA de type SOPC. 
 
Sur la caméra, le CNA sera implémenté. Toutefois pour des raisons de mise au point, il sera 




C. Stabilisation en température. 
 
Pour fonctionner dans les conditions optimales, il est nécessaire de stabiliser la température 
du plan focal du détecteur bolométrique. En interne, cette opération est réalisée par 
l’utilisation d’un module Peltier qu’il nous faut alimenter. Le capteur dispose en sortie, 
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Figure 53 : synoptique de la stabilisation en température. 
 
La chaîne d’asservissement comprend un intégrateur afin d’annuler l’erreur de position de 
température. Ainsi, nous obtenons, après la fin du transitoire une température égale à la 
consigne souhaitée. 
La mise en œuvre de ce système présente des difficultés en alimentation asymétrique. En effet, 
nous ne pouvons avoir une tension d’erreur négative. Conséquence, la tension Vout, sortie de 
l’intégrateur ne peut que croître.   
Pour éviter ce phénomène, nous alimenterons les composants de la chaîne d’asservissement 
en tension symétrique. La tension d’alimentation négative sera réalisée à partir des tensions 
d’alimentation positives par l’utilisation d’un régulateur à pompe de charge. 
 




L’intégrateur est un montage avec amplificateur opérationnel avec comme originalité de ne 








Figure 54 : Intégrateur non inverseur. 
 
L’alimentation négative, ne délivrant que peu de puissance (courant maximal de l’ordre de 
100 mA), nous ne pouvons faire circuler le courant dans le module Peltier que dans un sens. 
Ainsi, pour inverser ce sens de parcours (donc inverser le mode de fonctionnement du 
module), nous polariserons une des deux connexions du module Peltier au milieu de la 
dynamique de la tension d’alimentation.  
 
IV.2.2.- Dimensionnement de l’architecture « numérique » : 
modélisation des parasites électromagnétiques en mode conduit 
 
La partie numérique de la caméra concerne la mise en place des composants suivants : 
- La mémoire. 
- Le composant programmable FPGA. 
- Les composants mixtes comme les convertisseurs. 
 
Ayant assez de connexions d’E/S, le composant APEX 20KE200 de chez Altera, offre la 
possibilité de séparer tous les bus d’accès.  
Cette séparation totale des bus nous permettra d’effectuer des opérations en parallèle qui ne 
peuvent être possibles par l’utilisation d’un bus de données unique. 
Ainsi, la soustraction numérique pourra être réalisée en un coup d’horloge seulement. 
 

























Figure 55 : signaux communiquant avec le circuit de logique programmable. 
 
Les bus ayant juste un composant émetteur et un composant récepteur, il n’est pas nécessaire 
d’ajouter des résistances de tirage, afin d’éviter des potentiels flottants. 
Toutefois, nous devons tenir compte des réflexions causées par les temps de montée des 
signaux numériques. En effet, ces temps sont de l’ordre de 1 ns. En prenant une modélisation 






9 == −  
 
Les circuits imprimés seront réalisés en FR-4 comme matériaux diélectriques. Ils possèdent 
une permittivité relative allant de 4,1 à 4,6. En se plaçant dans les conditions les plus 

























Pour considérer notre circuit comme un circuit à constante localisée, la longueur maximale 
des signaux devra être
10
l , soit 4,2 cm. 




Ainsi, pour éviter les problèmes de réflexion de ligne, nous devons placer ces composants au 
plus près les uns des autres. Ce sera le cas pour le composant de logique programmable et la 
mémoire DUAL-PORT : les deux circuits les plus rapides. Ainsi, nous n’aurons pas besoin de 
traiter la propagation. 
 
Par contre, le signal de commande du convertisseur analogique numérique AD9240AS, placé 
au plus près du capteur afin de minimiser le bruit à l’entrée de ce même composant, et les 
signaux de commande arrivant sur le détecteur auront une longueur supérieure à 4.2 cm. Pour 
limiter les effets dus à la réflexion (bruit sur la ligne, pouvant perturber les alimentations), 
nous devons « adapter » les récepteurs. 
 
Adapter les récepteurs revient à placer au plus près de ceux-ci, donc au plus près des entrées 
numériques du bolomètre et du CAN, une impédance égale à l’impédance caractéristique de 
la ligne. Ainsi, le coefficient de réflexion en bout de ligne est nul. 
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Figure 56 : Vue d’une ligne de transmission 
 
Notre signal est connecté à l’entrée d’une grille d’un transistor MOS (les composants sont en 
technologie CMOS).L’impédance de charge vue par cette ligne est quasi infinie. Ainsi, le 
coefficient de réflexion est maximal (pratiquement 1). Pour éviter cette réflexion, nous devons 
placer au plus près de la patte de connexion du composant une résistance égale à la valeur de 
l’impédance caractéristique de la ligne. 
Cette impédance, fonction des paramètres géométriques (largeur, épaisseur et distance entre le 
plan de masse) et primaires (permittivité du diélectrique) de la ligne est de l’ordre de 40 à 120 
Ω.  
Cela pose un problème de consommation. En effet, la charge placée proche du composant 
récepteur est toujours présente. Ainsi, pour un signal continu au niveau logique haut (3,3 V),  
un courant continu circulera dans cette charge dont la valeur du courant sera de l’ordre : 
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En plus de la consommation accrue, ce courant ne peut être fourni par le circuit de logique 
programmable, sans risque de dissipation thermique trop élevée. 
La non adaptation de la ligne de transmission se produit lors des changements d’états, lors de 
la génération des fronts. Ce ne sont qu’à ces moments là que la ligne doit voir une charge 
égale à son impédance caractéristique.  
Une solution consiste à insérer en série un condensateur de faible valeur équivalent à un 
court-circuit lors de la présence du front. Ainsi, avec le dipôle, un signal continu ne pourrait 






Figure 57 : Adaptation d’une ligne sur la caméra 
 
La valeur du condensateur est fixée pour ne pas filtrer la fréquence équivalente des fronts les 
plus rapides. Dans notre cas, cette fréquence est fixée à 350 MHz. Donc pour cette valeur, 
l’impédance rajoutée par le condensateur doit être très inférieure à la résistance ZC. (un 
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Afin d’adapter les fréquences inférieures, la valeur prise pour le condensateur sera plus faible 
(environ 10 pF). 
 
 




Dans cette partie, nous allons traiter des différents concepts et règles que nous avons utilisés 
pour concevoir les circuits imprimés de la caméra. Afin de répondre à la première contrainte, 
nous discuterons du format des cartes. Ensuite, nous présenterons les différentes couches 
utilisées pour effectuer le routage. 
 
IV.3.1.- Format des cartes de routage. 
 
Dans un premier temps, afin de minimiser l’encombrement de la caméra, nous avons décidé 
d’avoir un surface inférieure ou égale à l’encombrement dû à l’optique placée devant le 
détecteur. 
En effet, nous disposons d’une optique à ouverture numérique à F/1.1, dont le distance focale 
est de 60 cm. 




En tenant compte de la mécanique nécessaire pour assurer le maintien en position de l’optique 
sur le système, nous pouvons définir un format de 100 mm par 100 mm sans rajouter 
d’encombrement. 
 
Le nombre de cartes nécessaires pour mettre en œuvre la caméra dépend de l’encombrement 
de la somme des composants sur la surface allouée. Ainsi, nous devrons « router » notre 
système sur deux cartes. 
La partie numérique a, donc, été séparée de la partie analogique.  
 
La carte nommée « support-bolomètre » aura pour fonction de faire la liaison entre le 
détecteur et notre système. Elle assurera le maintien en position du capteur et effectuera la 
conversion analogique numérique du signal. Elle possèdera aussi le circuit d’asservissement 
en température du plan focal du détecteur et les alimentations nécessaires pour faire 
fonctionner ces différents composants. 
 
La seconde carte, nommée « support-FPGA » recevra les données du capteur sous forme 
numérique. Elle aura donc tous les composants propres au traitement numérique du signal : 
composant FPGA et mémoire DUAL-PORT.  
 
 
IV.3.2.- Routage double face ou routage multicouche ? 
 
Notre système électronique réalisant la fonction de caméra infrarouge comprend : 
- Une partie analogique sensible aux bruits environnants, notamment les 
tensions d’alimentation et de polarisation du détecteur. 
- Une partie numérique en technologie CMOS, cadencée à une fréquence de 50 
MHz, générant donc des parasites sous forme de pics de courant à la 
commutation[1] [2]. 
 
Or, ces « Dirac » de courant vont générer des fluctuations dans les alimentations en mode 
conduit. En effet, en HF, un conducteur va présenter une résistance de ligne (faible en général 
mais constante avec la fréquence) et une inductance de ligne. Au passage de ces inductances, 
les fortes variations de courant en fonction du temps vont entraîner une différence de potentiel 
aux bornes de l’inductance de ligne, faisant, ainsi, varier la tension sur cette même ligne. 
 
 
Figure 58 : modèle de routage des alimentations simple face (ou double). 
 




Lors de cet appel de courant non négligeable, ce qui est le cas pour une architecture 
numérique synchrone à l’apparition d’un front d’horloge ; les capacités de découplage ne 
peuvent jouer, seuls, leur rôle de réservoir d’énergie, provoquant ainsi une chute de tension de 
l’alimentation due aux inductances de pistes LP.  
En négligeant les inductances de connexion des capacités de découplage par rapport aux 
inductances de ligne, nous avons simulé l’évolution de l’impédance entre l’alimentation et la 
masse avec 20 circuits intégrés connectés en chaîne. 
 
 
Figure 59 : impédance du circuit d’alimentation en fonction de la fréquence. 
 
Nous pouvons voir qu’il existe deux zones : 
- La première avant 80 MHz, où les capacités de découplage jouent leur rôle. 
- La deuxième après 300 MHz, où l’impédance vue par la source est totalement 
inductive. 
 
Ainsi, l’efficacité des capacités de découplage est limitée au delà d’une certaine fréquence. 
 
De plus, avec cette architecture de type chaîne, le dernier composant à alimenter va subir 
toutes les perturbations des composants placés avant lui. 
Pour diminuer ces inductances de piste et passer à une architecture parallèle, nous utiliserons 

















Le modèle d’interconnexion des composants vus par la source d’alimentation devient : 
 
 
Figure 60 : Modèle d’interconnexion des alimentations 
 
Maintenant, les inductances de piste (donc de surface) peuvent être négligées par rapport aux 
inductances de connexions des capacités de découplage. Ces inductances sont constituées des 
armatures propres des condensateurs, auxquelles il faut ajouter les inductances de pistes pour 
les connecter aux pattes des composants. 




Figure 61 : impédance vue par l’alimentation. 
 
L’efficacité des capacités de découplage reste active jusqu’à des fréquences voisines du giga 
Hertz. 
Cela reste valable si : 
- Le circuit est routé en multicouche, en connectant alimentations et masses sur 
des plans afin de réduire au maximum les inductances de piste. 
- Les condensateurs de découplage sont placés au plus près des pattes de 
connexion du composant pour diminuer les résistances et inductances dues aux 
pistes pour relier les deux composants. 
 





Figure 62 : placements de capacité de découplage. 
 
Les perturbations causées par le circuit ne concernent pas que le mode conduit. En effet, les 
fronts rapides, générant des fréquences élevées produisent des ondes électromagnétiques. 
Il existe deux types de rayonnement : 
- Mode différentiel[3][4]  : il est dû à la circulation du courant dans les boucles 
formées par les conducteurs du circuit (voir Fig. 4). Ces boucles jouent le rôle 
de petites antennes circulaires qui sont à l’origine de rayonnement 
électromagnétique. Bien que ces boucles de courant soient nécessaires à 
l’opération du circuit, leur taille et position doivent être bien dimensionnées 
durant la phase de conception, afin de limiter le rayonnement. L’utilisation de 
plans de masse et plans d’alimentation va entraîner aussi une diminution des 
surfaces de boucle de courant. 
 
 
Figure 63 : Rayonnement en mode différentiel. 
 
- Mode commun : Il est le résultat de chutes de tension non désirées dans le 
circuit. Souvent, ces chutes de tension apparaissent dans le circuit de masse. 
Ce rayonnement est accentué par les fluctuations dues au mode conduit 
(causées par les inductances parasites, qui transforment des variations de 
courant en variations de tension). 
 





Figure 64 : rayonnement en mode commun. 
 
La réduction des ces deux rayonnements peut être réalisée par l’utilisation de plan de masse, 
réduisant les surfaces de boucle de courant et les inductances parasites. 
Ces plans de masse ou d’alimentation joueront aussi le rôle de blindage électrostatique afin de 
diminuer les perturbations causées par le rayonnement reçu par des sources externes (ondes 
radio par exemple)[5] [6] [`7]. 
 
Pour la carte « support-bolomètre », nous avons utilisé 6 couches : 
- 4 couches de plan de masse (DGND et AGND) et plans d’alimentation 
(DVDD, AVDD). 
- 2 couches signal : face dessus et dessous du circuit imprimé. 
 
 
Figure 65 : schéma en coupe du circuit imprimé. 
 
 
IV.3.3.- Gestion de la phase d’initialisation (RESET) et des horloges 
 
L’utilisation d’un composant FPGA, pour la programmation de notre système, nous permet de 
ne pas prendre en compte la phase d’initialisation du système à la mise sous tension ou 
désirée par l’utilisateur. Ces composants présentent une borne d’entrée asynchrone initialisant 
tous les registres à l’état logique 0. Nous utiliserons cette borne pour effectuer les 
initialisations.  
Pour le composant APEX20KE, cette broche est active à l’état bas. A la mise sous tension, 
une cellule RC filtrera le front, forçant toutes les bascules à 0. 
Pour un forçage par l’utilisateur, un interrupteur poussoir viendra court-circuiter le 
condensateur. 
 




La gestion de l’horloge système est, elle aussi, simplifiée. Ces composants programmables 
possèdent une ou plusieurs boucles à verrouillage de phase, pouvant fonctionner en 
multiplieur ou diviseur de fréquence. 
L’utilisation de ces PLL permet, lors de la compilation et de la synthèse sur le composant, de 
venir router les horloges en utilisant les connexions appropriées, notamment en terme de 
sortance. Grâce à cela, nous réduisons le retard de propagation d’horloge dans le composant. 
 
Un soin sur les alimentations du circuit d’horloge est apporté, notamment en terme de 
découplage et d’isolation des lignes de courant. Le circuit alimentant la boucle à verrouillage 
de phase doit être séparé du reste de l’alimentation du circuit, afin d’éviter les fluctuations de 
potentiels de masse sur les alimentations voisines. 
Pour cela, nous avons délimité une zone sur le plan de masse et sur les plans d’alimentation. 
 
Ilot d’isolation des plans de 
masse et d’alimentations
: Zone d’absence de cuivre
 








IV.4.- PROGRAMMATION DU FONCTIONNEMENT DE LA CAMERA. 
 
Nous venons de mettre en œuvre les différents composants nécessaires pour obtenir notre 
caméra infrarouge. Nous allons programmer le composant de logique programmable réalisant 
toutes les fonctions à implémenter dans le composant SPOC. 
Notre choix de composant s’est tourné vers le FPGA APEX20KE200 de chez Altera pour des 
raisons de packaging et de programmation. En effet, le constructeur nous propose un 
environnement complet permettant de concevoir et de simuler l’implémentation logique dans 
le composant. : le logiciel Quartus. 
Après avoir effectué une analyse descendante des différents blocs que nous devrons mettre en 
œuvre pour faire fonctionner les différents composants présents sur la plate-forme de la 
caméra, nous présenterons le logiciel de programmation. 
Une simulation du fonctionnement sera réalisée afin de dimensionner la fréquence maximale 
de fonctionnement. 
 
IV.4.1.- Fonctions à implémenter dans le composant FPGA. 
 
Le fonctionnement de cette caméra peut être caractérisé par la mise en œuvre de trois parties 
évoluant en parallèle : 
- Obtention d’une image. 
- Correction de la calibration en fonction de la dérive des paramètres 
environnementaux du détecteur bolométrique. 



























Figure 67 : Fonctionnalité interne dans le composant FPGA. 
 
Le parallélisme des ces trois parties présente un avantage non négligeable au niveau du test. 
En effet, nous pouvons implémenter ces fonctions les unes après les autres et les tester 
séparément.  
Dans un premier temps, nous détaillerons la partie propre à la caméra, afin d’obtenir une 
image convenable.  
Il est à noter que nous n’avons pas besoin d’alimenter la caméra pour avoir la température 
ambiante et celle du substrat car, ces deux capteurs sont des capteurs passifs (thermistance). 
Ainsi, il est possible de mettre en œuvre la fonctionnalité de correction de la calibration sans 
faire fonctionner le détecteur. 




IV.4.2.- Obtention d’une image IR. 
 
Cette fonctionnalité est le cœur de la caméra. En effet, nous devons, dans un premier temps, 
séquencer le capteur afin qu’il puisse nous fournir le signal analogique issu de sa borne de 
sortie. 
Toutefois, ce séquencement de la caméra ne doit être effectué qu’après stabilisation de la 
température du plan focal.  
De plus la procédure de « mise sous tension », soulignée par le constructeur devra être 
respectée, afin de ne pas endommager le détecteur.  
 
Il est préconisé d’alimenter le bolomètre sans mettre sous tension la tension de polarisation 
des pixels actifs, de séquencer le bolomètre puis d’alimenter la dernière tension de 
polarisation. 
Cette procédure peut être rassemblée dans un bloc fonctionnel prenant en compte les 
différents pas utiles à l’initialisation du bolomètre. 
 
Ce module doit aussi prendre en compte la procédure de calibration. Elle peut être faite par 
lecture d’une mémoire EEPROM, dans laquelle une image de calibration a été stockée en 
usine. Dans notre cas, cette procédure sera effectuée sur site, par la mise en place d’une image 
dont le flux infrarouge sera uniforme. La caméra devra numériser cette image sans effectuer 
de soustraction, tout en plaçant la mémoire en mode écriture.  
 
Dès que le fonctionnement normal est établi, afin d’avoir le signal issu du flux infrarouge reçu, 
nous devons : 
- Lire la donnée de calibration. 
- Echantillonner le signal issu du bolomètre 
- Effectuer la soustraction. 
 
En même temps, nous devons aussi générer les signaux de synchronisation pour venir, par une 
interface externe, lire les données présentes sur le bus « image ». 
 
Dans un souci de testabilité, il est nécessaire de développer notre fonction globale en fonction 
élémentaire pouvant être autonome. 
 








































Figure 68 : synoptique des fonctions élémentaires à programmer. 
 
Sur ce synoptique, n’apparaît pas l’horloge système fixée à 50 MHz cadençant tout le système, 
ainsi qu’une borne d’entrée de signal d’initialisation forçant tous les registres du composant à 
l’état logique 0. 
 
A. « Initialiser la matrice » 
 
Cette fonction a pour but d’éviter de mettre en route le détecteur dès la mise sous secteur de la 
caméra. Nous devons attendre que la température du plan focal soit stabilisée. Cette donnée 
nous est indiquée par le signal « fin_stabilisation_température ». Son autre fonction est de 
prendre en compte le souhait de l’utilisateur d’effectuer une calibration. Nous traitons cette 
requête comme une interruption, en plaçant : 
- La mémoire en mode écriture. 
- L’inhibition de la fonction soustraction. 
 





lecture et mémorisation de l’entrée : calib/MES
ligne1 
 
Figure 69 : modélisation du fonctionnement 




Le changement de mode ne peut être effectué qu’au début de chaque image. L’état du signal 
d’entrée est recopié pour indiquer aux autres blocs la prise en compte de la requête. 
 
B. « Séquencer la matrice » 
 
Ce bloc fonctionnel va jouer deux rôles : 
- Fournir au capteur deux signaux de séquencement. 
- Générer le signal d’horloge pour le convertisseur analogique numérique. 
 
Les signaux de séquencement pour le capteur sont : 
- « Master clock » : signal horloge des pixels ; à chaque front montant de ce 
signal, celui de sortie analogique pointera sur le pixel suivant. 
- « Int_bolo » : Le front montant de ce signal fait passer le détecteur à la ligne 
suivante. Son état haut donne le temps d’intégration du capteur. 
 
Le signal « Master_clock » est généré à partir de l’horloge système. Suivant la fréquence 
image choisie par l’utilisateur, le système effectuera une division de fréquence par 10, 20, 40 
ou 80 afin d’obtenir une fréquence image de 50, 25, 12,5 ou 6,25 Hz. 
 
Le signal « Int_bolo » sera construit à partir de ce signal, suivant le temps d’intégration désiré.  
Pour avoir le signal « Master_clock_inv », nous sommes partis de deux observations : 
- les signaux « data_valid_bolo » et « ligne1 » changent d’état sur front 
descendant du signal « Master_clock ». 
- le convertisseur CAN effectue le début d’une conversion à chaque front 
montant de l’horloge. 
Ainsi, pour avoir un front montant, déclenchant la conversion, placé au milieu du pixel, il 
suffit d’inverser le signal « Master_clock », pour obtenir le signal « Master_clock_inv ». 
 
Cette fonction a été implémentée par une modélisation comportementale en VHDL.  
La modélisation par réseau de Pétri, machine à état, n’est pas valide pour modéliser le 
fonctionnement d’un compteur. 
Le caractère synchrone de la programmation sera assuré par la procédure « PROCESS » en 
VHDL, la mémorisation des compteurs par l’utilisation d’un « SIGNAL » lors de la 
description de l’architecture de l’entité associée à la fonction « séquencer_la_matrice ». 
 
C. « Gérer l’acquisition » 
 
Le rôle de ce bloc est de fournir l’horloge pour le convertisseur analogique numérique 
AD9240 AS de chez Analog Device. Ce CAN présente une structure pipe-line avec un retard 
de 3 tops d’horloge.  
Cette structure permet d’obtenir des fréquences d’acquisition élevées, sans avoir des 
consommations excessives. Dans notre  cas, ce CAN consomme 300 mW environ avec une 
fréquence d’échantillonnage de 10 MHz. 






Figure 70 : chronogramme de la sortie des données du CAN 
 
Nous devons tenir compte de ce retard dans la programmation afin de ne pas perdre des 
données des 4 derniers pixels de chaque ligne et ne pas faire de décalage dans la matrice. 
Au début de la ligne, renseigné par le front montant du signal « data_valid_bolo », le 
convertisseur doit effectuer une conversion.  
Cela est possible car ce changement de niveau arrive sur un front descendant du signal 
« master_clock ». Au prochain front montant, le premier pixel de la ligne est valide.  
 
Premier pixel utile de 
la ligne













Lecture du premier 
pixel utile  
Figure 71 : chronogramme du signal « clock_CAN » en début de ligne. 
 
Pour la programmation, dès la détection du front montant du signal « Data_valid », une copie 
du signal « Master_clock_inv » sera effectuée. Un retard d’un top d’horloge est constaté en 
raison de la programmation synchrone.  
 
En fin de ligne, nous devons générer 3 fronts montants avec le signal d’horloge du 
convertisseur pour récupérer la valeur de la conversion du dernier pixel utile de la ligne. 
 




Pour éviter la génération d’un front montant lors de la recopie du signal « Master_clock_inv », 







Figure 72 : Modélisation du fonctionnement 
 
La transition « 1 » correspond à une transition implicite. Le changement d’état se fait sans 
condition. 
 
D. Gérer la mémoire » 
 
La gestion de la mémoire comprend celle du bus d’adresse et celle de l’accès à la mémoire. 
Cette gestion de l’accès tient compte si l’on se trouve en mode écriture ou en mode de lecture.  
Pour cela, nous disposons deux signaux « RAM_OE » et « RAM_R/W » dont la table de 
vérité nous indique que le signal de sélection de mode (lecture ou écriture) doit être à l’état 
bas pour pouvoir écrire dans la mémoire. L’accès à cette mémoire est actif à l’état haut de 
« RAM_OE ». 
 




A chaque front montant du signal « clock_CAN », nous devons incrémenter d’une unité le 
bus d’adresse afin de pointer sur le bon point mémoire. En initialisant le bus d’adresse à 0, le 
premier pixel utile de la calibration sera enregistré à l’adresse 1. 





Figure 73 : synoptique du bloc « gérer la mémoire ». 
 
Pour ne pas rajouter un retard d’un coup d’horloge, le bloc de gestion du bus ne sera pas 
connecté à l’horloge système. La modélisation de ce bloc sera du type comportemental, codé 
en VHDL.  





















Figure 74 : modélisation du fonctionnement de la gestion de l’accès de la mémoire 
 
Les deux réseaux de Pétri fonctionneront en parallèle. Le premier gère l’instant 
d’incrémentation du bus d’adresse. Le deuxième, en fonction du mode dans lequel se trouve 
la caméra : calibration ou faire des images, gère la lecture ou l’écriture dans la mémoire. 
 
E. « Gérer les signaux de synchronisation » 
 
Ce bloc fonctionnel va permettre à l’utilisateur de lire en temps réel les données présentes sur 
le bus « image ». Pour effectuer cette opération, la caméra fournira deux signaux : 




- « sync_trame » : indique le début de chaque image. Ce signal génèrera un front 
descendant à chaque image. 
- « sync_pixel » : signal d’horloge externe, pour venir synchroniser les instants 
de lecture du bus « image ». A chaque front montant de ce signal, une carte 
d’acquisition numérique pourra venir lire le bus. 
 
 




Figure75 : Modélisation du bloc « gérer les signaux de synchronisation ». 
 
 
F. « Soustraire » 
 
Ce bloc met en œuvre la soustraction logicielle pour venir supprimer les défauts de la matrice. 
Le bus de sortie, le bus « image » correspond à une combinaison des deux bus d’entrée, 
« bus_can_data »et « bus de calibration ». 
 
Pour fonctionner, nous n’avons pas besoin de le rendre synchrone avec les autres blocs de la 
caméra. La seule précaution à prendre est le temps mis pour effectuer le calcul.  
Toutefois, suivant le mode de fonctionnement, calibration ou mesure, la soustraction devra 
être inhibée et le bus de calibration devra recevoir cette donnée. 
 
Pour la programmation, le bloc de soustraction sera toujours actif. Par un multiplexeur, la 
donnée soustraite sera nulle. 
 
Pour éviter d’avoir des nombres signés après soustraction, nous avons ajouté un offset au 
milieu de la dynamique (soit 8092 en décimal). 
 




Tous les sous-systèmes élémentaires composant le bloc « soustraire » (figure 76) seront 
décrits en VHDL.[8] 
 
 
Figure 76 : schéma du bloc « soustraire ». 
 
 
IV.5.- PROGRAMMATION EN VHDL. 
 
 
Le langage VHDL (Very High Description Language) est un langage de description haut 
niveau. Non figé à une filière technologique, il permet de synthétiser toute architecture sur des 
composants cibles. 
Cependant toute la syntaxe du langage n’est pas synthétisable. Par exemple, le compilateur ne 
peut interpréter la fonction « Delay » du langage. Il limitera aussi la liste des sensibilités dans 
une procédure « PROCESS ». 
Ainsi, pour assurer une portabilité maximale suivant les compilateurs, il est nécessaire de 
prendre des précautions lors de l’écriture de la description d’une entité. 
 
•  Mise en place d’une seule procédure « PROCESS » dans une description 
comportementale d’un sous-système. Physiquement le compilateur interprète la liste 
des sensibilités comme des signaux d’horloge ou de forçage asynchrone. L’horloge 
d’une bascule ne peut être sensible à deux signaux pour garantir le fonctionnement 
synchrone du système. Le compilateur interprète la procédure comme une mise en 
œuvre synchrone de la description comportementale. Sans cette procédure la mise en 
œuvre est juste combinatoire. 
 
• Différence dans l’utilisation de l’affectation de type « SIGNAL » ou de type 
« VARIABLE ». l’affectation de type variable ne peut se trouver que dans une 
procédure PROCESS. Lors de la synthèse, le changement de valeur d’une affectation 
de type signal est effectif à la fin de la procédure PROCESS. Cette affectation est donc 
synchrone. Elle est mise en œuvre par l’utilisation d’une bascule. L’affectation de type 




Variable est juste combinatoire. Son aspect « mémoire » entre deux fronts d’horloge 
n’est pas garanti. 
 
• Implémentation physique d’une structure de choix. Les structures de type « SI ALORS 
SINON » ou de choix par une structure « CASE » sont implémentées à l’aide de 
multiplexeur. Cependant, si toutes les combinaisons ne sont pas explicitement décrites, 










IV.6.- CONCLUSION DU CHAPITRE 
 
 
Dans cette phase de réalisation hardware et software de la caméra, nous avons développé les 
lignes de conduite à tenir afin de garantir un fonctionnement optimal. 
Ces règles concernent, pour la partie routage et réalisation de circuits imprimés, la prise en 
compte des inductances parasites et les réflexions possibles sur les signaux d’horloge. 
Pour la partie numérique, nous avons énoncé les différences qui existent entre la norme IEEE 
du langage VDHL et ce que peut autoriser un compilateur visant à synthétiser le 
fonctionnement décrit en modèle comportemental d’un système ou sous-systèmes. 
 
La modélisation du fonctionnement du système décrit par des réseaux de Pétri permet un 
passage pratiquement direct en description comportementale en langage VHDL. Le calcul de 
l’état suivant est défini par une structure de choix (fonction CASE). L’activation des signaux 
de sortie est effective à chaque front montant de l’horloge par l’utilisation d’une procédure 
PROCESS en VHDL. 
 
Nous avons opté pour une initialisation globale du composant par l’utilisation d’une 
connexion dédiée à cette fonction. (Broche DEV_CLRn). Cela permet de diminuer les 
ressources nécessaires pour implémenter cette initialisation logiciellement. 
Ainsi la programmation en VHDL d’une machine à états peut être décrite par : 
 
ARCHITECTURE 
 Définition des signaux ; 
BEGIN 
 PROCESS 
  CASE etat IS 
   WHEN  
    Calcul de l’état suivant 
    Activation des sorties 
   …….. 
   WHEN OTHERS 
    ……. 
  END CASE ; 
 END PROCESS ; 
END ARCHITECTURE ; 
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CHAPITRE V  

















La réalisation finale de la caméra infrarouge s’est faite suivant plusieurs étapes, qui ont 
permis les différents choix technologiques, précédemment décrits. Il nous est apparu 
nécessaire de décomposer les points sensibles dans l’utilisation d’un bolomètre par la mise en 
place de différentes versions de caméra.  





Figure 77 : Vue de la caméra « IRAVIS ». 
 
Elle a permis de valider le fonctionnement des différents organes : 
- Programmation du composant Altera au moyen d’une EEPROM de 
configuration. 
- Validation des différents blocs élémentaires. 
- Interaction des différents blocs entre eux. 
 
Conçue en double face seulement, cette première réalisation a amené ensuite à chercher les 
différentes solutions pour minimiser le bruit de commutation et déboucher sur l’architecture 
de la caméra « PICASSO ».  
 






Figure 78 : Vue d’une carte de la caméra « PICASSO ». 
 
Dans ce chapitre de caractérisation, nous présenterons, dans un premier temps, les signaux de 
commande des différents blocs élémentaires, afin de valider la modélisation et la 
programmation en langage VHDL. Cette validation se fera en deux étapes : 
- Présentation des résultats obtenus en simulation. 
- Visualisation des chronogrammes obtenus. 
 
Dans un deuxième temps, nous caractériserons l’approche développée pour la conception de 
la caméra « PICASSO » en comparant les résultats obtenus entre le système « IRAVIS » et le 
système « PICASSO ». Cette comparaison sera réalisée avec l’utilisation de deux bolomètres 
de la société « ULIS ». 
Le premier bolomètre nommé « bolomètre I » est le plus ancien. Nous avons effectué toute 
notre mise au point avec ce détecteur. Le second bolomètre, nommé « bolomètre II », ne 
servira que dans le cadre de ces mesures. 
 




V.2.- VALIDATION DES SOUS-SYSTEMES DE LA CAMERA. 
 
 
Pour mettre en œuvre le fonctionnement de la caméra, nous avons décomposé le système en 
sous-systèmes élémentaires. Ce découpage permet le test fonctionnel de chaque partie. 
Cependant, par l’ajout d’un bloc supplémentaire lors de la synthèse logique (réalisée par le 
logiciel Quartus, voir Annexe), l’ensemble du système est recompilé afin de satisfaire des 
stratégies de routage minimisant les temps de propagation.  
La conséquence de cette recompilation est l’aspect non figé d’un bloc élémentaire. Il apparaît 
comme nécessaire de venir tester l’ensemble du système. 
 
Afin de valider le modèle de fonctionnement de la logique séquentielle, implémentée dans le 
composant SOPC et décrit en langage VHDL, une simulation du fonctionnement global du 
système a été effectuée. 
Nous présenterons ici, juste une partie de cette simulation concernant le bloc « séquencer », 
« gérer l’acquisition » et « gérer la mémoire ». La caméra sera placée dans le mode de 
calibration où la soustraction numérique n’est pas effectuée et où il faut sauvegarder en 
mémoire cette image de calibration.   
 
V.2.1.- Procédure de simulation. 
 
Sous le logiciel « Quartus », deux types de simulation sont disponibles : 
- La première est fonctionnelle. Elle utilise juste  la synthèse logique du modèle 
décrit en VHDL. 
- La deuxième est temporelle. Elle inclut aussi l’implémentation physique sur le 
composant cible à partir de la synthèse logique. Cela permet la prise en compte 
des temps de propagation.  
 
Pour un système complet, la simulation temporelle est lourde et nécessite un long de temps de 
calcul. En effet, le logiciel utilise comme pas temporel de simulation le temps de propagation 
le plus court au sein du composant.  
Ainsi, pour simuler un système complet, il est nécessaire de passer par une simulation 
fonctionnelle. 
La seule information temporelle dont nous disposons sur le système intégré est le calcul du 
temps de propagation critique (donnant la fréquence maximale de fonctionnement) lors de la 
compilation. 
Il apparaît comme nécessaire de valider cette simulation fonctionnelle à partir des 
chronogrammes obtenus sur le composant APEX20KE200. 
 
 
Figure 79 : Vue du schéma fonctionnel pour la simulation. 




A partir de ce schéma, le logiciel « Quartus » va synthétiser les différents blocs décrits en 
VHDL. 
Nous allons visionner les signaux critiques permettant un fonctionnement correct de la caméra. 
 
V.2.2.- Synchronisation des signaux de séquencement pour le détecteur. 
 
Pour faire fonctionner le bolomètre correctement, nous devons avoir un changement de 
niveau du signal d’intégration « INT » sur le front montant du signal d’horloge pixel du 













Figure 81 : Signaux « INT » et « Master_clock » sur la caméra « PICASSO ». 
 
 




Le convertisseur utilisé (AD9240AS de chez Analog Device) possède une structure de type 
« pipeline ». La conséquence de cette structure est un retard de quatre coups d’horloge. Ainsi, 
pour obtenir les trois derniers pixels d’une ligne, trois coups d’horloge sont générés. 
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Figure 83 : Chronogrammes des signaux de commande en fin de ligne. 
 
 
Figure 84 : Signaux « Clock_CAN » et « INC » en fin d’une ligne de la matrice. 
 




La caméra prend bien en compte le retard de trois coups d’horloge dû à la structure du 
convertisseur analogique numérique. 
 
V.2.4.- Prise en compte du temps de calcul et mémorisation. 
 
Le bloc « soustraire » est juste un bloc combinatoire. Le temps de  calcul de ce bloc 
correspond juste à un temps de propagation qu’il nous est impossible à quantifier. Nous 
vérifierons fonctionnellement qu’il existe un temps acceptable entre la mise en place des 
données sur le bus et la mémorisation. 
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Figure 85 : Visualisation de l’intervalle de temps pour effectuer la soustraction. 
 
 
Figure 86 : signaux obtenus sur la caméra. 
 
Nous disposons de 60ns pour effectuer le calcul de la soustraction numérique. Ce temps est 
largement suffisant avec la technologie utilisée possédant des temps de propagation de l’ordre 
de 10 ns. 




Dans la simulation, figure 86, le temps fonctionnel est de 60 ns, temps que nous visualisons à 
l’oscilloscope. Ainsi, le temps de propagation dans le composant programmable peut être 
négligé par rapport à la période de l’horloge système, qui est de 20 ns. 
 
Nous venons de démontrer ici, qu’une simulation fonctionnelle suffit pour valider le bon 
fonctionnement de notre caméra. 
 
 
V.3.- CARACTERISATION DE L’ARCHITECTURE DE LA CAMERA « PICASSO ». 
 
 
Cette caractérisation est basée sur la comparaison des performances obtenues avec la caméra 
ancienne génération « IRAVIS ». Réalisée en double face seulement, elle devrait présenter 
des performances moindres en terme de bruit. Le but ici, est de venir valider ou contredire les 
choix technologiques en matière de routage des circuits imprimés mis en place pour la caméra 
« PICASSO ». 
 
Nous effectuerons trois types de comparaison :  
- La première concernera le bruit présent sur les alimentations. 
- La deuxième concernera la dispersion des pixels après calibration. 
- La troisième sera une mesure du NETD. 
 
Le bruit sur les alimentations permettra d’avoir une information sur l’influence du routage en 
multicouche. La mesure de la dispersion après calibration et la mesure du NETD donne un 
aperçu des performances dynamiques de la chaîne d’acquisition de la caméra. 
Connaissant le NETD du détecteur seul, un paramètre de qualité pourra être donné pour 
indiquer la perte de sensibilité dû à l’électronique de la caméra. 
 
Disposant de deux bolomètres, ces mesures seront doublées à chaque fois. Cela permettra 
d’effectuer des comparaisons entre les deux bolomètres. 
 
V.3.1.- Bruit sur les alimentations. 
 
Nous avons visualisé le bruit de l’alimentation analogique du détecteur. 
 





Figure 87 : Visualisation du bruit sur l’architecture « IRAVIS » 
 
 
Figure 88 : FFT du bruit présent sur l’alimentation, avec « IRAVIS ». 
 
A la vue de la transformée de Fourier, le bruit présent sur cette tension est un bruit de 
commutation. Nous visualisons des harmoniques de l’horloge « Master Clock » du bolomètre, 
cadencée à 2.5 MHz. 
 
Nous avons effectué la même mesure sur le même détecteur avec l’architecture « PICASSO » : 
 





Figure 89 : Visualisation du bruit sur l’architecture « PICASSO ». 
 
 
Figure 90 : FFT du bruit présent sur l’alimentation, avec « PICASSO». 
 
La transformée de Fourier de ce signal comporte aussi les harmoniques du signal « Master 
Clock » du détecteur.  
Afin de comparer le bruit présent en fonction des deux architectures, la tension de bruit 
équivalente, pour une bande passante de 25 MHz, a été calculée à partir de la densité spectrale 
de puissance. 
Pour l’architecture « IRAVIS », la tension atteint une valeur de 13.7 mV. Par contre, avec 
« PICASSO », nous obtenons juste 9.2 mV.  
Nous voyons que l’architecture « PICASSO » génère 50 % moins de bruit que l’architecture 








V.3.2.- Mesure  de la dispersion de la calibration. 
 
Dans un fonctionnement idéal, sans bruit et sans défaut, après calibration, la réponse de la 
caméra à cette image de calibration devrait se situer au milieu de la dynamique disponible. 
Dans notre cas, nous disposons d’un bus de données de 14 bits. La valeur obtenue pour tous 
les pixels est de 8192. 
Or, la réponse réelle est une gaussienne centrée en 8192. L’écart type de cette courbe donne 
une information sur le bruit présent dans notre chaîne d’acquisition. 
 
A. Architecture « IRAVIS ». 
 
Pour obtenir l’occurrence des pixels de l’image de calibration, nous avons effectué, dans un 
premier temps, une moyenne sur l’acquisition de cent images. 
Dans un deuxième temps, l’occurrence des pixels sera calculée sur l’ensemble de la matrice. 
Afin de comparer les deux architectures, nous avons exprimé l’abscisse du repère en volt. 
 
 
Figure 91 : Réponse du bolomètre I ; « IRAVIS » 
 





Figure 92 : Réponse du bolomètre II.  « IRAVIS » 
 
 Les deux courbes centrées sur la même valeur moyenne valident le processus de calibration. 
 
 
B. Architecture « PICASSO ». 
 
 
Nous avons effectué les mêmes mesures sur la nouvelle caméra intégrée. Voici les 
occurrences que nous obtenons sur les deux bolomètres : 
 
 
Figure 93 : Réponse du bolomètre I.  « PICASSO » 
 





Figure 94 : Réponse du bolomètre II.  « PICASSO » 
 
 
C. Comparaison des dispersions de calibration. 
 
Afin de comparer ces mesures, nous avons calculé la moyenne et l’écart type des densités de 
probabilité, après calibration. 
 
 Architecture « IRAVIS » Architecture « PICASSO » 
 Bolo I Bolo II Bolo I Bolo II 
Valeur moyenne 2.507 V 2.511 V 1.497 V 1.497 
Ecart_type 2.74 mV 2.84 mV 1.67 mV 1.76 mV 
 
Suivant le type d’architecture, nous avons des valeurs centrales voisines. Cela permet de 
valider la procédure de calibration. 
Cependant, la caméra « PICASSO » permet d’obtenir la meilleure valeur centrée. Cela tend à 
montrer que cette architecture possède un meilleur rapport signal sur bruit que l’architecture 
précédente « IRAVIS ». 
 
 
V.3.3.- Mesure du NETD de la caméra. 
 
La mesure du NETD donne l’écart de température que peut mesurer la caméra. Ce paramètre 













∂ correspond à la sensibilité de la caméra en V/K. VN est la tension de bruit issue du 
capteur et l’électronique de la caméra. 





Pour obtenir ce paramètre par la mesure, nous effectuons une acquisition de la réponse de la 
caméra soumise à deux flux homogènes de température différente T1 et T2, fournis par un 
corps noir.  
La caméra fournira une tension moyenne de réponse VT1 et VT2, calculée à partir de la réponse 













Cette sensibilité sera valable pour une température de scène de
2
21 TT + . 
 
La tension <VN> de bruit générée par la caméra (capteur + système électronique) est obtenue 
par le calcul de l’écart type de la réponse temporelle de la caméra soumise au flux infrarouge 
à la température T1. 
 
V.3.4.-  Architecture « IRAVIS » 
 
A. Bolomètre I 
 
Le bruit présent sur une ligne est montré sur la figure 95. Celle-ci fait apparaître que certains 
pixels génèrent plus de bruit électrique. Toutefois une vue de la courbe, nous permet de sortir 
un niveau moyen de l’ordre de 2,4 mV. Cette hausse de bruit peut être causée par une erreur 
survenue lors de l’acquisition vers le dispositif de visualisation (ordinateur PC + carte 
National Instrument) 
Pour une image de scène à température équivalente de 25°C, le niveau moyen du détecteur est 
de  554,8 mV. Exposé à une scène de 35°C, le niveau obtenu est de 653,6 mV. 
 
 
Figure 95 : bruit sur une ligne du bolomètre de type I 
 
La sensibilité en V/K que nous obtenons a pour valeur 9,88 mV/K. 
 
















La caméra avec ce bolomètre peut détecter un écart de température de l’ordre de 250 mK. 
 
B. Bolomètre II. 
 
Nous avons effectué les mêmes mesures avec le bolomètre suivant. Nous obtenons comme 
graphique pour la tension de bruit : 
 
 
Figure 96 : bruit sur une ligne du bolomètre de type II 
 
Le niveau de bruit moyen se situe à 14 mV. La matrice possède une réponse moyenne de 
536,5 mV pour une température de scène de 25°C et de 649,8 mV pour une température de 
scène de 35°C. 
Ces valeurs donnent une sensibilité de 11,33 mV/K et un NETD de 1,23 K. 
 
 
V.3.5.- Architecture « PICASSO ». 
 








A. Bolomètre I 
 
 





Figure 97 : bruit sur une ligne du bolomètre de type I 
 
La tension de bruit moyenne mesurée en sortie de caméra pour une température de scène de 
25°C vaut 1,6 mV. 
 
Avec cette même scène, nous avons mesuré le niveau moyen de 2,1306 V. 
Pour avoir le NETD de la caméra pour le bolomètre de type I, le niveau moyen fourni par le 
détecteur à une température de scène de 35°C est 2,2289 V. 
La sensibilité vaut 9,33 mV/K. 












B. Bolomètre II 
 
Nous avons effectué les mêmes mesures avec le deuxième bolomètre. Nous avons obtenu 
comme résultat : 
 





Figure 98 : bruit sur une ligne du bolomètre de type II 
 
Le niveau de bruit moyen possède une valeur de 2,1 mV. Le niveau moyen de la caméra est 
de 1,6187 V pour une scène à 25°C. Ce niveau passe à 1,7148 V pour cette même scène 
uniforme ayant une température équivalente de 35°C. 




La mesure du coefficient NETD tend à montrer, là aussi, que la nouvelle caméra 
« PICASSO » fournit de meilleures performances que l’architecture « IRAVIS ».Avec le 
bolomètre type « I », nous obtenons une augmentation des performances de 42%. 
 








Dans ce chapitre 5, consacré à la caractérisation de la nouvelle caméra PICASSO, nous avons 
montré les différentes avancées obtenues. 
Après une prise en main des outils ALTERA, la mise en œuvre de la caméra « IRAVIS » fut 
effective. Avec cette dernière, nous avons pu valider les différents sous systèmes mis en place 
dans la caméra « PICASSO ». 
Nous avons montré qu’une simulation fonctionnelle suffisait pour valider le fonctionnement 
de la caméra. Ce postulat reste vrai si la période de l’horloge système reste largement 
supérieure au temps de propagation moyen dans le composant.  
 
Générant moins de bruit électrique avec la nouvelle architecture, nous avons validé la 
nécessité d’utiliser des implantations multicouches pour la gestion des énergies, ceci, afin de 
minimiser les inductances de ligne. 
 
Nous avons obtenu un NETD de l’ordre de 170 mK pour la caméra « PICASSO ». Le 
constructeur indique que le NETD du composant pris seul a pour valeur 120mK (notice 
constructeur). 
Toutefois, ce bruit peut être diminué par la mise en place d’une liaison galvanique ou optique 
entre le système d’acquisition et la caméra. En effet, la connexion en parallèles des sorties 
numériques de la caméra entraîne une tension parasite de mode différentiel en mode conduit. 
A ce phénomène peut s’ajouter du bruit causé par le rayonnement environnant des ondes 
électromagnétiques. Il serait nécessaire alors d’utiliser un blindage pour éviter cette 
contamination venue de l’extérieur. 
 















A partir des observations et des mesures effectuées sur le détecteur bolométrique U3000 de la 
société BOEING lors du projet « MIRES », nous nous sommes aperçus qu’il existait une 
dérive du comportement de ce dernier au cours du temps.  
La modification de cette réponse peut entraîner la mise hors fonctionnement d’un système. Il 
nous est apparu nécessaire de comprendre les phénomènes physiques qui pouvaient interagir 
sur ce détecteur. 
 
Se plaçant dans une méthodologie, basée sur une vue globale du système appelée 
« prototypage virtuel », prenant en compte l’influence de l’environnement, nous avons mis en 
place une architecture générique de traitement vidéo numérique pour capteur matriciel à base 
de composants COSTS. 
 
Dans une première phase de l’étude, nous avons établi un modèle comportemental du 
fonctionnement d’un pixel élémentaire de la matrice, en essayant de mettre en avant les 
défauts technologiques nécessitant la procédure de calibration afin d’utiliser le détecteur. 
Nous avons montré que la variation des paramètres technologiques comme le coefficient 
thermique de résistance et la valeur nominale de la résistance de la membrane ont une 
influence sur la réponse statique du détecteur. Ce modèle pourra alors être intégré dans la 
chaîne du « prototype virtuel » de la caméra. 
 
Afin de caractériser le détecteur et de l’utiliser, nous avons mis en place une architecture 
générique sur puce débouchant sur la caméra nommée « PICASSO ». L’intégration de cette 
caméra fut possible par : 
- l’utilisation d’un convertisseur analogique-numérique compatible avec la 
fréquence de sortie des pixels du capteur et ayant un pas de conversion 
inférieur à la tension de bruit fournie par le détecteur pris seul ; 
- l’avènement de composants SoC, intégrant sur une même puce tous les organes 
numériques de la caméra. 
 
De plus, désireux de donner une fonctionnalité définie par l’utilisateur, au sein même de la 
caméra, nous nous sommes tournés vers des composants SoC reconfigurables, nommés SoPC. 
 
Afin de pouvoir modéliser le fonctionnement de la caméra dans la chaîne du prototypage 
virtuel, nous avons lors de la phase de conception: 
- Découpé notre système en sous-systèmes indépendants pouvant être réutilisés. 
Ces sous-systèmes peuvent s’apparenter aux modules dits « IP ». 
- Implémenté le fonctionnement en langage comportemental de haut niveau. 
(VHDL dans notre cas). 
Nous avons montré lors de la phase de programmation, l’intérêt de l’utilisation des réseaux de 
Pétri, machine à états, pour modéliser le fonctionnement séquentiel du système. Cela nous a 
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permis d’implémenter  notre système décrit en VHDL par une structure unique de choix 
(fonction CASE)  
 
La réalisation matérielle de la caméra a permis de déboucher sur la mise en œuvre de règles 
de routage afin de ne pas détériorer les performances de la caméra dues au bruit de 
commutation sur les alimentations causé par la juxtaposition dans le système, d’une partie 
analogique et d’une partie numérique haute fréquence. Nous avons montré : 
- L’intérêt de placer des plans de masse et d’alimentation afin de réduire les 
inductances parasites causant des fluctuations de tension. 
 
- L’utilisation d’une boucle à verrouillage de phase au sein même du composant, 
diminuant ainsi le temps de propagation dans la puce. 
 
Les performances obtenues en terme de NETD (170 mK) sont comparables aux caméras 
disponibles  sur le marché (utilisant des bolomètres). Cependant, cette caméra à 
encombrement réduit et conçue comme un système ouvert, offre la possibilité d’intégrer un 
applicatif propre à l’utilisation souhaitée. 
 
Les perspectives de cette étude vont nous permettre d’appréhender le comportement du 
détecteur en fonction des variables environnementales, pour venir y implanter une correction 
dynamique et en temps réel de la calibration. Cela permettra d’effectuer cette procédure une 
seule fois. Nous intégrerons aussi la possibilité de corriger la différence de sensibilité des 
pixels occasionnant des déformations d’images pour de fortes dynamiques de scène. 
 
Cette caméra va s’intégrer dans un projet de vision stéréophonique alliant les longueurs 
d’onde du visible et de l’infrarouge. L’évolution de cette architecture devra prendre en 
compte les différents capteurs et l’implémentation du logiciel permettant de visualiser une 












Le logiciel « Quartus » de la société « Altera » est un outil complet de développement de 
système sur puce. 
Il peut être décomposé en différentes parties participant à tour de rôle dans la conception du 
système global. 
 
La plate forme de conception comprend : 
 
- Un éditeur de blocs fonctionnels de haut niveau, permettant de décrire le système 
soit à base de langage HDL (Verilog, HDLA et VHDL), soit directement en 
effectuant une saisie de schéma à partir d’une bibliothèque de composants 
prédéfinis. Ainsi il s’accorde aisément à une description comportementale du 
système à réaliser au sein du composant cible. 
 
 
Figure 99 : fenêtre d’édition 
 
Chaque bloc est ici décrit en langage comportemental. 
En utilisant la bibliothèque de composant, l’utilisateur pourra venir paramétrer ces 
blocs au moyen de tutorial appelé « MégaWizard » 
 
 





Il disposera d’un symbole représentant la fonction et le logiciel fournira à l’utilisateur le 
modèle comportemental du module dans le langage souhaité. 
 
- Un compilateur effectuant la synthèse logique issue de l’éditeur. Il permet aussi, 
après assignation des éléments physiques du composant cible d’effectuer le 
routage au sein de ce dernier. Il dispose de deux stratégies principales. La première 
met en avant les performances en terme de vitesse. La seconde, en contradiction 
avec la précédente prend en compte l’encombrement, donc le nombre de cellules 
élémentaires nécessaires. Suivant le type de systèmes à implémenter, l’utilisateur 
pourra choisir l’une ou l’autre stratégie de routage. Il fournira aussi le programme 
servant de configuration pour le FPGA. 
 




Figure  101 : Vue de l’implantation physique dans le composant cible 
 
 
- Un simulateur fonctionnel permettant de valider l’applicatif souhaité par 
l’utilisateur. Il comporte un éditeur de chronogrammes afin de spécifier les stimuli 
d’entrée du système. 
 
 







- Un analyseur temporel donnant à partir du routage du système les temps de 




Figure  103 : Analyse des temps de propagation 
 
- Un programmateur fournissant au composant cible le code agissant sur la SRAM 
du circuit de logique programmable cible. Ce programmateur permet aussi de venir 
sauvegarder ce code de configuration dans une mémoire Flash, qui, à la mise sous 
tension du système, chargera le programme dans le composant. 
 
 
Ainsi le flot de conception avec ce logiciel peut se résumer à la figure : 
 
 





Pour corriger le fonctionnement du système, le logiciel met en place un analyseur logique 
communiquant avec le port JTAG des composants. Le concepteur aura en temps réel les 
valeurs logiques du vecteur de signaux désirés. 
 
 
Figure  105  : Fenêtre de l’analyseur logique. 
 
Cependant, l’implémentation de cet analyseur n’est pas sans conséquence. Il utilise les 
ressources du composant FPGA. Son utilisation est caduque lorsque les ressources du 
composant sont amoindries. 
Il est possible alors d’utiliser des signaux de « strobe »routés sans modification du système. 
Ces signaux vont utiliser les connexions E/S laissées disponibles par le concepteur. 
 
Enfin, sur la dernière version du logiciel (Version 3), Altera a rajouté deux fonctionnalités : 
- l’éditeur sur puce : plus complet que la vue de l’implantation physique après 
compilation, cet éditeur permet de voir directement les propriétés d’une ressource 
(bloc logique, mémoire, ….) après routage. 
 
- La conception au niveau système. Avec l’avènement des FPGA de type SOPC, il 
est possible d’intégrer des blocs fonctionnels où ce bloc lui-même peut être 
assimilé à un système (processeurs, UART, bloc de type IP, cœur de DSP, ….). 
Le logiciel prend désormais en compte cette modification de conception, en 
proposant au concepteur un environnement spécial pour développer des systèmes 









Figure  106  : flot de conception du package « SOPC Builder » 
 
 
