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Abstract
For a nonnegative weakly irreducible tensorA, we give some characterizations
of the spectral radius of A, by using the digraph of tensors. As applications,
some bounds on the spectral radius of the adjacency tensor and the signless
Laplacian tensor of the k-uniform hypergraphs are shown.
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1. Introduction
An order m dimension n tensor A consist of nm complex entries,
A = (ai1i2···im) , 1 6 ij 6 n (j = 1, 2, . . . , m) .
The tensor A = (ai1i2···im) is called symmetric if ai1i2···im = aσ(i1)σ(i2)···σ(im),
where σ is any permutation of the indices. The tensor A is called nonnegative
if all the entries ai1...im > 0. Let R
[m,n]
+ be the set of order m dimension n
nonnegative tensors. And let Rn++ be the set of the dimension n positive
vectors (all the entries positive).
In 2005, the eigenvalue of tensors is defined by Qi [15] and Lim [11],
respectively. For a complex tensor A of order m dimension n, a complex
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number λ and a nonzero complex vector x = (x1, x2, . . . , xn)
T is called an
eigenvalue and an eigenvector (corresponding to λ) of the tensor A, respec-
tively, if they satisfy
Axm−1 = λx[m−1],
where Axm−1 is a dimension n vector with entry
(
Axm−1
)
i
=
n∑
i2,...,im=1
aii2...imxi2 ...xim , i = 1, 2, . . . , n,
and x[m−1] =
(
xm−11 , x
m−1
2 , . . . , x
m−1
n
)T
(see [15]). Let ρ(A) = sup{|λ| : λ ∈
spec(A)} be the spectral radius of tensor A, where spec(A) is the set of all
the eigenvalues of A.
Recently, the spectral theory of tensors has attracted much attention
[3, 5, 6, 19, 20]. In 2005, Lim [11] proposes the definition of irreducible
tensors. In 2008, Chang et al. [5] give the Perron-Frobenius Theorem for
nonnegative irreducible tensors. It is shown that ρ(A) is an eigenvalue of non-
negative irreducible tensors, and ρ(A) is the only eigenvalue with nonnegative
eigenvectors [5]. Similarly as the Collatz-Wielandt Theorem of matrices, the
Minimax Theorem of the spectral radius of nonnegative irreducible tensors
A is given as follows (see [5])
min
x∈Rn
++
max
16i6n
(Axm−1)i
xm−1i
= ρ (A) = max
x∈Rn
++
min
16i6n
(Axm−1)i
xm−1i
.
Scholars pay much attention to find the largest eigenvalue of nonnegative
irreducible tensors [7, 12, 13, 21]. The weakly irreducible tensors are defined
by associated with tensors a digraph [8, 14].
Definition 1.1. An order m dimension n tensor A over real field is called
weakly irreducible if the digraph GA is strongly connected.
Digraph GA and the strongly connectivity are introduced in Section 2. If
tensor A is irreducible then it is weakly irreducible [8, 14]. For the nonneg-
ative weakly irreducible tensor A, there exists a positive eigenvector corre-
sponding to the eigenvalue ρ(A) (see [8]).
A hypergraph H = (V (H), E(H)) is called k-uniform if each edge of H
contains exactly k distinct vertices [4]. The adjacency tensor of H, denoted
by AH = (ai1i2···ik), is an order k dimension |V (H)| tensor with entries
ai1i2···ik =
{ 1
(k−1)!
, {i1i2 · · · ik} ∈ E(H),
0, otherwises.
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The degree tensor of the k-uniform uniform hypergraph H, denoted by
DH, is an order k dimension |V (H)| diagonal tensor whose (i · · · i)-diagonal
entry is the degree of vertex i, i = 1, 2, . . . , |V (H)|. The tensor QH =
DH + AH is called the signless Laplacian tensor of the H. Recently, the
spectral theory of hypergraphs developed rapidly [4, 9, 16, 18, 22].
It is well-known that the nonnegative irreducible matrices are closely
related to the digraphs [1]. For a nonnegative irreducible matrices M with
all diagonal entries zero, Brualdi [2] gives the characterizations of the spectral
radius of M by using the associated digraph.
In this paper, we use the digraph of tensors to characterize the spectral
radius of the nonnegative weakly irreducible tensors, which generalize the
results of matrices to tensors [2]. By applying the characterizations, some
bounds on the spectral radius of the adjacency tensor and signless Laplacian
tensor of a k-uniform hypergraph are shown.
2. Preliminary
For an orderm dimension n tensor A = (ai1i2···im), letGA = (V (GA), E(GA))
be the digraph of the tensor A with vertex set V (GA) = {1, 2, . . . , n} and arc
set E(GA) = {(i, j)|aii2...im 6= 0, j ∈ {i2, ..., im}} (see [8, 14]). If there exist
directed paths from i to j and j to i for each i, j ∈ V (GA) (i 6= j), then GA
is called strongly connected. Denote the set of the circuits in GA by C(GA)
(Loops in the circuits are allowed). LetG+A (v) := {u ∈ V (GA) : (v, u) ∈ E(GA)}.
Define a map f from the vertex set of GA to the real field, f : V (GA)→ R,
f is called a vertex labelling of GA. By the Lemma 2.6 of [2], we can get the
following result.
Lemma 2.1. [2] Let GA be the digraph of A with a vertex labelling f on
V (GA). If G
+
A (v) is nonempty for each v ∈ V (GA), then there exist circuits
{vi1 , vi2, ..., vik , vik+1
= vi1} and {vt1 , vt2 , ..., vts, vts+1 = vt1} (Loops in the circuits are allowed)
such that f(vij+1) = max{f(v) : v ∈ G
+
A(vij )} and f(vtl+1) = min{f(v) : v ∈
G+A(vtl)} j = 1, 2, . . . , k, l = 1, 2, . . . , s, respectively.
Lemma 2.2. [8] Let A ∈ R
[m,n]
+ be a weakly irreducible tensor. Then ρ(A)
is an eigenvalue of A, and there exists a unique positive eigenvector corre-
sponding to ρ(A) up to a multiplicative constant.
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Lemma 2.3. [17] For an order m dimension n tensor A = (ai1i2...im) and
an invertible diagonal matrix D = diag(d11, d22, . . . , dnn), B = D
−(m−1)AD
is an order m dimension n tensor with entries
bi1i2...im = d
−(m−1)
i1i1
ai1i2...imdi2i2 · · · dimim.
In this case, A and B are called diagonal similar, and A and B have the
same spectrum.
Lemma 2.4. [14] Let H be an k-uniform hypergraph. Then AH ∈ R
[m,n]
+
(and QH ∈ R
[m,n]
+ ) is weakly irreducible if and only if H is connected.
3. Main results
For a tensor A = (ai1i2···im) ∈ R
[m,n]
+ , we denote the sum of i-th slice of A
by Ki =
n∑
i2,...,im=1
aii2···im , i = 1, 2, . . . , n. Let |γ| be the length of the circuit
γ ∈ C(GA).
We first give two results on the bounds of spectral radius for nonnegative
weakly irreducible tensors, which extend Theorem 4.7 and Corollary 4.6, 4.8
of [2] to tensors.
Theorem 3.1. Let A = (ai1i2...im) ∈ R
[m,n]
+ be a weakly irreducible tensor.
Then
min
γ∈C(GA)
(∏
i∈γ
Ki
) 1
|γ|
6 ρ(A) 6 max
γ∈C(GA)
(∏
i∈γ
Ki
) 1
|γ|
.
Proof. By Lemma 2.2, we suppose that x = (x1, x2, . . . , xn)
T is a positive
eigenvector corresponding to the eigenvalue ρ(A). Let f(i) = xi (i ∈ V (GA))
be the vertex labelling of digraph GA. From Definition 1.1, we have G
+
A(i)
is nonempty for each i ∈ V (GA). Lemma 2.1 gives that there exists at
least one circuit γ1 = {i1, i2, . . . , ip, ip+1 = i1} such that xij+1 > xk, for each
k ∈ G+A (ij), j = 1, 2, . . . , p. Hence,
ρ(A)xm−1ij =
n∑
k2,··· ,km=1
aijk2...kmxk2 · · ·xkm
6
(
n∑
k2,··· ,km=1
aijk2...km
)
xm−1ij+1
= Kijx
m−1
ij+1
,
4
for j = 1, 2, . . . , p. Thus
(ρ(A))p
p∏
j=1
xm−1ij 6
p∏
j=1
Kijx
m−1
ij+1
.
Note that x = (x1, x1, . . . , xn)
T is positive, so we can get
ρ(A) 6
(
p∏
j=1
Kij
) 1
p
,
that is
ρ(A) 6
(∏
i∈γ1
Ki
) 1
p
.
Lemma 2.1 also shows that there exists at least one circuit γ2 = {vt1 , vt2 , . . . , vts , vts+1 =
vt1} such that xtl+1 6 xk for each k ∈ G
+
A(tl), l = 1, 2, . . . , s. Similarly as the
above proof, we can get
ρ(A) >
(∏
i∈γ2
Ki
) 1
s
.
Thus
min
γ∈C(GA)
(∏
i∈γ
Ki
) 1
|γ|
6 ρ(A) 6 max
γ∈C(GA)
(∏
i∈γ
Ki
) 1
|γ|
.
Remark. It is easy to see that if K1 = K2 = · · · = Kn, the equalities in
the above theorem hold.
Lemma 2.4 gives that the adjacency tensor (and signless Laplacian tensor)
of a connected hypergraph AH (and QH) is nonnegative weakly irreducible,
so ρ(AH) (and ρ(QH)) is an eigenvalue of AH (and QH). In [4], it is shown
that the largest eigenvalue λmax of AH is between the maximum degree dmax
and the average degree d of H, d 6 λmax 6 dmax. By using Theorem 3.1,
we also show the bounds on the largest eigenvalue of adjacency tensor and
signless Laplacian tensor in terms of the degrees.
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Theorem 3.2. Let H be a connected k-uniform hypergraph with n vertices.
Suppose that di is the degree of vertex i, i = 1, 2, . . . , n. Then
min
γ∈C(GAH )
(∏
i∈γ
di
) 1
|γ|
6 ρ(AH) 6 max
γ∈C(AH )
(∏
i∈γ
di
) 1
|γ|
,
and
min
γ∈C(GQH )
(∏
i∈γ
2di
) 1
|γ|
6 ρ(QH) 6 max
γ∈C(QH )
(∏
i∈γ
2di
) 1
|γ|
.
The shortest length of the circuits in GA is called the girth of GA. If we
bring an order to the slice sums Ki (i = 1, 2, . . . , n) of tensor A, the following
result can be obtained.
Theorem 3.3. Let A = (ai1i2...im) ∈ R
[m,n]
+ be a weakly irreducible tensor.
Suppose that K1 6 K2 6 · · · 6 Kn and the girth of GA is g. Then
(K1K2 · · ·Kg)
1
g 6 ρ (A) 6 (Kn−g+1Kn−g+2 · · ·Kn)
1
g .
Proof. By Theorem 3.1, we have there exist circuits γ1, γ2 ∈ C(GA) of length
|γ1| > g, |γ2| > g such that(∏
i∈γ2
Ki
) 1
|γ2|
6 ρ (A) 6
(∏
i∈γ1
Ki
) 1
|γ1|
.
Since(∏
i∈γ1
Ki
) 1
|γ1|
6
(
Kn−|γ1|+1Kn−|γ1|+2 · · ·Kn
) 1
|γ1| 6 (Kn−g+1Kn−g+2 · · ·Kn)
1
g
and (∏
i∈γ2
Ki
) 1
|γ2|
>
(
K1K2 · · ·K|γ2|
) 1
|γ2| > (K1K2 · · ·Kg)
1
g ,
we obtain the theorem holds.
For a connected k-uniform hypergraph H, According to the definition of
hypergraph, there are no loops in GAH . And since AH is symmetric tensor,
we have the girth of GAH is 2. Clearly, the girth of GQH is 1. Hence, it follows
from Theorem 3.2 and 3.3 that the follow result can be obtained, which are
shown in [4] and [10], respectively.
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Corollary 3.4. For a connected k-uniform hypergraph H, if H is regular
with degree d, then ρ(AH) = d and ρ(QH) = 2d.
As we introduce in the first section, there are some results to find the spec-
tral radius (largest eigenvalue) of nonnegative irreducible tensors. Here, we
also give two theorems on the minimum and the maximum characterizations
of the spectral radius of nonnegative weakly irreducible tensors.
Theorem 3.5. Let A = (ai1i2...im) ∈ R
[m,n]
+ be a weakly irreducible tensor.
Then
min
x∈Rn
++
max
γ∈C(GA)
(∏
i∈γ
(Axm−1)i
xm−1i
) 1
|γ|
= ρ(A) = max
x∈Rn
++
min
γ∈C(GA)
(∏
i∈γ
(Axm−1)i
xm−1i
) 1
|γ|
.
Proof. Let B = X−(m−1)AX , where the matrix X = diag(x1, x2, . . . , xn),
xi > 0, i = 1, 2, . . . , n. It is easy to see B is nonnegative weakly irreducible,
and GA and GB are the same digraph. So by Theorem 3.1, we have
min
γ∈C(GA)
(∏
i∈γ
Ki(B)
) 1
|γ|
6 ρ(B) 6 max
γ∈C(GA)
(∏
i∈γ
Ki(B)
) 1
|γ|
.
Calculation gives that
Ki(B) =
1
xm−1i
n∑
i2,··· ,im=1
aii2...imxi2 ...xim =
(Axm−1)i
xm−1i
,
and since Lemma 2.3 shows that ρ(A) = ρ(B), we obtain
min
γ∈C(GA)
(∏
i∈γ
(Axm−1)i
xm−1i
) 1
|γ|
6 ρ(A) 6 max
γ∈C(GA)
(∏
i∈γ
(Axm−1)i
xm−1i
) 1
|γ|
.
When (x1, x2, . . . , xn)
T is a positive eigenvector of A corresponding to ρ(A),
the equalities in the above equation hold, so we can get
min
x∈Rn
++
max
γ∈C(GA)
(∏
i∈γ
(Axm−1)i
xm−1i
) 1
|γ|
= ρ(A) = max
x∈Rn
++
min
γ∈C(GA)
(∏
i∈γ
(Axm−1)i
xm−1i
) 1
|γ|
.
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By the proof of the above theorem, we get the following result.
Theorem 3.6. Let A = (ai1i2...im) ∈ R
[m,n]
+ be a weakly irreducible tensor.
Then
min
γ∈C(GA)
(∏
i∈γ
(Axm−1)i
xm−1i
) 1
|γ|
6 ρ(A) 6 max
γ∈C(GA)
(∏
i∈γ
(Axm−1)i
xm−1i
) 1
|γ|
,
where x = (x1, x2, . . . , xn) is a positive vector.
From Theorem 3.3, the following result can be obtained.
Theorem 3.7. Let A ∈ R
[m,n]
+ be a weakly irreducible tensor. Let the girth
of GA is g. Then
min
X∈Dn
(
n∏
i=n−g+1
Ki(X
−(m−1)AX)
) 1
g
= ρ(A) = max
X∈Dn
(
g∏
i=1
Ki(X
−(m−1)AX)
) 1
g
,
where the slice sums of tensor X−(m−1)AX are in the order K1 6 K2 6 · · · 6
Kn and D
n is the set of all the n× n positive diagonal matrices.
Remark. Brualdi gives the characterizations of the spectral radius of
a nonnegative irreducible matrices with all diagonal entries zero ( Corollary
4.10 and 4.11 of [2]). Theorem 3.5 and 3.7 generalize them to general nonneg-
ative weakly irreducible tensors without the condition that diagonal entries
are zero.
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