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Abstract. This paper presents the application of Modi-
fied Cuckoo Search Algorithm (MCSA) for solving Eco-
nomic Load Dispatch (ELD) problems. The MCSA
method is developed to improve the search ability and
solution quality of the conventional CSA method. In
the MCSA, the evaluation of eggs has divided the ini-
tial eggs into two groups, the top egg group with good
quality and the abandoned group with worse quality.
Moreover, the value of the updated step size in MCSA
is adapted as generating a new solution for the aban-
doned group and the top group via the Levy flights so
that a large zone is searched at the beginning and a local
zone is foraged as the maximum number of iterations is
nearly reached. The MCSA method has been tested on
different systems with different characteristics of ther-
mal units and constraints. The result comparison with
other methods in the literature has indicated that the
MCSA method can be a powerful method for solving
the ELD.
Keywords
Artificial intelligence, cost function, power gen-
eration dispatch, power systems.
1. Introduction
Economic Load Dispatch (ELD) problem is one of the
major optimization issues in power system operation.
The objective of the ELD problem is to allocate the
power demand among committed generators in the
most economical manner while all physical and opera-
tional constraints are satisfied. The cost of power gen-
eration, particularly in fossil fuel plants, is very high,
and the economic dispatch can help save a significant
amount of cost [1]. In the past, the problem was very
simple due to considering a quadratic fuel cost func-
tion for the objective with linear constraints [2]. How-
ever, it is more realistic to represent the generation cost
function for fossil fuel fired generators as a segmented
piece-wise quadratic function or with Valve Point Ef-
fects (VPE) [3]. In addition, generating units may be
supplied with Multiple Fuel (MF) sources such as gas
and oil to produce electricity [4]. Therefore, the fuel
cost function of thermal units with multiple fuels can
be represented as a piecewise nonlinear function. More-
over, the generators should also be satisfied with op-
erating conditions such as upper and lower generation
limits and prohibited operating zones [5]. Over the
past decades, a large number of methods using mathe-
matical programming were widely applied to the ELD
problem such as Dynamic Programming (DP) [2] and
[6], Newton’s method [2], lambda iteration method [7],
gradient method [8], Linear Programming (LP) [9], La-
grangian relaxation algorithm [10], and Quadratic Pro-
gramming (QP) [11]. However, the applicability of the
conventional methods to the problem is limited to sys-
tems with a convex objective function. Consequently,
these methods can only be applied to the systems
where the cost function of each generator is approxi-
mately represented by a simple quadratic function and
the effects of valve-points are ignored [12]. Recently,
several artificial intelligence-based methods have been
developed for solving the ELD problems such as Evo-
lutionary Programming (EP) [1], [13] and [14], Hop-
field Neural Network (HNN) [15] and [16], Genetic Al-
gorithm (GA) [17], [18] and [19], Biogeography-Based
Optimization (BBO) [20], Particles Swam Optimiza-
tion (PSO) [21] and [22], Differential Evolution algo-
rithm (DE) [12] and [23], and Harmony Search (HS)
[24]. The GA and EP methods have many advantages
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such as global search capability, robust and effective
constraints handling capacity, reliable performance and
minimum information requirement, making them a po-
tential choice for solving the ELD problems [12]. How-
ever, the disadvantage of GA is that it is sensitive to the
selection of control parameters [25]. HLN method can
be implemented on large-scale problems but it still suf-
fers many drawbacks such as local optimum solution,
long computation time, and difficult implementation
[26]. PSO is efficient for solving optimization prob-
lems; however, the performance of the traditional PSO
greatly depends on its parameters and it often suffers
from the problem of being trapped in local optima [27].
The potential of DE is the fast convergence characteris-
tic [28] and the advantage can yield higher probability
of searching toward a local optimum or getting prema-
ture convergence. This drawback could be overcome by
employing a larger population. However, larger popu-
lation will lead to longer time to estimate he fitness
function [29]. For HS [24], the jazz improvisation seeks
to find a musically pleasing harmony similar to the op-
timum design process which seeks to find an optimum
solution. However, HS uses a stochastic random search
instead of a gradient search and the derivative infor-
mation is unnecessary. In addition, the HS may get
the premature convergence in the performance [30]. In
fact, each method has advantages and disadvantages
for implementation to solve the ELD problems. There-
fore, combined methods have been suggested to take
advantages of each method and enhance their search
ability. Several hybrid methods have been proposed
for solving the ELD problems such as hybrid GA–PSO
method [31], Hybrid Stochastic Search (HSS) [32], hy-
brid PSO-SQP [33], and hybrid genetic algorithm [34].
Generally, these hybrid methods can obtain better so-
lution quality than each member method. However,
these methods suffer a difficulty of the proper selec-
tion of many controllable parameters for dealing with
different problems.
Cuckoo Search Algorithm (CSA) is a recently de-
veloped meta-heuristic algorithm inspired from the re-
production strategy of cuckoo species in the nature
for solving optimization problems [35]. CSA has been
widely and successfully applied to many optimization
problems in engineering such as economic load dispatch
[35] and hydrothermal scheduling [36] since it uses the
Levy flights as a high class random walk to generate
a new solution, and new solution generations are per-
formed in each iteration. The effectiveness of the CSA
method is better than GA and PSO on many bench-
marked functions given in [35] and better than PSO,
DE, GA, BBO shown in [26]. However, the conven-
tional CSA still suffers a slow convergence for com-
plex and large-scale systems due to the disadvantage
of fixed value of updated step size parameter. There-
fore, based on the drawback of CSA, a new modified
CSA (MCSA) method has been developed to enhance
its search ability and improve solution quality [37]. The
MCSA method is developed fulfilling the changes in the
first new solution generation via the Levy flights to im-
prove the quality of the solutions. The evaluation of
eggs has divided the initial eggs into two groups, the
top egg group with good quality and the abandoned
group with worse quality. The value of the updated
step size in MCSA is adapted as generating a new so-
lution for the abandoned group and the top group via
the Levy flights so that a large zone is searched at the
beginning and a local zone is foraged as the maximum
number of iterations is nearly reached. In addition,
each new solution in the top group is also generated by
using the newly obtained one from each two eggs, and
the new one in the abandoned group is produced by the
newly gained one from the best egg and each individual
egg. As a result, the MCSA has been demonstrated to
be more efficient than the conventional CSA as they
have been tested on many benchmarked functions [37].
In this paper, MCSA is applied for solving the ELD
problems considering generator and system constraint
characteristics such as valve point loading effects, mul-
tiple fuel options, prohibited operating zones, ramp
rate constraints, spinning reserve, and power losses.
The MCSA method has been tested on different sys-
tems with different characteristics of thermal units and
constraints. The results obtained by MCSA have been
compared to those from other methods available in lit-
erature.
2. Problem Formulation
2.1. ELD with Quadratic Fuel Cost
and Valve Point Effects of
Thermal Units
In the classical ED problem, the objective of the prob-
lem is written as:
minF =
N∑
i=1
Fi(Pi), (1)
when representing the characteristic of power output-
fuel cost of thermal units, there are two subcases
forming its mathematical function: the quadratic fuel
cost function where valve point loading effects are ne-
glected, and the nonconvex fuel cost function where the
effects are taken into account. The former is approxi-
mately represented as in the following Eq. (2), whereas
the latter is built as in the Eq. (3) below [2] and [3].
Fi(Pi) = ai + biPi + ciP
2
i ($/h), (2)
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Fi(Pi) = ai + biPi + ciP
2
i +
+ |ei × sin(fi × (Pi,min − Pi))| ,
(3)
where N is the number of generators; Pi is the real
power output of generator i; Pi,min is the minimum
power output of unit i; and ai, bi, ci, ei, fi are fuel
cost coefficients of unit i.
Subject to:
1) Real Power Balance
The total real power output of generating units satisfies
total load demand plus system power losses:
N∑
i=1
Pi = PD + PL, (4)
and the total power loss PL is calculated using Kron’s
formula [36].
2) Generator Capacity Limits
The power output of each unit must be satisfied by:
Pi,min ≤ Pi ≤ Pi,max, (5)
where Pi,min and Pi,max are maximum and minimum
power outputs of unit i.
2.2. ELD with Multiple Fuel
Options and Valve Point Effects
of Thermal Unit
Since the thermal units can be driven by using Mul-
tiple Fuels (MF) and the Valve Point loading Effects
(VPF) are also considered, the fuel cost function can
be represented as follows [19]:
Fi(Pi) =

ai1 + bi1Pi1 + ciP
2
i1+
+ |ei1 · sin(fi1 · (Pi1,min − Pi))|
ai2 + bi2Pi2 + ciP
2
i2+
+ |ei2 · sin(fi2 · (Pi2,min − Pi))|
aij + bijPij + ciP
2
ij+
+ |eij · sin(fij · (Pij,min − Pi))| ,
(6)
where aij , bij , cij are fuel cost coefficients for fuel type
j of unit i and Pij,min and Pij,max are lower and upper
limits for fuel j of unit i, respectively; and eij , fij are
fuel cost coefficients for fuel type j of unit i reflecting
valve-point effects.
2.3. ELD with Prohibited Operating
Zone and Spinning Reserve
Constraint
1) Prohibited Operated Zones
Prohibited operating zones are infeasible domains that
thermal units are not allowed to work with. In fact,
each thermal unit can have several prohibited operat-
ing zones considered during its operation. Along the
power output-fuel cost curve, several infeasible zones
are included and their power output must be out of
the zones. Consequently, this difficulty is also a chal-
lenge to validate the performance of an optimization
algorithm, and it is considered in the paper.
For generating units with POZ, their entire feasible
operating zones are decomposed in feasible sub-regions
and their feasible operating points should be in one of
the sub-regions as follows:
Pi ∈

Pi,min ≤ Pi ≤ P li1
Puik−1 ≤ Pi ≤ P lik; k = 2, . . . , n; ∀i ∈ Ω
Puini ≤ Pi ≤ Pi,max,
(7)
where ni is the number of prohibited zones of unit i; Ω
is the set of units with POZ; and Puik and P
l
ik are upper
and lower bounds for prohibited zone k of unit i.
2) Spinning Reserve Constraint
For safety operation, a spinning reserve for the sys-
tem is required. The spinning reserve constraint for all
units is defined as:
N∑
i=1
Si ≥ SR, (8)
where the operating margin of each generating unit Si
is determined by:
Si = min {Pi,max − Pi, Si,max} ; ∀i /∈ Ω, (9)
S = 0; ∀i ∈ Ω, (10)
where Si,max is maximum spinning reserve contribution
of unit i, and SR is the total system spinning reserve
requirement.
3. Implementation of MCSA
for ELD Problems
3.1. Modified Cuckoo Search
Algorithm
The conventional CSA is comprised of two new solution
generations via Levy flights and via the action of alien
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egg discovery. The new solutions generated via Levy
flights are obtained as below [26]:
Xnewi = Xi + α · (Xbest −Xi)
(
ν · σx(β)
σy(β)
)
, (11)
where Xbest and Xi are the best eggs, and the ith egg
among the number of eggs; α > 0 is an updated step
size. The value of α has a significant influence on the
final solution because it will lead to different new so-
lutions as it is set to different values. If this param-
eter is set to a high value, there is a huge difference
between the old and new solutions, and the optimal
solution is either obtained fast or omitted. As the cur-
rent iteration is high, the new obtained solution should
be searched nearby the previous solution. However,
the method has to find the optimal solution in a large
search zone for this set value which may not reach the
best optimal solution. Based on the analyzed draw-
back of the conventional CSA, it is clearly better to
search the optimal solution in a small zone as the it-
eration counter is increased to the maximum number
of iterations, which is predetermined for the iterative
process [37]. The modified version of CSA was devel-
oped by Walton et al in 2013 [37] by focusing on the
updated step size and improving the quality of all so-
lutions which are generated via Levy flights. In the
modified CSA, before applying the first new solution
generation via Levy flights, all the eggs are ranked and
classified into a top group with better quality eggs,
and an abandoned group with worse quality eggs. The
abandoned group only focuses on the step size α, which
is a variable with the value decreased as the current it-
eration is increased. It is more complicated when a
new solution in the top group is newly generated be-
cause it needs information exchange between each two
eggs, one is randomly picked and one is picked in order.
There are three cases of the two picked eggs as follows:
• the chosen egg and random egg are the same,
• both eggs possess the same fitness,
• the random one has lower or higher fitness than
the predetermined egg.
In addition, each new egg in the abandoned group is
also produced by the newly gained one from the best
egg and each individual egg, and the updated step size
during the search process for the abandoned group is
adapted to improve the quality of each solution.
3.2. New Solution Generation for
MCSA
As described above, in the Modified CSA all nests are
first sorted in the descending order based on their fit-
ness function value and then classified into two groups.
The nests with high fitness function value Xabandonedd
are put in abandoned group, and the other ones Xtopd
are put in a top group. A nest which is randomly
picked among the Xtopd nests is called Xtopr . Besides,
another one with the best quality is namedXbestd . Two
new solution generations are respectively obtained as
below.
1) The First New Solution Generation via
Levy Flights
• Generation of new solution for the abandoned
group: Based on the modification applied to the
abandoned eggs (d = Notop+1, . . . , Np and Notop
and Np are respectively the number of eggs in the
top group and in the initial population), the op-
timal path for the Levy flights is calculated using
Mantegna’s algorithm as follows:
Xabandonednewd = Xabandonedd+
+ α · rand1 + ∆X,
(12)
where rand1 is the distributed random number in
[0, 1], the step size α is determined by where 1/
√
G
is the number current iteration, and ∆X is ob-
tained by:
∆X = ν · σx(β)
σy(β)
· (Xabandonedd −Xbest). (13)
• Generation of new solution for the top egg group:
The modification applied to the eggs in the top
group (d = 1, · · · , Notop) is described in Subsec-
tion 3.1. The optimal path for the Levy flights is
calculated using Mantegna’s algorithm as follows:
Xtopnewd = Xtopd + α · rand2 ·∆X, (14)
where rand2 is the distributed random numbers in
[0, 1]. The value of α and ∆X will be determined
depending on considered cases as follows:
– Case 1 : The same egg is picked twice:
∆Xtopnewd = ν ·
σx(β)
σy(β)
· (Xtopd −Xbest), (15)
where α = 1/G2.
– Case 2 : Both eggs have the same fitness
value function:
∆Xtopnewd = (Xtopd −Xtopr )/2. (16)
– Case 3 : The random egg has lower fitness
than egg d,
∆Xtopnewd = (Xtopr −Xtopd)/ϕ, (17)
or the random egg has higher fitness than egg
d,
∆X = (Xtopd −Xtopr )/ϕ. (18)
For Cases 2 and 3, α is set to 1 and ϕ = (1+
√
5)/2.
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2) The Second New Solution Generation
via Discovery of Alien Eggs
Similar to the conventional CSA, the second new so-
lution generation via discovery of alien egg is also em-
ployed in the Modified CSA but all eggs of the top
group and abandoned group are integrated into one
group first. The new solution due to this action can be
found as follows:
Xdisd = Xbestd +K ·∆Xdisd , (19)
where K is the updated coefficient determined based
on the probability of a host bird to discover an alien
egg in its nest [26] and ∆Xdisd is the increased value
[26].
3.3. Calculation of Power Output for
Slack Thermal
To guarantee that the equality constraint shown in
Eq. (4) is always satisfied, a slack generating unit is
arbitrarily selected and therefore its power output will
be dependent on the power output of remaining N − 1
generating units in the system. The detail calculation
of slack variables can be found in [37].
3.4. Implementation of MCSA for
ELD
The MCSA method is implemented for solving ELD
problem as follows.
Initialization: A population of Np host nests is rep-
resented by Xd (d = 1, . . . , Np) where each solution
vector of variables given by Xd = [P2,d, P3,d, . . . , PN,d].
The power output of the thermal units in Np nests are
randomly initialized satisfying Pi,min ≤ Pi,d ≤ Pi,max.
Based on the initialized nests, the fitness function to
be minimized corresponding to each nest for the con-
sidered problem is calculated as:
FTd =
N∑
i=1
Fi (Xdi) +Ks ·
(
P1,d − P lim1
)2
+
+Kr ·max
(
0, SR −
N∑
i=1
Sdi
)2
,
(20)
where Ks and Kr are penalty factors; P1,d is the power
output of slack thermal unit 1; and Sdi is calculated
from Eq. (9) and Eq. (10).
The limit for slack thermal unit 1 in Eq. (20) is de-
termined as follows:
P lim1 =

P1,max if P1,d > P1,max
P1,min if P1,d < P1,min
P1,d otherwise,
(21)
where P1,max and P1,min are the maximum and min-
imum power outputs of slack thermal unit 1, respec-
tively.
1) Evaluation of the New Solution
All the initial nests are evaluated, ranked in descending
order and newly generated via Levy flights in Subsec-
tion 1) are redefined as they violate the bounds as
follows:
P1,d =
 P1,max if P1,d > P1,maxP1,min if P1,d < P1,min, i = 2, . . . , N
P1,d otherwise.
(22)
The slack thermal unit P1,d is calculated from Sub-
section 3.3. The fitness function value of the new egg
is calculated using Eq. (20) and then compared to that
from the old egg. The egg with better fitness function
value is considered as the new solution
The second new solution generation is performed
by the action of alien egg discovery in Subsection
2) and the new solution is then redefined by us-
ing Eq. (22). The slack thermal unit 1 is also obtained
by Subsection 3.3. The value of the fitness function is
recalculated using Eq. (20) and the nest corresponding
to the best fitness function is set to the best nest Xbest
of the population.
2) Stopping Criterion
In the MCSA, the stopping criterion is based on the
maximum number of iterations. That means the algo-
rithm is terminated as the current iteration is equal to
the maximum number of iterations.
Generally, the stopping criteria for methods solv-
ing optimization problems are usually based on itera-
tive error of two consecutive iterations, constraint mis-
match, and maximum number of iterations. In fact, de-
pending on the application of different solution meth-
ods for solving optimization problems, the stopping
criteria may be used in different ways as long as the
obtained final solution is a feasible one. As mentioned
in the paper, the stopping criterion of the proposed
MCSA method is based on the maximum number of
iterations. The proposed MCSA method handle equal-
ity constraint in Eq. (4) by using slack variables so
that the equality constraint is always satisfied by this
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way. For inequality constraint in Eq. (5), the proposed
methods can handle them in fitness function described
in Eq. (20) and limit check after each iteration to guar-
antee that the obtained solution is a feasible one. The
iterative error of two consecutive iterations is not con-
sider for the proposed method since it is the population
based method using random search and it may hap-
pen that the obtained solution for many iterations is
not improved. That means, the solution obtained from
many iterations is the same and it cannot be used as a
stopping criterion since it may lead to early termina-
tion of algorithm with non-optimal solution. In fact,
the stopping criteria of population based methods are
always based on the maximum number of iterations.
However, a small number of iterations may lead to
non-optimal solution. On the contrary, a large num-
ber of iterations will lead to long computational time.
Therefore, for a proper selection of maximum number
of iterations for each system, there should be a need of
experiments. Above all, optimal solutions from differ-
ent methods can be used for comparison to each other
as long as the solutions are feasible; that means all
problem constraints are satisfied and different stopping
criteria may be used. Therefore, the optimal solutions
from population based methods can be compared to
those from conventional methods. This comparison is
very popular in literature.
3) Overall Iterative Algorithm
The overall procedure of the proposed MCSA for solv-
ing ELD problem is described as follows.
• Step 1: Select parameters for MCSA. Initialize
population of host nests.
• Step 2: Calculate the slack thermal unit and set
iteration counter G = 1.
• Step 3: Evaluate the fitness function to choose
Xabandonedd , Xtopd , Xtopr and Xbest.
• Step 4: Generate new solutions for abandoned
eggs via Levy flights.
• Step 5:
– Check for limit violations and repairing using
Eq. (22).
– Calculate thermal power outputs
– Calculate the fitness function in Eq. (20).
• Step 6: Generate new solutions for top eggs via
Levy flights.
• Step 7:
– Check for limit violations and repairing using
Eq. (22).
– Calculate thermal power outputs.
– Calculate the fitness function in Eq. (20).
• Step 8: Put new eggs generated in Steps 4 and 6
in a group of eggs.
• Step 9: Discover alien eggs and randomize.
• Step 10:
– Check for limit violations and repairing using
Eq. (22).
– Calculate all thermal power outputs.
– Evaluate fitness function to choose newXbest.
• Step 11: If G is less than the maximum number
of iterations, G = G + 1 and return to Step 3.
Otherwise, stop.
4. Numerical Results
The MCSA has been tested on different systems cor-
responding to the formulated problems including 13-
unit system considering valve point loading effects with
two load demands of 1800 MW and 2520 MW, 20-unit
system with quadratic cost function and transmission
losses, systems up to 160 units considering valve point
loading effects and multiple fuel options, and systems
up to 90 units considering prohibited operating zones
and spinning reserve. The algorithm is coded in Mat-
lab platform and run 100 independent trials for each
case on a 1.8 GHz PC with 4 GB of RAM.
4.1. 13-Unit System with Valve
Point Loading Effects
The system consists of 13 thermal units with the valve-
point effects from [1, 33] supplying to two load demands
of 1800 MW and 2520 MW. The power losses for this
system are neglected. For implementation of MCSA,
the number of nests and the maximum number of iter-
ations are respectively set to 24 and 10000 for the two
load demands whereas the probability pa is tuned in
the range from 0.1 to 0.9 with a step of 0.1.
The obtained results including minimum cost, aver-
age cost, maximum cost, standard deviation cost and
average computational time from the MCSA method
with different values of pa are given in Tab. 1 and
Tab. 2. As observed from the tables, the MCSA
method can obtain the best solution at pa = 0.8 for
the load demand of 1800 MW and pa = 0.8–0.9 for the
load demand of 2520 MW. The minimum cost and com-
putational time from the MCSA method are compared
to those from other methods as in Tab. 3. Obviously,
the MCSA method can obtain better best total cost
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than other methods for the both cases. Moreover, the
computational time from MCSA is also faster than that
from other methods.
Tab. 1: Result obtained by MCSA for the 13-unit system with
load demand of 1800 MW by different values of pa.
pa
Min.
cost
($/h)
Average
cost
($/h)
Max.
cost
($/h)
Std. dev.
($/h)
CPU
time
(s)
0.1 17972.923 18004.28 18059.23 20.80189 4.2
0.2 17964.8079 17979.618 18025.25 10.1746 4.1
0.3 17964.3563 17975.051 17993.65 6.546399 4.4
0.4 17964.1877 17973.53 17992.34 5.675424 4.0
0.5 17964.0723 17973.738 17993.77 4.655007 4.2
0.6 17964.3667 17973.929 17995.04 5.533581 4.6
0.7 17963.8806 17975.654 18005.53 7.114605 4.5
0.8 17963.8292 17975.505 18007.57 9.372092 4.4
0.9 17972.8105 17999.836 18087.2 25.19506 4.2
Tab. 2: Result obtained by MCSA for the 13-unit system with
load demand of 2520 MW by different values of pa.
pa
Min.
cost
($/h)
Average
cost
($/h)
Max.
cost
($/h)
Std. dev.
($/h)
CPU
time
(s)
0.1 24177.2412 24251.92 24363.66 43.25911 4.4
0.2 24172.3034 24211.81 24298.35 29.86798 4.6
0.3 24170.9961 24193.34 24238.57 21.01888 4.7
0.4 24170.7171 24188.17 24286.2 24.96711 4.4
0.5 24170.8928 24183.65 24284.53 18.52841 4.1
0.6 24169.9179 24184.4 24283.38 21.4211 4.9
0.7 24169.9184 24192.35 24279.7 23.9247 5.2
0.8 24169.9177 24193.86 24327.08 31.51855 4.4
0.9 24169.9177 24234.16 24337.83 46.60049 4.3
Tab. 3: Result comparision the 13-uint system with different
load damend.
Method PD = 1800 (MW) PD = 2520 (MW)
Min. cost ($/h) CPU (s) Min. cost ($/h) CPU (s)
CEP [1] 18048.21 294.96 - -
FEP [1] 18018 168.11 - -
MFEP [1] 18028.09 317.12 - -
IFEP [1] 17994.07 157.43 - -
IGA-MU [19] 17963.985 8.28 - -
HGA [34] 17964.81 15.33 24172.25 15.33
GA-PSO [31] 17968.50 - - -
PSO-SQP [33] 17969.93 33.97 24261.05 -
DE [12] 17963.83 - 24169.92 -
QPSO [21] 17969.01 - - -
HSS [32] - - 24275.71 -
MCSA 17963.829 4.4 24169.917 4.4
Tab. 4: The obtain result from MCSA for the system with 20
units.
Min. cost
($/h)
Aver. cost
($/h)
Max. cost
($/h)
Std. dev.
($/h)
CPU time
(s)
62456.6331 62456.63388 62456.638 0.001353 0.3
Tab. 5: Result comparision for the 20 untis system.
Method Lambda-iteration [39]
Hopfield
network [39] BBO [20] MCSA
Min.
cost ($/h) 624656.6391 62456.6341 62456.7926 62456.6331
CPU
time (s) 0.033757 0.006355 0.029282 0.3
4.2. 20-Unit System with Quadratic
Cost Function and Transmission
Losses
The test system having 20 thermal units with quadratic
fuel cost and transmission losses from [39] are consid-
ered in this Section. The parameters of MCSA includ-
ing the number of nest, the maximum number of it-
eration and the probability pa for this system are set
to 12, 500 and 0.4, respectively. The obtained result
including minimum cost, average cost, maximum cost,
standard deviation cost and computational time are
given in Tab. 4 and the result comparison from MCSA
to other methods is shown in Tab. 5. As observed, the
MCSA method can obtain better solution quality but
take longer computational time than Lambda-iteration
method [39], Hopfield model [39] and BBO [20]. How-
ever, the computational time by all methods for the
system is less than one second.
4.3. Systems with Multiple Fuel
Options and Valve Point
Loading Effects
In this Section, the MCSA method is tested on the
systems with 10, 20, 40, 80 and 160 units in [19]. The
number of nest and probability pa are respectively set
to 12 and 0.1 for all systems and the maximum num-
ber of iterations is respectively set to 1000, 2000, 3000,
5000 and 8000 for the 10-unit, 20-unit, 40-unit, 80-
unit and 160-unit systems. The minimum cost and
computational time obtained by the MCSA method
and the CSA [26] are given in Tab. 6. Obviously, the
MCSA method can obtain better solutions than the
CSA method [26] for the systems. However, the com-
putational time from the CSA method is faster than
the MCSA method. Note that the CSA [26] is per-
formed on a 2.1 GHz PC with 2 GB of RAM.
Tab. 6: Obtain results from MCSA and CSA for the systems
with multiple fuel options and value point loading ef-
fects.
No. of Min. cost ($/h) CPU (s)
units CSA [26] MCSA CSA [26] MCSA
10 623.8684 623.8558 1.587 2.34
20 1247.8395 1247.8266 3.378 5.65
40 2495.9664 2495.9448 7.197 9.72
80 4992.6853 4992.554 18.257 23.7
160 9990.6548 9989.8763 75.429 75.8
Moreover, the average costs obtained by the MCSA
method for the systems are also compared to those
from CGA_MU [19] and IGA_MU [19] as given in
Tab. 7. As observed from the table, the MCSA method
is better than other methods in terms of fuel cost and
computational time. Note the computational times for
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both CGA and IGA AMUM methods were run on a
PIII-700 PC.
Tab. 7: Result comparision for average cost of the systems with
multiple fuel option and value point loading effects.
Method No. of units Total cost ($) CPUtime (s)
CGA_MU
[19]
10 627.6087 26.64
20 1249.3893 80.48
40 2500.9220 157.39
80 5008.1426 309.41
160 10143.7263 621.30
IGA_MU
[19]
10 625.8092 7.32
20 1249.1179 21.64
40 2499.8243 43.71
80 5003.8832 85.67
160 10042.4742 174.62
MCSA
10 623.88915 2.34
20 1247.91357 5.65
40 2496.42228 9.72
80 4993.7307 23.7
160 9992.87598 75.8
Tab. 8: Obtain result from MCSA for the systems with prohib-
ited operating zones and spinning reserve.
No. of units Min. cost ($/h) CPU (s)CSA [26] MCSA CSA [26] MCSA
15 32544.970 32544.970 0.589 0.75
30 65084.995 65084.995 1.169 2.4
60 130170.395 130170.197 2.028 4.5
90 195258.785 195256.660 3.036 5.7
4.4. Systems with Prohibited
Operating Zones and Spinning
Reserve
The test systems from [17] comprise 15, 30, 60 and
90 units. The maximum number of iterations for the
MCSA for the systems is set to 500, 2000, 2500 and
3000 for the systems, respectively. The probability pa
is fixed at 0.25 for all systems. The results obtained by
the MCSA method and CSA [26] are given in Table 8
to compare the effectiveness between the two methods.
Tab. 9: Result comparision for the systems with prohibited op-
erating zones and spinning reserve.
Method No. of units Avg.cost ($)
CPU
time (s)
CGA [17]
15 32804.736 142.18
30 65784.740 275.73
60 131992.310 563.81
90 198831.690 940.93
IGAMUM [17]
15 32544.990 42.62
30 65089.954 79.8
60 130180.030 162.58
90 195274.060 255.45
MCSA
15 32544.9704 0.75
30 65085.2496 2.4
60 130171.547 4.5
90 195260.226 5.7
Obviously, the MCSA method can obtain approximate
or better cost but longer computational time than CSA
[26] for all systems. In addition, Tab. 9 shows a com-
parison of the average total cost and computational
time obtained by the MCSA for the systems to those
from CGA and IGAMUM in [17]. As observed, the
MCSA can obtain better average cost and computa-
tional time that CGA [17] and IGAMUM [17] where
the computational times for CGA and IGAMUM were
from a PIII-700 PC.
5. Conclusion
In this paper, the MCSA method has been successfully
applied for solving ELD problems with different objec-
tive functions such as quadratic fuel cost function, non-
convex fuel cost function, and multiple fuel cost func-
tion of thermal units considering different constraints
such as transmission losses, prohibited operating zones
and generation limits. The main modifications of the
MCSA method based on the conventional CSA method
are classification of nests in two groups based on their
fitness function value and the information exchange in
each group to enhance its search ability and speed up
convergence process. The advantages of the MCSA
over other considered methods are few control param-
eters, fast convergence and high quality solution. The
strong points have pointed out by testing on several
systems and the obtained results have indicated that
the MCSA method is more effective than the compared
methods. Therefore, the MCSA can be a very favorable
method for solving ELD problems
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