The paper presents an analysis of changes in the structure of the average annual discharges, average annual air temperature, and average annual precipitation time series in Slovakia. 
INTRODUCTION
Many years have been dedicated to searching for new ways to improve traditional techniques of analyzing changes in the structure of time series. A recent possible approach for solving this task is a detailed analysis of data from past periods. In this field several methods are used; the most well-known are spectral analysis, trend analysis, and autocorrelation analysis.
These techniques have been used by several authors, for example, Brázdil (1986) , who compared time series of precipitation and discharges and their fluctuations combined with solar activity. Pekárová (2000) analyzed the cyclical components of the discharges of Slovak rivers. Pekárová et al. (2008) focused on analyses of time series. Several good works cover the theory of Fourier analysis. For a revision of the classical theory, we recommend consulting Weaver (1989) . This reference also covers the discrete Fourier transform (FT). A comprehensive reference for the discrete FT, which is from a more computational point of view, is found in Briggs & Henson (1995) . For more detail, Gomes & Velho (1997) is recommended. Sabo (2012) used wavelet analysis (WA) to identify whether there is any relation between the Danube and Moravia rivers and solar activity. According to his article, some significant periods have been revealed. Sleziak (2013) provided an introduction to spectral analysis and applied WT to analyze the average annual discharges of selected Slovak rivers. An understandable introduction to wavelet analysis is also provided by Daubechies et al. (1992) and Torrence and Compo (1998) . The works of Labat et al. (2001) and Labat (2005 Labat ( , 2006 Labat ( , 2008 , should also be mentioned. Labat et al. (2001) introduces wavelet analysis and then applies this technique to determine the relationship between precipitation and runoff. Labat (2008) used this technique to analyze the annual discharges of the world's largest rivers. Szolgayová et al. (2013) used wavelet analysis in their work and applied this technique to determine the dependence of the time series of monthly discharges, precipitation and air temperatures on the Danube river. Szolgayová et al. (2014) used wavelet analysis for modelling and forecasting of daily discharges on the Danube river.
Wavelet analysis can be used in several areas. For example, Kumar et al. (1997) used this technique to detect signals in geophysics, and Prokop et al. (1996) detected nonstationary components in geological time series based on wavelets. Liu et al. (2005) used WA to analyze the relationships between Length-Of-Day (LOD) variations and the El Nino/Southern Oscillation (ENSO) on interannual scales. This study quantitatively shows timescale-dependent correlations and phase shifts between LOD variations and the ENSO. Grinsted et al. (2004) applied WA to geophysical time series. This technique was used for examining relationships in the time frequency space between two time series. The article demonstrated how phase angle statistics can be used to gain confidence in causal relationships between times. Biswas (2014) examined the similarity in the spatial patterns of soil water storage and their characteristic landscape positions for variable soil depths and time on a field scale. Li et al. (2014) performed wavelet analyses to examine the relationships between the Air Pollution Index and several metodological factors. Mokhov et al. (2012) used wavelet coherence (WC) to detect the relationship between changes in the global surface air temperature with different natural and anthropogenic factors. Feng et al. (2011) analyzed the temporal variability of water discharges and sediment loads of the Yellow River into the sea from 1950 -2008 . Zhang et al. (2014 ), used 146 years (1865 -2010 of streamflow data to investigate the changes in the streamflow of the Yangtze River in China. WA analyses were used to test the changes in annual streamflows.
The introduction refers to the results of existing studies and presents some features and results that make WT a suitable method for modeling changes in the structure of time series. The issue focuses on an analysis and evaluation of the cyclical components of average annual discharges, average annual air temperatures, and average annual precipitation using the FA and WT methods. The aim of the paper is to show the advantages of time series analysis using WT compared with FT and also show the cyclical components and multi-annual variability of a time series.
METHODOLOGY
In this paper, the authors focused on a description of two methods: Fourier analysis and wavelet transform. These techniques provide powerful tools for analyzing time series. From this perspective, it is interesting for the authors to compare these techniques and show the differences between them. The structure of this work can be divided into the following four steps:
-Creation of a database of time series of average annual discharges, air temperatures, and the precipitation of selected gauging stations. -Analysis of annual data sets using the Fourier analysis and wavelet transform methods. The data were processed in the R software environment (R Development Core Team, 2011) using the WaveletCo package (Tian and Cazelles, 2011) for the wavelet transform and the pgam package (Junger and Ponce de Leon, 2011) for the periodograms of the Fourier analysis. The plotting of the wavelet and scaling coefficients were processed by package wavelets (Aldrich, 2013). -Development of appropriate models for the description of the characteristics of the time series observed. -Analysis of the structural changes in hydrometeorological time series. Finally, some of the comparisons of the time series analyzed are discussed.
Fourier analysis versus wavelet transform
In science and engineering, the process of the decomposition of a series or signal x(t) into a sum of sinusoidal components is called Fourier analysis. The decomposition process itself is called Fourier transform. It identifies different frequency sinusoids and their respective amplitudes or energy within a given time series. The Fourier transform x(ω) of a continuous signal x(t) is defined as:
( 1) The transform is often given a more specific name, which depends upon the domain and other properties of the function being transformed. Moreover, the original concept of the Fourier analysis has been extended over time to apply to more and more general situations, and the general field is often known as harmonic analysis. FA is more efficient in the study of signals that do not suffer sudden variations over time. These signals are called stationary signals (Bloomfield, 2000) .
FA is used to determine significant cyclical components in the analysis of signals. It is important to mention its two major disadvantages:
• The method assumes that a signal is stationary over time; this means that at a certain time, its properties do not change. For example, during the annual discharges of the Danube river, this would mean that during the whole period, the behavior of the annual discharges did not significantly change (Sabo, 2012 ).
• FA can only identify individual periods of cyclic components and not their position over time. This means that the results of the analysis only identify periods which are present at the time of the signal (Sabo, 2012) .
On the contrary, wavelet transform deals with both problems in a very effective way. It is able to work with non-stationary time series and also able to detect when significant periods are present. WT is an integral transformation, which allows for obtaining time-frequency information about a signal. It is applied to obtain the position and duration of a phenomenon. It is based on the search for wavelet coefficients, which, for a given time and range, measure the similarity of the original signal with a subsidiary (transformed) wave (Cazelles et al. 2008 ).
An important role in wavelet transform is played by the mother wavelet φ(t). It is necessary for it to have the following properties: a) the wavelet must have a mean value of 0:
b) the wavelet must have a final amount of energy:
c) it must have the condition of an inverse transform, where φ (t) denotes the Fourier transform of the function φ(t).
(4)
A good example of a mother wavelet is the morlet wavelet (Fig. 1) . It is possible to transform it in two ways: stretching it (changing its shape) and moving it at the time (along the horizontal axis). Transformed mother wavelets are then called "subsidiary". We can describe it in more detail: The mother morlet wavelet is moved over time from left to right after the signal (Figs. 2, 3) . Subsequently, for each specific time, the wavelet coefficients are calculated, which Vol. 23, 2015, No. 2, 30 -36 means they show the extent to which the subsidiary wavelet coincides with the frequency of the signal. In the next step we change parameter α; thus the wavelet is stretched, and then we pass it through the whole signal and observe the similarity in the times. We continue for all the values of parameter α. The subsidiary is more similar to the original wavelet signal on some scales, and at a particular time, the value of the wavelet coefficients is higher (Sabo, 2012) .
For a visualization of wavelet coefficients, a scalogram is used (Fig.  10) . The vertical axis denotes a period (α -cyclical components), and the horizontal axis denotes the time (τ -the duration of the signal). The size of the wavelet coefficient is expressed as the intensity of a color.
The scalogram provides the following important information: -On the right side of the scalogram, we can see the global wavelet spectrum. It is an averaged scalogram considering the whole period of time. Its advantage is that we can easily identify the periods found. -A section of the scalogram is identified in the shape of a cupola. This is an area behind which the counting of the wavelet coefficients is problematic. Edge effects may appear. -Around the intense colors is a zone shown by a white line, which symbolizes a significant period (Sabo, 2012) .
Wavelet spectrum and significance levels
To determine significance levels for wavelet spectra, one first needs to choose an appropriate background spectrum. For many phenomena, an appropriate background spectrum is white noise (with a flat Fourier spectrum) or red noise (increasing power with a decreasing frequency). These spectra are used to establish a null hypothesis for the significance of a peak in the wavelet power spectrum (Torrence and Compo, 1998 (5) Where is the assumed lag-1 autocorrelation, , and is taken from the Gaussian white noise. Following Gilman et al. (1963) , the discrete Fourier power spectrum of (5), after normalizing, is: (6) where k = 0 …N/2 is the frequency index. Thus, by choosing an appropriate lag-1autocorrelation, one can use (6) to model a red-noise spectrum. Note that α = 0 in (6) gives a white-noise spectrum.
The wavelet transform is a series of band-pass filters of the time series. If this time series can be modeled as a lag-1 AR process, then it seems reasonable that the local wavelet power spectrum, which is defined as a vertical slice, is given by (6).
b. Significance levels
The null hypothesis is defined for the wavelet power spectrum as follows: It is assumed that the time series has a mean power spectrum, possibly given by (6); if a peak in the wavelet power spectrum is significantly above this background spectrum, then it can be assumed to be a true feature with a certain percent of confidence. For definitions significant at the 5% level it is equivalent to the 95% confidence level and implies a test against a certain background level, while the 95% confidence interval refers to the range of confidence about a given value.
c. Confidence interval
The confidence interval can be defined as the probability that the true wavelet power at a certain time and on a certain scale lies within a certain interval around the estimated wavelet power. In the formula (7) it can replace the theoretical wavelet power σ 2 P k with the true wavelet power, defined as W n 2 (s). The confidence interval for W n 2 (s) is then: Fig. 1 Morlet mother wavelet.
Fig. 2 Signal with two different periods (the first ends at t=10, when the second starts).

Fig. 3 Signal with two different periods (both present during the whole time range). (8)
Where p is the desired significance (p = 0.05 for the 95% confidence interval), and represents the value of x 2 at (Torrence and Compo, 1998) .
DATA
The input data in an annual step were used in this study. The input data consisted of the average annual discharges recorded at the Chalmová gauging station and the average annual air temperature and average annual precipitation recorded at the Hurbanovo gauging station. In this paper, the authors wanted to show that the WT and FA techniques belong among universal methods and can be used for various hydrological and meteorological data (e.g., discharges, air temperatures, precipitation). The authors intentionally chose data that are unrelated (integral data with point observations), because these data possessed quality and were representative, and the aim of this paper was only to test each of these methods and show the differences between them (this means we wanted to present some features and results that make WT a more suitable method compared to FA for the modeling of a structure of a time series). For a more detailed illustration using the hydroTSM (Zambrano -Bigiariny, 2014) package, we showed the graphs of the modeled time series (Figs. 4, 5, 6 ). The graphs provide information about the course and duration of the time series, information about the variability of the time series (minimum, maximum, 1 and 3 quantiles, median), and also information about the distribution of the time series. Fig. 4 Graphs of the average annual discharges at Chalmová. Vol. 23, 2015, No. 2, 30 -36 
RESULTS
The first three figures (Figs. 7, 8, and 9 ) provide information about the Fourier analysis. For a visualization of FA a periodogram is used. A periodogram is an estimator of the spectrum of a time series, where intensities of the angular frequencies are plotted and resemble "tiny lollipops".
For the modeling the average annual discharges recorded at the Chalmová gauging station during the years (1961 -2006) (Fig. 7) were the first used. According to the periodograms, we can only identify the individual periods of the cyclic components, not their positions over time. We can see an approximately significant 12-year period.
The second figure (Fig. 8) gives information about the air temperature at Hurbanovo (1961 Hurbanovo ( -2006 . We can identify an approximately significant 6.5-year period.
The third figure models the precipitation recorded at the Hurbanovo gauging station during the years 1961 -2006 (Fig. 9) . We can see an approximately significant 3.2-year period.
The next figures (Figs. 10, 11, and 12) provide information about the wavelet transform. The first figure (Fig. 10) gives information about the average annual discharges recorded at the Chalmová gauging station during the years 1961 -2006 (Fig. 10) . We can see significant periods in a range of 3 -4 years, which occurred between the years 1961 -1970. We can also identify significant periods in a range of 8 years, which lasted between 1961 -1990 . By the year 1990, we can identify shorter periods in a range of 7 -12 years.
The second figure (Fig. 11 ) provides information about the air temperatures at Hurbanovo during the years 1961 -2006. We can see significant periods in a range of 6 -7 years, which appeared during the years 1961 -2006. Next, the precipitation recorded at the Hurbanovo gauging station (1961 -2006) (Fig. 12) was modeled. By the year 1973, we can identify periods in a range of 2 -8 years. We can also see significant periods in a range of 2 -3 years, which occurred during the years 1997 -2006.
The last figure (Fig. 13) sets out information about computing the wavelet and scaling coefficients. As an example, we only chose the discharges at Chalmová; the wavelet coefficients and scaling coefficients were plotted where X is the object of the class of the discrete wavelet transform (the average annual discharges in our case), W is a list with the elements of the wavelet coefficients, and V is a list with the elements of the scaling coefficients. This is an important part of WT and WC. According to this principle, we can compute the similarity of two time series in their frequency ranges; this means that, for example, we can use discrete wavelet transform for feature extractions from time series in order to cluster them. Vol. 23, 2015, No. 2, 30 -36 
DISCUSSION AND CONCLUSION
Time series analysis is a major theme in stochastic hydrology that aims to reveal complicated hydrological processes. It is a very important task in practice as the basis of hydrological forecasting, simulations and many other water-related activities. A possible approach to solving this task is a detailed analysis of past periods. The processing of these data is based on new methods of statistical and mathematical analysis.
In this paper, the application of FA and WT to hydrological and climatological time series is demonstrated. The process of decomposing a function into simpler parts is called Fourier analysis. The decomposition process itself is called Fourier transform. WT is a universal mathematical method, which is able to work with non-stationary time series and is also able to detect when significant periods and their changes have been presented. In the first part, FA and WT are defined. In the practical part, these methods are used for the analysis of the average annual discharges at Chalmová and the average annual air temperature and precipitation at Hurbanovo.
The results show more significant cyclical components have been identified. According to the periodograms obtained from the Fourier transform of the time series (Figs. 7, 8, and 9) , this method shows two major disadvantages. The first disadvantage is that the method assumes that the signal is stationary over time; this means that over that time, its properties do not change. The second is that it can only identify the individual periods of the cyclical components, not their positions over time (this means that this method is not able to detect when significant periods are present), despite the fact that the periodograms identified approximately similar periods as the WT method did (12-year period, 6.5-year period, 3.2-year period). On the contrary, wavelet transform deals with both problems in a very effective way. It is able to work with non-stationary time series and also to detect when significant periods are presented.
It is important to note that with both methods, we identified approximately similar periods, but determined their position over time only using WT. More significant cyclical components were identified. According to Fig. 10 , which gives information about the average annual discharges at Chalmová, we observed significant periods in a range of 8 years, which lasted between 1961 -1990 . By the year 1990, we can identify shorter periods in a range of 7 -12 years. Information about the air temperatures at Hurbanovo (Fig. 11) showed significant periods in a range of 6 -7 years, which appeared during 1961 -2006. Information about the precipitation recorded at the Hurbanovo gauging station (Fig. 12) showed significant periods in a range of 2 -3 years, which occurred during the years 1997 -2006 . By the year 1973, we can identify periods in a range of 2 -8 years.
The results showed that the WT method is more appropriate than FA for a time series analysis. As a result, we recommend WT for all time series with assumed periodic components (hydrology, climatology, EEG analysis).
