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Résumé et mots clés
Cet article propose une revue de trente années de développement des algorithmes de démosaïçage utilisés
dans les caméras numériques pour la reconstruction des images couleurs. La plupart des caméras 
numériques actuelles utilisent un seul capteur devant lequel est placée une matrice de filtres couleurs. 
Ce capteur échantillonne par conséquent une seule couleur par position spatiale et un algorithme 
d'interpolation est nécessaire pour la définition d'une image couleur avec trois composantes par position
spatiale. Cet article montre que l'ensemble des techniques du traitement du signal et des images a été 
utilisé pour résoudre ce problème. Aussi, une nouvelle méthode proposée récemment par l'auteur et 
collaborateurs est décrite. Cette méthode, basée sur un modèle d'échantillonnage couleur par les cônes de la
rétine, révèle la nature de l'échantillonnage spatio-chromatique dans les caméras couleur à un seul capteur.
Caméras numériques couleur mono circuit, interpolation.
Abstract and key words
This paper proposes a review of thirty years of the development of demosaicing algorithms used in digital camera for
the reconstruction of color image. Most recent digital camera used a single sensor in front of a color filter array is 
placed. This sensor sample a single chromatic value per spatial position and an interpolation algorithm is needed for
the definition of a color image with three components per spatial position. This article shows that the whole signal and
image processing technics have been used for solving this problem. Moreover, a new method proposed recently by the
author and collaborators is decribed. This method based on a model of chromatic sampling by the cones in the retina
highlights the nature of spatio-chromatic sampling in digital camera with single sensor.
Single-chip digital cameras, interpolation.
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1. Introduction
L'homme a toujours cherché à figer les images dans le temps
pour garder une trace précise des évènements importants que sa
propre mémoire ne pouvait conserver intacte. Après la peinture
et les procédés photographiques, aujourd'hui les images sont
numériques, stockées sur des supports presque inaltérables pour
lesquels une copie intacte peut toujours être réalisée. De même
aujourd'hui, plutôt que des images fixes, il est possible de stoc-
ker des séquences d'images sur le même type de support sans
altération à la copie. 
Cependant, les techniques d'acquisition de telles images et, plus
particulièrement en couleur, ont nécessité de nombreuses études
et évolutions pour permettre de fabriquer des produits utili-
sables par le grand public à des prix raisonnables et fournissant
une qualité d'image suffisante. Cet article fait une revue des
méthodes mises en œuvre pour l'acquisition des images fixes ou
animées par des caméras utilisant un seul capteur (single-chip),
ayant permis la réduction des coûts des caméras et l'accès au
grand public.
La définition d'une image numérique couleur requiert un vec-
teur à trois composantes à chaque position spatiale, générale-
ment appelées R, G et B (pour Red, Green, Blue en anglais) afin
de simuler la trivalance de la perception des couleurs chez
l'homme. À partir d'une telle donnée numérique, il est possible
d'afficher une image sur un écran en modulant l'intensité d'exci-
tation de trois phosphores sur chaque pixel de l'écran. De même,
il est possible de reproduire par impression sur un support
papier les couleurs mesurées dans la scène naturelle.
On a longtemps pensé que l'acquisition d'une image numérique
couleur requierait trois capteurs, chacun sensible à une gamme
de longueur d'onde R, G et B. Ainsi, certaines caméras numé-
562 traitement du signal 2004_volume 21_numéro spécial L'image numérique couleur
30 ans de démosaïçage
riques sont composées de trois capteurs (généralement CCD)
devant lesquels est placé un filtre de sélection du spectre dans
les gammes de rouge, vert et bleu. Pour distribuer la lumière sur
ces trois capteurs, des miroirs semi réfléchissants décomposent
le flux lumineux sur différentes voies. Un schéma de caméra
numérique, dite « tri-CCD », est représenté sur la figure 1(a). 
Bien que cette configuration fonctionne parfaitement, elle
nécessite des contraintes d'alignement difficiles à réaliser, et
surtout coûte cher puisque la majeure partie du prix d'une camé-
ra est constitué du coût du capteur. Pour pallier ces contraintes,
plusieurs méthodes ont été proposées, utilisant un seul capteur
au lieu de trois. Une de ces méthodes utilise un disque compo-
sé de plusieurs filtres de couleur tournant devant le capteur de
manière à filtrer une partie du spectre. La rotation du disque est
synchronisée avec le balayage de l'acquisition des valeurs de
pixels et permet d'acquérir successivement les valeurs rouges,
vertes et bleues à chaque position spatiale. Mais le temps d'ac-
quisition des trois plans couleurs de l'image est alors trois fois
supérieur et cette méthode a été abandonnée pour les caméras.
Un principe similaire est cependant utilisé aujourd'hui pour la
projection des images sur écran (DLP de Texas Instrument com-
mercialisé dans les projecteurs JVC). Une autre approche, pro-
pose de juxtaposer à la surface du capteur un film transparent
composé d'une alternance de bandes verticales ayant des sensi-
bilités différentes. Un second film transparent similaire est jux-
taposé angulairement au premier [Macovski68]. De cette
manière, on crée plusieurs sites différents de sensibilité à la lon-
gueur d'onde qui correspondent à la juxtaposition des éléments
de filtres dans les bandes. Cette technique est difficile à produi-
re économiquement lorsque l'on veut une grande densité de
pixels. Une méthode utilisant des bandes de trois ou quatre
filtres a été également mise en œuvre. Dans ces systèmes, les
filtres sont alignés verticalement et le balayage de l'image est
Figure 1. (a) Schéma d'une caméra « tri-ccd ». (b) Schéma d'une caméra « mono-ccd » avec une matrice de filtres couleurs.
réalisé horizontalement. Cette méthode donne une période
d'échantillonnage des couleurs différente suivant la direction
horizontale ou verticale. Une dernière approche (« dot » scan-
ning system) utilise des éléments de sensibilité différentes,
arrangés en triade [Banning54] ou en répétition de quatre élé-
ments [Banning56], imitant la structure des phosphores d'un
écran CRT. Mais le coût de fabrication du nombre d'éléments
requis pour avoir suffisamment de détails n'a pas rendu cette
approche satisfaisante.
C'est en 1976 que Bruce Bayer [bayer76], de la compagnie
Kodak, proposa un nouveau système d'acquisition d'images
numériques couleurs. Il proposa de disposer devant le capteur
de large bande de sensibilité à la longueur d'onde une matrice de
filtres couleurs (Color Filter Array – CFA). Contrairement aux
bandes de filtres proposées précédemment, la matrice permet
une même période d'échantillonnage horizontale et verticale de
chacune des trois couleurs. Pour cela, une des couleurs doit
apparaître deux fois dans le motif de répétition de taille 2 × 2.
La Figure 1(b) montre un schéma de construction de caméra
avec un seul capteur, « mono-CCD », avec une matrice de filtre
couleur de Bayer. Pour ce type de capteur, l'image est formée à
l'acquisition d'une mosaïque de couleur. C'est la raison pour
laquelle l'algorithme de reconstruction de l'image couleur est
appelé démosaïçage où démosaïquage (demosaicing ou demo-
saicking en anglais).
La matrice de filtre couleur proposée par Bayer est composée
d'une alternance d'éléments rouges et verts une ligne sur deux,
et d'une alternance d'éléments verts et bleus sur les autres lignes,
de telle sorte que les éléments verts soient disposés en quincon-
ce et en nombre deux fois supérieur aux éléments rouges et
bleus. L'idée défendue par Bayer et perpétrée depuis sans aucu-
ne remise en cause est que le doublement de pixels sensibles au
vert permet une meilleure reconstruction de la luminance. En
effet, la sensibilité lumineuse de l'observateur humain à la lon-
gueur d'onde n'est pas constante et suit la loi de visibilité pho-
topique, V (λ) (voir l'ouvrage de R. Sève [Seve96]). Or, cette loi
montre que la sensation lumineuse est plus importante dans les
longueurs d'ondes moyennes, autour de 550 nm et décroit de
chaque côté de cette valeur. Il s'avère que cette longueur d'onde
produit une sensation de couleur verte. Ainsi, Bayer émet l'idée
que la population d'échantillons sensibles à la longueur d'onde
proche de 550 nm augmentera la définition spatiale de la lumi-
nance. Nous verrons que cet argument est erroné et que la fonc-
tion de visibilité photopique, utile pour déterminer les compo-
santes chromatiques de la sensibilité humaine à la luminance, ne
relate en rien l'information spatiale de luminance. Comme
conséquence, nous verrons qu'une matrice de filtre couleur
composée de deux fois plus de bleus que de rouges et de verts
permettra une meilleure reconstruction de l'image. Nous verrons
aussi que les artefacts de reconstruction peuvent parfaitement
s'expliquer en terme d'aliasing entre la luminance et la chromi-
nance dans le spectre de Fourier de l'image CFA. Enfin, nous
verrons que la proposition de Bayer en 1976, et particulière-
ment, l'arrangement spatial des filtres de couleur dans la matri-
ce est optimale puisqu'elle réduit le risque d'aliasing.
traitement du signal 2004_volume 21_numéro spécial L'image numérique couleur 563
30 ans de démosaïçage
La plupart des algorithmes développés en traitement du signal
et des images ont trouvé application dans ce problème de démo-
saïçage. Il est donc très instructif de suivre l'histoire de l'évolu-
tion de ces algorithmes, puisqu'elle est parallèle à l'histoire du
traitement numérique du signal et des images. D'autre part, ce
problème dépasse largement le cadre du traitement d'image. En
effet, ce type de problématique concerne aussi la vision où trois
types de cônes sensibles à trois longueurs d'ondes différentes
sont entrelacés dans la rétine. Comprendre la représentation des
données spatio-chromatiques dans le système visuel reste un
défi, notamment pour expliquer la dépendance de la perception
des couleurs en fonction de l'environnement spatial. Il est cer-
tain que les méthodes de démosaïçage apporteront beaucoup





Dans cette partie, nous allons détailler plusieurs grandes
familles d'algorithmes utilisés pour le démosaïçage. Le lecteur
pourra trouver plusieurs articles de références en anglais pour
compléter l'éventail [Cok94, Adams95, Adams98-2, Longere02,
Muresan02, Ramanath02, Lu03, Gunturk04]. Il est impossible
de détailler toutes les méthodes proposées dans la littérature,
bien que toutes apportent un élément de réponse et un éclairage
sur la nature de l'espace spatio-chromatique. Le choix et la clas-
sification des méthodes sont donc arbitraires et sous la respon-
sabilité de l'auteur.
Chaque présentation d'algorithme est acccompagnée d'un figure
illustrant la qualité de la reconsruction. Pour les simulations,
nous avons utilisé une image de la base de données Kodak,
« lighthouse », issue du format Pcd, extraite en résolution
384 × 256 et convertie en nombre flottant entre 0 et 1. Cette
image, à l'origine composée de trois couleurs par pixels, est sous
échantillonnée spatialement pour obtenir une image avec une
seule couleur par pixel, en accord avec l'arrangement des cou-
leurs dans la matrice de filtres couleur de Bayer (Figure 2(a)(b)).
Cette image sera appelée image CFA dans la suite de l'article. Il
est important de noter que les résultats de la simulation dépen-
dent de la façon dont l'image CFA est obtenue, sa résolution,
mais aussi l'ordre des couleurs dans la décomposition. Dans cet
article, nous avons choisi d'utiliser le pixel en haut à gauche de
l'image de couleur bleu, le pixel à droite et de dessous est vert, le
pixel de coordonnées (2,2) est rouge (Figure 2(c)).
L'application utilisée est Matlab et la programmation des algo-
rithmes est sous la seule responsabilité de l'auteur et collabora-
teurs. Avec chacune des simulations, nous donnerons le rapport
signal sur bruit et une analyse comparative basée sur une base
de 23 images est disponible en Section 5.
2.1. Avant le démosaïçage
Dans la définition du brevet de Bayer, il n'est pas mention d'al-
gorithmes pour la reconstruction de l'image couleur à partir de
l'image CFA extraite du capteur. L'utilisation du CFA découle
de la technologie de caméras pour la télévision et du format
NTSC aux États-Unis. Implicitement, si le nombre de lignes
dans le capteur correspond au nombre de lignes du format
NTSC (525), il suffirait d'effectuer de simples conversions pour
produire un signal de luminance (Y) compatible avec le format
NTSC à partir du signal vert (G) extrait du capteur CFA. De
plus, le nombre de pixels couleur rouge et bleu correspondrait
alors, à peu près, à la définition de la largeur de bande de la
chrominance (I,Q) définie dans le format NTSC. C'est sans
doute la raison pour laquelle le démosaïçage n'a pas été intro-
duit directement après le brevet de Bayer, mais des années plus
tard, lorsque les formats numériques sont devenus l'outil grand
public pour l'acquisition d'images ou de films dans de nombreux
formats de taille d'image différents.
Peu après le brevet de Bayer, Dillon [Dillon77], également de la
compagnie Kodak, proposa d'autres matrices de filtres couleurs
pour lesquelles les couleurs R et B sont présentes même si l'on
considère seulement les lignes paires ou impaires de la matrice.
La raison de cette nouvelle proposition est que, dans la matrice
de Bayer, lorsqu'on réalise une mesure de l'image en entrelacé
(on mesure en deux passes les 525 lignes de l'image pour pro-
duire alternativement une image de 212 puis 213 lignes en
mesurant une ligne sur deux), un papillotement apparaît sur la
séquence vidéo pour les pixels rouges et bleus échantillonnés
une fois sur deux. En utilisant les matrices de Dillon dans les-
quelles chacune des trois couleurs est présente sur les lignes
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paires ou impaires, le papillotement est réduit. La matrice de
Bayer n'a donc pas connu tout de suite le succès qu'elle a
aujourd'hui. Cependant, avec les matrices de Dillon, la période
d'échantillonnage de chacune des couleurs n'est pas la même en
horizontale et verticale, et supérieure à celle de la matrice de
Bayer.
2.2. Méthodes simples
Les premiers travaux pour l'amélioration de l'image numérique
couleur acquise par un seul capteur sont apparus juste avant les
années 80. On considère, à cette époque, le problème de démo-
saïçage comme un problème d'interpolation pour lequel une
séparation préalable de l'image CFA en trois canaux de couleurs
contenant des zéros aux pixels manquants est réalisée. Les trai-
tements du signal vidéo sont réalisés avec des éléments électro-
niques discrets utilisant des retardateurs et des additionneurs.
Adcock et Skaggs [Adcock77], de la société Texas Instrument,
proposent une méthode d'interpolation linéaire sur les lignes de
l'image. Cependant, dans plusieurs travaux, la parenté de l'inter-
polation linéaire est attribué à Cok [Cok86-1]. Plus tard, Dillon
et Bayer [Dillon79-1] propose une méthode appelée « box-car »
pour laquelle la valeur du pixel est maintenue à la position man-
quante lors du balayage des lignes pour la lecture de la valeur
des pixels. Cette méthode s'apparente à une interpolation par
copie de pixels.
À titre d'illustration, et dans le cas de la matrice de Bayer
(contrairement au travaux cités précédemment), nous montrons
ces méthodes très simples pour remplir les pixels manquants
dans la matrice CFA. La méthode de copie de pixels est illustrée
Figure 2. (a) Image utilisée pour la simulation. (b) Image CFA, les pixels dans les plans RGB de l'image originale sont supprimés
pour simuler un échantillonnage par une matrice de Bayer. L'image apparaît verdâtre parce qu'il y a deux fois plus de pixels verts
que de rouges et de bleus dans la matrice de Bayer. (c) Numérotation de la matrice de Bayer.
sur la figure 3. La méthode d'interpolation linéaire peut s'appli-
quer dans les deux dimensions, horizontale et verticale (dans ce
cas on dit bilinéaire) si l'on dispose d'un processeur de signal et
d'une mémoire évoluée permettant de mémoriser plus d'une
ligne et de réaliser les traitements après coup. C'est justement à
partir du brevet de Cok en 86 que commencent à apparaître des
systèmes de caméras disposant d'un processeur, d'une mémoire
et d'un bus de transfert de données. Donc, contrairement au trai-
tement en ligne proposé précédemment, l'interpolation bilinéai-
re consiste à interpoler linéairement les pixels manquants à par-
tir des pixels voisins horizontaux et verticaux existants. Par
exemple pour interpoler le pixel bleu à la position (2,2) et le
pixel vert à cette même position, on applique les formules sui-
vantes :
B22 = B11 + B13 + B31 + B334 (1)
G22 = G12 + G21 + G23 + G324
Comme le pas d'échantillonnage de chacune des couleurs est
régulier dans le CFA de Bayer, il est possible d'appliquer l'in-
terpolation bilinéaire à l'aide de filtres de convolution. Par
exemple le filtre FG proposé dans l'équation (2) permet l'inter-
polation des pixels verts manquants par convolution de ce noyau
de filtre avec la matrice des pixels verts dans laquelle les pixels
manquants sont remplis par des zéros. De même, le noyau du
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filtre de convolution FRB permet l'interpolation bilinéaire des
















La figure 4(a)(b) montre le résultat de l'interpolation par la
copie de pixels et par l'application des noyaux de filtres de
convolution de l'équation (2) pour l'interpolation bilinéaire.
Nous voyons clairement deux types d'artefacts qui apparaissent
lors de l'application de ces algorithmes, un lissage de l'image ou
flou et l'apparition de fausses couleurs. L'algorithme de copie de
pixels n'apporte pas trop de flou, mais plutôt un cisaillement des
contours, ainsi que de nombreuses fausses couleurs.
L'algorithme d'interpolation bilinéaire génère un floue flagrant,
mais est moins sujet à l'apparition de fausses couleurs.
2.3. Méthodes optiques
Même si le nombre de lignes de la caméra est compatible avec
le format de codage et le nombre de lignes à la restitution,
comme pour l'exemple du Bayer CFA et du format NTSC, il
subsiste néanmoins l'apparition d'artefacts dans les images
acquises. Ce problème d'artefacts est du à la violation du théo-
rème d'échantillonnage de Whittaker-Shannon qui stipule que la
fréquence d'échantillonnage doit être au moins le double de la
fréquence maximale du signal continu à échantillonner pour
permettre une représentation parfaite de l'image continue. Or, la
fréquence maximale du signal lumineux pour des scènes natu-
relles n'est pas défini mais est limité dans les caméras grâce aux
propriétés de l'optique. Pritchard [Pritchard71] a proposé d'uti-
liser un limiteur de fréquence dans le chemin optique de laFigure 3. Illustration de la méthode de copie de pixels.
Figure 4. (a) Méthode d'interpolation par copie de pixels (22.85dB). (b) Par interpolation bilinéaire (25.87dB).
caméra. Ce limiteur de fréquence est basé sur un filtre biréfrin-
gent [Evans49] capable de séparer la lumière incidente en plu-
sieurs raies parallèles et permettre ainsi le contrôle de la fré-
quence maximale du signal. Cette méthode permet de réduire
les fausses valeurs de pixels dans les caméras avec un seul cap-
teur. Elle permet aussi de considérer des caméras de résolutions
différentes du format NTSC puisque les propriétés optiques
peuvent être adaptées à la fréquence d'échantillonnage.
Mais, dans les caméras avec un seul capteur, la période d'échan-
tillonnage horizontale, verticale et diagonale de chacune des
couleurs n'est pas identique et le risque d'aliasing est donc fort.
D'autre part, après la proposition de Bayer, il parait évident que
le doublement de pixels verts dans la matrice est nécessaire.
Greivenkamp [Greivenkamp86, Greivenkamp90] propose un
filtre spatial optique permettant de moduler la fréquence d'une
couleur par rapport aux autres. Il utilise ce filtre avec une matri-
ce composée de colonnes de même couleur et un multiplexage
des couleurs en ligne suivant le motif GRGB. Ainsi, il peut uti-
liser la propriété de doublement des pixels verts proposée par
Bayer et limiter le risque d'aliasing.
Même si, dans le texte de son brevet, Greivenkamp annonce
qu'avec cette méthode, il est possible de réaliser des filtres pour
lesquelles la fréquence horizontale et verticale peut être contrô-
lée indépendamment pour chaque bande de longueur d'ondes, il
semble que ce ne soit pas facilement réalisable. En effet, aucu-
ne proposition n'a été faite dans le cas de la matrice de Bayer.
En 1986, Cok, [Cok86-1] propose une méthode, qui sera
détaillée dans la section 2.4, utilisant un filtre optique biréfrin-
gent et une technique pour l'interpolation des pixels manquants.
Ensuite, Weldy et Kristy [Weldy87] proposent une méthode
d'interpolation optimisée en fonction du filtrage optique. Cette
méthode est efficace pour une répétition de pixels verts de deux
ou trois de suite sur une ligne mais n'est pas efficace dans le cas
de la matrice de Bayer. Weldy [Weldy89] montre une compa-
raison favorable de sa méthode avec celle de Cok, mais celle de
Cok est utilisable avec la matrice de Bayer. 
Finalement, en 1994, Cok justifie l'abandon des filtres optiques
par le fait que ces filtres sont difficiles à fabriquer, et leur pro-
priété de séparation spatiale est bien contrôlée uniquement pour
les longueurs d'onde monochromatiques. Ils ont tendance à trop
filtrer spatialement les images et surtout, des méthodes d'inter-
polation performantes ont été trouvées. Pour toutes ces raisons
les méthodes de filtrage optiques ont été abandonnées et les
chercheurs se sont concentrés sur les méthodes de reconstruc-
tion, le démosaïçage. Le seul élément optique à considérer
désormais dans les caméras numériques et la propriété de filtra-
ge passe-bas de la lentille de focalisation.
2.4. Interpolation basée sur la constance de teintes
La première idée fondamentale pour l'amélioration de l'interpo-
lation a été développée par Cok et publiée conjointement avec
la méthode optique proposée par Greivenkamp [Cok86-1]. En
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parallèle, il publie un autre brevet qui détaille mieux la métho-
de et montre qu'elle s'applique à plusieurs types de caméras,
notamment celle utilisant une matrice de Bayer [Cok87].
Notons également que ce brevet décrit une méthode utilisant un
voisinage horizontal et vertical pour l'interpolation. La contrain-
te de traitement en ligne n'est plus nécessaire grâce à un systè-
me de mémoire et de processeur reliés par un bus de transfert de
données.
Cok propose d'interpoler la teinte, plutôt que chacune des cou-
leurs prise séparément. L'idée intuitive est que la teinte ne varie
pas à la surface d'un objet. Donc la méthode devrait diminuer
l'apparition de fausses couleurs. La teinte est calculée comme le
rapport entre Rouge et Vert (R/G) et Bleu et Vert (B/G).
L'algorithme est alors le suivant. On commence par interpoler
les pixels verts manquants par la méthode d'interpolation bili-
néaire proposée précédemment (section 2.2). Puis on calcule
pour les pixels rouges et bleus existants les teintes R/G et B/G.
On interpole ensuite de manière bilinéaire ces teintes, puis on
multiplie par les valeurs de G pour obtenir les valeurs de R et de
B correspondantes. 
Par exemple, pour l'interpolation du pixel bleu à la position











Dans une deuxième version, Cok [Cok87] propose d'utiliser le
logarithme de l'intensité des pixels, pour ramener la division à
une soustraction. En pratique, grâce à la fonction non linéaire de
l'intensité des pixels dans une image, cette méthode par sous-
traction pour le calcul des teintes donne de bons résultats. En
particulier, pour l'image que nous utilisons, elle résulte même en
une meilleure reconstruction. C'est donc celle-ci que nous utili-
sons pour implémenter cet algorithme. 
La Figure 5(a) montre le résultat de l'interpolation par la métho-
de de constance de teinte. Cette méthode est bien plus perfor-
mante que les deux précédentes, mais continue de présenter des
artefacts. Cet algorithme est fondamental à plusieurs titres.
D'une part, il est réutilisé dans de nombreuses autres proposi-
tions ([Laroche94, Hibbard95, Kimmel99]...). D'autre part, ce
qui fait son originalité et son pouvoir historique est qu'à partir
de cette proposition, la plupart des algorithmes proposé ne vont
plus utiliser de manière indépendante les canaux de couleurs,
mais vont exploiter les relations entre les canaux et plus parti-
culièrement leur intercorrélation.
2.5. Reconnaissance de forme
En parallèle de la méthode d'interpolation de teinte, Cok
[Cok86-2] propose une méthode d'interpolation basée sur la
reconnaissance des formes. En effet, l'hypothèse de constance
de teinte n'est plus valide à la frontière entre les objets. Ce pro-
blème est particulièrement important et a connu de nombreuses
propositions de solution. L'objectif de cette nouvelle méthode
est de classifier plusieurs types de formes de voisinage et de réa-
liser une interpolation différente suivant le type de voisinage.
D'après lui, cette méthode permet de repousser les erreurs d'in-
terpolation dans les zones texturées tel que l'observateur humain
ne peut les voire. Ceci étant, cette méthode est avant-gardiste de
nombreuses autres, tâchant d'améliorer l'interpolation des pixels
verts supposés responsables de l'échec partiel de la méthode de
constance des teintes. L'ensemble de ces méthodes pour les-
quelles l'algorithme s'adapte aux propriétés locales de l'image
sont appellés adaptatifs. 
Le texte original du brevet de Cok [Cok86-2] est difficile à
interpréter, nous avons donc plutôt utilisé celui de la référence
suivante [Cok94], qui implémente le même algorithme. Adams
[Adams95] décrit également cette méthode. Cok propose de
classer les voisinages 3 × 3 en contours, bandes et coins (voir
Figure 6). Pour interpoler le pixel vert X manquant, on applique
la méthode suivante :
1. Calculer la moyenne m des quatre plus proches voisins (voir
Figure 6) d'un pixel vert manquant. Classifier chacun de ces
pixels comme inférieur (L), supérieur (H) ou égal (E) à la
moyenne. Soient α ≥ β ≥ γ ≥ δ , les quatre pixels ordonnés
en décroissance de leurs valeurs, calculer M égale
(β + γ )/2 la médiane des quatre valeurs. 
2. Classifier le pixel à interpoler comme contour, bande ou
coin de la manière suivante :
- Si les quatre voisins sont formés de 3 pixels H et 1 L ou 3
L plus 1 H, le voisinage est un contour.
- Si le voisinage est composé de 2 H et 2 L adjacent deux à
deux, c'est un coin.
- Si le voisinage est composé de 2 H et 2 L opposés deux à
deux, c'est une bande.
traitement du signal 2004_volume 21_numéro spécial L'image numérique couleur 567
30 ans de démosaïçage
- Dans les cas où un ou plus des pixels est classifié égal à la
moyenne, c'est une bande si 2 H ou 2 L sont opposés deux à
deux, sinon, c'est un contour.
3. Pour un contour X = M
4. Pour une bande, soit x = 2M − S , X = C L I Pγβ (x)
5. Pour un coin, soit x = M − (S′ − M)/4, X = C L I Pγβ (x)
Où S , est la moyenne des huit pixels proches des quatre pre-
miers (label A de la Figure 6). S′ est la moyenne de quatre des
huit pixels proches suivants (label C de la Figure 6). Et




x si γ ≤ x ≤ β
β si β ≤ x
γ si x ≤ γ
Figure 5. (a) Méthode de constance des teintes (28.55dB). (b) Méthode de reconnaissance des formes (30.39dB).
Figure 6. Illustration des formes proposées par Cok, ainsi que
de l'utilisation des huit voisins dans le cas d'une bande 
et d'un coin.
Cet algorithme est utilisé uniquement pour les pixels verts, les
pixels rouges et bleus sont interpolés par la méthode de constan-
ce de teinte. Il en est de même pour la plupart des algorithmes
suivants. En effet, il est supposé que l'amélioration des algo-
rithmes de démosaïçage réside principalement dans l'améliora-
tion de l'interpolation des pixels verts. Les plans rouge et bleu
sont suffisamment bien reconstruits avec la méthode de constan-
ce de teintes.
Une illustration du résultat de l'interpolation avec cette métho-
de est montré sur la Figure 5(b). Les résultats sont meilleurs que
la méthode de constante des teintes basée sur une interpolation
bilinéaire du vert. Cependant, les résultats ne sont pas à la hau-
teur des suppositions de Cok. Plus tard, il a proposé des
méthodes d'interpolations linéaires des plans rouges et bleus uti-
lisant le plan vert comme correcteur [Cok91-1, Cok91-2] qui ne
sont pas détaillées ici.
L'utilisation du filtrage médian pour l'interpolation a également
été proposée par Freeman [Freeman88-1, Freeman88-2] avec un
algorithme beaucoup plus simple (quoique plus long à exécuter
avec Matlab) et de bons résultats de rendu. Dans sa version,
Freeman propose d'interpoler linéairement les pixels rouges,
verts et bleus pour remplir les matrices, puis d'appliquer un fil-
trage médian de voisinage 3 × 3 sur les différences de couleurs.
Dans notre implémentation, nous utilisons la médiane des pixels
voisins comme valeur interpolée. Cela nécessite de considérer
deux cas pour le rouge et le bleu, car si le pixel manquant est
vert ou non, le voisinage change.
Les pixels verts manquants sont tout d'abord interpolés en utili-
sant la médiane des quatre pixels verts voisins. Ensuite, les dif-
férences de couleurs rouge moins vert et bleu moins vert sont
calculées aux positions des pixels rouges et bleus existants puis
interpolé comme la médiane des quatre pixels voisins. Le résul-
tat de cet algorithme est présenté à la Figure 7(a).
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Acharya [Acharya00] a proposé récemment un algorithme utili-
sant le filtrage médian des pixels voisins pour la classification et
l'interpolation. Cette méthode n'est pas étudiée dans cet article.
2.6. Interpolation directionelle utilisant le gradient
L'algorithme de reconnaissance des formes présenté au para-
graphe précédent est assez complexe et nécessite de nombreux
traitements pour interpoler chaque pixel. Pour simplifier la clas-
sification et les différentes méthodes d'interpolation, Hibbard
[Hibbard95] utilise le gradient horizontal et vertical autour du
pixel manquant, calculé à partir des pixels voisins existants.
L'idée est de réaliser une interpolation le long des contours et
d'éviter une interpolation à travers eux. Par exemple, l'interpo-
lation du pixel vert à la position (4,4), est la suivante :
1. Calcul du gradient horizontal et vertical
H = |G43 − G45| et V = |G34 − G54|
2. Si H > V
G44 = (G34 + G54) /2
Sinon, si H < V
G44 = (G43 + G45) /2
Sinon,
G44 = (G43 + G45 + G34 + G54) /4
Il est important de noter que les méthodes utilisant le gradient
sont très utilisées dans le démosaïçage. Ces méthodes sont judi-
cieuses puisqu'à chaque pixel manquant dans la matrice de
Bayer, le gradient suivant deux directions est parfaitement
connu à partir des pixels existants. Le résultat de cette méthode
est présenté à la Figure 7(b).
Une dérivation de cette méthode est proposée dans [Laroche94],
où le gradient au pixel vert manquant est estimé à partir d'un
Figure 7. (a) Méthode de filtrage médian proposé par Freeman (30.54dB). (b) Méthode d'interpolation suivant la direction 
du gradient proposé par Hibbard (30.38dB).
voisinage de pixels rouge ou bleu suivant la couleur du pixel
présent à la position verte manquante correspondante. Par
exemple, pour l'interpolation du pixel vert à la position (4,4) il
suffit de changer la façon dont le gradient est calculé :
1. Calcul du gradient horizontal et vertical
H = |(R42 + R46) /2 − R44| et
V = |(R24 + R64) /2 − R44|
Le résultats de cette méthode de calcul est présenté sur la Figure
8(a).
2.7. Interpolation directionelle par le gradient corrigé du
Laplacien
Hamilton et Adams [Hamilton97] proposent d'utiliser d'autres
estimateurs pour la classification et l'interpolation des pixels.
Dans cette implémentation, ils utilisent un calcul de gradient sur
les pixels verts et de Laplaciens sur les pixels rouges ou bleus.
Leur méthode pour l'interpolation du pixel vert G44 est basée
sur l'algorithme suivant :
1. Calculer H = |G43 − G45| + |2R44 − R42 − R46| et
V = |G34 − G54| + |2R44 − R24 − R64|
2. Si H > V
G44 = (G34 + G54) /2 + (2R44 − R24 − R64) /4
3. Sinon, si H < V
G44 = (G43 + G45) /2 + (2R44 − R42 − R46) /4
4. Sinon,
G44 = (G43 + G45 + G34 + G54) /4
+ (4R44 − R42 − R46 − R24 − R64) /8
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Dans ce brevet, ils proposent également une méthode directio-
nelle pour l'interpolation des pixels rouges et bleus. Nous appli-
quons plutôt la méthode de constance des teintes. Un exemple
d'interpolation avec cette méthode est donnée à la Figure 8(b).
Nous voyons que cette méthode donne de très bons résultats
pour un temps de calcul raisonnable.
Adams et Hamilton [Adams96, Adams97-1] ont ensuite propo-
sé plusieurs méthodes plus sophistiquées, à partir de celle-ci,
proposant alors plusieurs autres types de classifications et d'in-
terpolateurs. Ces méthodes sont basées sur l'intégration des
caractéristiques de l'algorithme de constance de teintes. Plus
tard, Adams [Adams97-2, Adams98-1] donne une démonstra-
tion de l'utilisation du Laplacien comme correction de l'interpo-
lateur linéaire. Sa démonstration est forte intéressante parce
qu'elle décrit un modèle mathématique du voisinage des cou-
leurs dans le CFA qui fait intervenir la représentation en fré-
quences. Finalement, ils ont également proposé récemment
[Hamilton00] un nouvel algorithme basé sur un lissage de l'ima-
ge, une classification et une correction utilisant des filtres de
convolution. Cette méthode n'est pas traitée dans cet article.
3. Généralisation 
du démosaïçage
À partir des années 90, la définition d'une caméra numérique
comme micro-ordinateur embarqué avec processeur généraliste,
bus de données, mémoire vive, de masse, système d'exploitation
et système de gestion de fichiers se généralise. Les contraintes
Figure 8. (a) Méthode d'interpolation suivant la direction du gradient proposé par Laroche et al. (31.81dB). (b) Méthode proposée
par Hamilton et Adams, reconnaissance de formes par gradient vert corrigé du Laplacien de rouge ou bleu (34.20dB).
de traitement embarqué en ligne et temps-reel sont oubliées
laissant libre court à l'apparition de nouveaux algorithmes dont
la priorité est la meilleure reconstruction possible de l'image en
dépit parfois de la vitesse de calcul. Nous avons choisi de sépa-
rer la présentation de ces algorithmes, même si ceux-ci utilisent
souvent des résultats décris précédement et forment une conti-
nuité logique. 
Il existe deux catégories d'algorithmes dans cette génération.
Les algorithmes linéaires pour lesquels le traitement correspond
à un filtrage linéaire ou convolution avec un filtre et les algo-
rithmes non linéaires ou adaptatifs pour lesquels une implé-
mentation par convolution n'est pas possible. L'avantage des
algorithmes linéaires est qu'il sont facile à implémenter, la com-
plexité étant reportée dans le calcul du filtre. De plus, les pro-
cesseur modernes possèdent généralement des instructions spé-
cialisé pour la convolution, laquelle s'effectue en un cycle de
processeur par élément du filtre par pixel de l'image. L'avantage
des algorithmes non linéaires est la qualité de la reconstruction
par l'utilisation d'apriori sur les images, d'itérations ou de pro-
priétés locales dans les images. 
3.1. Interpolation linéaire à pondération variable
Les méthodes précédentes de reconnaissance de forme ou d'in-
terpolation directionnelles ont un temps de calcul qui dépend de
l'image considérée puisque l'algorithme est basée sur des condi-
tions, lesquelles peuvent prendre un temps d'exécution différent.
D'autre part, il y a une séparation entre la partie classification
faite en amont et la partie interpolation qui nécéssite une double
lecture de l'image. Pour contourner ces effets, il a été proposé
d'utiliser des méthodes d'interpolation linéaires généralisées qui
intègrent la classification et l'interpolation. Par exemple pour
interpoler le pixel vert à la position (4,4) on applique :
G44 = E43G43 + E45G45 + E34G34 + E54G54E43 + E45 + E34 + E54 (4)
Où Ei j est un fateur de pondération calculé sur l'image. Si ce
facteur correspond à un estimateur de contour au point considé-
ré, l'interpolation s'adapte automatiquement au contour de l'ima-
ge. Cette démarche est adoptée par de nombreuses études. En
particulier, [Lu03] propose une implémentation pour laquelle
un principe de constante de teinte est réalisé. D'autre part,
[Li01] décrit une méthode où l'estimation des seuils correspond
à une calcul de la covariance dans les images à plus basses réso-
lutions. Ces méthodes ne seront pas décrites dans cet article.
Dans son article, Kimmel [Kimmel99] propose une fonction de
mesure de contour pour Ei, j, construite à partir des gradients.
Pour l'interpolation d'un pixel P 1 à la position (i, j) , on utilise
la formule de l'Équation 4 précédente, avec :
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Ei+k, j+ = 1√1 + D(Pi, j )2 + D(Pi+k, j+)2 (5)
avec k ∈ [ −1 0 1 ] et  ∈ [ −1 0 1 ]
avec D, les gradients horizontaux, verticaux et diagonaux défi-
nis par :
Dx (Pi, j ) = Pi, j−1 − Pi, j+12 Dy(Pi j ) =
Pi−1, j − Pi+1, j
2
Dxd(Pi, j ) = Pi−1, j+1 − Pi+1, j−12√2 (6)
Dyd(Pi, j ) = Pi−1, j−1 − Pi+1, j+12√2
Sa méthode utilise également l'algorithme de constance de tein-
te et une iteration pour améliorer la convergence de la constan-
ce de teinte. Notons que les différences sont toujours calculées
à partir du même plan de couleur. Si le pixel Pi, j est vert dans
le CFA, alors les pixels utilisés sont verts et seuls les gradients
diagonaux sont calculés pour l'interpolation des pixels rouges et
bleus à cette position. Le détail de l'algorithme est à consulter
dans la publication originale. Un exemple de reconstruction
avec cet algorithme est présenté sur la Figure 9(a).
Muresan et Parks [Muresan02] proposent une interpolation dif-
férente pour les pixels verts à la première étape, utilisant une
méthode de récupération optimale basée sur l'estimation d'un
métrique à partir d'un ensemble d'entraînement.
De nombreux auteurs proposent des algorithmes qui peuvent
être classés dans cette catégorie. Par exemple, Mukherjee et al.
ajoutent une contrainte de mémoire, utilisant 2 ou 3 lignes de
l'image pour réaliser l'interpolation. 
3.2. Reconstruction par filtrage direct dans le CFA
La méthode que nous présentons dans cette section n'est pas ou
peu citée dans la littérature. Cependant, elle est particulièrement
intéressante puisqu'elle est linéaire et qu'elle donne de bons
résultats. De plus, c'est à la connaissance de l'auteur, la premiè-
re méthode qui propose une interpolation directement dans
l'image CFA, considérant le voisinage de l'ensemble des pixels
R, G, B sans réaliser au préalable une séparation des canaux.
Cette méthode est basée sur les travaux de E. Martinez-Uriegas,
qui travailla avec Ingling sur un modèle de multiplexage spatio-
temporel de la luminance et de la chrominance dans la rétine
humaine [Ingling83]. En fait, la méthode que nous présenterons
dans la dernière section (4) a suivi le même cheminement, de la
modélisation biologique à son application au traitement d'ima-
ge. Curieusement, elle est également basée sur une estimation
directement dans l'image CFA. 
Martinez-Uriegas avait déjà proposé une méthode de compres-
sion d'image basée sur le multiplexage spatio-chromatique qui a
donné lieu à un précédent brevet [Martinez95]. Il a également1. Ici nous supposons ne pas connaître la couleur du pixel et l'appelons P.
proposé avec ses collaborateurs une méthode de calcul de super
résolution [Peters96] d'une image avec trois composantes par
pixels. Le principe de cette méthode est d'arranger en voisinage
les trois composantes couleurs d'une image couleur pour obte-
nir une image de type CFA. Ensuite, un algorithme de demosaï-
çage peut être utilisé pour reconstruire une image couleur à plus
grande résolution. Enfin, il propose une méthode de démosaïça-
ge que nous détaillons ici.
Dans cette méthode, les auteurs [Crane99] proposent d'utiliser
des filtres de convolution qui s'appliquent directement dans
l'image CFA pour interpoler chacun des plans couleur. En fait,
il faut plusieurs filtres pour interpoler un plan, suivant le type de
voisinage du pixel à interpoler. Ils décrivent également dans ce
brevet une méthode simple pour la détermination des filtres
basée sur un critère de constante de teinte qui est une simplifi-
cation de l'algorithme présenté dans [Martinez95]. Dans leur
brevet, une implémentation pour une matrice particulière appe-
lée Chromaplex est détaillée. Nous donnons ici la transposition
pour la matrice de Bayer. Considérons, par exemple, l'interpola-
tion du pixel rouge à la position (3,3) de la figure 2. Appelons
par des lettres minuscules les pixels devant être interpolés et par
des lettres majuscules les pixels existant déjà dans l'image CFA.
L'exploitation de l'hypothèse de constance de teinte est réalisée
de la manière suivante :
r33 = B33 − B¯ + R¯ (7)
Où B¯ et R¯ sont les moyennes de bleu et de rouge dans le voisi-
nage. Ces moyennes peuvent être exprimées à l'aide de pixels
existants ou non existants dans le voisinage. On peut écrire :
r33 = B33 − [B33 + B31 + B13 + B35 + B53] /5
+ [R22 + R24 + R42 + R44] /4 (8)
En multipliant cette équation par 20, on obtient le filtre corres-





0 0 −4 0 0
0 5 0 5 0
−4 0 16 0 −4
0 5 0 5 0
0 0 −4 0 0

 (9)
Il est à noter qu'il existe plusieurs possibilités pour la détermi-
nation du filtre. Dans l'exemple précédent, on aurait pu utiliser
les pixels b23, b32, b43 et b34, au lieu de B33, B31, B13, B53, qui
bien qu'inexistants, peuvent être déterminés par la même métho-
de. De cette manière, on peut étendre la taille des filtres à volon-
té. Pour ce travail, nous avons essayé plusieurs filtres et conser-
vé uniquement ceux qui donnent le meilleur résultat pour l'ima-
ge que nous utilisons.
Pour le cas du CFA de Bayer, nous avons plusieurs possibilités
à étudier. L'exemple précédent (Equ. 9) peut être utilisé pour
l'interpolation des pixels rouges aux points bleus et l'interpola-
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tion des pixels bleus aux points rouges. Le premier filtre suivant
(Eq. 10) sera utilisé pour interpoler les pixels rouges aux posi-
tions (2,3), (4,5), car les pixels rouges voisins sont disposés
horizontalement, ou bleus aux positions (3,2) et (3,4) pour la
même raison.
Le deuxième filtre sera utilisé pour l'interpolation des pixels
rouges aux positions (3,2), (3,4) et bleus (2,3), (4,3). Le troisiè-
me filtre sera utilisé pour l'interpolation des pixels verts à toutes





0 0 −4 0 0
0 5 0 5 0
−4 −16 12 −16 −4
0 30 64 30 0
−4 −16 12 −16 −4
0 5 0 5 0







0 0 −4 0 −4 0 0
0 5 −16 30 −16 5 0
−4 0 12 64 12 0 −4
0 5 −16 30 −16 5 0







0 0 4 0 4 0 0
0 −5 0 −10 0 −5 0
4 0 −8 25 −8 0 4
0 −10 25 60 25 −10 0
4 0 −8 25 −8 0 4
0 −5 0 −10 0 −5 0
0 0 4 0 4 0 0


La Figure 9(b) montre un exemple de démosaïçage par cette
méthode. Nous voyons que les résultats sont satisfaisants pour
un effort de calcul réduit.
3.3. Démosaïçage utilisant un modèle de formation d'image
Il existe plusieurs articles utilisant un modèle de formation
d'image pour la restauration d'image. Dans [Angelopoulos94],
cette méthode est utilisée pour la restauration des images dégra-
dées par un flou de mouvement (motion-blur) et un bruit
Gaussien de valeur moyenne nulle. Les bases du modèle d'ima-
ge couleur sont données dans cette référence. Elles incluent la
gestion des trois plans couleurs dans une représentation matri-
cielle, tenant compte de la fonction d'étalement ponctuelle
(PSF) de l'optique de la caméra. L'objectif est d'appliquer une
déconvolution pour retrouver les caractéristiques de la lumière
incidente. La solution consiste à inverser numériquement le
modèle de formation d'image par minimisation de l'erreur
moyenne au carré (MMSE) entre l'image reconstruite et une
référence.
Dans le cas des images CFA, l'application des modèles de for-
mation d'image a tout d'abord été étudiée dans le cas d'une
méthode Bayésienne. D. Brainard [Brainard94, Brainard95],
propose le modèle d'image suivant :
y = Sx + e (11)
Où y représente l'image échantillonnée par le capteur de la
caméra avec une matrice de filtres couleurs dépliée en vecteur
colonne. x est un vecteur colonne formé de la représentation
dépliée de l'image incidente i(x,y,λ). S est une matrice com-
posée des vecteurs colonnes formés de la représentation dépliée
des champs récepteurs de chacun des types de capteur (R, G, B)
dans la caméra, s(x,y,λ). Cette matrice permet de représenter
le sous échantillonnage dû à la matrice de filtres couleurs. 
e représente le bruit du capteur.
Le problème consiste à estimer le vecteur xˆ à partir du vecteur
de l'image échantillonnée déplié y, xˆ = f (y). Pour cela, on cal-
cule la distribution de probabilité a posteriori p(x|y) qui déter-
mine la distribution de probabilité de x sachant y. On utilise la
règle de Bayes pour estimer cette distribution de probabilité de
la manière suivante :
p(x|y) = p(y|x)p(y) (12)
Où p(x) est la distribution a priori qui représente la vraisem-
blance de rencontrer chaque image possible. Cette distribution
relate ce qui est connu de l'image avant de savoir ce que le cap-
teur a mesuré. Brainard justifie que l'a priori est souvent utilisé
dans les méthodes de reconstruction. Par exemple un filtre
passe-bas comme l'interpolation bilinéaire est basé sur l'a prio-
ri que l'image ne contient pas de fréquences au-delà de la limi-
te de Nyquist du capteur. La seconde distribution de probabilité
est la vraisemblance des données du capteur sachant l'image
captée. Cette vraisemblance est une spécification du modèle de
l'image. Dans ce cas, cette distribution est donnée directement
par l'équation 11 et s'écrit :
572 traitement du signal 2004_volume 21_numéro spécial L'image numérique couleur
30 ans de démosaïçage
p(y|x) = N (Sx,Ke) (13)
Où N (Sx,Ke) est la distribution normale de moyenne Sx et de
variance Ke, variance du bruit du capteur.
Pour estimer la distribution a priori, Brainard utilise un modèle
linéaire d'image incidente, x = Bw, où chaque image peut se
décomposer comme une somme pondéré w d'images de bases
B. Il suppose également que w suit une loi Normale multi
variable de moyenne uw et de covariance Kw. Dans ce cas, la
distribution a priori, p(x) , s'exprime par :
p(x) = N(Buw,BKwBT ) (14)
Dans sa proposition, Brainard prend comme modèle de forma-
tion de l'image, la transformation d'une image couleur en trois
composantes par pixel en une image avec une seule composan-
te par pixel et le bruit du capteur. Taubman [Taubman00] pro-
pose d'inclure aussi le filtrage passe-bas de la fonction d'étale-
ment ponctuelle de l'optique de la caméra. Le modèle d'image
est basé sur un super pixel, ou cellule de base, qui, dans le cas
de la matrice de Bayer, est composé d'un voisinage 2 × 2. Par
cette méthode, il évite d'expliciter précisément l'influence de la
matrice dans la formation de l'image. Le modèle est le suivant :
y[n] = T[n] ∗ x[n] + δ[n] yˆ(w) = Tˆ(w)xˆ(w) + δˆ(w) (15)
La forme du modèle dans l'espace et dans le domaine de Fourier
est donnée. Où T[n] est la réponse impulsionnelle du modèle de
caméra incluant l'optique et le mosaïçage, et Tˆ(w) sa transfor-
mée de Fourier. y[n] est l'image représentée en vecteur colonne
mesurée par le capteur, x[n] l'image incidente et δ[n] le bruit du
capteur. La solution optimale est donnée dans le domaine de
Figure 9. (a) Méthode proposée par Kimmel (33.20dB). (b) Méthode proposée par Crane et al. (31.20dB).
Fourier par :
xˆL L M SE (w) = Fˆ(w)yˆ(w) avec Fˆ(w) = xy(w)−1y (w) (16)
Où xy(w) et y(w) sont des densités spectrales de puissance
estimées à partir de la transformée de Fourier des matrices d'in-
tercorrélations entre l'image incidente et l'image mesurée. Cette
solution est la solution optimale au sens de Wiener. Cependant,
elle nécessite l'inversion et la manipulation de matrices de gran-
de dimension. Le modèle matriciel utilisé impose de déplier les
images couleurs de dimension H W × 3 en vecteur de taille
3H W × 1. La minimisation est donc effectuée par une inver-
sion d'une matrice 3H W × 3H W , qui n'est pas réalisable sim-
plement. Dans son article, Taubman propose d'utiliser un critè-
re d'invariance d'échelle qui permet de calculer l'estimateur
LLMSE de manière à avoir une transformée de Fourier continue
et simplifier le calcul de la solution. Il propose également d'uti-
liser un filtrage F de support fini pour la reconstruction. Il en
découle une méthode pratique d'implémentation de la solution.
Trussell [Trussell01, Trussell02] propose également un autre
modèle d'image qui donne explicitement le sous-échantillonna-
ge par la matrice de filtre couleur. Son modèle s'écrit :
y = C [HST x + η] (17)
Où C représente le produit de Kronecker des matrices de sous-
échantillonage unidimensionnelles composées de 0 et de 1 dans
la diagonale. H représente le filtrage optique, ST la transforma-
tion de l'image incidente, définie pour chaque longueur d'onde
discrète en un ensemble réduit de composante correspondant à
l'échantillonnage en longueur d'onde par les sensibilités spec-
trales des filtres et η le bruit d'échantillonnage. La solution
revient à trouver une matrice de convolution D telle que l'erreur
moyenne au carré 
(D) = E {‖x − Dy‖2} soit minimum. La
solution est donnée par :
D = KxxλSHT CT
[
CHST KxxλSHT CT + CKnnCT
]−1 (18)
Où Kxxλ est la matrice d'autocorrélation pour les dépendances
spatiales et de longueur d'onde de l'image originale. Cette solu-
tion parait simple, mais comme précédemment, elle nécessite
l'inversion de matrices très grandes. Dans son travail, Trussell
arrive à réduire le problème en utilisant la transformée de
Fourier. La solution nécessite une transformée de Fourier de
chaque plan couleur et 16 × 16 inversions de matrices dans le
cas de la matrice de Bayer. 
Ces méthodes basées sur un modèle statistique et de minimisa-
tion de l'erreur ne sont pas faciles à implémenter, spécialement
à cause de la dimensionnalité du problème. Pour cette raison,
nous ne proposons pas de comparaison pour ces méthodes. De
même, il n'y a pas, dans les publications correspondantes, de
simulations effectuées et présentées. 
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3.4. Méthodes non linéaire de dé-aliasing
Comme nous l'avons déjà discuté dans la section 2.3, les arte-
facts lors du démosaïçage sont une conséquence de l'aliasing.
Topfer et al. [Topfer98] décrivent les motifs d'aliasing dans les
plans rouge, vert et bleu sous échantillonnés selon la matrice de
Bayer, en utilisant la transformée de Fourier. Ils montrent qu'il
existe deux types d'artefacts, un lissage à cause de l'interpola-
tion des pixels manquants utilisant les pixels voisins et l'appari-
tion de fausses couleurs, conséquentes à la violation du théorè-
me d'échantillonnage et au décalage des pixels des plans cou-
leur. Ansi, l'aliasing fait apparaître, à la reconstruction, des
basses fréquences qui n'existaient pas auparavant et le décalage
des pixels entre rouge, vert et bleu fait apparaître des lignes et
des textures de couleur. Ils proposent ensuite une relecture des
grandes classes d'algorithmes au regard des motifs d'aliasing et
des méthodes d'interpolation.
Topfer et al. justifient que les méthodes linéaires sont limitées
puisqu'elles ne peuvent pas réaliser de dé-aliasing et discutent
de l'avantage des méthodes non linéaires telles que celles basées
sur la constance de teinte et la reconnaissance de formes. Mais,
hormis les travaux de Adams, les méthodes de reconnaissance
de formes sont construites intuitivement et ne sont pas basées
sur une description explicite de l'aliasing. Goltzbach et al.
[Goltzbach01] proposent une méthode de dé-aliasing directe-
ment issue des motifs d'alaising pour laquelle les hautes fré-
quences du plan vert sont artificiellement ajoutées au signaux
rouge et bleu. En fait, on retrouve cette idée bien auparavant
dans le brevet de Dillon et Bayer [Dillon79-2] pour lequel un
filtrage passe-bas du vert est utilisé pour calculer les hautes fré-
quences du vert qui sont ensuite ajoutées aux signaux rouge et
bleu. La Figure 10(a)(b) illustre les motifs d'aliasing pour les
plans rouges, verts et bleus. La Figure 10(c) montre les filtres
idéaux pour la récupération des hautes fréquences du vert dans
les directions horizontales et verticales.
Dans leur article, Goltzbach et al. ne donnent pas de détails sur
les filtres utilisés. Nous avons donc choisi nos propres filtres
pour l'estimation des hautes fréquences du vert à ajouter au
rouge et bleu. Un exemple de reconstruction est donné à la
Figure 9. Le résultat n'est pas très satisfaisant pour une métho-
de qui est supposée permettre de réduire l'aliasing. Mais cela
tient certainement à notre choix de filtre, en notant cependant
que ces filtres sont difficiles à réaliser.
3.5. Autres méthodes
Il existe de nombreuses autres méthodes dont nous ne donne-
rons pas le détail dans cet article, mais qui méritent d'être citées
tout de même.
Gupta et Chen [Gupta01] utilisent un algorithme de filtrage
médian vectoriel pour le démosaïçage. Pour cela, ils définissent
un pseudo pixel composé des trois valeurs voisines contenant
une valeur de pixel rouge, vert et bleu. Ils définissent ensuite un
vecteur de huit pseudo pixels pour interpoler les pixels rouges et
bleus lorsque le vert est présent et seize pseudo pixels pour le
cas où le rouge et le bleu sont présent. Les valeurs interpolées
correspondent à un vecteur à trois composantes rouge, vert et
bleu correspondant au minimum de la distance Euclidienne avec
les vecteurs de pseudo pixels. Cette méthode semble donner de
bons résultats, mais la méthode de détermination du vecteur
minimisant la distance avec le vecteur de pseudo pixels n'est pas
décrite précisément et risque d'être coûteuse en temps de calcul.
Une méthode basée sur des gradients sophistiqués dans plu-
sieurs directions a été proposée par Chang et al. [Chang99].
Cette méthode semble donner des résultats meilleurs que celle
de Hamilton et Adams [Hamilton97] d'après les auteurs. Lu et
Tan [Lu01] donnent une extension de cette méthode en utilisant
plusieurs couches sélectionnées à partir d'une segmentation de
l'histogramme des plans couleurs. Kuno et al. [Kuno99] propo-
sent une méthode de classification de formes basée sur un seuil
de gradient et utilisant les basses fréquences horizontales et ver-
ticales pour l'interpolation du vert. Weerashinghe et al.
[Weerasinghe02] séparent le canal vert en deux canaux, un,
formé des pixels verts sur les lignes contenant des pixels rouges,
et l'autre, formé des pixels verts sur les lignes contenant des
pixels bleus. Les pixels verts existants dans le CFA original sont
remplacés par la médiane des pixels verts voisins. Ensuite, une
interpolation utilisant le gradient est réalisée.
Keren et Osadchy [Keren99] utilisent une approche de régulari-
sation conjointement à une technique pour forcer la corrélation
entre les canaux de couleur. Leur article fait également une
revue de l'utilisation des méthodes de régularisation pour le trai-
tement d'images couleurs. Lee et al. [Lee01] utilisent l'interpo-
lation basée sur des B-splines. Go et al. [Go00] utilisent un
réseau de neurone de type perceptron à trois couches. Tao et al.
[Tao99] utilisent la transformée en ondelettes pour l'interpola-
tion. Finalement, Ramanath et al. [Ramanath03] utilisent des
filtres bilatéraux.
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3.6. Méthodes de restauration d'image
Il existe également de nombreuses méthodes qui ne sont pas à
proprement dites des méthodes de démosaïçage, puisqu'elles
nécessitent une initialisation consistant à interpoler préalable-
ment les pixels manquants par une méthode de démosaïçage.
Ces algorithmes réalisent alors une correction sur les pixels pré-
cédemment interpolés pour améliorer significativement la qua-
lité de l'image. Par exemple, Kimmel [Kimmel99] propose une
procédure de rehaussement basée sur une diffusion de flux ani-
sotrope utilisant la dérivée directionnelle inverse et l'équation de
la chaleur comme diffusion le long des contours. 
Plusieurs méthodes de correction sont proposées dans la littéra-
ture. Il en est une qui donne de très bons résultats [Gunturk02].
Elle est basée sur la copie des hautes fréquences spatiales du
vert sur les canaux rouges et bleus comme proposé précédem-
ment par Goltzbach et al. [Goltzbach01] et Dillon et Bayer
[Dillon79-2] et une projection sur des espaces contraints
(Projection on constraint set – POCS). Les auteurs justifient par
des simulations que la corrélation des hautes fréquences spa-
tiales entre les différents canaux couleurs est très grande et
qu'on peut donc utiliser les hautes fréquences du vert pour aug-
menter artificiellement la résolution du rouge et du bleu. Cette
méthode utilise une décomposition en ondelettes pour séparer
les hautes fréquences des basses fréquences dans les plans cou-
leurs. Soit S(n1,n2) un plan couleur la décomposition à l'analy-
se est définie par :
(Wi j S)(n1,n2) = hi (n1) ∗
[
hj (n2) ∗ S(n1,n2)
] (19)
Avec i ∈ [0,1], j ∈ [0,1] et h0 = [ 1 2 1 ] /4 et
h1 = [ 1 −2 1 ] /4 . (W00S) est la sous bande basses fré-
quences et (W10S) , (W01S) , (W11S) sont les sous bandes de
détails horizontaux, verticaux et diagonaux. À la synthèse, la
Figure 10. Motifs d'aliasing dans le cas de la matrice de Bayer. Le grand carré représente la limite de Niquist pour la fréquence
d'échantillonnage du capteur, toutes couleurs confondues. (a) Motif d'aliasing pour les plans rouge et bleu. (b) Motif d'aliasing
pour le plan vert. (c) Filtre passe-haut idéal pour l'extraction des hautes fréquences horizontales (H) et verticales (V) du plan vert.
décomposition est définie comme suit :
(Ui j X)(n1,n2) = gi (n1) ∗
[
gj (n2) ∗ X (n1,n2)
] (20)
Où g0 = [ −1 2 6 2 −1 ] /8
et g1 = [ 1 2 −6 2 1 ] /8.
Les auteurs définissent deux espaces contraints, d'une part l'es-
pace des pixels existants dans le CFA, ou observation S et un
projecteur Co , qui force les valeurs interpolées à respecter les
pixels existants à l'origine dans le CFA et, d'autre part, l'espace
du détail et son projecteur Cd qui force les hautes fréquences
spatiales du rouge et du bleu à ressembler à celles du vert.
Co = {S(n1,n2) : S(n1,n2) = O(n1,n2) ∀(n1,n2) ∈ S, S = R,G,B}
Cd =
{
S(n1,n2) : |(Wk S)(n1,n2) − (Wk G)(n1,n2)|  T (n1,n2)
∀ (n1,n2) ∈ S, for all k = 2,3,4 and S = R,B
}
(21)
L'algorithme est itératif appliquant successivement les projec-
tions sur les deux espaces contraints. Il débute par une initialisa-
tion des pixels manquants, bilinéaire ou utilisant un algorithme
plus complexe tel que celui de Hamilton et Adams [Hamilton97]
pour les pixels verts. Ensuite on construit une version sous-
échantillonnée des pixels bleus en utilisant les pixels existants.
On construit une version des pixels verts pré-interpolés au posi-
tions des pixels bleus. On décompose ensuite ces matrices sous-
échantillonées suivant l'équation 19. On copie les sous bandes du
canal bleu sur les sous bandes du canal vert. Cela revient à
considérer T (n1,n2) = 0 dans (21). On reconstruit les pixels
verts sous-échantillonnés par synthèse en utilisant l'équation 20
et G = U1G +
∑
i Ui B que l'on copie dans la matrice du canal
vert au bonnes positions. On répète ensuite cette procédure pour
les pixels verts au points rouge.
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Ensuite, on applique la projection de détail en effectuant cette
opération pour les canaux rouge et bleu à l'aide de l'ensemble
des pixels verts estimés précédement, puis on projette sur les
observations en remplaçant les pixels rouges et bleus existants.
On recommence ensuite ces opérations jusqu'à ce qu'un critère
d'arrêt soit atteint.
Dans leur article, les auteurs discutent plusieurs versions de cet
algorithme, suivant le choix de T (n1,n2), le niveau de décom-
position en ondelette et le nombre d'itérations de l'algorithme.
Dans notre implémentation, nous utilisons T (n1,n2) = 0, un
seul niveau de décomposition en ondelette et huit itérations. Par
contre, nous comparons l'influence de l'initialisation entre l'op-
tion bilinéaire ou par classification de formes suivant le gradient
corrigé par le Laplacien. Les figures 11(b), 12(a) présentent les
résultats pour les deux initialisations.
4. Démosaïçage par
sélection de fréquences
Les détails du modèle et de l'algorithme peut-être trouvé dans
[Herault96, Alleysson01, Alleysson02, Alleysson03,
Alleysson04]. Nous ne donnons ici que quelques résultats pour
illustrer la discussion. On peut définir de manière équivalente
une image couleur comme un vecteur à trois dimensions pour
chaque pixel où un scalaire de luminance plus un vecteur à trois
composantes contenant la chrominance codée en opposition de
couleur. Contrairement à une image couleur, une image acquise
à travers un CFA est déjà une image scalaire contenant une seule
composante couleur par pixel. Cela peut s'exprimer comme la
projection de l'image couleur sur le vecteur unitaire [1 1 1] dans
Figure 11. (a) Méthode proposée par Goltzbach et al. (29.63dB. (b) Méthode de projection alternée proposée par Gunturk et al. 
avec une initialisation bilinéaire (33.52dB).
l'espace couleur qui peut s'écrire en terme de luminance et
chrominance comme suit :














Avec i ∈ {R,G,B}, pi est la proportion de chaque couleur i
dans le capteur. Les fonctions m˜i sont des fonctions de modula-
tions qui définissent le sous échantillonage des pixels dans cha-
cun des plans i. Ces fonctions sont périodiques dans tout cap-
teur ayant un arrangement régulier des filtres de couleur.
Chaque composante couleur Ci correspond à l'échantillonnage
des variables spatiales (x,y) et de longueur d'onde λ de l'irra-
diance incident E(x,y,λ) à travers une fonction de sensibilité
spectrale ϕi (λ) donnée par la caractéristique des filtres de cou-





(x,y) représente la luminance de l'image couleur origi-
nale avant le mosaïçage et C F A représente la chrominance
dans le CFA. Nous voyons que ce modèle prédit que la partie
luminance dans le cas d'une image CFA est équivalente à la
luminance définie dans le cas d'une image couleur. Seule la
chrominance est sous échantillonnée par les fonctions de modu-
lations. Intuitivement, cela peut s'interpréter de la manière sui-
vante. Chaque couleur R, G ou B contient une partie de l'infor-
mation d'intensité lumineuse, la luminance, et une partie de l'in-
formation chromatique correspondant à sa sensibilité chroma-
tique. La luminance est donc définie avec le maximum de réso-
lution spatiale puisqu'elle est portée par chaque pixel. Une
conséquence directe de ce modèle est que la luminance n'est pas
sujette à l'interpolation et peut être estimée directement dans
l'image CFA. Nous voyons ici l'importance d'utiliser la matrice
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de filtre couleur dans son ensemble comme préalablement pro-
posé par Crane et al. [Crane99].
À partir du modèle d'image CFA, nous pouvons calculer la
transformée de Fourier pour connaître la représentation en fré-
quences des composantes luminance et chrominance. Lorsque
les fonctions de modulation sont périodiques (cas de Bayer),
elles peuvent s'exprimer avec des fonctions cosinus, leurs trans-
formées de Fourier s'expriment avec des distributions de Dirac.
Les distributions de Dirac ont la propriété de translation en fré-
quence des spectres des signaux R, G et B. Finalement, le
spectre d'une image CFA suivant la matrice de Bayer est com-
posée d'un arrangement des fréquences spatiales comme illustré
sur la Figure 13. Sur cette figure, nous voyons que l'énergie dans
le spectre de Fourier d'une image CFA est répartie en neuf
régions. Une au centre et huit sur les bords et dans les coins du
spectre. En regardant précisément les valeurs de ces neuf
signaux, nous voyons que celui au centre est composé de la
luminance et les autres d'oppositions chromatiques.
La forme du spectre de Fourier (Figure 13) d'une image CFA
montre que le démosaïçage peut être réalisé en estimant la
luminance et la chrominance dans le spectre de Fourier par
sélection des fréquences correspondantes. Cette sélection peut
se réaliser par filtrage linéaire uniforme en utilisant par exemple
le filtre defini par l'equation 23 pour l'estimation de la luminan-
ce. Ensuite les chrominances peuvent-être interpolées par filtra-
ge bilinéaire en utilisant les filtres de l'équation 2.
La Figure 13 montre également que la notion d'aliasing dans
une image CFA n'est pas exactement la même que lorsqu'on
considère chacun des plans couleurs du CFA pris séparément et
dans lequel on a ajouté des zéros, comme le font Topfer et al.
[Topfer98]. En effet, si l'on considère l'image CFA en entier,
nous voyons que le phénomène d'aliasing intervient entre la
Figure 12. (a) Méthode de Gunturk avec une initialisation du canal vert avec la méthode de Hamilton et Adams (36.94dB). 
(b) Méthode par sélection de fréquence (34.39dB).
luminance et la chrominance. Les signaux de luminance et de
chrominance doivent partager le spectre de Fourier pour leur
propre représentation. Lorsque ces signaux se recouvrent, il y a
aliasing. Cet aliasing empêche de séparer de manière parfaite
l'information de luminance de celle de chrominance et les algo-
rithmes de démosaïçage sont un compromis entre la qualité de
l'estimation de luminance et celle de chrominance.
Lors de l'application d'un algorithme de démosaïçage dans un
cas où il y a de l'aliasing, il est possible que certaines informa-
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tions de luminance soient extraites dans le signal de chrominan-
ce et vice et versa. Il y a donc quatre artefacts possibles dans les
algorithmes de démosaïçage, deux de plus que prévu par Topfer
et al. [Topfer98]. Si l'on sous estime l'information de luminance,
elle est trop passe-bas, c'est l'effet de lissage. Au contraire, si l'on
surestime la luminance, il est possible que des informations de
chrominance perturbent ce signal, il apparaît dans ce cas un effet
de grille. La même chose s'applique sur la chrominance. Si l'on
sous estime la chrominance, il apparaît un effet de couleur d'eau
pour lequel la couleur des objets passe outre leurs frontières. Si
l'on surestime la chrominance, un effet de fausses couleurs appa-
raît engendré par le bruit des hautes fréquences de luminance sur
la chrominance. La figure 14 montre une illustration de ces arte-
facts. La plupart des algorithmes historiques présente les arte-
facts de lissage excessif et de fausses couleurs (ex bilinéaire),
montrant une sous estimation de la luminance, et la présence de
hautes fréquences de luminance dans le signal de chrominance.
Les algorithmes récents montrent plutôt des effets de grille et de
couleur d'eau ([Longere02]).
La Figure 13 montre également que le maillage de Bayer consti-
tue l'arrangement spatial optimal de trois couleurs sur une grille
carrée en terme de réduction d'aliasing. En effet, l'énergie de la
chrominance dans le spectre est située dans les coins et les bords
du spectre, le plus éloigné possible du centre du spectre où est
représentée la luminance, maximisant la possibilité de représen-
ter la chrominance et la luminance dans le spectre sans aliasing.
Ceci est dû au fait que la fréquence d'échantillonnage minimale
de chaque couleur dans la matrice de Bayer est supérieure à un
demi dans la direction horizontale, verticale et diagonale. Tout
autre arrangement ayant une fréquence d'échantillonnage mini-
male supérieur à cette valeur pour une des couleurs dans une des
directions sera sous optimal. Il n'y a pas, à la connaissance de l'au-
teur, d'autres matrices à géométrie carrée ayant cette propriété.
Nous avons montré par ailleurs que la population double de
pixels verts n'améliore pas la qualité de reconstruction de la
(CR+2CG+CB)/16 
(CR–2CG+CB)/16 (CR–CB)/8 
Figure 13. Représentation de l'énergie dans le spectre de la
transformée de Fourier d'une image CFA. On distingue neuf
régions où l'énergie est concentrée. Au centre, l'énergie du
signal de luminance est concentrée et sur les bords et dans les
coins l'energie du signal de chrominance.
Figure 14. Illustration des artefacts lors de l'utilisation des algorithmes de démosaïçage. 
(a) Lissage excessif. (b) Effet de grille. (c) Couleur d'eau (d) Fausses couleurs.
luminance [Alleysson04], contrairement à ce que pensait Bayer
et qui a été entretenu depuis lui sans vérifications. En effet, le
spectre de l'image CFA contient la transformée de Fourier du
signal CR − CB au milieu de chaque bord du spectre. Or cette
région est celle où la possibilité d'aliasing avec les hautes fré-
quences horizontales et verticales de la luminance est la plus
grande. Les énergies de la chrominance située dans les coins
(spectre de CR − 2CG + CB) sont moins sujettes à l'aliasing,
puisque la diagonale est plus grande que les cotés dans un carré
et que les hautes fréquences diagonales de la luminances sont
moins nombreuses que les horizontales et verticales. Il est donc
important de réduire la largeur de bande du signal CR − CB .
Une manière de faire cela est de modifier la proportion des cou-
leurs dans la matrice. En effet, si l'on échange par exemple le
rôle du vert et du bleu dans la matrice, c'est-à-dire en fabriquant
une matrice ayant deux fois plus de pixels bleus que de verts et
de rouges, on aura CR − CG dans les bords du spectre. Or, les
signaux rouge et vert sont plus corrélés que les signaux rouge et
bleu, car les fonctions de sensibilité spectrales des filtres rouge
et vert sont très proches. Donc, comme nous l'avons montré
[Alleysson04, Web], la reconstruction est meilleure si l'on utili-
se une matrice arrangée spatialement comme celle de Bayer,
mais avec deux fois plus de bleus que de rouge et de vert.


0 0 0 0 1 0 1 0 0 0 0
0 0 0 −1 0 2 0 −1 0 0 0
0 0 1 1 2 1 2 1 1 0 0
0 −1 1 −5 3 −9 3 −5 1 −1 0
1 0 2 3 1 7 1 3 2 0 1
0 −2 1 −9 7 104 7 −9 1 −2 0
1 0 2 3 1 7 1 3 2 0 1
0 −1 1 −5 3 −9 3 −5 1 −1 0
0 0 1 1 2 1 2 1 1 0 0
0 0 0 −1 0 2 0 −1 0 0 0





Un résultat de l'interpolation par cette méthode est donné sur la
Figure 12. 
5. Résultats
Dans cette section nous présentons les résultats pour une base
de données de 23 images de la base Kodak 2. En testant les algo-
ritmes sur plusieurs images, l'effet d'une image particulière est
amoindri et la comparaison est plus robuste. Les 23 images de
la base Kodak sont extraites en résolution 512 × 768. La Figure
15 montre la moyenne du pic du rapport signal à bruit pour cha-
cune des méthode, ainsi que la variance. La courbe superposée
en rouge montre le temps de calcul en seconde pour une implé-
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mentation sous Matlab sur une machine Pentium 4 cadencé à
2.66Ghz avec 256 Mo de RAM. La table 5 donne le détail des
PSNR moyens toutes couleurs confondues ou par plans de cou-
leur séparé pour chacune des méthodes.
2. http://www.cipr.rpi.edu
Figure 15. Comparaison des performances des algorithmes.
La méthode qui donne la meilleure reconstruction est l'algorith-
me de Gunturk avec une initialisation par la méthode de
Hamilton. Ces résultats par mesure objective (PSNR) montre
clairement qu'il existe un compromis entre qualité de la recons-
truction et vitesse d'execution. Dans ce compromis notre algo-
rithme se positionne favorablement puisqu'il rivalise avec celui
de Gunturk en terme de qualité de reconstruction pour un effort
de calcul inférieur à la méthode de constance des teintes. 
Tableau 1. Résultat de simulation des différents algorithmes.
D'un point de vue subjectif, en regardant les images recons-
truites, nous voyons que les algorithmes performants en terme
de PSNR réduisent les fausses couleurs et l'effet de flou, mais
ont tendance à augmenter l'effet de grille et de couleur d'eau,
comme prédit par le modèle fréquentiel d'image CFA. 
6. Conclusion 
Nous voyons dans cet article que depuis trente ans, l'interpola-
tion des couleurs dans les caméras numériques à un seul cap-
teur, construite avec une matrice de filtres couleurs, a mis en
oeuvre la plupart des techniques de traitement du signal et des
images. Les résultats de l'interpolation sont très variables d'une
méthode à l'autre, ainsi que le temps de calcul ou la difficulté de
l'implémentation. Il n'existe pas de méthode optimale qui règle-
rait le problème une fois pour toute et le choix d'un méthode
doit-etre guidé par les contraintes de qualité de reconstruction
ou de temps de calcul. 
La méthode que nous avons développée est linéaire et uniforme.
Elle exploite la corrélation entre les signaux de couleur puisque
la luminance est estimée avec une grande largeur de bande,
donc utilisant comme a priori que la largeur de bande de la
chrominance est plus faible à cause de la corrélation entre les
signaux couleurs. Notre méthode résulte donc en le meilleur
compromis qualité de reconstruction et vitesse de calcul, per-
mettant son utilisation pour les systèmes vidéos.
Finalement, une nouvelle méthode d'acquisition a récemment
fait son apparition. Cette méthode utilise la différence de pro-
fondeur d'absorption des lumières suivant la longueur d'onde
dans un substrat de silicium (Foveon X3). Ce procédé permet
donc l'acquisition de trois sensibilités spectrales par positions
spatiale et un algorithme de démosaïçage n'est pas nécessaire.
Ce procédé est encore aujourd'hui cher comparé aux produits
basés sur des caméras mono-capteur. Aussi, on peut se deman-
der s'il est utile de disposer de trois composantes couleurs par
pixels à l'acquisition puisque le système visuel humain, lui,
n'échantillonne qu'une couleur par position spatiale. On peut
donc supposer que les caméras numériques couleurs basées sur
une matrice de filtres couleurs ont encore beaucoup d'avenir.
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