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FREE HEYTING ALGEBRA ENDOMORPHISMS:
RUITENBURG’S THEOREM AND BEYOND
SILVIO GHILARDI AND LUIGI SANTOCANALE
Abstract. Ruitenburg’s Theorem says that every endomorphism f of a
finitely generated free Heyting algebra is ultimately periodic if f fixes all
the generators but one. More precisely, there is N ≥ 0 such that fN+2 =
fN , thus the period equals 2. We give a semantic proof of this theorem,
using duality techniques and bounded bisimulation ranks. By the same
techniques, we tackle investigation of arbitrary endomorphisms between
free algebras. We show that they are not, in general, ultimately periodic.
Yet, when they are (e.g. in the case of locally finite subvarieties), the
period can be explicitly bounded as function of the cardinality of the
set of generators.
Keywords. Heyting algebra, Ruitenburg’s Theorem, Sheaf Duality, Bounded
Bisimulations, Free algebra endomorphisms.
1. Introduction
Unification theory investigates the behavior of substitutions from a syn-
tactic point of view: substitutions are in fact key ingredients in various
algorithms commonly used in computational logic. Taking an algebraic
point of view, substitutions can be seen as finitely generated free algebra
homomorphisms: in fact, such a homomorphism
µ : F(x1, . . . , xn) −→ F(y1, . . . , ym)
is uniquely determined by an n-tuple of terms
t1(y1, . . . , ym), . . . , tn(y1, . . . , ym)
and acts by associating with any term u(x1, . . . , xn) the term
u(t1/x1, . . . , tn/xn)
obtained by substitution. If free algebras are intended not as ‘absolutely free
algebras’, but as ‘free algebras in an equational class E’, the same correspon-
dence between homomorphisms and substitutions works, provided terms are
intended as equivalence classes of terms modulo E and substitutions them-
selves are taken ‘modulo E’.
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The above correspondence between free algebra homomorphisms and sub-
stitutions is the starting point for the algebraic approaches to E-unifica-
tion theory, like for instance [17, 9], where structural information about
homomorphisms of finitely generated (and also finitely presented) algebras
is widely exploited. In this paper, we want to draw the attention on a sur-
prising behavior that such homomorphisms can have in some algebraic logic
contexts. Such behavior is unexpectedly similar to that of functions between
finite sets.
To explain what we have in mind, let us recall that an infinite sequence
a1, a2, . . . , ai, . . .
ultimately periodic if there are N and k such that for all s1, s2 ≥ N , we
have that s1 ≡ s2 mod k implies as1 = as2 . If (N, k) is the smallest (in
the lexicographic sense) pair for which this happens, then N and k are,
respectively, the index and the period of the ultimately periodic sequence
{ ai }i. Thus, for instance, an ultimately periodic sequence with index N
and period 2 looks as follows
a1, . . . , aN , aN+1, aN , aN+1, . . .
A typical example of an ultimately periodic sequence is the sequence of the
iterations { f i }i of an endo-function f of a finite set. Whenever infinitary
data are involved, ultimate periodicity comes often as a surprise.
Ruitenburg’s Theorem is in fact a surprising result stating the following:
take a formula A(x, y) of intuitionistic propositional calculus (IPC) (by the
notation A(x, y) we mean that the only propositional letters occurring in A
are among x, y - with y being, say, the tuple y1, . . . , yn) and consider the
sequence {Ai(x, y) }i≥1 so defined:
A1 := A, . . . , Ai+1 := A(Ai/x, y) (1)
where the slash means substitution; then, taking equivalence classes under
provable bi-implication in (IPC), the sequence { [Ai(x, y)] }i≥1 is ultimately
periodic with period 2. The latter means that there is N such that
⊢IPC AN+2 ↔ AN . (2)
An interesting consequence of this result is that least (and greatest) fix-
points of monotonic formulae are definable in (IPC) [19, 18, 13]: this is
because the sequence (1) becomes increasing when evaluated on ⊥/x (if
A is monotonic in x), so that the period is decreased to 1. Thus the
index of the sequence becomes a finite upper bound for the fixpoint ap-
proximations convergence: in fact we have, ⊢IPC AN (⊥/x) → AN+1(⊥/x)
and ⊢IPC AN+1(⊥/x) → AN+2(⊥/x) by the monotonicity of A, yielding
⊢IPC AN (⊥/x)↔ AN+1(⊥/x) by (2).
Ruitenburg’s Theorem was shown in [20] via a, rather involved, purely
syntactic proof. The proof has been recently formalized inside the proof as-
sistant coq by T. Litak, see https://git8.cs.fau.de/redmine/projects/ruitenburg1984 .
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In this paper we supply a semantic proof, using duality and bounded bisim-
ulation machinery.
Bounded bisimulations are a standard tool in non classical logics [7] which
is used in order to characterize satisfiability of bounded depth formulae and
hence definable classes of models: examples of the use of bounded bisimu-
lations include for instance [22, 15, 23, 11].
Duality has a long tradition in algebraic logic, see e.g. [5] for the case of
Heyting algebras. Indeed, many phenomena look more transparent when-
ever they are analyzed in the dual categories. This especially happens when
dualities can convert coproducts and colimits constructions into more fa-
miliar ‘honest’ products and limits constructions. The duality we use to
tackle Ruitenburg’s Theorem, firstly described in [16], see also [15], real-
izes this conversion. It has a mixed geometric/combinatorial nature. In
fact, the geometric environment shows how to find relevant mathematical
structures (products, equalizers, images,...) using their standard definitions
in sheaves and presheaves; on the other hand, the combinatorial aspects
show that such constructions are definable, thus meaningful from the logical
side. In this sense, notice that we work with finitely presented algebras, and
our combinatorial ingredients (Ehrenfeucht-Fraisse´ games, etc.) replace the
topological ingredients which are common in the algebraic logic literature
(working with arbitrary algebras instead). Duality, although not always in
an explicitly mentioned form, is also at the heart of the finitarity results for
E-unification theory in [10, 11, 12].
The paper is organized as follows. In Section 2 we show how to formulate
Ruitenburg’s Theorem in algebraic terms and how to prove it via duality
in the easy case of classical logic (where index is always 1). This Section
supplies the methodology we shall follow in the whole paper. We introduce
in Section 3 the required duality ingredients for finitely presented Heyting
algebras, leading to the statement of the duality Theorem. The full proof of
this theorem appears in the following Section 4. We show then, in Section 5,
how to extend the basic argument of Section 2 to finite Kripke models of
intuitionistic logic. This extension does not directly give Ruitenburg’s The-
orem, because it supplies a bound for the indexes of our sequences which is
dependent on the poset a given model is based on. Using the ranks machin-
ery introduced in Section 6, this bound is made uniform in Section 7, thus
finally reaching our first goal. Having established Ruitenburg’s Theorem, we
wonder how general this ultimately periodic behavior is among the finitely
generated free Heyting algebra endomorphisms and, in Section 8, we supply
a counterexample showing that this behavior fails whenever at least two free
generators are moved by the endomorphism. In the final Section 9, we prove
that, whenever an endomorphism is ultimately periodic, its period can be
bound as a function of the number of the free generators only. This observa-
tion is used to provide bounds of periods of free algebra endomorphisms in
locally finite varieties of Heyting algebras. We present concluding remarks
and some open problems in the last Section.
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Most of the material of this paper was presented at the conference AiML
18, see the reference [14]; the content of the last two Sections as well as a
strengthening of the duality theorem of [16], however, are novel.
2. The Case of Classical Logic
We explain our methodology in the much easier case of classical logic. In
classical propositional calculus (CPC), Ruitenburg’s Theorem holds with
index 1 and period 2, namely given a formula A(x, y), we prove that
⊢CPC A3 ↔ A (3)
holds (here A3 is defined like in (1)).
2.1. The algebraic reformulation. First, we transform the above state-
ment (3) into an algebraic statement concerning free Boolean algebras. We
let FB(z) be the free Boolean algebra over the finite set z. Recall that
FB(z) is the Lindenbaum-Tarski algebra of classical propositional calculus
restricted to a language having just the z as propositional variables.
Similarly, morphisms µ : FB(x1, . . . , xn) −→ FB(z) bijectively correspond
to n-tuples of equivalence classes of formulae A1(z), . . . , An(z) in FB(z):
the map µ corresponding to the tuple A1(z), . . . , An(z) associates with the
equivalence class of B(x1, . . . , xn) in FB(x1, . . . , xn) the equivalence class of
B(A1/x1, . . . , An/xn) in FB(z).
Composition is substitution, in the sense that if µ : FB(x1, . . . , xn) −→
FB(z) is induced, as above, byA1(z), . . . , An(z) and if ν : FB(y1, . . . , ym) −→
FB(x1, . . . , xn) is induced by C1(x1, . . . , xn), . . . , Cm(x1, . . . , xn), then the
map µ◦ν : FB(y1, . . . , ym) −→ FB(z) is induced by the m-tuple of formulas
C1(A1/x1, . . . , An/xn), . . . , Cm(A1/x1, . . . , An/xn).
How to translate the statement (3) in this setting? Let y be y1, . . . , yn;
we can consider the map µA : FB(x, y1, . . . , yn) −→ FB(x, y1, . . . , yn) in-
duced by the n + 1-tuple of formulae A, y1, . . . , yn; then, taking in mind
that in Lindenbaum algebras identity is modulo provable equivalence, the
statement (3) is equivalent to
µ3A = µA . (4)
This raises the question: which endomorphisms of FB(x, y) are of the kind
µA for some A(x, y)? The answer is simple: consider the ‘inclusion’ map ι
of FB(y) into FB(x, y) (this is the map induced by the n-tuple y1, . . . , yn):
the maps µ : FB(x, y) −→ FB(x, y) that are of the kind µA are precisely the
maps µ such that µ ◦ ι = ι, i.e. those for which the triangle
FB(x, y) FB(x, y)✲µ
FB(y)
ι
 
 
 ✠
ι
❅
❅
❅❘
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commutes.
It is worth making a little step further: since the free algebra functor
preserves coproducts, we have that FB(x, y) is the coproduct of FB(y) with
FB(x) - the latter being the free algebra on one generator. In general, let us
denote by A[x] the coproduct of the Boolean algebra A with the free algebra
on one generator (let us call A[x] the algebra of polynomials over A).
Recall that an algebra is finitely presented if it is isomorphic to the quo-
tient of a finitely generated free algebra by a finitely generated congruence.
For Boolean algebras, being ‘finitely presented’ is equivalent to being ‘finite’.
Yet, we should keep mind in the following Sections that this equivalence fails
for Heyting algebras—so the two notions are in general distinct. A slight
generalization of statement (4) now reads as follows:
• let A be a finitely presented Boolean algebra and let the map µ :
A[x] −→ A[x] commute with the coproduct injection ι : A −→ A[x]
A[x] A[x]✲µ
A
ι
 
 
 ✠
ι
❅
❅
❅❘
Then we have
µ3 = µ . (5)
2.2. Duality. The gain we achieved with statement (5) is that the latter
is a purely categorical statement, so that we can re-interpret it in dual
categories. In fact, a good duality may turn coproducts into products and
make our statement easier - if not trivial at all.
Finitely presented Boolean algebras are dual to finite sets; the duality
functor maps coproducts into products and the free Boolean algebra on one
generator to the two-elements set 2 = { 0, 1 } (which, by chance is also a
subobject classifier for finite sets). Thus statement (5) now becomes
• let T be a finite set and let the function f : T×2 −→ T ×2 commute
with the product projection π0 : T × 2 −→ T
T × 2 T × 2✲f
T
π0
❅
❅
❅❘
π0
 
 
 ✠
Then we have
f3 = f . (6)
In this final form, statement (6) is now just a trivial exercise, which
is solved as follows. Notice first that f can be decomposed as 〈π0, χS〉
(incidentally, χS is the characteristic function of some S ⊆ T × 2). Now,
if f(a, b) = (a, b) we trivially have also f3(a, b) = f(a, b); suppose then
f(a, b) = (a, b′) 6= (a, b). If f(a, b′) = (a, b′), then f3(a, b) = f(a, b) = (a, b′),
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otherwise f(a, b′) = (a, b) (there are only two available values for b!) and
even in this case f3(a, b) = f(a, b).
Let us illustrate theses cases by thinking of f as an action of the monoid
of natural numbers on the set A × 2, that is, as one-letter deterministic
automaton:
(a, b) (a, b) (a, b′) (a, b) (a, b′)
On each connected component of the automaton, the pair index/period is
among (0, 1), (0, 2), (1, 1). We can compute the global index/period of f by
means of a max /lcm formula: (1, 2) = (max{ 0, 0, 1 }, lcm{ 1, 2 }).
3. Duality for Heyting Algebras
In this Section we supply definitions, notation and statements from [15]
concerning duality for finitely-presented Heyting algebras.
A partially ordered set (poset, for short) is a set endowed with a reflexive,
transitive, antisymmetric relation (to be always denoted with ≤). A poset
P is rooted if it has a greatest element, that we shall denote by ρ(P ). If a
finite poset L is fixed, we call an L-evaluation or simply an evaluation a pair
〈P, u〉, where P is a rooted finite poset and u : P −→ L is an order-preserving
map.
Evaluations restrictions are introduced as follows. If 〈P, u〉 is an L-
evaluation and if p ∈ P , then we shall denote by up the L-evaluation
〈 ↓p, u ◦ i〉, where ↓p = { p′ ∈ P | p′ ≤ p } and i : ↓p ⊆ P is the inclu-
sion map; briefly, up is the restriction of u to the downset generated by
p.
Evaluations have a strict relationship with finite Kripke models: we show
in detail the connection. If 〈L,≤〉 is 〈P(x),⊇〉 (where x = x1, . . . , xn is a
finite list of propositional letters), then an L-evaluation u : P −→ L is called
a Kripke model for the propositional intuitionistic language built up from
x.1 Given such a Kripke model u and an IPC formula A(x), the forcing
relation u |= A is inductively defined as follows:
u |= xi iff xi ∈ u(ρ(P ))
u 6|= ⊥
u |= A1 ∧A2 iff (u |= A1 and u |= A2)
u |= A1 ∨A2 iff (u |= A1 or u |= A2)
u |= A1 → A2 iff ∀q ≤ ρ(P ) (uq |= A1 ⇒ uq |= A2) .
We define for every n ∈ ω and for every pair of L-evaluations u and
v, the notions of being n-equivalent (written u ∼n v). We also define, for
1 However, let us notice that, according to our convention, a 〈P (~x),⊇〉-evaluation is
such that, for p, q ∈ P if p ≤ q then u(p) ⊇ u(q); in standard logical literature, see e.g. [3],
the opposite order on P is used, namely an evaluation is such that u(q) ⊆ u(p), for q ≤ p.
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two L-evaluations u, v, the notions of being infinitely equivalent (written
u ∼∞ v).
Let u : P −→ L and v : Q −→ L be two L-evaluations. The game
we are interested in has two players, Player 1 and Player 2. Player 1 can
choose either a point in P or a point in Q and Player 2 must answer by
choosing a point in the other poset; the only rule of the game is that, if
〈p ∈ P, q ∈ Q〉 is the last move played so far, then in the successive move
the two players can only choose points 〈p′, q′〉 such that p′ ≤ p and q′ ≤ q.
If 〈p1, q1〉, . . . , 〈pi, qi〉, . . . are the points chosen in the game, Player 2 wins
iff for every i = 1, 2, . . . , we have that u(pi) = v(qi). We say that
- u ∼∞ v iff Player 2 has a winning strategy in the above game with
infinitely many moves;
- u ∼n v (for n > 0) iff Player 2 has a winning strategy in the above
game with n moves, i.e. he has a winning strategy provided we
stipulate that the game terminates after n moves;
- u ∼0 v iff u(ρ(P )) = v(ρ(Q)) (recall that ρ(P ), ρ(Q) denote the roots
of P,Q).
Notice that u ∼n v always implies u ∼0 v, by the fact that L-evaluations
are order-preserving. We shall use the notation [v]n for the equivalence class
of an L-valuation v via the equivalence relation ∼n.
The following Proposition provides an elementary recursive characteri-
zation of the relations ∼n, n ≥ 1. Keeping the above definition for ∼0
as base case for recursion, the Proposition supplies an alternative recursive
definition for these relations.
Proposition 1. Given two L-evaluations u : P −→ L, v : Q −→ L, and
n > 0, we have that u ∼n+1 v iff ∀p ∈ P ∃q ∈ Q (up ∼n vq) and vice versa.
When L = P(x1, . . . , xn), so L-evaluations are just ordinary finite Kripke
models over the language built up from the propositional variables x1, . . . , xn,
the relations ∼n are related to the implicational degree of formulas. For an
IPC formula A(x), its implicational degree d(A) is defined as follows:
(i): d(⊥) = d(xi) = 0, for xi ∈ x;
(ii): d(A1 ∗ A2) = max[d(A1), d(A2)], for ∗ = ∧,∨;
(iii): d(A1 → A2) = max[d(A1), d(A2)] + 1.
One can prove [23] that: (1) u ∼∞ v holds precisely when (u |= A⇔ v |= A)
holds for all formulae A(x); (2) for all n, u ∼n v holds precisely when
(u |= A ⇔ v |= A) holds for all formulae A(x) with d(A) ≤ n. That is, two
evaluations are ∼∞-equivalent iff they force the same formulas and they are
∼n-equivalent iff they force the same formulas up to implicational degree n.
Let us remark that, for (1) to be true, it is essential that our evaluations are
defined over finite posets.
The above discussion motivates a sort of identification of formulae with
sets of evaluations closed under restrictions and under ∼n for some n. Thus,
bounded bisimulations (this is the way the relations ∼n are sometimes called)
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supply the combinatorial ingredients for our duality; for the picture to be
complete, however, we also need a geometric environment, which we intro-
duce using presheaves.
A map among posets is said to be open iff it is open in the topological
sense (posets can be viewed as topological spaces whose open subsets are the
downward closed subsets); thus f : Q −→ P is open iff it is order-preserving
and moreover satisfies the following condition for all q ∈ Q, p ∈ P
p ≤ f(q) ⇒ ∃q′ ∈ Q (q′ ≤ q & f(q′) = p) .
Let us recall that open surjective maps are called p-morphisms in the stan-
dard non classical logics terminology.
Let P0 be the category of finite rooted posets and open maps between
them; a presheaf over P0 is a contravariant functor from P0 to the category
of sets and function, that is, a functor H : Pop
0
−→ Set. Let us recall what
this means: a functor H : Pop
0
−→ Set associates to each finite rooted poset
P a set H(P ); if f : Q −→ P is an open map, then we are also given a
function H(f) : H(P ) −→ H(Q); moreover, identities are sent to identities,
while composition is reversed, H(g ◦ f) = H(f) ◦H(g).
Our presheaves form a category whose objects are presheaves over P0
and whose maps are natural transformations; recall that a natural trans-
formation ψ : H −→ H ′ is a collections of maps ψP : H(P ) −→ H ′(P )
(indexed by the objects of P0) such that for every map f : Q −→ P in P0,
we have H ′(f) ◦ ψP = ψQ ◦H(f). Throughout the paper, we shall usually
omit the subscript P when referring to the P -component ψP of a natural
transformation ψ.
The basic example of presheaf we need in the paper is described as follows.
Let L be a finite poset and let hL be the contravariant functor so defined:
• for a finite poset P , hL(P ) is the set of all L-evaluations;
• for an open map f : Q −→ P , hL(f) takes v : P −→ L to v ◦ f :
Q −→ L.
The presheaf hL is actually a sheaf (for the canonical Grothendieck topology
over P0); we won’t need this fact,
2 but we nevertheless call hL the sheaf of
L-evaluations (presheaves of the kind hL, for some L, are called evaluation
sheaves).
Notice the following fact: if ψ : hL −→ hL′ is a natural transformation,
v ∈ hL(P ) and p ∈ P , then ψ(vp) = (ψ(v))p (this is due to the fact that the
inclusion ↓ p ⊆ P is an open map, hence an arrow in P0); thus, we shall feel
free to use the (non-ambiguous) notation ψ(v)p to denote ψ(vp) = (ψ(v))p.
2 The sheaf structure becomes essential for instance when one has to compute images
- images are the categorical counterparts of second order quantifiers, see [15].
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The notion of bounded bisimulation index (b-index, for short)3 takes to-
gether structural and combinatorial aspects. We say that a natural trans-
formation ψ : hL −→ hL′ has b-index n if, for every v : P −→ L and
v′ : P ′ −→ L, we have that v ∼n v′ implies ψ(v) ∼0 ψ(v′).
The following Proposition lists basic facts about b-indexes. In particular,
it ensures that natural transformations having a b-index compose.
Proposition 2. Let ψ : hL −→ hL′ have b-index n; then it has also b-index
m for every m ≥ n. Moreover, for every k ≥ 0, for every v : P −→ L and
v′ : P ′ −→ L, we have that v ∼n+k v′ implies ψ(v) ∼k ψ(v′).
Proof. Suppose that ψ has b-index n; we prove by induction on k that
∀v, v′ if v ∼n+k v′ then ψ(v) ∼k ψ(v′) (∗)k
For k = 0, (∗)k is just the definition of ψ having b-index n. Suppose that
(∗)k holds for some k. Let v, v′ be such that v ∼n+k+1 v′. We shall prove
that (let P,P ′ be the domains of v, v′ respectively)
∀p ∈ P ∃p′ ∈ P ′ ψ(v)p ∼k ψ(v′)p′
(the converse statement is similar). Fix p ∈ P . Since v ∼n+k+1 v′, there
is p′ ∈ P ′ such that vp ∼n+k v′p′ . Using the inductive assumption and the
naturality of ψ, we obtain:
ψ(v)p = ψ(vp) ∼k ψ(v′p′) = ψ(v′)p′
as wanted. 
We are now ready to state duality theorems. As it is evident from the
discussion in Section 2, it is sufficient to state a duality for the category of
finitely generated free Heyting algebras; although it would not be difficult to
give a duality for finitely presented Heyting algebras, we just state a duality
for the intermediate category of Heyting algebras freely generated by a finite
bounded distributive lattice (this is quite simple to state and is sufficient for
proving Ruitenburg’s Theorem).
Theorem 3. The category of Heyting algebras freely generated by a finite
bounded distributive lattice is dual to the subcategory of presheaves over P0
having as objects the evaluations sheaves and as arrows the natural trans-
formations having a b-index.
We present a full proof of the above Theorem in the next section.
It is important to notice that in the subcategory mentioned in the above
Theorem, products are computed as in the category of presheaves. This
means that they are computed pointwise, like in the category of sets: in
other words, we have that (hL × hL′)(P ) = hL(P ) × hL′(P ) and (hL ×
hL′)(f) = hL(f)×hL′(f), for all P and f . Notice moreover that hL×L′(P ) ≃
hL(P )× hL′(P ), so we have hL×L′ ≃ hL× hL′ ; in addition, the two product
3 This is called ’index’ tout court in [15]; here we used the word ‘index’ for a different
notion, since Section 1.
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projections have b-index 0. The situation strongly contrasts with other
kind of dualities, see [5] for example, for which products are difficult to
compute. The ease by which products are computed might be seen as the
principal reason for tackling a proof of Ruitenburg’s Theorem by means of
sheaf duality.
As a final information, we need to identify the dual of the free Heyting
algebra on one generator:
Proposition 4. The dual of the free Heyting algebra on one generator is
h2, where 2 is the two-element poset { 0, 1 } with 1 ≤ 0.
Indeed, we shall see in the next Section that h2 is dual to the Heyt-
ing algebra freely generated by the distributive lattice D(2), the lattice of
downsets of the chain 2. Since D(2)—which is a three element chain—is the
free distributive (bounded) lattice on one generator, a standard argument
proves that the Heyting algebra freely generated by the distributive lattice
D(2) is itself free on one generator.
4. Proof of the Duality Theorem
We present in this Section a proof of Theorem 3. The reader interested in
Ruitenburg’s Theorem might wish to proceed directly to Section 5. While
the material in this Section is adapted from [16], Theorem 16, generalizing
the duality to some subvarieties of Heyting algebras, is new.
With each L-evaluation u : P −→ L and each n ∈ ω we associate the set
Typen(u) of ∼n-equivalence classes, Typen(u) := { [up]n | p ∈ P }—where
we recall that [up]n denotes the ∼n-equivalence class of up. An important,
although simple, fact is given by the following proposition:
Proposition 5. For a finite poset L and n ∈ ω, there are only finitely many
equivalence classes of L-evaluations with respect to ∼n.
Proof. This is evident for n = 0. For n > 0, we argue by induction as follows.
By Proposition 1, we have that u ∼n v iff Typen−1(u) = Typen−1(v), hence
there cannot be more non ∼n-equivalent L-evaluations than sets of ∼n−1
equivalence classes. 
Let S(hL) be the set of subpresheaves S of hL satisfying the following
condition for some n ≥ 0
∀u : P −→ L, ∀v : Q −→ L (u ∈ SP & u ∼n v ⇒ v ∈ SQ) . (7)
When the condition above holds, we say that n is a b-index for S. Notice
that the choice of the naming b-index is consistent with the one used in
the previous Section. Indeed, for S ⊆ hL, let χ : hL −→ h2 be defined by
χP (u)(p) = 1 if and only if up ∈ S↓p. If n is a b-index for S, then χ is a
natural transformation and n is a b-index for χ. Indeed, h2 is a subobject
classifier for subpresheaves that are sheaves for the canonical topology, see
p.95 of [15].
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The definition of S(hL) can be given in a slightly different way by intro-
ducing the relations ≤n. We put:
(i) v ≤0 u iff v(ρ) ≤ u(ρ);
(ii) v ≤n+1 u iff ∀q ∈ Q ∃p ∈ P (vp ∼n uq).
Lemma 6. S(hL) can be equivalently defined as the set of subpresheaves S
of hL satisfying the following condition for some n ≥ 0
∀u : P −→ L, ∀v : Q −→ L (u ∈ SP & v ≤n u ⇒ v ∈ SQ) . (8)
Proof. Let us call (for the time being) S ′(hL) the set of subpresheaves S
of hL satisfying condition (8). Clearly, S ′(hL) ⊆ S(hL). For the converse,
take S ∈ S(hL) having b-index n; in order to show that S ∈ S ′(hL), we
show that it satisfies (8) for n+ 1. Let in fact u, v be such that u ∈ SP and
v ≤n+1 u. Then (considering the root of the domain of v) we know that
there is p ∈ P such that v ∼n up; since S is a subpresheaf of hL, up ∈ S↓p
and finally v ∈ SQ because n is a b-index for S. 
Whenever a subpresheaf S satisfies condition (8) relative to n, we say
that S has b≤-index n. Notice that, from these definitions, if S has b≤-
index n, then it also has b-index n, and if S has b-index n, then it has
b≤-index n+ 1. It can be shown that S has a b-index n iff it has b≤-index
n: however, we won’t use this result, since it depends on a construction (the
‘grafting construction’, see p.77 of [16]) which is not available if we move
from the variety of Heyting algebras to one of its subvarieties. Depending on
the context, we shall make use or not of the equivalent definition for S(hL)
supplied by Lemma 6.
Let, for every u : P −→ L and n ∈ ω,
(↓n u)Q := { v : Q −→ L | v ≤n u } .
The next Lemma is an immediate consequence of Lemma 6.
Lemma 7. ↓n u is the least subpresheaf of hL having b≤-index n such that
u ∈ F (P ). A subpresheaf of S of hL has b≤-index n if and only if, for each
u : P −→ L with u ∈ SP , ↓n u ⊆ S.
In particular ↓n u ∈ S(hL), for each u : P −→ L. Notice that the map
[u]n 7→ ↓n u ,
is well defined (actually, it is also injective) and so, by Proposition 5 and
for fixed n ∈ ω, there exists only a finite number of presheaves of the form
↓n u. Since
S =
⋃
u∈SP
↓n u ,
when S ∈ S(hL) has b≤-index n, it follows that:
Lemma 8. Every S ∈ S(hL) of b≤-index n is a finite union of elements of
the form ↓n u.
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Recall that Sub(hL) denotes the Heyting algebra of subpresheaves of hL.
Proposition 9. S(hL) is a sub-Heyting algebra of Sub(hL).
Proof. It is easily seen that if S and T have b-index n, then both S ∩ T
and S ∪ T have b-index n. Next, consider the standard characterization of
implication in subpresheaves:
(S → T )P = {u ∈ (hL)P | ∀h : Q −→ P (u ◦ h ∈ SQ ⇒ u ◦ h ∈ TQ) } .
Notice that, for any h : Q −→ P and u ∈ (hL)P , we have that u ◦ h ∼∞ up,
where p is h(ρ(Q)); as a consequence, since every U ∈ S(hL) has a b-index,
we have u ◦ h ∈ UQ iff up ∈ U↓p for every U ∈ S(hL). Thus, the following is
an equivalent description of the implication
(S → T )P = {u ∈ (hL)P | ∀p ∈ P (up ∈ S↓p ⇒ up ∈ T↓p) } . (9)
From this description it easily follows that if S, T ∈ Sub(hL) have b-index
n, then S → T has b-index n+ 1. 
Let D(L) denote the distributive lattice of downward closed subsets of L
and recall that D(L) is the Birkhoff dual of the poset L, see [2, 4]. Notice
that there is a lattice embedding ιL : D(L) −→ S(hL) associating with a
downward closed subset d of L, the subpresheaf
ιL(d)P := {u : P −→ L | u(ρ(P )) ∈ d } .
Thus, for p ∈ P and u ∈ hL(P ), we have up ∈ ιL(d)↓p iff u(p) ∈ d.
We shall prove that S(hL) is the free Heyting algebra generated by the
finite distributive lattice D(L) with ιL as the canonical embedding.
Lemma 10. The image of ιL generates S(hL) as a Heyting algebra.
Proof. Clearly, the elements of S(hL) having b≤-index 0 are exactly the
elements of the image of ιL. Now consider an element having b
≤-index
n + 1; by Lemma 8, it is a finite union of elements of the kind (↓n+1 u).
We can express such elements in terms of elements having b≤-index n as
follows:
(↓n+1 u) =
⋂
p∈dom(u), v 6∼nup
( (↓n v)→
⋃
v 6≤nw
(↓n w) ) . (10)
Notice that all intersections and unions involved in the above formula are
finite. Indeed, we have already observed that there are only finitely many
elements of the kind ↓n w. Moreover, if v1 ∼n v2, then ↓n v1 =↓n v2 and also
v1 ≤n w if and only if v2 ≤n w. As a consequence, (↓n v1)→
⋃
v1 6≤nw
(↓n w)
equals (↓n v2)→
⋃
v2 6≤nw
(↓n w).
Let us verify equation (10). Suppose that z ≤n+1 u and let v : Q −→ L be
arbitrary with the property that v 6∼n up, for every point p in the domain of
u. We show that z ∈ (↓n v)→
⋃
{w|v 6≤nw}
(↓n w) using (9). Let q be a point
in the domain of z such that zq ≤n v. From z ≤n+1 u we conclude that there
exists p such that zq ∼n up. Consequently, v 6≤n zq, otherwise zq ∼n v and so
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v ∼n up, contradicting the choice of v. Therefore zq ∈↓n zq ⊆
⋃
v 6≤nw
(↓n w).
Vice versa, suppose that z 6≤n+1 u. It follows that there is a point q in the
domain of z such, that for every point p in the domain of u, zq 6∼n up. We
check that z 6∈ (↓n zq) −→
⋃
zq 6≤nw
↓n (w). This is clear as zq ∈ (↓n zq) and
zq 6∈
⋃
zq 6≤nw
(↓n w).
This proves equation (10) and ends the proof of the Lemma. 
The following statement is an immediate consequence of the finite model
property:
Lemma 11. Every finitely presented Heyting algebra embeds into a product
of finite Heyting algebras.
Recall that, by Birkhoff duality, monotone maps f :M −→ L between fi-
nite posets M,L bijectively (and naturally) correspond to bound-preserving
lattice homomorphism f−1 = D(f) : D(L) −→ D(M). Therefore, for f :
M −→ L, we define a map
evf : S(hL) −→ D(M)
by putting, for X ∈ S(hL),
evf (X) := { p ∈M | fp ∈ X↓p } . (11)
Proposition 12. The map evf is a Heyting algebra morphism and makes
the following diagram commute:
D(L) S(hL)✲ιL
D(f)
❅
❅
❅
❅❅❘
D(M)
❄
evf
Consequently, S(hL), together with ιL as the canonical embedding, is a free
Heyting algebra generated by the finite distributive lattice D(L).
Proof. Let us verify first that the above diagram commutes. For each d ∈
D(L),
evf (iL(d)) = { p ∈M | fp ∈ iL(d)↓p }
= { p ∈M | fp(p) ∈ d }
= { p ∈M | f(p) ∈ d } = D(f)(d) .
To see that evf is a Heyting algebra homomorphism, we have, for example,
evf (S → T ) = { p ∈M | fp ∈ (S → T )↓p }
= { p ∈M | ∀q ∈↓ p (fpq ∈ S↓q ⇒ fpq ∈ T↓q) }
= { p ∈M | ∀q ≤ p (fq ∈ S↓q ⇒ fq ∈ T↓q) }
= evf (S)→ evf (T ) .
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Notice also that, in view of Lemma 10, evf is the unique Heyting alge-
bra morphism g : S(hL) −→ D(M) with the property that g ◦ iL = D(f).
Therefore, we have argued that every bounded lattice morphism g = D(f) :
D(L) −→ D(M), whereM is a finite poset, extends uniquely to the Heyting
algebra morphism evf : S(hL) −→ D(M). By a standard argument, the
same universal property holds with respect to the bound-preserving lattice
homomorphisms g : D(L) −→ H, where now H is a sub-Heyting algebra
of a product of finite Heyting algebras of the form D(M). In particular,
using Lemma 11, we can take (H, g) to be (F, η), the free Heyting algebra
algebra generated by the distributive lattice D(M). Then, by combining the
universal properties of (ιL,S(hL)) and of (F, η), it follows that S(hL) and
F are isomorphic. 
Let HD be the category of Heyting algebras freely generated by a finite
distributive lattice and let MH be the subcategory of presheaves over P0
having as objects the evaluations sheaves and as arrows the natural trans-
formations having a b-index. We want to show that HD is dual to MH.
We define the following functor TH:
MH HD
op
hL S(hL)
hM S(hM )
TH
f f−1=TH(f)
where S(hN ) is as in Lemma 10 and f−1 is the inverse image function.
Lemma 13. (i): TH is a well defined functor.
(ii): TH is essentially surjective.
Proof. By Proposition 12, S(hL) is a Heyting algebra freely generated by a
finite distributive lattice and every such Heyting algebra is isomorphic to one
of that form. Hence TH is well defined on objects and essentially surjective.
Clearly TH preserves compositions and identities. We need to show that for
any subpresheaf D of hM with a b-index, f
−1(D) has a b-index and that
f−1 is a Heyting algebra morphism. The latter follows from the fact that
f−1 : Sub(hM ) −→ Sub(hL) is a Heyting algebra morphism and that S(hL),
S(hM ) are sub-Heyting algebras of the Heyting algebras of subpresheaves
Sub(hL), Sub(hM ), respectively.
Let n be a b-index of D and m a b-index of f . We shall show that f−1(D)
has b-index n +m. Let v ∈ f−1(D) and v′ be such that v ∼n+m v′. By
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Proposition 2, f(v) ∼n f(v′). Since f(v) ∈ D and D is ∼n-closed, it follows
that f(v′) ∈ D and then v′ ∈ f−1(D). 
Recall from Proposition 12 that, for u : P −→ L, evu is the unique
Heyting algebra morphism S(hL) −→ D(P ) such that D(u) = evu ◦ ιL.
Conversely, given a Heyting algebra morphism α : S(hL) −→ D(P ), we
define an L-evaluation
α : P −→ L
as the dual of the distributive lattice morphism α ◦ ιL. By the definition of
α, the diagram
D(L) S(hL)
D(L)
ιL
D(α)
α
commutes and therefore, by the universal property of ev, we deduce the
following relation:
evα = α . (12)
The two maps
α 7→ α u 7→ evu ,
yield a bijective correspondence between the Heyting algebra morphisms
α : S(hL) −→ D(P ) and the L-evaluations u ∈ hL(P ) which is natural in
P . This immediately follows from the chain of natural isomorphisms
POS(P,L) ≃ DLATT(D(L),D(P )) ≃ HA(S(hL),D(P )) ,
where the first natural isomorphism is Birkhoff duality between the category
of finite posets and the category of finite distributive lattices, and the second
is by freeness of S(hL), Proposition 12.
Let hL, hM be objects of HD, µ : S(hL) −→ S(hM ) be a morphism of
Heyting algebras. For each P ∈ P0, we define
µ∗P : hM (P ) −→ hL(P )
as follows:
µ∗P (u) := evu ◦ µ , for each u ∈ hM (P ).
Note that by the above correspondence, it is immediate that µ∗P (u) ∈ hL(P )
and that µ∗ : hM −→ hL is a natural transformation. Moreover
Proposition 14. With the notation as above, we have
(i) µ∗P (u) ∈ XP iff u ∈ µ(X)P , for X ∈ S(hL) and u ∈ hM (P );
(ii) µ∗ : hM −→ hL is a morphism in MH;
(iii) µ = (µ∗)−1 = TH(µ
∗);
(iv) f = (f−1)∗, for any morphism f : hM −→ hL in MH.
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Proof. Ad (i). Observe that, for any v ∈ hM (Q) and Y ∈ S(hL), evv(Y ) = Q
iff, for all q ∈ Q, vq ∈ Y↓q, iff vρ(Q) ∈ Y↓ρ(Q) iff v ∈ YQ. Recall now—see
equation (12)—that, for any α : S(hL) −→ D(M), evα = α and so, in
particular, evµ∗
P
(u) = ev evu◦µ = evu ◦ µ. Therefore, for X ∈ S(hL) and
u : P −→ M , we have evµ∗
P
(u)(X) = evu(µ(X)) and therefore, according
to the previous observation, we have µ∗P (u) ∈ X iff evµ∗P (u)(X) = P iff
evu(µ(X)) = P iff u ∈ µ(X)P .
Ad (ii). We need to show that the transformation µ∗ has a b-index. Let
n ∈ ω be the maximum of the b-indexes of sets of µ(X) where X is of the
kind ιL(d) for some d ∈ D(L). Notice that there are only finitely many such
X’s and, moreover, for w,w′ ∈ hL we have w ∼0 w′ iff w,w′ belong to the
same such X’s. For any u ∈ hM (P ) and v ∈ hM (Q) such that u ∼n v and
for X = ιL(d), we have
µ∗Q(v) ∈ XQ by (i)
v ∈ µ(X)Q
u ∈ µ(X)P
µ∗P (u) ∈ XP
where the horizontal lines above stand for logical equivalences. Thus µ∗Q(v) ∼0
µ∗P (u) and µ
∗ has b-index n.
Ad (iii). Using (i), we have, for any X ∈ S(hL) and v ∈ hM (P ),
v ∈ (µ∗P )−1(X)
µ∗P (v) ∈ X
v ∈ µ(X)P
i.e. µ = (µ∗)−1.
Ad (iv). Let v ∈ hM (P ), p ∈ P and d ∈ D(L). Then, we have
(f−1)∗P (v)(p) ∈ d by the definition of ιL,
(f−1)∗↓p(vp) ∈ ιL(d)↓p using (i),
vp ∈ (f−1(ιL(d)))↓p
f↓p(vp) ∈ ιL(d)↓p
fP (v)(p) ∈ d
Since P , v, p and d were arbitrary f = (f−1)∗. 
Thus we have :
Theorem 15 (Duality Theorem). The functor TH : MH −→ HDop is an
equivalence of categories.
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Proof. Lemma 13 shows that TH is a functor which is essentially surjective
and by Lemma 14(ii–iv) TH is full and faithful, i.e. TH is an equivalence
of categories. 
For some applications in Section 9, we shall need a duality theorem for
some subvarieties. Call a variety V of Heyting algebras finitely approximable
if every finitely generated free V -algebra embeds into a product of finite V-
algebras.
We can extend the above duality Theorem to finitely approximable sub-
varieties as follows. Take one such subvariety V and let PV
0
be the category
of finite rooted posets P such that D(P ) ∈ V. Let HDV be the category
of V-algebras freely generated by a finite distributive lattice and let MH
V
be the subcategory of presheaves over PV
0
having as objects the evaluations
sheaves and as arrows the natural transformations having a b-index. We
have:
Theorem 16 (Duality Theorem for Finitely Approximable Subvarieties).
For every finitely approximable variety V of Heyting algebras, HDV is dual
to MH
V.
Proof. By reading back the proof of Theorem 15, it is immediately realized
that Lemma 11 is the only specific fact on Heyting algebras we used. When
this Lemma is replaced by the assumption that V is finitely approximable,
the same chain of arguments yields a proof of Theorem 16. 
5. Indexes and Periods over Finite Models
Taking into consideration the algebraic reformulation from Section 2 and
the information from Section 4, we can prove Ruitenburg’s Theorem for
(IPC) by showing that all natural transformations from hL×h2 into itself,
commuting over the first projection π0 and having a b-index, are ultimately
periodic with period 2. Spelling this out, this means the following. Fix a
finite poset L and a natural transformation ψ : hL × h2 −→ hL × h2 having
a b-index such that the diagram
hL × h2 hL × h2✲ψ
hL
π0
❅
❅
❅❘
π0
 
 
 ✠
commutes; we have to find an N such that ψN+2 = ψN , according to the
dual reformulation of (2).
From the commutativity of the above triangle, we can decompose ψ as
ψ = 〈π0, χ〉, were both π0 : hL × h2 −→ hL and χ : hL × h2 −→ h2 have a
b-index; we assume that n ≥ 1 is a b-index for both of them. We let such
ψ = 〈π0, χ〉 and n be fixed for the rest of the paper.
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Notice that for (v, u) ∈ hL(P )× h2(P ), we have
ψk(v, u) = (v, uk)
where we put
u0 := u and uk+1 := χ(v, uk) . (13)
Since P and L are finite, it is clear that the sequence {ψk(v, u) | k ≥ 0 }
(and obviously also the sequence {uk | k ≥ 0 }) must become ultimately
periodic.
We show in this section that, for each finite set P and for each (v, u) ∈
hL(P ), the period of the sequence {ψk(v, u) | k ≥ 0 } has 2 as an upper
bound, whereas the index of {ψk(v, u) | k ≥ 0 } can be bounded by the
maximum length of the chains in the finite poset P (in the next section, we
shall bound such an index independently on P , thus proving Ruitenburg’s
Theorem).
Call (v, u) ∈ hL(P ) 2-periodic (or just periodic4) iff we have ψ2(v, u) =
(v, u); a point q ∈ P is similarly said periodic in (v, u) iff (v, u)q is periodic.
We shall only say that p is periodic if an evaluation is given and understood
from the context. We call a point non-periodic if it is not periodic (w.r.t. a
given evaluation).
Lemma 17. Let (v, u) ∈ hL(P ) and p ∈ P be such that all q ∈ P , q < p, are
periodic. Then either (v, u)p is periodic or ψ(v, u)p is periodic. Moreover, if
(v, u)p is non-periodic and u0(p) = u(p) = 1, then u1(p) = χ(u, v)(p) = 0.
Proof. We work by induction on the height of p (i.e. on the maximum ≤-
chain starting with p in P ). If the height of p is 1, then the argument is the
same as in the classical logic case (see Section 2).
If the height is greater than one, then we need a simple combinatorial
check about the possible cases that might arise. Recalling the above def-
inition (13) of the 2-evaluations un, the induction hypothesis tells us that
there is M big enough so that so for all k ≥M and q < p, (uk+2)q = (uk)q.
Let ↓ p = { q ∈ P | q < p }. We shall represent (uk)p as a pair
(
ak
xk
)
, where
ak = uk(p) and xk is the restriction of (uk)p to ↓ p.
Let us start by considering a first repeat (i, j) of the sequence { aM+k }k≥0
- that is i is the smallest i such that there is j > 0 such that aM+i+j = aM+i
and j is the smallest such j. Since the aM+n can only take value 0 or 1, we
must have i + j ≤ 2. We show that the sequence { (uM+k)p }k≥0 has first
repeat taken from
(0, 1), (0, 2), (1, 1), (1, 2) .
This shall imply in the first two cases that (v, u)p is periodic or, in the last
two cases, that ψ(v, u)p is periodic. To our goal, let x = xM and y = xM+1
(recall that we do now know whether x = y).
4From now on, ‘periodic’ will mean ‘2-periodic’, i.e. ‘periodic with period 2’.
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Notice that, if j = 2, then i = 0 and a first repeat for { (uk)p }k≥M , is
(0, 2), as in the diagram below(
a
x
)(
b
y
)(
a
x
)
.
Therefore, let us assume j = 1 (so i ∈ { 0, 1 }). Consider firstly i = 0:(
a
x
)(
a
y
)(
c
x
)(
d
y
)
If x = y, then we have a repeat at (0, 1). Also, if a = 1, then the mappings
x and y are uniformly 1 (since evaluations are order-preserving maps and
we have 1 ≤ 0 in 2): again, x = y and (0, 1) is a repeat.
So let us assume x 6= y and a = 0. If c = a, then we have the repeat (0, 2)
as above. Otherwise c = 1, so x = 1. We cannot have d = 1, otherwise
1 = x = y. Thus d = 0 = a, and the repeat is (1, 2).
Finally, consider i = 1 (so a 6= b and j = 1):(
a
x
)(
b
y
)(
b
x
)(
d
y
)
We have two subcases: b = 1 and b = 0. If b = 1, then a = 0 and x = 1 = y:
we have a repeat at (1, 1).
In the last subcase, we have b = 0, a = 1 and now if d = 0 we have a
repeat at (1, 2) and if d = 1 we have a repeat (1, 1) (because d = a = 1
implies y = 1 and x = 1).
The last statement of the Lemma is also obvious in view of the fact that
if a = b = 1, then x = y = 1, so p is periodic. 
Corollary 18. Let NP be the height of P ; then ψ
NP (v, u) is periodic for all
(v, u) ∈ hL(P ).
Proof. An easy induction on NP , based on the previous Lemma. 
6. Ranks
Ranks (already introduced in [7]) are a powerful tool that goes hand in
hand with bounded bisimulations; in our context the useful notion of rank
is given below. Recall that ψ = 〈π0, χ〉 and that n ≥ 1 is a b-index for ψ
and χ.
Let (v, u) ∈ hL(P ) be given. The type of a periodic point p ∈ P is the
pair of equivalence classes
〈[(vp, up)]n−1, [ψ(vp, up)]n−1〉. (14)
The rank of a point p (that we shall denote by rk(p)) is the cardinality of
the set of distinct types of the periodic points q ≤ p. Since ∼n−1 is an
equivalence relation with finitely many equivalence classes, the rank cannot
exceed a positive number R(L, n) (that can be computed in function of L, n).
Clearly we have rk(p) ≥ rk(q) in case p ≥ q. Notice that an application
of ψ does not decrease the rank of a point: this is because the pairs (14)
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coming from a periodic point just get swapped after applying ψ. A non-
periodic point p ∈ P has minimal rank iff we have rk(p) = rk(q) for all
non-periodic q ≤ p.
Lemma 19. Let p ∈ P be a non-periodic point of minimal rank in (v, u) ∈
hL(P ); suppose also that (v, u) is constant on the set of all non-periodic
points in ↓ p. Then we have ψm(v, u)q0 ∼n ψm(v, u)q1 for all m ≥ 0 and for
all non-periodic points q0, q1 ≤ p.
Proof. We let Π be the set of periodic points of (v, u) that are in ↓ p and
let Πc be (↓ p) \ Π . Let us first observe that for every r ∈ Πc, we have
{〈[(vs, us)]n−1, [ψ(vs, us)]n−1〉 | s ≤ r, s is periodic}
= {〈[(vs, us)]n−1, [ψ(vs, us)]n−1〉 | s ≤ p, s is periodic}
(indeed the inclusion ⊆ is because r ≤ p and the inclusion ⊇ is by the
minimality of the rank of p). Saying this in words, we have that “for every
periodic s ≤ p there is a periodic s′ ≤ r such that (vs, us) ∼n−1 (vs′ , us′)
and ψ(vs, us) ∼n−1 ψ(vs′ , us′)”; also (by the definition of 2-periodicity), “for
all m ≥ 0, for every periodic s ≤ p there is a periodic s′ ≤ r such that
ψm(vs, us) ∼n−1 ψm(vs′ , us′)”. By letting both q0, q1 playing the role of r,
we get:
Fact. For every m ≥ 0, for every q0, q1 ∈ Πc, for every periodic s ≤ q0
there is a periodic s′ ≤ q0 such that ψm(vs, us) ∼n−1 ψm(vs′ , us′) (and vice
versa).
We now prove the statement of the theorem by induction on m; take two
points q0, q1 ∈ Πc.
For m = 0, (v, u)q0 ∼n (v, u)q1 is established as follows: as long as Player
1 plays in Πc, we know (v, u) is constant so that Player 2 can answer with
an identical move still staying within Πc; as soon as it plays in Π, Player 2
uses the above Fact to win the game.
The inductive case ψm+1(v, u)q0 ∼n ψm+1(v, u)q1 is proved in the same
way, using the Fact (which holds for the integer m+ 1) and observing that
ψm+1 is constant on Πc. The latter statement can be verified as follows:
by the induction hypothesis we have ψm(v, u)q ∼n ψm(v, u)q′ , so we derive
from Proposition 2 ψm+1(v, u)q ∼0 ψm+1(v, u)q′ , for all q, q′ ∈ Πc; that is,
ψm+1 is constant on Πc. 
7. Ruitenburg’s Theorem
We can finally prove:
Theorem 20 (Ruitenburg’s Theorem for IPC). There is N ≥ 1 such that
we have ψN+2 = ψN .
Proof. Let L be a finite poset and let R := R(L, n) be the maximum rank for
n,L (see the previous section). Below, for e ∈ L, we let |e| be the height of e
in L, i.e. the maximum size of chains in L whose maximum element is e; we
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let also |L| be the maximum size of a chain in L. We make an induction on
natural numbers l ≥ 1 and show the following: (for each l ≥ 1) there is N(l)
such that for every (v, u) and p ∈ dom(v, u) such that l ≥ |v(p)|, we have
that ψN(l)(vp, up) is periodic. (It will turn out that N(l) is 2R(l − 1) + 1).
Once this is proved, the statement of the Theorem shall be proved with
N = N(|L|).
If l = 1, it is easily seen that we can put N(l) = 1 (this case is essentially
the classical logic case).
Pick a p with |v(p)| = l > 1; let N0 be the maximum of the values N(l0)
for l0 < l:
5 we show that we can take N(l) to be N0 + 2R.
Firstly, let (v, u0) := ψ
N0(v, u) so all q with |v(q)| < l are periodic in
(v, u0). After such iterations, suppose that p is not yet periodic in (v, u0).
We let r be the minimum rank of points q ≤ p which are not periodic
(all such points q must be such that v(q) = v(p)); we show that after two
iterations of χ, all points p0 ≤ p having rank r become periodic or increase
their rank, thus causing the overall minimum rank below p to increase: this
means that after at most 2(R − r) ≤ 2R iterations of ψ, all points below p
(p itself included!) become periodic (otherwise said, we take R − r as the
secondary parameter of our double induction).
Pick p0 ≤ p having minimal rank r; thus we have that all q ≤ p0 in (v, u0)
are now either periodic or have the same rank and the same v-value as p0 (by
the choice of N0 above). Let us divide the points of ↓ p0 into four subsets:
Eper := { q | q is periodic }
E0 := { q | q 6∈ Eper & ∀q′ ≤ q (q′ 6∈ Eper ⇒ u0(q′) = 0) }
E1 := { q | q 6∈ Eper & ∀q′ ≤ q (q′ 6∈ Eper ⇒ u0(q′) = 1) }
E01 := { q | q′ 6∈ Eper ∪ E1 ∪ E0 } .
Let us define frontier point a non-periodic point f ≤ p such that all q < f
are periodic (clearly, a frontier point belongs to E0 ∪ E1); by Lemma 17,
all frontier points become periodic after applying ψ. Take a point q ∈ Ei
and a frontier point f below it; since q also has minimal rank and the
hypotheses of Lemma 19 are satisfied for (v, u)q , we have in particular that
ψm(v, u0)q′ = ψ
m(v, u0)f for all m ≥ 0 and all non-periodic q′ ≤ q, and
hence ψ(v, u0)q is periodic too.
Thus, if we apply ψ, we have that in (v, u1) := ψ(v, u0) all points in
Eper ∪E0 ∪E1 become periodic, together with possibly some points in E01.
The latter points get in any case u1-value equal to 0. This can be seen as
follows. If any such point gets u1-value equal to 1, then all points below
it get the same u1-value. Yet, by definition, these points are above some
frontier point in E1 and frontier points in E1 get u1-value 0 by the second
statement of Lemma 17.
5It is easily seen that we indeed have N0 = N(l − 1).
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p0•
E0 E1
E01
Eper
ψ
=⇒
p0•
E′0
E′per
ψ
=⇒
p0•
E′′per
Figure 1. Iterating twice ψ to make p0 periodic
If p0 ∈ E0 has become periodic, we are done; we are also done if the rank
of p0 increases, because this is precisely what we want. If p0 has not become
periodic and its rank has not increased, then now all the non-periodic points
below p0 in (v, u1) have u1-value 0 (by the previous remark) and have the
same rank as p0. Thus, they are the set E0 computed in (v, u1) (instead
of in (v, u0)) and we know by the same considerations as above that it is
sufficient to apply ψ once more to make them periodic. 
Figure 1 illustrates the main step of the proof, the double iteration of ψ
to turn p0 into a periodic point. Notice that some crucial arguments used
in the above proof (starting from the induction on |e| itself) make essential
use of the fact that evaluations are order-preserving, so such arguments are
not suitable for modal logics.
8. A Non-Ultimately Periodic Endomorphism
Ruitenburg’s Theorem, interpreted over finitely generated free Heyting
algebras, says that any endomorphism of such algebras
µ : FH(x1, . . . , xn) −→ FH(x1, . . . , xn)
is ultimately periodic with period 2, in case it fixes all free generators but
one. One may ask whether this is a peculiar property of the endomorphisms
fixing all free generators but one or whether this can be extended to all endo-
morphism: we show by a counterexample that there exists endomorphisms
of the free algebra over two generators which are not periodic.
To describe our counterexample we first introduce a variant (R,≤) of the
Rieger-Nishimura ladder. This is the poset so described:
- R = {n ∈ Z | n ≥ −1};
- n ≤ m iff either n = −1 or (n ≥ 0 and either n ≤ m− 2 or n = m).
It is not difficult to see that ≤ is a reflexive, transitive, antisymmetric rela-
tion (actually, (R,≤) differs from Rieger-Nishimura only for the presence of
the bottom element −1, see Figure 2).
Let us consider the Heyting algebra D(R) of downsets of (R,≤). We show
that this is generated by the two downsets a = {−1} and b = {0,−1}. To see
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0
2
4
6
1
3
5
7
...
−1a
b
b→ a
(b→ a)→ b
((b→ a)→ b)→ b
↓ 6→ (↓ 3∨ ↓ 4)
Figure 2. The modified Rieger-Nishimura ladder
this, we show that, for all n ∈ R, the downset ↓ n belongs to the subalgebra
generated by a, b. In fact we have that:
- ↓ −1 = a;
- ↓ 0 = b;
- ↓ 1 = b→ a;
- ↓ 2 = (b→ a)→ b;
- ↓ 3 = ((b→ a)→ b)→ b;
- ↓ n+ 4 = ↓ (n+ 3)→↓ n∨ ↓ (n+ 1) (for n ≥ 0).
Remark 21. Let d ∈ D(R) be such that d 6= ∅ and d 6= R. Then either
d = ↓n, for some n ≥ −1, or d has two maximal elements n and n + 1,
so d = ↓n∪ ↓(n + 1). In the latter case, both n + 3 and n + 4 are upper
bounds of d, but n + 3 is such that card( ↓(n + 3)) = card(d) + 1, while
card( ↓(n + 4)) = card(d) + 2. We let therefore:∨
( ↓n) := n , ∨ ( ↓n∪ ↓(n+ 1)) := n+ 3 .
Lemma 22. D(R) is isomorphic to the free Heyting algebra over two gen-
erators a, b divided by the congruence generated by
⊤ = ¬¬a ∧ (a→ b) . (15)
Proof. Let F for the time being be the above mentioned finitely presented
algebra. Since, within D(R), the downset {−1} is a least non trivial element
(so ¬{−1} = ∅) and {−1} ⊆ {0,−1}, it is clear that D(R) satisfies the
equality (15) for a := {−1} and b := {0,−1}. Also, D(R) is generated by
the two elements {0,−1} and {−1}; as a consequence, the function q : F −→
D(R) mapping the equivalence class of the free generator b to {0,−1} and
the equivalence class of the free generator a to {−1} is a Heyting algebras
quotient. To show that this quotient map is also injective, we use the same
technique we adopted for showing that S(hL) is the free algebra over the
distributive lattice D(L): since F embeds into a product of finite Heyting
algebras (like any finitely presented Heyting algebra, see Lemma 11), it is
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sufficient to show that any morphism h : F −→ D(P ) (for a finite poset
(P,≤)) factors through q. This follows from the following statement on
finite Kripke models:
(*) : for every finite Kripke model over P validating ¬¬a ∧ (a → b)
there is an open map f : (P,≤) −→ (R,≤) preserving the evaluation
of a, b.
Property (*) is easily checked by defining f(p) (p ∈ P ) by induction on the
height of p. In detail:
(i) f(p) := −1 if p forces both a, b;
(ii) f(p) := 0 if p forces only b;
If p forces neither a nor b, then
(iii) if all p′ < p force both a and b, then f(p) := 1;
(iv) if all p′ < p force b and there is p′ < p forcing only b, then f(p) := 2;
(v) in all remaining cases, f(p) :=
∨ { f(p′) | p′ < p }.
Notice that the above analysis is exhaustive: since a→ b is true everywhere,
there cannot be points forcing only a and not b. Similarly, since ¬¬a is true
everywhere, for every p there must be p′ ≤ p forcing a: this fact is used
when checking that f as defined above is open. 
Lemma 23. There is an endomorphism of D(R) which is not ultimately
periodic.
Proof. The endomorphism is the inverse image f−1 along the open map
f : (R,≤) −→ (R,≤) so defined:
f(n) := −1 (for n < 2) f(n) := n− 2 (for n ≥ 2) .
It is evident that f−1 is not ultimately periodic: this comes from the fact
that we have f(n) = n− 2 for all n ≥ 2. 
To lift the endomorphism of Lemma 23 to the level of the free algebra on
two generators, we first show that D(R) is a projective algebra:
Lemma 24. D(R) is a projective Heyting algebra.
Proof. Wemight use for the proof of this Lemma the general results from [10],
however we prefer to supply a direct proof. Let FH(a, b) be the free Heyting
algebra on two generators and let q : FH(a, b) −→ D(R) be the homomor-
phism mapping the free generator b to {0,−1} and the free generator a to
{−1}: what we have to produce is a section of q, namely a morphism s
in the opposite direction such that q ◦ s = id. Taking into consideration
Lemma 22 and turning the existence of s into logical terms, what we need
is a substitution σ such that the formulae
σ(¬¬a ∧ (a→ b))
¬¬a ∧ (a→ b)→ (a↔ σ(a))
¬¬a ∧ (a→ b)→ (b↔ σ(b))
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are provable in intuitionistic logic (here σ(a), σ(b) must be formulae over the
propositional variables a, b). The required substitution in fact exists and can
be taken to be
a 7−→ ¬¬a→ a, b 7−→ ((¬¬a→ a)→ b)→ b
as it can be easily checked. 
Theorem 25. There is an endomorphism of the free Heyting algebra on two
generators which is not ultimately periodic.
Proof. Let f : D(R) −→ D(R) be the morphism defined in Lemma 23,
so f i+p 6= f i for no i ≥ 0 and p ≥ 1. Let q : FH(a, b) −→ D(R) and s :
D(R) −→ FH(a, b) as in the proof of Lemma 24, so q◦s = id. Let g := s◦f ◦q
and suppose that gi+p = gi. Then s◦f i+p◦q = s◦f i◦q and, by precomposing
with s and postcomposing with q, f i+p = f i, contradiction. 
9. Bounds for Periods
We fix, in this Section, a finite poset L and a natural transformation
ψ : hL −→ hL. We shall pay a particular attention to the case where ψ
is the dual of an endomorphism of a finitely generated free algebras. This
happens exactly when ψ has a b-index and when L is of the form 〈P(x),⊇〉
for a finite set x (so D(L) is a free distributive lattice).
As we saw, ψ might not be ultimately periodic but, on the other hand,
all components ψP of ψ are such (because the P are finite posets). We
show that the period of ψP can be uniformly bounded depending on the
sole cardinality of L (and not on the cardinality of P ). More precisely, we
have the following statement:
Proposition 26. Let ℓ be the cardinality of L. For each finite set P and
each v ∈ hL(P ), the period of the sequence {ψkP (v) | k ≥ 0 } has ℓ! as an
upper bound.
The Proposition is an immediate consequence of Lemma 27 below, for
which we need to define a few concepts.
For a point p ∈ P , we let the view set of p (w.r.t. v, ψ) be the set
{ψk(v)(p) | k ≥ 0 } and, for S ⊆ P , we let the view set of S (w.r.t. v, ψ) be
the union of the view sets of the p ∈ S.
Our claim follows from the following:
Lemma 27. For v ∈ hL(P ), the period of the sequence {ψk(v) | k ≥ 0 } has
as an upper bound K!, where K is the cardinality of the view set of P .
Proof. We argue by induction on the height of P . If such an height is 1,
then P contains only the root and the period is bounded by K ≤ K!.
Suppose that the height of P is greater than 1 and let p be the root of P .
Then, let ↓ p := { q ∈ P | q < p } and let M be the cardinality of the view
set of ↓ p. By the induction hypothesis, for any q ∈↓ p, M ! is an upper
bound for the period of the sequence {ψk(vq) | k ≥ 0 }. Since the lcm of
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many copies of M ! is M !, the restriction of {ψk(v) | k ≥ 0 } to ↓ p has
period M !.
Thus, for s large enough, we have ψs+M !(vq) = ψ
s(vq) for all q ∈↓ p. Let
a be maximal (w.r.t. the partial order of L) in the view set of ↓ p (w.r.t.
v, ψs). Without loss of generality (that is, up to increasing s a bit), we can
suppose that there is q0 ∈↓ p such that ψs(v)(q0) = a.
Consider now the set {ψs+k·M !(v)(p) | k ≥ 0 } and let N be its cardinality.
If, for some k, ψs+k·M !(v)(p) belongs to the view set of ↓ p, then, for all
q ∈↓ p, ψs+k·M !(v)(q) ≤ ψs+k·M !(v)(p), and in particular a = ψs(v)(q0) =
ψs+k·M !(v)(q0) ≤ ψs+k·M !(v)(p). It follows that a = ψs+k·M !(v)(p), by the
maximality of a. Therefore the set {ψs+k·M !(v)(p) | k ≥ 0 } intersects the
view set of ↓ p at most in the singleton { a } and, consequently, we have
M +N − 1 ≤ K, where K is the cardinality of the view set of the whole P .
We clearly have that ψs becomes periodic in at most N · (M !) steps (with
period bounded by this number) and the claim follows from the inequality
N · (M !) ≤ K! below. 
Lemma 28. For M,N ≥ 1, we have N · (M !) ≤ (M +N − 1)!.
Proof. The case N = 1 is obvious, so we suppose that N > 1. Since M ≥ 1,
N ≤M +N − 1 and therefore
N ·M ! ≤ (M +N − 1)M !
≤M !(M + 1)(M + 2) . . . (M +N − 1) = (M +N − 1)! ,
where for the last equality we have used that M +N − 1 > M . 
The following result is an immediate consequence of Proposition 26:
Proposition 29. Let a finitely generated free Heyting algebra homomor-
phism µ : FH(x1, . . . , xn) −→ FH(x1, . . . , xn) be ultimately periodic; then
its period is bounded by 2n!.
Remark 30. Let us point out that the bound given in Proposition 26 strictly
depends on hL(P ) being a set of monotone functions. Observe that, when
the bound has been constructed in the proof of Lemma 27, the function
ψP : hL(P ) −→ hL(P ) has been decomposed as ψP (~y, x) = (g(~y), f(~y, x)),
where ~y is a vector of elements of L indexed by ↓ p and x ∈ L; moreover ψ
is applied to pairs (~y, x) such that y ≤ x for each y ∈ ~y. If we give away the
latter constraint on the order, it is easy to see that the bound does not hold
anymore. This happens, even when ψ is recursively defined on the height
of P (so that all of its restrictions ψp are of the form 〈g ◦ π1, f〉 for some
g :↓ p −→↓ p and for some f : L↓ p × L −→ L). Consider the following
example. Let P be the chain { 1, . . . , n } and let L = { 0, 1 }, so we can
identify arbitrary functions from P to L with words on the alphabet { 0, 1 }
of length n. For x ∈ { 0, 1 }, let ψ1(x) := 1− x. Suppose that, for i < n, we
have defined ψi : { 0, 1 }i −→ { 0, 1 }i so that ψi is a bijection of period/order
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2i. We can list then { 0, 1 }i = {w0, . . . , w2i−1 } with wj = ψji (0, . . . , 0),
j = 0, . . . , 2i − 1. Define then
ψi+1(wj , x) :=
{
(hi(wj), x) , j < 2
i − 1 ,
(hi(wj), 1− x) , j = 2i − 1 .
This recursive construction yields ψn of period 2
n and, in particular, the
factorial bound 2! for the period does not apply.
A subvarietyV of Heyting algebras is said to be locally finite iff the finitely
generated freeV-algebras are all finite (we shall indicate with FV(x1, . . . , xn)
the free V-algebra on the generators x1, . . . , xn. Obviously, a locally finite
subvariety is also finitely approximable, hence Theorem 16 applies to it.
Since all results in this section trivially apply also to finitely approximable
varieties and since the endomorphisms between finitely generated free V-
algebras are ultimately periodic (by the finiteness of these algebras), we
obtain:
Theorem 31. Let V be a locally finite variety of Heyting algebras. Every
endomorphism µ : FV(x1, . . . , xn) −→ FV(x1, . . . , xn) is ultimately periodic
and its period is bounded by 2n!.
The interesting point is that the above bound is uniform with respect to
all varieties V. However it is not in general tight, as we shall remark in the
final section by considering as V the variety of Boolean algebras.
10. Conclusions and Open Problems
Ruitenburg’s Theorem exhibits a particular finitistic behaviour of one-
variable substitutions in the Intuitionistic Propositional Calculus. Willing
to provide a semantical proof of this theorem, we have studied more general
substitutions, which, algebraically, can be identified with endomorphisms of
finitely generated free Heyting algebras. The proof of Ruitenburg’s Theorem
as well as some additional remarks on periods of iterated substitutions have
been achieved using the semantical apparatus given by the sheaf theoretic
duality for finitely presented Heyting algebras [15].
Using these semantical tools, sheaf duality and bounded bisimulations,
we found upper bounds for the index and the period of sequences of iterated
substitutions. The bounds so found are not optimal. For example, the proof
of Theorem 20 yields a bound for the index which is non elementary as a
function of the implication degree of an IPC formula. On the other hand, the
bound that can be extracted from the syntactic computations in [20] is linear
w.r.t. the implicational degree and the number of propositional variables of
a formula. The syntactic computations in [13] for fixpoints convergence also
yield tighter bounds.
While the semantical approach has been successful for providing a proof
of Ruitenburg’s Theorem, it remains open whether similar approaches can
yield finer bounds.
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Other open problems arise from inspecting the results presented in this
paper. Firstly, although we were able to show that periodicity fails for two-
variable substitutions, it is still an open problem to characterize or to decide
periodicity for abitrary substitutions in IPC (the only sufficient condition
known is the one supplied by Ruitenburg’s Theorem- namely the fact that
all-but-one variables are fixed).
Secondly, concerning the upper bounds we found, notice that Proposi-
tion 29 provides bounds for periods of free Heyting algebra endomorphisms
in locally finite subvarieties; being able to bound their indexes might also
be interesting. In particular, it is not clear whether indexes are sensitive
to the number of generators of a free algebra or, similarly to what happen
for fixpoint approximants in some lattice varieties, see [8], they are uni-
form in a fixed variety. Corollary 18 can be used to argue that this is the
case in varieties of Heyting algebras of bounded height—see e.g. the vari-
eties bdn in [3, Prop. 2.38]—yet there are locally finite varieties of Heyting
algebras—notably, the variety of Go¨del/Dummet algebras—whose Kripke
models might be of unbounded height.
Coming back to the period, let us also notice that the upper bound pro-
vided by Proposition 29 is not in general tight. To see why, consider free
Boolean algebras: a morphism f : FB(x1, . . . , xn) −→ FB(x1, . . . , xn) cor-
responds, via duality, to a function f : 2n −→ 2n. Now, estimating an upper
bound for the periods of functions from the set [k] := { 1, . . . , k } (where in
our case k = 2n) to itself can be reduced to estimating an upper bound for
the period (or order) of permutations of [k]. Indeed, if i and p are such that
f i+p = f i, then the restriction of f to f i([k]) is a permutation of f i([k])
which can be extended to a full permutation of the set [k] of equal period
p. Now, an upper bound for all these periods is lcm(1, . . . , k) for which we
have 2k−1 ≤ lcm(1, . . . , k) ≤ 3k [6] and, asymptotically, lcm(1, . . . , k) ∼ ek
(by the prime number theorem). On the other hand, using Stirling approx-
imation, k! ∼ √2πk(k
e
)k. It is an open problem whether the bound 2n! can
be made tighter by considering locally finite varieties of Heyting algebras
other than Boolean algebras; it is not clear either how the bound can vary
below 2n! depending on the locally finite subvariety V.
Finally, most of the techniques used here for Heyting algebras are also the
tools for studying modal logics in [15]. While we can expect that periodicity
phenomena of substitutions do not arise for the basic modal logic K, they
surely do for locally tabular modal logics. Considering also the numerous
results on definability of fixpoints, see e.g. [21, 1], these phenomena are
likely to appear in other subsystems of modal logics. As far as we know,
investigation of periodicity phenomena in modal logics is a research direc-
tion which has not yet been explored and where the bounded bisimulation
methods might prove their strength once more.
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