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ALGEBRAICALLY CLOSED FIELDS WITH A GENERIC
MULTIPLICATIVE CHARACTER
TIGRAN HAKOBYAN, MINH CHIEU TRAN
Abstract. We study the model theory of the 2-sorted structure (F,C;χ),
where F is an algebraic closure of a finite field of characteristic p, C is the field of
complex numbers and χ ∶ F → C is an injective, multiplication preserving map.
We obtain an axiomatization ACFCp of Th(F,C;χ) in a suitable language
L, classify the models of ACFCp up to isomorphism, prove a modified model
companion result, give various descriptions of definable sets inside a model of
ACFCp, and deduce that ACFCp is ω-stable and has definability of Morley
rank in families.
1. Introduction
Fields with characters occur in many places; see for example Kowalski [2] for a
case where also definability plays a role. This suggested to us to look for model-
theoretically tame pairs of fields with character maps between them.
Throughout, (F,K;χ) is a structure where F and K are integral domains
(usually fields), and χ ∶ F → K satisfies χ(ab) = χ(a)χ(b) for all a, b ∈ F ,
χ(0) = 0 and χ(1) = 1. Then (F,K;χ) is naturally a structure in the 2-sorted lan-
guage L which consists of two disjoint copies of the language of rings, augmented
by a unary function symbol χ. We call χ with the above properties a character.
We are particularly interested in the cases where F is an algebraic closure F of
a finite field, K is the field C of complex numbers and χ ∶ F→ C is injective. From
now on, we let (F,C;χ) range over structures with these properties. Corollary 3.2
below says that for each prime p, there is up to L-isomorphism exactly one (F,C;χ)
such that char(F) = p. In this paper we show that the L-theory Th(F,C;χ) is tame
in various ways. For precise statements we need some more terminology.
Let (F,K;χ) be given. For a tuple α = (α1, . . . , αn) ∈ Fn, n ∈ N≥1, and
k = (k1, . . . , kn) ∈ Nn we set αk ∶= αk11 ⋯α
kn
n . We call α multiplicatively depen-
dent if αk = αl for some distinct k, l ∈ Nn, and multiplicatively independent
otherwise. We say that χ ∶ F → K is generic if it is injective and for all multi-
plicatively independent α ∈ Fn, n ∈ N≥1, the tuple χ(α) ∶= (χ(α1), . . . , χ(αn)) ∈Kn
is algebraically independent in the fraction field of K over its prime field.
Theorem 1.1. There is a recursive set ACFC of ∀∃-axioms in L such that:
(1) for all (F,K;χ), (F,K;χ) ⊧ ACFC if and only if F and K are algebraically
closed fields, char(K) = 0 and χ ∶ F →K is generic;
(2) for all p prime, if char(F) = p, then (F,C;χ) ⊧ ACFC.
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If p is either prime or zero, let ACFCp be the set of ∀∃-axioms in L obtained
from ACFC by adding the statements expressing char(F ) = p where (F,K;χ) is an
L-structure.
Let κ,λ be (possibly finite) cardinals. In Section 3 we prove the following classifi-
cation result. (If p = 0, set Fp ∶= Q.)
Theorem 1.2. For any p,κ and λ, there is up to isomorphism a unique model
(F,K;χ) of ACFCp such that trdeg(F ∣ Fp) = κ, trdeg(K ∣ Q(χ(F ))) = λ.
By the wealth of results by Shelah in [6], we can get the following:
Corollary 1.3. ACFCp is superstable, shallow, without the dop, without the otop,
without the fcp.
By an analogue of Vaught Test, we have:
Theorem 1.4. ACFCp is complete.
In section 4 we characterize the substructures of models of ACFCp:
Proposition 1.5. Given (F,K;χ), the following are equivalent:
(1) (F,K;χ) is a substructure of a model of ACFCp;
(2) χ is generic and char(F ) = p.
When is a substructure of a model of ACFCp an elementary submodel? It is not
enough that the substructure is a model of ACFCp:
Proposition 1.6. ACFCp is not model complete.
To deal with the above question we define a regular submodel of a model
(F ′,K ′;χ′) of ACFCp to be a substructure (F,K;χ) ⊧ ACFCp of (F ′,K ′;χ′) such
that Q(χ(F ′)) is linearly disjoint with K over Q(χ(F )) in K ′. The more compli-
cated notion of regular L-substructure will be defined in Section 4. Below we
fix a set ACFCp(∀) of universal L-sentences whose models are the substructures of
models of ACFCp, as in Proposition 1.5.
Theorem 1.7. ACFCp is the regular model companion of ACFCp(∀). That is:
(1) for models of ACFCp, the notions of regular submodel and elementary
submodel are equivalent;
(2) every model of ACFCp(∀) is a regular substructure of a model of ACFCp.
In Section 5, we show that every definable set in a fixed model (F,K;χ) of ACFCp
has a simple description. This is comparable to the fact that every definable set
in a model of ACF is a boolean combination of algebraic sets. A set S ⊆ Kn is
algebraically presentable if
S = ⋃
α∈D
Vα
for some definable D ⊆ Fm and definable family {Vα}α∈D of K-algebraic subsets of
Kn. Algebraically presentable sets should be thought of as geometrically simple.
They are also existentially definable of a particular form. We also define in Section 5
the related notion of 0-algebraically presentable sets. The main result is:
Theorem 1.8. If X ⊆ Kn is definable, then X is a boolean combination of alge-
braically presentable subsets of Kn. Furthermore, if X is 0-definable, X is a boolean
combination of 0-algebraically presentable subsets of Kn.
The general case where a definable set is not a subset of Kn can be easily reduced
to the above special case.
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We have better results for definable subsets of Fm:
Theorem 1.9. Let D ⊆ Fm. If D is definable, then D is definable in the field F .
If D is 0-definable, then D is 0-definable in the field F . Suppose D = χ−1(V ) with
V ⊆ Km a K-algebraic set. Then D is F -algebraic. If V is defined over Q in the
field sense, then D is defined over Fp in the field sense.
Still working in a fixed model (F,K;χ) of ACFCp, we show in Section 6 that every
definable set has another description which is comparable to the fact that every
definable set in a model of ACF is a finite union of quasi-affine varieties. A special
case of the above description is when X = ⋃α∈D Vα where {Vα}α∈D is a definable
family of varieties over K such that
(1) for some k ∈ N, D is a subset of F k definable in the language of rings,
(2) Vα and Vβ are disjoint for distinct α,β ∈ D.
We can show that not every definable set X ⊆ Kn has a description as in the
above special case. However, a description approximating the above picture can
be obtained. This in particular allows us to define a geometric rank gr and a
geometric degree gd on the definable sets.
In Section 7, we show that the geometric rank and the geometric degree defined
in the previous section coincide with the model-theoretic notions of Morley rank
and Morley degree. Using this, it is easy to deduce that the theory is ω-stable. We
then study some behaviors of these notions of ranks.
Proposition 1.10. If X ⊆Kn and X ′ ⊆Kn
′
are definable, gr(X) = ω ⋅ρ
K
+ρ
F
and
gr(X ′) = ω ⋅ρ′
K
+ρ′
F
with ρ
K
, ρ
F
, ρ′
K
, ρ′
F
∈ N, then gr(X×X ′) = ω ⋅(ρ
K
+ρ′
K
)+ρ
F
+ρ′
F
.
Theorem 1.11. Suppose {Xb}b∈Y is a definable family of subsets of Kn. Then for
each ordinal ρ, the set {b ∈ Y ∶ gr(Xb) = ρ} is definable.
The technique we developed might also provide a step towards proving that ACFCp
has the definable multiplicity property. We use the geometric understanding of
Morley rank and Morley degree to classify strongly minimal sets up to non-
orthogonality:
Proposition 1.12. For any strongly minimal set X ⊆ Kn there is a finite-to-one
definable map from X to F .
The structure (F,C;χ) is similar to various known structures, for example (C,Qac)
where Qac is the set of algebraic numbers regarded as an additional unary relation
on C. The study of the latter stretches back to Robinson (see [5]). Analogues of
some of our results for (C,Qac) seem to be known as folklore; see for example [8].
However, our structure is mathematically even more closely related to (C,U) where
U ⊆ C is the group of all roots of unity regarded as an additional unary relation.
In fact, we can almost view (F,C;χ) as (C,U) with some extra relations on U.
In consequence, several results of this paper are either directly implied or easy
adaptations of results in [11] and [9]. These include axiomatization, ω-stability,
quantifier reduction; the corresponding result of (κ,λ)-transcendental categoricity
is known, according to Pillay, but not written down anywhere. There are also
several results that hold in the above mentioned two structures and ought to have
suitable analogues in our structure but we have not proven them yet. These include
the study of imaginaries and definable groups; see [4] and [1].
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On the other hand, some of our results are new, which also yield more information
on the structures (C,Qac) and (C,U) as well. Through the notion of genericity, we
obtain a more conceptual characterization of the class of models of ACFCp other
than using the axioms. From [11], we can already see that every model of ACFCp
satisfies the properties of this characterization. In this paper, we show the reverse
direction. It is clear that one can obtain a characterization of the class of models of
Th(C,U) in the same way. Even though both use Mann’s theorem in an essential
way, our axiomatization strategy is slightly different from the strategy used in [11]
and [9]. This modification, in particular, allows us to also axiomatize the class
of substructures of the models and achieve the regular model companion result
mentioned above. The regular model companion result should have analogues for
(C,Qac) and (C,U) as well. To our knowledge, the method in Sections 6 and 7 and
the result about definability of Morley Rank in families is not known. We expect
that this method can be applied to (C,Qac) and (C,U) and generalized further to
study the appropriate notions of dimension and multiplicity in other types of pairs.
A natural continuation of our project is to study the expansion (F,C;χ,R) of
(F,C;χ) where R ⊆ C is the set of real numbers. At the definability level, this
amounts to also including the metric structure on C into the picture. Towards this
end, the second author has considered a reduct of (F,C;χ,R); see [7] for details.
2. Axiomatization
Throughout, let m,n ranges over the set of natural numbers (which includes zero),
p be either a prime number or zero, t = (t1, . . . , tn), u = (u1, . . . , um) be tuples of
variables of the first sort and x = (x1, . . . , xn), y = (y1, . . . , ym) be tuples of variables
of the second sort. If a is in Xn, then a = (a1, . . . , an) with ai ∈X for i ∈ {1, . . . n}.
If A ⊆ K≠ ∶= K ∖ {0}, set ⟨A⟩K to be the set of elements in K≠ which are in the
subgroup generated by A in the fraction field of K; when the context is clear, we
will write ⟨A⟩ instead of ⟨A⟩K . We note that in the preceding definition, ⟨A⟩ is a
submonoid of K≠ and is a subgroup of K× if K is a field. If P1, . . . , Pm are systems
of polynomial in K[x], we let Z(P1, . . . , Pm) ⊆Kn be the set of their common zeros.
In this section, we also assume that A,B ⊆ K≠ and C ⊆ K. Let aclC(A) denote
the elements of K satisfying a nontrivial polynomial equation with coefficients in
Z[A,C]. We will give a definition of the notion of genericity which is slightly more
general than what was given in the introduction. This is necessary for the purpose
of axiomatization and will also play an important role in the next two sections.
The multiplicative closure of A over B, denoted by mclB(A), is the set
{a ∈K≠ ∶ an ∈ ⟨A ∪B⟩ for some n}.
We note that if K is a field, the notion of multiplicative closure over B coincides
with the notion of divisible closure over B, viewing K× as a Z-module. We say A
is multiplicatively independent over B if
a ∉mclB(A/{a}) for all a ∈ A.
A multiplicative basis of A over B is an A′ ⊆ A such that A′ is multiplicatively
independent over B and A ⊆ mclB(A′). General facts about pregeometry give us
that there is a multiplicative basis of A over B; furthermore, any two such bases
have the same cardinality. When B = ∅, we omit the phrase over B in the definition
and the subscript B in the notation. We also note that mcl(∅) = {1}.
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We say A is generic if for all multiplicatively independent a ∈ ⟨A⟩n we also have
a is algebraically independent. We say A is C-generic over B if for all B-
multiplicatively independent a ∈ ⟨A⟩n we also have a is algebraically independent
over B ∪C. The following follows easily from the exchange property of mcl:
Lemma 2.1. Suppose A is C-generic over B. Then the preceding statement con-
tinues to hold as we:
(1) replace K by an integral domain K ′ such that A,B ⊆K ′
×
and C ⊆K ′,
(2) replace B with B′ ⊆K≠ such that mcl(B′) =mcl(B),
(3) replace C with C′ ⊆K such that aclB(C′) = aclB(C),
(4) replace A with A′ ⊆K≠ such that mclB(A′) =mclB(A).
Corollary 2.2. The following equivalence holds: A is C-generic over B if and only
if there is a family A′ ⊆ A such that A′ is algebraically independent over B ∪C and
A ⊆mclB(A′).
The notions of multiplicative closure and multiplicative independence can be un-
derstood using polynomials. A monomial in x is an element of Q[x] of the form
xk with k ∈ Nn. Likewise, a B-monomial in x is an element of K[x] the form
blxk with b ∈ Bm, l ∈ Nm and k ∈ Nn. In this section M and N are B-monomials.
A B-binomial is a polynomial of the form M −N . If, moreover, M and N are
monomials, we call M −N a binomial. We call a B-binomialM −N nontrivial if
M = blMxkM and N = blNxkN for some b ∈ Bm and distinct kM , kN ∈ N
n.
It is easy to see that for a ∈K≠, a is in mclB(A) if and only if a is a zero of a non-
trivial (A ∪ B)-binomial of one variable. Then A is multiplicatively independent
over B if for all n, for all a ∈ An, a is not in the zero-set of a nontrivial B-binomial
of n variables.
Suppose K is a field, H ⊆ G ⊆ K× are groups, C is a subfield of K, g ∈ Gn,
and a ∈ Kn. The multiplicative type of g over H , denoted by mtpH(g), is the
quantifier free type of g in the language of groups with parameters from H . We can
easily see that mtpH(g) is completely characterized by the H-binomials vanishing
on g. If H = {1}, we simply call this the multiplicative type of g, and denote
this as mtp(g). Likewise, the algebraic type of a over C, denoted by atpC(a), is
the quantifier free type of a in the language of rings with parameters from C. Then
atpC(a) is completely characterized by the polynomials in C[x] vanishing on a. If
C = Q, we call this the algebraic type of a, and denote this by atp(a). Suppose
c is an n-tuple of elements in K and d is an element in K. A solution a of the
equation c ⋅ x = d is called non-degenerate if we have ci1ai1 + ⋯ + cimaim ≠ 0 for
all {i1, . . . , im} ⊊ {1, . . . , n}.
Proposition 2.3. Suppose K is a field, H ⊆ G ⊆K× are groups, and C is a subfield
of K. Moreover, suppose mcl(H) ∩G =H. The following are equivalent:
(1) G is C-generic over H;
(2) for all g, g′ ∈ Gn, if mtpH(g) =mtpH(g′) then atpC(H)(g) = atpC(H)(g′);
(3) for all g ∈ Gn and all P ∈ C(H)[x], P vanishes on g if and only if P is in
the ideal Ig of C(H)[x] generated by H-binomials vanishing on g;
(4) if c ∈ Cn, and g ∈ Gn is a non-degenerate solution of the equation c ⋅ x = 1,
then g is in Hn.
Without the condition mcl(H) ∩G =H, we still have (4)⇒ (3)⇒ (2)⇒ (1).
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Proof. Throughout the proof, we suppose K,C,G and H are as given. We first
show that (4) implies (3). Suppose (4) holds, and P is in C(H)[x] such that
P (g) = 0. For our purpose, we can arrange that
P =
k
∑
i=1
ciMi−Mk+1 where ci is in C
× and Mi are H-monomials for i ∈ {1, . . . , k}.
The cases where k = 0,1 are immediate. Using induction, suppose k > 1 is the
least case the statement has not been proven. Then (M1(g), . . . ,Mk+1(g)) is a
non-degenerate solution of c1y1 +⋯+ ckyk − yk+1 = 0. Hence, Mk+1(g) ≠ 0 and
(M1(g)M−1k+1(g), . . . ,Mk(g)M−1k+1(g))
is a non-degenerate solution of c1y1 +⋯ + ckyk = 1. Hence, it follows from (4) that
Mi(g)M−1k+1(g) = hi ∈ H for i ∈ {1, . . . , k}. As a consequence,
(c1h1 +⋯ + ckhk − 1)Mk+1 = P − k∑
i=1
ci(Mi − hiMk+1)
vanishes on g. As Mk+1(g) ≠ 0, the above implies c1h1 +⋯+ ck−1hk−1 − 1 = 0. Thus
P = ∑ki=1 ci(Mi − hiMk+1) which is in Ig. The conclusion follows.
To show that (3) implies (2), let g and g′ be as in (2). Then a H-binomial
vanishes on g if and only if it vanishes on g′, and so Ig = Ig′ . The desired conclusion
then follows from (2).
We now show that (2) implies (1). Suppose we have (2) and g ∈ Gn is multiplica-
tively independent over H . We can arrange that K is algebraically closed by (1) of
Lemma 2.1. The case where n = 0 is trivial. Using induction, suppose n > 0 is the
least case the statement has not been proven. Then g1, . . . , gn−1 are algebraically
independent over C(H). Assume P ∈ C(H)[x] is non-trivial. As g1, . . . , gn−1 are
algebraically independent over C(H), we get that
P (g1, . . . , gn−1, xn) ≠ 0 in C(H,g1, . . . , gn−1)[xn],
and so it has at most finitely many roots. As a consequence, P (g1, . . . , gn−1, gmn ) ≠ 0
for some m > 0. Because g = (g1, . . . , gn) is multiplicatively independent over H , for
all m, (g1, . . . , gn−1, gmn ) has the same multiplicative type over H as (g1, . . . , gn).
By (2), for all m, (g1, . . . , gn−1, gmn ) has the same algebraic type over C(H) as(g1, . . . , gn). Therefore, P (g1, . . . , gn) ≠ 0. Since P is chosen arbitrarily, g is alge-
braically independent over C(H), and so we have (1).
We show that (1) implies (4). Suppose we have (1), mcl(H)∩G =H , and g ∈ Gn
is a non-degenerate solution of c ⋅ x = 1. Let G′ be the subgroup of G generated by
g. As mcl(H)∩G =H , the group G′/(H ∩G′) is torsion-free of finite rank, and so
we can choose g′1, . . . , g
′
k in G
′ multiplicatively independent over H such that
gi = M
′
i(g′1, . . . , g′k) for some H-monomial M ′i for i ∈ {1, . . . , n}.
As g′1, . . . , g
′
k are multiplicatively independent over H , they are algebraically inde-
pendent over C(H) by (1). As
g = (M ′1(g′1, . . . , g′k), . . . ,M ′n(g′1, . . . , g′k))
is a non-denegerate solution of the equation c ⋅ x = 1, g′j must appear with power 0
in all M ′i for all i ∈ {1, . . . , n} and j ∈ {1, . . . , k}. Hence g is in Hn.
Finally, we observe that the condition mcl(H) ∩G = H is only used in showing(1) implies (4). Thus, the other implications still hold without this condition. 
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Here, we present another property of genericity as a corollary of the previous propo-
sition.
Corollary 2.4. We have the following:
(1) for A ⊆ A′ ⊆ A′′ ⊆K×, A′ is C-generic over A and A′′ is C-generic over A′
if and only if A′′ is C-generic over A;
(2) suppose {Aα}α<κ is a sequence of subsets of K× such that Aα ⊆ Aα+1 and
Aα+1 is C-generic over Aα for all α < κ, and Aβ = ⋃α<β Aα for all limit
ordinals β. If A = ⋃α<κAα, then A is C-generic over Aα for all α < κ.
Proof. By Lemma 2.1, we can arrange that C and K are fields and all the Aα’s
involved are multiplicatively closed in K. In particular, each Aα with the multi-
plication is a group. The conclusions follow easily from the equivalence of (1) and(4) of Proposition 2.3. 
We call a polynomial in Q[x] special if it has the form ∏ζ(M −ζN) where ζ ranges
over the set of k-th primitive roots of unity for some k > 0 and some monomials M
and N .
Proposition 2.5. Suppose K is a field, G ⊆ K× is a group, and U is the set of
all roots of unity in K. Moreover, suppose char(K) = 0. Then the following are
equivalent:
(1) G is generic;
(2) for all g, g′ ∈ Gn, if mtp(g) =mtp(g′) then atp(g) = atp(g′);
(3) for all g ∈ Gn and P ∈ Q[x], P vanishes on g if and only if P is in √Jg
where Jg ⊆ Q[x] is the ideal generated by the special polynomials vanishing
on g;
(4) if c is in Qn, and g ∈ Gn is a non-degenerate solution of the equation c ⋅x = 1
then g is in Un.
Proof. Throughout the proof, we suppose K,G and U are as stated. We first prove
that (1) implies (3). As the statement is independent of the ambient field, we
can arrange that K is algebraically closed. It is clear even without assuming (1)
that the backward implication of (3) holds. Now we suppose (1) and prove the
forward implication of (3). We reduce the problem to finding finitely many special
polynomials S1, . . . , Sl such that
Z(S1, . . . , Sl) ⊆ Z(P ).
Indeed, suppose we managed to do so. Then, by the Nullstellensatz, this implies Pm
is in the ideal generated by S1, . . . , Sl in K[x]. Hence Pm is a K-linear combination
of products MiSj for i ∈ {1, . . . , k}, j ∈ {1, . . . , l} and each Mi a monomial in x.
By taking a linear basis of K over Q and taking into account the assumption that
P is in Q(x), we get Pm is a Q-linear combination of products of MiSj as above.
Therefore, P is in
√
Jg.
By equivalence of (1) and (3) in Proposition 2.3, we have that P lies in the ideal
Ig of Q(U)[x] generated by polynomials of the form M − ζN vanishing on g with
M,N monomials in x and ζ a root of unity. As Q(U)[x] is Noetherian, there are
binomials M1 − ζ1N1, . . . ,Ml − ζlNl generating Ig. Hence,
Z(M1 − ζ1N1, . . . ,Ml − ζlNl) ⊆ Z(P ).
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Let ζ be a generator of the subgroup of U generated by ζ1, . . . , ζl. Then there are
natural numbers s1, . . . , sl and t1, . . . , tl such that ζ = ζ
s1
1 . . . ζ
sl
l
and ζi = ζ
ti for all
i ∈ {1, . . . l}. Let
M ′ =
l
∏
i=1
(Mi)si and N ′ = l∏
i=1
(Ni)si .
We note that Z(M1 − ζ1N1, . . . ,Ml − ζlNl) is equal to
Z(M ′ − ζN ′, (N ′)t1M1 − (M ′)t1N1, . . . , (N ′)tlMl − (M ′)tlNl).
Therefore, we might as well assume P vanishes on the zero set of polynomials
M1(x) − ζN1(x), M2(x) −N2(x), . . . ,Ml(x) −Nl(x).
With ζ,Mi,Ni as in the preceding statement, let ζ be a primitive k-th root of
unity. Set
S1 = ∏
ε
(M1 − εN1) where ε ranges over the primitive k-th roots of unity
and S2 = M2(x) − N2(x), . . . , Sl = Ml(x) − Nl(x). Note that each Si is special.
Suppose, a ∈ Kn is in the zero set of the ideal of Q[x] generated by S1, . . . , Sl.
Then there is a primitive k-th root of unity ε such that M1(a) − εN1(a) = 0. Since
char(K) = 0, there is an automorphism σ of K such that σ(ε) = ζ. Hence,
M1(σ(a)) − ζN1(σ(a)) = S2(σ(a)) = . . . = Sl(σ(a)) = 0.
By the choice of ζ,Mi,Ni, we have P (σ(a)) = 0. As P is in Q[x], P (a) = 0. Thus,
we have proven the reduction and hence (3).
Next, we prove that (3) implies (2). Suppose (3), and g, g′ have the same
multiplicative type. Let S be a special polynomial such that S(g) = 0 and S =
∏ζ(M − ζN) where ζ ranges over all the primitive k-th roots of unity for some
k > 0. Then M(g)N−1(g) is a primitive k-th k-th root of unity, so Mk − Nk
vanishes on g butM l −N l does not vanish on g for 0 < l < k. As g, g′ have the same
multiplicative type,
Mk(g′) −Nk(g′) = 0 but M l(g′) −N l(g′) ≠ 0 for 0 < l < k.
So M(g′)N−1(g′) is a primitive k-th root of unity and S(g′) = 0. Hence Jg = Jg′ ,
and so atp(g) = atp(g′). Thus, we have (2).
The argument for (2) implying (1) is the same as the argument for (2) implying
(1) in Proposition 2.3. Finally, by (2) of Lemma 2.1, G is generic if and only if G
is generic over G ∩ U . We note that mcl(G ∩ U) ∩G = G ∩ U , so the equivalence
between (1) and (4) follows immediately from the equivalence between (1) and (4)
in Proposition 2.3. 
Proposition 2.6. Suppose K is a field, G ⊆K× is a group, g is in Gn and H is a
subgroup of G such that G is generic over H. Moreover, suppose char(K) = 0, and
mcl(H) ∩G =H. Then Q(G) is a regular field extension of Q(H).
Proof. As char(K) = 0, Q(G) is a separable field extension of Q(H), so it suffices
to check that Q(H) is algebraically closed in Q(G). Suppose P,Q ∈ Q[x], and
g ∈ Gn is such that P (g)Q−1(g) is algebraic over Q(H). Let G′ be the subgroup of
G generated by g. As mcl(H) ∩G = H , G′/(H ∩G′) is torsion-free of finite rank,
we can choose g′1, . . . , g
′
k in G
′ multiplicatively independent over H such that
gi = M
′
i(g′1, . . . , g′k) where M ′i is H-monomial for i ∈ {1, . . . , n}
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Hence we can find P ′,Q′ coprime in Q(H)[y1, . . . , yk] such that P ′(g′)Q′−1(g′)
is equal to P (g)Q−1(g). As g′1, . . . , g′k are multiplicatively independent over H ,
they are algebraically independent over Q(H). Therefore, in order to have
P ′(g′)Q′−1(g′) algebraic over Q(H), the polynomials P ′,Q′ must have degree 0
and so P ′(g′)Q′−1(g′) is in Q(H). The conclusion follows. 
We recall the following version of a theorem of Mann from [3]:
Theorem (Mann). Let U be the group of roots of unity in Qac. There is a recursive
function d ∶ N → N such that if a1, . . . , an are in Q and (y1, . . . , yn) in Un is a tuple
of non-degenerate solution of the equation a1y1 + ⋯ + anyn = 1, then y
d(n)
i = 1 for
all i.
For an L-structure (F,K;χ), it is easy to see that χ in generic if and only if χ(F ×)
is generic in the sense of this section. As a consequence we have:
Proposition 2.7. There is a recursive set of universal statements in L whose
models (F,K,χ) are precisely the L-structures with χ generic.
Proof. Suppose F ′ and K ′ are respectively the fraction fields of F and K. Using
only the conditions that χ is multiplication preserving, χ(0) = 0 and χ is injec-
tive, we can extend χ to an injective character χ′ ∶ F ′ → K ′; moreover, χ′ maps
multiplicatively independent elements to algebraically independent elements if and
only if χ does so by Lemma 2.2. We also note that (F ′,K ′;χ′) is interpretable in(F,K;χ) in the obvious way. Hence we can reduce the problem to the case where
F and K are fields.
Combining the equivalence between (1) and (4) of Proposition 2.5 and Mann’s
theorem, χ is generic if and only if for all n and all non-degenerate solutions of
a1x1 +⋯ + anxn = 1 in (χ(F )×)n with a in Qn, we have xd(n)i = 1 for i ∈ {1, . . . , n}.
It is clear that being a non-degenerate solution is definable by a quantifier-free
formula. So we have the desired universal axiom scheme. 
Theorem 2.8. There is a recursive set ACFC of ∀∃-axioms in L such that:
(1) for all (F,K;χ), (F,K;χ) ⊧ ACFC if and only if F and K are algebraically
closed fields, char(K) = 0 and χ ∶ F →K is generic;
(2) for p > 0, (Facp ,Qac;χ) ⊧ ACFC.
Proof. It follows easily from proposition 2.7 that we have the desired axiomati-
zation. When F = Facp ,K = Q
ac and χ ∶ F → K is injective, we note that χ
is automatically generic because there is no multiplicative independence between
elements of χ(F ×). 
Let Q be the set of prime powers. For each q ∈ Q, let χq ∶ Fq → Qac be an injective
map with χq(0) = 0 and χq(ab) = χq(a)χq(b) for all a, b ∈ Fq. With exactly the
same method we get:
Proposition 2.9. There is a recursive set of ∀∃-axioms T in L with the following
properties:
(1) for all (F,K;χ), (F,K;χ) ⊧ T if and only if K is an algebraically closed
fields with char(K) = 0, F is a pseudo-finite field and χ ∶ F →K is generic;
(2) if U is a non-principal ultrafilter on Q, then (∏q∈Q(Fq,Qac;χq)) /U ⊧ T .
This also allows us to conjecture that for every T -model (F,K;χ), there is an
ultrafilter U on Q such that (F,K;χ) ≡ (∏q∈Q(Fq,Qac;χq)) /U.
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3. Classification, completeness and decidability
We keep the notation conventions in the first paragraph of the preceding section
and moreover assume in this section that (F,K;χ) ⊧ ACFCp. For a field K, we
let Kac denote an algebraic closure of K. We classify the models of ACFCp up
to isomorphism. From this we deduce that the theory ACFCp is complete and
decidable.
Proposition 3.1. Suppose (F,K;χ1) and (F,K,χ2) are models of ACFCp with
Q(χ1(F )) = Q(χ2(F )). Then there is an automorphism σ of K with χ2 = σ ○ χ1.
Proof. Suppose F,K,χ1 and χ2 are as stated. Let α = (αi)i∈I be a listing of the
elements of F ×. As χ1, χ2 are group homomorphisms, mtp(χ1(α)) = mtp(χ2(α)).
By Proposition 2.5, atp(χ1(α)) = atp(χ2(α)), and so there is a field automorphism
σ ∶ Q(χ1(F ))→ Q(χ2(F ))
such that χ2 = σ ○ χ1. We can further extend σ to a field automorphism of
Q(χ1(F ))ac = Q(χ2(F ))ac and then to an automorphism of K. 
Corollary 3.2. If p is prime, F = Facp and K = Q
ac, then there is a unique injective
character from F to K up to isomorphism.
Corollary 3.3. If χ ∶ F →K is generic and if σ is an automorphism of F , then σ
can be extended to an automorphism of (F,K;χ).
We say (F,K;χ) ⊧ ACFCp is (κ,λ)-transcendental if trdeg(F ∣ Fp) = κ and
trdeg(K ∣ Q(G)) = λ with G = χ(F ×).
Theorem 3.4. For any p,κ and λ, there is a unique (κ,λ)-transcendental model
of ACFCp up to isomorphism .
Proof. We first prove the uniqueness part of the lemma. Suppose (F1,K1;χ1) and(F2,K2;χ2) are (κ,λ)-transcendental models of ACFCp. Let G1 be χ(F ×1 ) and
G2 be χ(F ×2 ). As F1 and F2 are algebraically closed of same characteristic and
trdeg(F1 ∣ Fp) = trdeg(F2 ∣ Fp), there is an isomorphism
σ ∶ F1 → F2.
Using Proposition 2.5 in a similar way as in the proof of Proposition 3.1, σ induces
an isomorphism between Q(G1) and Q(G2); we will also call this σ. Finally, since
trdeg(K1 ∣ Q(G1)) is equal to trdeg(K2 ∣ Q(G2)) we can extend σ to a field
isomorphism from K1 to K2. It is easy to check that this is an isomorphism of
L-structures.
We next prove the existence part of the lemma. For p > 0, ACFCp clearly has
a model. For p = 0, ACFCp has a model by compactness. We can arrange to
have for each p a model (F,K;χ) of ACFCp such that ∣F ∣, ∣K ∣ > max{κ,λ,ℵ0}.
Choose an algebraically closed subfield F ′ of F with trdeg(F ′ ∣ Fp) = κ. Then we
have trdeg(K ∣ Q(χ(F ′))) > λ. Choose an algebraically closed subfield K ′ of K
containing χ(F ′) with trdeg(K ′ ∣ Q(χ(F ′))) = λ. We can check that (F ′,K ′;χ ↾F ′)
is a (κ,λ)-transcendental model of ACFCp. 
Corollary 3.5. ACFCp is superstable, shallow, without the dop, without the otop,
without the fcp.
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Proof. The first four properties follow from Shelah’s main gap theorem [6, XII.6.1].
The last property follows from [6, VII.3.4]. 
Next we prove an analog of upward Lo¨wenheim-Skolem theorem.
Lemma 3.6. For χ ∶ F →K generic, K is an infinite extension of Q(χ(F )).
Proof. Suppose F,K and χ are as stated. Let G = χ(F ). By Proposition 2.6, if
U consists of the roots of unity in G, then Q(G) is a regular extension of Q(U).
Hence,
[Qac ∶ Q(U)] ≤ [QacQ(G) ∶ Q(G)].
By Galois theory, [Qac ∶ Q(U)] = ∞. Therefore, [QacQ(G) ∶ Q(G)] = ∞ and so
[K ∶ Q(G)] =∞. 
Lemma 3.7. Every model (F,K;χ) of ACFCp has a (κ,κ)-transcendental elemen-
tary extension (F ′,K ′;χ′) for any cardinal κ ≥max(∣F ∣, ∣K ∣).
Proof. Let (F,K;χ) and κ be as stated. We construct an elementary extension(F ′′,K ′′;χ′′) of (F,K;χ) with trdeg(F ′′ ∣ Fp) ≥ κ and trdeg(K ′′ ∣ G′′) ≥ κ with
G′′ = χ(F ′′×). For the later two conditions to hold, it suffices to ensure there are
α ∈ (F ′′)κ and a ∈ (K ′′)κ
such that components of α are all distinct and the components of a are algebraically
independent over G′′. Using compactness, we can reduce the problem to verifying
the following: for arbitrary k,m,n, w of length m, x of length n and arbitrary poly-
nomials P1, . . . , Pl in Q[w,x], there are α in F k and a in Kn such that components
of α are pairwise different, and
Pi(χ(β), a) ≠ 0 for all β ∈ Fm and i ∈ {1 . . . l}.
It is easy to find α with the desired property. By preceding lemma, [K ∶ Q(G)] is
infinite, so we can choose a so that [Q(G,a1, . . . , aj) ∶ Q(G,a1 . . . , aj−1)] > N for
j ∈ {1, . . . , n} where N is the maximum degree of Pi for i ∈ {1 . . . l}. We see that
this choice of a works. We then get the desired (F ′,K ′;χ′) from (F ′′,K ′′;χ′′) by
taking the Skolem Hull of the suitable elements. 
Theorem 3.8. For all p, ACFCp is complete and decidable. When p > 0, ACFCp
axiomatizes Th(F,C;χ) where char(F) = p.
Proof. We first show that any two arbitrary models (F1,K1;χ1) and (F2,K2;χ2)
of ACFCp are elementarily equivalent. By the preceding lemma, we can arrange
that (F1,K1;χ1) and (F2,K2;χ2) are both (κ,κ)-transcendental. It follows from
Theorem 3.4 that for all p, ACFCp is complete. The remaining conclusions are
immediate. 
Corollary 3.9. Let τ be an L-statement. The following are equivalent:
(1) τ is true in some model of ACFC0;
(2) there are arbitrarily large primes p such that τ is true in some model of
ACFCp;
(3) there is a number m such that for all primes p >m, τ is true in all models
of ACFCp.
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4. Substructures and elementary substructures
From now on, let k, l range over the set of natural numbers, s = (s1, . . . , sk),
v = (v1, . . . , vl) be tuples of variables of the first sort and w = (w1, . . . ,wk),
z = (z1, . . . , zl) be tuples of variables of the second sort. We also implicitly as-
sume similar conventions for these letters with additional decorations.
In addition to the notation conventions in the first paragraph of section 2, we
assume in this section that (F,K;χ) has char(K) = 0. We use ⊆ and ≼ to denote
the L-substructure and elementary L-substructure relations respectively. We will
characterize the substructures and elementary substructures of a model of ACFCp.
Proposition 4.1. We have (F,K;χ) is an L-substructure of an ACFCp-model if
and only if χ is generic and char(F ) = p.
Proof. The forward implication is clear. For the other direction, suppose χ is generic
and char(F ) = p. We can embed (F,K;χ) into an L-structure (F ′′,K ′′;χ′′) where
F ′′,K ′′ are respectively the fraction fields of F,K and χ′′ is the natural extension
of χ to F ′′. We note that χ′′ is still generic. Therefore, we can arrange that F and
K are already fields.
Let G be χ(F ×), F ′ be the algebraic closure of F , and K ′ be an algebraically
closed field containing K such that trdeg(K ′ ∣ K) > ∣F ′∣. Let {αi}i<κ be a multi-
plicative basis of F ′
×
over F ×. As trdeg(K ′ ∣K) > ∣F ′∣, we can define a map
χ′ ∶ {αi}i<κ →K ′
such that the image is algebraically independent over K. Since char(K) = 0, we
have mclG({χ′(αi)}i<κ) in K ′× is divisible. Hence we can extend χ′ to an injective
map χ′ ∶ F ′
× → K ′× extending χ. Let G′ = χ(F ′×). Then G′ is K-generic over G
by Corollary 2.2. Since G is generic, G′ is also generic by Corollary 2.4. Thus the
structure (F ′,K ′;χ′) is the desired model of ACFCp. 
Let (F ′,K ′;χ′) be an L-structure. We say that (F,K;χ) is a regular substruc-
ture of (F ′,K ′;χ′), denoted as (F,K;χ) ⊑ (F ′,K ′;χ′), if (F,K;χ) ⊆ (F ′,K ′;χ′)
and χ′(F ′×) is K-generic over χ(F ×). With the use of Proposition 2.3, it can be
seen that the above proof also gives us the following stronger statement:
Corollary 4.2. If χ is generic then there is a model (F ′,K ′;χ′) of ACFCp such
that (F,K;χ) ⊑ (F ′,K ′;χ′).
We now characterize the regular substructure relation for models of ACFCp.
Proposition 4.3. Suppose (F,K;χ) ⊆ (F ′,K ′;χ′) are models of ACFCp. Let
G = χ(F ×) and G′ = χ′(F ′×). Then the following are equivalent:
(1) (F,K;χ) ⊑ (F ′,K ′;χ′);
(2) for all n, all P1, . . . , Pn ∈ Q[w] and all a1, . . . , an ∈ K, if there is a tuple
g′ ∈ G′
k
with P1(g′), . . . , Pn(g′) not all 0 and a1P1(g′) +⋯ + anPn(g′) = 0,
then we can find such a tuple in Gk;
(3) Q(G′) and K are linearly disjoint over Q(G) in K ′.
Proof. Towards showing that (1) implies (2), suppose (1). Fix n, polynomials
P1, . . . , Pn ∈ Q[w], K-elements a1, . . . , an and g′ as in (2). We want to find g ∈ Gk
with P1(g), . . . , Pn(g) not all 0 and
a1P1(g) +⋯+ anPn(g) = 0.
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Replacing (F,K;χ) and (F ′,K ′;χ′) concurrently with elementary extensions and
noting that G′ remains K-generic over G by the equivalence between (1) and (4) of
Proposition 2.3, we can arrange that (F,K;χ) is ℵ0-saturated. By the equivalence
between (1) and (2) of Proposition 2.5,
if mtp(g) = mtp(g′) then P1(g), . . . , Pn(g) are not all 0.
By the equivalence between (1) and (3) of Proposition 2.3, there are G-binomials
M1 −N1, . . . ,Ml −Nl vanishing on g
′ such that
M1(g) −N1(g) = ⋯ = Ml(g)−Nl(g) = 0 implies a1P1(g) +⋯+ anPn(g) = 0.
Let α = χ−1(g), α′ = χ−1(g′) and χ−1Mi, χ−1Ni be the pullbacks of Mi and Ni
under χ for i ∈ {1, . . . , l}. It suffices to find α ∈ (F ×)k with mtp(α) =mtp(α′) and
χ−1M1(α) − χ−1N1(α) = ⋯ = χ−1Ml(α) − χ−1Nl(α) = 0.
Such α can be found as F is an elementary substructure of F ′ in the language of
field and F is ℵ0-saturated. Thus we have (2).
It is immediate that (2) implies (3). Towards showing that (3) implies (1),
suppose (3) and g′ ∈ (G′)n is algebraically dependent over K(G) = K. We need
to show that g′ is multiplicatively dependent over G. Pick a non-trivial P ∈ K[x]
with P (g′) = 0. Choose a linear basis (bi)i∈I of K over Q(G). Then
P = ∑
i∈I
Pibi with Pi ∈ Q(G)[x] for i ∈ I
and Pi = 0 for all but finitely many i ∈ I. Hence ∑i∈I Pi(g′)bi = 0. By (3), (bi)i∈I
remains linearly independent over Q(G′). Therefore, ∑i∈I Pi(g′)bi = 0 implies that
Pi(g′) = 0 for all i ∈ I. Since P is non-trivial, at least one Pi is non-trivial, and hence
g′ is algebraically dependent over Q(G). Now, G′ is generic so G′ is generic over G
by (1) of Corollary 2.4. By the definition of genericity, G′ is Q(G)-generic over G.
Hence, g′ is multiplicatively dependent over G which is the desired conclusion. 
Corollary 4.4. For (F,K;χ), (F ′,K ′;χ′) ⊧ ACFCp, if (F,K;χ) ≼ (F ′,K ′;χ′),
then (F,K;χ) ⊑ (F ′,K ′;χ′).
Proof. This follows from the equivalence between (1) and (2) of Proposition 4.3. 
Corollary 4.5. For all p, ACFCp is not model complete, and has no model com-
panion in L. The same conclusion applies to ACFC.
Proof. We show that ACFCp is not model complete. Let (F,K;χ) and (F ′,K ′;χ)
be models of ACFCp such that the former is an L-substructure of the latter and
the latter is κ-saturated with κ > ∣F ∣ + ∣K ∣. Set G = χ(F ×) and G′ = χ(F ′×). We
get by saturation a, b ∈ G′ algebraically independent over K. We will show that
(F,K ′′;χ) /⊑ (F ′,K ′;χ) where K ′′ = K(a + b)ac,
which yields the desired conclusion by Corollary 4.4. Fix g′ ∈ G′ ∩K ′′. Then g′ and
a + b are algebraically dependent over K and therefore so are g′, a and b. Suppose
G′ is K ′′-generic over G. As a consequence, g′, a and b are also multiplicatively
dependent over G. By replacing g′ with some power of it if needed, we arrange
g′ = M(a, b) for some G-monomial M . Then M(a, b) is in K ′′ = K(a, b)ac and so
a and b are algebraically dependent over K, a contradiction. As a consequence,(F,K ′′;χ) /⊑ (F ′,K ′;χ).
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Suppose ACFCp has a model companion T in L. Take any model M of T . Then
M is an L-substructure of (F,K;χ) ⊧ ACFCp which itself is an L-substructure
of N ⊧ T . Let ϕ(x) be an existential formula in L such that ACFCp ⊧ ∀xϕ(x).
Hence, for all a with components in M of suitable sorts, (F,K;χ) ⊧ ϕ(a) and so
N ⊧ ϕ(a). As T is model complete, we also have M ⊧ ϕ(a). Since ACFCp is a
set of ∀∃-formulas, M ⊧ ACFCp. On the other hand, ACFCp is complete. Hence,
T = Th(M) = ACFCp, a contradiction as ACFCp is not model complete.
It is easy to see that if a theory T has a model companion, then any of its
extension also has a model companion. The final conclusion thus follows. 
There are clearly some obstructions for one model of ACFCp to be an elementary
submodel of another model of ACFCp that contains it. We will show that these are
the only obstructions. For the main theorem of this section we need the following
two technical lemmas:
Lemma 4.6. The following statements hold:
(1) If (F,K;χ) ⊑ (F ′,K ′;χ′) and (F ′,K ′;χ′) ⊑ (F ′′,K ′′;χ′′), then we have(F,K;χ) ⊑ (F ′′,K ′′;χ′′).
(2) Suppose (F0,K0;χ0) = (F,K;χ) and (Fm,Km;χm) ⊑ (Fm+1,Km+1;χm+1)
for every m. If F ′ = ⋃m Fm,K ′ = ⋃mKm and χ′ = ⋃m χm, then we have(F,K;χ) ⊑ (F ′,K ′;χ′).
Proof. This follows from Corollary 2.4 and the definition of genericity. 
Lemma 4.7. Let (F0,K0;χ0) = (F,K;χ), (Fm,Km;χm) ⊑ (Fm+1,Km+1;χm+1)
for each m, and F ′ = ⋃m Fm,K ′ = ⋃mKm, χ′ = ⋃m χm. If (Fm,Km;χm) is a
model of ACFCp with ∣Km∣ = κ for each m and (F,K;χ) is (κ,κ)-transcendental,
then (F ′,K ′;χ′) is a (κ,κ)-transcendental model of ACFCp.
Proof. In addition to the above notations, let G = χ(F ×) and G′ = χ(F ′×). As
ACFCp is a set of ∀∃-formulas, (F ′,K ′;χ′) is a model of ACFCp. Since (F,K;χ)
is (κ,κ)-transcendental, there is a ∈Kκ with all components algebraically indepen-
dent over Q(G). By the preceding lemma,
(F,K;χ) ⊑ (F ′,K ′;χ′).
By Proposition 4.3, K and Q(G′) are linearly disjoint over Q(G) in K ′. Hence
the components of a remain algebraically independent over Q(G′). Therefore,
trdeg(K ′ ∣ Q(G′)) ≥ κ. Also, trdeg(F ′ ∣ Fp) ≥ κ. Hence ∣F ′∣ = ∣K ′∣ = κ by a
cardinality argument. Thus, (F ′,K ′;χ′) must be (κ,κ)-transcendental. 
Theorem 4.8. ACFCp is the regular model companion of ACFCp(∀). That is:
(1) every model of ACFCp(∀) is a regular substructure of a model of ACFCp;
(2) when (F,K;χ) ⊑ (F ′,K ′;χ′) are models of ACFCp, then we have(F,K;χ) ≼ (F ′,K ′;χ′).
Proof. We have (1) follows from Corollary 4.2. The proof of (2) requires some
preparation. We let L+ be the language obtained by adding to L an n-ary relation
RP1,...,Pn for each n, and each choice of polynomials P1, . . . , Pn ∈ Q[w]. The theory
ACFC+p is obtained by adding to ACFCp the following axioms for each choice of
n,P1, . . . , Pn:
RP1,...,Pn(x)↔ ∃s(( n⋁
i=1
Pi(χ(s)) ≠ 0) ∧ (x1P1(χ(s)) +⋯+ xnPn(χ(s)) = 0)) .
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We note that ACFC+p is still a complete ∀∃-theory. If (F,K;χ) is a model of
ACFCp, we will let (F,K;χ,R) be its natural expansion to a model of ACFC+p ;
here, R represents all the possible RP1,...,Pn for simplicity of notation. Then, by
equivalence of (1) and (2) of Proposition 4.3, (2) of this theorem is equivalent to
saying the theory ACFC+p is model complete in L
+.
It suffices to show that all models of ACFC+p are existentially closed. Suppose
we have a counterexample (F,K;χ,R). We first reduce to the case where (F,K;χ)
is moreover (κ,κ)-transcendental for some infinite κ. By assumption, there is an
ACFC+p -model (F ′′,K ′′;χ′′,R′′) extending (F,K;χ,R) as a L+-substructure such
that the latter is not existentially closed in the former. Consider the structure(F ′′,K ′′;χ′′,R′′, F,K,χ,R) in the language where F,K,R,χ are regarded as rela-
tions on (F ′′,K ′′;χ′′,R′′). Note that if we replace this structure with an elementary
extension we will still have (F,K;χ,R) a non-existentially closed ACFC+p -submodel
of (F ′′,K ′′;χ′′,R′′). Using a similar trick as in Lemma 3.7, we can add the condi-
tion that (F,K;χ) is (κ,κ)-transcendental.
Next, we will construct (F ′,K ′;χ′,R′) existentially closed such that (F ′,K ′;χ′)
is (κ,κ)-transcendental. We start with (F0,K0;χ0,R0) = (F,K;χ,R), the structure
obtained at the end of the previous paragraph, and for each m > 0 construct the
ACFC+p -model (Fm,Km;χm,Rm) as follows. Choose (Fm+1,Km+1;χm+1,Rm+1) to
be an ACFC+p-model extending (Fm,Km;χm,Rm) realizing a maximal consistent
set of existential formulas with parameters from (Fm,Km;χm,Rm); concurrently,
we use downward Lo¨wenheim-Skolem theorem to arrange ∣Km∣ = κ. Let
F ′ = ⋃
m
Fm, K
′ = ⋃
m
Km, χ
′ = ⋃
m
χm, R
′ = ⋃
m
Rm.
By construction, (F ′,K ′;χ′) is an existentially closed model of ACFC+p . By the
equivalence between (1) and (2) of Proposition 4.3, (Fm,Km;χm) is a regular
substructure of (Fm+1,Km+1;χm+1). It follows from the preceding lemma that(F ′,K ′;χ′) is (κ,κ)-transcendental.
Finally, by Theorem 3.4, (F,K;χ) and (F ′,K ′;χ′) are isomorphic. Hence,(F,K;χ,R) is also isomorphic to (F ′,K ′;χ′,R′), a contradiction to the fact that
the former is not existentially closed but the latter is. 
Corollary 4.9. Suppose (F,K;χ) ⊧ ACFCp is (κ,λ)-transcendental and(F ′,K ′;χ′) ⊧ ACFCp is (κ′, λ′)-transcendental. Then (F,K;χ) can be elemen-
tarily embedded into (F ′,K ′;χ′) if and only if κ ≤ κ′ and λ ≤ λ′.
Proof. We prove the forward direction. Suppose (F,K;χ) and (F ′,K ′;χ′) are as
stated and (F,K;χ) is elementarily embeddable into (F ′,K ′;χ′). We can arrange
that (F,K;χ) ≼ (F ′,K ′;χ′). Clearly, κ′ ≥ κ. Furthermore, by Corollary 4.4 and
1⇔ (3) of Proposition 4.3, Q(χ(F ′×)) and K are linearly disjoint over Q(χ(F ×))
in K ′, and so λ′ ≥ λ.
For the backward direction, using Theorem 3.4 it suffices to show that a fixed(κ,λ)-transcendental model (F,K;χ) of ACFCp has a (κ′, λ′)-transcendental el-
ementary extension. Find F ′ extending F with ∣F ′∣ = κ′, take K ′′ a suffi-
ciently large algebraically closed field containing K and construct K ′ ⊆ K ′′ in
the same fashion as in the proof of Proposition 4.1 to obtain (F ′,K ′;χ′) such that(F,K;χ) ⊑ (F ′,K ′;χ′). This is the desired model by the preceding theorem. 
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5. Definable sets I
We keep the notation conventions in the first paragraphs of sections 2 and 4. More-
over, we assume in this section that (F,K;χ) ⊧ ACFCp. A set X ⊆Kn is definable
in the field K if it is definable in the underlying field K. In this case, we use
rK(X),dK(X) to denote the corresponding Morley rank and degree. We equip Kn
with the Zariski topology on K, also referred to as the K-topology. A K-algebraic
set is a closed set in this topology. We define the corresponding notions for F in a
similar fashion. In this section, we show that definable sets in a model of ACFCp
has a geometrically and syntactically simple description. The following observation
is immediate:
Proposition 5.1. Let χ ∶ F k ×Kn → Kk+n ∶ (α,a) ↦ (χ(α), a). If X ⊆ F k ×Kn
is definable, then χ↾X ∶ X → χ(X) is a definable bijection. Moreover, X ⊆ Kn is
definable over (γ, c) ∈ F l ×Km if and only if X is definable over (χ(γ), c) ∈K l+m.
Hence, we restrict our attention to definable subsets of Kn. For a similar reason,
we only need to consider sets definable over c ∈Km.
Suppose (Hb)b∈Y and (H ′b′)b′∈Y ′ are families of subsets of Kn. We say (Hb)b∈Y
contains (H ′b′)b′∈Y ′ if for each b′ ∈ Y ′, there is b ∈ Y such that Hb = H ′b′ ; (Hb)b∈Y
and (H ′b′)b′∈Y ′ are equivalent if each contains the other. A combination of(Hb)b∈Y and (H ′b′)b′∈Y ′ is any family of subsets of Kn containing both (Hb)b∈Y
and (H ′b′)b′∈Y ′ , which is minimal with these properties in the obvious sense. A
fiberwise intersection of (Hb)b∈Y and (H ′b′)b′∈Y ′ is any family of subsets of Kn
equivalent to (Hb ∩H ′b′)(b,b′)∈Y ×Y ′ . A fiberwise union of (Hb)b∈Y and (H ′b′)b′∈Y ′
is any family of subsets of Kn equivalent to (Hb ∪ H ′b′)(b,b′)∈Y ×Y ′ . A fiberwise
product of (Hb)b∈Y and (H ′b′)b′∈Y ′ is any family of subsets of K2n equivalent to(Hb ×H ′b′)(b,b′)∈Y ×Y ′ ; this definition can be generalized in an obvious way for two
families of subsets of different ambient spaces. The following is immediate from the
above definitions:
Lemma 5.2. Suppose (Hb)b∈Y and (H ′b′)b′∈Y ′ are families of subsets of Kn. Let
X = ⋃b∈Y Hb and X ′ = ⋃b′∈Y ′H ′b′ . Then we have the following:
(1) X ∪X ′ is the union of any combination of (Hb)b∈Y and (H ′b′)b′∈Y ′ ;
(2) X ∩X ′ is the union of any fiberwise intersection of (Hb)b∈Y and (H ′b′)b′∈Y ′ ;
(3) X ∪X ′ is the union of any fiberwise union of (Hb)b∈Y and (H ′b′)b′∈Y ′ ;
(4) X×X ′ is the union of any fiberwise product of (Hb)b∈Y and (H ′b′)b′∈Y ′ . This
part of the lemma can be generalized in an obvious way for two families of
subsets of different ambient spaces.
A family (Xb)b∈Y of subsets of Kn is definable (over c) if both Y and the set
{(a, b) ∈Kn × Y ∶ (a, b) ∈ Xb}
are definable (over c). We note that if (Xb)b∈Y is definable over c, then for each
b ∈ Y , Xb is definable over (b, c) but not necessarily over c.
For two families of subsets of Kn which are definable (over c), we can choose a
combination, a fiberwise intersection, a fiberwise union and a fiberwise product of
these two families to be definable (over c); the statement about fiberwise product
can be generalized in an obvious way for two families of subsets of different ambient
spaces. A presentation of X ⊆Kn is a definable family (Hα)α∈D such that
X = ⋃
α∈D
Hα and D ⊆ F
k for some k.
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An algebraic presentation (Vα)α∈D of S ⊆ Kn is a presentation of S such that
for each α ∈ D, Vα is K-algebraic. If S ⊆ K
n has an algebraic presentation (which
is definable over c), we say S is algebraically presentable (over c); if S ⊆ Kn
has an algebraic presentation which is 0-definable, we say S is 0-algebraically
presentable. If S plays no important role, we sometimes use the term algebraic
presentation without mentioning S. For the rest of this section, S is an algebraically
presentable subset of its ambient space. It is easy to observe that:
Lemma 5.3. Suppose (Vα)α∈D and (V ′α′)α′∈D′ are algebraic presentations definable
over c ∈Km. We can choose a combination (fiberwise intersection, fiberwise union,
fiberwise product) of (Vα)α∈D and (V ′α′)α′∈D′ to also be an algebraic presentation
definable over c.
An algebraically presentable set can be considered geometrically simple, and next
we show that 0-algebraically presentable sets are also syntactically simple.
Lemma 5.4. Suppose S ⊆Kn is algebraically presentable over c. Then we can find
an algebraic presentation (Vα)α∈D and a system of polynomials P in Q(c)[w,x]
such that Vα = Z(P (χ(α), x)) for all α ∈D.
Proof. Suppose S has an algebraic presentation (Wβ)β∈E definable over c. For each
choice C of k and a system P of polynomials in Q(c)[w,x], define RC ⊆ F k ×E by
(α,β) ∈ RC if and only if Wβ = Z(P (χ(α), x)).
Then the relation RC is definable and so are its projections R
1
C
on F k and R2
C
on E. For each β ∈ E, any automorphism of K fixing χ(F ) and c will also fix
Wβ . Therefore, for each β ∈ E, Wβ is definable in the field sense over Q(c,χ(α))
for some α ∈ F . Hence, there is a choice C as above such that β ∈ R2
C
. There are
countably many such choices C. By replacing (F,K;χ) by an elementary extension,
if necessary, we can without loss of generality assume that the structure (F,K;χ)
is ℵ0-saturated. Hence, there are choices C1, . . . ,Cl such that E is covered by R
2
Ci
as i ranges over {1, . . . , l}.
For i ∈ {1, . . . , l}, obtain ki and Pi from the choice Ci and let Di = R1Ci ⊆ F ki .
Set D =D1 ×⋯ ×Dl, P = P1⋯Pl and Vα = Z(P (χ(α), x)). It is easy to check that
the family (Vα)α∈D satisfies the desired requirements. 
We have a slightly different version of the above lemma which will be used later.
Lemma 5.5. Suppose S ⊆ Kn has an algebraic presentation (Wβ)β∈E definable
over c. We can find an algebraic presentation (Vα)α∈D and systems P1, . . . , Pl of
polynomials in Q(c)[w,x], such that (Vα)α∈D is equivalent to (Wβ)β∈E, D ⊆ F k is
the disjoint union of D1, . . . ,Dl, each definable over c, and Vα = Z(Pi(χ(α), x))
for i ∈ {1, . . . , l} and α ∈ Di.
Proof. We get the choices C1, . . . ,Cl in exactly the same way as in the first paragraph
of the proof of the preceding lemma. By adding extra variables, if needed, we can
arrange that k1 = ⋯ = kl = k where ki is taken from the choice Ci. We define Di
inductively. For each i ∈ 1, . . . , l, set
Di = {α ∈ F k/(⋃
j<i
Dj) ∶ there is β ∈ E with Wβ = Z(Pi(χ(α), x))}.
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Let D = ⋃li=1Di, and (Vα)α∈D be given by Vα = Z(Pi(χ(α), x)). It is easy to check
that (Vα)α∈D is the desired algebraic presentation. 
Next, we prove that F is 0-stably embedded into (F,K;χ).
Lemma 5.6. If D ⊆ F k is 0-definable, then it is 0-definable in the field F .
Proof. By changing the model if needed, we can arrange that (F,K;χ) realizes all
the 0-types. By Stone’s representation theorem, it suffices to show that if α and α′
are arbitrary elements in F k with the same 0-type in the field F , then they have the
same 0-type. Fix such α and α′. As F is a model of ACF, there is an automorphism
of F sending α to α′. This automorphism can be extended to an automorphism of(F,K;χ) by Corollary 3.3, so α and α′ have the same 0-type. 
Proposition 5.7. If S ⊆ Kn is 0-algebraically presentable, then we can find a
formula ϕ(s) in the language of rings and a system of polynomials P ∈ Q[w,x]
such that S is defined by
∃s(ϕ(s) ∧P (χ(s), x) = 0).
Proof. This follows from Lemma 5.4 and Lemma 5.6. 
We next show that 0-definable sets are just boolean combinations of 0-algebraically
presentable sets. Towards this, we need a number of lemmas.
Lemma 5.8. The model (F,K;χ) has an elementary extension (F ′,K ′;χ′) such
that F ′ = F and K ′ is ∣F ′∣+-saturated as a model of ACF.
Proof. This follows from Corollary 4.9. 
The following lemma is well known about ACF. The proof is a consequence, for
example, of the results in [10].
Lemma 5.9. Let (Xb)b∈Y be a family of subsets of Kn definable (0-definable) in
the field K. We have the following:
(1) (Definability of dimension in families)
the set Yk = {b ∈ Y ∶ rK(Xb) = k} is definable (0-definable) in the field K;
(2) (Definability of multiplicity in families)
the set Yk,l = {b ∈ Y ∶ rK(Xb) = k, dK(Xb) = l} is definable (0-definable) in
the field K;
(3) (Definability of irreducibility algebraic families)
if Xb is K-algebraic for all b ∈ Y , then Yired = {b ∈ Y ∶ Xb is irreducible} is
definable (0-definable) in the field K.
Corollary 5.10. Let (Xb)b∈Y be a definable (0-definable) family of subsets of Kn
with Xb definable in the field K for all b ∈ Y . Then we have the following:
(1) (Definability of dimension in families)
the set Yk = {b ∈ Y ∶ rK(Xb) = k} is definable (0-definable);
(2) (Definability of multiplicity in families)
the set Yk,l = {b ∈ Y ∶ rK(Xb) = k, dK(Xb) = l} is definable (0-definable);
(3) (Definability of irreducibility in algebraic families)
if Xb is K-algebraic for all b ∈ Y , then Yired = {b ∈ Y ∶ Xb is irreducible} is
definable (0-definable).
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Proof. We first prove (1) for the definable case. Let (Xb)b∈Y be a definable family
as stated. For each b ∈ Y , there is a parameter free formula ϕ(w,x) in the language
of rings such that there is c ∈Kk with Xb defined by ϕ(c, x). We note that there are
only countably many parameter free formulas ϕ(w,x) in the language of rings. By
a standard compactness argument and a simple reduction we arrange that there is a
formula ϕ(w,x) such that for any b in Y , there is c ∈Kk such that Xb coincides with
X ′c where X
′
d ⊆ K
n is defined by ϕ(d,x) for d ∈ Kk. With Yk as in the statement
of the lemma, we have
Yk = {b ∈ Y ∶ there is c ∈Kk such that Xb =X ′c and rK(X ′c) = k}.
The definability of Yk then follows from (1) of the preceding lemma.
For the 0-definable case, we can arrange that (F,K;χ) is ℵ0-saturated and check
that any automorphism of the structure fixing (Xb)b∈Y also fixes Yk for all k. The
statements (2) and (3) can be proven similarly. 
Towards obtaining the main theorem, we need the following auxiliary lemma.
Lemma 5.11. For a ∈ Kn, choose V ⊆ Kn containing a and definable in the field
K over Q(χ(F ×)) such that (rK(V ),dK(V )) is lexicographically minimized with
respect to these conditions. Likewise, choose V ′ ⊆ Kn for a′ ∈ Kn. If there are
α,α′ ∈ F k of the same 0-type in F and a system P of polynomials in Q[w,x] with
V = Z(P (χ(α), x)) and V ′ = Z(P (χ(α′), x)), then a and a′ have the same 0-type.
Proof. Using Lemma 5.8, we can arrange that K is ∣F ∣+-saturated as a model of
ACF. Suppose a, a′, V, V ′, α,α′ and P are as stated. Then we get an automor-
phism σF of F mapping α to α
′. By Corollary 3.3, this can be extended to an
automorphism (σF , σK) of (F,K;χ). In particular,
σK ∶ χ(α) ↦ χ(α′) and σK(V ) = V ′.
Then V ′ contains σ(a), is defined over Q(χ(F ×)) and (rK(V ′),dK(V ′)) achieves
the minimum value under these conditions. Hence, for an algebraic set W ⊆ Kn
definable in the field K over Q(χ(F ×)),
σ(a) ∈W if and only if (rK(V ′ ∩W ),dK(V ′ ∩W )) = (rK(V ′),dK(V ′)).
By the choice of V ′, exactly the same statement holds when σ(a) replaced with
a′. By the quantifier elimination of ACF, σ(a) and a′ have the same type over
Q(χ(F ×)) in the field K. As K is ∣F ∣+-saturated, there is an automorphism τK
of K fixing Q(χ(F ×)) pointwise and mapping σ(a) to a′. It is easy to check that(σF , τK ○ σK) is an automorphism of (F,K;χ) mapping a to a′. Therefore, a and
a′ have the same 0-type. 
Theorem 5.12. If X ⊆ Kn is 0-definable, then X is a boolean combination of
0-algebraically presentable subsets of Kn.
Proof. We say a, a′ ∈ Kn have the same 0-ap-type if they belong to the same 0-
algebraically presentable sets. By changing the model, if needed, we can arrange
that (F,K;χ) realizes all the 0-types. By Stone’s representation theorem, it suffices
to show that if a and a′ are arbitrary elements in Kn with the same 0-ap-type then
they have the same 0-type.
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Fix a and a′ in Kn with the same 0-ap-type. Choose V ⊆ Kn containing a and
definable in the field K over Q(χ(F ×)) such that
(rK(V ),dK(V )) is lexicographically minimized with respect to these conditions.
Moreover, pick k, D ⊆ F k 0-definable in the field F , α ∈ D and a system P of
polynomials in Q[w,x] such that V = Z(P (χ(α), x)) and
(rF (D),dF (D)) is minimized under these conditions.
We will find α′ and V ′ in order to use Lemma 5.11. Set
E = {β ∈D ∶ if Vβ = Z(P (χ(β), x)), then (rK(Vβ),dK(Vβ)) = (rK(V ),dK(V ))}.
We note that E is 0-definable by Corollary 5.10, and so by Lemma 5.6, E is also
0-definable in the field F . As α is in E,
(rF (E),dF (E)) = (rF (D),dF (D))
by the choice of D. With S = (Z(P (χ(β), x)))
β∈E
, we have a ∈ S, and so we also
have a′ ∈ S since a and a′ have the same 0-ap-type. Hence, there is α′ ∈ E such
that a′ is an element of V ′ = Z(P (χ(α′), x)).
We next verify that α′ and V ′ satisfy the conditions of Lemma 5.11. It will then
follow that a and a′ have the same 0-type. We first check that
(rK(V ′),dK(V ′)) = min{(rK(W ′),dK(W ′)) ∶W ′ ⊆Kn is K-algebraic, a′ ∈W ′}.
As α′ is in E, (rK(V ′),dK(V ′)) = (rK(V ),dK(V )).
Suppose towards a contradiction that there is an irreducible algebraic set W ′ ⊆Kn
containing a′ with
(rK(W ′),dK(W ′)) <lex (rK(V ′),dK(V ′)).
We can do the same construction as above in the reverse direction to get W ′′ with
(rK(W ′′),dK(W ′′)) <lex (rK(V ),dK(V ))
containing a, a contradiction to the choice of V . We next check that α and α′
have the same 0-type in the field F . Suppose otherwise. Let D′ be the smallest
0-definable F -algebraic set containing α′. Then
(rF (D′),dF (D′)) <lex (rF (D),dF (D)).
Do the same construction in the reverse direction again to get α′′ ∈D′ such that a
satisfies P (χ(α′′), x) = 0. If D′′ is the smallest 0-definable F -algebraic set contain-
ing α′′, then
(rF (D′′),dF (D′′)) ≤lex (rF (D′),dF (D′)) <lex (rF (D),dF (D)),
a contradiction to our choice of D,α and P . 
Suppose D ⊆ F k is definable. By Proposition 5.1, D can be identified with χ(D),
which has a simple description by the preceding theorem. In the rest of the section,
we give an improvement of the above result for this special case. For a system P
in K[w], we abuse the notation and let Z(P (χ(s))) ⊆ F k be the set defined by
P (χ(s)) = 0.
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Lemma 5.13. For each k there is a system Q of polynomials in F [s] such that the
set defined by χ(s1) +⋯+ χ(sk) = 0 is Z(Q).
Proof. For I ⊆ {1, . . . , k}, let ∑i∈I χ(si) nd= 0 denote the system which consists
of ∑i∈I χ(si) = 0 and ∑i∈I′ χ(si) ≠ 0 for each non-empty proper subset I ′ of I.
By Mann’s theorem, there are α(1), . . . , α(l) in F I , such that the set defined by
∑i∈I χ(si) nd= 0 precisely consists of βα(j) with β ∈ F × and j ∈ {1, . . . , l}. Hence, if
I ⊆ {1, . . . , k}, then there is a system QI of polynomials in F [s] such that the set
defined by ∑i∈I χ(si) nd= 0 is Z(QI).
Consider all the partitions P of the set {1, . . . , k} into non-empty subsets. Then
we have the set defined by χ(s1)+⋯+χ(sk) = 0 is ⋃P⋂I∈P Z(QI). Note that finite
unions and finite intersections of F -algebraic sets are again F -algebraic. Thus, we
can find a system Q of polynomials in F [s] as desired. 
Lemma 5.14. The map χ ∶ F k →Kk is continuous.
Proof. For the statement of the lemma, we need to show that if V ⊆Kk is K-closed
then χ−1(V ) is F -closed. It suffices to show that if P is in Q[w,x] and a is a tuple
of elements in K, then Z(P (χ(s), a)) is F -algebraic. Choose a linear basis B of
Q(χ(F ×), a) over Q(χ(F ×)). Then
P (χ(s), a) = P1(χ(s))b1 +⋯+Pm(χ(s))bm
where Pi has coefficients in Q(χ(F ×)), bi ∈ B for i ∈ {1, . . . ,m}, and bi ≠ bj for
distinct i, j ∈ {1, . . . ,m}. Therefore, P (χ(s), a) = 0 is equivalent to Pi(χ(s)) = 0 for
all i ∈ {1, . . . ,m}. Furthermore, for each i ∈ {1, . . . ,m}, Pi(χ(s)) = 0 is equivalent
to an equation of the form
χ(M1(s,α)) +⋯ + χ(Mli(s,α)) = 0
where α is a tuple of elements in F , and Mj is a monomial for j ∈ {1, . . . , li}. By
the result of the preceding lemma, for each i ∈ {1, . . . ,m}, the polynomial equation
Pi(χ(s)) = 0 is equivalent to a system Qi(M1(s,α), . . . ,Mli(s,α)) = 0. Thus,
Z(P (χ(s), a)) = ⋂ki=1Z(Pi(χ(s))) is F -algebraic. 
Theorem 5.15. Let D be a subset of F k. If D is definable, then D is definable
in the field F . Moreover, when D is 0-definable, D is 0-definable in the field F .
If D = χ−1(V ) with K-algebraic V ⊆ Kn, then D is an F -algebraic set. Moreover,
when V = Z(P ) with P a system in Z[w], D = Z(Q) with Q a system in Z[s].
Proof. We prove the first assertion. It suffices to show that if X ⊆Kk is definable,
then χ−1(X) is definable in the field F . By Theorem 5.12, we only need to show
that if S ⊆Kk+m is 0-algebraically presentable and X = {a ∶ (a, b) ∈ S} with b ∈Km
then χ−1(X) is definable in the field F . It is easy to see that X is defined by a
formula of the form
∃t(ϕ(t) ∧ P (w,χ(t)) = 0) where P is a system of polynomials in K[w,x].
Let V be Z(P ). Then by the preceding lemma, χ−1(V ) is Z(Q) for some system Q
in F [s, t]. Hence, χ−1(X), which is defined by ∃t(ϕ(t)∧P (χ(s), χ(t)) = 0), is also
defined by ∃t(ϕ(t)∧Q(s, t) = 0). Thus, χ−1(X) is definable in the field F as desired.
The second assertion is just Lemma 5.6. The third assertion is Lemma 5.14. The
forth assertion follows from the second and third assertions. 
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6. Definable sets II
We keep the notation conventions of the preceding section. Furthermore, We as-
sume that, with possible decorations, V,W,C are K-algebraic subsets of their am-
bient spaces and C is K-irreducible; also with possible decorations, S is an alge-
braically presentable subset of its ambient space.
The goal of this section is to obtain an ultimate description of definable sets in(F,K;χ) which allows us to define good notions of dimension and multiplicity. This
is done in several steps by introducing intermediate descriptions which gradually
increase our geometric understanding of definable sets. This analysis is complicated
by the fact that not all definable sets are algebraically presentable; indeed, alge-
braically presentable sets are definable with only existential formulas while ACFCp
is not model complete. If we try to replace “algebraic” with “constructible”, we will
still run into the same problem. Therefore, we will need to take one step further.
We call T ⊆Kn a pseudo-constructible set (or pc-set) if there are V,S ⊆Kn
such that T = V /S. A pc-set is clearly definable. If V ′ is the closure of T in
the K-topology then T = V ′/(S ∩ V ′), and S ∩ V ′ is also algebraically presentable.
Hence, if T is a pc-set, there is a choice of V,S such that V is the closure of T in
the K-topology. Throughout the rest of this section, T with possible decorations is
a pc-subset of its ambient space. If T = V /S, and S has an algebraic presentation
with only finitely many elements, then T is a constructible set in the K-topology.
This section is based on the observation that we can almost pretend pc-sets are
constructible sets in the K-topology. The underlying reason is the following:
Lemma 6.1. Suppose S ⊆ Kn has algebraic presentation {Wβ}β∈E and C is a
subset of S. Then C is a subset of Wβ for some β ∈ E.
Proof. Suppose S,C and {Wβ}β∈E are as stated. By Corollary 5.8, we can arrange
that K is ∣F ∣+-saturated as a field. As ∣E∣ ≤ ∣F ∣, C ⊆ ⋃β∈EWβ implies C is a subset
of a union of finitely many elements in {Wβ}β∈E . Since C is irreducible, C ⊆ Wβ
for some β ∈ E. 
Corollary 6.2. If C,S,S′ ⊆ Kn are such that C ⊆ S ∪ S′, then either C ⊆ S or
C ⊆ S′.
The above lemma allows us to analyze pc-sets through their closures.
Corollary 6.3. Suppose C,S are subsets of Kn. Then C/S has closure C if and
only if C ⊈ S.
Proof. Suppose C,S ∈ Kn are as stated. The forward direction is clear. Suppose{Wβ}β∈E is an algebraic presentation of S and C ⊈ S. Let V be the closure of
C/S. Then C/S ⊆ V ⊆ C ⊆ V ∪ S. By the preceding corollary, the last inclusion
implies either C ⊆ V or C ⊆ S. By assumption C ⊈ S, so C ⊆ V . Thus, C = V as
desired. 
Corollary 6.4. Suppose V = C1 ∪ . . .∪Ck,X = V1/S1 ∪ . . . Vl/Sl are subsets of Kn,
and X is a subset of V . Then V is the K-closure of X if and only if for each
i ∈ {1, . . . , k}, there is j ∈ {1, . . . , l} such that Ci ⊆ Vj and Ci ⊈ Sj.
Proof. We have V is the K-closure of X if and only if for each i ∈ 1, . . . , k, Ci is the
closure of Ci∩X . For each i, as Ci is K-irreducible, Ci is the closure of Ci∩X if and
only if there is j ∈ {1, . . . , l} such that Ci is the closure of Ci∩(Vj/Sj) = (Ci∩Vj)/Sj.
By the preceding corollary, this happens if and only if Ci ∩Vj = Ci and Ci ⊈ Sj . 
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Corollary 6.5. Suppose T,V are subsets of Kn. If V is the closure of T in the
K-topology, then this also holds in any elementary extension of the model.
Proof. This follows immediately from the preceding corollary. 
The collection of pc-sets is not closed under complement. The following definitions
allow us to overcome this limitation. Suppose T,T ′ are subset of Kn and V ′ is the
closure of T ′ in the K-topology. We define T ⩀ T ′, to be T ∩ V ′. Note that this
definition is not symmetric. Set T ∸T ′ to be T /V ′. Clearly, T = (T ⩀T ′)∪ (T ∸T ′).
By a routine manipulation of formulas we get:
Lemma 6.6. If T,T ′ ⊆ Kn then T ∩ T ′, T ⩀ T ′, T ∸ T ′ are pc-sets. Likewise, for
T ⊆Kn, T ′ ⊆Kn
′
, we have that T × T ′ ⊆Kn+n
′
is also a pc-set.
Suppose T , T ′, V , V ′ are subsets of Kn, and V is the K-closure of T ′, V ′ is the
K-closure of T ′. The K-Morley rank of T is defined by rK(T ) = rK(V ); the
K-Morley degree of T is defined by dK(T ) = dK(V ).
We say T is almost a subset of T ′, if rK(T ) = rK(T ′) = rK(T ∩ T ′) and
dK(T ∩ T ′) = dK(T ), and denote it by T ⊂∼ T ′. We note that in our definition
T ⊆ T ′ does not imply T ⊂∼ T
′ as we might have rK(T ) < rK(T ′). The definition is
given in this way to simplify the notation in the case of rK(T ) = rK(T ′), which is our
focus. We say T and T ′ are almost equal, denoted by T ∼ T ′, if T ⊂∼ T
′ and T ′ ⊂∼ T .
We say T and T ′ are almost disjoint, denoted by T ‹ T ′ if rK(T ) = rK(T ′) and
rK(T ∩ T ′) < rK(T ).
The following facts are very natural analogues of what we expect to be true
about constructible sets in K-topology. All are either straightforward from the
definitions or easy consequences of Corollaries 6.2 and 6.4.
Proposition 6.7. Suppose T , T1, T2, V1, V2 are subsets of K
n and T ′, T ′1, T
′
2
are subsets of Kn
′
, and V1,V2 are respectively the closure of T1,T2 in the K-Zariski
topology. Then we have the following:
(1) if T1 is a subset of T2, then either rK(T1) ≤ rK(T2) or rK(T1) = rK(T2)
and dK(T1) ≤ dK(T2);
(2) if T = T1 ∪ T2, then rK(T ) =max{rK(T1), rK(T2)};
(3) if T = T1 ∪ T2, T1 ‹ T2, then dK(T ) = dK(T1) + dK(T2);
(4) the relation ⊂∼ is transitive; the relation ∼ is an equivalent relation;
(5) if rK(T1) = rK(T2) = rK(T1 ∩ T2), then T1 ∩ T2 ∼ T1 ⩀ T2 ∼ V1 ∩ V2;
(6) if rK(T1) = rK(T2), then exactly one of the following can happen: T1 ‹ T2,
T1 ⊂∼ T2 or rK(T1) = rK(T2) = rK(T1 ⩀ T2) = rK(T1 ∸ T2);
(7) if T1 ‹ T2, then rK(T1 ⩀ T2) < r(T1) and T1 ∸ T2 ∼ T1;
(8) if T1 ⊂∼ T2, then T1 ∩ T2 ∼ T1 ⩀ T2 ∼ T1;
(9) if rK(T1) = rK(T2) = rK(T1 ⩀ T2) = rK(T1 ∸ T2), then
dK(T1 ⩀ T2) + dK(T1 ∸ T2) = dK(T1);
(10) if rK(T1) = rK(T2) = rK(T1∩T2) and T ′1 ∼ T1, T ′2 ∼ T2, then T ′1∩T ′2 ∼ T1∩T2.
The same conclusion holds if as we replace all appearances of ∩ in the
previous statement with one of ∪,⩀,∸;
(11) rK(T × T ′) = rK(T )+ rK(T ′), dK(T × T ′) = dK(T )dK(T ′);
(12) if T1 ∼ T2 and T
′
1 ∼ T
′
2, then T1 × T
′
1 ∼ T2 × T
′
2; if T1 ∼ T2 and T
′
1 ‹ T
′
2, then
T1 × T
′
1 ‹ T2 × T
′
2; if T1 ‹ T2 and T
′
1 ‹ T
′
2, then T1 × T
′
1 ‹ T2 × T
′
2.
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We now introduce our first intermediate description of definable sets in a model
of ACFCp. A pseudo constructible presentation (or pc-presentation) of a
set X ⊆ Kn is a definable family {Tα}α∈D where D ⊆ F k for some k, such that
X = ⋃α∈D Tα. We will also talk of a pc-presentation without mentioning X ; by
that we mean a pc-presentation for some X , but X plays no important role. If X
has a pc-presentation then X is definable. We will show that the converse is also
true. The following is immediate:
Lemma 6.8. Suppose {Tα}α∈D and {T ′α′}α′∈D′ are pc-presentations definable over
c ∈Km. A fiberwise intersection (respectively fiberwise union, disjoint combination
or fiberwise product) of {Tα}α∈D and {T ′α′}α′∈D′ can be chosen to be also a pc-
presentation definable over c.
Proposition 6.9. Every definable subset of Kn has a pc-presentation.
Proof. We will first show the statement for X ⊆Kn of the form S/S′. By definition
S has an algebraic presentation {Vα}α∈D. For α ∈ D, let Tα = Vα/S′. It can be
easily checked that {Tα}α∈D is a pc-presentation of S/S′. By Theorem 5.12, every
definable subsets of Kn can be written as a finite union of sets of the form S/S′
where S,S′ ⊆ Kn. By the preceding lemma and Lemma 5.2, the collection of sets
having a pc-presentation is closed under finite union. The conclusion follows. 
The next proposition allows us to define a geometrical invariant of a definable set
based on a choice of its pc-presentation and yet independent of such choice.
Proposition 6.10. If X ⊆X ′ ⊆Kn are definable, X has a pc-presentation {Tα}α∈D
and X ′ has a pc-presentation {T ′α′}α′∈D′ , then maxα∈D rK(Tα) ≤maxα′∈D′ rK(T ′α′).
Proof. Suppose X , X ′, {Tα}α∈D, {T ′α′}α′∈D′ are as given. Let α be such that
rK(Tα) =maxβ∈D rK(Tβ). We can arrange that Tα = Vα/Sα with Vα the K-closure
of Tα; let Cα be one of the the components of Vα with K-dimension rK(Tα). Then
by Lemma 6.4, if {Wβ}β∈E is an algebraic presentation of Sα,
rK(Cα ∩Wβ) < rK(Tα) for each β ∈ E.
Now suppose for all α′ ∈ D′, rK(T ′α′) < rK(Tα). For each α′ ∈ D′, let V ′α′ be the
K-closure of T ′α′ . We note that the family {V ′α′}α′∈D′ has cardinality at most ∣F ∣;
also, by Corollary 5.8, we can arrange that K is ∣F ∣+-saturated as a field. By
dimension comparison, Cα is not a subset of a union of finitely many elements of{V ′α′}α′∈D′ and finitely many elements of {Wβ ∩Cα}β∈E. Thus Cα is not a subset
of the union of {V ′α′}α′∈D′ and {Cα ∩Wβ}β∈E. This implies Tα is not a subset of
the union {V ′α′}α′∈D′ , a contradiction; the conclusion follows. 
Corollary 6.11. If X ⊆ Kn has pc-presentations {Tα}α∈D and {T ′α′}α′∈D′ , then
maxα∈D rK(Tα) =maxα′∈D′ rK(T ′α′).
Suppose X ⊆ Kn has a pc-presentation {Tα}α∈D. Then the K-geometric rank
of X , denoted by grK(X), is defined to be maxα∈D rK(Tα). The following is also
immediate from the previous proposition:
Corollary 6.12. Suppose X,X ′ ⊆Kn are definable. Then we have the following:
(1) if X ⊆X ′, then grK(X) ≤ grK(X ′);
(2) grK(X ∪X ′) =max{grK(X),grK(X ′)}.
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Next, we introduce the second intermediate description of definable sets in a model
of ACFCp. A family {Tb}b∈Y of pc-sets is essentially disjoint if for any b, b′ ∈ Y
such that rK(Tb) = rK(Tb′) =maxb∈Y rK(Tb), we have either Tb ∼ Tb′ or Tb ‹ Tb′ . An
essentially disjoint pc-presentation is a pc-presentation which is essentially disjoint
as a family of pc-sets.
Lemma 6.13. Suppose {Tb}b∈Y and {T ′b′}b′∈Y ′ are families of pc-sets. Then
an arbitrary fiberwise intersection (respectively fiberwise product) of {Tb}b∈Y and{T ′b′}b′∈Y ′ is also essentially disjoint.
Proof. This follows from (10), (11) and (12) of Lemma 6.7. 
Towards replacing pc-presentation with essentially disjoint pc-presentation in
Proposition 6.9 we need the following auxiliary result:
Lemma 6.14. Suppose {Tb}b∈Y is a definable family of pc-subsets of Kn and for
each b ∈ Y , Vb is the closure of Tb in the K-topology. Then the family {Vb}b∈Y is
definable.
Proof. Suppose {Tb}b∈Y and {Vb}b∈Y are as in the assumption of the lemma. Let C
be a choice of systems Q(1), . . . ,Q(l) in Q[w,x], a system P ′ in Q[w′, x], a system
P ′′ in Q[w′′, x, z′′], a parameter free Lr-formula φ′′(u′′, v′′) with variables in the
first sort and ∣v′′∣ = ∣z′′∣. We note that there are countably many such choices C.
We define a relation RC ⊆K
n
×Y ×F ∣v
′′∣
×K ∣w∣×K ∣w
′∣
×K ∣w
′′∣ as follows. For a ∈Kn,
b ∈ Y , γ′′ ∈ F ∣v
′′ ∣, c ∈ K ∣w∣, c′ ∈ K ∣w
′∣, and c′′ ∈ K ∣w
′′∣, RC(a, b, γ′′, c, c′, c′′) holds if
and only if the following conditions hold:
(a) Tb = V
′
c′/S′′γ′′,c′′ where V ′c′ is the zero set of P ′(c′, x) and S′′γ′′,c′′ is the set defined
by ∃v′′(φ′′(γ′′, v′′) ∧P ′′(c′′, x,χ(v′′)) = 0);
(b) Z(Q(1)(c, x)), . . . , Z(Q(l)(c, x)) are irreducible;
(c) ⋃li=1 Z(Q(i)(c, x)) is the closure of V ′c′/S′′γ′′,c′′ in K-topology, where V ′c′ , S′′γ′′,c′′
are the same as in (a);
(d) a is in ⋃li=1 Z(Q(i)(c, x)).
We note that (a), (d) are clearly definable, (b) is definable as irreducibility is
definable in families in models of ACF, and under the condition that (b) holds,
(c) is definable by Corollary 6.4. Hence, RC is a definable relation. Let R
2
C
⊆ Y
be the projection of RC on Y , R
1,2
C
be the projection of RC on K
n
× Y . Then
R2
C
,R
1,2
C
are also definable. We also note that if b ∈ R2
C
then Vb is precisely the set{a ∈Kn ∶ (a, b) ∈ R1,2
C
}.
For each b ∈ Y , there is a choice C as above such that b ∈ R2
C
. By a standard
compactness argument, there are finitely many choices C1, . . . ,Ck as above such
that for any b ∈ Y , there is i ∈ {1, . . . , k} such that b ∈ R2
Ci
. Then the family {Vb}b∈Y
as a subset of Kn×Y consists of (a, b) such that for some i ∈ {1, . . . k}, (a, b) ∈ R1,2
Ci
.
Thus {Vb}b∈Y is definable. 
Corollary 6.15. Suppose {Tb}b∈Y ,{T ′b′}b′∈Y ′ are definable families of pc-subsets of
Kn. The following sets are definable:
(1) for k ∈ N, the set {b ∈ Y ∶ rK(Tb) = k};
(2) for k, l ∈ N, the set {b ∈ Y ∶ rK(Tb) = k,dK(Tb) = l};
(3) the set {(b, b′) ∈ Y × Y ′ ∶ rK(Tb) ≤ rK(T ′b′)};
26 TIGRAN HAKOBYAN, MINH CHIEU TRAN
(4) the sets obtained by replacing ≤ in (3) with <,= or replacing rK with dK ;
(5) the set {(b, b′) ∈ Y × Y ′ ∶ Tb ⊂∼ T ′b′};
(6) the sets obtained by replacing ⊂∼ with ∼ and ‹ in (5).
Proof. All the above statements have similar proof ideas, so we will only provide the
proof of the first statement as an example. Suppose {Tb}b∈Y is as in the statement
and let {Vb}b∈Y be as in the preceding lemma. Then {b ∈ Y ∣ rK(Tb) = k} is by
definition the same as {b ∈ Y ∣ rK(Vb) = k}. The desired conclusion follows from
the preceding lemma and the fact that the Morley rank is definable in family in a
model of ACF (see Lemma 5.9). 
Suppose {Tα}α∈D is a pc-presentation. The primary index set Dˆ of {Tα}α∈D
consists of α ∈D such that rK(Tα) =maxα∈D rK(Tα).
Proposition 6.16. Every definable set has an essentially disjoint pc-presentation.
Proof. Let {Tα}α∈D be a pc-presentation of X , r = maxα∈D rK(Tα) and Dˆ be the
primary index set of {Tα}α∈D. Let Dˆ1 be the set
{α ∈ Dˆ ∶ for all β ∈ Dˆ, either Tα ∼ Tβ or Tα ‹ Tβ}
and let Dˆ2 = D/Dˆ1. Set l = 0 if Dˆ2 is empty and l = maxα∈Dˆ2 dK(Tα) otherwise.
We note that {dK(Tα) ∶ α ∈ Dˆ2} has an upper bound by the preceding lemma and
a standard compactness argument.
We now make a number of reductions. If r = 0, the statement of the proposition
is immediate. Towards using induction, assume r > 0 and we have proven the
statement for all X ′ with a pc-presentation {T ′α′}α′∈D′ such that for similarly
defined r′, we have r′ < r. Note that Dˆ, Dˆ1 and Dˆ2 are definable by the preceding
lemma. Let X− and Xˆ be the definable subsets of Kn given by:
X− = ⋃
α∈D/Dˆ
Tα and Xˆ = ⋃
α∈Dˆ
Tα.
By the induction assumption, X− has an essentially disjoint pc-presentation. If
l = 0, then {Tα}α∈Dˆ is an essentially disjoint pc-presentation of Xˆ ; we can take the
disjoint combination of the former and a pc-presentation of X− to get an essentially
disjoint pc-presentation of X . Towards using induction, assume that l > 0 and we
have proven the statement for all X ′ with a pc-presentation {T ′α′}α′∈D′ such that
for similarly defined l′, we have l′ < l.
Let R be the set of (α,β) ∈ Dˆ2 × Dˆ2 such that neither Tα ∼ Tβ nor Tα ‹ Tβ. By
preceding corollary R is definable. Let {T (1)
α,β
}(α,β)∈R and {T (2)α,β}(α,β)∈R be definable
families given by
T
(1)
α,β = Tα ⩀ Tβ and T
(2)
α,β = Tα ∸ Tβ.
The above two families are definable families of pc-sets. By the assumption of the
preceding paragraph, for all α ∈ D2, there is β ∈ D2, such that (α,β) is in R. For
such β,
Tα = T
(1)
α,β
∪ T
(2)
α,β
.
Hence, taking the disjoint combination of {Tα}α∈Dˆ1 , {Tα}α∈D/Dˆ, {T (1)α,β}(α,β)∈R,{T (2)α,β}(α,β)∈R, we get a new pc-presentation {T ′α′}α′∈D′ of X . We note that by (6),
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(7), (8), (9) of Lemma 6.7, for every (α,β) ∈ R and i ∈ {1,2}
either rK(T (i)α,β) < max
β∈Dˆ2
rK(Tβ) or dK(T (i)α,β) < max
β∈Dˆ2
dK(Tβ).
Hence, for l′ defined for {T ′α′}α′∈D′ in the same way as in the preceding paragraph,
we have l′ < l. The conclusion follows by the induction assumption from the pre-
ceding paragraph. 
Let {Tα}α∈D be an essentially disjoint pc-presentation and Dˆ be its primary index
set. A primary index quotient of {Tα}α∈D consists of a definable subset D̃ of
F l for some l and a map pi ∶ Dˆ → D̃,α ↦ α˜ such that α˜ = β˜ if and only if Tα ∼ Tβ.
However, we will systematically abuse notation calling D̃ a primary index quotient
of Tα and regarding the map pi as implicitly given. Moreover, we will write α˜ ∈ D̃
as an abbreviation for α is an element of Dˆ and α˜ is the image of α under pi. We
note that we can always find a primary index quotient of an essentially disjoint pc-
presentation by Lemma 6.15, Lemma 5.12 and the fact that ACF has elimination of
imaginaries. For a property (P) of pc-sets which is preserved under the equivalent
relation ∼, let D̃(P) consist of α˜ ∈ D̃ such that Tα satisfies (P). With (P) as above,
we say (P) holds for most α˜ ∈ D̃ if rF (D̃/D̃(P)) < rF (D̃).
The next proposition allows us to define another geometrical invariant of a de-
finable set based on a choice of its essentially disjoint pc-presentation and yet in-
dependent of such choice.
Proposition 6.17. Suppose X ⊆ X ′ ⊆ Kn, X has an essentially disjoint pc-
presentation {Tα}α∈D with a primary index quotient D̃ and X ′ has an essentially
disjoint pc-presentation {T ′α′}α′∈D′ with a primary index quotient D̃′. Then either
grK(X) < grK(X ′) or grK(X) = grK(X ′) and rF (D̃) ≤ rF (D̃′).
Proof. Suppose X,X ′, {Tα}α∈D, {T ′α′}α′∈D′ , D̃ and D̃′ are as given. By Propo-
sition 6.10, we have grK(X) ≤ grK(X ′), so suppose grK(X) = grK(X ′). Let
R ⊆ D̃ × D̃′ be the relation consisting of (α˜, α˜′) ∈ R such that
rK(Tα ∩ T ′α′) = grK(X) = grK(X ′) for α ∈ pi−1(α˜) and α′ ∈ pi′−1(α˜′).
By (10) of Proposition 6.7, R is well defined. By (1) of Corollary 6.15 and Theo-
rem 5.15, R is definable in F . Since X ⊆ X ′, for every α˜ there is at least one α˜′
such that α˜Rα˜′. Since the pc-presentation of X is essentially disjoint for each α˜′,
there is at most finitely many α˜ such that α˜Rα˜′. Hence, rF (D̃) ≤ rF (D̃′), and so
the conclusion follows. 
Corollary 6.18. If X ⊆ Kn has essentially disjoint pc-presentations {Tα}α∈D
and {T ′α′}α′∈D′ with respective primary index quotients (D̃, pi) and (D̃′, pi′), then
rF (D̃) = rF (D̃′).
SupposeX ⊆Kn has an essentially disjoint pc-presentation {Tα}α∈D with a primary
index quotient (D̃, pi). The F -geometric rank of X , denoted by grF (X), is
defined by rF (D̃). The geometric rank of X , denoted by gr(X) is defined by
ω ⋅ grK(X) + grF (X).
Corollary 6.19. Suppose X,X ′ ⊆Kn are definable. Then we have the following:
(1) if X ⊆X ′, then gr(X) ≤ gr(X ′);
(2) gr(X ∪X ′) =max{gr(X),gr(X ′)}.
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Proof. (1) follows from Propositions 6.10 and 6.17. For (2), suppose X,X ′ are as
given. We can reduce to the case where X,X ′ are disjoint, and gr(X) ≥ gr(X ′).
Choose essentially disjoint pc-presentations of X,X ′ and take the disjoint combi-
nation to get a pc-presentation of X ∪X ′. As X and X ′ are disjoint, the obtained
pc-presentation remains essentially disjoint. Calculating geometric rank yields the
desired result. 
We finally introduce the ultimate description of definable set in a model of ACFCp.
Let P be a system of polynomials in K[w,x] and T is a subset of Kn. We say
P divides T if there is some β ∈ F ∣w∣ such that for W = Z(P (χ(β), x)), we have
rK(T ∩W ) = rK(T /W ). We note that if T ′ ∼ T , and P as above divides T then P
also divides T ′. Let {Tα}α∈D be an essentially disjoint pc-presentation. We say P
essentially divides {Tα}α∈D if
rF (D̃P ) = rF (D̃) where D̃P = {α˜ ∈ D̃ ∶ P divides Tα}.
We note that if a system P essentially divides {Tα}α∈D then some polynomial in
the system already essentially divides {Tα}α∈D.
We say {Tα}α∈D is a geometric pc-presentation if P does not essentially
divide {Tα}α∈D for any P ∈K[w,x].
Proposition 6.20. Suppose X ⊆Kn is definable. The following are equivalent:
(1) if X ′ ⊆X with gr(X ′) = gr(X), then gr(X/X ′) < gr(X);
(2) X has a geometric pc-presentation {Tα}α∈D with a primary index quotient
D̃ satisfying dF (D̃) = 1.
Proof. Towards the proof of (1) implying (2), we make the observation that for
X ′ ⊆ X with gr(X/X ′) < gr(X), if (2) holds for X ′ then (2) holds for X . Suppose{T ′α′}α′∈D′ is a pc-presentation of X ′ as described in (2). Choose an arbitrary
essentially disjoint pc-presentation of X/X ′ and take a disjoint combination of it
and {T ′α′}α′∈D′ to get an essentially disjoint pc-presentation {Tα}α∈D of X . The
assumption that gr(X/X ′) < gr(X) implies that {Tα}α∈D is still a presentation as
described in (2).
We also make a few more observations and reductions. Suppose X ⊆ Kn has
the property (1) and {Tα}α∈D is an essentially disjoint pc-presentation of X with
Dˆ the primary index set and D̃ a primary index quotient. It follows from (1) that
dF (D̃) = 1. Let l be the natural number such that
dK(Tα) = l for most α˜ ∈ D̃.
Suppose l = 1, then {Tα}α∈D is geometric with the desired properties and we are
done. Towards using induction, assume we have proven (2) for all X ′ satisfying (1)
with an essentially disjoint presentation {T ′α′}α′∈D′ such that for similarly defined
l′, we have l′ < l. Suppose {Tα}α∈D is not geometric as otherwise we are done.
Then there is a polynomial P ∈K[w,x] such that
rF (D̃P ) = rF (D̃) where D̃P = {α˜ ∈ D̃ ∣ P divides Tα}.
By the observation in the preceding paragraph, we can arrange to have
D = Dˆ, D̃ = D̃P and for some l, dK(Tα) = l for all α˜ ∈ D̃.
We prove that (1) implies (2). For each β ∈ F k, let Wβ be Z(P (χ(β), x)). Let
D′ be the set consisting of (α,β) ∈ D × F k such that rK(Tα ∩Wβ) = rK(Tα/Wβ).
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Let X ′ be given by the pc-presentation {Tα ∩Wβ}(α,β)∈D′ and X ′′ be given by the
pc-presentation {Tα/Wβ}(α,β)∈D′ . Then
X = X ′ ∪X ′′, and so gr(X) = max{gr(X ′),gr(X ′′)}.
We assume gr(X) = gr(X ′); the other case can be dealt with similarly. We note
that for all (α,β) ∈ D′, dK(Tα ∩Wβ) < l. The pc-presentation {Tα ∩Wβ}(α,β)∈D′
might not be essentially disjoint, but by applying the same procedure as in Propo-
sition 6.16 we can produce an essentially disjoint {T ′α′}α′∈D′ . By construction, for
similarly defined l′, we have l′ < l. Therefore, by the assumption in the preceding
paragraphX ′ satisfies (2). By (1), we have gr(X/X ′) < gr and so by the observation
in the first paragraph X also satisfies (2).
Next, we make some preparation for the proof of (2) implies (1). Towards a
contradiction, supposeX ⊆Kn has a pc-presentation {Tα}α∈D with a primary index
quotient D̃ as in (2) but there is X ′ ⊆ X such that gr(X ′) = gr(X/X ′) = gr(X).
Replacing X by X0 ⊆X and gr(X/X0) < gr(X) if needed, we can arrange that
rK(Tα) = grK(X) for all α ∈D.
Choose an essentially disjoint pc-presentation {T ′α′}α′∈D′ of X ′. As usual, let D̃′
be a primary index quotient of {T ′α′}α′∈D′ . Replacing this pc-presentation by its
fiber-wise intersection with {Tα}α∈D if needed, we can arrange that for each α′ ∈D′,
there is α ∈D such that T ′α′ ⊆ Tα. For each α
′ ∈D′, let V ′α′ be the closure of T
′
α′ in
theK-topology. By Lemma 6.14, the family {V ′α′}α′∈D′ is definable. By Lemma 5.5,
there are finitely many systems of polynomials P ′1, . . . , P
′
k in K[w′, x] such that for
all α′ ∈D′,
V ′α′ = Z(P ′i (χ(β′), x)) for some β′ ∈ F ∣w′∣ and i ∈ {1, . . . , k}.
By shrinking X ′ if needed, we can assume that dF (D̃′) = 1. By shrinking X ′
further, we can assume there is a system P ′ in K[w′, x] such that for any α′ ∈ D′,
there is β′ in F ∣w
′∣ with V ′α′ = Z(P ′(χ(β′), x)). Let {T ′′α′′}α′′∈D′′ be an essentially
disjoint pc-presentation of X/X ′. Replacing this pc-presentation by its fiber-wise
intersection with {Tα}α∈D if needed, we arrange that for all α′′ ∈D′′, there is α ∈D
such that T ′′α′′ ⊆ Tα.
We continue the proof of (2) implies (1) with the notations as in the preceding
paragraph. Set
D̃1 = {α˜ ∈ D̃ ∶ there is α˜′ ∈ D̃′ such that T ′α′ ⊂∼ Tα} and X1 = ⋃
α˜∈D̃1
Tα.
D̃2 = {α˜ ∈ D̃ ∶ there is α˜′′ ∈ D̃′′ such that T ′′α′′ ⊂∼ Tα} and X2 = ⋃
α˜∈D̃2
Tα.
By the arrangement in the preceding paragraph, for each α˜′ ∈ D̃′, there is α˜ ∈ D̃
such that T ′α′ ⊂∼ Tα, so gr(X ′/X1) < gr(X). As X1 ⊆ X , gr(X1) ≤ gr(X). By
assumption, gr(X) = gr(X ′). By putting the last three statements together and
using Corollary 6.19, we have
gr(X ′) = gr(X1) = gr(X) and so rF (D̃1) = rF (D̃′) = rF (D̃).
Similarly, we get rF (D̃2) = rF (D̃′′) = rF (D̃). As dF (D̃) = 1, rF (D̃1 ∩ D̃2) = rF (D̃).
We will now show that
P ′ divides Tα for all α˜ ∈ D̃1 ∩ D̃2.
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This is the desired contradiction as P ′ will then essentially divide {Tα}α∈D. Suppose
α˜ is in D̃1 ∩ D̃2. Then there are α˜
′ ∈ D˜′ and α˜′′ ∈ D˜′′ such that T ′α′ ⊂∼ Tα and
T ′′α′′ ⊂∼ Tα. By preceding paragraph, there is β
′ ∈ F ∣w
′∣, such that the closure V ′α′
of T ′α′ in K-topology is Z(P ′(χ(β′), x)). Then
rK(Tα ∩ V ′α′) ≥ rK(T ′α′) = rK(Tα), and so rK(Tα ∩ V ′α′) = rK(Tα).
On the other hand, by (10) of Proposition 6.7 and the fact that T ′α′∩T ′′α′′ is empty,
rK(T ′′α′′ ∩ V ′α′) < rK(Tα). By (7) of Proposition 6.7, rK(T ′′α′′/V ′α′) = rK(Tα).
Therefore,
rK(Tα/V ′α′) ≥ rK(T ′′α′′/V ′α′) = rK(Tα), and so rK(Tα/V ′α′) = rK(Tα).
Thus, rK(Tα ∩ V ′α′) = rK(Tα/V ′α′) and P ′ divides Tα as desired. 
If X ⊆ Kn is definable and satisfies one of the two statements of Proposition 6.20,
we say X is geometrically irreducible.
Lemma 6.21. Suppose X,X ′,X ′′ ⊆Kn are definable. Then
(1) if X is geometrically irreducible and gr(X ′) < gr(X), then X ∪X ′ is geo-
metrically irreducible;
(2) if X is geometrically irreducible and gr(X ′) < gr(X), then X/X ′ is geomet-
rically irreducible;
(3) if X,X ′,X ′′ are geometrically irreducible, gr(X∩X ′) = gr(X) = gr(X ′) and
gr(X ′ ∩X ′′) = gr(X ′) = gr(X ′′), then gr(X ∩X ′′) = gr(X) = gr(X ′′).
Proof. We have that (1) follows from condition (2) of Proposition 6.20 and (2),(3) follow from condition (1) of Proposition 6.20. 
Theorem 6.22. Every definable X ⊆Kn has a geometric pc-presentation.
Proof. We first prove an auxiliary result. Suppose X has an essentially disjoint
pc-presentation {Tα}α∈D with a primary index quotient D̃ satisfying dF (D̃) = 1
and there is l > 0 such that
rK(Tα) = grK(X) and dK(Tα) = l for all α˜ ∈ D̃.
We will show that X can be written as a disjoint union of at most l definable sets,
all with geometrical rank gr(X). Suppose towards a contradiction that X can be
written as a disjoint union of X1, . . . ,Xl+1, all with of geometrical rank gr(X). For
each i ∈ {1, . . . , l+1}, let {Ti,β}β∈Ei be an essentially disjoint pc-presentation of Xi,
set
Di = {α ∈D ∶ there is β ∈ Ei with rK(Tα ∩ Ti,β) = grK(X)}
and let D̃i be a primary index quotient of {Tα}α∈Di . As gr(Xi) = gr(X), we have
rF (D̃i) = rF (D̃) for i ∈ {1, . . . , l + 1}. Hence, we can find α in ⋂l+1i=1Di. Then
dK(Tα) > l, a contradiction.
Suppose X ⊆ Kn is definable. We will next show there is a finite collection
of geometrically irreducible definable sets {Xi}i∈I each with gr(Xi) = gr(X) such
that X = ⋃i∈I Xi. If X = X ′ ∪ X ′′ such that gr(X ′) = gr(X ′′) = gr(X), and we
have proven the statement for X ′,X ′′, the statement for X also follows. Therefore,
we can arrange that X has an essentially disjoint pc-presentation {Tα}α∈D where
dF (D̃) = 1. By possibly removing a set of geometrical rank smaller than gr(X)
and using (1) of the preceding lemma, we can also arrange that there is l > 0 such
that for all α ∈D, rK(Tα) = grK(X) and dK(Tα) = l. By the preceding paragraph,
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X can be written as a disjoint union of at most l definable sets, all of geometrical
rank gr(X). Let X be written as a disjoint union of the most number of definable
sets, all of geometrical rank gr(X). Then it can be easily seen that each of these
must be geometrically irreducible.
We now prove the proposition. Suppose X = ⋃i∈I Xi is as in the previous para-
graph. For i, j ∈ I, we write Xi ≈ Xj if gr(Xi ∩ Xj) = gr(X). By (2) of the
preceding lemma, ≈ is an equivalence relation on {Xi}i∈I . We can choose J ⊆ I
such that {Xj}j∈J are representatives of the equivalent classes. Then using Corol-
lary 6.19 and characterization (1) of geometric irreducibility, it is easy to see that
X = X ′ ∪ (⋃j∈J Xj) such that gr(X ′) < gr(X). Using (1) of the preceding lemma,
we can reduce to the case where X = ⋃j∈J Xj . By (2) of the preceding lemma, we
can further reduce to the case where Xi,Xj are disjoint for distinct i, j ∈ J . For all
i ∈ J , Xi has a geometric pc-presentation. Then X has a geometric pc-presentation
which is a combination of the geometric pc-presentations of Xi. 
With the next proposition, we get the final geometric invariant of a definable set
which is based on a choice of its geometric presentation but independent of such
choice.
Proposition 6.23. There is a unique d such that X is a disjoint union of d ge-
ometrically irreducible sets of geometric rank gr(X). Moreover, if {Tα}α∈D is a
geometric pc-presentations of X ⊆Kn then dF (D̃) = d.
Proof. Suppose {Tα}α∈D is a geometric pc-presentation of X with Dˆ its primary
index set, D̃ its primary index quotient and dF (D̃) = d. We will show that X is
a disjoint union of d geometrically irreducible sets of geometric rank gr(X). Let
D̃1, . . . , D̃d be the disjoint subsets of D̃ such that D̃ = ⋃di=1 D̃i and rF (D̃i) = 1 for
each i ∈ {1, . . . , d}. Let Dˆ1, . . . , Dˆd ⊆ Dˆ be the corresponding inverse images under
the canonical map Dˆ → D̃. Set
X1 = ⋃
α∈Dˆ1∪D/Dˆ
Tα and Xi = ⋃
α∈Di
Tα for i ∈ {2, . . . , d}.
Since {Tα}α∈D is geometric, each Xi is geometrically irreducible of geometrical rank
gr(X).
It remains to show the uniqueness part of the first statement of the proposi-
tion. Suppose the above X is the disjoint union of geometrically irreducible sets
X ′1, . . . ,X
′
d′ , all of geometrical rank gr(X). Then for every i ∈ {1, . . . , d}, there
is a unique j ∈ {1, . . . , d′} such that gr(Xi ∩X ′j) = gr(Xi) . Conversely, for each
j ∈ {1, . . . , d′}, there is a unique i ∈ {1, . . . , d} such that gr(Xi ∩X ′j) = gr(Xi). The
conclusion follows. 
For each X ⊆Kn, we call the number d as in the above proposition the geometric
degree of X and denote this by gd(X). The following properties of this notion are
immediate from the preceding proposition.
Corollary 6.24. Suppose X,X ′ are definable and gr(X) = gr(X ′). We have the
following:
(1) if X ⊆X ′, then gd(X) ≤ gd(X ′);
(2) if gr(X ∩X ′) < gr(X), then gd(X ∪X ′) = gd(X) + gd(X ′);
(3) if gr(X ∩X ′) = gr(X), then gd(X ∪X ′) = gd(X) + gd(X ′) − gd(X ∩X ′).
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7. Rank, degree and their behaviors
We continue working in a fixed model (F,K;χ) of ACFCp and keeping the notations
and conventions of the preceding section. We show in this section that the geometric
rank and geometric degree defined in the preceding section agrees with Morley rank
and Morley degree.
It is also convenient to define the so-called Cantor rank and Cantor degree for a
Boolean algebra. Suppose B is a Boolean algebra and b ∈ B, we set cr(b) = −∞ for
b = 0 and cr(b) ≥ 0 if b ≠ 0. For an ordinal α, we set cr(b) ≥ α if for all β < α there
is an infinite disjoint family {bn}n∈N with cr(bi) ≥ β such that b ∧ bi = bi. Set
cr(b) = max{α ∶ cr(b) ≥ α} if this exists and cr(b) = ∞ otherwise.
If b = b1 ∨ ⋯ ∨ bm with b1, . . . , bm disjoint and cr(bi) = cr(b) <∞ for i ∈ {1, . . . ,m},
we say cd(b) ≥m. Set
cd(b) = max{m ∶ cd(b) ≥m}.
We apply the above definition in the case whereB is the Boolean algebra of definable
subsets of Fm or ofKn. Note that if (F,K;χ) is ℵ0-saturated, then cr(X) =mr(X)
and cd(X) =md(X) for all definable X ⊆Kn.
Proposition 7.1. If D ⊆ Fm is definable, then mr(D) = cr(D) = rF (D) and
md(D) = cd(D) = dF (D).
Proof. By Theorem 5.15 if D ⊆ Fm is definable, then D is already definable in F
as a field. The conclusion follows. 
Let P be an m-ary second-order property about definable sets in models of ACFCp
and X1, . . . ,Xm be definable in (F,K;χ). We say P (X1, . . . ,Xm) is preserved
under elementary extensions if for every elementary extension (F ′,K ′;χ′) of(F,K;χ), we have that P (X1, . . . ,Xm) is equivalent to P (X ′1, . . . ,X ′m) where
X ′i is defined by the L-formula with parameters in K defining Xi for each
i ∈ {1, . . . ,m}. We define being preserved under elementary extensions like-
wise for f(X1, . . . ,Xm) where f is an m-ary function on definable sets in models
of ACFCp.
Lemma 7.2. If X ⊆ Kn is definable, then gr(X) and gd(X) are preserved under
elementary extensions.
Proof. We first note that if T,V ⊆Kn, then the property that V is the closure of T
in the K-topology is preserved under elementary extensions. Suppose X ⊆Kn has
a geometric pc-presentation {Tα}α∈D with primary index quotient D̃. This fact is
preserved under elementary extensions as the notion of geometric pc-presentation
is defined using notions of closure in K-topology, K-Morley rank and degree, F -
Morley rank and degree. Finally, gr(X) and gd(X) are calculated using {Tα}α∈D,
D̃, K-Morley rank, F -Morley rank and F -Morley degree which are invariant under
elementary extensions. Hence, the conclusion follows. 
Lemma 7.3. If X ⊆Kn is definable, then gr(X) = cr(X) and gd(X) = cd(X).
Proof. Suppose X ⊆ Kn is definable. Let {Tα}α∈D be a geometric pc-presentation
of X with primary index quotient D̃.
First, consider the case when gr(X) = 0. Using Corollary 6.19, we can reduce to
the case when gd(X) = 1. Then ∣D̃∣ = 1 and for each α˜ ∈ D̃, Tα is finite. It follows
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from the latter that if Tα ∼ Tβ then Tα = Tβ for α˜, β˜ ∈ D̃. Therefore, for each α˜ ∈ D̃,
no P ∈ K[w,x] divides Tα. Hence, for each α˜ ∈ D̃, Tα has only one element. Thus∣X ∣ = 1, cr(X) = gr(X) = 0 and cd(X) = gd(X) = 1.
Towards a proof by induction, suppose we have shown the statement for all Y
with gr(Y ) < gr(X). We will next show that cr(X) ≥ gr(X). Again by using
Corollary 6.19, we can reduce to the case when gd(X) = 1. First, consider the case
when rF (D̃) = grF (X) > 0. We can choose disjoint family {D̃i}i∈N of F -definable
subsets of D̃ such that
rF (D̃i) = rF (D̃) − 1 for i ∈ N.
Let Xi = ⋃α∈Di Tα for i ∈ N. Then gr(Xi) = gr(X)− 1 for all i ∈ N. Moreover,
grK(Xi ∩Xj) < grK(X) and so gr(Xi ∩Xj) < gr(X)− 1 for distinct i, j ∈ N.
By induction hypothesis, cr(Xi) = gr(X)−1 for all i ∈ N and cr(Xi∩Xj) < gr(X)−1
for distinct i, j ∈ N. Thus, cr(X) ≥ gr(X).
We continue showing that cr(X) ≥ gr(X) for the remaining case when gd(X) = 1,
rF (D̃) = grF (X) = 0. Then D̃ = {α˜} and no P ∈ K[w,x] divides Tα. Using the
induction hypothesis, we can reduce to the case when X = Tα is an irreducible
variety of dimension grK(X). By Noether normalization lemma, we can further
reduce to the case when
X = Km with m = grK(X).
We have previously covered the case when m = 0. If m > 0, let a1, . . . , ak ∈ K be
algebraically independent elements over Q(χ(F )). Set
Y = a1χ(F ) +⋯ + akχ(F ) and Z = Y ×Km−1.
Then Z ⊆ X is in a one-to-one correspondence with χ(F )k × Km−1. Note that
χ(F )k ×Km−1 has a geometric pc-presentation {T ′β}β∈Fk where for each β ∈ F k,
T ′β = {χ(β)}×Km−1. Hence, by induction hypothesis, cr(Z) = ω ⋅(m−1)+k. Thus,
cr(X) ≥ ω ⋅m = gr(X).
Now we will prove that cr(X) ≤ gr(X). By Corollary 6.19, we can reduce to
the case when gd(X) = 1. Using the induction hypothesis, it suffices to prove that
for any partition of X into a union of two disjoint definable sets, one of them has
Cantor rank less than gr(X). This follows from Corollary 6.24.
Finally, we will verify that cd(X) = gd(X). Using Corollary 6.24, we can reduce
to the case when gd(X) = 1. Suppose cd(X) > 1, then X is the disjoint union of
X1,X2, where gr(X1) = cr(X1) = cr(X2) = gr(X2). But by Corollary 6.24 again,
we get gd(X) > 1, a contradiction. 
Theorem 7.4. Suppose X ⊆ Kn is definable. Then gr(X) = cr(X) = mr(X) and
gd(X) = cd(X) =md(X).
Proof. This follows from the preceding two lemmas and the fact that in an ℵ0-
saturated model of ACFCp, Cantor rank agrees with Morley rank and Cantor degree
agrees with Morley degree. 
Corollary 7.5. The theory ACFC is ω-stable.
Proof. For any definableX ⊆Kn, mr(X) = gr(X) < ω2. The conclusion follows. 
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Another consequence of Theorem 7.4 is the following:
Proposition 7.6. For any strongly minimal set X ⊆ Kn, there is a finite-to-one
definable map from X to F .
Proof. We first show that if Y ⊆ F k is a strongly minimal set, then there is a finite-
to-one definable map from Y to F . Indeed, by Theorem 5.15, the algebraically
closed field F is stably embedded into (F,K;χ) and hence Y is strongly minimal in
the field F . By quantifier elimination of ACF, Y differs from an irreducible variety
Y ′ over the field F by finitely many elements. By Noether normalization lemma,
there is a finite map from Y ′ to F . This can be easily modified to give a definable
finite-to-one map from Y to F .
Suppose X is as in the statement of the proposition. Then gr(X) = gd(X) = 1.
Let {Tα}α∈D be a geometric pc-presentation of X with a primary index quotient D̃.
Then for each α˜ ∈ D̃, Tα has finitely many elements. Moreover, Tα and Tβ either
consist of the same elements or are disjoint for all α˜, β˜ ∈ D̃. We have a finite-to-
one map from X to D̃ given by a ↦ α˜ if a is an element of Tα. By the previous
paragraph, there is a finite-to-one definable map from D̃ to F . The desired map is
the composition of these two maps. 
We will next prove that Morley rank is definable in families in a model of ACFCp.
An fpc-formula is an L-formula of the form
P (x, z) ∧ ¬∃s(φ(s, z) ∧Q(χ(s), x, z))
where P is a system of polynomials in Q[x, z], φ(s, z) is a parameter free L-formula
and Q a system of polynomials in Q[w,x, z]. If ψ(x, z) is an fpc-formula and
Tc ⊆K
n is the set defined by ψ(x, c) for c ∈K l, then {Tc}c∈Kl is a definable family
of pc-sets. On the other hand, as a consequence of Lemma 5.4, an arbitrary pc-set
is defined by ψ(x, c) for some fpc-formula ψ(x, z) and some c in K l.
Lemma 7.7. Suppose X ⊆Kn has an algebraic presentation {Tα}α∈D. Then, there
are fpc-formulas ψ1(x, z), . . . , ψk(x, z) such that for each α ∈D, there are c ∈K and
i ∈ {1, . . . , k} such that Tα is defined by ψi(x, c).
Proof. For each α in D, there is a formula ψ(x, z) such that for some c ∈ K, Tα is
defined by ψ(x, c). There are only countably many fpc-formulas. The conclusion
follows by a standard compactness argument. 
Theorem 7.8. Suppose {Xb}b∈Y is a definable family of subsets of Kn. Then for
each ordinal ρ, the set {b ∈ Y ∶ gr(Xb) = ρ} is definable.
Proof. Suppose {Xb}b∈Y is as stated. Let Lr be the language of rings. For each
choice C of an L-formula η(u,x, z), an L-formula δ(u, z), an L-formula δˆ(u, z), an
Lr-formula δ˜(u′, s), an L-formula φ(u,u′, z), fpc-formulas ψ1(x, z′), . . . , ψe(x, z′)
(with e ∈ N≥1), we will define the relation
RC ⊆ F
m
×Fm ×F k ×Kn × Y ×K l.
The relation RC(α,β, γ, a, b, c) holds if and only if for Hα defined by η(α,x, c),
D defined by δ(u, c), Dˆ defined by δˆ(u, c), D̃ defined by δ˜(u′, γ), pi defined by
φ(u,u′, c), and Ti,c′ defined by ψi(x, c′), we have the following:
(a) Xb = ⋃α∈DHα;
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(b) for each α ∈D, there are c′ ∈K l
′
and i ∈ {1, . . . , e} such that Hα = Ti,c′ ;
(c) α is in Dˆ if and only if for all β ∈ D, c′ ∈K l
′
, i ∈ {1, . . . , e}, d′ ∈K l′ , j ∈ {1, . . . , e}
with Hα = Ti,c′ , Hβ = Tj,d′ , we have rK(Ti,c′) ≥ rK(Tj,d′);
(d) if α,β are in Dˆ, for all β ∈D, c′ ∈K l
′
, i ∈ {1, . . . , e}, d′ ∈K l′ , j ∈ {1, . . . , e} with
Hα = Ti,c′ , Hβ = Tj,d′ , then we have either Ti,c′ ∼ Tj,d′ or Ti,c′ ‹ Tj,d′ ;
(e) pi is a surjective function from Dˆ to D̃; pi(α) = pi(β) if and only if for all
c′ ∈ K l
′
, i ∈ {1, . . . , e}, d′ ∈ K l′ , j ∈ {1, . . . , e} with Hα = Ti,c′ , Hβ = Tj,d′ , we
have Ti,c′ ∼ Tj,d′ .
We note that (a) and (b) can clearly be translated into statements involving
η(u,x, z), δ(u, z), δˆ(u, z) δ˜(u′, s), φ(u,u′, z) and ψ1(x, z′), . . . , ψe(x, z′). For (c),
(d) and (e), we can do so with the further use of Corollary 6.15. Hence, RC is defin-
able. Let R5
C
be the projection of RC on Y . Then R
5
C
is also definable. Intuitively,
R5
C
(b) means Xb has an essentially disjoint pc-presentation given by C with some
parameters.
For each b ∈ Y , there is one choice C as above such that R5
C
(b). Also, there are
only countably many such choices C. By a standard compactness argument, Y is
covered by the union of R5
C
for finitely many such choices C. We can reduce the
problem to the case where Y is covered by R5
C
for one choice C as above. Suppose
an ordinal ρ = ω ⋅ ρ
K
+ ρ
F
is given where ρ
K
, ρ
F
are natural number. With the
notation as in the definition of RC, we have gr(Xb) = ρ if and only if rF (D̃) = ρF
and rK(Ti,c′) = ρK under the condition Ti,c′ = Hα for some α ∈ Dˆ. The former is
definable by the fact that Morley rank is definable in families in a model of ACF
and the latter is definable as a consequence of Corollary 6.15. 
Corollary 7.9. Suppose {Xb}b∈Y is a definable family of subsets of Kn. Then
there are ordinals ρ1, . . . , ρk such that for all b, for some i ∈ {1, . . . , k}, gr(Xb) = ρi.
Proof. This is a consequence of the preceding theorem Lemma 7.2 and a standard
application of compactness. 
Proposition 7.10. If X ⊆Kn and X ′ ⊆Kn
′
are definable, gr(X) = ω ⋅ρ
K
+ρ
F
and
gr(X ′) = ω ⋅ρ′
K
+ρ′
F
with ρ
K
, ρ
F
, ρ′
K
, ρ′
F
∈ N, then gr(X×X ′) = ω ⋅(ρ
K
+ρ′
K
)+ρ
F
+ρ′
F
.
Proof. We give a proof by induction on geometric rank of X and X ′. The case
where gr(X) = gr(X ′) = 0 is clear. Suppose we have proven the proposition for
all Y,Y ′ such that gr(Y ) ≤ gr(X) and gr(Y ′) ≤ gr(X ′) and at least one of the
equalities does not hold. Let {Tα}α∈D be an essentially disjoint pc-presentation of
X with primary index quotient D̃. Likewise, we define {T ′α′}α′∈D′ and D̃′. Then{Tα×T ′α′}(α,α′)∈D×D′ is a fiberwise product of {Tα}α∈D and {T ′α′}α′∈D′ , and hence an
essentially disjoint pc-presentation of X ×X ′. We note that, by (11) of Lemma 6.7,
we have
max
(α,α′)∈D×D′
grK(Tα × T ′α′) = max
α∈D
grK(Tα) + max
α′∈D′
grK(T ′α′).
Also, by part (12) of Lemma 6.7, a primary index quotient of {Tα ×T ′α′}(α,α′)∈D×D′
can be chosen to be D̃ × D̃′. The desired conclusion follows. 
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