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Ihara’s formula expresses the Ihara zeta function of a ﬁnite undi-
rected graph as a rational function with a particularly nice form.
In 2001 Mizuno and Sato showed that the Ihara zeta function of
a fully directed graph has a similar expression, and in 2005, Sato
generalized Ihara’s formula to connected, simple, partially directed
graphs. (Sato proved his formula for themore-general two-variable
Bartholdi zeta function.) This paper provides a new proof of Ihara’s
formula for the Ihara zeta function of any ﬁnite graph, not neces-
sarily connected or simple, nomatterwhether it is undirected, fully
directed, or partially directed.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In 1966, Ihara [5] introduced a zeta function of Selberg-type for a p-adicmatrix group. In 1980, Serre
[7] pointed out that the Ihara zeta function is actually attached to the underlying graph (Bruhat-Tits
building) associated with the matrix group. Various clariﬁcations and extensions for the Ihara zeta
function of undirected graphs were given by 1989 and 1992 by Hashimoto [2,3], in 1992 by Bass [1],
and in 1996 by Stark and Terras [8].
We begin with a ﬁnite graph X, possibly having several components, multiple edges and loops. We
allow directions to be placed on some or all of the segments connecting vertices, and refer to a directed
segment as an arc, reserving the word edge from this point forward to mean an undirected segment.
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The Ihara zeta function ZX (u) is deﬁned to be a formal product over certain classes ofwalks [C] on X:
ZX (u) =
∏
[C]
(
1 − ul[C]
)−1
See Section 2 for details. This definition applies whether none, some, or all edges of the graph X are
directed.
For undirected graphs X, Ihara’s formula expresses ZX (u) as a rational function:
ZX (u) =
(
1 − u2
)−Tr(Q−I)/2
det
(
I − Au + Qu2)
Here, Q is the undirected degree matrix minus I; see Section 2. In 2001, Mizuno and Sato [9]1 proved the
following Ihara-type formula for the Ihara zeta function of a fully directed graph X:
ZX (u) = 1
det
(
I − Au)
where A is the adjacency matrix of X. In 2005, Sato [6] provided an Ihara-type formula for the Ihara
zeta function of a simple, connected partially directed graph. In this paper, we give a new proof of
Sato’s result, removing the hypotheses that the graph be simple and connected.
Main Theorem. For any partially directed graph X
ZX (u) =
(
1 − u2
)−Tr(Q−I)/2
det
(
I − Au + Qu2 + Pu3)
The matrix P appearing here is the directed adjacency matrix of X and is deﬁned in Section 2.
Our proof follows the basic structure of the proof of Ihara’s formula for undirected graphs given in
[8].
There are other formulas for ZX (u). While we won’t use these in the sequel, wemention them here
to give a broader context in which to view the zeta function.
Hashimoto [2] and Bass [1] replace every undirected edge in X with a pair of oppositely oriented
arcs and introduce the ﬂow-operatorM (called thewalk operator, denotedW, by some authors) on the
arcs. For X any partially directed graph
ZX (u) = 1
det
(
I − Mu)
(see formula (2), Section 1.2 of [8], or Theorem 3 of [10]). At ﬁrst glance this formula appears simpler
than Ihara’s, but the ﬂow matrix M is usually significantly larger than the adjacency matrix, so the
expression with the cubic determinant appearing in the denominator of Ihara’s formula is the simpler
version for many purposes.
Horten [4] and Zelenberg [11] have used the ﬂow-matrix formulation for fully directed graphs to
obtain lots of families of graphs having identical Ihara zeta functions.
One ﬁnal word to end this introduction: The classes of walks [C] used to deﬁne the Ihara zeta
function do not allow backtracking (travelling along an edge and then immediately returning back
along the same edge). Bartholdi [14] has deﬁned a two-variable zeta function allowing backtracking
which generalizes Ihara’s zeta function. Sato proved his Ihara-type formula for the Bartholdi zeta
function. We do not discuss the Bartholdi zeta function further in this paper.
2. Definitions and background
Throughout this paper, Xwill denote a ﬁnite graph, possibly unconnected.Multiple edges and loops
are allowed. We suppose the n vertices of X have been counted in some ﬁxed way, and we refer to the
vertices by their numbers. From this point on, we reserve the word edge for an undirected connection
1 See Note added in proof at end of paper.
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between vertices, and refer to a one-way connection as an arc. A graphwith no arcs is called undirected
and a graph with no edges is called fully directed. A partially directed graph can have any combination
of edges or arcs.
We allow ourselves to use the informal imagery of walking on a graph. A walk C on X must follow
the directions along arcs.
A walk on X has backtracking when at some stage the walker traverses an (undirected) edge and
immediately goes back along the same edge. A walk has a tailwhen the ﬁrst step is along an edge and
the last step is along the same edge in the opposite direction. When X is fully directed, there are no
walks on Xwith backtracking, and there are no walks with tails.
A walk is closed when it ends on the vertex where it starts. Two closed walks on X are called
equivalent when they follow the same sequence of arcs and edges, differing at most in which step is
taken as the ﬁrst. The equivalence class of a closed walk C is denoted [C]. The length l[C] of the class
[C] is the number of steps taken in traversing any representative C of the class [C]; that is, the length
of the class [C] is the length l (C) of any of the walks in the class. The reader can check that l[C] is also
the number of walks in the class [C].
A closedwalk is primitivewhen it is not the power or repetition of another closedwalk. For example,
the undirected triangle graph has exactly two inequivalent backtrackless, tailless primitive walks, one
clockwise and one counter-clockwise.
There is a small but important technical matter we wish to clarify before proceeding. It is common
practice to replace each edge in a graph Xwith a pair of oppositely-oriented arcs to produce a related
graph Y, sometimes referred to as the fully directed counterpart to X. We do not follow this practice and
do not consider Y to be fully directed, for the following reason. In order to have backtrackless walks
in X correspond to walks in Y, one requires that having traversed an arc in Y one cannot immediately
traverse its paired opposite. We wish to avoid this cumbersome extra requirement, and reserve the
modiﬁer fully directed for graphs having no edges and additionally having no set of arcs that are paired
in themanner described above.Wewill have no occasion in this paper to replace X by its counterpart Y.
Deﬁnition 1 (The Zeta Function of a Graph). For any ﬁnite partially directed graph X
ZX (u) =
∏
[C]
(
1 − ul[C]
)−1
where [C] runs over the equivalence classes of primitive backtrackless, tailless closed walks on X. The
symbol u is a formal variable. Each factor in the product can be expanded as a formal geometric series∑
j0 u
l[C]·j , so ZX (u) is a product, usually inﬁnite, of geometric series starting with 1, so ZX (u) is itself
a formal power series. If one prefers, the zeta function can be considered as a function of a complex
variable by choosing u to be a sufﬁciently small complex number.
The undirected degree of vertex i is the number of walks of length one starting at i and using only
(undirected) edges.
The matrix Q = QX of X is the diagonal matrix whose ith diagonal entry is one less than the undi-
rected degree of vertex i. Note that Q ignores arcs in X.
As usual, the adjacency matrix A = AX of X is the n × nmatrix whose
(
i, j
)
th entry is the number of
length one walks along edges or arcs from vertex i to vertex j.
A partially directed graph X is not determined by the adjacency matrix A alone. For example, a
vertex with a single undirected loop has the same adjacency matrix as a vertex with two directed
loops. For this reason, we introduce the matrix P.
Deﬁnition 2 (The Directed Adjacency Matrix). For any ﬁnite graph X, the directed adjacency matrix
P = PX is the n × nmatrix whose
(
i, j
)
th entry is the number of arcs from vertex i to vertex j.
If X is undirected, P is the zero matrix. If X is fully directed, P = A. For any graph X, knowing the
pair
(
A, P
)
up to simultaneous renumbering of the rows and columns of both matrices is the same as
knowing X up to isomorphism.
When X is undirected, Ihara’s Formula expresses ZX (u) as a rational function (see [5]).
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Ihara’s Formula. For an undirected graph X
ZX (u) =
(
1 − u2
)−Tr(Q−I)/2
det
(
I − Au + Qu2) .
This formula only holds for undirected graphs. It often written in slightly different form with the
numerator written as
(
1 − u2
)n−e
where n is the number of vertices and e is the number of edges. We
leave the readerwith the pleasant exercise of showing that for any graph X the exponent−Tr (Q − I) /2
is equal to n − e.
Mizuno and Sato have obtained an Ihara-type formula for fully directed graphs (see [9]).
The Mizuno-Sato Theorem. For a fully directed graph X
ZX (u) = 1
det
(
I − Au)
We now state:
Main Theorem. For any partially directed graph X
ZX (u) =
(
1 − u2
)−Tr(Q−I)/2
det
(
I − Au + Qu2 + Pu3)
The proof is carried out in the next section.We close this section by considering two extreme cases.
When X is undirected, then P = 0 and the main theorem immediately reduces to Ihara’s Formula.
When X is fully directed, then P = A and Q = −I. For the exponent in the numerator we compute:
−Tr (Q − I) /2 = −Tr (−2I) /2 = Tr (I) = n
since I is n × n. Thus the numerator in the main theorem simpliﬁes to
(
1 − u2
)n
. For the denominator
we compute
I − Au + Qu2 + Pu3 = I − Au − Iu2 + Au3 = (I − Au) (1 − u2)
Upon taking determinants, the factor
(
1 − u2
)
comes out with exponent n, which then exactly cancels
the numerator and we get the Mizuno–Sato theorem.
3. Proof of the main theorem
The following proof follows the basic approach in Stark–Terras’ proof of Ihara’s formula for undi-
rected graphs (see [8]) except that more care must be taken to keep track of arcs and edges. As much
as possible, we have kept the notation in [8]. The details are lengthy, so we begin by breaking the proof
into ﬁve basic steps and showing how these steps ﬁt together to give the main theorem.
Step 1. u d
du
log ZX (u) =
∑
m1 Nmu
m for certain integers Nm.
Step 2. There are matrices N∗m that satisfy Nm = wm + Tr
(
N∗m
)
where wm = 0 for m odd and wm =
Tr
(
Q − I) form even.
Step 3.
∑
m1wmu
m = u d
du
log
((
1 − u2
)−Tr(Q−I)/2)
.
Step 4.
∑
m1 N
∗
mu
m = u · f ′ (u) · (I − f (u))−1 where f (u) = Au − Qu2 − Pu3.
Step 5. Tr
(∑
m1 N
∗
mu
m
) = −u d
du
Tr log
(
I − f (u)).
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These steps are explained below; once we have established all of them they combine as follows:
u
d
du
log ZX (u) =
∑
m1
Nmu
m =
∑
m1
wmu
m + Tr
⎛
⎝∑
m1
N∗mum
⎞
⎠
= u d
du
log
((
1 − u2
)−Tr(Q−I)/2)− u d
du
Tr log
(
I − f (u))
= u d
du
(
log
((
1 − u2
)−Tr(Q−I)/2)− Tr log (I − Au + Qu2 + Pu3)
)
.
It follows that
log ZX (u) and log
((
1 − u2
)−Tr(Q−I)/2)− Tr log (I − Au + Qu2 + Pu3)
differ by a constant, and since both expressions equal 0 when u = 0, the constant must be 0. Thus
log ZX (u) = log
((
1 − u2
)−Tr(Q−I)/2)− Tr log (I − Au + Qu2 + Pu3)
Exponentiating shows
ZX (u) =
(
1 − u2
)−Tr(Q−I)/2
eTr log(I−Au+Qu2+Pu3)
Recalling that
eTr(C) = det
(
eC
)
for any square matrix C and putting C = log
(
I − Au + Qu2 + Pu3
)
then gives
ZX (u) =
(
1 − u2
)−Tr(Q−I)/2
det
(
I − Au + Qu2 + Pu3)
proving the main theorem.
It remains to verify each of the ﬁve steps.
Step 1. Take the logarithm of the zeta function
log ZX (u) = −
∑
[C]
log
(
1 − ul[C]
)
=
∑
[C]
∑
j1
1
j
ul[C]j
where the inner sum is obtained from the Taylor expansion of log
(
1 − x). Thus,
u
d
du
log ZX (u) =
∑
[C]
l[C]
∑
j1
ul[C]j
Recalling that l[C] is the number of elements in the equivalence class [C], we drop the equivalence
class [ ] and sum over all primitive, backtrackless, tailless closed walks C:
u
d
du
log ZX (u) =
∑
C
∑
j1
ul(C)j
Noting that l
(
C
)
j = l
(
Cj
)
, the double sum over j and primitive backtrackless, tailless C is the same
as a single sum over all closed walks in Xwith no backtracking and no tails, yielding
u
d
du
log ZX (u) =
∑
m1
Nmu
m
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where
Nm =
{
number of closed walks C in X of lengthm
with no backtracking and no tails
This concludes Step 1.
It will take some work before we are ready to verify Step 2. We start by looking for a formula for
Nm in terms of known or easily computable quantities. For this, we deﬁne an n × n matrix Am whose(
i, j
)
th entry is
(
Am
)
i,j
=
⎧⎨
⎩
number of walks C in X of lengthm
with no backtracking
(
but tails are allowed
)
starting at i and ending at j
By definition, A0 = I and A1 = A, the adjacency matrix of X
Recall the distinction between arcs (directed) and edges (undirected) from Section 2. We need to
keep a record of walks starting with an arc, or ending with an edge, or some combination of the two.
For this, we adopt the following specialized notation, which we explain by example:
• A,↑m is the n × n matrix whose
(
i, j
)
th entry counts the number of walks of length m from i to j,
without backtracking, that end with an arc. The in the ﬁrst position indicates that no condition
is imposed on the ﬁrst step of the walk.
Similarly, the
(
i, j
)
th entry of
• A↑,|m counts the number of backtrackless walks of lengthm from i to j that start with an arc and end
with an edge.
To become adept at this notation, the reader might wish to verify
• A,m = Am, and
• Am = A,↑m + A,|m
which we will tacitly use below.
In the sequel it will be important to distinguish between powers Am of the adjacency matrix, the
matrices Am and the matrices A
,↑
m .
Lemma 1 (Recursion for the matrices Am).
A2 = A2 −
(
Q + I)
and for m  1
A
,↑
m = Am−1P
and for m  3
Am = Am−1A − Am−2Q − Am−3P.
Proof. In the ﬁrst relation, A2 represents all walks of length 2. Of these walks, the only cases for
backtracking are the walks that start on a vertex, go along an edge, then come immediately back.
There are as many of these for vertex i as the undirected degree of i, and this is just the ith diagonal
entry in
(
Q + I). Subtracting this from A2 gives the desired relation.
For the second relation, ﬁx vertices i and k, not necessarily distinct, and look at
(
A
,↑
m
)
i,k
, counting
all backtrackless walks of lengthm from i to k, ending with an arc. These walks are achieved by going
to an intermediate vertex j via a backtrackless walk of length m − 1, and then following an arc from j
to k. The number of arcs from j to k is Pj,k . Thus(
A
,↑
m
)
i,k
=
∑
j
(
Am−1
)
i,j
· Pj,k.
The right side of this is the definition of matrix multiplication, and this proves the second relation.
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For the ﬁnal relation, we want to count all backtrackless walks of length m  3 from i to k. First,
consider an intermediary backtrackless walk of length m − 1 from i to some vertex j, then take one
more step to k. Summing over j gives∑
j
(
Am−1
)
i,j
· Aj,k =
(
Am−1A
)
i,k
walks. But this number includes the count of walks with backtracking in the ﬁnal step, which must
necessarily be along an edge—call it e—connecting j to k. So these intermediary backtrackless walks of
lengthm − 1 ﬁrst go from i to k inm − 2 steps and then take one more step from k to j along e. When
the
(
m − 2)nd step, which ends at k, is an arc, all (Q + I)
k,k
of k’s edges are available as the
(
m − 1) st
step, but when the
(
m − 2)nd step is an edge, that edge cannot be used for the (m − 1) st step, giving
Qk,k choices for the
(
m − 1) st step. Thus, for each vertex k, there are(
A
,↑
m−2
)
i,k
(
Q + I)
k,k
+
(
A
,|
m−2
)
i,k
· Qk,k
ways of making these bad walks. Subtracting this number from the earlier count shows
Am = Am−1A − A,↑m−2
(
Q + I)− A,|
m−2Q
= Am−1A − [A,↑m−2 + A,|m−2]Q − A,↑m−2 = Am−1A − Am−2Q − Am−3P. 
From Lemma 1 we obtain
Corollary 1.
(∑
m0 Amu
m
) (
I − Au + Qu2 + Pu3
)
= I ·
(
1 − u2
)
.
Proof. Multiply the left side out, reindex to collect coefﬁcients of um, and use Lemma 1 to telescope
the series. 
Multiplying each side of the equation in Corollary 1 by
(
1 − u2
)−1 = ∑j0 u2j produces
I =
⎛
⎝∑
k0
Aku
k
⎞
⎠
⎛
⎝∑
j0
u2j
⎞
⎠(I − Au + Qu2 + Pu3) .
In the product of the two sums, collecting the coefﬁcient of a given power um then gives
Corollary 2
I =
⎛
⎝∑
m0
m/2∑
j=0
Am−2jum
⎞
⎠(I − Au + Qu2 + Pu3).
We will need Corollaries 1 and 2 later in the proof.
Clearly Tr
(
Am
)
is the number of all backtrackless closedwalks of lengthm. This includes walks with
tails, so it is not quite the number Nm we are interested in. So we deﬁne a new quantity:
tm = number of closed walks of lengthmwith tails and having no backtracking.
We leave t0 undeﬁned since it will not be needed. There are no closed walks of length 1 with a tail,
and there are no closed walks of length 2 with a tail but without backtracking, so t1 = t2 = 0.
Lemma 2 (Recursion for tm).
For m  3,
tm = Tr[
(
Q − I)Am−2 + 2PAm−3] + tm−2
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Proof. First, we deconstruct tm into a double sum.
tm =
∑
i
{
number of closed walks C with tails,
no backtracking, l
(
C
) = m, starting at i
=
∑
i,j
⎧⎨
⎩
number of closed walks C with
tails, no backtracking, l
(
C
) = m,
starting at i, going to j at ﬁrst step
=
∑
j
∑
i adjacent to j
⎧⎨
⎩
number of closed walks C with
tails, no backtracking, l
(
C
) = m,
starting at i, going to j at ﬁrst step
These walks begin with a single step from i to j, then follow a closed walk D from j to j of lengthm − 2,
then come back to i by reversing the very ﬁrst step.
We distinguish two cases: D is tailless, and D has a tail. In each case, we count the number of D
arising from a ﬁxed vertex j before summing over j. After summing over j there will still be some effort
required before obtaining the recursions in the statement of the lemma.
Case 1: D is tailless.
Fix j. The ﬁrst step of the walk C must be along an edge e leading to j. We begin by determining
the number of possibilities for e. If D starts and ends undirected, this uses up two of j’s edges, leaving(
Q − I)
j,j
options for e. If D starts and ends on different types of connections (one edge and one arc),
then only that edge (starting or ending) in D cannot be e, leaving Qj,j possibilities. Lastly, if D starts
and ends with arcs, then all of j’s undirected edges can serve as e, so the number of possibilities is the
undirected degree of j, which is
(
Q + I)
j,j
= Qj,j + 1.
To tabulate this information, we introduce the following notation. Recalling that Nm denotes the
total number of closed backtrackless, tailless walks of lengthm, we set
Nm
(
j
) = number of closed backtrackless, tailless closed walks of lengthm starting at j.
Furthermore we set
N
↑,|
m
(
j
) =
⎧⎨
⎩
number of closed walks of lengthm, no
tails, no backtracking, starting at j, with
ﬁrst step an arc and last step an edge
with similar notation deﬁned in the obvious manner.
Then it is clear that
Nm =
∑
j
Nm
(
j
) = ∑
j
(
N
↑,↑
m
(
j
)+ N↑,|m (j)+ N|,↑m (j)+ N|,|m (j)
)
With this notation, the considerations in the ﬁrst paragraph under Case 1 show that the number
contributed to tm by Case 1 walks D is∑
j
((
Qj,j − 1
)
N
|,|
m−2
(
j
)+ Qj,j
(
N
↑,|
m−2
(
j
)+ N|,↑
m−2
(
j
))+ (Qj,j + 1)N↑,↑m−2 (j)
)
.
Case 2: D has a tail
In this case,D is among thewalks counted by tm−2
(
j
)
, which is the number of closedwalks of length(
m − 2), with tails, no backtracking, and starting at j. But D is also part of a closed walk C of length m
which starts and ends at a vertex i which is connected to j by an edge e. The ﬁrst step of D is an edge
of j different from e, since otherwise Cwould have backtracking, so for j ﬁxed, the number of available
starting positions i is Qj,j , which is one less than the undirected degree of j. Thus the walks D of Case 2
contribute∑
j
Qj,jtm−2
(
j
)
to the number tm.
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Putting the two cases together gives the following expression for tm:
∑
j
[(
Qj,j − 1
)
N
|,|
m−2
(
j
)+ Qj,j
(
N
↑,|
m−2
(
j
)+ N|,↑
m−2
(
j
))+ (Qj,j + 1
)
N
↑,↑
m−2
(
j
)+ Qj,jtm−2 (j)
]
=
∑
j
[
Qj,j
(
N
|,|
m−2
(
j
)+ N↑,|
m−2
(
j
)+ N|,↑
m−2
(
j
)+ N↑,↑
m−2
(
j
)+ tm−2 (j)
)]
+
∑
j
[
N
↑,↑
m−2
(
j
)− N|,|
m−2
(
j
)]
.
The next task is to simplify this sum. Observe that for any index s
N
↑,↑
s
(
j
)+ N↑,|s (j)+ N|,↑s (j)+ N|,|s (j)+ ts (j) = (As)j,j .
Putting s = m − 2 and summing over j then gives
tm =
∑
j
(
Qj,j
(
Am−2
)
j,j
)
+ N↑,↑
m−2 − N|,|m−2
so
tm = Tr
(
QAm−2
)+ N↑,↑
m−2 − N|,|m−2
where N
↑,↑
m−2 denotes the number of backtrackless, tailless, closed walks of length m − 2 starting and
ending with an arc.
We want to compute the last two terms in this equation. Fix vertex j and consider N
↑,↑
m−2
(
j
)
. The
number of arcs from j to any vertex i is Pj,i. And the number of backtrackless walks from i to j of length(
m − 3) ending on an arc is (A,↑
m−3
)
i,j
. Thus
N
↑,↑
m−2 =
∑
j
∑
i
Pj,i
(
A
,↑
m−3
)
i,j
= Tr
(
PA
,↑
m−3
)
.
Now again ﬁx a vertex j. The number of closed, backtrackless walks starting at j of length
(
m − 2)
that end with an edge is
(
A
,|
m−2
)
j,j
. This number overcounts the ﬁnal term N
|,|
m−2
(
j
)
by the number of
(mutually exclusive) cases of walks that either begin on an arc or have a tail. By an analysis entirely
analogous to the one carried out above, the ﬁrst quantity is given by
(
PA
,|
m−3
)
j,j
and the second quantity
is tm−2
(
j
)
. Thus
N
|,|
m−2 =
∑
j
((
A
,|
m−2
)
j,j
−
(
PA
,|
m−3
)
j,j
− tm−2
(
j
))
= Tr
(
A
,|
m−2 − PA,|m−3
)
− tm−2.
Putting this all together we ﬁnd
tm = Tr
(
QAm−2
)+ Tr (PA,↑
m−3
)
− Tr
(
A
,|
m−2 − PA,|m−3
)
+ tm−2.
Observing that
A
,|
m−2 = Am−2 − A,↑m−2
and remembering that A
,|
m−2 = Am−3P from the second statement in Lemma 1, the desired recursion
for tm is obtained: Form  3
tm = Tr
[(
Q − I)Am−2 + 2PAm−3]+ tm−2. 
From the recursive formula of Lemma 2 we obtain a closed formula for tm.
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Corollary 3 (Closed formula for tm).
For m  3
tm = Tr
⎡
⎣(Q − I)
(m−1)/2∑
j=1
Am−2j + 2P
(m−1)/2∑
j=1
Am−1−2j
⎤
⎦
Proof. Whenm  3 is odd, writem = 2k + 1. Then for 1  j  k Lemma 2 shows that
t2j+1 − t2j−1 = Tr
[(
Q − I)A2j−1 + 2PA2j−3] .
Forming the sum as j runs from 1 to k = (m − 1) /2) then yields
tm − t1 = Tr
⎡
⎣(Q − I)
(m−1)/2∑
j=1
Am−2j + 2P
(m−1)/2∑
j=1
Am−1−2j
⎤
⎦
and the formula follows by realizing that t1 = 0. Whenm  3 is even, writem = 2
(
k + 1). Then
t2j+2 − t2j = Tr
[(
Q − I)A2j + 2PA2j−1]
and summingas j runs from1 tok = (m − 1) /2)and recalling that t2 = 0 then shows that tm − t2 = tm
is given by the sum in the statement. 
From Corollary 3 we obtain a closed formula for the numbers Nm.
Corollary 4 (Closed formula for Nm).
For m  3
Nm = Tr
⎛
⎝Am − (Q − I)
(m−1)/2∑
j=1
Am−2j − 2P
(m−1)/2∑
j=1
Am−1−2j
⎞
⎠
Proof. This follows at once from Corollary 3 and from Nm = Tr
(
Am
)− tm. 
Step 2. Form  1, deﬁne the matrix N∗m by
N∗m = Am −
(
Q − I)
m/2∑
j=1
Am−2j − 2P
(m−1)/2∑
j=1
Am−1−2j
Note the unexpected upper bound on the ﬁrst sum is different from the upper bound on the second
sum. By Corollary 4,
Tr
(
N∗m
) = Nm −
{
0, m odd,
Tr
(
Q − I) , m even.
So if we set wm = 0 whenm is odd and wm = Tr
(
Q − I)whenm is even, then
Nm = wm + Tr
(
N∗m
)
which completes Step 2.
Step 3. This is easy.
∑
m1
wmu
m = Tr (Q − I)∑
j1
u2j = Tr (Q − I) u2
1 − u2 = u
d
du
log
((
1 − u2
)−Tr(Q−I)/2)
.
Step 4. Rewrite the expression for N∗m as
N∗m = QAm −
(
Q − I)
m/2∑
j=0
Am−2j − 2P
(m−1)/2∑
j=0
Am−1−2j + 2PAm−1.
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It follows that the matrix power series
∑
m1N
∗
mu
m is given by
∑
m1N
∗
mu
m = ∑m1
[
QAmu
m −(
Q − I)∑m/2
j=0 Am−2ju
m − 2P∑(m−1)/2
j=0 Am−1−2ju
m + 2PAm−1um
]
.
Multiply each side of the last equation by
(
I − Au + Qu2 + Pu3
)
and examine each of the four terms
independently: The ﬁrst term is
⎛
⎝Q ∑
m1
Amu
m
⎞
⎠(I − Au + Qu2 + Pu3)
=
⎛
⎝Q ∑
m0
Amu
m − QA0u0
⎞
⎠(I − Au + Qu2 + Pu3)
= Q
(
1 − u2
)
− Q
(
I − Au + Qu2 + Pu3
)
by Corollary 1.
The second term is
⎛
⎝− (Q − I) ∑
m1
m/2∑
j=0
Am−2jum
⎞
⎠(I − Au + Qu2 + Pu3)
=
⎛
⎝− (Q − I) ∑
m0
m/2∑
j=0
Am−2jum +
(
Q − I)A0u0
⎞
⎠(I − Au + Qu2 + Pu3)
= − (Q − I) (I)+ (Q − I) (I − Au + Qu2 + Pu3)
by Corollary 2.
The third term is
⎛
⎝−2P ∑
m1
(m−1)/2∑
j=0
Am−1−2jum
⎞
⎠(I − Au + Qu2 + Pu3)
=
⎛
⎝−2Pu∑
n0
n/2∑
j=0
An−2jun
⎞
⎠(I − Au + Qu2 + Pu3) = −2Pu
by Corollary 2.
The fourth and last term is
⎛
⎝2P ∑
m1
Am−1um
⎞
⎠(I − Au + Qu2 + Pu3)
=
⎛
⎝2Pu∑
n0
Anu
n
⎞
⎠(I − Au + Qu2 + Pu3)
= 2PuI
(
1 − u2
)
by Corollary 1.
Combining all this, we ﬁnd⎛
⎝∑
m1
N∗mum
⎞
⎠(I − Au + Qu2 + Pu3)
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= Q
(
1 − u2
)
− (Q − I) I + (Q − I − Q ) (I − Au + Qu2 + Pu3)− 2Pu + 2Pu (1 − u2)
= Au − 2Qu2 − 3Pu3
So we have proved
∑
m1
N∗mum =
(
Au − 2Qu2 − 3Pu3
) (
I − Au + Qu2 + Pu3
)−1
.
Wehave shown that
∑
m1 N
∗
mu
m = u · f ′ (u) · (I − f (u))−1 where f (u) = Au − Qu2 − Pu3. This com-
pletes Step 4.
Step 5. The right side of the equation in Step 4 is reminiscent of a logarithmic derivative multiplied
by u, but is not exactly since the matrices f (u) and f ′ (u) need not commute. The following lemma is
Lemma 3 in [8].
Lemma 3. For a square matrix f (u) with differentiable components and f
(
0
) = 0 :
Tr
(
− d
du
log
(
I − f (u))
)
= Tr
(
f ′ (u)
(
I − f (u))−1) .
Proof. For the convenience of the reader, we repeat the argument from [8]. The statement involves
the matrix expression log
(
I − f (u)), which is deﬁned by the Taylor series for log (1 − x) and which
converges for u sufﬁciently small, since f (u) = 0. We have
− log (I − f (u)) = ∑
n1
1
n
f (u)n , and
d
du
(
f (u)
)n =
n−1∑
j=0
f (u)j f ′ (u) f (u)n−j−1 ,
the second formula being veriﬁed easily by induction on n. It follows that
Tr
(
d
du
(
f (u)
)n) = Tr
⎛
⎝n−1∑
j=0
f (u)j f ′ (u) f (u)n−j−1
⎞
⎠
= Tr
⎛
⎝n−1∑
j=0
f (u)n−1 f ′ (u)
⎞
⎠ = nTr (f ′ (u) f (u)n−1) .
Therefore, Tr
(
− d
du
log
(
I − f (u))) = ∑n1 Tr
(
f ′ (u) f (u)n−1
)
= Tr
(
f ′ (u)
∑
n1 f (u)
n−1
)
= Tr
(
f ′ (u) (I−
f (u))−1
)
. 
From Step 4 and Lemma 3 we conclude
Tr
⎛
⎝∑
m1
N∗mum
⎞
⎠ = −u · Tr
(
d
du
log
(
I − f (u))
)
= −u d
du
Tr log
(
I − f (u))
where f (u) = Au − Qu2 − Pu3. This completes Step 5.
With the discussion at the beginning of this section, this completes the proof of the main theo-
rem. 
Note added in proof
The formula for the zeta function of a directed graph was proved in 1968, wearing a thin disguise,
by Bowen and Lanford (see [12]). The elementary connection to directed graphs is made explicit in Th.
6.4.6 of the text [13]. We thank P. Gilmer for bringing this to our attention.
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