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For me, the question of doing something is never just about ‘how’. It is always also about 
‘why’. The motivations for doing something will always input into the how of doing 
something – they will affect how much effort is put in, how much organisational buy-in you 
get, how much the other developers will back you up and participate, how much help you get 
from other stakeholders and what form of action is taken. 
 
As such, I’m going to start this paper by talking about why you might add code coverage 
metrics and unit tests to a mature application. And, in order to be able to get to just one 
answer, I’m going to peel that back even further by talking about who it would benefit, and 
how. 
 
Selling Code Quality 
This presentation is really about testing in an organisation where testing isn’t a big part of 
the culture. Or, perhaps, just the history of your application has meant it’s not current 
equipped with a state of the art design and testing arrangement. Rather than attempt to 
redefine what unit testing is for, all that I am setting out to do is to share some of the 
practical lessons I’ve learned while operating in a similar environment, where a particular 
piece of software has lived through a paradigm shift in software development. It’s about 
giving new life to a big application, and setting the pace for development. 
 
The question here is “why should I make time for maintenance for code that already works?” 
You might be a developer (lead or junior), an IT manager, an open source developer, or 
someone only peripherally involved with some software application. The only answer which 
really ‘sticks’ for all these use cases is “because it’s in the organisations best interests to 
have good (enough) software”. 
 
Good (enough) software does what it was designed to do more accurately than bad software. 
Good software is easier to work with. It’s easier to extend and it breaks less. It needs less 
maintenance. This makes it more valuable (or at least more cost-effective). 
 
In my world-view, unit testing is just one example of good practise which, if you utilise 
when building applications, will make your software better. Good testing is pretty much 
useless without good design and good implementation, but it is one part of what helps make 
a piece of software “good”. 
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Personally, however, I find that it’s easiest to sell quality backwards. As Robert C. Martin 
puts it, this is really an issue of the Total Cost of Owning a Mess1. Good code isn’t just 
going to let you work faster, it’s going to save you from having to give inflated time 
estimates for every piece of work you’ll ever do. It’s going to let you throw together a demo 
in a couple of days instead of needing a week; a prototype can take a month instead of six.  
 
Is this extravagant claim really true? Can I as a presenter look you straight in the eye and 
say: “It’s true. I’ve been there.” Well, somewhat. I can tell you where the bulk of my 
development time goes: rewriting existing code. I can tell you that the slowest things I do are 
the ones which involve too much learning and not enough building. I can tell you that in the 
lead up to our last “go live” date, the only way I could throw two patches a day into our 
operational trial machines was by relying on our test rig to validate code logic. And it 
worked. 
 
There’s a lot more that could be said on selling code quality, but it’s time now to explore 
how to approach testing… 
 
What’s Unit Testing All About, Anyway? 
There are some swashbuckling things said in the cause of unit testing: 
•  “The best way that I know to write code is to shape it from the beginning with tests” 
– Ron Jeffries 2 
• “... a powerful way to produce well designed code with fewer defects” – Martin 
Fowler 3 
• “Fewer defects, less debugging, more confidence, better design, and higher 
productivity in my programming practice” – Kent Beck 4 
• “I don’t think you can call yourself a professional if you write a single line of code 
without writing a test first” -- Unknown 
 
I realise that some of those are pretty big names, but perhaps like me, your first response is 
“Really?” I think there are some important things about testing which need to be exposed 
and discussed before one can make any effective headway in deciding what to do about it. 
 
Almost everything I have read on the topic of unit testing contains within it the assumption 
that you are in a clean-slate environment. Of course it’s useful to consider what an ideal 
world might look like, but most of us could also benefit with a pretty clear illustration of 
what we’re supposed to do about it.  
 
One of the most intractable aspects of discussing the purpose of unit tests is that (so far as I 
can tell) most authors see them as being intrinsically linked to both design and requirements. 
Being able to effectively build systems which are well-designed and meet requirements is 
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not just a matter of ticking the boxes. It takes a certain amount of experience and insight 
which are never going to be written down on paper. 
 
However, in keeping with other explanations of unit testing and test-driven development, I 
will start off by discussing the role of testing in a clean-slate environment. However, I will 
anticipate many of the issues which will be raised later, when we discuss how these points 
relate to mature applications. 
 
The Clean Slate Environment 
I’m not sure about you, but I labour under the almost constant impression that if we could 
start the whole project again from scratch, everything could work out better. By re-imagining 
things, we can set aside the difficult constraints we are actually presented with, and consider 
an alternative world where they are not present. Let me tell you that, unfortunately, testing is 
always a problem. 
 
My personal view of the SLDC looks something like this: 
1. Establish the broad scope for the project 
2. Do some prototyping, early design work, or documentation 
3. Expand the stakeholders 
4. Undertake functional requirements negotiation  
5. Build something 
a. Application and Software Design Analysis 
b. Application Building Loop 
i. Object-Oriented Design 
ii. Component Requirement Analysis 
iii. Component Implementation 
iv. Component / Unit Testing (generally method-level) 
v. Component Integration 
vi. Application Level Testing (generally process-based) 
vii. Verification of Design Requirements 
6. Stakeholder review (high-level “satisfaction based” testing) 
7. Possibly expand the scope (return to 1) 
 
In typical Agile fashion, of course, generally one does not know the full requirements at each 
stage of requirements analysis. Rather, one follows a TDD or otherwise Agile loop for each 
of these stages. That is to say, that you start small, based on requirements that you have 
identified, and tick things off one by one.   
 
For some people, the only substantial testing experience they have is with unit testing. Unit 
testing sounds better for a number of reasons: 
1. It’s tied in to object-oriented design (it’s ‘Unitful’) 
2. It ‘scales’ 
3. It’s part of the Agile paradigm 
4. It devolves responsibility (your tests don’t depend on other people) 
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However, at the end of the day, it’s perfectly possible to build a substantial, reliable system 
without any unit tests. And, unless you understand how to effectively harness unit tests, 
they’re not going to do anything extra for you. 
 
I don’t think there is any real way to objectively compare different testing approaches. So 
what I’ve done is look at some “myths” – things I have had said to me, or read, or just 
thought about – and then comment on how to interpret them. 
 
Myth One: Unit Testing helps Capture Requirements 
I think this idea comes from the “Three Laws” of test-driven development: 
 
Test-Driven Development (TDD) is a programming discipline whereby programmers drive the 
design and implementation of their code by using unit tests. There are three simple laws: 
1. You can't write any production code until you have first written a failing unit test. 
2. You can't write more of a unit test than is sufficient to fail, and not compiling is failing. 
3. You can't write more production code than is sufficient to pass the currently failing unit test. 
Source: 97 Things Every Programmer Should Know5 
 
The implication, clearly, is that you have already done some design, which means you 
already know what you want, which implies that you can write tests directly from the 
requirements. So, some people treat unit tests as a kind of direct expression of the 
requirements. Then, the goal is to chase those requirements through development, until 
you’ve built a Thing That Does X. I no longer see things in those terms. Requirements-
gathering, as everyone either knows or will learn, is murky business. It’s as difficult as 
programming, because it is essentially the same problem. Programmers build Things to Do 
X. However, working out what it is you need in a novel situation is actually just another 
level of abstraction for problem solving. 
 
I used to think that tests were for expressing requirements. However, I eventually realised 
that the test cases aren’t for getting the requirements right. They’re for providing an interface 
to the developer’s understanding of the requirements. They’re for checking that the code 
does what you, the developer, wanted it to do. They’re actually a kind of protection against 
the fuzziness and changeability of stakeholder requirements. 
 
What unit tests let me as a developer do is express clearly and precisely what I think the code 
is supposed to do in a particular situation. Unit tests are always the responsibility of the 
person who writes the code, and not a lead developer, testing staffer, IT manager, or external 
stakeholder.  
 
One (IMO incorrect) understanding of how to use unit testing to capture requirements is: 
Initial brief  Discussion with stakeholders  Generation of use cases  Discovery of test 
cases  Initial program design  Unit test creation 
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However, I think that’s all wrong! For me, the process is something like: 
Initial brief  Initial program design  Discussion with stakeholders  Generation of use 
cases  Quick prototyping (PowerPoint mocking if necessary)  Program design  
Expression of test cases to match the design  Unit test creation 
 
So, unit tests DO capture requirements, but they are not necessarily the requirements that are 
in the signoff document. They are code design level requirements, not application-level 
requirements. Personally, I’m not at all sure that early prototype work can be done according 
to the three laws, but I have come to believe that production code should be done according 
to the Three Laws6. 
 
Myth Two: Writing Unit Tests can be a Key Part of Design 
Unit testing sounds good because it tests at the ‘right’ level of abstraction – the unit. What’s 
a unit? Why, a thing at the right level of abstraction, of course! And that is right there in 
front of you, in the code, in your class design. It sounds like unit testing is good for design 
because each test relates to the interface and class you have immediately at hand. 
 
Unit testing also sounds good, because it seems as though you might be able to extract the 
tests almost directly from the use cases which themselves were taken out of initial 
requirements discussions. 
 
It sounds like unit tests are supposed, somehow, to make the design process easier: less 
difficult, clearer, and more obvious. Well, it’s never done that for me, but I’ve realised that 
doesn’t mean that they are not a key part of design. 
 
I’ve realised that unit tests are, in essence, the only way to effectively separate and protect 
your design from your stakeholder requirements. Really, this is just an expansion of myth 
one. However, it was really never made clear to me how unit testing could be an effective 
part of the basically insight-based process of design. You might have heard the quote 
“Imagination is cheap without the details”. Suppose you have a problem at hand, and a broad 
design. How do you really know it’s going to work? How do you know you can trust your 
design intuition to work 100%, every time, no matter how your object is used?  
 
Really, the only way is by explicitly writing down exactly what you, the designer, have 
specified the object should do in all the situations you envisaged for it. Doing a good enough 
job of that is what unit testing is all about. 
 
Myth Three: Unit Testing Aids Software Reuse 
Mainly what aids software re-use is convenience. Trust is a big part of convenience. If you 
can pick up a bit of software like (say) Apache and use it without any concern for its 
reliability, then it’s a convenient solution to the problem of serving web pages (among other 
things). Obviously there’s a lot more to convenience than that, but it’s time to move on. 
 
                                                 
6
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Does this apply to code units as well as whole pieces of software? I would argue that people 
don’t generally pick up units unless they are in the same team. They pick up whole programs 
or APIs. Internally, there might be some units which are exchanged among developers, but 
generally the smallest thing that is exchanged is at the API level rather than at the class level. 
People want these things to be well-tested, but the ‘unitness’ of the testing does not directly 
contribute to the propensity for people to re-use it7. 
 
However, the reverse is very much true: software reuse aids unit testing. And I think this is 
really important to application development. I was refactoring some cruft the other day, and I 
managed to turn two similar methods into one method which took a comparator argument. I 
had definitely cleaned my code up a little. However, the other thing which I had unwittingly 
done was double my testing of that function. The tests which used to operate on each 
function now all applied to my new function. My code became more reliable because it was 
more thoroughly and diversely tested. Unit testing helps enormously with refactoring. 
 
Myth Four: Unit Testing Helps Team Dynamics 
This is something which I think is very true. As soon as the number of developers exceeds 
the number of people who are involved in every line of code, there is a special kind of 
problem. Sometimes this happens as soon as there are two developers, but it gets much 
bigger when you have more than three. If the developers don’t share an office, let alone a 
building, that is another source of pressure on team dynamics. 
 
At the very least, a decent test rig will allow the concerned lead developer to know whether 
the rest of the team is Doing It Right. It also aids very much when designing software as a 
group. Sometimes, developer A may prototype a function in a language like Python, while 
developer B who is concerned with speed might re-implement the same function in a lower 
level language. Giving developer B a set of unit tests as well as an original function helps 
them to really make sure they properly transliterate the code. 
 
Myth Five: Test Metrics are Useful 
We’re often told that statistics lie. I’d like to present a few examples where a carefully 
crafted statistic is extremely useful. 
 
Let’s start with a metric which doesn’t mean much at all by itself: 100% test compliance. It’s 
easy to have 100% compliance if your tests aren’t very thorough. Also, it depends very much 
on what kind of test you are looking at. Some kinds of test need to pass every time – a 
sorting function which mis-sorts a list is just no good, and 100% compliance is really 
important. Arguably, any test which isn’t expected to pass 100% of the time is a bad test, 
and if only we could have only good tests, then 100% compliance really might mean 
something. However, it’s not always feasible to maintain 100% compliance at all times (such 
as when patching a bug on the operational system!). 
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Code coverage is a metric which, when coupled with acceptance test metrics, starts to 
become useful. 100% code coverage means that every line of code in your application has 
been evaluated at least once. It doesn’t check for multiple code paths, but it means that at the 
very least, there is nothing in your codebase that is completely untested. 
 
The best metrics, however, are ones which are specific to the problem domain. In the area of 
weather modelling, for example, we can go beyond testing and into the area of verification. 
One measure of forecast accuracy is the mean error. If your temperature forecasts are 
accurate to +/- 2 degrees, this is generally regarded as pretty good. If your system can have 
performance evaluation built into its automated testing, then ‘chasing the numbers’ becomes 
a valid activity.  
 
Testing in Mature Applications 
There are a number of things about mature applications which differentiate them from new 
applications. Here’s a list of things which might be true of a mature application: 
 
1. It’s old enough that it follows more than one design paradigm 
2. Some of its libraries are now crufty and old, but are still there because maintenance is 
expensive and they work well enough 
3. You’ve compiled your own version of the language you’re using, ‘because you had 
to’ 
4. More than one developer has got (or has had) significant ownership of it 
5. The organisation has sunk a lot of resources into it 
6. Nobody understands the whole thing any more 
7. Bits of the code have, metaphorically speaking, signs on it saying “Here There Be 
Dragons”. 
8. Things are done “the way they are done” and any departure from that needs to be 
justified 
 
Sound familiar? Yup, me too. My mature application is called the GFE. There is absolutely 
nothing else around that could do the job, it’s completely competent, starting again from 
scratch would just take too long and all the developers have their own hand-drawn maps. It’s 
been well-thought out and captures some really deep design ideas. 
 
Actually Doing It 
When building an application from scratch, one is presented with a wealth of choices about 
how to proceed with development. When something is factored in from the word “go!” then 
it is easier to make sure it is a part of the core workflow. 
 
Not everyone works on entirely new applications, or works in a “test-driven” shop. I know I 
don’t. I work in a place where management are committed to quality, but it’s my job to make 
it clear whether or not our software is high quality. Management are committed to being able 
to deliver on stretch goals, but it’s my job to explain what is and what isn’t achievable, and 
why that’s the case. 
 
The Python Papers 5(2) :3  
 - 8 - 
It’s pretty easy to sell testing, really. Testing is for achieving quality. Everyone wants 
quality, at the right price.  
 
So here’s an example relationship between code quality and development agility. 
 
evelopersabilityofd
roblemsizeofnewp
evelopersabilityofdexistingcodqualityofe
sectedcodebasizeofaffe
ressrateofprog +
×
=  
 
So if you have a big, new problem, then how long it takes to fix is basically a function of 
how capable the developers are. However, if you have a big, old problem, then how long the 
task takes can be dominated by the quality of the existing code. Of course, capable 
developers can navigate dodgy code quicker than less-capable developers, which is why that 
parameter appears in both terms. 
 
So, if you have a codebase which is growing, and you never do any maintenance on it, then 
you can very quickly end up in the situation where every piece of new functionality is 
dominated not by the size of the problem, but by the size of the codebase. It will cease to be 
obvious when a piece of new functionality can be done quickly (where it happens not to 
have much dependency on the existing codebase) or slowly (where it happens to collide with 
the existing codebase). Trust me – it’s not much fun telling your manager that something 
which is clearly a simple problem is nonetheless going to take a week instead of a day 
“because”. Problems like that are called “conceptually trivial”. 
 
Statistics First 
If you have a large application, there are a number of things which are probably true about it: 
1. It basically works 
2. There is some kind of testing already in place 
3. If you can’t test in research mode, you can test operationally (!) 
 
All of this means that you should be able to start gathering statistics without having to 
embark on a substantial learning curve to implement ‘unit testing’ as such. It is possible to 
effectively walk towards unit testing. The easiest way to get started with this is, in my 
opinion, to make visible the kind of statistics which are going to respond well to 
improvements in testing. 
 
This was the first step which I took. I turned on ‘figleaf’ code coverage collection in our 
application-level testing process, and found that we had around about 60% code coverage in 
our Python modules (I am responsible for those Python modules, and not for other areas of 
the code). Actually, I was pretty happy with this. I knew that we had a large amount of 
deprecated code sitting in our repository which was there for a rainy day, so that 60% was 
closer to 85% of the lines of code which could potentially get executed in the operational 
system.  
 
This told me that the size of the ‘here be dragons’ section of our code was around about 
15%. So now I had an additional metric which I could use to report on progress for the 
development team. Whereas previously, progress was only tracked by the number of 
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bugs/tasks completed, and the degree of compliance testing, now it was possible to track 
robustness, using code coverage as a proxy. While code coverage of 100% only tells you so 
much, it is an effective means of introducing testing statistics of this kind into the official 
reporting structure. Going forward, if I need to justify spending time on code refactoring or 
maintenance, it’s now easier to do with reference to the 15% of untested, potentially buggy 
code. 
 
Understanding Code Coverage 
Like compliance tests, code coverage alone does not really tell you if your code is well 
enough exercised by the testing regime. It is possible to write code in such a way that code 
coverage is more meaningful, but this may compete with other goals, such as code clarity or 
aesthetics. If you do want to write code in such a way as to maximise the impact of unit 
testing, the easiest way is to make sure each line of code has a single responsibility – that is, 
functionality should be unpacked over as many lines as possible.  
 
For example, the line: 
 
     fooVar = x > 5 ? True else doSomethingBroken() 
 
packs both outcomes of the conditional on the same line. If X always happens to be > 5, then 
something broken will never be evaluated, and this will not show up in your code coverage 
metrics. However, if you write the same functionality as 
 
    if x > 5: 
        fooVar = True 
    else: 
        fooVar = doSomethingBroken() 
 
then your code coverage metrics will tell you whether each code path is being followed.  
 
As it happens, code coverage is a metric which is useful regardless of whether your test are 
unit-oriented or application-level. You can start refactoring code based solely on code 
coverage tests, and you can also use gaps in your code coverage to write additional, more 
targeted tests. 
 
However, the weakness of not moving towards unit-oriented testing is that refactoring is far 
more difficult. If your tests fit your software design, then your implementation is reasonably 
abstracted from your tests, and it’s possible to use the same tests on a new implementation. 
We will look at that a little further in the final section, “Walking Towards Unit Testing”. 
 
What Code Coverage Will Always Miss 
There are some things which you can’t design away, however. One of these is where code 
will fail only when a specific value is present for some variable. Most people will be familiar 
with a null pointer exception, or a division by zero error, or an out-by-one or fencepost error. 
 
These kinds of errors are often the kind of thing which only crop up when faced with some 
unexpected input. Suddenly a function is returning a null pointer instead of a list, and you 
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forgot to handle that case. Or worse – someone else forgot to handle that case in an area of 
the code that you’re not familiar with and didn’t even know it could happen! Suddenly your 
code fails with an unrelated error (because of course there is a catchall try-except handler 
hiding the true problem) and you are left with a mighty debugging task. 
 
It’s issues like this which code coverage alone cannot cover. Code coverage can tell you 
whether you’re evaluating your lines of code, and even whether your code paths are being 
followed. But it will not tell you whether you’ve covered your, err, bases, when it comes to 
unexpected inputs and error handling. 
 
If you’re doing both black-box and white-box testing of any kind, then there’s a good chance 
you are implicitly testing some of this stuff. However, those tests might not always get 
carried around between developers, and are more easily lost. Especially if you are in a team 
leadership position, it’s important to have a set of tests which developers MUST validate 
against before checking in new code, or at the very least before any operational release. 
 
However, this is not really a presentation about how to catch every case, but I wanted to give 
a little of the flavour of why code coverage is not enough. Even a high degree of functional 
testing is not enough, because functional testing is not necessarily going to test every 
component against a variety of input situations. Unit testing is about focusing on lower-level 
components and making sure you’ve got an application build out of good parts. 
 
Your First Tests 
I have realised that unit tests are simply tests that are at the same level of abstraction as the 
design. Let’s call this Rule One. I used to think unit tests had to be small. However, this is 
because good design is small, not because unit tests should be small per se. As Martin8 puts 
it, good design is like a thousand tiny drawers with one thing in them, rather than like one 
big drawer with everything just tossed in. You still need to figure out what everything does 
and why, but at least you can label the bits and keep them neatly organised.  
 
Let’s face it, not every mature application is going to be like that. So, now I’m going to talk 
outside of the square. 
 
Corollary of Rule One: If your design is big, your unit tests are going to have to be big too, 
at least to start with. 
 
Process Testing 
One problem which often faces someone looking at a mature application is that you can’t get 
at the units. In order to use the interior design components, you can suddenly find that the 
component actually depends on having the rest of the application in-place. This kind of 
inverted dependency structure can happen very easily if the components are highly context-
aware. There are things that you can do at design time to address this, and also ways to 
incrementally modify an application which will also help, but it can be daunting. 
                                                 
8
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So, we’ll do something ‘ugly’. What you can do is test processes which you know will 
exercise components which you would like to test. It’s not as good as a really direct test, but 
these will at least start to cover over the gaps in your code coverage, and also gaps in the 
design specification as captured by the tests. 
 
Anyone can do this. The easiest test in the world (once code coverage statistics collection is 
turned on) is to run your application and then shut it down again. That’s the starting point. 
With this you get coverage metrics, the start of a testing system, and you have taken the first 
step along the road to unit testing. 
 
The Road Towards Unit Testing 
So far, we have seen how it is possible to take off-the-shelf utilities such as figleaf, and use 
them to start measuring additional aspects of a mature application which may not otherwise 
have been captured. However, the ultimate goal of unit testing is not just reliability and 
robustness. It is also to support redesign and refactoring. Walking towards unit testing, then, 
is also about moving towards cleaner code design. 
 
Find Implicit Units 
A mature application might not have a cohesive design philosophy. Indeed, if the application 
is built out of a large number of highly customised routines, that’s a sign of an accident 
waiting to happen. Rather than starting out trying to write ‘the smallest possible test’, or ‘just 
test something – anything’, I would suggest trying to identify core components which could 
be decoupled. 
 
In my application, for example, I was able to re-implement several aggregation methods as a 
standard binary merge. My merge algorithm then became decoupled from the rest of the 
application, since it could be called with any comparator argument and a list of any objects 
which supported the merge operation. Once decoupled, it was then possible to effectively 
build unit tests, because my “test setup” no longer needed to include running the entire 
application on a specific test input. Instead, it became possible to create simpler objects for 
the purposes of testing the merge algorithm. The actual comparator function and mergeable 
objects which the application passed in, unfortunately, remain heavily coupled with the rest 
of the application. However, I not only started down the road to unit testing, I also started 
down the road to a cleaner design. 
 
Shrink the Design 
One of the ways in which unit testing can be really useful is to aid in refactoring and 
redesign. Hot on the heels of my success re-implementation of just one part of my 
application using a standardised merge function, I went around looking for more. I found 
some! By re-using the same approach with a few minor tweaks, I was able to refactor about 
five previously separate functions to make use of (now two) standard merge functions. What 
this meant was that where previously I had five quite tailored merging algorithms, each 
actually using a slightly different approach, now I had a standard approach. This is what I 
call “shrinking the design”. By re-using code, you’re not only pushing the processing 
through fewer, more well-designed, more robust methods, you are also easing the conceptual 
workload require to Figure Out What’s Going On.  
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Refactor Your Tests 
Something else you’ll need to do is take a close look at your functional or application-level 
tests. Probably, there will be a few things in there which are designed to test out the 
functioning of some component in a particular, exact kind of way. The input and output parts 
of the check are painstakingly designed to hit a component just exactly so. 
 
This is good, insofar as it’s the only way to really aim tests at units in such an environment. 
However, it’s bad insofar as the functional tests start to store information about design. 
Functional tests which rely on particular component designs may well fail if that design 
changes.  
 
Work on Team Dynamics 
In order to get the most out of unit testing, you’ll need to get other people on board. If you 
find that you are the only person who is spending time working on unit tests, it’s going to be 
a lonely undertaking. Moreover, though, if your fellow developers aren’t maintaining the 
tests when they update functionality, or aren’t respecting the tests when modifying the code, 
then the tests will very quickly become stale. It will no longer be clear who’s boss – the tests 
or the code. 
 
For example, in my application there are areas of the code which used to have useful tests 
against them. However, one of our developers who did not have a strong testing ethic started 
to respond to stakeholder requirements and modify the program code. Indeed, by and large 
this person did a good job of writing the new code. However, they didn’t update any of the 
tests. Our metrics went down and our tests got stale. Getting back to a stable state will 
require going through every test, one-by-one, and evaluating whether the requirement therein 
expressed is still correct (thus necessitating a code change), out-of-date (test needs updating) 
or irrelevant (the requirement is deprecated). 
 
Conclusions (Take Your Time and Don’t Panic) 
If there’s anything which I think I’ve learned, it’s that retrofitting unit testing is not 
something that is going to happen quickly, or in any separable way from everything else 
that’s going on. It can’t be done by taking a one-month hit to the schedule and doing it 
independently. We’re talking about modifying an application that has quite possibly taken 
dozens of person years, by going through and reconsidering the design all of its parts. 
 
If your project isn’t explicitly about ‘building a new one’, then probably you’re not going to 
be able to build a new one. You want to get some return off that existing codebase, not sink 
all of your time into polishing the process. If you need to hit it with a wrench to make it 
work, well then hit it with the wrench. 
 
What you can do, however, is give your application additional longevity through a process 
of design upgrading. Unit testing is, for me, locked in with the design process. Code 
coverage does not have to happen through unit testing, but only unit tests will really let you 
reach 100% code coverage, as some code paths will most likely never be exercised by black-
box testing, or even targeted process testing.  
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In a team environment, unit testing and unit-oriented design can help team dynamics, and 
can certainly help deal with the flow of change in the codebase. Tests, unitful or otherwise, 
are like a stabilising scaffold over the code construction, allowing parts to be replaced 
without undermining the structural integrity of the whole. 
 
