and by 5*M its cotangential sphere bundle (or co-sphere bundle for short). About the sheaf ^ defined on S*M we refer the reader to the precise and extensive exposition by Kashiwara based on Sato's lectures (Sato [JT] 
§0. Introduction
In this paper we construct local elementary solutions for linear differential operators P(x 9 D x ) whose principal symbols are real and of simple characteristics and investigate their regularity properties using Sato's theory of the sheaf ^ (Sato DC^CAl) . Throughout this paper we assume that the coefficients of differential operators are analytic.
In §1 we prepare some theorems which extend the classical existence theorem of Cauchy-Kowalevsky in complex domain to cases of singular initial data. (Cf. Hamada [1] .)
In §2 we employ the results of §1 to construct local elementary solutions for Cauchy problems for (/-) hyperbolic operators. As an application of the method employed there, we construct a singular solution u(x) of P(x, Dx)u = Q whose singular support is "very small". (See Theorem 2.8 for the precise meaning of this statement.)
In §3 we construct a local elementary solution for a linear partial differential operator of real principal symbols with simple characteristics and decide where its singularities locate to conclude that the result of §2 on the existence of singular solutions with small singularities is the best possible one.
Throughout this paper we denote by M an ra-dimensional real analytic manifold which we identify with a domain in R w containing the origin.
More precisely, provided that Wk(z') (k = Q, 1, •••,m-1) have at most
poles along 2:2 = 0, the solution u(z) of (1. 2) is expressed in the form (1.3) where Fj(z\ Gj(z) and Hj(z) are holomorphic in a neighbourhood of z = 0 and pj is a positive integer.
It is obvious from Hamada's method of the proof that we have the following Theorem 1.1', which differs from Hamada's theorem only in its form of presentation. Before stating Theorem 1.1' we prepare some notations.
Throughout this section we assume the following condition :
(1.4) In a neighbourhood of (*', f') = (0, fJ)(l?J =1)
Pm(^ *', f i, f') = 0 implies -^-P«(0, *', fi, £')¥=<>. </?i Definition 1.1. For any y with sufficiently small \y'\ we denote by {Kj(y\ £0}/*=i tne characteristic surfaces of P(z, D z } passing through the intersection of two hypersurfaces {zi = Q} and {<z f -y, f > = 0}. Definition 1.2. We denote by (Pj(z, y', f r ) the characteristic function corresponding to the characteristic surface Kj(y', f 7 ) satisfying P m (z, grad z (pj(z, y' f , f')) = 0 with the initial condition <z r -y\t; r > on izi = Q}.
Remark 1. As is well known 0>yGz, j', fO is obtained by solving the
Hamilton-Jacobi equations associated with P m (z, ?) . Note that <pj (z, y, f ') is homogeneous of order 1 with respect to ? '. By this reason we sometimes call 0>y(*, y, f 7 ) a phase function. (Cf. Hormander Remark. By the method of the proof of Hamada [1] it is obvious that we can choose F h Gj and Hj so that P(z, D z }u (3 Theorem 1.1' is basic in constructing elementary solutions for Cauchy problems for (/-) hyperbolic operators. In order to employ the existence theorem for singular Cauchy problems in a complex domain to develop the local theory of general linear differential operators as in §2 and §3, we must modify Theorem l.l 7 in various ways. Hence in the rest of this section we state the variants of Theorem 1.1. Though they differ from (1-7), where ^« = 1 + -|-H h-and A=0. We assume by the aid of these functions that the solution u(z, y\ £') has the form
Assuming the form of i^(^5 j', f') as above we can proceed just as in to determine the successive initial data on {*i = 0} for Ukj by the initial data of u imposed in (1.7)/,.
The convergence proof of the formal solution (1.10) is just the same as in Hamada Ql] ) which is expressed in the form
where k is a positive integer and F(z, y' ', f '), £(2, j 7 , f ') «nd H(z, y f , g 0 <2f^ holomorphic near (z, y' 9 fO = (0, 0, £Q).
Proof.
We abbreviate 0>i to ^ in the proof. We first assume that u(z, y' 9 f ') has the form where we take A=p in the formula (1.9) which defines 0&(r Since a hyperf unction u(x} depending real analytically on x\ can be specialized (or restricted) to a lower dimensional manifold {xi = s}, the second condition in (2.1) is well defined. We also remark that the condition that the hypersurface {#i = 0} is non-characteristic with respect to Proof. Consider in a complex domain near (z, y r , f') = (0 5 ^3 ^o)
following Cauchy problem :
If the domain is sufficiently small, ^-P m (z, £1, fO^O holds for f with
Pm(z, ?) = 0 5 which follows by the assumption of strict hyperbolicity of P(#, DS). Then Theorem 1.1' assures the existence of u k (z, y'\ £')> which is expressed in the form (1.5). Moreover, as is remarked after
-0 holds and u (^} are represented in the form -F=-
with holomorphic functions
Fj 9 Gj and Hj. It is obvious that uj/^z, y', £ ') is uniform and analytic in a simply connected complex domain {(*, y ',£')£ .Oiling/*, y', f')>0} 5 where Q is a sufficiently small neighbourhood of (z, y', ?0 = (0, 0, fjj).
On the other hand we conclude that the phase function <pj(x, y' ', ?') defined in Definition 1.2 is real valued if (#, y', f') is real, since we can integrate the Hamilton-Jacobi equations in a real domain to obtain m phase functions ^i, ••-, (p m by the assumption of strict hyperbolicity of P(#, DX). Therefore the boundary value of u 
Here we regard u by the initial condition imposed on u/,(z, y', £') in (2.3). On the other hand we have the following well-known formula:
(Cf. Gel'fand and Shilov [1] p. 79.) Thus E k (x, y') has all the properties required.
We next investigate the singularity of Ek(x, y r ) constructed in Theorem 2.1. For that purpose the following fundamental lemma due to Sato (Lemma 2.2) plays an essential role. As for the location of singularities on M, not on 5*M, after the integration along fiber, Lemma 2.2 seems to be essentially well known to physicists and Lax Ql] applies it to the study of the propagation of singularities in the C°°-category.
Hormander Q3] has contributed to these problems through the geometrical study of phase functions. See also Kashiwara and Kawai Q2] , where it is shown that the real analytic version of Hormander's theory can be developed in an analogous way.
Remark that Sato's theory treats the problems in real analytic category. (2.6)
The projection f:N-+M defined by (x, y)\-+x is a proper mapping over S.S./jt(x 9 y).
(2.7) S.S./JL (x, y)C{(# 5 j; grad (a; , J)^(^5 y))} for some real analytic function <p (x, y) .
Denoting by v(#) the integral along fiber \/i(x, y)dy, S.S.v(x) is
contained in the set of (x, f)(6 5*M) for which % = grad^^(^, j) and grad y (p(x, y) = 0 hold with (x, y, f, Q)€S.S.#(x, y) (C S*N) for some y.
As for E k (x, jO constructed in Theorem 2.1 we have the following
is contained in the union of the bicharacteristic strips passing through x = (Q, y f ).
Proof. Let TV be a neighbourhood of (x, y') = (Q, 0) eR^xR 11 " 1 . Remark. In the above proof we have used only the condition u(#)Ui=o -Ao(^0j hence the above condition on fi is obviously far from sufficient. We will give a sufficient condition in Theorem 2.7 below.
Kashiwara and Kawai Q2] give a necessary condition much closer to the sufficient one for a linear differential operator with simple characteristics employing the pseudo-differential operators of finite type (Kashiwara and
We next state a generalization of Theorem 2.1. We hope this theorem reveals the connection of the existence theorem of Cauchy-Kowalevsky and the existence theorem for hyperbolic differential operators. 
characteristics. Donate the bicharacteristic strip by /, which defines a nonsingular curve in S*M by the definition. Then there exists locally a hyperfunction u(x} which satisfies P(x, D x )u(x) = Q and has non-void S.S.u(x) contained in /.
Proof. Choose a point po = (x, f) = (0, f°) in /. Since the operator 
Taking f£ = (f°)' we define v(^) by where F is a sufficiently small neighbourfood of (y' 9 g') = (Q, CQ)-Applying Corollary 2.3 as in the proof of Theorem 2.4 3 we see that S.S.v(x)C_/.
It is obvious from the definition of u(x, y', ?0 and that of /*(y 7 ; So) that
S.S.v(x}=^$. (Moreover it is known from Theorem 3.4 in the next section that S.S.v(x) coincides with /.) It is also trivial by the definition of v(x) that P(x, D x )v(x^)=f(x) is a real analytic function. Of course
we can find some real analytic function w(x) which satisfies P(x, D x )w(x} =f(x) near the origin by the Cauchy-Kowalevsky theorem. Hence, subtracting w(x) from v(x\ we obtain the required solution u(x) near the origin.
Remark. Modifying #(7'; £Q) given in the proof suitably, Kashiwara [1] has given another short proof of his theorem that the sheaf ^ is flabby. §3.
Construction of Local Elementary Solutions for Linear Differential Operators of Real Principal Symbols with Simple Characteristics
In this section we construct local elementary solutions and investigate their properties for linear differential operator P(x, D x ) with real analytic coefficients defined near the origin of R n satisfying the following condition: (3.9)
P(z,D z )E(z, y,?,s) = ( Q(z, D z , D s ) u(z, y, f, s
By the assumption (3.1) we can integrate the Hamilton -Jacobi equations in a real domain to obtain cp satisfying (3.3) for real ( j, f, 5) . Therefore E(z, j, ^, 5) defines a hyperf unction ^(A;, j, £ 3 5) in STI variables (x, y, ^, 5) satisfying We first consider the set J. By (3.4)^(3.8) we have on A =-f and
Therefore the contribution of the points in A to S.S.E(x, y) is the following A.
A = {(x, y ? f, T))\X = y and f=-77} 3 i.e., the antidiagonal set of
S*(MxM).
In fact it is sufficient to consider those points in A dcp which satisfy --= Q and grad^ = 0 5 hence we obtain the set A by (3.12)^.
In the same way we consider the contribution from the set B. By (3.7) d<p we have -^ = 5-ji, and we have only to consider those points satisfying -¥-= Q thus s=yi. Therefore we can conclude that xi>s = ji holds in 9$i ~S .S.E(x, y) by the definition of E(x, y). To decide the contribution to Remark. An important fact contained in (3.11) is that S.S. E(x, y) is contained in the union of half of the bicharacteristic strips. From this fact it is obvious that for the solution u(
S.S.E(x, y)
is contained in the set of bicharacteristic strips. More precisely we have to be a hyperfunction, not merely a distribution, and the second is that we treat the propagation of real analyticity, not merely infinite differentiability. Observe that Corollary 3.4 trivially follows from Theorem 3.3'
and that we can also consider higher order derivatives of </)(x) along the bicharacteristics in the same way if we want. These observations will show the effectiveness of Theorem 3.3' in investigating the propagation of analyticity of the solutions of linear differential equations.
Moreover Mr. Kashiwara suggested to the author that we may improve Theorem 3.3 to the form given below (Theorem 3.5) in an analogous
way to the precise version of Holmgren's uniqueness theorem (Kawai Q4] and []5]). In fact the proof of Theorem 3.5 is immediate from Theorem 3.3 combined with the theory of pseudo-differential operators of finite type developed in Kashiwara and Kawai QlT] . The author expresses his sincere gratitude to Mr. Kashiwara for this suggestion. This case is treated using the real analytic version of the deep theory of Hormander \J2T\ concerning the equivalence of phase functions. It will be treated in a forthcoming paper of Kashiwara and Kawai. See also Kashiwara and Kawai Q2] , where the summary is given. These remarks may be regarded as a very partial extension of the so called fundamental principle of Ehrenpreis Ql] for linear differential operators with constant coefficients. We will also discuss the representation of the solution sheaf % p by the integral of boundary values of holomorphic solutions of P(<2T 5 DZ) in a forthcoming paper.
Up to now we have developed the local theory of linear differential equations mainly by a complex method, so to speak. We can also develop it using the theory of pseudo -differential operators of finite type (Kashiwara and Kawai TlH) . We call such a method the real method in contrast to the name of complex method. Though the complex method is more convenient than the real method in treating the linear differential operators with complex coefficients (Kawai pT]), the real method seems a little simpler as far as the phase function can be taken real valued. Hence we sketch the real method in the below. This method is due to Hormander Q2j and the author expresses his hearty gratitude to Professor Carding and Professor Kotake for their kind suggestions that the author should also try to employ Hormander's method.
In the sequel we take the local coordinate system so that the hypersurface {xi -0} is non-characteristic with respect to P(x, D x } and d n £>£ Pm^Q holds near (x, £) = (0 3 f ).
Theorem 3*2'. We can construct E(x, y) for which P(x, Dx)E(x, y) = S(x-y) holds near (0, 0, £°, -£°)e S*(M xM) and S.S.E(x, y)C and (y, -97) belong to the same bicharacteristic strip of P(x, DX) with Proof. We first consider a phase function <p(x, y, f ) which satisfies the following condition (3.15).
(ii) <p(x, y, f) is real analytic near (0 ? 0, f°) and is positively (3.15) >, homogeneous of order 1 with respect to £.
The existence of such a function <p(x^ y, g ) is well-known by the classical theory of differential equations of first order. The analyticity of the coefficients of P(# 5 D x } and that of cp(x, y, £) required in (3.15) (ii) allow us to consider them in a complex neighbourhood of (0, 0, f °). In an analogous way to the proof of Theorem 1.2 we define 0/r) as follows. Mat. 8 (1971), 277-302.) 
