We re-examine the cosmological constraints which can be robustly obtained from the observational properties and abundances of clusters of galaxies. Using hydrodynamic simulations and Press-Schechter analytic formulae, we calculate the cluster temperature function, core radii, and X-ray luminosities for a flat Ω = 1 Cold Dark Matter (CDM) universe and a Λ = 0.65 cosmological constant dominated (LCDM) universe. We use the temperature function to normalise the spectrum of fluctuations σ 8 = 0.5Ω −0.65 , which is in general agreement with recent N-body and Press-Schechter studies by Eke et al (1996) and Viana and Liddle (1995) . We find that the cluster temperature function measured from the simulations using X-ray emission weighted temperatures agrees remarkably well with the Press-Schechter models, with a discrepancy in σ 8 of only 4%. Having normalised the spectrum of fluctuations, we can measure the gas fraction from the luminosity-temperature relation, with some uncertainty arising from the incomplete resolution of cluster cores. The later can be compensated by scaling the luminosity to the observed core radii. This derived gas fraction naturally fits the X-ray luminosity function, and we obtain Ω b /Ω 0 ∼ 0.2(h/.5) −3/2 . We conclude that CDM cannot be made consistent with both the cluster luminosity-temperature relation and standard Big Bang nucleosynthesis (BBN). If we drop the BBN constraint, CDM is consistent with all cluster observations and COBE if a moderate tilt is introduced in the unprocessed power spectrum, or if topological defects seeded structure formation. Otherwise, we are forced into a low 0.3 ∼ < Ω 0 ∼ < 0.4 cosmological model.
Introduction
X-ray studies of clusters of galaxies have provided a host of quantitative data to study cosmology. They are ideally suited for the study of structure formation since their mass (≈ 5 × 10 14 h −1 M ⊙ ) is near the non-linear mass scale today. That allows us to numerically compute their formation directly through simulations from linear perturbation theory into the non-linear regime with appropriate boundary conditions.
While the gravitational mass in bound objects is easily computed using analytic approaches such as the Press-Schechter formalism (Press and Schechter 1974) (hereafter P-S) or N-body simulations, it is not so easily measured. The most robust measurements of the cluster abundance currently rely on the cluster temperature function, the number density of clusters above some temperature N(> kT ) expressed in units of h 3 Mpc −3 . Henry and Arnaud (1991) (hereafter referred to as HA) and Edge et al (1990) have analysed the X-ray data from an almost complete all-sky survey to obtain temperatures for clusters at a flux limit for F 2−10keV > 3 × 10 −11 erg/cm 2 /sec. Some uncertainty arises in the conversion of the predicted mass fluctuation into a temperature function. We performed direct hydrodynamic simulations to compute the cluster temperature function directly.
From the theoretical stand point, the cluster temperature function is a clean measurement since the normalization of fluctuations can be established independently of the baryon fraction Ω b , or the Hubble constant H 0 ≡ 100hkm/sec/Mpc. While heating or cooling processes could change the temperatures slightly, the gravitational potential provided by the dark matter buffers the system and causes the temperatures in hydrostatic equilibrium to only be weakly affected by energy injection or loss. Furthermore, the measurement of the galaxy velocity dispersion appears to be in good agreement with the temperatures, with the ratio of gas temperature to velocity dispersion β fit ≡ kT /µm p σ 2 = 0.95 (Bahcall and Lubin 1994) .
Simulations
We use the Moving Mesh Hydrodynamic (MMH) code (Pen 1996a) . It implements a Total Variation Diminishing (TVD) (Xin and Jin 1995) high resolution shock capturing hydrodynamics scheme on an adaptively deforming mesh. The gravitational potential is solved using a multigrid iteration. Dark matter is modelled using a particle-mesh scheme on the same moving grid. The grid is continuously adjusted to maintain an approximately constant mass per cell. This is achieved through a pure potential flow grid velocity field. The full Euler fluid equations are solved on this moving mesh, and the fluid is allowed to develop vorticities. By following the mass, the MMH code has improved spatial resolution in dense regions such as clusters of galaxies. Since their cores are 10 3 − 10 4 times overdense, any mass based method will have a ten to twenty fold better length resolution in these high density regions. All simulations were run on an SGI power challenge. They all used 128 3 grid cells and 256 3 particles. The initial power spectrum was taken from Bardeen et al (1986) (hereafter called BBKS). The simulations were started at a redshift z = 100.
The parameters were chosen based on the "best bet" models available. For the CDM model we used the best fit values suggested by ECF with Ω 0 = 1, Ω b = 0.05, h = 0.5, σ 8 = 0.5, n = 1 on a box of side length 80h −1 Mpc. The simulations were repeated four times with different random seeds to improve the statistical measures. We note that the finite box sizes truncates the long wave modes, which has the effect of lowering the fluctuation amplitude in the numerical realization by 15% (Gelb and Bertschinger 1994) . At such small values of Ω b the corrections to the power spectrum are negligible compared to other sources of error (Holtzman 1989) . When the gravitational potential is dominated by the dark matter, we can rescale the result to any value of Ω b easily, which will be necessary to fit the luminosity-temperature relation.
We next ran a cosmic concordance cosmological constant model Ω Λ = 0.65, σ 8 = 0.8 in a box of side length 80h −1 Mpc (Ostriker and Steinhardt 1995) . When it produced too few hot clusters compared with the observed abundance, we ran another model with Ω Λ = 0.65, σ 8 = 1 in a box of size 120h −1 Mpc.
Since clusters are rare objects, their identification is a relatively simple matter. We use the gas densities to identify clusters. We search the volume for all density peaks which are overdense by at least 200 over the mean cosmic density, and separated by at least 2h
Mpc. If two peaks are closer than that distance, the less dense one is discarded. From this sample, we compute the total emission weighted temperature for each cluster, weighting the temperature in each cell by ρ 2 T 1/2 , and sort these clusters by temperature to find the cumulative temperature function. We analogously construct the cumulative cluster luminosity function.
Temperature Function
The flux limited sample allows us to compute the cumulative temperature function using the method in ECF
where V max,i is the maximal volume to which each cluster could have been seen at the flux limit. Using (1) we obtain an unbiased estimator with the correct expectation value. This means that if an ensemble of observers distributed uniformly in space throughout the universe were to measure the cumulative density using (1), the average of their measurements would correspond to the correct number density.
We can also compute a Poisson scatter in such an estimate
The data from HA with the one σ variation are shown in figure 1. We note that the estimator of the scatter is strongly biased. It is probably a significant underestimate of the actual scatter. Several factors, including the cluster-cluster correlation (Bahcall 1996) , and the scatter in the luminosity temperature relation all contribute to significantly widen the errors estimated using (2). The discrepancy between the original HA fit and the parameter-free abundance is due to an error explained by ECF. The discrepancy to the ECF fit for a Λ model is explained below.
To obtain an analytic estimate of the temperature function, we will use the Press-Schechter Ansatz. The fraction of mass in bound objects is
σ(m) is defined as the RMS density fluctuations in tophat spheres of mass M. The distribution function has been multiplied by 2 such that all the mass is accounted for when σ → ∞. δ c = 1.686 is the linearly extrapolated overdensity at which an object virializes. We define the dimensionless mass m ≡ M/M 8 where M 8 ≡ 4πρ(8h −1 Mpc) 3 /3 is the mass contained in an 8h −1 Mpc sphere.ρ ≡ 3ΩH 2 /8πG is the mean density of the universe today in terms of the Hubble constant H = 100hkm/sec/Mpc = 50h 50 km/sec/Mpc. Differentiating (3) we obtain the differential number density of objects
In order to integrate the cumulative density function, we assume a pure powerlaw dependence σ = σ 8 m −α . α is related to a popularly used quantity n for self-similar calculations, where n = −3α. In this paper, any reference to n refers to the unprocessed power spectrum as in BBKS. For CDM-like power spectra, the BBKS fit to the power spectrum at r = 8h −1 Mpc has α = 0.198 + 0.249Γ, where Γ ≡ Ωh. This fit should only be used for Ω = 1, where r = 8h
−1 lies at T = 5.5 keV. We can then integrate (4)
where Γ [a, x] is the incomplete Γ function. The asymptotic semi-convergent sequence for Γ (Arfken 1985) allows us to expand (5)
where we have abbreviated µ = δ 2 c /2σ
The terms in (6) initially converge for large v, but at some point diverge again. Each term has an alternating sign, and each approximation brackets the true solution. For our purposes, we can truncate the sum and modify the first two terms as
In order to convert mass into temperature, we will use the relation from ECF,
For the rest of the paper, we will set z = 0 to compare with present day abundances. When we wish to calculate the evolution of abundances as in section 6, we need to remember that σ 8 , Ω and m all depend on z. To simplify the equations even further, we approximate as 
Relating α to Ω at a fixed temperature T = 5.5 keV from the BBKS spectrum leads to a fit
Some care needs to be exercised for low values of Ω. σ 8 no longer measures fluctuations in the middle of the temperature function, but rapidly moves below the cluster scale. Equation (9) reproduces the correct temperature function for a pure powerlaw powerspectrum. Since the power spectrum curves, one needs a separate parameter to relate σ 8 in the power spectrum to the value used in equation (7). We will combine this with scaling (14) below to fit σ
which only has a weak dependence on Ω.
Equation (7) is quite accurate. We show a comparison between the temperature function obtained using a double numerical integration over the BBKS power spectrum from equation (4) and the final approximation (7) in figure 2.
For Λ models, substantial uncertainty arises in the P-S model. White et al (1996) assumed the number density at some fixed temperature to remain constant. If we use Γ = 0.5, and Ω = 1, T = 5.5 keV corresponds to an object of the mass measured by σ 8 . At that scale, the slope α = 0.323, and we would find σ 8 ∝ Ω −.58 . Smaller values of Γ will decrease the magnitude of the exponent slightly, using which White et al (1996) concluded σ 8 ∝ Ω −.56 . We will return to a more accurate treatment of this issue below.
Using the gas dynamic simulations, we can directly calculate the temperature function predicted by each model. We count the number of clusters above a given temperature in our simulation volume. While the hotter clusters are more rare, they tend to be more luminous and can be seen to a larger distance. A flux limited sample thus provides good statistical coverage for high temperatures. In simulations, the volume sampled is too small to find any clusters hotter than about 4 keV. In order to compare to observations, we use the P-S fits to compare the two scales. The result for the CDM model is shown in figure  3 . For the standard CDM model, the normalization of σ 8 = 0.5 is in good agreement with the numerical temperature function, which is the same result as ECF obtained. Such a low normalization underpredicts the abundance of T > 8keV clusters. Unfortunately, the significance of this discrepancy is difficult to quantify. If one used only the hottest clusters, the VL value σ 8 = 0.6 would still seem to high. The 8 keV clusters which cause the excess abundance are at a redshift z ≈ 0.05, for which evolution should not have a significant effect. Unfortunately, simulations do not sample a sufficiently large volume to be able to test the statistics of these clusters directly, and a symmetric error in the temperature measurement would always lead to an excess of high temperature clusters. We also can not place rigorous error bars on the measurement abundances, since the sample was flux selected, while our variable is the temperature. We expect the real errors to be significantly larger than the thin Poissonian margins shown in figure 3. Using the current data, we should consider σ 8 = 0.5 consistent with the whole temperature range. Depending on the weight that one gives each temperature interval, the resulting normalization varies within 0.44 < σ 8 < 0.57. Any value outside of that range is nowhere consistent with the observed abundances. For example, a normalization of σ 8 = 0.7 requires either all temperature observations to be wrong by a factor of two, or abundances to be underestimated by an order of magnitude.
The model with a cosmological constant, however, requires a larger normalization to fit the data than indicated by ECF. Figure 4 shows the cumulative P-S temperature function for Λ = 0.65 and the two models, σ 8 = 0.8, 1. The numerical temperature functions are slightly higher than the P-S estimates, as one might have expected. The P-S formulation assumed a perfect isothermal sphere. In a universe with a cosmological constant, late time infall decreases, and cluster density profiles become steeper than isothermal. Such systems have temperatures which decrease outward. Since luminosity weighted emission is most sensitive to the central temperatures, we systematically underestimate temperatures by assuming isothermality. For Λ = 0.65, ECF predict σ 8 = 0.5Ω −.53+.13Ω 0 0 = .83 using P-S, while we find σ 8 = 1 to be a better fit to the observed cluster abundance using the same P-S formulae. This can be seen in figure 1. Due to the underestimate in the mass-temperature relation, the σ 8 = 1 simulation predicts a slightly higher temperature function. The σ 8 = 0.8 simulation is also slightly higher than the P-S prediction at the same normalization, but fits well to the σ 8 = 0.83 P-S abundance. Both are far too low to fit the observations. One could possibly lower the normalization to σ 8 = 0.95 to better fit the observations.
As Viana and Liddle (1995) point out, models with a cosmological constant offer a slack in their predicted normalization. Some free parameters are introduced to convert the mass function predicted by the Press-Schechter method into a temperature function. They include the assumption of virialization at an overdensity of ∆ c and a perfectly isothermal profile. For reasonable variations in those parameters, VL estimate a range in σ 8 = 0.8 − 0.92 for Λ = 0.65 using the ECF normalization. They differ slightly from ECF in their normalization of σ 8 since they use the observed cumulative cluster abundance at T > 7keV from the HA power law fit shown in figure 1, while ECF normalise over the whole range from 3-10 keV. This causes VL to estimate a slightly higher σ 8 = 0.6 for a flat CDM model. Our simulations fall at the upper end of the range of normalizations estimated by VL.
The discrepancy between our application of the ECF scaling with its lower σ 8 normalization arises from the neglect of the term µ 1/2α outside of the exponential in equation (6). Since the temperature corresponding to σ 8 is 1.6 keV at Ω = 0.35, we need to apply an effective slope of α = 0.28 (derived below) to extrapolate into the observed cluster temperature function. A natural point to fix the normalization would be T = 5.5 keV, the temperature of a σ 8 cluster for Ω = 1. This requires solving for σ 5.5keV as a function of Ω in equation (7), and then expressing σ 8 in terms of σ 5.5keV , the density field smoothed by a tophat which forms a 5.5 keV cluster when virialized. The approximation by and ECF keeps v constant instead of n, which in the exponential regime dominates the abundance. Since the abundance correction ∝ σ 1/α 8 , we find that the ECF normalization would underestimate by 1.7 3.6 ≃ 7, which is close to the difference seen in figure 1 at T = 5.5 keV.
We can try to compensate for the significant deviation including this higher order effect. Our results will now depend on the actual abundance of clusters, and converge to the first order ECF result in the limits as σ 8 → 0. We fix the number abundance at some temperature T = 5.5 keV, whose corresponding fluctuation scale we denote σ t ≡ σ5.5keV. We denote with a subscript 1 the values of the parameters in a flat universe. Define the change in overdensity s ≡ σ t δ c0 /σ 0 δ c and change in mass η ≡ (m/m 0 ) α . We now neglect the rightmost parentheses in (7), and hold the remaining expression constant. This leads us to the relation η
We invert equation (11) to O(1/v 0 ), and expand the logarithm for s around s = 2 to second order s
and solve for s to O(1/v 0 )
In the limit v 0 → ∞, we recover the relation of and ECF. The remaining free parameters include the scaling of ∆ c and δ c with Ω. For a flat universe with a cosmological constant, we keep δ c fixed, which introduces a 1% error for Ω > 0.3, and impose (8). We use v 0 = 5.7 appropriate for σ 8 = 0.5 with Ω = 1. The choice of α is the power needed to relate σ 8 to σ t . We model
through a fit to the BBKS spectrum, defined as log(σ(r)/σ 8 )/ log(r/8h −1 Mpc) ≡ 3α, and r = Ω −.6 8h −1 Mpc. Putting this all together, we obtain η = Ω −.55+.08Ω 0 which differs slightly from the ECF formula due to our differences in modeling ∆ c for obtaining the mass-temperature relation. Independent of how that relationship is obtained, the correction needed is
We have expanded η in (15) to second order about η = 3/2 to simplify the expression in (13). It should be accurate to about 10% in the correction term for η ∼ < 2. If higher accuracy is desired, one needs to invert equation (7). The accuracy of (15) can always be tested by substituting into the former equation. For Ω = .35, we find η = 1.73, which is close to the value 1.67 obtained using the ECF expression. Including the correction term now gives σ 8 = 0.5 × η × 1.17 ∼ 1.0, which fits our simulations very well.
One might be concerned about the slope of the Press-Schechter fits in figure 1 . While it appears that the Λ models agree better with the slope of the temperature function, this is difficult to quantify. The 1/V max statistic provides the correct estimator of the mean, but the errors are not correctly modeled using Poissonian statistics. In fact, since clusters correlate with each other (Bahcall 1996) , the errors are certainly bigger than indicated in the figure. Furthermore, any scatter in the luminosity-temperature relation described below would increase the error bar on the temperature function. The temperature function appears to show several inflection points, which indicate that errors are real and systematic. Therefore, it would be premature to use this data set to fit for the inclination of the temperature function.
We also obtain an upper bound on Λ if we do not wish optical galaxies to be anti-biased relative to the dark matter (ECF). Since our correction raises σ 8 by ≈ 17% relative to ECF, we find anti-biasing necessary for Ω ∼ < 0.35.
Cluster Structure
We have also performed fits for the standard β model parameters ρ = ρ c (1 + (r/r c )
2 )
3β/2 (Jones and Forman 1984, hereafter called JF). To mimick the observational procedure as closely as possible, we first project the X-ray emission onto a 2-dimensional surface, determine the center of emission by centroiding, and fit the remaining three parameters ρ c , r c , β. Many of the published clusters are fit from the ROSAT band, which is only sensitive to photon energies less than ≈ 2.4keV. To accommodate this fact, we project the square of the density field
instead of fitting to the bolometric bremsstrahlung luminosity L ∝ ρ 2 T 1/2 . We then fit the surface density for each of the three projection axes to the projected β fit
We plot the core radii for the simulations in figure 5 . The HA cluster sample core radii are also shown on the same graph for the clusters whose core radii were listed in Sarazin (1988) . Only about half of the HA sample appear in the graph, and of those only half were fitted using the β-model by JF. The other half of the core radii were measured by Abramopoulos and Ku (1983) and fitted to a King profile at fixed β = 1. Due to the incompleteness of the core radii data and the difference in the modelling, we cannot make quantitative statistical statements using these core radii. The typical core radius in the simulations is about a factor of two larger than the observed r c ≈ 150h −1 kpc (JF). We believe this to be due to resolution effects. In a single constrained initial condition simulation with a box size of 32h −1 Mpc the core radii are a factor of two smaller . This would cause us to underestimate the X-ray luminosity of clusters by about a factor of 2 (Henry and Tucker 1979) .
The β parameters in our simulations are generally larger than those observed, which may be due partly to our under-resolution of cores, and partly due to the lack of X-ray background modelling (Bartelmann and Steinmetz 1996) . Future higher resolution simulations may be able to measure the core radii directly, and use them as cosmological constraints. These estimates are complicated by the fact that clusters can have heating and cooling processes, which may affect the core radii significantly. The radial profile parameter β is shown in figure 6 . The observational sample is solely based on JF. Various possibilities for the discrepancy between the inferred profiles are discussed by Bartelmann and Steinmetz (1996) .
Luminosity Temperature Relation
The primary information contained in the X-ray observations is the Xray luminosity of clusters. HA fitted the luminosity temperature relation as L 44 (bol) = (0.0256
where L 44 (bol) is the bolometric luminosity in units of 10 44 ergs/sec. This measure is unfortunately subject to some selection effects. In this flux limited sample, the bolometric correction is almost constant for all clusters, and we can approximate it as a bolometric flux limited sample. This is reasonable since the energy window was 2 − 10keV, which is the temperature range in which all the clusters lie. A cluster at a given temperature is preferentially in the sample if it is luminous. We can eliminate this bias by fitting functions with the luminosity as the independent variable, and minimising the variation in temperature. This is also desirable since the errors on the luminosity are very small, while some of the clusters have substantial temperature errors.
A direct error weighted fit is dominated by the clusters with small measurement errors, and results in a large χ 2 ∼ 400. We thus assume that there is an intrinsic scatter in the temperature-luminosity relation which is proportional to the temperature, σ T = ǫT , and add it to the observational errors. For any fixed value of ǫ, we minimise χ 2 by varying the slope and offset of the temperature-luminosity relation to obtain the best fit parameter power law through the HA data set. With two free parameters and 25 data points, we use a χ 2 with 22 degrees of freedom. For very large values of ǫ, the χ 2 becomes arbitrarily small, while for ǫ → 0, we recover the raw fit with χ 2 = 400. Both of these are very unlikely, so we define the maximum likelihood of ǫ as the value which results in the median value of χ 2 = 21.34. We find ǫ = .164
−.046 at 95% confidence. The best fit relation is L 44 = 0.0023
T keV 4.33
where the error in the coefficient is at 95% keeping the exponent fixed, while the error in the exponent is at 95% allowing the coefficient to minimise χ 2 each time. The latter choice is necessary since we do not want to impose a prior pivot when we tilt the slope. The best fit value of HA for the exponent is not within this confidence interval. One can increase the error margins by increasing ǫ.
We further note that the luminosity-temperature relation depends only on the internal structure of the cluster and the gas fraction, and is not strongly dependent on cosmology or normalization. Henry and Tucker (1979) used this relation to conclude a gas fraction of .18 (h/.5) −3/2 , which is consistent with current estimates , White and Fabian 1995 , Pen 1996 .
Repeating the procedure from Henry and Tucker (1979) , we model clusters by their typical density profile (JF) ρ = ρ 0 /(1 + r 2 /r 2 c ) where r c ≈ 150h −1 kpc. JF find no systematic variation in the cluster structure, i.e. the core radius and β with temperature. The same is true for our simulations, so we can attempt to fit the data keeping these two values fixed.
The luminosity temperature relation derived by our cluster model becomes
The proportionality suggests L ∝ T 2.5 , which is highly inconsistent with our result obtained above. To reconcile this discrepancy, we will adjust the temperature scatter ǫ, and fit the data at the new relation. Using the same procedure as above except for decreasing the number of degrees of freedom by one, we find ǫ = .285
−.072 , and L 44 = .0277
2.5 , again at 95% confidence. We see from equation (19) that the gas fraction is strongly constrained by the luminosity-temperature relation from the objective HA sample. A gas fraction as low as 10% would require either a typical gas core radius of r c ∼ 40h −1 kpc, or a Hubble constant of h = 1.25, or both the temperatures and velocity dispersions systematically low by a factor of two.
The scatter in the luminosity-temperature relation could be due to a scatter in any of the assumed parameters. The 28% scatter in temperature corresponds to a 65% scatter in the luminosity. If due to a scatter in the gas fraction alone, this would imply a 30% scatter in the gas to total mass ratio in clusters, which appears to be larger than found in observations (Pen 1996b) . Or, the core radii could scatter by 65%, which observationally seems consistent with the scatter seen in figure 5 . Some additional scatter could be due to deviations from hydrostatic equilibrium, but this effect probably does not come near to the required magnitude (Pen 1996c) .
The simulated CDM model falls about a factor of 50 short of reproducing the observed luminosity at a fixed temperature. Since L X ∝ 1/r c for a β = 2/3 King profile, we can reasonably argue that one should double the luminosity observed in the simulations to compensate for the difference in cluster structure. Even then, we fall far short of the observed value. In figure 7 we show the observed and simulated luminosity-temperature relations, where we have scaled the simulated luminosities up by a factor of 32, corresponding to an r c ≈ 150h
−1 kpc and Ω b = 0.2. At this point we still find the simulated clusters slightly under-luminous. Since we have assumed a Hubble constant h = 0.5, we conclude that in a flat CDM universe
Even the model with a cosmological constant Λ = 0.65 with a baryon fraction Ω b = 0.0245 and a Hubble constant h = 0.7 has too low a gas fraction to reproduce the observed luminosity-temperature relation. We see in figure 8 that the luminosities, even when scaled up by a factor of two to compensate for the lack of resolved cores, falls a factor of 3 short of the observed relation. The gas fraction in this simulation, Ω b /Ω 0 = 0.07 is smaller than the value 0.12 required from the luminosity-temperature relation at that Hubble constant.
Some fraction, possibly as high as half, of the HA clusters have central densities and temperatures such that their cooling time is comparable to the Hubble time. These clusters may produce some cooling flows, which increase the X-ray luminosities of clusters. The simulations do not include cooling, and thus do not account for this effect. Proponents of cooling flows advocate 10% of the luminosity to stem from the cooling regions, which can exist in 30%-50% of X-ray clusters (Fabian 1994) . The total effect on the luminosity-temperature relation is small, and does not account for a significant fraction of the discrepancy.
Luminosity Function
If the luminosity-temperature relation were perfect, then knowledge of it and the temperature function would contain the same information as the luminosity function. To see how much we might have missed due to the significant scatter in the luminosity-temperature relation, we will apply the comparisons to the luminosity function directly.
As we see from figure 9, the raw simulations are far too under-luminous. When we scale them to the parameters obtained from the luminosity-temperature relation, they fit much better. The LCDM σ 8 = 1 model lies slightly above the CDM σ 8 = 0.5 model, just as it did in the temperature function. It may be partly due to the difference in resolution between the two simulations.
To model the luminosity function, we will assume the luminosity-temperature relation to hold as a power law L ∝ T 2.5 as would be expected if core radii do not strongly depend on temperature. The best fit L ∝ T 4.3 would imply r c ∝ T −1.8 , which is not supported by cluster data (JF). If at all, there may be a tendency for core radii to increase with temperature, resulting in an exponent less than 2.5. The P-S prediction for L ∝ T 4.3 is shown in the upper panel of figure 9 , while the preferred relation L ∝ T 2.5 is overlaid in the lower panel. The curves lie too low because the scatter in the luminosity-temperature relation has not been taken into account. In figure 10 we compensate by convolving the luminosity function with the scatter derived above. We see that the biggest problem with CDM is the over-prediction of low luminosity clusters. The same graph also shows the flux limit of the HA survey, and the 95% detection level. The lowest luminosity data point is contributed by the Virgo cluster, and our proximity to and possible association with Virgo probably overestimates the abundance of low luminosity clusters. Even ignoring such biases, the CDM model over-predicts the abundance of clusters at 10 43 erg/sec by an order of magnitude. The Λ model fares much better at both ends of the luminosity function. One needs to remember that the luminosity function is not directly related to any fundamental theoretical model, and we would expect uncertainties to be very large.
The P-S formalism now allows us to predict the evolution of the cluster luminosity function directly. In the self-similar evolution of an Ω = 1 CDM universe, the core radii scale with the non-linear length scale, r c ∝ (1 + z) −3α−1 . One can thus scale L ∝ T 2.5 /r c . We show the expected evolution of the luminosity function in figure 11 . The graph includes the line for the standard n = 1 Harrison-Zeldovich power spectrum, as well as the best fit n = 0.8 COBE normalised tilted CDM spectrum . To model the tilt, we include a correction of α = .193 + .13n in equation (7). The sign of the evolution depends strongly on small changes in the slope of the power spectrum. Several theoretical studies have examined the evolution of the luminosity function from self-similar scalings (Kaiser 1986 (Kaiser , 1991 (Kaiser , 1992 . Scaling relations only allow one to estimate the change in the volume emissivity. The observational measures of the luminosity function (Edge et al 1990 , Henry et al 1992 can only examine flux limited samples of very bright clusters, with typical L 44 > 100. When we compare our result with that of ECF and VL, we find internal consistency. The Ω = 1 models all exhibit rapid negative evolution of the temperature function. The shrinking of core radii compensates for this effect, creating a weakly evolving luminosity function for the rarest objects. At less luminous scales, the luminosity function always exhibits positive evolution, consistent with the Kaiser (1986) result.
Cosmological Implications
Clusters of galaxies provide coincidentally a similar constraint on Ω as velocity field measurements. Measurements of peculiar velocities constrain β v ≡ Ω .6 /b, where the bias b is the ratio of fluctuation in galaxies relative to the dark matter (Strauss and Willick 1995) . Typical values for β v are in the range 0.3 − 0.8. Cluster abundances from the temperature function constrain a very similar function σ 8 Ω ∼0.6 ∼ 0.5, where σ 8 = 1/b for optical galaxies. While velocity fields measure fluctuations in the linear regime, the cluster abundances are determined for highly non-linear bound objects. It is reassuring that the values obtained from the two very different methods are consistent with each other. The downside is that we cannot determine Ω and b independently using present day measurements alone. Evolution of cluster abundances, both in temperature and luminosity, will provide a new constraint on Ω. The temperature function is the most robust, but possibly also the most difficult to measure. Its evolution has been discussed in detail by ECF and VL. The luminosity evolution can be significantly affected by hydrodynamic processes, including heating of the ICM by supernovae and AGN's, as well as by radiative cooling. Nevertheless, even ignoring such effects, we have shown that Ω = 1 CDM is reasonably consistent with the observed weak negative number density evolution (Henry et al 1992) . In order to predict the luminosity evolution in a Λ universe, high resolution numerical simulations are necessary to model the evolution of core radii.
Our large inferred gas fraction would require an Ω = 1 CDM universe to have Ω b ∼ 0.2(h/.5) 3/2 . A large baryon fraction leads to more significant damping during and before recombination (e.g. Silk damping, Peebles 1993), and makes CDM more consistent with all observations . A large baryon content of Ω b = 0.2 would allow a standard CDM model with possibly a small spectral tilt of n ∼ 0.9 to fit all observational data, including COBE. Furthermore, the baryons would increase the ratio of large scale to small scale power to better match the galaxy correlation function. Topological defects generate significant non-Gaussian tails in the distribution. COBE normalised texture models may be consistent with all the cluster data but require more detailed study (Pen, Spergel and Turok 1994) .
Conclusions
The most robust cosmological constraints with clusters of galaxies come from the cluster temperature function, which depends primarily on the gravitational potential wells of the dark matter. We used new gas dynamic simulations to test the N-body and Press-Schechter estimates by ECF and VL. We found good general agreement in the normalization to the observed cluster temperature function for flat universes σ 8 ≈ 0.5. There is excellent agreement between X-ray emission weighted temperatures measured in simulations and the analytic predictions by Press-Schechter theory in the regime accessible to simulations, T ∼ < 4keV. This normalization underpredicts the abundance of high-temperature clusters, and if one only fit to the T > 8keV clusters and pushed their abundance up to the Poissonian error bars, one could raise the normalization possibly as high as σ 8 = .6. Universes with cosmological constants require larger normalizations σ 8 ≈ 1 for Ω Λ = 0.65. The latter is consistent with our revised Press-Schechter normalizations. The temperatures of clusters in Λ cosmologies are slightly higher than would be estimated by PS. The best fitting temperature functions relate Ω = 1 to Ω = 0.35 by σ 8 = 0.5Ω −.65 which is slightly steeper than the ECF estimate, but this scaling depends on the actual normalization used. We have presented improved Press-Schechter fits to predict the scalings more accurately.
The second best determined parameter that can be derived is the luminositytemperature relation. Unfortunately, there is significant scatter in that relation, which requires a large objective sample to determine the parameters. Using it, one can determine the gas fraction, and therefore a lower bound on Ω b /Ω 0 . In order to fit the luminositytemperature relation, both models require a large gas fraction of Ω gas /Ω 0 ≈ 0.2(h/.5) 3/2 . Even the Λ model is only viable if we accept the recent low deuterium measurements by Tytler et al (1996) . The best measured statistic from clusters of galaxies is their number abundance in the form of a cumulative luminosity function. This quantity is also the most difficult and uncertain to predict theoretically, since even in the simplest scenario where only gravitational and hydrodynamic forces contribute, the X-ray emission depends sensitively on the internal structure of clusters, especially their core radii. To make a quantitative prediction, more high resolution numerical simulations are required. By modelling the luminosity-temperature relation including a stochastic scatter, we can reproduce the shape of the luminosity function reasonably well for a Λ universe. The Ω = 1 model appears to over-predict the abundance of clusters with L X < 10 44 erg/sec. Unfortunately too many assumptions have entered the models to make a quantitative discrimination between the models possible at this point.
Having exhausted the present day statistics, the best cosmological constraint will arise from measurements of the evolution of these quantities. Again, a measurement of the temperature function evolution will be the most direct constraint. Second, a measurement of the evolution of the luminosity-temperature function will reflect any change in the core radii with time. These are predicted to evolve strongly as r c ∝ (1 + z) −2 in an Ω = 1 universe, and more slowly by a yet unknown amount in the Λ cosmology. A numerical challenge is to compute the latter, while the observational challenge will be to measure the luminosity-temperature relation as a function of redshift. Lastly, we have the only statistic for which some evolutionary measurements have already been made, the cluster luminosity function. Unfortunately, here again theory is very uncertain in its prediction. We derived the evolution of the cluster luminosity function from pure gravitational clustering, and found good agreement with the observed negative luminosity evolution for reasonable parameters of a tilted n ∼ 0.8 CDM model. At higher redshifts it is also possible to measure relative angular diameter distances to clusters of galaxies (Pen 1996b) , which allows a determination of the deceleration parameter q 0 independent of structure formation scenarios.
In conclusion, we find that the simplest model, Ω = 1 CDM faces its biggest challenge in explaining the large baryon fraction in clusters of galaxies. COBE normalization with a Harrison-Zeldovich spectrum over-predicts cluster abundances by many orders of magnitude, but this can be easily addressed if the spectrum is tilted or if topological defects seeded structure formation. On all other counts it fares reasonably well. The Ω = 0.35 model lies closer to observations on all measures, including the age of the universe, the slope of the temperature function, the gas fraction, the slope of the galaxy power spectrum, the shape of the cluster luminosity function, just to mention a few. While no single measurement is at a very high significance, the combination does appear to carry a heavy vote. Lensing statistics (Kochanek 1996) and deceleration parameter measurements (Perlmutter et al 1996 , Pen 1996b would favor an open universe over one with a cosmological constant, and alternative scenarios (for example the string dominated model, Spergel and Pen 1996) are also possible. While our theoretical treatment has concentrated on a cosmological constant model, we would expect open models to fare very similarly. Viana and Liddle (1995) derived σ 8 = 0.6 for a flat CDM universe. They normalised the fitted curve at T = 7 keV, and the Press-Schechter prediction is shown by the solid curve labeled VL. The curve labeled ECF shows their best fit σ 8 = 0.5 using the same Press-Schechter method with a least square fit over the whole temperature interval. The dotted line shows the Press-Schechter fit for Λ = 0.65, σ 8 = 0.83, while the dashed line corresponds to Λ = 0.65, σ 8 = 1. Fig. 2. -Comparison between the temperature function obtained by integrating a full power spectrum compared to the scale-free power law and its approximation. For the Λ curve, the normalization σ 8 corresponds to a temperature of T = 1.6 keV. In order to fit both the tilt of the power spectrum at the scale of the temperature function, and the absolute normalization, we used α = .315 and σ 8 = 1.05 for the scale free approximation. The dotted horizontal line across the whole graph is at 150h −1 kpc suggested by Jones and Forman (1984) . 
