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We consider the following inverse problem of finding the pair (a, p) which 
satisfies the following: u, = u,, +p(~)u+F(I,r,u,u,,p(1)), O<x<l, O<r<T; 
u(x,O)=uo(x), O<.r<l, u,(O,/)=,f(t), u,(l,t)=g(f), O<r<T; and jh’Y(x,r) 
u(x, t) dx = E(r), 0 < t < r; where ug, f, g, F, Y, and E are known functions, The 
existence, uniqueness, regularity, and the continuous dependence of the solution 
upon the data are demonstrated. (’ 1990 Academic Press. Inc 
I. INTRODUCTION 
In this paper we consider the following problem: Find a pair (u, p) such 
that 
u, = u.. +ptt)u + 4-G 6 4 u,r, p(t)), O<x<l,O<r<T, 
4-c 0) = u,(x), O<x<l, 
44 t) =f(l), u,(l, f) =df), O<t<T, (1.1) 
and 
I 
I 
@(x, t) u(x, t) dx = E(t), O<t<T, (1.2) 
0 
where uo, f, g, @, E, and F are known functions. 
* Current address: Mathematics Department, P.O. Box 10047, Lamar University, Beau- 
mont, TX, 77710. 
’ Current address: Department of Applied Mathematics, University of Waterloo, Waterloo, 
Ontario, Canada, N2L 3Gl. 
470 
0022-247X/90 $3.00 
CopyrIght 8~; 1990 by Academic Press, Inc. 
All rights of reproductmn I” any form reserved 
SEMI-LINEAR HEAT EQUATIONS 471 
In [4, 51 we have shown that (l.l)-( 1.2) has a unique local solution 
under some general assumptions on the data. This was because (l.l)-(1.2) 
is a nonlinear problem in (u, p) and the methods that were employed there 
were not powerful enough to obtain a unique global solution. 
Now we make the following transformation: 
Then, we see that (l.l)-( 1.2) becomes 
O<x<l,O<t<T, 
‘4% 0) = u,(x), o<x< 1, 
u,(O, t) = r(f) f(t), u,(L t) = r(t) s(t), O<tbT, (1.5) 
and 
ri’)=~j’g(x,i)u(x,r)dx, O<t<T. (1.6) 
0 
In what follows, we let QT = {(x, t) 10 < x < 1, 0 < t < T} and we denote 
the closure of Q, by QT. 
DEFINITION 1.1. A pair (u, p) is called a solution of (1.1 )-( 1.2) if 
U, a., are continuous in QT, p(t) E C( [0, T]); 
ut, u,.x are continuous in QT, and (1.1 t( 1.2) are satisfied. 
DEFINITION 1.2. A pair (u, r) is called a solution of (1.5)-(1.6) if 
u, u, are continuous in & r(t), r’(t) E C( [0, T]); 
u,, u,~, are continuous in Q,, and (1.5b(1.6) are satisfied. 
LEMMA 1.1. Zf (l.l)-(1.2) has a solution (u, p), then (1.5)-(1.6) has a 
solution (u, r) defined by the transformation ( 1.3)-( 1.4) and vice versa. 
Proof: This proof consists of elementary calculations which are omitted. 
Q.E.D. 
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In the following, we shall show that under some assumptions on the 
data, the problem (1.5))( 1.6) has a unique global solution for any T> 0. 
Consequently, (1.1))( 1.2) will possess a unique global solution (u, II) if 
r(t) > 0. 
First, we differentiate (1.6) and use (1.5) to obtain the expression for 
r’(t): 
r’(t)= -51’ @I:d.x+ij’ (@,c+@v,)dx 
0 0 
@,v-@.,u.+r(t)@F x, t,z,:,z 
i 
dx. (1.7) 
r 
Assumption Hl. We shall assume that g(t) > 0, f’(t) 6 0, uO(x) > 0, 
qx, t) 3 0; 
s 
I 
@(x, 0) uo(x) dx = E(O), E(t)>O, 
0 
I 
1 
@(x, t) uo(x) dx > 0, t+z co, Tl; 
0 
43(O) = .f(OL u6( 1) = g(O), 
UoEC’(CO, 11); f, g, and EE C ‘( IX, U); 
@EC’(QTL FE C(Q,x R’), F>O in &x R,. 
By (1.3)-(1.4), we see that r(O)= 1 and p(0) = -r’(O), which are deter- 
mined by Eqs. (1.4) and (1.6) and data. 
Assumption H2. We assume that 
r’(O) = ~i-E.(0)+~(1,0)g~0)-9(0,0).~(0~~ 
+& j’ {@,(X9 0) - Qjy(x, O)ub - e-7 0) 
0 
x F(x, 0, uo, ub, -r’(O))} dx. (1.8) 
Assumption H3. For given (u, r), in order to obtain a unique r’(t) from 
(1.7), we assume that 
lF(x, t, ut P, q)-F(x, 4 u‘, P’, 411 <a b-41 +Mlu-~‘1 + IP-~‘11, 
(1.9) 
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where 6 > 0 is such that 
(1.10) 
Now we consider the nonlinear equation 
p(t) = q(t) + G(t, p(t)). 
If we assume that q E C( [0, T]), GE C( [0, T] x R) and 
IG(t, P) - G(t, P’)I <h* IP -PI o<a*< 1. 
(1.11) 
(1.12) 
Then, we have 
LEMMA 1.2. Under the above assumption, there exists a unique 
p(t) E C( [0, T]) such that ( 1.11) is satisfied. 
Proof: See [S]. 
LEMMA 1.3. Zf f(t) and g(t) are non-negative and such that 
O<f(t)<C,+C, j=,+C, j’&dT, 
06 O&G 
(1.13) 
then 
where C = C(C,, C,, C,, T) is a positive constant which depends upon the 
positive constants Ci, i= 1, 2, 3, and T. 
Proof: We multiply (1.13) by (t - r) ~ “2 and integrate to obtain 
-d=&@C,+C~nj’g(r)d~+C,nj~f(r)dr. (1.15) 
0 
We substitute (1.15) back into (1.13) and use Gronwall’s lemma to obtain 
<c+c - j; $ dz. (1.16) 
Here we have used (1 +(t-z)~‘/2)<2T”2(t-~)~“2. Q.E.D. 
409’145 2.13 
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2. A PRIORI ESTIMATIS 
In order to show the existence of the solution, we shall employ an 
iteration procedure. In this section we shall first define our approximation 
solution, and then give a priori estimates which are needed in the following 
sections. 
Let u”(x, t) = uO(x) and the sequence {u”, r’, s”} be defined by 
and 
qx, 0) = u,(x), o<x< 1, (2.3) 
q(o, t) = r”(t)f(r), u,(l, t) = r”(t) s(t), Oct<T,n=l,2 ,.... 
Here, s”(t) is actually an approximation of r’(t). 
In fact, when Y” ’ IS given, (2.1) gives r”(t) and then, by Lemma 1.2, we 
see that (2.2) will give us a unique s”(t). Then, we solve (2.3) for U” with 
r”(t) and s”(t) as known functions. Thus, {u”, rn, s”} is a well defined triple 
of functions. 
Now we show 
LEMMA 2.1. For any n> 1, 
vyx, t) 2 uo(x) in QT; r”(0) = 1, r”(t)>r*>O, (2.4) 
r”(t), s’Yt)E C(CO, Tl), vn, v”, E C(&,h (2.5 1 
where r* is defined by 
1 
I 
I 
r* - 
maxg,,,.E(t)omEr 0 
@(x, t) q,(x) dx > 0 (2.6) 
and where the positivity of r* is guaranteed by the assumption Hl. 
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Proof: The proof consists of an induction argument: Since u,, = u,(x), 
then it is obvious that r’(t) > 0, r’(t) > r* > 0, r’(O) = 1 and 
r’(t), s’(t) E C( [0, T]); From the assumptions onf, g, F, and the maximum 
principle [7, S] we see that u’(x, t) 3 u,,(x) in &. Thus, (2.4) is true for 
n = 1. Now, we assume that (2.4) is true for n - 1, then by the same 
reasoning as for n = 1, we see that (2.4) holds for n. Therefore, Lemma 2.1 
has been proved. Q.E.D. 
Lemma 2.1 gives us the lower bounds for rn and II”. In order to show 
that the sequence {IF, r”, s”} is Cauchy in C(QT) x C( [0, r]) x C( [0, T]), 
we need upper bounds for un, r”, and sn to be able to overcome the non- 
linearity. 
LEMMA 2.2. There exists an L > 0 such that for all n >, 1 
lrnl + Is”J + 111~1 + : /uzl dx6 L, 
where L depends only upon known quantities. 
ProoJ: By Cannon [ 11, we see that 
un = j~N(x,5,t,O)u,(T)d~-2j~e(I,t-r)r~gd~ 
+2 jr&l - 
I 1 
x, t-z)r”gdz+ 
s?’ Nx, t, 4 ~1 r”(T) 0 0 0 
x F 
( 
( ~ U”(5,~) u:(t,T) -S”(T) ___~ - 
’ ’ r”(z) ’ r”(T) ’ Y(Z) > 
d5 dz 
u”, = j: N,(x, 5, t, 0) ~~(0 & - 2 ji e,(x, t - r)r”f dr 
+2 jr&(1 - 
I 1 
x, t--)r”gdT+ 
ss Kb, 5, 4 t) 0 0 0 
x F 5 t u”(5, T) C(4, z) --s”(r) - ? 9 m(Z) ’ r”(5) ’ r”(T) > 
d5 dz, 
where 
N(x, 5, t, T) = e(x - 5, t - T) + e(x + 5, t - T), t > z, 
Q(x, t)= jJ K(x+2m, t), 
m= -CT: 
(2.7) 
(2.8) 
(2.9) 
K(x, t)=&exp{-z}. t > 0. 
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From 
+jrF(x,t,O,O,O,O)I 
GM(lol + l~,l)+~ I4 +C Irl G6 Isl +C(b + /u,I + 14) (2.10) 
and (2.8)-(2.9), we see that 
x { lrnl + I.? + IIu”( ., T)II + j’ Iu’J dx} dr 
0 
+cj’- ~(ll~W+j~ b:ld+ (2.11) 
0 
and by Fubini’s theorem 
j; Iv:1 dx<C+Cj’- o & (Ir”l + lfl) dz 
+cj’- 
0 
~(llw>~,ll+j~ b”,W)dr. (2.12) 
where 
Ilq., t)ll =oy.f;, IW, t)l. . . 
Here, we have used the inequality 
Im(x, t)l dx dt. 
Set 
Id, = IlO ., t)ll + j; Iv’& t)l dx, tE (0, T]. 
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We combine (2.11)-(2.12) to obtain 
lonIt<2c+2cjr ~~(lr"+,r",)dr+2Cj~~,~~,,llr. (2.13) 
Thus, it follows from Lemma 1.3 that 
l~~l~~C+Cj~~(lr"l+(s.'l)dr. te(O,T]. (2.14) 
Now, it is easy to see from (2.1), (2.2), and (2.10) that 
lrnl G c IIUnY, t)ll, (2.15) 
,s”,<C,r”,+C ,,un-’ ( (-,I)ll+lr”l+j’Iu:-‘ldx)+~*ls”l 0 
<6* ,sn,+c,un-‘I,, 
where 6* is defined by (1.10). From (2.16), we see that 
(2.16) 
I.fI d --AT- IUn-1l,. l-6* 
(2.17) 
We add (2.15) and (2.17) to obtain 
IS”, + ,P 6 c Ill”-‘,,. (2.18) 
Now, combining (2.14) and (2.18) will yield 
,rn, + Is", <c+c j' o-&~lr~ll+l~.‘i)m. 
Now we need the following lemma: 
(2.19) 
(2.20) 
LEMMA 2.3. If 
0 <f)“(t) d c, + c, jr p*(t) dt, m> 1, (2.21) 
0 
then 
O<@“<C, exp{C,T}, m2 1. (2.22) 
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Proof If m = 2k, then, 
y 
> 
dC, exp{C,T). (2.23) 
The case of m = 2k + 1 follows from a similar argument. Q.E.D. 
Now, let 4” = Iu”l, + (ml + 1~~1, then, it follows from (2.19)-(2.20) that 
then, Lemma 2.3 implies that 4” < Cexp{ CT}. Hence, there exists a 
positive constant L > 0 which depends only upon T, M, 6, 6*, uo, f, g, @, 
and F such that (2.7) holds. Q.E.D. 
COROLLARY 2.1. There exists a positive constant L* > 0 which depends 
only on the same constant and data as L such that 
Iv’:1 <L* in Q,. (2.25) 
Proof: By (2.9)(2.10) and Cannon [l] together with Lemma 2.2, we 
see that 
Iv:1 Q C+ j-‘L llu,( ., z)ll dr. 
O&Z 
Thus, Lemma 1.3 implies that 
Ilo”,( ., t)ll 6 L*, tE (0, T]. 
Hence, we see that for n > 1, 
(2.26) 
(2.27) 
Ilrnl13C + ItfIlm + ll~“IIm + ll~:ll, GL+L* =C< ~0, (2.28) 
where I/ .I) sc is the sup-norm. Q.E.D. 
3. EXISTENCE AND UNIQUENESS 
THEOREM 3.1. Under Assumptions Hl-H3, there exists a unique solution 
pair (v, r) for (lS)-(1.6). 
Proof The proof is long and we break it into three parts. 
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Part I. We shall show that there exists (v, r, s) such that 
vn -+ v, r” -9 r, s” --t s uniformly. 
Part II will consist of the proof that v”, -+ v, uniformly. Finally in 
Part III we shall show that r’(t) = s(t) in [0, T]. 
Part I. Let Zn=vn+‘-v”, W”=s”+‘-sn and R”=r”+‘-r”. Then, 
we see from (2.1)-(2.2) that 
R”=;s,: @Znp’ dx 
W~=~i-E’+~(l,t))g(t)-~(O,t)f(t)} 
(3.1) 
+;I’ {@,Z”-‘-@J-‘+@M,} dx (3.2) 
0 
and 
z;=z:,+A4,, O<x<l,O<t<T, 
Z”(x, 0) = 0, O<x<l, 
Z:(O, t) = R”(t) f(t), Z:(L t) = R”(t) g(t), O<t<T, (3.3) 
where 
n+l n+l 
“+‘F 
-sn+’ 
M,=r x, t&,s,--- 
r r y+ 1 
- . 
From Section 2 and Assumptions Hl-H3, we know that 
V 
n+l 
IM,,J< (?+I-rn)F 
p+ I -SE+’ 
x, t,-- L - ).n+ I’ p+l’ r n+l 
(3.4) 
and 
r” 
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Hence, 
Thus, it follows from (3.3) that 
Z”=?!‘B(x, 1-t)R,j”&2~‘0(1 -x, t-t)R”gdr 
0 0 
, t, z)M, dt dz 
Z’:=2!‘H,(x, t-r)RnfdT2jfH,(1 -x, t-s)R”gdr 
0 0 
I I 
+ li N&L 4, 6 7)M,, d5: dt. 0 0 
The inequalities (3.4)-(3.5) imply that 
IR”l + I W”l + IIZ’Y~, 7)ll 
1’ jZ;I IW + I w”I + II-W., 7)ll 
Hence, Lemma 1.3 implies that 
lZ.l~C~~~(lR~l+l~fll)d7. 
We have from (3.1) that 
lR”I G C IlZ”- ‘(., t)ll, 
and from (3.2t(3.5) that 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
IW”l<CJR”I+C I~z.~‘(.,r)l~+j’lZ’:~‘(x,t)ldx 
i 0 
+6 IW”/ +C /IZ’--I(., t)ll + j; lZ:- ‘(x, t)l dx+ lRnl}. (3.11) 
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If we combine the above estimates together, we see that 
(3.12) 
Thus, we have from (3.8) and (3.12) that 
(3.13) 
Lemma 2.3 now implies that {u’*, Y” , s”} is a Cauchy sequence so that there 
exists {u, r, S} such that 
vn + v, r” + r, sn + s, uniformly on [0, T]. (3.14) 
Part II. In order to show that v”, + u, as n -+ 00 uniformly, we let 
Z n.m = un- urn, so that it follows from (2.8) that 
IZ~,“16C{lIr”-r’“ll,+Ils”-smli~+IIZn-Zmllr} 
+ C j; & IIT’Y~, z)ll a%. (3.15) 
Thus, by Lemma 1.3 we see that 
IIZ”;m(., t)ll <C{llrn-rml13C + lls”-sSmllz+ llZ”-ZmllJS} +O 
as n,m+co. (3.16) 
so that { vz} is also a Cauchy sequence and 
v: -+ lY, uniformly over &. (3.17) 
Part III. Let n--f cc in (2.1)-(2.3) we see that 
1 ’ y=- 
s Eo 
@u dx, (3.18) 
dx, (3.19) 
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and 
, 
rr r i 
u(x, 0) = u,(x), o<.u< 1, 
~~(0, f) = r(r).~(t)3 t:,(l, t) = r(t) g(t), O<t<T. (3.20) 
Since {r, u, u,, s} are continuous and {t’,, u,,} are continuous in 0 <.y < 1, 
0 < t 6 T, then we know that r’ exists. Now we differentiate (3.18) and use 
(3.20) to obtain 
r’=i{-E’+@(l,t)g(t)-@(O,t)f(t)} 
dx. (3.21) 
Comparing (3.19) with (3.21), we see that r’(t) =s(t) on [0, T]. Hence, we 
have shown that {u, r } is a solution of (1.5))( 1.6). 
Suppose (1.5))( 1.6) has two solutions (uk, rk), k = 1, 2, then an argument 
similar to that above will yield 
- (lr’ - r21 + I(r’)’ - (r2)‘l ds, 
(3.22) 
Ir’ - r21 + I(rl)‘- (r2)‘l 6 C lo1 - ~‘1,. 
so that 
I~‘-a21~~CSoilu’-u21id~. 
Hence, u’ -Y’ and r’ =r2 in QT. 
(3.23) 
Q.E.D. 
4. CONTINUOUS DEPENDENCE UPON THE DATA 
THEOREM 4.1. lfui,fk,gk, Fk (k= 1,2)aretu’odatasetsfor (lS)-(1.6) 
and 
Il4llI + lIf”II x + II gk/I oc G M. (4.1) 
Then, by Section 3 we see that there exists a positive constant L>O such 
that 
llukll ^I + lIu”,ll cL + Ilrkll r + II(rk x d UM, T), (4.2) 
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so that 
lIFkIi 3c G C(L M, T), (4.3) 
and there exists a positive constant C = C( M, T, 1) Fk I/ a ) such that 
II~‘-~2ll?c+II~.~--USII,+ll~‘-~2IIr+ll~~’-~2~’ll~ 
dC{/I~:,-u~ll’+Ilf’-f211x++li+g211z+llF’-F211xI~ (4.4) 
Proof: The results follow from an argument similar to that in Section 3. 
Q.E.D. 
THEOREM 4.2. Under Assumptions Hl-H3, there exists a unique solution 
pair (u, p) for problem (l.l)-( 1.2) which is continuously dependent upon the 
data. 
Proof. By the transformation (1.3) and the results in Section 3, we see 
that (u, p) exists globally and is unique. Moreover, since (u, p) and (v, r) 
are related by 
U2f 
r’ 
p’J 
r’ 
we have 
k 
&!I!- 
rk’ 
pk= -9, k=l, 2, 
for two solutions (uk, p”) with respect o two data sets. Thus, we see from 
the results of Section 2 and Section 3 that 
1 
lu’ - u21 G (r*)2 - {r’ (u’ - v21 + lv21 lrl - r21} 
< C{ Iv’ - v21 + Ir’ - r21 }, (4.5) 
and 
(p’ -p*l < C{ (r’ - r*I + Iv1 - v*I}, (4.6) 
for some C dependent upon the data and T. By Theorem 4.1 we see that 
(u, p) depends continuously upon the data. 
5. THE REGULARITY OF (u, p) 
THEOREM 5.1. Under Assumptions Hl-H3, and in addition, 
f, gdB(O, T], EEC’+~(O, T], @E:C~‘~‘*(Q~), 
F(x, t, .> ., .) E CDJyQT), o<p<1, 
(5.1) 
484 CANNOT% AND LIN 
the solution pair (u, p) for problem ( 1 .I )-- ( 1.2) is SUL.~ that II E C2 + “(Q 7) und 
p~C”(0, T] for some O<cx6/3< 1. 
Proof: We first show that VEC’+‘(Q,.) and rcsC’+‘(O, T]. We know 
from Section 2 that v, v.,, r, r’ are bounded, so that rF(.u, t, v/r, vJr, -r’/r) 
is also bounded. Thus, we see from [7, 81 that there exists a positive 
constant O<a<l such that v~Cr+’ (QT). From (1.6) and (1.7) with [S, 
Lemma 1.21, we have rE C”(0, T] and r’E C’(0, T]. Hence, we obtain 
v, = v,,~ + a function which is in CZ,1/2(QT). Thus, the regularity theory for 
parabolic equations [7, S] implies that v E C2+‘(QT). Consequently, we 
have 
u=~~C2+z(QT), ’ 
r 
p= -+‘(O, T]. 
REFERENCES 
1. J. R. CANNON, The one-dimensional heat equation, in “Encyclopedia of Mathematics and 
Its Applications,” Vol. 23, Addison-Wesley, Reading MA, 1984. 
2. J. R. CANNON AND R. E. EWING, Determination of a source term in a linear parabolic 
partial differential equation, J. Appl. Math. Phy. (ZAMP) 27 (1976). 393401. 
3. J. R. CANNON AND YANPING LIN, Determination of a source term in a linear parabolic 
equation with mixed boundary conditions, Inverse Problems, fnternaf. Ser. Numer. Mnrh. 
77 (1986), 3149. 
4. J. R. CANNON AND YANPING LIN, Determination of a parameter p(r) in some quasi-linear 
parabolic differential equations, Intlerse Problems 4 (1988) 3545. 
5. J. R. CANNON AND YANPING LIN, Determination of a parameter p(t) in a Holder class for 
some semi-linear parabolic equations, Inverse Problems 4 (1988), 595-606. 
6. J. R. CANNON AND DAVID ZACHMANN, Parameter determination in parabolic partial 
differential equations from overspecified boundary data, Internat. J. Engrg. Sci. 20 (1982). 
779-788. 
7. A. FRIEDMAN, “Partial Differential Equations of Parabolic Type,” Prentice-Hall, 
Englewood Cliffs, NJ, 1964. 
8. 0. A. LADYZENSKAJA, V. A. SOLONNIKOV, AND U. N. URALCEVA, Linear and Quasilinear 
Equations of Parabolic Type, Amer. Math. Sot. Trunsl. Math. Mono. 23 (1968). 
9. A. I. PRILEPKO AND D. G. ORLOVSKII, Inverse problems for semilinear evolution equa- 
tions, Souier Math. D&l. 30, No. 1 (1984), 174177. 
10. A. I. PRILEPKO AND D. G. ORLOVSKII, Determination of the evolution parameter of an 
equation and inverse problems of mathematical physics. I, D@erenfiul Equations 21, No. 1 
(1985), 119-129. 
11. A. I. PRILEPKO AND D. G. ORLOVSKII, Determination of a parameter in an evolution equa- 
tion and inverse problems of mathematical physics, II, D$fereniiul Equurions 21, No. 4 
(1985), 694-701. 
12. A. I. PRILEPKO AND V. V. SOLO’EV, Solvability of the inverse boundary-value problem of 
finding a coefficient of a lower-order determination in a parabolic equation, D~ferenfiul 
Equntions 23, No. 1 (1987), 136143. 
13. WILLIAM RUNDELL, Determination of an unknown non-homogeneous term in a linear 
partial differential equation from overspecitied boundary data, Appl. Anal. 10 (1980), 
23 l-242. 
