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ABSTRACT 
Design processes for engineered systems are resource intensive and have a 
significant impact on a product’s profitability.  Over half of a product’s total costs can be 
attributed to design stage decisions. The development of product designs often involves 
creating complex 3D models in a 2D environment, a non-trivial task. Current design 
workflows involve the utilization of robust modeling software on a 2D display. However, 
previous research highlights the benefits of visualizing full-scale 3D models in an 
immersive Virtual Reality (VR) environment. These environments aid a user in 
understanding complex 3D geometry. Despite the benefits of VR, these systems have 
traditionally been large and costly, preventing widespread implementation within 
companies. However, the commercial availability of high-fidelity, commodity VR Head 
Mounted Displays (HMDs) provides an opportunity to explore the potential benefits this 
technology may bring to engineering design. 
This paper details a proof of concept VR environment displayed in a commodity 
HMD; specifically, the HTC Vive. The environment supports creation of full-scale 3D 
product geometry at the conceptual phase of a design process. The environment contains 
a World-in-Miniature (WIM) model for enhanced interaction and usability. WIM 
manipulation allows a user to modify full-scale geometry by adjusting corresponding 
parts on the miniature model. Free-form mesh deformation was also implemented to 
provide designers with flexibility and efficiency not found in traditional design packages. 
Vital design metrics (e.g., cost, weight, and center of mass) were incorporated to allow a 
user to perform preliminary design analysis to assess product feasibility. The 
environment was designed to provide an intuitive user interface with only a subset of 
features found in traditional design packages, tailored to conceptual design needs. This 
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work aims to be a building block for the fruition of a conceptual design environment in 
immersive VR, motivated by proposed benefits of such a scenario. The design 
environment in this work is not intended to replace traditional Computer Aided Design 
(CAD) packages, but rather to enhance the conceptual design phase by providing 
conceptual designers with a system optimized for the task at hand. Throughout the 
development process, unique challenges and affordances associated with commodity 
HMDs were identified, explored, and detailed in this work.  
  
CHAPTER 1: INTRODUCTION 
 
Motivation 
Engineering design has many stages that must be executed to ensure a successful 
product [1-2]. Research suggests that substantial cost and resources (e.g., as high as 50-
70% of a product’s total cost) can be attributed to design stage decisions [3-5].  While many 
paradigms and design processes exist, broadly, most can be broken down into four major 
stages: planning and task clarification, conceptual design, embodiment design, and detailed 
design [3].  
This work focuses on the conceptual design portion of a product’s lifecycle. 
Conceptual design involves quickly generating numerous product concepts based on ideas, 
sketches, and product goals [6]. Therefore, it is extremely advantageous for a designer to 
be able to efficiently interpret and manipulate geometry [5, 7-8]. However, there is a 
distinct mismatch between the visualization and feature needs of a conceptual designer and 
what CAD packages, commonly used during conceptual design, provide [8-10]. 
While CAD packages are ubiquitous throughout the engineering process, providing 
many benefits to designers, for conceptual design they lack key features. Those features 
include immersive visualization, efficient geometry manipulation, freedom from 
mathematical constraints, and a simple interface [11-12]. Additionally, CAD packages are 
known to suffer from feature bloat [8, 13]. As a result, CAD packages are often 
cumbersome to use during conceptual design  [6, 8, 13]. As such, CAD packages are being 
inappropriately used for a design stage they were not built for. By utilizing more 
appropriate design tools, time and money stand to be saved during this phase of design.  
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While CAD packages are ubiquitous, only a few environments optimized for 
conceptual design exist. Systems like the Advanced Systems Design Suite (ASDS), Google 
SketchUp, and BricsCAD Shape offer tools tailored to conceptual design tasks [9, 14-15]. 
Those tools lead to advantageous features including: simple geometry manipulation, a 
system unconstrained by mathematical relationships; the ability to import primitives and 
existing geometry; and preliminarily analysis features. An image of a simple part designed 
with sketches and extrusions, in Google SketchUp, is shown in Figure 1. 
 
Figure 1: Google SketchUp 
Each aforementioned feature is advantageous or critical during conceptual design 
[9, 11, 16-17]. With a more focused set of features the overall system complexity and 
learning curve necessary for proper use are reduced.  
Current conceptual design packages offer many benefits, however, none of them 
utilize a VR HMD for both model visualization and manipulation, despite known benefits 
of merging immersive 3D visualization with design tools [7, 10, 18-19]. In engineering 
design, the ability to fully understand a part and accurately interpret the displayed geometry 
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is crucial [20, 21]. However, in their native format, design packages display 3D geometry 
on a 2D screen making it difficult for a designer to quickly develop a full understanding of 
the geometry. One way to enhance user understanding is through immersive 3D 
visualizations. Research suggests that 3D immersive applications allow a user to more 
accurately form mental models [22-25].  Previous research also shows higher mental model 
accuracy is correlated with higher success rates when performing a task, especially in team 
based situations such as design [26-29].  
Lack of team understanding, especially for amateur designers who may not have 
the spatial skills necessary to create proper mental models, may cause miscommunications. 
Additionally, discrepancies between mental models of individuals on a design team could 
result in excessive time being spent interpreting and understanding geometry, costing 
valuable resources [30-31]. However, 3D visualization tools which supplement a user’s 
ability to efficiently generate accurate mental models stand to provide conceptual designers 
many benefits. These benefits include enhanced communication, successful task 
completion, and a better understanding of complex geometry [26-27, 30-31]. 
This work places a special focus on implementing conceptual design tools in a 
commodity VR HMD. Such a system is hypothesized to heighten a designer’s ability to 
understand and manipulate conceptual product designs. A proof of concept application was 
developed to meld the benefits of commodity VR HMD technology with basic geometry 
manipulation and analysis tools. The work below details the development of the 
aforementioned system and a comparison of its features with a previous conceptual design 
tool which was coupled with an immersive 3D viewer [9, 17].  Overall, this work takes a 
step towards providing designers with an immersive conceptual design tool, displayed in a 
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commodity HMD. Such a tool, unconstrained by CAD requirements, aims to aid designers 
in the efficient generation of feasible conceptual designs.   
Thesis Organization 
This work consists of two main contributions. The first contribution was submitted 
to the Journal of Computing and Information Science in Engineering (JCISE). That 
contribution focuses mainly on the core features of a conceptual design environment in a 
commodity VR HMD. The second contribution is an extended methodology section 
detailing the development of additional features aimed at bridging the gap between current 
tools used for conceptual design and a more optimal system. 
 
  
 
 
5 
CHAPTER 2: BACKGROUND 
The proof of concept system developed in this work relies on research 
contributions in both engineering design and VR technology. Those contributions guided 
this work’s development of a conceptual design environment and the interaction 
techniques within a chosen commodity HMD.  
The previous scholarly contributions related to the conceptual design system 
developed in this work are categorized into three main sections: 1) conceptual phase of 
engineering design 2) the benefits and affordances of VR, and 3) commodity VR HMDs.  
Conceptual Phase of Engineering Design 
Engineering design has existed for well over a century, constantly evolving with 
advances in technology. However, the main goal of the conceptual design of engineered 
products has remained the same: efficiently generate feasible product concepts by altering 
existing designs or developing new designs [9, 32]. In today’s day and age of a global 
economy, design teams are ubiquitously composed of persons from a variety of technical 
backgrounds and geographic locations. Wang et. al found that a user-friendly medium is 
necessary for collaborative design teams to be able to effectively exchange ideas from a 
variety of locations in real time [6].  
When working in design teams, group members need a proper toolset to efficiently 
communicate conceptual design ideas. Since the advent of computer aided design, 
conceptual design teams have utilized CAD packages to conceptualize, design, visualize, 
and validate the feasibility of proposed designs [10-11]. However, Piegl found that there is 
a distinct mismatch between the tools and viewports found in CAD packages versus what 
is optimal for conceptual design [13]. According to Robertson et al., it is excessively time 
consuming for engineers to use CAD packages to generate simple conceptual designs and 
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evaluate a few key parameters [8]. Additional work by Robertson et. al found that 
eliminating the time-consuming aspects of robust CAD packages and narrowing the toolset 
to what is necessary for conceptual design allows teams to work more efficiently [8]. Piegl 
identified ten challenges associated with the utilization of CAD during conceptual design. 
Of note for this work are: 1) the inability to directly manipulate 3D geometry, 2) the 
absence of sketching tools or primitive importation, and 3) a steep learning curve for both 
using the system and properly understanding complex 3D geometry [13]. 
A major benefit found in CAD packages is the ability to develop new concepts and 
implement changes to current designs. However, CAD packages require each dimension 
to be fully defined mathematically before the part is deemed complete [13]. Defining the 
mathematical relationships associated with each component of every part takes time and 
inherently adds overwhelming detail to a conceptual design, making CAD cumbersome to 
use during this phase [31]. Due to the mathematical relationships required in CAD 
environments, users are not allowed to directly manipulate the mesh of the model in a free-
form fashion. Being unable to freely manipulate model meshes requires a user to adjust the 
sketch defining a part to adjust the model. Redefining sketches and their associated 
mathematical relationships is a timely process [8, 13]. However, since many product 
designs are merely redesigns of existing geometry the ability to manipulate existing 
geometry in an intuitive and efficient manner is highly desirable [10, 13]. 
While experienced CAD operators can efficiently generate highly detailed designs, 
the same cannot be said of novice designers. Berg and Vance found that increased 
familiarity with the software at hand has a significant influence on the comfort level and 
subsequent effectiveness of a designer [7]. Therefore, reducing the complexity of a design 
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package, by only implementing the tools necessary for conceptual design, would allow a 
designer to work more efficiently and effectively [7, 9-10]. Additionally, with the proper 
tools, a conceptual designer would be able to focus on manipulating and evaluating the 
design, instead of navigating a complex interface.  
While CAD packages are ubiquitous, far fewer environments built specifically for 
conceptual design exist. However, a few systems built to aid the conceptual design process 
have been developed. Noon et. al developed a conceptual design tool called the Advanced 
Systems Design Suite (ASDS). The tool is a conceptual design environment that allows a 
user to import and manipulate geometry with a toolset optimized for conceptual design [9]. 
Primitives and existing geometry may be imported to allow for more efficient concept 
generation [15, 34]. The ASDS allows a user to generate conceptual designs on a 2D 
interface in addition to utilizing an immersive VR environment for concept visualization. 
Evaluation and assessment of designs may also be performed in the immersive viewer, 
providing the designer with a more complete understanding of the generated concept [9]. 
Assessment tools, implemented with the use of metamodeling approximations, allow a user 
to identify how geometry placement effects wheel loading on commercial equipment. In 
addition, evaluation features allow a user to manipulate individual part mass and cost. Total 
part mass and cost are also displayed on a heads up display (HUD) in the software package. 
This environment was developed to bridge the gap between CAD and conceptual design 
[17, 34].  
Google SketchUp is another package which aims to replace the complexities of 3D 
modeling software with a more intuitive way of generating designs [14]. Google SketchUp 
allows users to draw in 3D and import simple primitives to explore concepts without being 
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hindered by mathematical constraints, greatly reducing system complexity [14, 35]. While 
Google SketchUp offers simple geometry creation tools it does not have an immersive 
component for 3D model visualization. Google SketchUp also lacks evaluation and 
analysis tools.  
Autodesk offers a few products aimed towards assisting conceptual design tasks. 
Autodesk Sketchbook and Autodesk Maya allow designers to explore conceptual ideas in 
a manner different than what CAD packages require. Sketchbook allows users to sketch 
conceptual designs in a manner similar to that found in Google SketchUp [34]. A much 
more complex Autodesk system, similar in many ways to CAD packages, is Autodesk 
Maya. Maya offers the ability to freely deform models, allowing for efficient geometry 
manipulation [35]. However, it also provides a level of detail and robustness similar to 
CAD and consequently cumbersome to learn and use during conceptual design. 
While a handful of conceptual design environments exist, none utilize a VR HMD 
as the display system. The 2D display for CAD and conceptual design packages is not 
optimal for fully understanding complex 3D geometry [22, 26-27, 38]. Utilizing a low-cost 
immersive 3D display system, such as a commodity VR HMD, may allow conceptual 
designers to better understand the 3D geometry using low-cost, widely available hardware. 
Enhanced understanding of geometry, more intuitive collision detection, physics 
simulations, and more efficient geometry manipulation all stand to be realized from the 
implementation of specific tools into an immersive VR environment [10, 22, 38].  
Benefits and Affordances of VR 
Due to the visualization pitfalls found in current design packages, a more 
advantageous viewing environment is desirable. Fortunately, an immense amount of 
research was conducted on CAVEs and VR HMD systems due to their anticipated benefits 
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[10, 39]. VR allows a user to experience environments which are infeasible in the real 
world. Many of those real-world interactions that are cost, safety, or time prohibitive are 
extremely valuable to design teams. Eliminating constraints by utilizing a Virtual Reality 
environment allows a team to explore and evaluate otherwise impractical scenarios [40, 
41]. For instance, in VR a user may easily move models of machinery, via direct 
manipulation, to identify an optimal shop floor layout. The same task would be much more 
strenuous and time consuming if physical machinery had to be moved [40]. Additionally, 
the immersion and full-scale model representation found in VR provides a user with a much 
better understanding of the layout as compared to simply viewing the models on a 2D 
display [43-45]. 
In addition to eliminating physical constraints to explore specific outcomes, VR 
systems aid a user in more fully understanding what they are viewing and manipulating 
[10, 18]. LaViola found VR environments supplement spatial awareness and further a 
user’s understanding of a 3D object [41]. Satter et. al found user comprehension of 
complicated 3D models to be much faster and more accurate in an immersive 3D viewing 
environment, such as VR [42]. Bochenek and Ragusa, and Satter et. al, found design 
reviews to be more successful when conducted in immersive VR as compared to 2D 
communication mediums [44-45]. 
Berta conducted a detailed review of the potential benefits and drawbacks 
associated with the potential fusion of CAD tools and a VR environment [10]. The 
identified benefits include: 1) utilizing VE and 3D UI guidelines to generate more intuitive 
UIs for novice users, 2) receiving CAD precision on existing parts along with associate 
part metadata, and 3) substantially improved levels of presence and immersion found in 
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VR. Drawbacks of note were file format conversion challenges and the extreme computing 
power required to render raw CAD data in real time [10]. Immersion is defined as the 
perception of being completely surrounded by the environment without distracting artifacts 
[18, 46]. Ragan and McMahan found immersion causes users to feel pulled into their 
environment, enhanceing their ability to complete the task at hand [47-48]. Witmer et. al 
defines presence as the perception of being physically present in a non-physical space such 
as a virtual environment [47]. 
In a study conducted by Berg and Vance, a design team made better decisions in 
VR as compared to a traditional 2D design environment [7]. Their findings identified full-
scale model visualization as being vital to proper decision making [7]. In addition to 
providing an immersive 3D viewing environment, VR systems may allow for user input 
via 6DOF tracked controllers, allowing designers to more intuitively manipulate objects 
[10, 18, 43, 50]. Additionally, Billinghurst found 6 DOF tracking of interaction devices 
and head tracking to be vital to an effective VR environment [49] 
The aforementioned benefits of VR systems prompted research teams to explore 
the benefits of melding VR with design environments [9-10]. The ASDS, described earlier, 
allows designers to manipulate geometry in addition to assessing the cost, weight, and other 
key product parameters [9, 34]. Geometry manipulation is done on a 2D desktop. However, 
the ASDS is fundamentally different than other conceptual design packages in the sense 
that it is coupled to an immersive VR viewer. After a design is completed in the ASDS a 
design team may enter the VR environment to evaluate their conceptual designs in a full-
scale, immersive, environment [9-17]. 
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One drawback to some of the VR viewing systems evaluated in case studies and 
academia is that they are purely viewing systems [7, 9]. Consequently, a user must leave 
the immersive environment to perform geometry manipulations on a 2D desktop [7, 9]. 
Switching between viewing environments takes an unnecessary amount of time and 
disrupts valuable user immersion, vital to understanding complex 3D geometry [18, 24]. 
The ability to simultaneously view and manipulate geometry in an immersive VR 
environment would potentially add value to the design process. To summarize the 
visualization benefits of VR, visualizing full-scale 3D models in a VR environment 
provides users with many advantages when compared to traditional 2D viewing and 
manipulation methods. Enhanced decision making, higher success rates during design 
reviews, more efficient and accurate understanding of 3D geometry, and increased spatial 
awareness are all attributed to utilizing VR environments in design situations [10, 19, 43].  
The decoupling of VR viewing systems from geometry manipulation tools are 
likely due to: difficulties associated with model format conversions, the high cost of a VR 
CAVE, and the previous lack of commodity VR HMDs [10, 48, 52]. With the arrival of 
commodity VR HMDs, the latter two barriers are essentially eliminated. Consequently, 
research should be conducted to evaluate the effectiveness and proposed benefits of fusing 
design tools with commodity HMDs, a topic this paper aims to address. 
Commodity VR HMDs 
Low cost commodity VR technology has emerged in recent years due to advances 
in computing hardware and increased fidelity in computer graphics. Those technological 
developments have made commodity-off-the-shelf (COTS) VR technology affordable and 
available outside of the research community. In this work COTS VR hardware will be 
categorized into two groups: tethered VR HMDs, and low-cost phone based VR HMDs.  
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Hilfert and Konig found the reduced cost of commercially available VR HMDs has 
lowered the entry barriers for VR technology [51]. Devices like the Oculus Rift and HTC 
Vive offer realistic, first person, immersive experiences in VR environments with the 
precise tracking offered in traditional CAVETM systems [51]. 
A comparison of commodity VR HMDs with the features and requirements for a 
CAVE was necessary to identify the advantages and pitfalls commodity devices. 
Commodity VR HMD systems differ drastically from their CAVETM counterparts [19, 39, 
54-55]. DeFanit found a CAVETM to be advantageous for collaboration in an immersive 
environment because team members can communicate face without their view being 
occluded by a HMD [52]. Kalivarapu noted that commodity HMDs are powered by a single 
high-performance computer, while a CAVETM  utilizes a cluster of high-performance 
machines [50]. Even with only one computer, a low-cost HMD can potentially achieve 
higher framerates than a CAVETM [50]. Advantages of commodity VR HMDs allow them 
to be implemented into a design workflow more easily than bulky and costly CAVETM 
systems [52]. 
Martindale noted that since they harness the computing power of a tethered 
computer, tethered HMDs may achieve refresh rates surpassing 90 Hz [56-57]. 
Additionally, tethered HMDs offer active stereo lenses,  providing a resolution of 2160 x 
1200. While the field of view (FOV) is not as broad as the FOV in the human eye, each 
device offers a 110 degree FOV [54].  McMahan et. al identified that full immersion with 
a FOV matching or exceeding that of the human eye is not necessary to achieve the benefits 
of VR [46]. Azuma pinpointed a few tracking requirements for adequate VEs. Of 
importance in a virtual world is the highly capable head and object trackers, low latency 
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defined as below two milliseconds, and a significant tracking area. He noted that no system 
satisfied all of those requirements at the time of publication, in 1993 [56]. However, with 
technological advances the HTC Vive and Oculus Rift satisfy many of those subjective 
requirements. The HTC Vive has a larger tracking area of 225 sq. ft. when compared to the 
maximum of 64 sq. ft. tracking space provided by the Oculus Rift. Table 1, below, 
summarizes the technical specifications of the Oculus Rift and HTC Vive, respectively. 
Table 1: Oculus Rift vs. HTC Vive Technical Specifications 
Specification Oculus Rift HTC Vive 
Display OLED OLED 
Resolution 2160 x 1200 2160 x 1200 
Refresh Rate 90 Hz 90 Hz 
Platform Oculus Home SteamVr, VivePort 
Field of View 110 degrees 110 degrees 
Tracking Area 5 x 5 feet (2 sensors), 8 x 8 feet 
(3 sensors) 
15 x15 feet 
Built-in Audio Yes Yes 
Built-in Mic Yes Yes 
Controller Oculus Touch, Xbox One 
Controller 
Vive Controller, Any PC 
compatible gamepad 
Sensors Accelerometer, gyroscope, 
magnetometer, Constellation 
tracking camera  
Accelerometer, gyroscope, 
Lighthouse laser tracking 
system, front-facing camera 
Connections HDMI, USB 2.0, USB 3.0  HDMI, USB 2.0, USB 3.0 
Requirements NVIDIA GeForce GTX 960 / 
AMD Radeon RX 470 or 
greater 
Intel Core i3-6100 / AMD 
FX4350 or greater 
8GB+ RAM 
Compatible HDMI 1.3 video 
output 
Windows 7 SP1 or newer 
NVIDIA GeForce GTX 970 / 
AMD Radeon RX 480 
equivalent or greater 
Intel Core i5-4590 or greater 
4GB+ RAM 
Compatible HDMI 1.3 video 
output 
1x USB 2.0 port 
Windows 7 SP1 or newer 
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The Vive headset and two controllers are tracked in 6-DOF within a 3m x 4m 
tracked area [54]. Previous research highlights the necessity of accurate and consistent 
controller and headset tracking in order to allow a user to utilize their full range of motion 
while interacting with the virtual environment [51], [57].  The Vive controllers are also 
equipped with buttons capable of detecting capacitive input from the user. User input is 
necessary to navigate menus and select the specific tools required for a variety of geometry 
manipulation operations.  While the Vive offers the advantage of a capacitive touchpad, 
which allows for dynamic user input, the Oculus Rift and other VR HMDs with similar 
technical specifications would suffice. The Vive represents this class of tethered HMDs 
very well, and due to advantages in tracking precision and volume, the Vive was chosen as 
the VR HMD system for this work.  
Additional VR HMDs have entered the market in the form of low-cost phone based 
VR HMDs. Bellman and Martindale note that these devices depend on the computing 
power, gyroscopes, and accelerometers to provide the user with a virtual reality 
environment [19, 56]. There are no external trackers associated with the phone based VR 
systems to date. Stereo display is provided by an external head mounted device including 
lenses to provide a FOV exceeding that of the phone. Additionally, according to Xiao and 
Benko, such phone-based HMDs offer a lower resolution when compared to tethered 
HMDs [58].  
The price of a phone based HMD is approximately half of the cost of a tethered 
HMD and computer. However, due to its’ superior graphical fidelity, computing power, 
and tracking capabilities, only a tethered HMD was evaluated for this work. 
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CHAPTER 3: DEVELOPMENT OF A 3D CONCEPTUAL DESIGN 
ENVIRONMENT USING A COMMODITY HEAD MOUNTED 
DISPLAY VIRTUAL REALITY SYSTEM 
 
The following section is a journal paper that was submitted to the American Society 
of Mechanical Engineers (ASME) Journal of Computing and Information Science in 
Engineering (JCISE). The journal paper submission is titled “Development of a 3D 
Conceptual Design Environment Using a Head Mounted Display Virtual Reality System”. 
This section covers a majority of the development which was required for the proof of 
concept conceptual design environment displayed in the HTC Vive. 
Abstract 
Engineering design is a resource intensive process with over half of a product’s 
total cost being attributed to design stage decisions. Developing product designs often 
involves creating complex 3D models in a 2D environment, a non-trivial task. Previous 
research highlights the benefits of visualizing full-scale 3D models in an immersive Virtual 
Reality (VR) because these environments aid a user in understanding complex 3D 
geometry. Despite the benefits of VR, these systems have traditionally been large and 
costly, preventing widespread implementation within companies. However, the 
widespread availability of high-fidelity, commodity VR Head Mounted Displays (HMDs) 
provides an opportunity to explore potential benefits they may bring to engineering design. 
This paper details a proof of concept VR environment displayed in a commodity 
HMD, specifically the HTC Vive. The environment allows the creation of full-scale 3D 
product geometry at the conceptual phase of a design process. The environment contains a 
World-in-Miniature (WIM) model for enhanced usability. This allows a user to manipulate 
full-scale geometry by adjusting the corresponding parts on a WIM model. Free-form mesh 
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deformation was also implemented to provide designers with flexibility and efficiency not 
found in traditional design packages. Vital design metrics (e.g., cost, weight, and center of 
mass) were incorporated to allow a user to perform preliminary design analysis to assess 
product feasibility. Throughout the development process, the unique challenges and 
affordances associated with commodity HMDs were identified and explored and will be 
discussed in this paper. 
Introduction 
Due to its substantial impact on the total cost and overall success or failure of a 
product, the process used to design an engineered product is a critical aspect of its life 
cycle.  Computer Aided Design (CAD) packages are ubiquitous and necessary during the 
detailed design phase. However, utilizing CAD software during conceptual design is 
inefficient because the tools provided are inappropriate for the task at hand [1-2]. 
Additionally, CAD packages usually lack immersive visualization and the ability to 
directly manipulate complex geometry without knowing precise dimensions, among other 
requirements. As a result, a designer may spend excessive amounts of time comprehending, 
communicating, and implementing design changes. The recent arrival of commodity VR 
HMDs provides an opportunity to explore the potential benefits this technology may 
provide to designers.  
This section will begin with an overview of processes used in the design of 
engineered products. Next, the importance of mental models and their impact on 
conceptual design will be discussed. Finally, the contributions of this research, including 
the development of a proof of concept conceptual design environment in a commodity 
HMD, are summarized.  
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Engineering Design 
Engineering design has many stages that must be executed to ensure a successful 
product [3-4]. Research suggests that a large amount of cost and resources (e.g., as high as 
50-70%) of a product’s total cost can be attributed to design stage decisions [5-7].  
While many paradigms and design processes exist, broadly, most can be broken 
down into four major stages: planning and task clarification, conceptual design, 
embodiment design, and detailed design [5]. The work presented in this paper focuses on 
the conceptual design portion of a product’s lifecycle. Conceptual design involves 
generating numerous product concepts based on ideas, sketches, and product goals [8]. 
Therefore, it is extremely advantageous for a designer to be able to efficiently interpret and 
manipulate geometry [1, 7, 9]. However, since Computer Aided Design (CAD) packages 
are commonly used during conceptual design, there is a distinct mismatch between the 
visualization and feature needs of the designer and what the CAD package provides [1, 10-
11]. 
While CAD packages are ubiquitous throughout the engineering process, providing 
many benefits to designers, for conceptual design they lack key features. These features 
include immersive visualization, efficient geometry manipulation, freedom from 
mathematical constraints, and a simple interface [12-13]. Additionally, CAD packages are 
known to suffer from feature bloat [1-2], potentially hindering use of software by non-
experts.  As a result, CAD packages are cumbersome to use during conceptual design  [1-
2, 8]. By utilizing more appropriate design tools, time and money stand to be saved during 
the this phase of design.  
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While CAD packages are ubiquitous, far fewer design environments optimized for 
conceptual design exist. However, a few have been developed. Systems like the Advanced 
Systems Design Suite (ASDS), Google SketchUp, and Autodesk Revit offer tools tailored 
to conceptual design tasks [10, 14-15]. Tools provided in those systems are a mere subset 
of the features found in CAD packages. The ability to quickly generate shapes by utilizing 
primitives or free hand drawing circumvents the need to mathematically define each 
feature, like a user must do in CAD. In one conceptual design package, assessment tools 
aimed at analyzing product feasibility were implemented in place of complex analysis tools 
which are utilized in CAD for detailed design analysis [16]. Consequently, system 
complexity and the learning curve necessary for proper use were reduced. Simple geometry 
manipulation tools, unconstrained by mathematical relationships, the ability to import 
primitives and existing geometry, and preliminarily analysis features are all advantageous 
during conceptual design [10, 12, 17-18]. If those tools are implemented properly, 
conceptual designers will likely be able to generate, iterate through, and evaluate concepts 
much more efficiently than using a CAD system.  
While there are many benefits found in the aforementioned conceptual design 
packages, none of them utilize a VR HMD for both model visualization and manipulation. 
Therefore, a user must either generate mental models from a 2D view of the models, or 
they must leave the immersive VR viewing environment to make design changes on a 2D 
interface. That disconnect provides an opportunity to explore the benefits of merging 
immersive 3D visualization and manipulation with a low-cost VR HMD in an effort to 
provide conceptual designers with a more effective design environment.  
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Mental Models 
In engineering design, the ability to fully understand a part and accurately interpret 
the displayed geometry is crucial [19-20]. However, in their native format, design packages 
display 3D geometry on a 2D screen making it difficult for a designer to quickly develop 
a full understanding of the geometry. One way to enhance user understanding is through 
immersive 3D visualizations. Research suggests 3D immersive applications can allow 
users to more accurately form mental models [21-24].  Previous research also shows higher 
mental model accuracy is correlated with higher success rates when performing a task, 
especially in team based situations such as design [24-27].  
Lack of team understanding, especially for amateur designers who may not have 
the spatial skills necessary to create proper mental models, may cause miscommunications. 
Additionally, the discrepancies that often arise between the mental models of individuals 
on a design team could result in excessive amounts of time spent interpreting and 
understanding geometry, costing valuable resources [28, 29]. Since efficient concept 
generation is critical to conceptual design, proper mental models are vital. As a result, 3D 
visualization tools which supplement a user’s ability to efficiently generate accurate mental 
models stand to provide conceptual designers many benefits. These benefits include 
enhanced communication, successful task completion, and a better understanding of 
complex geometry [24-25, 28-29]. 
Motivation 
 While multiple conceptual design packages exist, none of them allow a user to 
simultaneously view and manipulate geometry in a commodity VR HMD. However, many 
proposed benefits may be found in such a scenario [11, 30]. Hence, this work places a 
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special focus on implementing conceptual design tools in a commodity VR HMD. Such a 
system is hypothesized to heighten a designer’s ability to understand and manipulate 
conceptual product designs. A proof of concept application was developed to meld the 
benefits of commodity VR HMD technology with basic geometry manipulation and 
analysis tools. The work below details the development of the aforementioned system and 
a comparison of its features with a previous conceptual design tool, coupled with an 
immersive 3D viewer [10, 19].  Overall, the work presented in the paper takes a step 
towards providing designers with an immersive conceptual design tool, displayed in a 
commodity HMD. Such a tool, unconstrained by CAD requirements, will hopefully aid a 
designer in the production of more robust designs in less time.  
Background 
 The proof of concept system developed in this work relies on research contributions 
in both engineering design and VR technology. Those contributions guided the 
development of this work’s conceptual design environment and interaction techniques 
within the commodity HMD. The previous scholarly contributions related are categorized 
into two main sections: 1) conceptual engineering design and 2) the benefits and 
affordances of VR.  
Conceptual Engineering Design 
The conceptual design process involves quickly generating product concepts by 
altering existing designs or developing new designs [10, 31]. Traditionally, conceptual 
design teams use CAD packages to conceptualize, design, visualize, and validate the 
feasibility of proposed designs. However, Piegl found that there is a distinct mismatch 
between the tools and viewport found in CAD packages versus what is optimal for 
conceptual design [2]. According to Robertson et al., it is excessively time consuming for 
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engineers to use CAD packages to generate simple conceptual designs and evaluate a few 
key parameters [1]. Additional work by Robertson et. al found that eliminating the time-
consuming aspects of robust CAD packages and narrowing the toolset to what is necessary 
for conceptual design allows teams to work more efficiently [1].  
A major benefit found in CAD packages is the ability to develop new concepts and 
implement changes to current designs. However, CAD packages require each dimension 
to be fully defined mathematically before the part is deemed complete [2]. Defining the 
mathematical relationships associated with each component of every part takes time and 
inherently adds overwhelming detail to a conceptual design. Due to the mathematical 
relationships required in CAD environments, users are not allowed to directly manipulate 
the mesh of the model in a free-form fashion. Being unable to freely manipulate model 
meshes requires a user to adjust the sketch defining a part to adjust the model. Redefining 
sketches and their associated mathematical relationships is a timely process [1-2]. 
However, since many product designs are merely redesigns of existing geometry the ability 
to manipulate existing geometry in an intuitive and efficient manner is highly desirable [2, 
11]. 
While experienced CAD operators can efficiently generate highly detailed designs, 
the same cannot be said of novice designers. Berg and Vance found that increased 
familiarity with the software at hand has a significant influence on the comfort level and 
subsequent effectiveness of a designer [9]. Therefore, reducing the complexity of a design 
package, by only implementing the tools necessary for conceptual design, would allow a 
designer to work more efficiently and effectively [9-11]. Additionally, with the proper 
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tools, a conceptual designer would be able to focus on manipulating and evaluating the 
design, instead of navigating a complex interface.  
While CAD packages are ubiquitous, far fewer environments built specifically for 
conceptual design exist. However, a few systems built to aid the conceptual design process 
have been developed. Noon et. al developed a conceptual design tool called the Advanced 
Systems Design Suite (ASDS). The tool is a conceptual design environment which allows 
a user to import and manipulate geometry with a toolset optimized for conceptual design 
[10]. The ASDS utilizes an immersive VR environment for concept visualization and to 
allow for the evaluation and assessment of designs [10]. This environment was developed 
to bridge the gap between CAD and conceptual design [18, 32].  
Google SketchUp is another package which aims replace the complexities of 3D 
modeling software with a more intuitive way of generating designs [14]. Google SketchUp 
allows users to draw in 3D and import simple primitives to explore concepts without being 
hindered by mathematical constraints. There is no immersive component associated with 
Google SketchUp. It also lacks analysis tools.  
Autodesk Revit is a conceptual design environment that allows designers to explore 
ideas and perform preliminary analysis on their designs. [15, 33]. While Autodesk Revit is 
considered a conceptual design environment, it is similar to CAD in the fact that a user 
must dimension each model, a tedious task. In addition, this software is primarily used by 
architects and civil engineers to design buildings and simulate outcomes and thus is not 
used by other disciplines much.  
While a handful of conceptual design environments exist, none utilize a VR HMD 
as the display system. The 2D display for CAD and conceptual design packages is not 
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optimal for fully understanding complex 3D geometry [24-25, 34-35]. Utilizing an 
immersive 3D display system such as a VR environment would likely allow conceptual 
designers to better understand the 3D geometry [11, 34-35].  
Benefits and Affordances of VR 
Due to the visualization pitfalls found in current design packages, a more 
advantageous viewing environment is desirable. Fortunately, an immense amount of 
research was conducted on CAVEs and VR HMD systems due to their anticipated benefits 
[11, 30]. VR allows a user to experience environments which are infeasible in the real 
world. Many of those real-world interactions that are cost, safety, or time prohibitive are 
extremely valuable to design teams. Eliminating constraints by utilizing a Virtual Reality 
environment allows a team to explore and evaluate otherwise impractical scenarios [36-
37]. For instance, in VR a user may easily move models of machinery, via direct 
manipulation, to identify an optimal shop floor layout. The same task would be much more 
strenuous and time consuming if physical machinery had to be moved [40]. Additionally, 
the immersion and full-scale model representation found in VR provides a user with a much 
better understanding of the layout as compared to simply viewing the models on a 2D 
display [39-41].  
In addition to eliminating physical constraints to explore specific outcomes, VR 
systems aid a user in more fully understanding what they are viewing and manipulating 
[11, 42]. LaViola found VR environments supplement spatial awareness and further a 
user’s understanding of a 3D object [39]. Satter et. al found user comprehension of 
complicated 3D models to be much faster and more accurate in an immersive 3D viewing 
environment, such as VR [40]. Bochenek and Ragusa, and Satter et. al, found design 
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reviews to be more successful when conducted in immersive VR as compared to 2D 
communication mediums [40-41].  
In a study conducted by Berg and Vance, a design team made better decisions in 
VR as compared to a traditional 2D design environment [9]. Their findings identified full-
scale model visualization as being vital to proper decision making [9]. In addition to 
providing an immersive 3D viewing environment, VR systems may allow for user input 
via 6DOF tracked controllers, allowing designers to more intuitively manipulate objects 
[11, 39, 42-43]. 
 The aforementioned benefits of VR systems prompted research teams to explore 
the benefits of melding VR with design environments [10-11]. The ASDS, described 
earlier, allows designers to manipulate geometry in addition to assessing the cost, weight, 
and other key product parameters [10, 32]. Geometry manipulation is done on a 2D 
desktop. However, the ASDS is fundamentally different than other conceptual design 
packages in the sense that it is coupled to an immersive VR viewer. After a design is 
completed in the ASDS a design team may enter the VR environment to evaluate their 
conceptual designs in a full-scale, immersive, environment [10, 18].  
 One drawback to some of the VR viewing systems evaluated in case studies and 
academia is that they are purely viewing systems [9-10]. Consequently, a user must leave 
the immersive environment to perform geometry manipulations on a 2D desktop [9-10]. 
Switching between viewing environments takes an unnecessary amount of time and 
disrupts valuable user immersion, vital to understanding complex 3D geometry [22, 42]. 
The ability to simultaneously view and manipulate geometry in an immersive VR 
environment would potentially add value to the design process.  
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 The decoupling of VR viewing systems from geometry manipulation tools are 
likely due to: difficulties associated with model format conversions, the high cost of a VR 
CAVE, and the previous lack of commodity VR HMDs [11, 44-45]. With the arrival of 
commodity VR HMDs, the latter two barriers are essentially eliminated. Consequently, 
research should be conducted to evaluate the effectiveness and proposed benefits of fusing 
design tools with commodity HMDs, a topic this paper aims to address.  
Methodology   
This section details five major topics related to developing a VR system for 
conceptual design: the selection of a commodity VR HMD and user input techniques, 
navigation in VR, geometry manipulation tools including WIM model manipulation, 
assessment features, and an review of the effectiveness of this work’s goals.  
Commodity VR HMDs & User Input  
A comparison of commodity VR HMDs with the features and requirements for a 
CAVE™ was necessary to identify the advantages and pitfalls of each system. Commodity 
VR HMDs differ drastically from their CAVETM counterparts. An advantage associated 
with a CAVETM is the ability for design teams to collaborate face to face without their view 
being occluded by a headset. However, a CAVETM requires an extensive amount of space, 
setup time, and cost while commodity HMDs do not. Commodity HMDs are powered by 
a single high-performance computer, while a CAVETM  utilizes a cluster of high-
performance machines. The low cost, minimal space, and high graphical fidelity of 
commodity HMDs allow them to be implemented into a design workflow more easily than 
bulky and costly CAVETM systems [46]. 
Commodity HMDs can be broken down into two categories: mobile and tethered. 
Mobile devices require a phone to provide the computing power and display. At the time 
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of this paper, mobile HMDs do not provide positional tracking nor powerful 3D graphics 
capabilities. Tethered HMDs utilize external tracking sensors to provide 6 Degree Of 
Freedom (6 DOF) tracking of a user’s position and the position of any controllers. 
Additionally, tethered HMDs rely on a computer to provide the computational power. 
Tethered HMD systems, including the computer that powers them, are more expensive 
than mobile HMDs [47]. However, due to their superior graphical fidelity, computing 
power, and tracking capabilities, only tethered HMDs were evaluated for this work. 
The commodity VR headset chosen for this proof of concept environment was the 
HTC Vive. Factors contributing to the selection of the Vive were its controller and headset 
tracking precision, low cost, high resolution display, and controller functionality [47]. 
Tracking precision is very important due to its association with increasing levels of 
immersion and improving overall user experience [11]. The Vive headset and two 
controllers are tracked in 6-DOF within a 3m x 4m tracked area, allowing for direct 
geometry manipulation [47]. The Vive controllers are equipped with buttons capable of 
detecting capacitive input from the user [47]. User input is necessary to navigate menus 
and select the specific tools required for a variety of geometry manipulation operations.  
While other commodity HMDs like the Oculus Rift and the HP Mixed Reality headset 
exist, the HTC Vive was chosen due to its’ capacitive touchpad and precise tracking in a 
larger area [47]. The HTC Vive represents the tethered class of HMDs very well in terms 
of technical specifications and physical characteristics.  
Previous research found that interaction devices and virtual buttons must be easily 
accessible and intuitive [39]. In a CAVETM a user can see interaction devices. However, in 
a fully occluded HMD a user cannot see the physical controller. Overlaying a model of the 
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controller on the tracked controller provides a user with a visual representation of the 
controller’s real-time position and orientation. Furthermore, a 3D overlay of buttons, 
mapped to virtual representations of the controllers, supplements a user’s understanding of 
controller functionality. 
The system created uses the capacitive touchpad to display dynamic buttons on the 
Vive controllers because previous research identified the advantages associated with 
recording a variety of user inputs via one interaction device [48-49]. The displayed buttons 
change based on user input and the task at hand.  
Virtual Navigation 
While working with full-scale geometry of large products a user must be able to 
intuitively navigate about the environment to explore various vantage points. A virtual 
model of the right controller, with arrows overlaid on the touchpad, was utilized to aid a 
user with virtual navigation. Arrows dictate which direction a user will move when the 
button is depressed. Figure 2 shows the navigation controller and directional arrows.  
 
Figure 2: Navigation Controller 
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 A user’s head orientation dictates the forward direction. Consequently, if a user 
holds down the forward arrow on the navigation touchpad they will move in whichever 
direction their head is facing. Once a user navigates to their intended location they may 
begin preforming geometry manipulation. 
Geometry Manipulation Tools 
In design environments, the manipulation of geometry and objects is a necessary 
feature of a robust package. However, design environments must avoid incorporating an 
excessive number of features in order to deliver a beneficial system with an intuitive 
interface. The implemented features include: general part manipulation via translation, 
rotation, and scaling; WIM model manipulation; free-form deformation; and importing 
primitives.  
General Part Manipulation 
A favorable conceptual design environment allows the user to efficiently and 
effectively manipulate existing geometry [1, 10]. Previous work on conceptual design 
environments has shown the importance of being able to translate, rotate, and scale objects 
in the environment [10, 49].  
Within the HMD, geometry manipulation can be activated by pressing the desired 
button on the labeled part manipulation controller. The main menu, shown on the left in 
Figure 3 has buttons that allows the user to translate, rotate, scale, or assess the geometry 
at hand.  
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Selecting a geometry manipulation button activates the feature and changes the 
menu options to display additional features corresponding to the task at hand. For instance, 
selecting the move button replaces the existing buttons on that menu with options to delete 
or duplicate the selected part, undo the previous translation, or go back to the previous 
menu, as shown in the right image of Figure 3. 
 
 In order to select a part, a user holds in the trigger on either controller and intersects 
that controller with the desired part. Selected parts turn yellow and the manipulation gizmo 
snaps to the center of the part when it is selected to provide visual confirmation to the user. 
Currently the geometry must be split into specific part groupings prior to importing the 
content into the VR environment because a hierarchical structure of all geometry is not 
displayed. For example, if a user wishes to move the front right tires of a combine they 
must group the rim, rubber tire, and all associated bolts as one part prior to utilizing the 
VR environment.  
Figure 3: Part Manipulation Options 
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When using the translation, rotation, and scaling features a user first selects a part. 
Next, they intersect a controller with an axis on the transformation manipulator and press 
the trigger to grab the specific axis. The transformation manipulator is the three-axis 
component, shown in Figure 4, which allows a user to interact with geometry. 
 
Figure 4: Transformation Manipulator 
Grabbing one axis of the transformation manipulator momentarily restricts 
geometry changes in the other two axes. Locking the movement of the parts to one axis at 
a time was implemented to provide the designer with added precision. Consider the 
geometry of a combine as shown in Figure 5. A designer may want to examine visual and 
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physical property changes that would arise from widening the wheel base. Doing so would 
require the user to precisely move the tires outward along only one axis.  
 
 
Figure 5: Combine Geometry 
Figure 6, below, shows the translation manipulator on the selected tire. A user 
may grab and drag the selected gizmo handle in the positive or negative direction to 
translate the selected part.   
 
Figure 6: Translation Manipulator on Part 
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The same type of interaction is available for the scale and rotate buttons, located on 
the main menu. Additional features included in the application allow a user to revert 
chances, duplicate parts, and delete parts. All these features are accessible via the 
controller-based menu systems described above. 
While manipulating parts in the proof of concept environment, the HMD’s limited 
tracked space hindered the manipulation of full scale geometry outside a user’s normal 
range of motion. To address that issue, WIM model manipulation was explored. 
WIM Model Manipulation 
Full-scale geometry improves a user’s understanding of the complex 3D geometry, 
aiding them in making well informed decisions [9]. The manipulation of full-scale 
geometry in VR is relatively easy when the geometry is small. However, ease of full-scale 
geometry manipulation does not translate to large scale assemblies such as industrial 
equipment or commercial airplanes. For example, if a user desired to move an airplane 
wing 15 feet they would have to grab the wing, move it a few feet, navigate to a new 
position, and repeat the process multiple times because the desired translation is outside 
the tracked environment of most commodity HMDs. In the case of rotating a part, 
performing a 270 degree rotation on a set of tires would require the user to grab the part 
and rotate the wand, and their body, 270 degrees, a tedious task.   
To overcome the difficulties associated with efficiently manipulating large scale 
geometry, a WIM model of the large-scale geometry was implemented [54-55]. The WIM 
model is essentially a duplicate of the full-scale geometry scaled down to a table top size 
so it can be easily manipulated by a user [56]. All component modifications on the WIM 
model are directly mapped to the full-scale assembly in a 1:1 relation, as shown in Figure 
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7. When a component on the WIM model is manipulated, the same transformation is 
applied to the corresponding component on the full-scale model. 
 
 
Figure 7: Direct Mapping of Geometry Components 
Direct mapping aids a user in being able to perform coarse manipulations on the 
full-scale model through manipulations of the WIM model, while preserving contextual 
information from the full-scale geometry. If a user is examining changes they make to a 
full-scale combine it is advantageous to be able to move those large parts via the WIM 
model.  
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Applying coarse modifications to the WIM model allows a user to quickly make 
large-scale changes to the full-size product geometry assembly with gross changes. 
However, there are limitations associated with utilizing the WIM method [57]. For 
example, WIM model manipulation is not very effective for making adjustments to 
geometry of drastically different scale factors [56]. If a user wishes to manipulate the 
existing geometry on a more precise level they should interact directly with the full-scale 
components. 
In order for the WIM model to be an effective geometry manipulation aid, it must 
be easily accessible. Once the user reaches their desired position they may press the “grip” 
button on the right controller to snap the WIM model to their location. Holding in the grip 
button on the right controller allows the user to move the WIM model. With the grip button 
depressed the position of the WIM model is identical to the right controller’s position. 
However, the orientation of the WIM model stays aligned with the orientation of the full-
scale geometry. Locking WIM model orientation maintains the mapping between the WIM 
model and the full-scale geometry. Once a user has placed the WIM model in a position 
that is advantageous for the task at hand they may begin manipulating parts on the WIM 
model. When manipulating parts on the WIM model a user will simultaneously see the 
adjustment being applied to the corresponding part on the full-scale assembly. 
Free-form Deformation  
Throughout the design process a user may wish to modify the shape of existing 
pieces of geometry. In many cases a designer may wish to implement geometry 
modifications with a level of precision greater than simply scaling the part. A proven 
technique utilized to modify existing geometry is Free-form Deformation (FFD) [58-59]. 
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This technique involves a user moving control points surrounding a model in order to affect 
changes to it. In this application, a user first selects the part they wish to modify. Upon part 
selection, a control box appears around the part. The size of the control box is set 
dynamically based on the size of the part’s mesh. To provide precision without 
overcrowding the model the control box has 24 control points. Connecting rods link the 
control points to provide the user with a sense of depth and a better understanding of which 
control points are connected to each other. Each control point is mapped to multiple 
vertices on the selected part. Bernstein Polynomials determine the relationship between 
vertices and control points [60].  A user may use either controller to grab a control point 
and freely drag it to a desired location. While control points are being repositioned the 
part’s mesh updates in real time based on the position of the control points. Real time mesh 
manipulation updates provide a user with immediate feedback based on the changes they 
are making. Figure 8 shows geometry prior to FFD manipulation while Figure 9 shows the 
same geometry after FFD manipulations have been applied.  While, Figure 9 shows the 
base geometry after FFD manipulation.  
 
Figure 8:Before FFD Manipulation  
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Figure 9: After FFD Manipulation 
Manipulated meshes in the virtual environment can be saved during runtime and 
exported in an OBJ file format for later viewing. Saving out altered meshes allows users to 
make free form changes to existing geometry then export a model of the adjusted part. 
Exporting the manipulated parts allows for later viewing, discussion, analysis, or potential 
recreation in a CAD package. 
Importing Primitives 
In addition to being able to freely deform existing geometry, certain situations 
benefit from allowing a user to insert primitives into their design environment. Case and 
user studies have also shown that being able to add primitives to an environment is 
beneficial to conceptual designers [51-52]. Furthermore, being able to manipulate the 
primitives and existing geometry in a conceptual design environment is required [11, 17, 
53].  
After inserting basic primitives of 3D geometry, a user may scale the parts 
accordingly or use FFD to create entirely new geometry. To insert a primitive a user simply 
selects the primitives button on their part manipulation controller and chooses from a menu 
of primitives including a cube, sphere, cylinder, and plane. Inserting primitives into the 
environment allows a user to represent new features or geometry. 
 
 
37 
Assessment Tools 
Once a designer has applied desired changes to existing geometry they may wish 
to evaluate their new design. Preliminary analysis tools were incorporated into this 
environment to allow for the evaluation of design feasibility. The ability to evaluate cost, 
mass, and weight distribution were all incorporated because they can be used to evaluate 
preliminary design feasibility. Additionally, collision detection between parts and simple 
physics calculations were implemented to ensure the physical realism of conceptualized 
designs. The summation of part costs and weight is displayed on an assessment pane which 
appears above the WIM model, when activated, as shown in Figure 10. 
 
Figure 10: Assessment Tools 
The tipping angle and center of mass of a vehicle may be evaluated by setting 
support points on tires or contact points. This allows a user to examine how adjusting 
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weight distributions effects a product’s center of mass. Figure 11 shows the red and yellow 
support points, displayed as arrows, under the two visible wheels. 
 
Figure 11: Support Points on Surface Contact Areas 
Comparison with ASDS 
To preliminarily analyze the effectiveness of the interaction techniques, part 
manipulation tools, and the display device utilized in this work, the construction of a simple 
part was performed. In a previous work, Noon et. al created a simple double bearing 
assembly in both the ASDS and Solidworks, a commonly used CAD package, in order to 
analyze tradeoffs in each environment [31]. During the comparison Noon noted that the 
process for developing the part in the ASDS and CAD was fundamentally different. The 
ASDS allowed for the import and simple manipulation and rearrangement of primitives 
while the CAD process required the user to create sketches, perform extrusions, and 
extruded cuts [9]. The creation process in CAD was more detailed and precise but it was 
also much more timely [9].  
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Noon’s ASDS package was utilized for the comparison with this system because 
the ASDS was found to contain most of the features identified in literature as necessary for 
effective conceptual design [18]. Noon et al. found that the creation and modification of 
the test part was easier and more efficient in the ASDS than it was in the CAD package. 
While this work is not meant to compete with or replace CAD systems, it was advantageous 
to compare the environment with the ASDS because the ASDS was found to be appropriate 
for the conceptual design stage [9, 17]. To maintain the ability to walk through the creation 
of each part, and qualitatively analyze the conceptual design environment described in this 
paper with the findings of Noon’s work, the same part was created and altered. The purpose 
of generating the test part was to identify any advantages or pitfalls associated with this 
work’s conceptual design environment displayed in a commodity HMD. While tradeoffs 
of each system were identified, it should be known that the proof of concept system in this 
work is not meant to be a replacement for CAD. The comparison was done simply to 
identify advantages of the VR system as well as the areas for future work. The proof of 
concept VR environment is solely meant to be used as a tool to increase efficiency during 
conceptual design. An image of the part designed in both ASDS and this environment can 
be seen in Figure 12. 
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Figure 12: Example Part Created in the ASDS 
Creating the part in each design environment involved a very similar process. In 
this work’s conceptual design environment, the front block shown in grey in Figure 12 was 
generated from a cube primitive, scaled appropriately. Next, a single blue pin was created 
by inserting a cylinder and rotating it accordingly. The additional pins were created by 
duplicating the original cylinder and translating them accordingly, a seamless process. 
Generating the green block in the back of the part was done by inserting another cube 
primitive and scaling it appropriately. The trapezoidal angle brackets on the back of the 
part were created by inserting a cube and utilizing a combination of scaling and FFD to 
create the angle on the bracket. Cylinders were inserted and scaled to represent the grey 
collars shown in the middle of Figure 12. The completed part in the current conceptual 
design environment is show in Figure 13. 
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Figure 13: Test Part in Conceptual Design VR App 
For a feasibility comparison, creation of this part was as simple as in the ASDS, 
and much easier than in a CAD package. Creation and manipulation of geometry was 
efficient due to the ability to import primitives which represented certain aspects of the 
design. The primitives were then scaled to appropriate dimensions using tools which 
provided direct interaction with the geometry. With some additional refinements, a 
formal user evaluation could be conducted in the future. Table 2, below, summarizes the 
qualitative advantages and disadvantages associated with the two systems is shown 
below. Overall the comparison was utilized to identify specific advantages and 
disadvantages associated with each system. Each system satisfied five of the seven 
parameters in this non-weighted comparison. The benefit of such a comparison is that 
pitfalls of each system are identified, and therefore can be improved upon in future work. 
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Table 2: Qualitative Comparison between the ASDS and a Conceptual Design Environment in a Commodity HMD 
Parameter Advanced Systems Design Suite (ASDS) 
Conceptual Design 
Environment in a 
Commodity HMD 
Immersive 
Visualization 
Yes Yes 
Manipulation in 
Immersive 
Environment  
No Yes 
Extensive Primitive 
Library 
Yes No 
Appropriate 
Toolset 
Yes Yes 
Free-Form 
Deformation 
No Yes 
Ability to Import 
Geometry 
Yes Yes 
Component 
Multiselection 
Yes No 
 
During this comparison, it was apparent that a few refinements could be added to 
improve the overall user experience. When manipulating the angular bracket on the test 
part control points along the edge of the bracket had to be adjusted individually. It would 
have been advantageous to be able to select multiple control points simultaneously so that 
only one translation of the control points was necessary. Being able to do so would improve 
precision and allow a designer the ability to make the angle uniform across each of the 
control points. Additionally, due to the limited number of primitives in the conceptual 
design environment the collars had to be represented with cylinders. As shown in Figure 
13, two cylinders are stacked on top of each other to visually represent the hollow collar. 
A more accurate representation of the collars would’ve been a cylindrical shape with the 
center removed.  The more general issue here was a limited primitive library. Fortunately, 
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adding primitives to the conceptual design environment is rather easy. Doing so simply 
requires generating the desired part in a CAD package and including it in the primitive’s 
library. 
Overall, the qualitative comparison of the test part generated in the ASDS and this 
work was fruitful. The test identified some minor pitfalls of this system, it’s advantages, 
and areas for future work. The major advantages stemmed from the ability to 
simultaneously visualize and manipulate geometry in a fully tracked immersive 
environment, supporting the use of commodity HMDs. The test suggested that the program 
is on its way towards becoming a beneficial tool for VR conceptual design in addition to 
unveiling necessary future work.  
Conclusions  
The aforementioned proof of concept immersive design environment, displayed on 
a commodity VR HMD, takes a step towards the realization of conceptual design in 
commodity VR HMDs. Advances in technology have allowed for commodity VR systems 
to be commercially available, allowing them to be an advantageous display for conceptual 
engineering design. The advantages of viewing, manipulating, and evaluating full scale 
models in a high fidelity immersive 3D environment were qualitatively identified. An 
intuitive manipulation mechanism in the form of a WIM model and a natural 3D user 
interface allows users to harness the benefits of the 3D immersive environments found in 
VR.  
 The use of a low cost, commodity, HMD overcomes the hurdles associated with 
large and costly VR systems. The chosen HMD, the HTC Vive, also allows for 
collaborative applications to be built with multiple headsets so collaborative design and 
design review can be achieved with this system.  
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Future Work 
Future work on this proof of concept system will involve incorporating the ability 
to load CAD models directly into the system without a conversion to a polygonal mesh in 
the form of a .OBJ .fbx or .3ds file format via an external software package. The ability to 
import CAD models into a 3D VR environment in their native format, without an external 
conversion, saves time and bridges the gap between geometry manipulation in 2D and 3D 
environments.  
The improvements identified in the preliminary analysis of this conceptual design 
environment should also be added. Specifically, the ability to select multiple parts or 
control points before performing transformations would provide the user with more 
precision over the placement of components of the final design. Additionally, more 
primitives should be added to the parts library to allow the user to generate more realistic 
designs.  
A thorough evaluation in the form of a user study should be conducted on this proof 
of concept system. The user study should occur after the implementation of the 
aforementioned improvements. The benchmark for such a user study should be a traditional 
2D CAD package or a conceptual design environment such as the ASDS. Quantitative and 
qualitative user feedback should be gathered to fine tune the system and compare the two 
design environments. Ideally, users with no experience in CAD or VR design environments 
would be tested to eliminate bias due to experience or familiarity with either system. 
Analysis of the user study results would validate or refute many of the proposed benefits 
of melding CAD tools and VR in a low cost, immersive, environment. The user study 
feedback would also address many of the issues Berta lists in terms of file transfer between 
CAD and VR packages.  
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Optimization of the 3D UI should be performed as more research is conducted on 
which elements and features of a 3D UI should be utilized and how they should be 
displayed. The aforementioned user study may highlight areas of the 3D UI that should be 
fine-tuned to better suit users’ needs.  
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CHAPTER 4: SUPPLEMENTAL FEATURES & CORRESPONDING 
METHODOLOGY 
 The following extended methodology section covers three topics which were not 
included in the journal paper due to a word limit and scope. The topics include: CAD 
import and model export functionality, free form deformation, and the 3D User Interface 
implemented. 
CAD Import and Model Export Functionality 
Of importance to designers is the ability to utilize existing geometry in their 
designs. The ability to import previously generated CAD models allows designers to test a 
plethora of changes to the geometry without having to spend copious amounts of time 
recreating the models from scratch in a file format conducive to a VR environment. Since 
conceptual designs may be redesigns of an existing product it is extremely important to be 
able to import existing geometry into a conceptual design environment. For instance, if a 
company were redesigning a specific aspect of a large commercial vehicle it would be 
tedious to recreate geometry for the entire vehicle prior to making adjustments to a specific 
subsection of the vehicle.  
Built into the proof of concept conceptual design environment is the ability to 
directly import models generated in CAD. Importing CAD models is made possible by the 
CAD Importer plugin from the Unity Asset Store. A free trial of the software was utilized 
in order to test the ability to import CAD models directly into the conceptual design 
environment. The CAD models must be in a .stl or .iges file format in order to be properly 
imported. When imported properly, the scale of the geometry persists. The process for 
importing CAD geometry into the conceptual design environment is both efficient and easy 
to use. There are two options for importing CAD geometry into the conceptual design 
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environment. The first method involves importing the CAD files prior to deploying the 
application while the second method allows users to import CAD geometry after launching 
the design environment executable. For the first method a user opens the Unity3D Editor 
and simply click Assets > CAD Importer from the toolbar. Doing so will generate the 
window shown in Figure 14. Simply open a file explorer and drag and drop the CAD 
geometry file path into the “Drag & Drop” box at the bottom of the window in Figure 14. 
A user may choose to specify the target number of vertices. If not algorithms will be used 
to determine an optimal number of vertices based on the geometry being imported.  
Additionally, a user may specify the overall model fidelity on import by adjusting how 
smooth or rough the geometry appears, as shown in Figure 14. Adjusting the import 
settings to provide more smooth geometry will require more resources. If no adjustment is 
made to the setting determining how smooth or rough the geometry is, the imported 
geometry will have a medium level of smoothness. After finalizing the import settings, a 
user will press the import button and the geometry will be converted and imported into the 
scene.  
 
Figure 14: CAD Importer 
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To make the import process more user friendly the same CAD conversion ability 
was built directly into an executable for the conceptual design environment. Custom scripts 
and a graphical user interface were implemented to allow the user to import CAD geometry 
directly into the deployed application. To utilize the aforementioned functionality the user 
first launches the conceptual design environment application on a desktop PC. Next, the 
user clicks the “Import CAD” button on the toolbar at the top of their screen. A similar 
window as shown in the figure above will appear. A user must paste the file path to the 
CAD file into the appropriate “Import Asset Path” box. The user may then specify import 
parameters using sliders or input boxes shown in the Figure 15.  
 
Figure 15: CAD Importer in Deployed Application 
After specifying the desired parameters the user may press the “Import” button at 
the bottom of the GUI. Doing so will display a progress window while the geometry is 
being converted. The conversion process involves generating a polygonal mesh out of the 
existing CAD model data. Once the geometry is imported it will appear at the origin of the 
scene, assuming the geometry does not contain an offset from the origin. The user may 
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reposition the geometry on the 2D workstation or transition to the VR mode to manipulate 
the geometry.  
After manipulating the existing geometry in the VR environment a user may wish 
to export their changes for later viewing and possible recreating in a CAD environment. 
To allow users to visualize their conceptual designs outside of the design environment the 
functionality to export models as polygonal meshes was implemented. A user simply takes 
off the headset and clicks the “Export as OBJ” button from the desktop application. Doing 
so takes the geometry in the scene and generates a OBJ file of the geometry. The OBJ file 
is exported to a “Saved Geometry” folder and may be accessed by the user immediately.  
Free Form Deformation (FFD) 
The free form deformation capabilities in this conceptual design environment allow 
users to manipulate the position of control points surrounding a selected piece of geometry 
in order to manipulate the features of the geometry’s mesh. When a user selects a 
component in the design environment, a control box containing twenty-four control points 
is dynamically generated around the selected component. The control box is generated in 
the form of a rectangle and surrounds the geometry based on the minimum and maximum 
positions of the component’s mesh in all three dimensions. Dynamically generating the 
control box to fit the size of the selected part with a specified number of points allows the 
control points to always appear on the outside of the geometry. Displaying control points 
inside the geometry would be fruitless because the polygonal mesh only represents the 
surface of the geometry. Therefore, even if control points inside a piece of geometry were 
adjusted the weight distribution of the part would remain unaltered.  
In order for the control points to influence the mesh of the selected part, each vertex 
of the selected mesh must have a specific weighted value in relation to it’s nearest control 
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points. The weighted value of each vertex, with relation to a specific control point, 
determines how much that vertex is influenced by a corresponding change in position of a 
control point. To determine the weighted values of the relationships between vertices and 
control points, Bernstein polynomials were utilized. Bernstein polynomials both map the 
vertices to control points and determine the appropriate weights associated with the 
mapping. The closer a control point is to a specific vertex, the more influence that control 
point will have on the respective vertex when the control point is moved to a new position. 
When control points are moved the mesh of the selected part updates in real time. Real-
time mesh deformation allows the user to see the exact changes they are inflicting on the 
geometry with no delay. To map each vertex to a control point a local coordinate system is 
used with X0 as the origin. A visual of the coordinate system with S, U, and T axes is shown 
in Figure 16 below. 
 
 
Where s, t, and u are normalized values for each component of a vertex given in 
relation to unit vectors as shown in Equation 1 below.  
Figure 16: Coordinate System for Vertex X 
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Equation 1: Normalized values for s, u, and t components 
The equation associated with vertex X is given by the weights of associated control 
points from the FFD control box. See Equation 2 below.  
 
Equation 2: Bernstein Polynomial Weighted Control Point 
 
3D User Interface 
The 3D UI implemented in the conceptual design environment minimizes button 
clicks required from the user to achieve a desired outcome. Specific design principles were 
implemented to allow users to directly interact with parameters. For instance, to adjust the 
weight of a selected piece of geometry a user may pull up the assessment panel and move 
the slider associated with the part’s weight to a desired value. To adjust the slider a user 
simply grabs the slider knob and adjusts it accordingly. There is no need to pull up a 
numerical keypad and click each digit for the target weight. The implemented process 
involves one trigger press as the user adjusts the slider to an appropriate value as opposed 
to multiple button presses to open a keypad and enter the value.  
In addition to the assessment panel being optimized for a 3D environment, buttons 
on the HTC Vive controllers were used to display dynamic menus for part manipulation. 
The dynamic menus are located on the capacitive sensing touchpads of each controller. 
When a user places their thumb on either touchpad a labeled menu appears with a 
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maximum of 5 options. Once controller is designated to virtual navigation and the other 
controller allows the user to access a variety of features ranging from part manipulation to 
displaying assessment values. The virtual navigation controller is very intuitive as it 
displays four arrows overlaid on the circular touchpad indicting the direction the user will 
translate, when pressed. The part manipulation controller initially displays options for the 
user to scale, assess, rotate, or translate a selected part. Once one of the buttons is pressed, 
the menu changes to display new options associated with the selection.  
 
Pressing the move button, shown in Figure 17, displays a new menu with options 
to delete or duplicate a part, go back to the previous menu, or undo the previous change 
made to the selected part. The newly displayed menu, after pressing the Move button, is 
shown in the right image of Figure 17, above. Utilizing dynamic menus allows the designer 
more control over what the buttons on the controllers are capable of doing. Additionally, a 
menu change indicates that the system registered input from the user through visual 
feedback.  
Figure 17: Part Manipulation Options 
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Overall features detailed in this extended methodology section attempt to address 
issues found in previous conceptual design systems and the preliminary analysis of this 
work. Additional features may be added to improve the conceptual design experience.  
 
CHAPTER 5: CONCLUSIONS AND FUTURE WORK 
 
 The aforementioned proof of concept immersive design environment, displayed on 
a VR HMD, takes a step towards conceptual design in commodity VR being realized. 
Advances in technology have allowed for commodity VR systems to be commercially 
available, allowing them to potentially be an advantageous display for conceptual 
engineering design. The advantages of viewing, manipulating, and evaluating full scale 
models in a high fidelity immersive 3D environment were qualitatively identified. An 
intuitive manipulation mechanism in the form of a WIM model and a seemingly natural 
3D user interface allows users to harness the benefits of the immersive 3D environments 
found in commodity VR.  
 The use of a low cost, commodity, VR HMD overcomes the hurdles associated with 
large scale and costly VR systems. The chosen VR HMD, the HTC Vive, also allows for 
collaborative applications to be built with multiple headsets so collaborative design and 
design review can be achieved with this system. The system currently allows designers to 
import existing geometry and modify it through the utilization of geometry manipulation 
tools optimized for the task at hand. Free form deformation of models can be performed in 
addition to adding primitives to existing geometry until a desired conceptual design is 
generated. In the conceptual design environment users may perform preliminary analysis 
by viewing the mass, cost, and weight distributions of each part. The user may then export 
 
 
57 
their conceptual designs for later viewing and analysis. This proof of concept system takes 
steps towards the realization of a mainstream conceptual design environment in a 
commodity VR HMD.  
The conclusions gathered from this work highlight the need for future work in this 
field.  Future work on this proof of concept system will involve adding specific features 
to improve the usability of the environment and increase the feature set. Additionally, a 
user study to evaluate this proof of concept conceptual design environment against 
traditional design methods would be beneficial.  
The targeted feature additions will improve the usability of the software and add 
functionality which benefits designers during conceptual design. One streatch goal is 
implementing the ability to load native CAD models directly into the system without a 
conversion to a polygonal mesh. The ability to import CAD models into a 3D VR 
environment in their native format without a conversion saves time and bridges the gap 
between geometry manipulation in 2D and 3D environments. The aforementioned import 
process is non-trivial and will require major advances and breakthroughs in the field.  
Optimization of the 3D UI should be performed as more research is conducted on 
which elements and features of a 3D UI should be utilized and how they should be 
displayed. At this point, there is not a definitive guide covering how 3D user interfaces 
should be developed. Additionally, the optimal interaction techniques for 3D UIs are not 
currently known. After refining the UI, a user study may highlight areas of the 3D UI that 
should be fine-tuned to better suit user needs.  
A thorough evaluation in the form of a user study should be conducted to test the 
conceptual design environment’s proposed usefulness. The benchmark for such a user 
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study should be a combination of certain conceptual design requirements and features from 
an existing 2D conceptual design environment, such as the ASDS. Quantitative and 
qualitative user feedback gathered during a user study can identify areas for system 
improvements. Ideally, users with no experience in CAD or VR design environments 
would be tested to eliminate bias due to experience or familiarity with either system. 
Analysis of the user study results would validate or refute many of the proposed benefits 
of melding CAD tools with commodity VR technology. The user study would also address 
many of the issues that Berta lists in terms of file transfer between CAD and VR packages.  
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