The Bevalac accelerates charged particles as massive as iron up to energies in excess of 2 GeV/amu (1) • These charged particle beams are used in a variety of radiobiological experiments. As part of this program, there is considerable interest in determining the absolute value of the relative biological effectiveness. Tb make this possible, it is essential that physical measurements be made with sufficient accuracy to enable the absorbed doses in tissue to be calculated to an accuracy of 5% or better.
Many different techniques of charged particle dosimetry are used at the Bevalac facility, including, for example, nitrogen-filled ionization chambers (2) , tissue-equivalent ionization chambers (3), thermoluminescent dosimeters (4), nuclear emulsions (5) , and a Fricke dosimeter· (6) .
Experience has shown that nitrogen-filled ionization chambers are convenient instruments for monitoring charged particle beam irradiations.
Ionization chamber measurements allow the absorbed dose in the irradiated specimens to be calculated, provided the average energy W required to produce an iron pair in the nitrogen gas is known.
Determinations of W for charged particles in the energy range of the 
IONIZATION CHAMBER THEORY
The charge, Q, collected under conditions of electronic equilibrium as a result of the passage of a number, N, of particles across the plates of a parallel-plate ionization chamber placed normally to a uniform, parallel charged particle beam is related to the average energy required to create an ion pair, w, by the equation:
where w is measured in eV and: are collected and are due to the particle fluence between these radii.
These assumptions are reasonable because the measurements were made with beams of low divergence. Measurements made using all six regions for various beam distributions show these assumptions to be valid. The ionization chambers were operated under conditions where an increase in applied voltage on the collecting electrode resulted in no detectable increase in charge collected.
Radiation Fields
In order to obtain measurements using all regions of the large ionization chambers, beam focusing elements were adjusted to produce as large a beam spot as feasible, with minimal divergence at the ionization chamber. Typical beam dimensions have full-width, half maximum of 10-12 em.
Beam intensities at the Bevalac are not sufficient to provide a uniform ·.r particle flux density using only the beam focussing elements over radiation fields as large as those used in these measurements. Many measurements have explored the beam intensity distribution of large radiation fields b 9 2 ") --9at the Bevalac (4,5,7). They all show that for the defocussed beam the intensity is not generally uniform or symmetrical about the beam axis, but the average particle fluence, ¢<r>, at a given distance, r, from the beam axis is well expressed by a Gaussian distribution of the form:
where <l>o is the particle fluence on the beam axis and cr is the standard deviation of the distribution.!
Particle Fluence Crossing the Chamber Regions
It was found convenient to sample the particle fluence over small In the case of the central chamber, where a dosimeter is placed on the beam axis, determining <j > 0 , the total number of particles crossing a circle of radius r, N(r), is given by:
It is sometimes convenient to relate the particle flux to the measured A average fluence, <l>m, and to the collecting plate area, A, by a geometrical factor, Fe, defined by: We may define a geometrical factor, Fa, as before, which for annular regions is given by: 
Substitution into Eqs. (4) and (6) shows that, for the chambers and radiation fields used in these measurements, the geometrical corrections were small and always less than 2%.
Given the geometrical factors we may then write:
N{ri,ri+l} = F(a,i,i+l) $rnA (7) where ¢m is to be determined experimentally and A is the collecting plate area. .. where there are n dosimeters at distance r from the beam axis, Li(r} is the reading of the dosimeter of the ith dosimeter, and g is a factor that I converts dosimeter readings to heavy ion fluence.
Experimental Determination of Particle Fluence
-12-A A comparison of the two experimental techniques for determining¢ {r), using carbon ions, gave agreement to better than 5%.
5.-Absolute Calibrations of Thermoluminescent Dosimeters
The quantity of light emitted, L, in arbitrary units (TLU), emitted by a dosimeter exposed to a fluence, ¢ , of charged particles is given by:
where E is the dosimeter efficiency for the ions relative to 60co photons3 and Tis the light emitted per unit exposure (R). The value of f is 0.805 rads/R (19) ; substituting into Eq. (10) and rearranging, we see that in a uniform radiation field the ion fluence, ¢ 1 is given by: Comparison with Eq. (9) shows that g is given by:
Thus 1 if L, E , and T are measured and ( dE) calculated, the ion fluence dx LiF can be determined.
Smith et al. (5) have described the techniques used to calibrate the thermoluminescent dosimeters in terms of particle fluence. Two methods have been used in the work reported here. In the first method, thermoluminescent dosimeters were exposed, simultaneously with visual detectors (e.g., nuclear emulsion (4), AgCl crystals (4)), to a few rads or less. In the second method, thermoluminescent dosimeters were irradiated simultaneously with activation detectors. A convenient reaction is· the . production of llc from 12c (20, 21) . This second technique had the advantage that irradiations were performed corresponding to the absorbed doses used in radiobiological experiments; consequently, the linearity in response of the TLD's is not invoked, and the tedium of optical scanning was avoided.
Measurements of E the charged particle irradiation have been made and are sunimarized in '!'able II. These measurements are described elsewhere (5, 22, 23) .
When using 7LiF thermoluminescentdosi.meters it is good experimental technique to always expose control dosimeters to 60co photons concurrently· with the charged particle exposures. If these control dosimeters are then annealed and read with the experimental dosimeters, possible fading or processing errors are eliminated.
• .si.unmary
Combining Eqs. · (la), (7) , (9) , and (12) we obtain: (13) where S is the ratio of the stopping power of N2 to that of LiF.
In all the measurements reported here, s has the value of 1 em and substituting the value e = 1.602 x lo-19 coulomb we have: where L is the average thermoluminescent dosimeter reading, and <Jm is the charge collected (in coulombs); W is in eV when pis measured in g cm-3
and A in cm2. The first measurements, using carbon ions, established the gene.ral technique for the other two species of ion. The carbon ion data are therefore somewhat less accurate than the neon and argon data. The largest sources of statistical fluctuations in the values of W are due to variations in sensitivity of the individual thermoluminescent dosimeters and in the accuracy of the dosimeter calibration, and to inhomogeneities in the radiation field. The dosimeters used in these measurements were selected to lie within +5% of the mean of the batch.
The standard deviation of a single dosimeter reading was determined to be +2.65%. Thus, in those cases where 12 or more dosimeters were used, the standard deviation on the mean, assuming a uniform radiation intensity, would be less than 1%. ~tatistical fluctuations due to beam inhomogeneity are more difficult to assess. It is greatest for the central collecting region where dosimeters are placed only at the center of the electrode. 
Analysis of the data of

