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Abstract
Let r , s and t be integers and let c(r) be such that every graph G with at least c(r)|G| edges has a Kr
minor. We prove that there is a function fr,s,t (n), with fr,s,t (n) = o(n) as n → ∞, such that every graph
of order n and having at least (c(r) + s − 1)n + fr,s,t (n) edges contains either t disjoint Kr minors or a
Ks,t minor.
c© 2006 Elsevier Ltd. All rights reserved.
1. Introduction
Mohar asked whether there exists a function f (r) such that, if a graph G has at least f (r)|G|
edges and sufficiently many vertices, then it has t disjoint Kr minors (written G  t Kr ) or it
has a Kr,t minor. The point here is that the average degree of G depends on r alone; the only
dependence on t is hidden in the phrase “sufficiently many vertices”, by which of course is meant
that there is a number n0(r, t) such that the result holds whenever |G| > n0.
Bo¨hme and Kostochka [3] have answered Mohar’s question by giving a short proof that
f (r) = 2c(r) + r works. The function c(r) is defined by
c(r) = min{c : e(G) ≥ c|G| implies G  Kr }.
Mader [10] showed c(r) exists and Kostochka [7] estimated it. The asymptotic value of c(r) was
shown in [13] to be (0.319 . . . + o(1))r√log r : however the results of the present paper (and
indeed of [3]) do not depend on the value of c(r) but only on its existence.
The factor 2 in the formula given by Bo¨hme and Kostochka is not needed. This is made clear
by the following result, which also distinguishes the two different roles played by r in Mohar’s
question.
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Theorem 1.1. Let r , s and t be integers. Let G be a graph of order n ≥ 1 with at least
(c(r) + s − 1)n + 8rst s!n1/2 edges. Then G  t Kr or G  Ks,t .
The purpose of this paper is to give a short proof of Theorem 1.1. The theorem is best possible
in the following sense. Let H be some graph of size (c(r) − )|H | with no Kr minor, and form
a graph G of large order by taking very many disjoint copies of H together with a disjoint copy
of Ks−1, every vertex of which is joined to every vertex in every copy of H . Then G has more
than (c(r) + s − 1 − 2)|G| edges if G is large. But G does not have a t Kr minor if t ≥ s, nor
does it have a Ks,t minor if t ≥ |H |. Therefore the quantity c(r) + s − 1 in the theorem cannot
be replaced by anything smaller. (Of course, the error term is not at all best possible.)
Theorem 1.1 casts light on how many edges are needed to force a t Kr minor itself. For any
graph H we can define
c(H ) = min{c : e(G) ≥ c|G| implies G  H }.
Thus c(Kr ) in this notation is the same as c(r) above. Though Myers and Thomason [12] have
described c(H ) to within o(|H |), it was pointed out in [14] that if H is disconnected then there
need not be arbitrarily large graphs G having no H minor but still having close to c(H )|G| edges.
Indeed, defining
c∞(H ) = lim
n→∞ inf{ c : |G| ≥ n and e(G) ≥ c|G| implies G  H },
it was shown in [14] that
(a) c∞(pKr ) = (1 + o(1)) c(r) for p fixed and r → ∞, and
(b) c∞(pKr ) = p(r − 1) − 1 for p ≥ 20c(r).
It can now be seen from Theorem 1.1, applied with t = s = pr , that (a) holds for
p = o(c(r)/r), since Ks,t contains at least p disjoint Kr minors. The proof of Theorem 1.1 is
nevertheless much simpler than the proof of (a) given in [14]. It is likely too that (b) holds even
if p is only moderately larger than c(r)/r , and indeed the following proposition, also proved
in [14], probably holds for p in this range.
Proposition 1.2. Let r ≥ 2 and p ≥ 20c(r) be natural numbers, and let m = p(r−1)−1. If G is
a graph of order n > 22prm with e(G) ≥ e(Km + K n−m) and G  pKr , then G = Km + K n−m.
The cases r = 2 and r = 3 of this proposition are classical results of Erdo¨s and Gallai [5] and of
Erdo¨s and Po´sa [6].
It is appropriate to mention here also a recent and related theorem of Bo¨hme, Kawarabayashi,
Maharry and Mohar [2], who consider the minimum connectivity (rather than size) of a large
graph with no Kr minor. They show that if κ(G) ≥ 16r then G contains t disjoint Kr minors or
it contains a subdivision of Kr,t , provided |G| is large (depending on both r and t). Their theorem
(which is actually stronger than stated here) is the first to show that linear connectivity suffices
to ensure a complete minor in a large graph. The proof, however, is much deeper than anything
given in this paper, relying as it does on the full graph minor theory of Robertson and Seymour.
The proof of Theorem 1.1 will be completed in Section 3, after an examination in Section 2
of complete bipartite minors in unbalanced but sparse bipartite graphs. We use the notation of
Bolloba´s [4].
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2. Unbalanced bipartite minors
What average degree in a graph guarantees that it has a Ks,t minor? If s = βk and
t = (1 − β)k, so |Ks,t | = k, then the required average degree was shown by Myers and the
author [12] to be asymptotically 4√β(1 − β)c(k), for β fixed and k → ∞. (Observe that if
β = 1/2 this same average degree guarantees a Kk minor.) We call this the “balanced” case.
But if s and t are very different, as is the case of interest in Theorem 1.1, the required average
degree behaves differently. Responding to a question of Myers [11], Ku¨hn and Osthus [9] have
shown that the borderline between the balanced and unbalanced cases occurs when t is of order
s log s, and that the average degree needed to force a Ks,t minor in the unbalanced case is t+o(t).
Kostochka and Prince [8] have obtained a very precise result, showing that, for large t , the
average degree lies in the narrow range t + 3s − 5√s to t + 3s.
Here we need yet another different result (Theorem 2.2). It says that if Ks,t is unbalanced and
the graph in which we are looking for a Ks,t minor is itself an unbalanced bipartite graph, then
the average degree needed to guarantee the minor drops right down from around t to around s−1.
Before stating and proving Theorem 2.2 we give a simple lemma (Lemma 2.1) stating that we
can always find a Ks,t minor in a sufficiently dense graph. This fact follows, of course, from the
results cited at the beginning of this section, which give much better estimates than the lemma.
But we give the lemma nevertheless, for two reasons: firstly, it gives an explicit bound linear in t
and, secondly and more importantly, it yields a proper Ks,t minor, defined as follows. As always,
a Ks,t minor in a graph G is a collection of disjoint subsets Wv ⊂ V (G), v ∈ V (Ks,t ), such
that each G[Wv] is connected and such that there is an edge in G between Wv and Ww whenever
vw ∈ E(Ks,t). The minor is said to be proper if |Wv | ≥ 2 for every v ∈ V (Ks,t). Properness
will be crucial during the induction step in the proof of Theorem 2.2.
Lemma 2.1. Every non-empty graph G with at least 2s+1t|G| edges has a proper Ks,t minor.
Proof. We prove a marginally stronger result, with 2s+1t − 1 in place of 2s+1t . We may assume
that G is minimal with respect to taking minors, subject to having at least (2s+1t − 1)|G| edges.
In particular G has minimum degree at least 2s+1t , and every edge lies in at least 2s+1t − 1
triangles.
We proceed by induction on s, beginning with the case s = 0, which is interpreted as meaning
that G must have t independent edges. But this case is immediate, since G has minimum degree
at least 2t . (A better result in this case is that of Erdo¨s and Gallai [5].)
Now, for s ≥ 1, take any vertex v, choose a neighbour w of v, and let H = G[Γ (v) − {w}].
Since every edge of G is in at least 2s+1t − 1 triangles we have δ(H ) ≥ 2s+1t − 2, so
e(H ) ≥ (2s t − 1)|H |. Thus H has a proper Ks−1,t minor, which with vw gives rise to a proper
Ks,t minor. 
Theorem 2.2. Let G be a bipartite graph with at least (s−1)n+4s+1s!tm edges, where n, m > 0
are the class sizes of G. Then G has a Ks,t minor.
Proof. By an n-vertex (or m-vertex) we mean a vertex in the class of size n (or m). We shall
in fact prove that G contains a Ks,t n-minor, meaning a Ks,t minor such that each set Wy ,
y ∈ V (Ks,t ), that is contracted to form the minor, contains an n-vertex. Notice that a proper
Ks,t minor is necessarily an n-minor.
We may suppose that G is a bipartite graph that is minimal with respect to taking minors and
having at least (s − 1)n + 4km edges, where k = 4ss!t . Then e(G) = (s − 1)n + 4km. Moreover
every n-vertex has degree at least s and every m-vertex degree at least 4k + 1.
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We proceed by induction on s. Now any m-vertex of degree at least t +1 gives a K1,t n-minor,
and because 4k > t the result for s = 1 follows at once.
Consider now an n-vertex w of degree d ≥ s ≥ 2 and let u, v be two of its neighbours. Form
an (n − 1)× (m − 1) minor by contracting uwv to a single m-vertex, deleting the resulting d − 2
edges in the m-set. By the minimality of G we must have lost at least s + 4k edges, so u and v
must have at least s + 4k + 1 − d common neighbours.
Let Z be the set of n-vertices with degree at least 2k + s. Then (since every n-vertex has
degree at least s) we have e(G) ≥ ns + 2k|Z |, so |Z | ≤ 2m. Suppose every m-vertex has at
least k neighbours in Z . Denote by H the bipartite graph spanned by Z and the m-vertices.
Then |H | ≤ 3m, but e(H ) ≥ mk ≥ (k/3)|H | > 2s+1t|H |, so G has a proper Ks,t minor by
Lemma 2.1, and so the theorem is proved in this case. We may therefore suppose there is an
m-vertex u with at most k neighbours in Z .
Now let x ∈ Γ (u), let A = Γ (u) − Z − {x}, let B = Γ (A) − {u}, and consider the bipartite
graph F spanned by A and B . Since |Γ (u)| ≥ 4k + 1 we have |A| ≥ 3k by definition of u, so
A = ∅. By definition of B , every vertex v ∈ B has a neighbour in common with u, say w ∈ A,
of degree d ≤ 2k + s. By an earlier remark, it must be that u and v have at least 2k + 1 common
neighbours, and by definition of u at most k + 1 of these lie in Z ∪{x} so at least k lie in A. Thus
e(F) ≥ k|B|.
Since every vertex in A has degree at least s in G, we also have e(F) ≥ |A|(s − 1). Therefore
e(F) = s−2
s−1 e(F)+ 1s−1 e(F) ≥ (s − 2)|A|+ (k/(s − 1))|B|. By the induction hypothesis, F has
a Ks−1,t |A|-minor – that is, a Ks−1,t minor for which each contracted set Wy , y ∈ V (Ks−1,t ),
contains a vertex in A and so contains a neighbour of u. Thus {u, x} together with this Ks−1,t
minor forms a Ks,t n-minor in G, completing the proof. 
Theorem 2.2 is best possible in the sense that there is a function f (s) of s for which
(s − 1)n + f (s)tm edges is not enough. One example showing this can be outlined as follows.
Take a k × k bipartite graph with no Ks,s minor. Blow up each vertex on one side t/s times so
the graph is k × tk/s with no Ks,t minor. Take (m − s + 1)/k disjoint copies of this, together
with a disjoint Ks−1,n−(m−s+1)t/s.
3. Proof of Theorem 1.1
Apart from Theorem 2.2, the other tool we need for the main proof is some kind of assertion
that expander graphs contain large complete minors. The following result is far stronger than we
need but its proof, though subtle, is short.
Proposition 3.1 (Alon, Seymour and Thomas [1]). Let G be a graph of order n with no Kq
minor. Then G has a cutset S ⊂ V (G) with |S| ≤ q3/2n1/2 such that V (G) − S is the union of
two disjoint subsets A, B with |A|, |B| ≤ 2n/3, and no edge of G lies between A and B.
Proof of Theorem 1.1. We may (by, say, Erdo¨s and Gallai [5]) assume r ≥ 3. We shall in fact
prove that if |G| = n ≥ 1 and e(G) ≥ (c(r) + s − 1)n + 8(rs−1)ts!u5n1/2 then G  t Kr or
G  Ks,u . The theorem will follow because 8t > t5. Observe that, since n2 > e(G), we have
n3/2 > 8(rs−1)ts!u5.
Suppose the assertion is false, and let G be a minimal counterexample. Now the theorem
holds for t = 1 by the definition of c(r), so t ≥ 2. Certainly G  Ksu , so by Proposition 3.1
there is a set S ⊂ V (G), |S| ≤ (su)3/2n1/2, such that V (G) − S has a partition A ∪ B with
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|A|, |B| ≤ 2n/3, and no edges lie between A and B . Note that (|S|/n)3 ≤ (su)9/2/n3/2 <
(su)9/2/84ss!u5 < 1/216 so |S| < n/6.
By Theorem 2.2, the number of edges e(A, S) between A and S is at most (s − 1)|A| +
4s+1s!u|S|. Let H be the graph G[S ∪ B] and let h = |H | = n − |A|. Note that h < 5n/6 since
|B| ≤ 2n/3 and |S| < n/6. By the minimality of G, e(H ) < (c(r)+ s − 1)h + 8(rs−1)ts!u5h1/2.
Thus
e(G[A]) = e(G) − e(H ) − e(A, S)
> c(r)|A| + 8(rs−1)t s!u5(√n − √h) − 4s+1s!u|S|
> c(r)|A| +
(
1
12
86s−2s!u5 − 4s+1s!u(su)3/2
)√
n > c(r)|A|,
so G[A]  Kr , and likewise G[B]  Kr .
Thus H  (t − 1)Kr and H  Ks,u , so by the minimality of G we have e(H ) <
(c(r)+s−1)|H |+8(rs−1)(t−1)s!u5√n, and a similar inequality holds for e(G[A∪S]). Therefore,
noting that certainly c(r) < 4r (say by Lemma 2.1), it follows that
e(G) ≤ e(G[A ∪ S]) + e(G[B ∪ S])
< (c(r) + s − 1)(|A| + 2|S| + |B|) + 2 · 8(rs−1)(t−1)s!u5√n
≤ (c(r) + s − 1)n +
(
(c(r) + s − 1)(su)3/2 + 2 · 8(rs−1)(t−1)s!u5
)√
n
≤ (c(r) + s − 1)n +
(
4rss!u5 + 2
64
8(rs−1)t s!u5
)√
n < e(G)
which is a contradiction. This completes the proof of Theorem 1.1. 
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