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Simplifying the minimax disparity model for
determining OWA weights in large-scale
problems
Thuy Hong Nguyen
Abstract In the context of multicriteria decision making, the ordered weighted av-
eraging (OWA) functions play a crucial role in aggregating multiple criteria evalua-
tions into an overall assessment supporting the decision makers’ choice. Determin-
ing OWA weights, therefore, is an essential part of this process. Available methods
for determining OWA weights, however, often require heavy computational loads
in real-life large-scale optimization problems. In this paper, we propose a new ap-
proach to simplify the well-known minimax disparity model for determining OWA
weights. For this purpose, we use to the binomial decomposition framework in
which natural constraints can be imposed on the level of complexity of the weight
distribution. The original problem of determining OWA weights is thereby trans-
formed into a smaller scale optimization problem, formulated in terms of the coef-
ficients in the binomial decomposition. Our preliminary results show that a small
set of these coefficients can encode for an appropriate full-dimensional set of OWA
weights.
1 Introduction
In many disciplines, decision makers have to deal with problems involving the ag-
gregation of multicriteria evaluations and producing overall assessments within the
application context. The ordered weighted averaging function (OWA) introduced by
Yager [23] is a fundamental aggregation function in decision making theory. One of
the main motivations behind selecting the OWA functions for multicriteria aggrega-
tion is their flexibility in providing a general class of weighted aggregation functions
bounded by the min and the max functions.
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The determination of appropriate OWA weights is thus a very important object
of study when applying OWA functions in the context of decision making. Among
the various methods for obtaining OWA weights that can be found in the litera-
ture, namely [21, 22, 24], and more recently [2, 7] and [15], we can distinguish the
following methodological categories: a) methods based on learning OWA weights
from data, b) methods based on weight-generating functions, and c) methods based
on the characteristic measures of orness and disparity.
In this paper we focus on the problem of determining a special class of OWA
functions based on the disparity measure under a given level of orness, since these
two measures can lead to OWA weights associated with different attitudinal char-
acters of decision makers, see [16, 23]. Depending on their weighting structure,
OWA functions reflect different preferences of decision makers, from the optimistic
to the pessimistic attitude. The attitudinal character of decision makers is measured
by their orness, which takes values in the unit interval. The maximum (minimum)
orness value is attained when decision makers are purely optimistic (purely pes-
simistic). On the other hand, the disparity evaluates the non-uniformity of the OWA
weights. In the case of the arithmetic mean the disparity takes its minimal value.
In the literature several methods have been introduced to obtain the optimal
weights by using the disparity measure. After the pioneering work of O’Hagan [17]
on the maximal entropy method and the variance-based methods of Yager [25] and
Fuller and Majlender [9], Wang and Parkan [20] proposed the minimax disparity
method in which the objective is to minimize the maximum absolute difference be-
tween two adjacent weights. Liu [14] proved the equivalence of the solutions of the
minimumvariance approach suggested by Fuller andMajlender [9] and the minimax
disparity model proposed by Wang and Parkan [20] under a given level of orness.
Extensions of disparity-based models for determining OWA weights are presented
in [1, 8, 10, 18, 19]. In this paper, we focus on the minimax disparity model since it
has recently received a great deal of interest in the literature and is easy to solve due
to its simple linear programming formulations.
The usual academic instances of the minimax disparity model focus on solving
problems with small dimensions (n= 3,4,5,6). However, in applied operational re-
search, optimization problems are often much more complex and require a heavy
computational demand when there are hundreds or thousands of variables. In order
to overcome the complexity of high-dimensional problems, we consider the bino-
mial decomposition framework, proposed by Calvo and De Baets [6], see also Bor-
tot and Marques Pereira [4] and Bortot et al. [3, 5], which refers to the k-additive
framework introduced by Grabisch [11, 12, 13]. This framework allows us to trans-
form the original problem, expressed directly in terms of the OWA weights, into a
problem in which the weights are substituted by a new set of coefficients. In this
transformed representation, we can consider only a reduced number of these co-
efficients, associated with the first k-additive levels of the OWA function, and we
can set the remaining coefficients to zero. In this way the computational demand in
high-dimensional problems is significantly reduced.
The remainder of this paper is organized as follows. In Sect. 2 we briefly review
the ordered weighted averaging functions and their representation in the binomial
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decomposition framework. Section 3 reviews the recent development of the mini-
max disparity model for determiningOWAweights. In Sect. 4 we recall the minimax
disparity model and reformulate it in terms of the coefficients in the binomial de-
composition framework. We illustrate our approach for dimension n = 10. Finally,
Sect. 5 contains some conclusive remarks.
2 OWA functions and the binomial decomposition framework
In this section we consider a point x ∈Rn, with n≥ 2. The increasing reordering of
the coordinates of x is denoted as x(1) ≤ ·· · ≤ x(n) . We now introduce the definition
of the ordered weighted averaging function and its characterizing measures.
Definition 1. An Ordered Weighted Averaging (OWA) function of dimension n is
an averaging function A : Rn −→ R with an associated weighting vector w =
(w1, . . . ,wn) ∈ [0,1]
n, such that ∑ni=1wi = 1 and
A(x) =
n
∑
i=1
wi x(i). (1)
Different OWA functions are classified by their weighting vectors. The OWA
weights are characterized by two measures called orness and disparity. In the fol-
lowing part we review these two measures and their properties.
Definition 2. Consider an OWA function with an associated weighting vector w =
(w1, . . . ,wn) ∈ [0,1]
n such that ∑ni=1wi = 1, two characterizing measures called or-
ness and disparity are defined as
Orness(w) =
1
n− 1
n
∑
i=1
(i− 1)wi, Disparity(w) = max
i∈{1,...,n−1}
|wi−wi+1|. (2)
Yager [23] introduced the ornessmeasures to evaluate the level of similarity between
the OWA function and the or (maximum) operator. On the other hand, the disparity
measure, as proposed byWang and Parkan [20], is defined as the maximum absolute
difference between two adjacent weights. Its value shows how unequally multicri-
teria evaluations are taken into account in the aggregation process. Both OWA char-
acterizing measures are bounded in the unit interval. Three special OWA weighting
vectors are w∗ = (1,0, . . . ,0), wA = (
1
n
, . . . ,
1
n
) and w∗ = (0, . . . ,0,1). For these vec-
tors we have the orness equal to 0,0.5,1 and disparity equal to 1,0,1, respectively.
In the following we recall the binomial decomposition of the OWA functions as
in Bortot and Marques Pereira[4] and Bortot et al. [3].
Definition 3. The binomial OWA functions C j : R
n −→ R, with j = 1, . . . ,n, are
defined as
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C j(x) =
n
∑
i=1
w ji x(i) =
n
∑
i=1
(
n−i
j−1
)
(
n
j
) x(i) j = 1, . . . ,n (3)
where the binomial weightsw ji, i, j= 1, . . . ,n, are null when i+ j> n+1, according
to the usual convention that
(
p
q
)
= 0 when p< q, with p,q= 0,1, . . ..
Theorem 1. [Binomial decomposition] Any OWA function A :Rn−→R can be writ-
ten uniquely as
A(x) = α1C1(x)+α2C2(x)+ · · ·+αnCn(x) (4)
where the coefficients α j, j = 1, . . . ,n, are subject to the following conditions,
α1 = 1−
n
∑
j=2
α j ≥ 0 and
n
∑
j=2
[
1− n
(
i−1
j−1
)
(
n
j
) ]α j ≤ 1 i= 2, . . . ,n (5)
The detail proof of Theorem 1 is given in Bortot and Marques Pereira [4].
The binomial decomposition (4) expresses the linear combination between the
OWA weights and the coefficients alpha and can be written as the linear system


w1 = w11α1+w21α2+ · · ·+wn−1,1αn−1+wn1αn
w2 = w12α1+w22α2+ · · ·+wn−1,2αn−1
. . . .
wn−1 = w1,n−1α1+w2,n−1α2
wn = w1nα1
(6)
where the binomial weights w ji =
(n−ij−1)
(nj)
, i, j = 1, . . . ,n, and the coefficients α j, j =
1, . . . ,n, are subjected to the conditions (5).
We notice that the coefficient matrix of the linear system is composed by the
binomial weights w ji =
(n−ij−1)
(nj)
, i, j = 1, . . . ,n, with the first n− j+ 1 weights being
positive and non-linear decreasing, and the last j− 1 weights equal to zero. Hence
there always exists a unique vector of coefficients alpha satisfying the linear system
which is triangular and whose coefficient matrix is full rank and invertible.
3 The minimax disparity model for determining OWA weights
The determination of appropriate OWA weights is a very important study when ap-
plying OWA functions in the context of decision making. In this section, we briefly
review the recent development of the specific class of OWA functionswhose weights
are determined by the minimax disparity methods.
In 2005 Wang and Parkan [20] revisited the maximum entropy method intro-
duced by O’Hagan [17] and proposed the minimax disparity procedure to determine
the OWA weights in the convex optimization problem
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Min.
{
max
i∈{1,...,n−1}
|wi−wi+1|
}
(7)
s.t.
n
∑
i=1
wi = 1, Orness(w) = η =
1
n− 1
n
∑
i=1
(i− 1)wi, 0≤ wi ≤ 1
where 0≤ η ≤ 1 stands for the orness of the weighting vector.
The objective function is non-linear due to its formulation encompassing the
absolute difference between two adjacent weights. In order to overcome this non-
linearity, the authors introduced a new variable called δ = max
i∈{1,...,n−1}
|wi −wi+1|
to denote the maximum absolute difference between two adjacent weights. This
expression is rewritten equivalently by two inequations wi − wi+1 − δ ≤ 0 and
wi−wi+1+ δ ≥ 0. The original optimization problem is thereby reformulated into
the linear programming problem
Min. δ (8)
s.t.
n
∑
i=1
wi = 1, Orness(w) = η =
1
n− 1
n
∑
i=1
(i− 1)wi,
wi−wi+1− δ ≤ 0, wi−wi+1+ δ ≥ 0, 0≤ wi ≤ 1
where 0≤ η ≤ 1 stands for the orness of the weighting vector.
The formulation (8) is easy to solve in practice due to its linearity. Many
researchers, therefore, revisited this method and suggested numerous extensions
[1, 8, 10, 18, 19]. In particular Liu [14] proved the equivalence of the solutions
of the minimax disparity model and the minimum variance method suggested by
Fuller and Majlender [9].
4 The minimax disparity model and the binomial decomposition
In Sect. 3, we have reviewed minimax disparity methods for determining OWA
weights. The empirical results in those methods are carried out in the small di-
mensions n= 3,4,5,6. In real-life problems, we usually encounter large-scale opti-
mization problems. One of the challenges that clearly emerges from the abovemeth-
ods in large-scale problems is that the optimization problems formulated directly in
terms of the OWA weights require high computational resources. Our objective is
to improve the minimax disparity methods for determining OWA weights in high-
dimensional problems.
In order to reduce the prohibitive complexity of the optimization problems, we
recall the work of Bortot and Marques Pereira [4]. According to the authors, any
OWA function can be decomposed uniquely into a linear combination of the bino-
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mial coefficients α1, . . . ,αn and the binomial OWA functionsC1, . . . ,Cn, and can be
written as A(x) = α1C1(x)+α2C2(x)+ . . .+αnCn(x), as described in Sect. 2. The
positive aspect of the binomial decomposition framework is the k-additive levels in
which a certain number of coefficients α1, . . . ,αk are used in the process of OWA
weights determination while the remaining coefficients are set to zero. When the in-
formation of the coefficients alpha is available, we can reconstruct the OWAweights
due to their one-to-one correspondence. In this way the computational demand in
high-dimensional problems is significantly reduced.
We now transform the minimax disparity model (8) into a problem in which the
weights are substituted by a set of coefficients α j , j = 1, . . . ,n,
Min. δ (9)
s.t.
n
∑
i=1
α j = 1, Orness(w) = η =
n
∑
j=1
n− j
(n− 1)( j+ 1)
·α j,
n−i+1
∑
j=1
w jiα j−
n−i
∑
j=1
w j,i+1α j− δ ≤ 0 i= 1, . . . ,n− 1,
n−i+1
∑
j=1
w jiα j−
n−i
∑
j=1
w j,i+1α j + δ ≥ 0 i= 1, . . . ,n− 1,
n
∑
j=2
[
1− n
(
i−1
j−1
)
(
n
j
) ]α j ≤ 1 i= 2, . . . ,n
where 0 ≤ η ≤ 1 stands for the orness of the weighting vector. Notice that the
first and the last constraints in our model (9) correspond to the boundary and the
monotonicity conditions of the OWA weighting vector w = (w1, ...,wn) ∈ [0,1]
n
with ∑ni=1wi = 1.
In the following we report the empirical results with respect to dimension n= 10
and k-additive level is equal to n (Table 1). We notice that a number of coefficients
alpha are used is significantly reduced in our model for the central orness values
0.3,0.4,0.5,0.6 and 0.7. In these cases, two non-zero coefficients α1 and α2 are
able to reconstruct the full-dimension set of OWA weights while the remaining
coefficients are zero. In the remaining cases of orness values, a larger number of
coefficients alpha is required to generate the OWA weights. As an example, we con-
sider our proposed model with the orness value equal to 0.2. If the k-additive level
increases from 3 to 10, we obtain better objective values as expected (see Fig. 1).
However it is evident that k = 7 leads to the best trade-off between the accuracy of
the optimal value and the dimensionality reduction of the optimization problem.
Moreover, in Table 1, we observe that the coefficients alpha associated with or-
ness value 0,0.5 and 1 are respectively:
• α = (0,0, . . . ,1), which is associated with the OWA weighting vector w∗ =
(1,0, . . . ,0);
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Table 1: The OWA weights generated by our proposed method for n= 10
Orness(w) 1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 0
Coefficients α
α1 10 4.3 2.71 1.98 1.49 1 0.51 0.02 0 0 0
α2 -45 -5.4 -1.93 -0.98 -0.49 0 0.49 0.98 0 0 0
α3 120 0 0 0 0 0 0 0 0 0 0
α4 -210 0 0 0 0 0 0 0 3 0 0
α5 252 12.6 0 0 0 0 0 0 0 0 0
α6 -210 -16.8 0 0 0 0 0 0 -9 0 0
α7 120 2.4 0 0 0 0 0 0 13.71 8.4 0
α8 -45 9 1.29 0 0 0 0 0 -9.64 -13.5 0
α9 10 -6.5 -1.57 0 0 0 0 0 3.43 7.5 0
α10 -1 1.4 0.5 0 0 0 0 0 -0.5 -1.4 1
OWA weights w
w1 0 0 0 0 .05 0.10 0.15 0.20 0.27 0.43 1
w2 0 0 0 0.03 0.06 0.10 0.14 0.18 0.23 0.31 0
w3 0 0 0 0.05 0.07 0.10 0.13 0.16 0.19 0.20 0
w4 0 0.01 0.07 0.08 0.10 0.10 0.13 0.1 0.07 0 0
w5 0 0 0.06 0.09 0.10 0.10 0.11 0.11 0.10 0 0
w6 0 0 0.1 0.11 0.11 0.10 0.10 0.09 0.06 0 0
w7 0 0.07 0.14 0.13 0.12 0.10 0.08 0.07 0.01 0 0
w8 0 0.20 0.19 0.16 0.13 0.10 0.07 0.05 0 0 0
w9 0 0.31 0.23 0.18 0.14 0.10 0.06 0.02 0 0 0
w10 1 0.43 0.27 0.20 0.15 0.10 0.05 0 0 0 0
δ 1 0.12 0.04 0.02 0.01 0 0.01 0.02 0.04 0.12 1
Fig. 1 The objective value
δ corresponding to the k-
additive levels (for the cases
k = 1,2 there is no solution of
coefficients alpha).
0 1 2 3 4 5 6 7 8 9 10
k
0.03
0.035
0.04
0.045
0.05
0.055
0.06
0.065
0.07
δ
• α = (1,0, . . . ,0), which is associated with the OWA weighting vector wA =
( 1
n
, . . . ,
1
n
);
• α =
((
n
1
)
,−
(
n
2
)
,
(
n
3
)
, . . . ,(−1)i−1
(
n
i
)
, . . . ,(−1)n−1
(
n
n
))
, which is associated with
the OWA weighting vector w∗ = (0, . . . ,0,1).
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5 Conclusions
This study proposes a new methodology for determining OWA weights in large-
scale optimization problems where the cost of computation of optimal weights is
very high. Our model allows the optimization of the OWAweights to be transformed
into the optimization of the coefficients in the binomial decomposition framework,
considering the k-additive levels in order to reduce the complexity of the proposed
model. The empirical result shows that a small set of the coefficients in the binomial
decomposition can model a the full-dimensional set of the OWA weights.
However, there are still some issues that need to be addressed in future research.
For instance, it is necessary to develop an algorithm to identify which k-additive
level in the set {1, . . . ,n} gives the best trade off between accuracy and computa-
tional complexity according to the specific applications. It would also be interesting
to perform a sensitivity analysis of the coefficients in the binomial decomposition
with respect to the OWA weights.
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