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そこで, IMAH を用いることによって, π算法でのプロセスを得る手法を考える. これは抽
象的なレベルから具体的なレベルへと 7 つの階層を下る中で, 段階的に不変量を増大させ
設計していく手法である. 
さらに, この IMAH の最も抽象的なレベルを構成するホモトピーは Homotopy Lifting 







HEP を適用することで XMOS XC 言語へ変換し実際に実装することができる. これにより, 
確実な動作確認やデバッグ, パフォーマンスの評価を行うことが可能となるため, 非常重
要である.本システムの XC 言語での実装は今後の課題としたい.  






Cyberworlds are complicated and sophisticated systems because the system dynamically switches the 
communication on parallel processing. Such a system should be designed and modeled by a different 
conventional formal method. One of the useful methods is the Pi-calculus modeling. However, the 
modeling is also complicated for a system engineer. 
Therefore, using the incrementally modular abstraction hierarchy (IMAH), the pi-calculus process is 
obtained from general concepts to specific entities by climbing down the abstraction hierarchy consisting 
of 7 levels. Moreover, the homotopy on the most abstraction level has the two important properties which 
are called the homotopy lifting property (HLP) and the homotopy extension property (HEP). At the 
homotopy level, the HLP is utilized for composing a given system from several parts of the whole system. 
Designing the registration management system as one of the cyberworlds explained the usefulness of the 
methods. In this paper, the pi-calculus process is obtained. 
As the future work, the HEP is utilized for the process transforming to the XMOS XC languages and the 
obtained codes are implemented on a PC. 
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設計を行うのは難しい. そこで, このようなシステムの設計やモデリングには, π算法がし
ばしば用いられる. 
π算法とはスコットランドの数学者ロビンミルナーが 1990 年代に考案した並列で通信を






そこで, π算法でのプロセス記述を得るまでの形式的手法として, Incrementally Modular 
Abstraction Hierarchy(IMAH)[1] [2] [3]を用いることを考える. IMAH は構成される 7つのレベ
ルを順に抽象的なレベルから具体的なレベルへと階層を降りつつ, 段階的に設計していく
手法である. これにより, π算法でのモデリングを理論的に体系立てて行っていくことが
できる. IMAH の詳細については 2.1.節にて後述する. 
また , IMAH の最も抽象的なレベルを構成するホモトピーは , Homotopy Lifting 
Property(HLP)とHomotopy Extension Property(HEP)という 2つの重要な性質を持つ. これらは, 
数学的には, HLP は射影をホモトピーへと持ち上げ, HEP は内包をホモトピーへと拡張する
と解釈されるが, 情報科学においては, これらの性質を利用することで, それぞれHLPから
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のボトムアップ設計とトップダウン設計を組み合わせて利用することで, 柔軟なシステム
の設計が可能となる. 
本論では, サイバーワールドシステムの 1つとして履修管理システムの設計を IMAHとπ
算法を用いて行う. 具体的には, IMAH の抽象階層を降りていく中で, HLP を用いたボトム




π算法でのプロセスからXMOS XC 言語を得ることができる. XMOSとは非ノイマン型アー
キテクチャのイベント駆動型プロセッサであり, そのプロセッサ上で実行することのでき
る C 言語ライクな手続き型言語がXMOS XC 言語である. 具体的には, 得られたπ算法のプ
ロセス式に HEP を適用することによるトップダウン設計によって, この XMOS XC 言語の
コードを得る. 本論の最後にてこの手法についても説明する.  
  





さらなる詳細については, IMAH や, HLP と HEP を利用したシステムの設計に関しては論文
[1], [2], [3]を, π算法に関しては著書[4]を参考にされたい. 
 
 









図 1. IMAH の抽象階層 
 
IMAH は, 図 1 のようにホモトピーレベル, 集合論レベル, 位相空間レベル, 接着空間レ
ベル, セル空間レベル, 表現レベル, 可視レベルの 7 つの抽象階層によって構成される. 一
般科学においては, 不変量と呼ばれる概念が重要であるが, この IMAH は上述した 7 つの抽
象階層を順番に降る中で, 不変量保存しながら増大させ段階的に設計していく手法である. 
具体的には, まずホモトピーレベルにて, HLP あるいは HEP を利用する. HLP を利用した場
合は, 全体を個々構成要素の集まりへと分解し, 逆に HEP の場合は個々の具体的な構成要
素から全体を構成する. 次に, 集合論レベルでは, ホモトピーレベルで定義された空間に要
素や部分集合といった集合の概念を導入することでより具体化する. 位相空間レベルでは, 
さらに位相的な性質が導入される. 情報科学においては, 離散的なデータの集合を扱うこ
とになるため, このレベルでは代数的位相幾何学が用いられる. 接着空間レベルでは, 2 つ
の独立した部分空間が同等である場合に接着しまとめ, セル空間レベルで, 抽象的な物理
構造が加えられる. 表現レベルと可視レベルは, アプリケーションの分野に依存するが, 例
えば, オブジェクト指向言語によるシステム開発を行う場合には, 表現レベルではクラス
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2.2. Homotopy Lifting Property (HLP)と Homotopy Extension 
Property (HEP) 
 
HLP と HEP は互いに双対となる概念である. 以下で順に説明していく. 
 
h  
Y             E  
   
   
H’ 
 i0                       p 
   
                            H 
Y×I              B 
                                                
図 4.  HLP の可換図 
 
2.2.1 HLP 
HLP は図 4 のような可換図で示される. Eは全空間, Bは底空間, pは Eから Bへの連続関
数, Yは位相空間である. また, i0: Y → Y×0 で, h = H’(y, 0)である. このとき, Y×Iから Bへ
の連続関数 Hに対して pH’ = Hとなり, Yから Eへの連続関数 hに対して H’ i0 = hとなると
き, 連続関数 pは HLP を持つという. このとき, H’は連続関数 pを介して Hを持ち上げ, i0
の上で hを拡張しているという. また, b∈Eに対して, p-1(b)∈Eをファイバーという. なおB
がパラコンパクトなハウスドルフ空間で, Yが CW 複体であるとき, p: E → Bはセールのフ
ァイバー空間となる. これはもっとも一般的なファイバー空間である. 全空間 Eは, Y×Iの
空間と底空間 Bから構成され, これらを組み合わせて目的となる Eを求める 
ホモトピー理論は位相空間と連続写像をベースとしているので, 離散的である情報科学
に応用する場合には次のようにする. 離散的な要素で構成される集合に対しては開集合系
の離散集合を用いる. また, 間隔 I = [0:1]はホモトピー写像を定義する上で重要な役割をこ
なしているが, 情報科学へ応用する場合にはこれを離散とする必要がある. 
間隔として最も分かりやすいのは時間であるが, 離散系の場合には, 時間 Tを n分割した
とすれば, I = 0∪T × 1/n∪T × 2/n∪….∪Tとして扱うことができる. Yの要素 yi は i 番目に人
口の多い都市とすると, YxI は各時点での人口の多い順に並べられた都市を要素とした集合
の集合となる. ここでは, 間隔 I を時間としたが, この間隔は時間以外のものも考えること
ができる.  
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例えば, 人の並びを間隔として捉えるとする. ここで, Google Map のマイマップやセカイ
カメラのような各ユーザが口コミや写真などを対応した場所にアップロードして共有でき
るようなサービスについて HLP を用いて説明すると以下のようになる. Google Map は Eに
作られ, 店舗・施設の口コミ情報は Yに与えられ, Bを地図とする. Eは種類で分けられたレ
イヤーとなっており, 種類としてこれはコンビニ, 飲食店, 公共施設などを考える. 店舗・
施設の情報は, 口コミ情報, 種類, 番地で与えられるものとする. 即ち, Y = Yinfo × Ytype × 
Yaddress とする. なお, yiは i番目に入力された店舗・施設の情報とする. 
間隔 Iはマップ作成に関わる人 Ijの並びとする. 即ち, I = I1 ∪ I2 ∪ … ∪ Inとする. こ
れにより, Y×Iは各人が入力した店舗・施設の情報を要素とする集合の集合となる. 例えば, 
{{(油ソバがオススメ！, 飲食店,東京都小金井市○×), (待ち合わせに便利, 飲食店, 東京都
小金井市○△),…)}, …, {(とても親切に対応してくれます, 公共施設, 神奈川県横須賀市×
△), …}}となる. 最初の{}の中は I1 によって入力された店舗・施設の情報であり, j番目の{}
の中は Ij によるものである. 
次に, ホモトピー写像 Hと H’について考えることにする. Hは店舗, 施設の情報を地図上
の番地に写像するものとする. また H’は店舗・施設の情報を, その種類でのレイヤー上の番
地に店舗・施設の名前がついた旗を立てるものとする. このとき, Hと H’が連続写像である
ことは明らかであり, また, pH’ = Hも明らかである. 
これより, ユーザの情報を集めることで店舗・施設の口コミデータの地図が得られること
を, ホモトピー理論を用いて説明することができる. 同時にこれはボトムアップの設計で
あり, HLP がボトムアップ設計の理論的な根拠を与えていることがわかる[3]. 
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K 
A             YI 
   
   
K’ 
 i                        p0  
   
                            k 
X              Y 
                    
図 5.  HEP の可換図 
 
2.2.2 HEP 
HLP 同様に, HEP は図 5 のような可換図で示される. Xは位相空間, Aは Xの部分空間, YI
はパス空間, 即ち YI  = {λ: I → Y|λは連続}である. Iは包含関数, pt(λ) = λ(t)である. 従
って p0(λ) = λ(0)である. このとき, p0K’ = k, K’ i = Kとするような K’: X → YI が存在する
とき, iは HEP を持つという. このとき, K’は iの上で Kを拡張し, p0 を介して Kを持ち上げ
る. また, HEP を持つとき iはコファイバー空間という.  
ホモトピー拡張性質は, Xと Aから YI を作り出すことである. YI は, Yの要素 yiを Iで動か
したときに描く道λiの集合である. HLP のところで説明した Google Map を例にとって説明
すると, i番目に入力された店舗・施設の情報が, 参加者を変えていったときに, どのように
変化するかを示した道λiを要素とした集合{λ1, λ2, …, λn} = {{λ1(I1), λ1(I2), ..λ1(In)}, 
{λ2(I1), λ2(I2), ..λ2(In)}, …, {λn(I1), λn(I2), ..λn(In)}}が YI である. また, Yは集合{λ1(I1), 
λ2(I1), ..λn(I1)}である. 
HEP は HLP の双対になっているので, Google Map から店舗・施設の情報がどのように入
力されるかを参加者ごとに得ることができる. 例えば, Xは先の例での Google Map とする. 
ただし, Google Map は各人が n 個の店舗・施設を入力することで完成するものとし, Xは完
成したときのものとする. しかし, 現在の時点では完成しておらず各人はm個までの入力が
済んでいるとする. 現時点でのGoogle MapをAとする. このとき, YI の要素は, i番目の入力
が参加者の並び I = I1∪I2∪….∪Inで見たときどのような道λiになるかを示している. また, 
Yは最初の参加者 I1の入力の集合{y1, y2, ..yn}である. 
ここで, K: X → YI は, 今の時点での Google Map を構成している店舗・施設が, それぞれ
の参加者によって, どのように作成されたかを示している. これに対して, K’: X → YI は, 
これから入力される店舗・施設までも含めているので, 道がどのように作成されるかを示し
ているといえる. これは, モデルを示したうえで, 実装がどのように行われたかを示したも
のと考えることができる. あるいは, 全体がどのようになるかを示した上で部分がどのよ
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うになっているかを示しているものと見ることができる. 従って, HEP は全体から部分を作
成するのに, あるいは, トップダウン設計に役立つと考えることができる[3]. 
  






 π ::= x(y)  xを介して yを受信する 
    ::= x
＿
(y)  xを介して yを送信する 
    ::= τ   送受信を伴わず遷移する 
 
π算法でのプロセスは次の式で定義されたものである. 
P ::= 0 | ∑
Λ∈λ






ているという. これは, 接頭辞が実行された後でプロセス Pλが実行されるためである. 
P1 | P2 はプロセス P1 と P2を並列に実行する. new a Pは名前 aのスコープを Pの中だけに
限定する. !PはプロセスPを無限に繰り返す. また, 複数項の条件分岐の演算子には+記号を
用いる. 
次に, 通信路が動的に変化する例を示す. 接頭辞πでの x(y)での名前 y は受信した名前に
束縛される. 例えば, x＿(y).P1 | x(z).z
＿
(u).P2 | y(w).P3 となっていたとする. このとき, 左側のプ
ロセスと中央のプロセスでは, 先と同じようにメッセージを送受信する. しかし, 中央のプ
ロセスは, 通信路 xを介して名前 yを受取ると, zは yに束縛されるため, z＿(u)は通信路の名
前が zから yに変わり, yを介して名前 uを送信する. この結果, 中央のプロセスは右側のプ
ロセスへのメッセージの送信が可能となり, 通信路 yを介して名前 uを送ることができる.  
  




アーキテクチャのプロセッサである. XMOS はマルチスレッドのマルチコア(Xcore)であり, 
ローカルなメモリと, ハードウェアによるスレッドのスケジューリング, スレッド間の同
期機構および XLINK と呼ぶマルチスレッドの各コア間の通信チャネル, そしてそれぞれの
コアに接続しているポートからなる[7]. そのため, このXcoreはイベント駆動型のマルチス
レッド処理に非常に向いている. また, このプロセッサへの命令には, XMOS XC 言語とい




2.4.1. XMOS XC言語 
XMOS XC 言語は C 言語をベースとした手続き型言語である. この XC 言語は, 入力/出力
作業, タイムマネジメント, 並列処理の簡易化を新たな機能として有している. さらに, 
XMOS の開発ツールは C 言語，XC 言語を一つの統合された環境(IDE)でのシステム開発, デ
バッグ作業を可能にしている[7].  




  process1(…); 
  process2(…); 
} 
 
main 関数にて上記のブロックを記述した場合, process1(…)と process2(…)を並列に実行する
ことができる. この各スレッド間のコミュニケーションにはチャネルと呼ばれる chan 型, 
chanend 型の変数を用いることによって, 同期的, 双方向のリンクをスレッド間にもたらす. 










始めに, この履修管理システムの実態を考える. まず, 生徒の情報や講義科目を管理する
事務があり, 講義科目は複数存在するものとする. 事務では 1 人の事務員が管理を担当し, 
各講義科目には, それぞれ 1 人の担当講師が割り当てられるものとする. ここで, 学生の 1
人を Mike とすると, Mike は未履修の状態か, あるいは何かしらの講義科目を履修している
という 2 つの状態をとりうる. そして, Mike が講義科目を履修する際には, 事務員まで履修
届けを提出する. 履修届けを受理した事務員は, 新たに Mike を加えた名簿を作成し, 担当
科目の講師まで交付する. また, Mike は履修登録と同様に事務にて手続きをすれば, 履修し












              ・・・・ 
 
図 6. 履修管理システムの系統図 
事務 
講義科目 2 講義科目 n 講義科目 1 
生徒 n 生徒 1 生徒 2 
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3.2. HLPを利用する 
 
HLP を用いて, π算法のプロセスを得るまでの過程をボトムアップで設計していく. こ
こで, HLP におけるそれぞれの空間を, Y: 状態の集合, B: 状態遷移図, E: π算法のプロセス
とおき, Y×Iと Bの空間から Eを構成する. 
 
3.2.1. 履修管理システムのモデリング 
履修管理システムの空間を rS と表す. 履修管理システムは, 以下の表 1に示した 3つの要
素から構成される. 
 
表 1. rS を構成する要素 
businesses 未履修と履修中の 2 つの状態を持つ集合 
movements Mike の状態に影響を与えるイベントを持つ集合 
agents 履修管理システムにおけるアクターの集合 
 
これらを上から順にアルファベットの頭文字を取り, rbS , rmS , raS と表す. 
r
bS は rbe 0 : 未履修, rbe 1 : 履修中, の 2 つの要素を持ち, rmS は rme 0 :履修, rme 1 :履修解除, 
r
me 2 :変更, の 3 つの要素を持つ. raS は rae 0 :Mike, rae 1 :事務員, rae 2 :講師, の 3 つの要素を持
つ. 従って, rbS  = { rbe 0 , rbe 1 }, rmS  = { rme 0 , rme 1 , rme 2 }, raS  = { rae 0 , rae 1 , rae 2 } と表せる. 
さらに, 講義科目が複数ある場合は講師を r aae 2 , r bae 2 , r cae 2 …と表すことにする. つまり, 
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3.2.2. 状態遷移図を構成する 
                            10e            12e  
 
  00e            
2
0e         
0
1e       
2
1e  
                    
                               
1
1e  
図 7. 状態遷移図 
 
状態遷移図は空間 B を構成することで得られる. この接着空間レベルで得られる状態遷
移図は全ての agentに共通のもので, セル空間レベルにて agentごとで, より具体化された状
態遷移図(エージェントプロセス図)を得ることができる. ここで, 状態遷移図では状態をノ




1e を 0 次元の点とすれば, これには rbe 0 , rbe 1が対応し, 同様に 10e , 11e , 12e を 1 次
元の辺とすると, これには r
me 0 , 
r
me 1 , 
r
me 2が対応する. 当然, この 0 次元の点と 1 次元の辺は
同相である. 
次に, 点と辺が CW 複体を構成するように接続する. ここで, 複体とは, 複数の単体を同
じ次元の面同士で貼り合わせてできる図形である. CW 複体では三角形の単体に限定せず, 
多角形や, 極端にはその極限での円での複体についても一般化したものである. つまり, 辺
1
0e と 11e の境界は点 00e と 01e に接続され, 辺 12e の境界は点 00e に接続される. ここで, ∂e は e の





0e  → 00e , 01e  
f1:  ∂
1
1e  → 00e , 01e  
f2:  ∂
1
2e  → 01e , 01e  
 
2 次元平面 20e , 21e と 3 次元球 30e はセル空間レベルで構成される状態遷移図にて描かれる. 
2
0e と 21e の境界は図 7 のように接着され, 30e の境界はその平面 20e , 21e に接着される. 連結グ
ラフである状態遷移図は, 以下図 8 のように, 球のように表すことができる.  
 
      
2
1e  




図 8. 30e と 20e , 21e の関係 
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3.2.3. Y×Iを構成する 
位相空間レベルにおいて, Y×Iを構成する. HLPより, ホモトピーH: Y×I → Bは Iに沿っ
て Yから Bへと連続的に変化していくことを示す関数である. ここで, Iは間隔[0, 1]を表す. 
これは, 時間や空間, イベントの連続的な変化と見なされるが, 情報科学においては離散的
な変化を扱うため, Iは連続的な変化に沿ってサンプリングされた点の列と解釈される[図 9] 
 
                                        t 
 t 
図 9. 離散的な時間軸の変化 
 
Yは business の集合で, Bは状態遷移図である. ここで, Iは movements の列とすると, ホモ
トピーHは着目している business が Iによってどう変化していくか表している. 従って, Iを
正規表現によって( rme 0  | rme 1  | rme 2 )*と定義できる. これは, rme 0 , rme 1 , rme 2 のいずれかの









2e }とすると, ホモトピーHはH(s, t) = eと定義でき, これは business sにおいて発
生した movement  tによる遷移が eという意味である. つまり, 例えば H(s, t)が対応する辺






                          
 
  0,0
ae           





























     
0,
1
ae   





図 10. エージェントプロセス図 
Eはこれまでに構成してきた Bと Y×Iから
を Eの各 agent へそれぞれ複製する. 図 10
. これより, Y×I からセル空間レベルにて




図 11. 成果物の流れ 
 
得るために, 図 10 のような複製された






































  19 
きる. この定義から, H = poH’ が明らかになり, セル空間レベルにおける各エージェント
プロセス図が図 12, 図 13, 図 14 のように得られる.  
 
                            1,0




se            
  




e   
                    




図 12. 複製時点での Mike のエージェントプロセス図 
 
                            1,0




ce            
  




e   
                    




図 13. 複製時点での事務員のエージェントプロセス図 
 
                            1,0




pe            
  
     
0,
1
pe   
                    




図 14. 複製時点での講師のエージェントプロセス図 
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2) 表現レベル 
それぞれの movement は, より細かい action の連続として分けることができる. これより, 
movement 
r
me 0 , 
r






me 0  (履修) 
0
0y : Mike が事務員へ履修届けを提出する 
0
1y : 事務員が Mike から履修届け受け取る 
0
2y : 事務員は Mike を講義科目に加える 
0




me 1  (履修解除) 
1
0y : Mike が事務員へ履修解除届けを提出する 
1
1y : 事務員が Mike から履修解除届け受け取る 
1
2y : 事務員は Mike を講義科目からはずす 
1




me 2  (履修変更) 
2
0y : Mike が事務員へ履修変更届けを提出する 
2
1y : 事務員が Mike から履修変更届け受け取る 
2
2y : 事務員は Mike を講師 A の講義科目からはずす 
2
3y : 事務員は Mike を講師 B の講義科目に加え 
2
4y : 講師は事務員から新しい履修届を受け取る 
 
ところで, 上述したこれら 3つのmovementsの要素と, businessesの要素との組み合わせを
考えることで, Y×Iの空間の要素を網羅する. 例えば, Mike が未履修の状態から, ある講義
科目を履修する場合には, ( rbe 0 , 
r
me 0 ) ∈ Y×Iの組み合わせで表現できている. そこで, 他
の組み合わせについても同様に考えると, Y×I の空間は{( rbe 0 , 
r
me 0 ), (
r
be 0 , 
r
me 1 ), (
r
be 0 , 
r
me 2 ), (
r
be 1 , 
r
me 0 ), (
r
be 1 , 
r
me 1 ), (
r
be 1 , 
r
me 2 )}のような 6 つの組み合わせが考えられる. しか
し, 履修管理システムの仕様から, 未履修の状態から, 履修解除する場合や, 履修の状態か
ら履修するといった不適なものを除くと, 実際には{( rbe 0 , 
r
me 0 ), (
r
be 1 , 
r
me 1 ), (
r
be 1 , 
r
me 2 )}の 3
つになる. これらはそれぞれ順に, “Mike が未履修からある講義科目を履修する”, “Mike が
履修中から履修を解除する”, “Mike が履修中から, 他の講義科目へ変更する”というものを
表している. 従って, これらの 3 つ要素の組み合わせについて H’の写像を考えれば良い.  
最初に, i) rme 0について考えていく. まず, 上述した 3 つの組み合わせからこれに対応する
business は rbe 0であることがわかる. 次にその 1 つ目の要素である 00y は Mike が起こす action
であり, 履修届けが事務員へ提出されている. これに従って, そのままπ算法にて記述する
  21 
と, take (講師, Mike)と簡単に書ける. ここでは, 適当なチャネル名として履修の意味をとる
take とした. 以上の情報をまとめると, i) movement rme 0の要素の 1 つである action 00y は, Mike
のエージェントプロセス図において p-1( ije )から, ノード 0,0se からのアロー 1,0se での遷移を
take (講師, Mike)と書くことができる. これを図 12のエージェントプロセス図にて 1,0se と置き
換えると図 15 のようになる. 
 




図 15. 図 12 の 1,
0
se を具体化した Mike のエージェントプロセス図 
 
同様に考えると, i) rme 0の要素 00y , 01y , 02y , 03y はそれぞれ, 1,0se , 1,0ce , 1,0ce , 1,0pe に対応し, 
さらに take (講師, Mike), take(prof, std), prof (Add, std), prof(msg, std)と書くことができる. ii)
 
r
me 1 , iii)
r
me 2 についても同様に考える. そこで得られた関係を以下の表 2, 表 3, 表 4 に示す. 
 
 
表 2. i) ( rbe 0 , 
r

























pe  prof(msg, std) 
 
表 3. ii) ( rbe 1 , 
r
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表 4. ii) ( rbe 1 , 
r






























pe  prof (msg, std) 
 
それぞれ, 図 12, 図 13, 図 14 と表 2, 表 3, 表 4 を対応させ, 各 agent の表現レベルでのエー
ジェントプロセス図を得る. これを以下図 16, 図 17, 図 18 に示す. また, ノードとアロー
の関係から矢印の方向を書き加えている. 
 




                         cancel (講師, Mike) 
 
図 16. 表現レベルにおける Mike のエージェントプロセス図 
 
 take (prof, std). prof (Add, std)   
                           switch (prof1, prof2, std). 
                            prof (Drop, std). 
          prof (Add, std) 
cancel (prof, std). prof (Drop, std) 
 
図 17. 表現レベルにおける事務員のエージェントプロセス図 
 




                          prof (msg, std) 
 









かを明確にする. ここでは, 講義科目が 2 科目あると仮定し, それぞれの科目を担当する講
師を講師A, 講師Bとおく. まず, 表現レベルにおけるMikeのエージェントプロセス図の各
ノードの名称である”未履修”, “履修”を P1, P2に置き換える. 2 つの講義科目は引数として講
師 A, 講師 Bを与えることで具体化する. これを以下図 19 に示す. 
 
                                               switch (講師 B, 講師 A, Mike) 
                    take (講師 A, Mike) 
 
                                   cancel (講師 A, Mike) 
                                   cancel (講師 B, Mike) 
 
                    take (講師 B, Mike) 
                                                   switch (講師 A, 講師 B, Mike) 
図 19. 可視レベルにおける Mike のエージェントプロセス図 
 
同様の手順で求めた可視レベルにおける事務員のエージェントプロセス図と可視レベルに
おける講師のエージェントプロセス図をそれぞれ図 20, 図 21 に示す. また, 図 21 について
は, 状態をまとめ簡略化した. 
 
 take (prof, std). prof (Add, std)   
                           switch (prof1, prof2, std). 
                            prof (Drop, std). 
          prof (Add, std) 
cancel (prof, std). prof (Drop, std) 
 
図 20. 可視レベルにおける事務員のエージェントプロセス図 
 
 
                                                  prof (msg, std) 
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Mike が未履修の状態から講師 Aの講義を履修するプロセス P1は movement のプロセスと, 
遷移先のプロセス P2を連結することで得られる. 従って, P1 = take(講師 A, Mike).P2(講師 A)
となる. 未履修の状態から講師 B の講義を履修する場合も同様なので, P1は以下のようにま
とめることができる. 
 
 P1 = ∑
∈ },{ BAprof 講師講師
take(prof, Mike).P2(prof) 
 
上式は, 変数 profは講師 Aか講師 Bであるときに, take(prof, Mike).P2(prof)を実行するとい
う意味である.  
次に, 図 19 の P2より Mike が講師 Aの講義を履修しているときは, 講師 Bの講義に変更
するか, 履修を解除することができる. 当然, 講師 Bの講義を履修しているときは逆になる. 
従って P2(講師 A)と P2(講師 B)の場合について以下のように書ける.  
 
P2(講師 A) = switch (講師 A, 講師 B, Mike).P2(講師 B) 
           +cancel (講師 A, Mike).P1 
 
P2(講師 B) = switch (講師 B, 講師 A, Mike).P2(講師 A) 
           +cancel (講師 B, Mike).P1 
 
ここで, この P2における講師 Aと講師 Bを, 変数 profを用いて 1 本の式にまとめることが
できる. すると最終的に以下のような式が得られる.  
 
 P2(prof) = ∑
∈
prof=prof1!         
},,{1 BAprof 講師講師
switch (prof, prof1, Mike).P2(prof1) 
+ cancel(prof, Mike).P1 
 
上式は, 変数prof1が講師Aか講師Bであるときで, かつprof1とprofが異なるときに switch
(prof, prof1, Mike).P2(prof1)を実行するか, もしくは, cancel(prof, Mike).P1を実行するかとい
う意味である. 
さらに, 事務員に関するπ算法のプロセスについても, 図 20 より同様の手順で得られる.  
 
P3 = take(prof, std). prof (Add, std).P4 
 
P4 = switch(prof1, prof2, std). 1prof (Drop, std). 2prof (Add, std).P4 
    + cancel(prof, std). prof (Drop, std).P3 
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最後に, 図 21 より講師に関するπ算法のプロセスは以下のようになる. 
 






∈ },{ BAprof 講師講師
take(prof, std).P2(prof) 
P2(prof) = ( ∑
∈
prof=prof1!         
},,{1 BAprof 講師講師
switch (prof, prof1, Mike).P2(prof1)) + cancel(prof, Mike).P1 
P3 (std) = take(prof, std). prof (Add, std).P4 
P4 (std) = switch(prof1, prof2, std). 1prof (Drop, std). 2prof (Add, std).P4 
    + cancel(prof, std). prof (Drop, std).P3 
P5(prof) = prof(msg, std).P5 
 
RegistrationManagementSystem = (new stds = {std1, std2,…, stdm} 
 profs = {prof1, prof2, …, profn}) 
 P1(std1)| P1(std2)|…|P1(stdm) 
 |P3(std1) |… |P3(stdm) 
 |P5(prof1)|…|P5(profn) 
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3.3. HEPを利用する 
 
今まで, HLP を利用しボトムアップにてπ算法のプロセスを得てきた. そこで, さらに得
られたこのπ算法のプロセスに HEP を適用することで, トップダウンの枠組みにより
XMOS XC 言語のコードを得ることができる[2]. 本研究では各プロセスの詳細な変換につ
いては至らなかったが, そのπ算法と XC 言語の重要な対応関係を示す. 
 
3.3.1. 複数プロセスの並列実行 
π算法より得られたプロセスのうち最初に並列に実行するプロセスを P1, P2, P3とする
と XC 言語の main 関数では以下のように記述できる. 具体的には以下のようになる. 
 
int main (void){ 
chan c; /* 使用するチャネルの定義*/ 
  par{ 
    P1(…); 
    P2(…); 
    P3(…); 
  } 
  return 0; 
} 
 




π算法におけるΣ記述は, XC 言語では if による条件分岐を利用することで実装できる. 
例えば, 以下のようなπ算法のプロセスについて考える. 
 




このプロセスを XC 言語のプログラムに変換すると, 以下のようなコードが得られる. 
 
while(1) 
if(ele = = elementA){ 
    ch <: ele; 
}else if(ele == element){ 
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まず, このコード先頭の while(1)によりブロック内が無限ループするが, これはプロセス中
の右式においてP1が再帰的に呼び出されているからである. 次に, ifステートメントにより, 
ele が elementA, elementB であるときをガード条件とし, それをチャネル ch へ送信している. 




π算法における+演算子は, XC 言語では select case ステートメントにより実装することが
できる. 同様に, 次のようなπ算法のプロセスについて考える. 
 
 P1 = ch (dat). 3ch (ch)  + 2ch (dat).P1 
 




case dat :> ch: 
    ch3 <: ch; 
return 0; 






そして, select ステートメント中の case により条件分岐を行うと同時に, チャネル ch で値を
受取る. プロセス中の+にて接続された前半部分では, チャネル ch として受けとった dat を
そのままチャネル ch3 へ送信しているため, 条件内で ch3 <: ch を記述している. さらに, こ
こでは自己再帰呼び出しがないため, return 0 で処理を終了している. 次に, 後半部でも同様
であるが, こちらでは自己プロセスの再帰呼び出しがあるため select ステートメントのみ抜
ける break が記述されている. 
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4. おわりに 
 
サイバーワールドシステムの 1 つである履修管理システムに対し, ホモトピー理論の重




また, 本論では, π算法のプロセスから XMOS XC 言語のプログラムコードへの変換を行
うには至らなかったが, 実際に論文[2]や[6]によりその手法が述べられている. これにより
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