Contribution and paper organization
This work contributes to ongoing research activity on fuzzy Kalman filtering for estimation process with an application to cellular mobile positioning field. It builds on previous work, see Oussalah et al. [7] where an optimized fuzzy inference system is put forward in order to accurately locate a target using fingerprinting in WiFi based environment. In essence, a new fuzzy extended Kalman filtering (FEKF) is put forward. The proposal overlaps with the previously aforementioned work of tuning noise variancecovariance matrix using a dedicated fuzzy inference system. However, in contrast to previous works, the proposal advocates a decentralized like approach where single measurements are assumed to yield local solutions that will then be combined to output a global solution. More specifically, the FEK employs a zero-order Takagi-Sugeno system whose inputs are the innovation and its associated variance-covariance matrix and whose outputs consists of the weight attached to each local solution generated by a single BTS. The parameters of the underlying fuzzy systems have been optimized using ANFIS system. The performances of the developed FEKF are compared to both Extended Kalman Filter (EKF) and Fuzzy Control (FC) system where both simulated and real time measurements were employed. Besides, several theoretical results are pointed out. This paper is organized as follows. In Section II, discusses the theoretical background and practical realization of measuring the distance between MS and BTS. The proposed strategy of the FEKF approach is introduced in Section III. Several parameters for determining the degree of divergence (DOD) are introduced for identifying the degree of change in mobile dynamics based on the innovation information. In Section V, simulation experiments on mobile dynamic localization are carried out to evaluate the performance of the approach in comparison to those by conventional EKF and FEKF. Conclusions are given in Section VI. 
BACKGROUND
Where ||.|| stands for Euclidean norm, and are independent zero mean Gaussian noise with known variance-covariance matrices Q and R, respectively. m is the total number of BTS triggered at time k. Since the norm ||.|| is non-linear, the solution of the estimation problem in (1) requires a linearization around the target estimate k X , which forms the essence of the extended Kalman filtering (EKF). The latter yields k X an estimation of k X as well as its associated variance-covariance matrix k P . More specifically, the filter equations boil down to the prediction and update stages:
Update Filter gain:
̂k =̂k − + K k ( −̂k)
Where ̂k is the predicted measure given by ‖ − ‖. H k is the measurement Jacobian matrix given by, for the i th measurement: The performance of the extended Kalman filter as indicated in Equations (2-6) is widely dependent on the behavior of the linearization carried out around the estimate ̂k , in addition to the quality of the initialization stage. This renders the convergence of the filter quite vulnerable [11] [12] . For this purpose, several works have focused on monitoring the innovation of the measurements in order to decide on any corrective action in case where the deviation from its theoretical value is deemed to be important [12] . More specifically, the innovation is measured as:
with its associated variance-covariance matrix:
A solution based on the use of fuzzy logic to tune the system and measurement noise has been proposed in [13] [14] , which allows the filter to reduce the risk of divergence. The key idea is to use an adaptive fuzzy logic based controller to continuously adjust the P and Q noise intensity depending on the gap between the theoretical and measured innovation. The covariance and mean of the residuals were used as input of the fuzzy controller, and the output is the degree of the divergence of the filter. In essence, it assumes that if the statistical covariance of the residuals is larger than its theoretical value in EKF formulating (12) and the mean value of the residuals is moving away from zero, then the Kalman filter is becoming unstable and will potentially diverge, therefore, the noise covariance get reduced according to the parametric expressions = R −(2 +1) ; = Q −(2 +1) , where R and Q are constant and  is the output of the fuzzy system. Nevertheless, relaxing the noise constraint is also very debatable and could significantly impact the quality of the estimation as demonstrated in other studies, see, e.g., [12, 34] . This motivates the current proposal where the focus is rather shifted towards the quality of the measurement through monitoring the innovation sequence.
Hybrid Kalman filter and Fuzzy logic

Motivation and overview
The proposed FEKF relies on two main stipulates: -First, inspired by the idea of decentralized Kalman filter [35] where the contribution of individual measurement to the global solution is explicitly quantified, a decoupling of the distinct measurements in the framework of Kalman filter is achieved. In other words, if a set of measurements are available, then instead of handling these measurements as a single measurement input vector, which would require handling large size innovation matrices, individual Kalman filter (local solution) is rather created for each single measurement. The outputs of the local filters are then combined via some master filter, see Figure 2 . Under some linearity conditions, Felter [36] showed that such decentralized Kalman filtering is equivalent to centralized Kalman filtering. In our case, a single measurement corresponds to the case of a single base station. Therefore, the key is to generate local solutions induced by individual base stations, whose outcomes will next be combined in the same spirit as master-filter of decentralized Kalman filtering but involving fuzzy entities. -Second, in order to deal with the divergence of non-linear filtering and in the same spirit as [20] [21] , the innovation and its associated variance-covariance matrix is monitored for each individual measurement, yielding a sort of reliability factor or confidence value to each local solution. This is achieved through the use of a Takagi-Fuzzy inference system [37] whose inputs are the innovation and its associated variance-covariance matrix and whose output is the reliability or weight factor as will be detailed in Section 3.2. -Finally, the global estimate is therefore estimated as a weighted combination of the local solutions, say X k , P k , generated by individual measurements (base stations), making use of the weight factors (y k ) outputted by the fuzzy inference system. The detail of the combination process is provided in Section 3.3. Figure 3 provides a generic synoptic of the FEKF solution.
Fuzzy inference system
Fuzzy logic has been introduced by Zadeh in the sixties in order to represent imprecise and uncertain data. It provides an appealing framework to represent complex, ill-known and ambiguous entities. Especially fuzzy inference system [38] allows us to map fuzzy input variables to output variables. We particularly focused on zero-order Takagi-Sugeno fuzzy controller [37] . As pointed out earlier, we considered a two-inputs and one output system. The input variables or premises are innovation and its variancecovariance matrix, say, and , for the i th measurement. 
The term
 is interpreted as the degree of fulfilment of the j th rule.
Trivially, the number of fuzzy rules m and the values of the discrete weight factors c j are very much dependent on the number of partitions ascribed to fuzzy sets A 1j and A 2j within their associated universe of discourse. This will be detailed in the optimization subsection later on.
Intuitively, one expects that the reliability of the local solution to be high if the innovation and its associated variance-covariance matrix are deemed to be sufficiently small where the quantification "sufficiently small" is captured by the underlying fuzzy set (e.g., A 1j for the innovation part and A 2j for the variance-covariance matrix). This translates the scenario where the prediction is sufficiently close to the actual measurement (small innovation) with high accuracy (small variance-covariance matrix). On the hand, the reliability should be deemed to be low whenever the innovation and its associated variance-covariance matrix are deemed to be high where the quantification high is also captured by the fuzzy sets A 1j and A 2j .
Combination of local solutions
Formulating of the combined state and variance-covariance estimates.
The process of estimating the state variable X k and its variance covariance matrix P k using the output of fuzzy inference system involves the use of local Kalman filter solutions provided at each individual single measurement. The global estimate is therefore calculated as a weighted average of the local solutions where the weights correspond to the outcome of the fuzzy inference system. More specifically,
is the local (Kalman filter) estimation obtained when only the i th BTS is employed, where Inn i corresponds to the innovation from the i th measurement and is Kalman gain as in expression (4) for . For N measurements issued from N BTS, the global estimation is calculated as, provided ∑ =1 > 0:
Notice that since there is at least one fuzzy rule which is activated at a given time, it holds that for at least one measurement > 0, which makes the expression (15) always definite. (15) assumes that the global estimate of the target corresponds to the weighted estimate of the local estimates in view of (14). This agrees with the intuition pertaining to the outcome of the fuzzy inference system. On the other hand, (15) also resembles to the concept of federated Kalman filter [35] where the different subsystems were obtained by partitioning the measurement vector into individual single measurements. Especially, the following holds Next, the calculus of the variance-covariance matrix associated to the estimate is carried out using the statistical definition of the variance-covariance matrix. In this respect, the following holds.
Proposition 1
The variance-covariance matrix associated to is given by
Proof
First one uses the definition of the variance-covariance matrix
, we have:
Where can be rewritten as
Substituting in (18) , it holds that
Next one notices that:
Using the linearity of the expectation operator and the zero mean of the noise :
Similarly, using the zero-mean and decorrelation property of the noise, it holds that
Substituting the above in (20) , the expression (16) of Proposition 2 follows straightforwardly.  Expression (15-16) therefore constitutes the basis for the combination rule that combines the local solutions generated by individual sensors (BTS). From an algorithmic perspective, Table II summarizes the FEKF.
Properties of the combination rule
On other hand, it should be interesting to investigate the properties of the solution provided by (15) (16) in some boundary cases. In this respect, one notices the following.
Proposition 2
The target estimation is always situated within the n-ary convex polygon formed by the N local solutions ̂ (i=1,N).
The proof of Proposition 1 follows straightforwardly by construction given that (15) can be seen as a linear convex combination of the ̂, (i=1, N). This is due to the fact that (15) can be rewritten as
Using the geometrical properties of convex linear combination [11] , the result is straightforward.
Since the local estimates ̂ are typically close to , Proposition 1 reinforces the natural result that the target estimate is within the region obtained by the set of base stations activated at time k. A special case of three-local solutions is shown in Figure 4 where the target position estimate is highlighted using the star mark (*). Especially, it is shown that when one weight, say, y 2 =0, then the target estimate is located on the edge formed by the local solutions ̂1 and ̂3 . Otherwise, the triangle formed by vertices 1, 2 and 3 represent the geometrical area where all possible solutions lie in.
Interestingly, one may also notices some boundary cases.
-If all local solutions are fully unreliable, then no solution is induced by our FEKF as expression (15) does not hold, which is in full agreement with the intuition. -If one solution is fully unreliable; that is, y i = 0 for some ith solution, then the latter is fully discarded from the estimation of the combined estimate in view of expression (15) . This is also in full agreement with the intuition as one expects a non-reliable input not to be taken into account by the fusion scheme.
-If all local solutions provide the same output in terms of reliability factor and estimate , then the output of the fusion process also yields the same input regardless the value of the reliability factor. In other words, any agreement among the local solutions is made preserved by the underlying fusion operation. -Another interesting case arises when only one local solution is full reliable, say, y j = 0 and all others are fully unreliable; that is, y i = 0 for all ij. In such case, it is easy to notice that the application of (15) yields a global estimate which exactly coincides with the fully reliable local solution ̂. -If all local solutions are fully reliable y i = 1 for all i=1,N, the global estimate corresponds to the geometric centroid of all local solutions (arithmetic mean). -Finally, it is worth investigating the influence on the variance-covariance matrix of local solutions, say on the variancecovariance matrix of the combined estimate . For this purpose, we first require to write expression (16) in terms of local variance covariance matrices. In this respect the following holds.
Proposition 3
An equivalent expression of (16) is given by
Proof Using the expressions of the filter gain and variance-covariance matrix (4) and (6), we have:
This entails, using the properties of inverse and transpose matrices   (27) Similarly, we have
Substituting (27) and (28) in (15) and after some manipulations of the matrix sum operations, the result is straightforward. 
Now it order to see the influence of the variance covariance inputs i k P (i=1, N) on the variance-covariance matrix of the estimate est k P , a rational criterion that defines the extent of the matrix is its trace. In this respect, the following holds.
Proposition 4   est k
Trace P is monotonic increasing with respect to
The proof follows straightforwardly from the linearity property of the trace matrix when applied to expression (25) and the invariance of k P  entity. Besides using differentiation properties of trace matrices, we have:
. The latter is positively valued, which justifies the monotonicity property.  More the application of trace matrix to expression (29) yields
Since the last two entities of the right hand side of equation (30) Trace P is demonstrated.
As a consequence of the above, if the local solutions induce estimates i k P of smaller order of magnitude in the sense of trace matrix, then the outcome of the combination rule will also induce an estimate whose variance-covariance matrix presents a lower order of magnitude. This is in full agreement with the intuition that an increase in accuracy of inputs would increase the accuracy of the outcome as well.
From (25) , one should also notice that if the local solutions have all the same variance-covariance matrix In probabilistic setting, the combination of the local solutions is such that [39]     The number of fuzzy rules as well as the number of constants c i is directly related to the number of partitions of input variables and . For this purpose, ANFIS system proposed by Jang [40] was employed. The latter is based on neuro-fuzzy system that makes use of a combination of least squares and gradient back-propagation algorithms. Such optimization is carried out on training dataset in order to find the optimal configuration of the various parameters; namely, the number of partitions of and the number of partitions of , the number of constants c i , shape of membership functions associated to and , type of defuzzification method. Matlab implementation of ANFIS was employed. On the other hand, in order to speed up the optimization process and reducing the search domain, we deliberately chosen triangular membership functions. Besides, the training database was generated by choosing a simulated linear trajectory of the target as will be detailed in the next section. In order to get an order of magnitude of the range of values attached to the input variables and , an extended Kalman filter based method is applied. In this respect, it was observed that takes values in range [0, 1.5 Km], while takes values in [0.22 0.32]. This was especially helpful to identify the universe of discourse of the fuzzy sets associated to the input variables. On the other hand, during the training phase, the output y i is chosen proportional to the confidence attached to the position of the target given the full knowledge of the target positioning. The result of the ANFIS optimization is summarized in Table I in terms of fuzzy rules, and Figure 5 in terms of membership functions of premises .
Similarly, the ANFIS based optimized membership function of the 2 nd input is provided in Figure 6 .
Alternative fuzzy controller based approach
On the other hand, in order to assess the contribution of the Kalman filtering process in FEKF, a comparison with a more conventional fuzzy controller has been carried out. For this purpose, a fuzzy controller whose inputs are the distance measurements BTS-MS and the outputs are the weights associated to such measurements. Namely, to draw analogy with FEKF approach, the concept of local and global solution is preserved where the combination rule (14-15) is still employed. However, instead of a two-input fuzzy inference (and involving Kalman filtering parameters) as in FEKF, a cheap fuzzy inference system where the input is only constituted by the distance BTS-MS, so that a confidence factor is outputted for each distance. The rationale behind such process is to assign higher weights to measurements yielding smaller distances and smaller weights for those yielding higher distances. This agrees with practical considerations as larger distances are subject to non-light-of-sight effect and other random perturbations. Besides, in wireless communications, the mobile station is likely to get connected to BTS which is situated nearby instead of those situated far away. One shall refer to this alternative cheap fuzzy estimator, "Fuzzy controller system" (FCS). Similarly to FEKF fuzzy inference system, an ANFIS based system has been employed to tune the parameters of FCS (number of partitions of input variable -distance-, and weights). Table III summarizes the outcome of this optimization process.
For example,
If the distance « d » is very small, then the weight "c" is equal to 1 If the distance "d" is small then the weight "c" is equal to 0.75 If the distance "d" is Very large then, the weight "c" is null.
The membership function associated to the distance input as outputted by the ANFIS system is shown in Figure 7 .
The purpose of this alternative proposal is to challenge the usefulness of FEKF whose fuzzy inference system employs innovation and its variance-covariance matrix. It should be noted that the process of optimizing the parameters of FCS has been investigated considering an urban like environment where the average radius of cells is around 100 meters. The generic scheme of the FEKF is kept unchanged. More specifically, similarly to FEKF, Table IV provides a generic synoptic of the FCS from an algorithmic perspective.
Experimentation
General Framework
In order to evaluate the performance of the developed FEKF in the context of mobile cellular positioning, experimentation in urban/suburban Algiers area has been conducted. Figure 8 for a particular drive test image. The software also allows us to force handover in order to communicate with surrounding base stations, which enable the user to get information from several base stations at the same time.
On the hand, the use of GPS devices in handset allows us to quantify the positioning error with relatively high accuracy; namely, one uses the root mean square error metric:
Where X k,est and X ,real are the estimated and real position of the target, respectively. Prior to real time experimentation, a simulation study has been carried. Especially, the availability of several drive test images through TEMS allows us to build consistent simulation dataset.
Simulation
We considered two simple, but realistic, scenarios of a linear trajectory and a turning manoeuver of two-linear trajectories where three BTS at fixed known locations were active at each time increment. The distance BTS-MS is therefore augmented with a zero-mean Gaussian noise of fixed variance-covariance corresponding to a noise of moderate intensity. That is, From results shown in figures 9, 10, the superiority of the FEKF is clearly highlighted. The results also show that FCS yields the worse performance among the three positioning algorithms. This can partly be explained by the inadequacy of the distance measurements for calculating the weights attached to individual measurements, in case of relatively low noise influence. Table  V provides the overall average results in terms of RMSE over the whole trajectory for cases of both single linear trajectory and two-linear trajectory with a manoeuver. In order to quantify the statistical significance of the results pointed out in Table 5 given the fluctuation of the result from one Monte Carlo simulation to another, we carried out a (student) t-test [42] Table V indicates that FEKF exhibits less fluctuations of the results when compared to both EKF and FCS. We believe the observed enhanced performances of the FEKF are rooted back to the efficiency of the centralized architecture of the filter as well as the optimized parameters of the underlying fuzzy inference system obtained using the ANFIS system. The established theoretical foundations of the filter also contributed to the stability of the outcome.
d(BTS,MS) = d real (BTS,MS) + noise
We have also investigated the influence of the noise intensity in the overall performance of the FEKF. In this respect, Table VII provides the RMSE for various noise intensities averaged over the whole trajectory.
Results of Table VII testify of the superiority of the FEKF in case of low-medium noise intensity. Nevertheless, when the noise intensity becomes higher, the FCS becomes progressively competitive. This again can be explained by the growing influence of the distances in case of higher noise intensity, which possibly translate into important non-light of sight factors. However, this result should be taken with cautious as with high noise intensity, the signal becomes blurred, which may question the usefulness of the result. The influence of the initial parameters of the filter; namely, R 0 , P 0 and Q 0 have also been investigated as illustrated in figures 11-14. A comparison between EKF and FEKF has been carried out. Note that the FCS does not use such parameters. On the other hand, we deliberately took the diagonal elements in P and Q of equal quantity in order to simply the analysis. This is also in agreement with previous studies in this context, see, e.g., [12] and references therein.
Especially, figures 11-13 show the existence of a range of values for which the performance of the filters, either EKF or FEKF, is stable. For instance, values of Q 0 (diagonal elements) between 0.02 and 5050 provide relatively similar performance, which also can act as good guess to initialize the filter (s). Similarly, values of P 0 between 0.001 and 0.1 provide a good guess to initialize the filter (s). While Figure 11 indicates rather a relatively good robustness of FEKF with respect to some initial values of R 0 as compared to EKF.
Real time experiment
In contrast to simulation data, in real time experiment, the distances BTS-MS are not directly available. For this purpose, TEMS investigation 8.0.3 software was first used to retrieve the network key components, including, cell identity (CI) of surrounding base stations communicating with the mobile station, as well as their physical characteristics, i.e., frequency, height, channel number, transmitted power. By forcing the hand over in order to communicate directly with a specific CI (or BTS) using the channel number of such cell as pointed by the software, TEMS investigation also allows us to display the received signal strength (Rx) transmitted by each of the surrounding BTS pointed out at previous test. The determination of the location of the BTSs is accomplished using the data base of the sites in the public operator Mobilis Ltd., which updates the location of GSM base stations throughout Algiers area. It is therefore possible to measure the latitude/longitude positioning of all the surrounding base stations. An instance of drive test experience as outputted by TEMS is shown in Figure 14 .
The distance between each BTS and the handset is determined using one of the empirical propagation models. We focused in this paper on Walfish-Ikigami propagation model [43] , see [44] [45] for an exploration of alternative models. Basically, the model provides an expressing of the path loss of the signal transmitted by the BTS (Tx) and the received signal at the MS receiver (Rx), as a function of the distance between BTS and MS and the carrier frequency f, also determined using TEMS investigation displayed parameters. The carrier frequency f is determined by the following expression [46] [47] :
where ARFCN stands for BTS carrier channel number as displayed by TEMS investigation software. The mathematical detail of the application of the Walfish-Ikigami model is reported to the Appendix of this paper. Table VIII provides an example of the BTS-MS calculus at specific locations of the above drive test data.
Similarly to the simulation results, the outcome of a single drive test is reported in figures 15 and 16 in terms of itinerary and RMSE performances. Comparison with EKF and FCS is also highlighted.
The results shown in figures 15-16 agree with the simulation results and demonstrate the usefulness, feasibility and attractiveness of the FEKF where its superiority over both FCS and EKF is clearly highlighted. RMSE results averaged over the whole trajectory are shown in Table IX .
Similarly to the simulation study, we also investigated the sensibility of the result using t-test testing while repeating the realtime experiment hundred of times in order to accommodate, at some extent, the various noise realizations. The results summarized in Table X demonstrate the validity of the observation exhibited in Table IX about the superiority of the FEKF in both urban and semi-urban environment.
In order to evaluate the agreement between the simulation and real time results in terms of the influence of initial parameters, we have also investigated the influence of initialization R 0 , Q 0 and P 0 on the RMSE results. In this respect, figures 17-19 provide direct counterparts to figures 11-13.
Conclusion
This paper presented a new estimation algorithm based on a hybrid combination of extended Kalman filter and zero-order Takagi-Sugeno fuzzy inference system. The latter takes the innovation and its variance-covariance matrix as inputs, and outputs the weight attached to each local solution obtained when a single measurement in terms of BTS was employed. Inspired from the idea of federated Kalman filter, the same approach has been adopted in order to combine local solutions generated by taking individual measurement separately. The global estimate is therefore calculated as a weighted mean of these local solutions, while theoretical estimation of its variance-covariance matrix is determined by making use of statistical definition of the covariance. Properties of the underlying combination scheme is investigated and original results were laid down. The elaborated fuzzy extended Kalman filter is next applied to localization of mobile station in cellular network with known topology. A simulation platform has been employed to optimize the parameters of the fuzzy inference system using ANFIS like approach. The performances of the FEKF have been evaluated using root mean square error metric in both simulated and real time dataset. The results in both cases confirmed the usefulness of the FEKF and its superiority to standard extended Kalman filter as well as a standard fuzzy controller whose inputs are the BTS-MS distance measurements, and outputs the weight or confidence associated to the measurement. We believe that part of the increased performances brought by the FEKF are due to its decentralized architecture, which allows it to deal with complex non-linearity and correlation issues that restricted the performances of the EKF. Besides, its optimized parameters using ANFIS system conveys an edge compared to its possible competitors. On the other hand, the promising theoretical and experimental results open new era for future fuzzy Kalman filter designs embedding, for instance, concepts from particle filters or unscented filtering in order to handle more efficiently the non-linearity issues while enhancing the computational efficiency of the proposal. From the cellular mobile positioning perspective, this work also opens new opportunities to add extra sources of information as part of local solution of the filter, issued, for instance, from any known or recognized landmark, WiFi signal, among others, in order to strengthen the global solution induced by the filter. Together with theoretical investigations of the convergence properties of the filter, this will would constitute part of our perspective work in the near future.
Appendix
The Walfish-Ikigami model defines a set of parameters intervening in the expression of the model, see [22, 24] : 
END
Calculate target estimate and using (15-16) Calculate next prediction ̂+ 1 − , +1 − using (2-3). Output:
i k B , , (i=1, N), ̂− , P k − , R, P 0 , Q 0 . 
