The chance-constrained knapsack problem is a variant of the classical knapsack problem where each item has a weight distribution instead of a deterministic weight. The objective is to maximize the total profit of the selected items under the condition that the weight of the selected items only exceeds the given weight bound with a small probability of α. In this paper, consider problem-specific single-objective and multi-objective approaches for the problem. We examine the use of heavy-tail mutations and introduce a problem-specific crossover operator to deal with the chance-constrained knapsack problem. Empirical results for single-objective evolutionary algorithms show the effectiveness of our operators compared to the use of classical operators. Moreover, we introduce a new effective multi-objective model for the chance-constrained knapsack problem. We use this model in combination with the problem-specific crossover operator in multiobjective evolutionary algorithms to solve the problem. Our experimental results show that this leads to significant performance improvements when using the approach in evolutionary multi-objective algorithms such as GSEMO and NSGA-II.
Introduction
Evolutionary Algorithms (EAs) are bio-inspired randomised optimisation techniques and have been widely applied to many stochastic combinatorial optimisation problems [21, 36, 33, 31] . In this paper, we study the chance-constrained knapsack problem (CCKP), which is a stochastic version of the classical knapsack problem, where each item has a random weight based on a known distribution and independent of the weights of other items. The goal of the chance-constrained knapsack problem is to select a subset of items with the maximum profit when satisfying the chance constraint. The chance constraint is satisfied if the probability that the weight of the selected subset violates the knapsack capacity if at most α, where α is a given parameter. Chance constraint optimisation problems have so far received little attention in the evolutionary computation literature [26] although they capture many relevant stochastic real-world settings. Doerr et al. [13] investigated submodular optimisation problems with chance constraints and analysed the approximation behaviour of greedy algorithms. Recently, Xie et al. [37] first applied the evolutionary algorithms in solving the CCKP. So far, the chance-constrained knapsack problem has not received much attention in the evolutionary computation literature, and the goal of this paper is to pursue this critical research direction further.
Evolutionary algorithms (EAs) have been applied to many combinatorial optimisation problems and proven to be very successful in solving complex optimisation problems [21, 31, 33, 34, 7] . Mutation operators and crossover operators are the core features of evolutionary algorithms that have been studied by many researchers in the last decades [2, 3] . The operators are used to guide the algorithm towards a solution to a given problem, and they play different roles to improve the solutions produced by the algorithm. The mutation operators are used to maintaining the diversity of the solution space, and the crossover operators combine the current chromosomes of solutions into new solutions [28] . The operators can succeed in finding a good solution when dealing with combinatorial optimisation problems.
However, previous studies of the stochastic knapsack problems have not dealt with discussing the performance of evolutionary algorithms in solving the problems. There are several versions of the stochastic knapsack problems that have been studied in the literature [25, 27] . These studies aim to maximize the expected profit resulting from the assignment of items to the knapsack. Some researchers consider approximation algorithms for stochastic knapsack problems [4, 10, 15] . Recently, for CCKP, Goyal and Ravi [19] presented a fully polynomial-time approximation scheme (FPTAS) for the case when item sizes are normally distributed while satisfying the chance-constrained strictly. Klopfenstein and Nace [24] designed a pseudo-polynomial time resolution algorithm for the chance-constrained knapsack problem and provided to obtain feasible solutions. Han et al. [20] proved that the resulting robust knapsack problem with the polyhedral uncertainty set could be solved by solving ordinary knapsack problems repeatedly, which makes it then possible to solve the problem in pseudo-polynomial time. Assimi et al. [1] studied the dynamic chance-constrained knapsack problem and proposed another objective function to deal with the dynamic capacity of the knapsack.
In this work, we consider the same chance-constrained knapsack problem that has already been examined by Xie et al. [37] . In their study, the authors have applied Chebyshev's inequality and Chernoff bound to estimate the probability of constraint violation. They have reformulated the chance-constrained knapsack problem as a multiobjective model concerning the total profit and the probability of chance-constrained. To improve the algorithms presented in this paper, we introduce a problem-specific crossover operator and examine the use of heavy-tail mutation operator in dealing with the chance-constrained knapsack problem. Moreover, we apply the operators in singleobjective and multi-objective evolutionary algorithms to solve the CCKP. The problemspecific crossover operator is a combination of uniform crossover operator and greedy method. A uniform crossover operator allows the offspring chromosomes to search all possibilities of re-combining the different genes in parents [35, 32, 16, 6] . The heavy-tailed mutation operators have been regarded in many sub-fields of evolutionary computation [38, 39] , and proved to be effective in solving the combinatorial optimization problems [14, 17] . Besides, we introduce a new effective multi-objective model for the chance-constrained knapsack problem, which improves diversity in the solution space according to the problem.
The remaining parts of the paper are organized as follows. In the next section, we describe the chance-constrained knapsack problem. In Section 3, we introduce the heavy-tail mutation operator and the new problem-specific crossover operator. Section 4 presents the single-objective evolutionary approach for the chance-constrained knapsack problem and describes experimental results. In Section 5, we introduce a new multi-objective model for the chance-constrained knapsack problem and present empirical results. Section 6 concludes the paper.
Preliminaries

Problem formulation
Let N = {1, ..., n} be a set of items with vectors p ∈ R n + and w ∈ R n + assigning positive profits and weights to the items. In addition, a knapsack capacity C > 0 is given. The classical knapsack problem can be defined as: max x∈{0,1} n { i∈N p i x i | i∈N w i x i ≤ C}. Hence, the goal is to find a selection of items that have maximum profit among all sets of items that do not violate the capacity of knapsack. We consider the search space is {0, 1} n and a candidate solution x = {x 1 , ..., x n } ∈ {0, 1} n is a bit-string of length n, where item i is chosen iff x i = 1.
In the chance-constrained knapsack problem, we assume that the weight vector w is not known with accuracy, w can take on values according to a given probability distribution. In this paper, we assume that the weights of the items are independent of each other. In the chance-constrained knapsack problem, the goal is to maximize the profit of the selection items under the condition that the probability of violating the knapsack constraint is less than a given threshold of α. Formally, the chanceconstrained knapsack problem is given as:
where α ∈ [0, 1] is a small value. We are looking for a solution x of maximum profit that violates the capacity bound C with probability at most α.
Surrogate Functions Based on Tail Bounds
In this section, we introduce some surrogate functions presented in [37] which are constructed by well-known deviation inequalities, namely Chebyshev's inequality and Chernoff bound, to tackle the chance constraints (2) by evolutionary algorithms.
Chebyshev's inequality has a high utility because it can be applied to any probability distribution with known expectation and standard deviation of design variables. It also gives a tighter bound in comparison to the weaker tails such as Markov's inequality [12] . The standard Chebyshev's inequality is two-side and provides tails for upper and lower bounds [5] . As we are only interested in the probability of violating the knapsack capacity C, we use a one-sided Chebyshev's inequality known as Cantelli's inequality [9] . For brevity, we refer to this one-sided Chebyshev's inequality as Chebyshev's inequality in this paper.
Theorem 1 (Chebyshev's inequality). Let X be a random variable with expectation µ X and standard deviation σ X . Then for any k ∈ R + ,
We assume that the weights of the items are all independent to each other and that the weight of items have uniform distributions and take values in a real interval
, where a i is the expected weight of item i and δ is a parameter that determines the uncertainty of the weights.
We use the surrogate functions given in [37] to transform the constraint (2) by applying Chebyshev's inequality are as follow:
Compared to Chebyshev's inequality, Chernoff bounds provides a sharper tail with exponential decay behaviour. In Chernoff bounds, the random variable is a summation of independent random variables, which take on values in [0, 1] [29] . There are several types of Chernoff bounds. In this paper, we use the following one which proposed by [12] (Theorem 10.1).
Theorem 2 (Chernoff bound). Let X 1 , ..., X n be independent random variables taking values in [0, 1] 
Only in the case that the weight of the items is independent to each other and have an additive uniform distribution, we can apply the Chernoff bound to the chance constraint, then we have the surrogate function as follow:
Here W = i∈I w i x i and E W (X) = i∈I a i x i are the summary weight and summary expected weight of selection items. For details on how to obtain this inequality, we refer to Theorem 3.3 in [37] .
Considering the surrogate functions of the chance constraint, we distinguish two types of infeasible solutions as we consider small values of α, i.e. α = 10 −3 . The first type of infeasible solutions have expected weight that exceeds the capacity of the knapsack, the probability of violating the constraint is at least 1/2 due to our assumptions on the probability distributions. In the second type of infeasible solutions, the expected weight is less than the capacity, but the probability of violating the capacity is larger than the given α.
SPECIFIC OPERATORS FOR CCKP
In this section, we propose a mutation operator and a crossover operator to work in evolutionary algorithms when solving the chance-constrained knapsack problem. In terms of mutation, we propose to use heavy-tail mutations that have recently gained significant attention, particularly in the area of theory of evolutionary computation [14, 17] .
Compare to the standard mutation operator, the heavy-tail mutation operator can flip more than one bit in each step, and it has shown to be useful in some singleobjective combinatorial optimization problems [17] . Therefore, we examine the use of heavy-tail mutation operator in single-objective evolutionary algorithms to deal with the chance-constrained knapsack problem. The proposed problem-specific crossover operator (PS crossover operator) combines uniform crossover and a greedy method, and generates an offspring to inherit the common "genes" from the parents selects more effective uncommon "genes".
Heavy-Tail Mutation Operator
Doerr et al. [14] pointed out that when a multi-bit flip is necessary to leave a local optimum, it needs much time to find the right bits to be flipped if using standard bit mutations. Then higher mutation probabilities may be justified. Neumann and Sutton [30] proved that even for the most straightforward cases of CCKP, it is possible to have local optima in the search space that are difficult to escape when using standard bit mutations. The conclusion of [30] motivates our investigations on applying heavy-tail mutations for CCKP.
The heavy-tail mutation operator overcomes the mentioned negative effect when using standard bit mutations, and is at the same time structurally close to the traditional way of performing mutations. There is a general belief that a dynamic choice of the mutation rate as done in heavy-tail mutation can be profitable. Theoretical studies show that the performance of the (1 + 1) EA using a heavy-tail mutation operator is better than the standard (1 + 1) EA in solving jump functions [14] .
In the heavy-tail mutation operator, the mutation rate is chosen randomly in each iteration according to a power-law distribution with (negative) exponent β > 1. The heavy-tailed choice of the mutation rate ensures that with probability ⊖(k −β ), and exactly k bits are flipped. The power low distribution is given as follows. 
end if 9: end for 10: return y = {y 1 , .., y n } random variable X follows the distribution D β n/2 , then
In this paper, we use the definition of the heavy-tail mutation operator proposed in [14] as follow: when the parent individual is a bit string x ∈ {0, 1} n , the mutation operator first chooses a random mutation rate θ/n with θ ∈ [1, .., n/2] chosen according to the power-law distribution D β n/2 and then creates an offspring by flipping each bit of string independently with probability θ/n. The working principle of this operator is given in Algorithm 10.
Problem Specific Crossover Operator
The proposed crossover operator is a combination of the uniform crossover and considers the specificity of CCKP and the standard KP. The uniform crossover operator can easily preserve all parent similarities when generation new offspring. Indeed, for many combinatorial optimization problems, good solutions being close in the objective space are expected to be rather similar in the decision space [23, 22] . Therefore, the uniform crossover can maintain the so-called good gene combinations which are constructed during the search process.
The problem-specific crossover operator, which we shall call PS crossover operator, adapts the benefit of the uniform crossover operator. For all genes that are different in the two parents, we evaluate the quality of these genes, specifically to KP. We use the profit/weight ratio to determine the quality of genes. Then, genes (items) are sorted in descending order according to the quality, and we apply a greedy insertion heuristic to iterative inserts a candidate item that has the highest profit/weight ratio. In this stage, we insert the first k items according to the ordering of the non-common genes, where k is a number that randomly chooses according to the Normal distribution k ∼ N y ← flip each bit of x independently with probability of p;
x ← y ; 6: end if 7: end while 4 Single-Objective Approaches
In this section, we first introduce the single-objective evolutionary algorithm that we study in this paper. Then we examine the impact of the heavy-tail mutation operator in the algorithm. Furthermore, we test the performance of a population-base evolutionary algorithm using the problem-specific crossover operator for solving the chanceconstrained knapsack problem.
Evolutionary Algorithms
The first single-objective evolutionary algorithm we consider is (1 + 1) EA, which is the most simple evolutionary algorithm. (1 + 1) EA is also known as a baseline singleobjective optimization algorithm to solve the chance-constrained knapsack problem in the previous research [37] .
The (1 + 1) EA, given in Algorithm 2, initializes a random solution x ∈ {0, 1} n . In the main optimization loop, one offspring y is generated by flipping each bit of the parent with probability p. The offspring replaces the parent unless it has an inferior fitness. In this paper, we define the fitness of a solution x same to the one in the study of Xie et al. [37] :
where
For this fitness function, u(x) and v(x) need to be minimized and P (x) maximized respectively, and it is optimized in the lexicographic order. Usually, in the mutation step, the probability of flip each bit is 1/n, where n is the length of a solution. In this paper, we take this as a standard mutation probability and compare it with the heavy-tail mutation operator.
We then introduce a population-based single-objective evolutionary algorithm to deal with the chance-constrained knapsack problem instances. This kind of algorithm maintains a population of binary solutions presented as a bit string. We set the population size to 10 and examine the performance of this (µ + 1) EA using the heavy-tail mutation operator and the problem-specific crossover operator separately and its combination. Algorithm 9 is the (µ + 1) EA using the heavy-tail mutation operator and the PS crossover operator. Choose x 1 ∈ {0, 1} n and x 2 ∈ {0, 1} n uniformly at random from the population X; x 1 = x 2 . 4: apply the PS crossover operator in x 1 and x 2 , generate an offspring y; 5: apply the heavy-tail mutation operator to y; 6: if y is better than the worse solution in X then 7: replace the worst solution with y; 8: end if 9: end while
Experimental Setup
The benchmarks used in this paper are the same as in [37] . We consider two types of instances: Uncorrelated and Bounded Strong Correlated, for each instance, the weights of items have uniform additive distribution. The values of probability α are [0.001, 0.01, 0.1], and the uncertainty of the weights are δ = [25, 50] . We report the mean profit and the standard deviation of 30 independent runs for all algorithms. Each run is using 5 * 10 6 fitness evaluations. A Kruskal-Wallis test [8] with 95% confidence interval integrated with the posterior Bonferroni test is used to compare multiple solutions.
In the following subsection, we consider all combinations of algorithms and operators. We set the β in power-law distribution equal to 1.5, which is the recommended value of β from Doerr et al. [14] . For each instance, we investigate different settings together with the difference between the uncertainty of weights and the chance-constrained probability. We report the results obtained by all algorithms with Chebyehsv inequality and Chernoff bound separately.
Results for (1+1) EA
To show the differences between the evolutionary algorithms using the standard mutation operator and the heavy-tail mutation operator, we investigate the performance of (1 + 1) EA using the heavy-tail mutation operator for solving the CCKP instances. Table 1 and Table 2 list the average and standard deviation of profit for 30 independent runs concerning the probability estimate methods. For clarity, we use Standard (1 + 1) EA to represent the (1 + 1) EA using standard mutation operator, and show the (1 + 1) EA using heavy-tail mutation operator as (1 + 1) EA with HT in the tables.
In Table 1 and 2, the stat column shows the rank of each algorithm in the instances. If two algorithms can be compared with each other significantly, X(+) denotes that the current algorithm is outperforming algorithm X. Besides, X(-) signifies that the current algorithm is worse than the algorithm X significantly. For example, the numbers 2(-) listed in the first row under the Standard (1 + 1) EA(1) mean that the current one is significantly worse than the solutions obtained by (1 + 1) EA with HT mutation (2) .
The results in Table 1 and 2 indicate that there is a significant difference between using the two mutation operators in the single-objective evolutionary algorithm. The (1 + 1) EA with the heavy-tail mutation operator outperforms the standard (1 + 1) EA in all cases. Moreover, in the most uncorrelated type of instances, the (1 + 1) EA with heavy-tail mutations obtains solutions with a lower standard deviation in comparison with the other algorithm. In summary, the results show that the heavy-tail mutation operator leads to better performance when solving CCKP instances, which we have shown in bold at stat columns.
Results for (µ + 1) EA
The purpose of this section is to investigate the effectiveness of the problem-specific crossover operator associated with single-objective evolutionary algorithms. Here, we run the (µ + 1) EA with the population size 10. To simplify the name of algorithms, we use the following notations: Standard (µ + 1) EA is the (µ + 1) EA using standard mutation operator, (µ + 1) EA with HT is the (µ + 1) EA using heavy-tail mutation operator and (µ + 1) EA with HT and PS represents the (µ + 1) EA using the heavy-tail mutation operator and the problem-specific crossover operator. Table 3 and 4 list the results when using Chernoff bound and Chebyshev's inequality to estimate the constraint violation probability of a CCKP solution separately. As can be seen from the tables, the performance of using the heavy-tail mutation operator is significantly better than using the standard mutation operator on all instances. Therefore the conclusion is the same as for the (1 + 1) EA. Another insight of these tables can be drawn from the values of the columns (µ + 1) EA with HT (4) and (µ + 1) EA with HT and PS (5) . We can clearly see that the results obtained by (µ + 1) EA with HT and PS (5) are significantly better than (µ + 1) EA with HT (4) . It shows the effectiveness of the PS crossover operator when solving the CCKP instances in single-objective evolutionary algorithms compared to mutation only.
Moreover, by comparing the values of the corresponding columns in the Table 1  and 3, and in Table 2 and 4 respectively according to the probability tails. It can be seen that in both estimated methods, the results in (µ + 1) EA with HT and PS (5) are better than the other combinations of algorithms and operators. We bold the statistic results in tables. In summary, the results in this section indicate that the heavytail mutation operator and the problem-specific crossover operator are active in singleobjective evolutionary algorithms when dealing with the CCKP instances. The next section, therefore, moves on to discuss the performance of these operators in multiobjective approaches.
Multi-Objective Approaches
In this section, we introduce a new multi-objective model for the chance-constrained knapsack problem. The model considers both feasible solutions and the second type of infeasible solutions than mentioned in Section 2.2. Then we apply the new model to GSEMO previous considered for CCKP [37] . GSEMO can generate a Pareto front with both feasible solutions and infeasible solutions. For further investigation of our multiobjective optimization, we also apply the Non-dominated Sorting Genetic Algorithm (NSGA-II) [11] , which is a state of the art multi-objective EA when dealing with two objectives. We run NSGA-II using 20 as a population size with Chebyshev's inequality and Chernoff bound, respectively. 
New Multi-Objective Model for CCKP
To keep more diversity in the solution space, the new model makes other solutions dominate the infeasible solutions that the expected weight of selection items is overloading the capacity. The difference between the new multi-objective model and the old multi-objective model in [37] is that the old model made all feasible solutions dominate all infeasible solutions. The fitness functions of this new model are proposed as follow.
The first function calculates the probability of a solution by overloading the capacity of the knapsack, and it forces the probability of an infeasible solution whose expected weight exceeds the capacity larger than 1. The second fitness function is the objective of the chance-constrained knapsack problem. It calculates the profit of feasible solutions that the probability less than α and infeasible solutions with probability more than α but less than in 1. We say solution Y dominates solution X w.r.t. g,
Algorithm 4 GSEMO 1: Choose x ∈ {0, 1} n uniformly at random 2: S ← {x}; 3: while stopping criterion not met do 4: choose x ∈ S uniformly at random; 5: y ← flip each bit of x independently with probability of 1 n ; 6: if ( ∃w ∈ S : w GSEMO y) then S ← (S ∪ {y})\{z ∈ S|y GSEMO z};
end if 9: end while The objective function g 2 guarantees that the search process is guided towards all considering solutions, that trade-offs in terms of confidence level and profit are computed for the solutions in the Pareto front. However, even the algorithm can store feasible solutions and a bunch of infeasible solutions, we output the best feasible solution in every iteration.
Evolutionary Algorithms
The first multi-objective approach we consider here is a simple multi-objective evolutionary algorithm as a baseline multi-objective approach, which is named for Global Simple Evolutionary Multi-Objective Optimizer (GSEMO) [18] . The GSEMO, given in Algorithm 4 works like (1 + 1) EA, starts with a random search point x ∈ {0, 1} n . In the mutation step, flip each bit with a probability 1/n, but the algorithm stores a set of solutions in the main optimization loop where any solution does not dominate each other.
We also apply the Non-dominated Sorting Genetic Algorithm (NSGA-II), which is a state-of-art multi-objective EA. NSGA-II was proposed by Deb et al. [11] . For the detail of this algorithm, we refer to read the paper [11] . We run NSGA-II with a population size of 20 using Chebyshev and Chernoff inequality tails respectively, and compare the performance of GSEMO and NSGA-II at the end of this section.
Experimental Results for GSEMO
To compare the performance of the old model with the new model, we first apply the GSEMO to solve the same instances as those proposed in Section 4.2, but with different fitness functions. Next, to test the effectiveness of the PS crossover operator in the multi-objective algorithm, we combined the PS crossover operators in GSEMO to solve the new model. Table 5 and 6 show the results obtained using different probability tails separately. To simplify the algorithm names in the tables, we use old denotes the old multi-objective model and new is the new multi-objective model. The uniform, HT and PS denote the uniform crossover operator, heavy-tail mutation operator and problem-specific crossover operator separately. Table 5 shows that in some of the instances, for example, for the first instance in the bounded-strongly-correlated type, GSEMO with the new model outperforms GSEMO 
Experimental Results for NSGA-II
In this section, we investigate the performance of NSGA-II with the combination of two crossover operators, the uniform crossover and PS crossover, and the two models shown in Section 5.1. We modify NSGA-II to keep the best feasible solution for CCKP in each iteration. Since the NSGA-II generates ten offspring in each step with the population size 20, and GSEMO only generates one offspring, we set the iteration of NSGA-II to 5 * 10 5 (instead of 5 * 10 6 for GSEMO) which results in the same number of fitness evaluations for both algorithms. Table 7 and 8 show the results obtained when using Chernoff bound and Cheby- shev's inequality, respectively. A significant improvement can be observed from the results obtained for the PS crossover when compared to the uniform crossover. We now compare the performance of the old model with the new model in a same algorithm. By considering the values in the stat columns of Table 7 , it can be seen that with the uniform crossover operator, the solutions in the new model NSGA-II with new and uniform (11) are mostly better than the solutions in the old model NSGA-II with old and uniform (9) . However, in some instances with particular δ = 50, the old model outperforms the new model. The solutions in NSGA-II with old and PS (10) and NSGA-II with new and PS (12) indicate that in most instances, the new model performs better than the old model when using the PS crossover operator.
However, an opposite conclusion can be drawn from Table 8 . The solutions in the NSGA-II with new and uniform (11) and NSGA-II with old and uniform (9) show that NSGA-II with uniform crossover performs better when dealing with the old model than the new model. However, the correlation between the old model and the new model is interesting when using NSGA-II with PS crossover operator to solve the problem. The relationship between the results obtained from solving the two models is related to the type of instances. In other words, for the bounded-strongly-correlated instances, the old model outperforms the new model, while for the uncorrelated instances, the new model is better than the old model in most cases.
The next insight can be drawn from the values in the GSEMO with new and PS (8) and NSGA-II with new and PS (12) columns. It can be observed that the results obtained from GSEMO are significantly better than NGSA-II for all instances. The comparison can point out the possible research line to further investigate state-of-art multi-objective evolutionary algorithms such as NSGA-II and SPEA2 for solving CCKP. Moreover, we compare the performance of the best single-objective algorithm: (µ + 1) EA with HT and PS and the best multi-objective algorithm GSEMO with new and PS according to the estimated methods. It is observed that the performance of the multi-objective algorithm is significantly better than the single-objective algorithm for all instances.
CONCLUSION
In this study, we considered the chance-constrained knapsack problem, which is a variant of the classical knapsack problem. The chance-constrained knapsack problem plays a vital role in various real-world applications, and it allows for constraint violation with a small probability. We have considered the chance-constrained knapsack problem and proposed a problem-specific crossover operator and the heavy-tail mutation operator to deal with the CCKP. Our experimental results show that the proposed operators improve the performance of single-objective evolutionary algorithms when solving CCKP instances. Furthermore, we have introduced a new multi-objective model for the CCKP. The experimental results show that combining this new model with the problem-specific crossover operator in GSEMO and NSGA-II leads to significant performance improvements for solving the CCKP.
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