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2A B STR A C T
Requirements for the visual inspection o f flat surfaces exist in both the leather and textile 
industries. However to date (1995) there has not been wide-scale use o f automatic visual 
inspection within these industries, primarily for two reasons:
• the surfaces which typically arise within the industries have diverse visual 
characteristics
• the companies operating within the industries cannot afford the automatic visual 
inspection technology which is currently available for other industries.
Recently there have been rapid developments in three key areas o f technology all o f which 
are relevant to the cost-effective implementation o f automatic visual inspection:
• cameras
• programmable processors
• programmable logic.
The work described in this thesis has sought to determine how these developments can be 
exploited to meet the requirements o f the selected industries.
Two techniques have been developed for the detection o f defects in textiles, one based on 
suppression o f the textile's weave the other on texture analysis. The first o f these is suited to 
applications in which it is necessary to detect defects which have a size comparable to that o f 
the spacing o f the threads in the weave, while the second suitable for the detection o f large 
and extended defects. In addition, computationally efficient processing techniques have 
been formulated for the enhancement and detection o f defects on leather.
The implementation o f these techniques has been investigated through the development o f a 
general purpose surface inspection testbed employing a combination o f  high definition 
linescan cameras, high performance digital signal processors (Texas Instrument's 
TMS320C40s) and programmable logic.
It has been concluded that it is possible to meet the requirements which the selected 
industries have for automatic visual inspection in a cost-effective manner. It has also been 
concluded that while the automatic visual inspection o f surfaces is apparently a generic task 
with application in many manufacturing processes, for an implementation to give an 
acceptable level o f performance, it is necessary to utilise image acquisition and digital image 
processing techniques which are well matched to the visual characteristics o f the surface to 
be inspected.
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1 INTRODUCTION
1.1 Autom atic Visual Inspection in M anufacturing Industry
Potential applications for automatic visual inspection exist within a number of diverse 
sectors of manufacturing industry. Examples of these sectors include textiles, automobile, 
aerospace, leather, packaging and the production of paper and metals. The incentives which 
encourage industrialists to consider the use of automatic visual inspection have been 
assessed by Braggins [1994]. He identified five main justifications for using this 
technology, all of which were driven by commercial considerations:
♦ assurance of quality
♦ avoidance of scrap
♦ optimisation of material usage
♦ warranty issues
♦ product liability.
Assurance o f Quality
Quality assurance is an incentive for applying automatic visual inspection when the level of 
quality of an item being manufactured is correlated with its visual appearance.
Avoidance o f Scrap
In a number of manufacturing processes, it is possible to determine from its visual 
appearance that further processing of an item would result in an unusable product. Under 
these circumstances the use of automatic visual inspection can be justified on the basis of the 
savings which will result from not applying additional processing to the item: it may also be 
possible to make further savings by recycling the item.
Optimisation o f Material Usage
In some manufacturing operations there exist intermediate stages at which there are a 
number of alternative ways of processing an item, each of which yield different levels of 
profit. Where the visual appearance of the item determines which processing option will 
result in the highest level of profit, the use of automatic visual inspection can be justified on 
the basis that it will optimise material usage.
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Warranty Issues
High administration costs are associated with honouring warranties on items such as 
consumer goods. Where such warranties are offered, the use of automatic visual inspection 
can be justified if it is possible to avoid the issue of defective goods by applying automatic 
visual inspection.
Product Liability
Product liability is an issue where defective goods have the potential to place lives at risk. 
This is the case for example, in the food and pharmaceutical industries. Assuming that the 
problem can be detected through automatic visual inspection, then life threatening situations 
for which the manufacturing company would be liable can be avoided.
Human inspection can be employed as an alternative to automatic visual inspection in many 
circumstances. However, human inspection has a number of widely accepted shortcomings; 
for example:
♦ levels of concentration fluctuate
♦ inconsistency between inspectors is common due to the subjective nature of visual 
inspection
♦ humans are unable to carry out visual inspection for indefinite periods
♦ humans have limited ability to work in hazardous environments
♦ the maximum rate at which a human can undertake visual inspection is limited.
Many of these shortcomings of human visual inspection encourage the use of automatic 
visual inspection.
1.2 Autom atic Visual Inspection in the Leather and Textile Industries
In both the leather and textile industries, there are requirements for the visual inspection of 
flat surfaces. In the textile industry this applies to the rolls of material, while in the leather 
industry it applies to animal hides. The justifications for applying visual inspection include 
quality assurance, avoidance of scrap and optimisation of material usage.
The visual inspection required in the textile and leather industries has some similarity to that 
required during the manufacture of many other flat materials such as metal plate, rolls of
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paper, magnetic tape and film. In general such materials are manufactured in a 
semi-continuous form called a web, and the automatic visual inspection of such materials is 
frequently termed web-inspection. Unlike other industries in which there is a requirement 
for web inspection, the surfaces in the textile industry and to some extent those in the leather 
industry exhibit a relatively high degree of variation. That is, textiles are manufactured in a 
range of colours and with a variety of textures, while the visual appearance of leather is 
inherently subject to natural variation. In addition, companies operating within the textile 
and leather industries do not in general have extensive capital resources. Therefore if 
automatic visual inspection is to be applied in these industries, then cost-effective solutions 
to their inspection requirements are necessary.
1.3 Evolution o f  Enabling Technologies
The automated solution to any visual inspection problem requires a combination of 
electronic image acquisition and digital image processing. At the time of writing (1995), a 
number of the technologies required for the implementation of these two operations were 
evolving rapidly; this was the result of the demands from growing markets such as those for 
document image processing, digital video and multi-media systems. In particular, major 
advances had been made in the sensitivity, spatial resolution and chromatic capabilities of 
electronic cameras. In addition, the performance offered by programmable processors had 
significantly increased over the preceding five years, as had the capabilities of application 
specific integrated circuits (ASICs) and programmable logic.
The increasing capabilities of the enabling technologies for image acquisition and digital 
image processing, had in many cases been associated with a rise in their performance to cost 
ratio. This had created the potential for implementing sophisticated automatic visual 
inspection operations in a cost-effective manner.
1.4 Scope and Structure o f  the Thesis
The research work described in this thesis focuses mainly on the automatic visual inspection 
of surfaces within the textile and leather manufacturing industries. It was undertaken with 
the following objectives.
a) To evaluate what can be achieved by automatic visual inspection in the leather and 
textile industries, when utilising state-of-the-art and evolving image acquisition and 
digital processing technologies.
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b) To determine whether of not it was possible to provide a cost-effective, generic 
architecture for the web inspections problems which arise in the selected industries.
A two staged approach was adopted for the work. Firstly processing techniques were 
developed to meet a range of specific surface inspection requirements within the textile and 
leather industries. Following this, the requirements for implementation of these techniques 
were evaluated when using a combination of cost-effective, high resolution image sensors, 
state-of-the-art digital signal processors and high density programmable logic.
The thesis consists of eight chapters including this introduction. Relevant historical 
developments in the field of automatic surface inspection and the enabling technologies are 
presented in Chapter 2, while an analysis of the requirements which the textile and leather 
industries have of automatic visual inspection is provided in Chapter 3. Chapters 4, 5 and 6 
describe processing techniques which have been formulated by the author to detect surface 
defects on textile and leather surfaces. The techniques described in Chapters 4 and 5 are 
relevant to the inspection of textiles. Those in Chapter 4 may be applied when it is 
necessary to utilise images that are acquired such that the components due to the materials 
weave have a large magnitude, but are only just resolved spatially. The techniques described 
in Chapter 5 apply to the detection of large and extended defects when it is not necessary to 
resolve the weave during image acquisition. Chapter 5 describes the formulation of three 
sets of techniques for the detection of defects on leather. One of these may be applied to 
detect a wide range of leather defects, while the other two have been optimised for the 
detection of specific subtle defects. Chapter 7 describes an experimental surface inspection 
testbed which was developed in order to evaluate the requirements for the implementation of 
the techniques described in Chapters 3. 4 and 5; this testbed also acted as the basis for a 
generic web inspection architecture. Finally, the overall conclusions arising from the work 
undertaken are summarised in Chapter 8.
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2 H ISTORICAL BACKGROUND
2,1 Introduction
Continuous surfaces such as those produced during the manufacture o f rolled metals, paper, 
textiles, flooring and tape, are frequently referred to as webs. Detailed work on automation o f 
the visual inspection webs began in the early 70's [Brook 1971, Logan & Macleod 1974, 
Norton-Wayne et al 1977]. The main focus o f these initial activities was on the laser 
scanning technology used to acquire electronic images o f the surfaces to be inspected. At that 
time the costs associated with the equipment were high, with a typical installation for a 
factory producing rolled metals costing between £500,000 and £1,000,000. Consequently, 
the application o f automatic visual inspection for surfaces was limited to sectors o f industry 
which had the capital resources necessary to adopt the technology.
As automatic web inspection technology matured and alternative lower cost sensors became 
available, interest in its application to quality and process control problems in other areas o f 
industry grew [Knoll 1975]. Three automatic visual inspection systems which had originally 
been developed for the inspection o f webs in the steel manufacturing industry, but which had 
subsequently been applied to textiles, were reviewed by Knoll [1977]. Two o f these systems 
used laser scanning in order to acquire images o f the surface, the other employed an array o f 
discrete photocells. However, at that time cost and performance were identified as barriers to 
! the wide-scale uptake o f this technology within the textile industry.
Subsequent work on automatic visual inspection for the textile industry has been undertaken 
with the dual objectives o f increasing performance and reducing implementation costs 
[Koshimizu 1979, W olf 1980. Hashim et al 1984. Hyman 1985. Parui and Hashim 1986. 
Clark et al 1986. Takatoo et al 1988]. In parallel with these activities, work continued on the 
application o f automatic surface inspection in the metal processing industry [Watts 1980. 
Iwanaga et al 1986, Hiroshima et al 1987. Meijer et al 1989 and Mills 1993]. Inspection 
equipment has also been developed for use in other industrial sectors such as semiconductors 
[Levey 1978]. pharmaceuticals [Vanderheydt 1984]. printed circuit boards [Icough 1987], 
paper [Paumi 1988]. carpets [Slew et al 1988]. ceramics [Coulthard 1989] and the food 
industry [Green 1985. Kress-Rogers 1986 and Kelly 1991].
Reported activities in the field of automatic visual inspection o f surfaces have tended to focus 
on one o f two areas. A small number have covered the technologies used to acquire
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electronic images o f the surface to be inspected, while the majority have addressed the digital 
image processing algorithms which must be applied to the acquired images in order to 
identify surface features. However, it has been reported that these complementary 
technologies must be considered jointly in order to achieve optimum performance during the 
application o f automatic visual inspection [Barker 1986. Batchelor 1986].
In this chapter the relevant developments in the fields o f image acquisition, image processing 
algorithms and their implementation are discussed in the context o f automatic surface 
inspection. Emphasis is placed on continuous on-line inspection which involves acquisition 
o f high resolution images at high speed, as well as demanding computationally efficient 
algorithms which are easily realised in processing hardware.
The chapter begins with a discussion of techniques for image acquisition. This is followed 
by a review o f processing techniques suitable for the detection and classification o f surface 
features, and the chapter concludes by considering implementation and commercially 
available equipment.
2.2 Im age Acquisition  
2.2.1 Overview
Two issues are particularly important in respect o f the formation o f an electronic image o f a 
surface. These are the method o f illumination and the sensor technology used to transform 
the optical representation o f the surface into an electronic image. These subjects are 
addressed separately in this section.
2.2.2 Illum ination  
Illumination and Viewing Geometry
The two basic lighting configurations that may be employed during image acquisition are 
illustrated in Figs. 2.1a and 2.1b. In the arrangement shown in Fig. 2.1a the surface is 
illuminated from the back and the image is formed by collecting transmitted light. For the 
alternative configuration shown in Fig. 2.1b. the surface is illuminated from the front and the 
image is formed by collecting scattered light.
The use of back lighting is appropriate for those applications in which the surface has an 
appreciable level of transmission, or for those in which the anomalies take the form o f severe 
structural defects such as holes [Hyman and Burns 1985]. Examples o f these include:
• the identification o f structural faults on meshes
Ligm
Source
Camera
g D iffuser (b) Front Illumination
Camera
Light
Source
Fig. 2.1 Illumination configurations
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• the location o f holes in surfaces with a low to medium transmittance
• the detection o f contamination on surfaces with a relatively high transmittance.
However, in general back lighting is not appropriate for applications in which the features to 
be detected are anomalies located on the top o f a surface with little or no transmittance [W olf 
1980 and Vanderheydt 1984].
Figures 2.2a and 2.2b show two images o f the same sample o f  a woven textile which 
demonstrate some o f the important characteristics o f front and back illumination. The image 
shown in Fig. 2.2a was obtained by using front illumination while back illumination was used 
to form the image shown in Fig. 2.2b. The location o f the following surfaces features are 
indicated in Fig. 2.2c :
• two overlapping structural defects on the left hand side
• three small dark speckles on the right hand side.
(a) Image acquired with front (b) Image acquired with back
illumination illumination
m m
!!!■
(c) Location o f features 
Fig. 2.2 : Comparison of front and back illumination
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Upon inspection o f Figs. 2.2a and 2.2b, it is apparent that the contrast o f the two structural 
faults with the background is greatest when back illumination is used. Similarly, front 
illumination gives the greatest level o f contrast for the dark speckles.
Front Illumination
When front illumination is utilised, the values o f the incident light angle 0, and the viewing 
angle 9,- are particularly significant [Watts 1980 and Meijer et al 1989]. If  these angles are 
equal then the image is said to be formed by specular reflection. Conversely, when the 
viewing angle is different from the illumination angle, the image is formed by off-specular 
reflection. These are illustrated in Fig. 2.3.
Cam era
Liaht Source
O ff-S pecu lar R eflection
Cam era
Specular R eflection
Fig. 2.3 : Specular and Off-Specular Reflection
For surfaces which are nominally flat and o f uniform colour, specular and off-specular 
reflections are each suited to the detection o f specific types o f surface anomaly. In this 
context Watts [1980] has compared the usefulness of specular and off-specular reflections 
from steel plate. His conclusion was that the optimum configuration for the detection o f a 
wide range o f defects on the surface o f steel, employed an incidence angle o f 15° and multiple 
viewing angles. One o f these viewing angles corresponded to the specular reflection, while 
the other two were at 7° and 30° to the specular reflection. The off-specular viewing angles 
were found to be most suited to the detection of features characterised by a localised change 
in the colour ot the metal. Conversely, the specular viewing angle was found to be most 
suited to the detection of surface deformities such as pits and scratches. This characteristic
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arises because the specular refection from the surface o f steel is large when compared to the 
off-specular reflections. Therefore as illustrated in Fig. 2.4, the reflection observed from the 
nominal specular reflection angle reduces significantly at the location o f a deformity, and so 
this viewing angle is optimum for the detection o f such features. In contrast, the level o f 
reflection observed at the non-specular viewing angles is less dependent upon surface 
structure and gives a more reliable measure o f the local surface reflectance.
Source w
Defect-Free Surface
Source ®
Deformed Surface
Fig. 2.4 : Use o f specular and diffuse reflectioiî 
Spectral Considerations
When front illumination is used, the spectral characteristics o f the source can have a 
significant effect on the visual contrast achieved for specific surface features [Watts 1980. 
W olf 1980 and Paumi 1988]. The optimum conditions for defect detection occur when the 
source provides maximum energy in the regions of the spectrum at which the reflectance o f 
the surface is most affected by the defect. In a number o f applications lasers with relatively 
pure spectral characteristics have been utilised. The limitation o f such sources when it is 
required to detect a number o f surface features with diverse spectral reflectance 
characteristics has been reported by Paumi [1988]. It was indicated that this problem could 
be solved by using multiple lasers in order to provide illumination with broad spectral 
characteristics: a combination o f helium-neon and argon sources was recommended.
The reflection shown in the lower diagram is specular but the localised change in surface angle gives a diffuse appearance at a 
macroscopic level.
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Tungsten halogen lamps and fluorescent strips have also been used as illumination sources 
for automatic visual inspection applications [Smith and Hopkins 1994]. These both have 
broad spectral characteristics, although the spectrum of a tungsten halogen source is 
continuous whereas fluorescent sources are characterised by a series o f spectral peaks.
2.2.3 Electronic Im age Formation
In order to form an electronic image o f a surface, some form o f electro-optic sensor is 
required, and as explained in Annex B, a wide variety o f suitable technologies exist.
In recent years, silicon sensors have been used almost to the exclusion o f all other sensor 
technologies in automatic visual inspection applications [Vanderheydt 1984, Hyman 1985. 
Pauri and Hasim 1986. Takatoo 1988, Munden and Norton-Wayne 1988, Paumi 1988. Meijer 
et al 1989 and Mills 1993]. This is because cost-effective devices have been available which 
offer both high levels o f sensitivity and high bandwidths.
In order to obtain optimal performance in a visual inspection application, the spectral 
response of a sensor should match as closely as possible the spectrum o f the optical energy 
received from the field-of-view. Silicon sensors have a relatively broad spectral response 
covering wavelengths from 400 nm to 1000 nm. The response o f the human visual system 
covers the first quarter o f this range, while the remainder corresponds to near and far infrared 
wavelengths. This can cause problems in visual inspection applications where an assessment 
o f the visual quality o f a surface is required. This is because the camera may "see" features 
which are not perceived by the human eye if illumination with significant spectral 
components in the near and far infrared regions o f the electromagnetic spectrum are used 
[Smith and Hopkins 1994].
Since a two-dimensional image is required for the automatic visual inspection o f surfaces, it 
is necessary either to scan the field-of-view past a single sensor, to employ an array o f 
sensors or to use a combination o f these two. In the case o f a single sensor, it is usual to 
effectively glance over the field-of-view by scanning a narrow illuminating beam [Brooks 
1971. Watts 1980. W olf 1980 and Paumi 1988]. A linear scan can be obtained using a mirror 
with one rotational axis as shown in Fig. 2.5. A two-dimensional scan can be achieved by 
moving the surface past the one-dimensional field-of-view o f a linear scanning sensor, or by 
using a mirror with two orthogonal rotational axis.
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R otating M irror
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A rea U nder 
Inspection
Fig. 2.5 : Image acquisition using a single sensor
Solid-state charge coupled device (CCD) sensors in the form o f one and two-dimensional 
arrays have commonly been used with distributed illumination [Vanderheydt 1984. Takatoo 
1988 and Paumi 1988]. In the case o f a one-dimensional or linescan sensor array, a narrow 
strip from the field-of-view is focused on to the sensor array as shown in Fig. 2.6. This 
principle is easily extended to two dimensions in the case of an array or area sensor. One o f 
the prime differences between area and linescan sensors is the spatial resolution that they 
offer. Typical area sensors provide resolutions o f 256 by 256 or 512 by 512 pixels, while 
linescan cameras with resolutions o f up to 6000 pixels have been widely available since the 
late 1980s [Braggins 1994. Davidson 1994]. For this reason, linescan sensors have generally 
been preferred for visual inspection applications where high resolution images are required 
[Munden and Norton-Wayne 1988. Paumi 1988 and Meijer 1989]. However, the use o f area 
scan cameras has been reported for some high resolution applications [Weir 1987. Wood and 
Hodgson 1989. Takatoo cl ul 1988 and Mills 1993 j. The justification for this has been the 
lack of support for linescan cameras in commercially available image processing hardware.
Distributed
Illumination
Source
Camera
Lens
One-Dimensional 
Sensor Array
Area Under 
Inspection
Fig. 2.6 : Image acquisition using a linear sensor
There are a number o f factors which contribute to the finite spatial resolution that can be 
obtained from both laser scanning and silicon CCD linescan sensor systems [Watts 1980 and 
Paumi 1988]. The quality o f the optics, uniformity o f the scan1 and synchronisation between 
the scanning and the motion o f the field-of-view are important in this context [Pauri 1988]. 
The accumulative effect o f these and other factors which limit spatial resolution may be 
summarised in the point spread function of the sensor system, or equivalently, in its 
modulation transfer function (MTF) which is the fourier transform o f the point spread 
function [Simon 1974].
The sensitivity o f the different sensor technologies is determined by the quantum efficiency 
o f the device as indicated previously. However, in the case o f silicon CCD array sensors, a 
novel technique called time delay integration (TDI) which gives a significant increase in 
sensitivity has been developed [Chamberlain 1989. Washkurak et al 1989]. The principle o f 
TDI is illustrated in Fig. 2.7. The sensor shown is a one-dimensional CCD array whose axis 
is aligned with the direction o f movement o f the field-of-view. The procedure used to form 
an image of a point on the surface is as follows.
1 The issue of non-uniform only arises in laser based sensor systems, and presents most 
problems in systems utilising two dimensional scanning.
23
1. The charge on cell one is cleared.
2. The cell is exposed for a finite period to photons originating from the point o f interest 
in the field-of-view.
3. The charge accumulated in cell one is passed to cell two.
4. Cell two is exposed to photons originating from the same point on the surface 
indicated in step two, once it has moved to the appropriate location.
5. Steps 2 - 4 are repeated until the charge reaches cell N.
6. After the exposure o f cell N has completed, the charge is passed out o f the sensor to 
the interface electronics.
This process results is an intensity measurement corresponding to a single point in the 
field-of-view with a signal to noise ratio which is greater than that obtained from a single cell. 
Note that in order to operate correctly, the movement o f the charge between cells must be 
accurately synchronised to the motion o f the field-of-view. The TDI principle can be applied 
with a two-dimensional CCD array in order to give a high sensitivity linescan sensor. TDI 
cameras with integration lengths o f up to 96 cells have are commercially available [Dalsa Inc. 
1993].
Accumulating charge
\
C dl 11 Cell 2 C d l 3  ; Cell 4 Ceü 5  Cell 6 C d i 7 ICell N-l CcB N
CCD
Cells
M ovinti field o f  v iew
Fig. 2.7 : Principle o f time delay integration
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2.3 D igital Im age Processing Techniques
2.3.1 Formulation
The image acquisition operation described in the section 2.2 results in an image signal f l j ) ,  
which describes the variation in the intensity o f the light received from the surface as a 
function o f spatial location (represented by the vector r). The prime objective of 
automatically processing this image is to determine whether or not there is an anomalous 
feature present on the surface at the location r. In more general terms, this amounts to a 
classification problem in which the intensity image f[r) is mapped to a corresponding image 
g(r), where g(r) takes on Nc discrete values {go, g,, g ;. . . . g v c_, } each corresponding to a 
different feature class. That is:
# )  -> g(r) : g(r) e {go,gi,g2 , ... & \ r - i } (2.1)
The image signal g(r) defined in equation 2.1 may be considered as a map o f the surface that 
has been inspected showing the location o f anomalous features. In general, the value o f the 
feature map g(r) at a point r  will be dependent upon the value o f the image /( r )  in a finite 
region R r located about the point r  [Gonzalez and Wintz 1977. Pratt 1978 and Jain 1989]. 
That is :
g(r) = F{f{r + Ôr)) V r  + Ôr e  Ær (2.2)
Where R r is the region in the vicinity o f the point r  upon which the value o f the feature map 
depends. This is illustrated in Fig. 2.8.
A*) g(r)
Fig. 2.8 : Regional dependency o f classifier output
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2.3.2 Grey Level M appings
There are a number o f techniques which may be utilised to obtain the mapping defined in 
equation 2.1. The simplest category o f such techniques are grey level mappings [Brooks 
1971, Logan and Macleod 1974 and Davies 1985]. In a grey level mapping the region R r 
reduces to a single point. That is, the value o f g(r) at the point r  is dependent only upon the 
value o f the im age/(r) at the same point.
One o f the most commonly used forms o f grey level mapping is  binary mappings [Jain 
1989], for which Nc = 2 These may be applied in the following way to detect anomalies:
Grey level mappings have been used for the detection o f defects when the image acquisition
conditions are such that the im a g e /r )  has a constant mean v a lu e / in  the absence o f features, 
and, it changes significantly when features are present [Paumi 1988 and Coulthard 1989]. In
this context, a significant change has been defined as one which is large when compared to
the variance c^of the im a g e /r) .
g(r) = g\ fo r /, < / r )  (2.3)
= g 2 otherwise.
This process is illustrated in Fig. 2.9. The plots on the left hand side in Fig. 2.9 show a 
one-dimensional intensity profile from an input image /(r) (upper plot) and the corresponding 
one-dimensional profile that results from the mapping (lower plot). The plot on the right 
hand side shows the input / output relationship for the mapping.
The threshold v a lu e s / a n d /  have been calculated as a linear mapping o f  oy [Kohimzu 1979, 
Green 1985 and Davies 1985]. as follows:
/ ,  = /+ a o y  (2.4)
f i  = / -  otoy 
Where:
/ i s  the mean value o f im a g e /r) .
A simple extension to the binary mapping is the trinary mapping [Gozalez and Wintz 1977] 
which is illustrated in Fig. 2.10. Here the value o f the output takes on one o f three values {g0, 
g h g2}. This operation has been used to discriminate anomalies which give rise to an increase 
in the mean level o f the image /(r) from those which cause a decrease in its value [Kohimizu 
1979].
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fi
M apping
r
Fig. 2.9 : Binary grey level mapping
M appin
r
Fig. 2.10 : Trinary grey level mapping
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A practical limitation o f grey scale mapping as described above is that in real applications the 
statistics o f the image signal J{r) are likely either to be non-gaussian or to show local 
variation [Coulthard 1989]. The solution to this problem proposed by Coulthard was to adapt 
the values o f the th resh o ld s/(r) a n d ^ (r)  using a local e s tim a te /(r)  of the mean value o f  the 
image. This process is formally defined in equation 2.5 below and illustrated through an
example in Fig. 2.11.
f i ( r ) = f l r )  + a<jf  (2.5)
/ 2( r ) = y ( r ) - a c j /
Coulthard estim ated/(r) from pixels in a region Rr associated with the location r:
W )  = j i l A r ' ) d r , (2.6b)
Where M is  a normalisation factor calculated as follows:
M = \ r d r '  (2.6b)
The region Rr must large when compared to the size o f defects, in order to avoid the
possibility o f the defect distorting the estimate o f the mean such that it is not detected. In
addition, its size should not exceed the area over which the local image mean remains 
stationary. As indicated later in this chapter, this process is related to convolutional edge 
enhancement.
r
Fig. 2.11 : Spatially adaptive binary grey level mapping
Grey grey level mappings can have a significant effect upon the perceived geometry o f the 
surface features that it is intended to detect [Davis 1985]. In particular, the perceived size o f
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a feature is reduced or increased by thresholding. This effect increases in severity as the level 
o f  the threshold increases. In addition, thresholding can cause a displacement o f the 
perceived centre o f mass o f asymmetric features. Both o f these effects are illustrated in Fig. 
2.12 for the case o f a one-dimensional intensity profile which has been derived from an image 
o f  a surface containing two features, one symmetric and the other asymmetric.
f(r)
fi
R esult o f  threshold ing f(r) at level f .
R esult o f  threshold ing f(r) at level fj
Symbols
perceived
centre ot
m ass
 ^ “►I  ^ \~ +-
. Fig. 2.12 : Geometric distortions caused by binary grey level mappings
2.3.3 Pre and P ost Processing  
Overview
The scope for applying the grey scale mapping techniques described in the previous section is 
restricted by the level o f deviation that typical anomalies introduce into the image /(r). The 
limiting case occurs when the magnitude o f the deviation caused by an anomaly is 
comparable with the signal variance a f. It is possible to improve the feature detection 
performance under such circumstances by applying additional processing. This additional 
processing may be applied prior to the grey level mapping in order to improve the contrast 
between the signal and the noise in the image [Kohimizu 1979. Watts 1980, Davies 1985. 
Waltz 1985, Pauri and Hashim 1986. Clark et al 1986. Takatoo 1988. Meijer et al 1989 and
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Mills 1993]. Alternatively, it may be applied after the mapping in order to reduce the level o f 
misclassification due to noise [Norton-Wayne 1984 and Norton-W ayne et al 1992].
M atched Filtering
For the purpose o f this discussion, it is useful to consider the im age/(r) as follows: 
y(r) = j(r) + rt(r) (2.7)
where:
j( r )  is the 'signal' component o f/(r)  due to the anomaly
n{r) is the remaining 'noise' component o f / r ) .
A widely adopted technique for enhancing the signal to noise ratio, is to use linear filtering. 
This operation is described as follows:
/ " ( r )  = h(r -  r ' ^ r y d r '  (2.8)
where:
/ n(r) is the enhanced signal
Rr is the region over which the linear filter has effect 
h{r) is the filter kernel.
For a particular anomaly, when using linear filtering optimal enhancement o f the signal to 
noise ratio is achieved when h{r) represents the matched filter function [Skolnik. 1970]. For 
the case when the noise component n(r) is white and uncorrelated with the desired signal, the 
matched filter is given by /?(r) = /( -r )  [Pratt 1978]. where s(r) describes the reference feature, 
that is. the one for which a match is to be obtained. Under the conditions that the noise is 
white and uncorrelated and for a real-valued im age/(r). the kernel /?(r) o f the matched filter 
takes the form o f an arbitrarily displaced mirror image o f the spatial distribution o f the feature 
to be enhanced. This process is illustrated for a simple intensity profile in Fig. 2.13.
Analogue matched filtering has been employed as a pre-processing operation during the 
inspection o f steel surfaces [Norton-Wayne et al 1977. Watts 1980]. The approach taken has 
been to define filters which have a geometric shape comparable to that o f typical defects.
; : i
For discretely | sampled signals, the computational effort required to generate a single output 
sample when implementing a convolutional filter with Nh coefficients, is equal to Nh 
multiplications plus Nb additions. Hence, this cost is directly proportional to the spatial
30
extent o f the filter kernel. In the case o f a matched filter, this is determined by the size o f the 
objects to be detected. Therefore when using matched filtering to detect large features, the 
computational cost can become so high as to render the operation impractical. A compromise 
proposed by Davies [1985] is to use matched filtering to identify a characteristic sub-feature 
such as a comer or a hole in the target feature.
Reference Signal
Noisy Sample Signal
Result o f  Filtering Sample Signal Using Matched Reference
Fig. 2.13 : Matched filter for real-valued signals in uncorrelated white noise 
Edge Enhancers
The use o f matched filters for the inspection o f textiles has been reported by Parui et al 
[1986]. In this work, three different types of anomaly were described as typical for textiles. 
These were "linear horizontal faults", "linear vertical faults" and "regional faults". The 
following two linear filter kernels were used to enhance linear vertical and linear horizontal 
features:
For linear vertical faults:
h =
z 1 0 -1  x
1 0 -1
1 0 -1
(2.9)
For linear horizontal faults:
/? =
Z-1 -1 -1 x 
0 0 0
1 1 1
(2 . 10)
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These filter kernels are appropriate to vertical and horizontal edges with a width o f three 
pixels. Therefore their usefulness is determined by the spacing o f the pixels used during the 
acquisition o f images o f the material.
A limitation o f matched filtering is that the level o f discrimination between signals with 
similar shape is low [Gonzalez and Wintz 1977, Pratt 1978, Davies 1985 and Jain 1989]. This 
is illustrated in the example shown in Fig. 2.13. Davies [Davies 1985] indicated that this 
characteristic o f matched filtering may be attributed to the fact that the correlation operation 
described in equation 2.9 is dependent upon the distribution o f energy in the target feature 
rather than its geometric structure. An alternative method for feature detection proposed by
Davies was to utilise the derivative o f  the image , and Davies reported that successful
results had been obtained when using edge enhancement to approximate the differentiation 
operation.
Details o f a number o f edge enhancers are presented in Annex A within the context o f a 
generalised model o f an edge enhancer. One o f the simplest configurations | considered is the 
3x3 pixel linear laplacian filter, which has coefficients /z defined as follows:
Z-1 -1 -1 ^
-1  9 -1h =
-1 -1  -1
(2 .11)
In fact it is easy to show that when this is followed by thresholding, the overall operation is 
equivalent to the adaptive thresholding operation described by equations 2.5 and 2.6. More 
sophisticated edge enhancers produce an output which is a non-linear combination o f 
multiple linear convolutional filters. The pixel windows associated with the filters are square 
and have a size o f either 2x2 or 3x3 pixels. Coulthard. however, indicated that these edge 
enhancers introduce particularly severe geometric distortions for objects with a size 
comparable to the filter's pixel window [Coulthard 1989]. This effect was particularly 
significant in Coulthard's work, since it was important for him to measure the area o f the 
defects accurately. The solution he adopted was to use the sparse convolution kernel defined 
in equation 2.12 which extends over a relatively large area: it was reported that the effect o f 
this operator upon the shape o f small objects was insignificant.
Z' 1 /*X /*X \
/z =
-1 0 0 0 0 0 -1
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 4 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
-1 0 0 0 0 0 -1
(2 . 12)
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Frequency Selective Filtering
In certain applications linear filtering has been used as a pre-processing operation in order to 
select particular bands of frequencies which from a priori knowledge correspond to the 
spectrum of the objects to be detected. For example, Amin et al [Amin et al 1992] have used 
frequency selective filtering to enhance the contrast of postal bar codes in noisy images. The 
frequency characteristics of the bandpass filter used were determined by the fundamental 
spacing of the bars in the code, as well as the expectation value of the half power bandwidth 
of the bar codes. These parameters were calculated from a representative range of sample 
images.
Multiple filters have been used in web inspection applications to select bands of spatial 
frequencies which have high signal components relative to noise, in the presence of defects. 
This approach was proposed by Chittineni for the inspection of magnetic tapes, films and 
abrasives [Chittineni 1982]. The image acquisition system employed by Chittineni consisted 
of a linear laser scanner and a single sensor, which produced a continuous sequence of linear 
cross-web profiles of the material under inspection. Six analogue bandpass filters were used 
to enhance defects and although Chittineni did not specify the bandwidth of the acquisition 
system, he did provide details of the responses of his filters and these are indicated in Fig. 
2.14. It can be seen that collectively these nearly cover a continuous band of frequencies 
which extends from 170 kHz to 1.07 MHz.
c  0.6
0.4
0.2
1200600
Frequency/KH z
800 1000400200
Fig. 2.14 : Indication of the responses of the six analogue filters used by Chittineni
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Mills proposed a similar approach using multiple two-dimensional digital filters for a 
generalised web inspection system [Mills 1993], although he did not provide any details of 
the filters such as the number of channels, the filter orders or their responses.
A further common use of frequency selective filtering is to apply a linear high pass function 
in order to remove very low frequency fluctuations caused by uneven illumination [Davies 
1985, Green 1985, Coulthard 1989, M eijer et al 1989].
Weave Rem oval Filtering fo r  Textiles
It has been reported that a large number of faults in textiles have dimensions comparable with 
the size of the individual fibres or cottons from which the material is manufactured [Knoll 
1977, Kohimizu 1979 and Clark et al 1986]. Thus in order to automatically inspect such a 
material, it is necessary to use images in which the weave is resolved. In practice, due to 
practical and economic considerations, this has only been accomplished using image 
acquisition configurations in which the weave is only just resolved. That is, the spatial 
frequencies corresponding to the weave in the warp and weft directions are close to the 
Nyquist frequencies of the acquisition system in these directions. This presents a problem 
since under such conditions the weave is the dominant component in the acquired image, 
making reliable detection of subtle defects difficult. However, because of the process used to 
manufacture textiles, their weave structure is very regular and it has components which may 
be separated in the warp and weft directions. These properties have been exploited to allow 
the weave component to be removed from images of textiles as a pre-processing operation in 
textile inspection applications [Waltz 1985 and Clark et al 1986].
In the work reported by Clark et al and by Waltz, the weave removal processing was carried 
out separately for the warp and weft directions as shown in Fig. 2.15. This resulted in two 
images each of which was thresholded with a binary grey level mapping in order to detect 
anomalous features. However, the details of the filtering operations used by W altz and Clark 
were very different, and these are discussed in detail in Chapter 4.
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Fig. 2.15 :Weave removal processing in the warp and weft directions 
Lateral Histogram
A particularly efficient pre-processing technique which has been applied to enhance the 
detectability of large features has been termed the lateral histogram [Davies 1985] or, pixel 
projection [Koshimizu 1979]; lateral histogram will be used here. The principle of this 
operation is illustrated in Fig. 2.16. A pair of one dimensional signatures gh{t) and gv(r) are 
extracted from a rectangular shaped two-dimensional region Rr centred on r  as follows:
+Sx
£ //(r.y )=  £  / ( r  + x + y) (2.13a)
x=-ôx
+8y
g v (r.x )=  X  / ( r  + x + y) (2.13b)
y=—8y
where
{rz = r  + x + y lr7 e  R r, - b \  < x < + ôx .-ôy  < y < +8y}.
Koshimizu used this technique to enhance linear horizontal and vertical features in grey scale 
images of textiles. In contrast. Davies utilised lateral histograms for the rapid location of 
large objects within sub-images. The approach adopted by Davies for object location is 
illustrated in Fig. 2.17. Lateral histograms are calculated in two orthogonal directions; the 
two resulting signals are then thresholded in order to determine the bounding rectangles of 
target objects. A similar approach was adopted by Parui et al [1986] for the location of 
objects in binary images.
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Fig. 2.16 : Calculation of lateral histograms
Fig.  2 .17  : Fea ture  locat ion us i ng  lateral h i s t o g r a m s
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The appeal of the lateral histogram is that a large image area can be analysed relatively 
efficiently [Davies 1985]. However, when the lateral histogram is used in this way, data is 
necessarily discarded. The significance of this lost information has not been assessed by any 
of the researchers who have used the technique. In order to analyse the operation of the 
lateral histogram in more detail, it is useful to model it as implementing a 1-dimensional 
linear low-pass filtering followed by decimation, with this sequence of operations being 
applied either to the rows or the columns of the image. In this model, the filter has an FIR 
structure with a length corresponding to 28x or 25_v and coefficients which are all equal to 
one. In addition, the rate of the decimation operation is equal to the length of the filter.
Since the filter does not have the idealised "brick wall" response shown in Fig. 2.18a, the 
decimation operation introduces distortion in the form of aliasing [Vaidyanathan 1987]. In 
fact, the actual response of the filter is shown in Fig. 2.18b for frequencies up to the 
decimated sample rate ■— (fs being the raw data sample rate). As can be observed, the level 
of aliasing distortion will be relatively high. The effect of this distortion on features present 
in the original image, will be to modify the perceived shape of the objects when they have 
strong high frequency components in the direction in which the operation is applied. This 
problem can be minimised either by reducing the decimation rate or using alternative filter 
coefficients. However, both of these solutions increase the level of computation required to 
analyse the image.
Frequency
- 40 -
Frequency
Fig. 2.18 : Frequency response of decimating filters 
(a) - Ideal response, (b) - Response of filters used in the lateral histogram
37
Statistical Operators
Operators whose output depends upon the statistical properties of the intensities of the pixels 
in region Rr have been used both as pre and post processors in visual inspection applications. 
Table 2.1 summarises a number of common operators of this type and these are discussed in 
more detail in Annex C.
Name D efinition Com m on Functions
Local Mean JRr/ ( r V r / Linear low-pass filtering
Local Median {m edianlf^ ')]  : r z G R r} Impulse removal
Local Maximum {supl/Cr')] : r z 6 R r} Dilation
Local Minimum { in f# " /)] : r z 6 R r} Erosion
Local High Order 
Statistics JRr [ / ( r 'H t r ' ) )  d e
Texture parameterisation
Table 2.1 : Summary of common statistical operators
The median operator has commonly been used to remove impulse noise [Davies 198£, Pauri 
and Hashim 1986]. This is because the exceptionally high or low intensity values associated 
with impulses tend to fall at the lower or upper extreme when pixels in a region are placed in 
rank order. Since the median filter takes the middle value in the rank, it has the effect of 
removing such impulses. It is possible to use low-pass linear filters for this purpose, although 
median filters have the benefit of preserving the structure of edges.
Maximum and minimum operators belong to the more general class of morphological 
operators. As explained in Annex C. their response is determined both by the operator and 
the geometric shape of the neighbourhood Rr. They have most commonly been used to post 
process binary images in order to improve the level of segmentation of surface features, as 
well as reducing the level of noise [Norton-Wayne 1984. Davies 1985, Pauri and Hashim 
1986. Norton-Wayne et al 1992]. In contrast. Takatoo et al reported the use of morphological 
operators for the enhancement of anomalous features on the surface of textiles [Takatoo et al 
1988]. Their approach is summarised in Fig. 2.19. The regions associated with the
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maximum and minimum filters were cross shaped, with one pixel above, one pixel below, 
one pixel to the right and one pixel to the left of the point r.
A bsolute
Fig. 2.19 : Takatoo's Feature Enhancer
Texture Analysis
The most general method for achieving the mapping defined by equation 2.1 is to utilise the 
textural characteristics of the region R T. The field of texture analysis is extensive and it is not 
proposed to give a comprehensive review here; instead the reader is referred to the landmark 
paper by Haralick [1979], as well as a more recent review by Reed and Hans-Du-Buf [1993]. 
However, a brief overview of texture analysis is provided below.
Although the methods that have been employed for texture analysis are numerous and 
diverse, they may be usefully divided into a number of categories and sub-categories as 
shown in Fig. 2.20 [Haralick 1979]. The main groupings are as follows:
•  feature-based techniques
•  model-based techniques
• structural-based techniques.
Feature-based techniques which are the largest division, extract parameters from the region R r 
which are representative of its textural properties. The most common mechanisms used for 
this parameter extraction include:
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•  the use of spatial operators such as linear band-pass filters and edge detectors
•  the implementation of two-dimensional transforms of the region R r
•  the measurement of various statistical properties of the region R r.
Model-based texture analysis techniques attempt to match a two-dimensional model to the 
region Rr and then extract parameters from this model. Fractal and auto-regressive statistical 
models are commonly used for this purpose. Where fractal models are applied, the fractal 
dimension of the region Rr or its statistics are used. In the case of auto-regressive statistical 
models, the parameters of the auto-regressive filters and the energy of the white noise have 
been used to characterise the texture.
Structural-based textural analysis techniques assume that the region contains one of a finite 
set of texture primitives: that is, characteristic two-dimensional distributions. The result of 
texture analysis based on structure, is the primitive with the closest match to the actual 
two-dimensional distribution R r.
To date, texture analysis has found most application in the fields of medical and satellite 
image analysis, and the use of texture analysis in industrial inspection has been relatively 
sparse. Jose et al [1986] used features extracted from grey-level histograms for the off-line 
analysis of carpet textures. A similar approach was adopted by Kelly [1991] to monitor the 
distribution of cheese on pizzas and that of seeds on hamburger buns during manufacture. 
Cohen et al [1991] proposed the use of auto-regressive textural models for the detection of 
textile defects, while Liu and Jernigan [1990] proposed using features extracted from the 
2-dimensional fourier transform for the detection of textural changes in noisy images.
The most advanced use of texture analysis that has been reported by Siew et al [1988] and 
Wood and Hodgson [1989]. The objective of both of these activities was to automate the 
processes of measuring the subjective level of change in the appearance of carpet as it was 
artificially aged. The resulting measurements were utilised to control the manufacturing or 
design process for the material.
In work undertaken by Siew et al, three different feature based texture; analyses were used.
1 Grey level co-occurrence matrix .
2 Grey level difference method.
3 Grey level run-length matrix.
The grey level co-occurrence matrix method used by Siew was similar to that initially 
reported by Kruger et al [1974] for the classification o f medical x-ray images and 
subsequently by Haddon et al [1993] for the analysis o f military avionics images. The entry 
in row i and column j o f the grey level co-occurrence matrix corresponds to the function 
f(i,j,d,a) which represents the probability o f two pixels separated by distance d  and angle a 
having grey-levels i and j respectively. In Slew's implementation, the values o f the function 
f(ij,d,a)  were estimated from the image data for fixed values o f the inter-sample distance and 
angle, but over the full range of discrete grey levels. From the resulting matrix a number o f 
parameters were extracted including:
• its energy X X [/[/,/, d. a)]2
> J
• its entropy -X  X [/(/,/, d. û)log(/[z.y, d. a)]
i j
• its inertia X X [(/ d. a ) ] .
i J
In the grey level difference method, texture parameters were extracted from the grey level 
histogram P(i) o f the edge enhanced version o f the image under analysis. The edge 
enhancement method used by Siew et al was to take the absolute difference between pixels at 
a fixed 2-dimensional displacement. The parameters extracted from TY/J included:
, m
• the mean -  X P(i)
• the "contrast" X rP{i)
Z=1
• the "angular second moment" X [P(i)]2
I- 1
\f
• the entropy -X  P(j)\og(P(i) ) .
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The grey level run-length matrix Q(iJ) used in the 3rd method o f texture analysis investigated 
by Siew et al, was defined as the number o f runs o f length j  in a particular direction with grey 
level i. From this matrix the following parameters were derived:
X ILrQd.j)
the "long run emphasis" : ^
i j
the "short run emphasis" : J. y
'  j
11Z  0(v)
the "run-length uniformity" : ^  ^  0{lf)
' J
the "run percentage" : I Z  0 { i j )
The general conclusions provided by Siew et al were that each o f the techniques investigated 
gave useful results. However, it was found that the usefulness o f different analysis methods 
and the individual parameters extracted using them varied with carpet type. Using the 
methods described, they were able to consistently identify three different stages in the wear 
cycle o f a carpet.
The work undertaken by Wood and Hodgson built upon that o f Siew et al. For their work. 
Wood and Hodgson used an analysis method similar to the grey level difference method 
proposed by Siew et a l  although they used Sobel filtering for edge enhancement. In 
addition, rather than extracting a number of parameters from the histogram of the edge 
enhanced image. Wood and Hodgson extracted only two parameters directly from the 
enhanced image. One o f these was the mean value, the other was the ratio o f pixels above the 
mean to that below the mean. In their work. Wood and Hodgson investigated a number o f 
effects including variation in parameters values with carpet orientation, the overall 
consistency of measurements, the effect o f colour and the performance achieved with highly 
patterned carpets. They found that the overall consistency o f measurements was high for 
similar carpet types (greater than 95% confidence was achieved). However, carpets with 
patterns presented problems. In particular, the overall consistency o f measurements was 
significantly lower than that obtained with plain carpets, and carpets with strong linear
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features provided results that were orientation dependent. On the subject o f colour, Wood 
and Hodgson observed that the parameter corresponding to the mean o f the enhanced image 
varied significantly between similar carpets with different shades; this effect was found to be 
most pronounced for lighter carpets.
Wood and Hodgson did attempt to overcome the problems that they experienced with 
patterned carpets by using two images obtained from the same viewpoint but with different 
lighting arrangements. From the two images so obtained, a single image was calculated by 
using the ratio o f pixels in the two images which corresponded to the same location in the 
field-of-view. This resulted in an image in which the majority o f the pattern component had 
been removed. However, when they applied the analysis techniques to the resulting images, 
they observed that the consistency o f the results obtained was still significantly lower than 
that obtained using plain carpets with their standard lighting arrangement. They attributed 
this to the lack o f contrast which was observed in the images obtained using the novel 
lighting arrangement.
2.4 Implem entation  
2.4.1 Overview
When considering the technology available for the implementation o f  automatic visual 
inspection, it is useful to group components and subsystems under the following headings:
• camera interfaces
• electronic processing components
• proprietary image processing systems.
Each o f these groups o f components are reviewed below. Following this a number o f 
automatic visual inspection systems which have been configured based on these components 
are described.
2.4.2 Camera Interfaces
The evolution o f electronic image processing hardware has been dominated by television 
compatible area scan cameras. A number o f widely adopted standards exist which specify an 
electronic interface to such cameras in which a single analogue signal is used to convey both 
the video and synchronisation information. These standards include RS-170, NTSC, CCIR 
and PAL. The differences between these are minor and this has allowed image processing 
equipment manufactures to provide camera interfaces which are compatible with most or all 
o f these common video standards. The general form of such an interface is summarised in 
Fig. 2.21. A key feature is a synchronisation signal extractor, this drives a state machine 
which in turn ensures that the analogue video signal is converted into digital form with the 
samples being acquired at the appropriate times. This form o f electronic interface has 
become so widely adopted that highly integrated devices have been produced to allow 
compact and cost-effective implementation.
Over the last 5 to 10 years the use o f high resolution area and linescan cameras for image 
processing applications has increased. In order to acquire digital video from such cameras, it 
is frequently necessary to employ circuitry which is specific to the particular model being 
used. This is due to the high bandwidth o f their video signals and other unique interfacing 
requirements. Some manufacturers o f image processing equipment have developed special 
interface subsystems for families o f cameras, others have increased the flexibilitv o f the
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camera interfaces in their existing products. However, there are a number o f problems and 
compromises. For example, a number o f image processing systems are inherently designed 
to work with rectangular images. In order to accommodate data from linescan cameras, these 
systems group the continuous stream of lines from the camera in order to form pseudo area 
scan images. This can lead to difficulties when processing video data at the jo in  between two 
successive pseudo area scans. In addition, despite the efforts o f the image processing 
equipment manufactures, there are currently a number o f cameras for which only the camera 
manufacturers can provide a suitable electronic interface.
^ ► - P ix e l  Clock 
^ ^ ► A c tiv e  Video
D C. Restoration
Acquisition 
Control State 
Machine
Line and trame 
synchronisation signals
Fig. 2.21 : General form o f area camera interface 
2.4.3 Electronic Processing Components
The earliest fully digital image processing systems appeared in the late 1960s and they were 
based upon discrete logic. These systems typically required a number o f circuit boards for 
even relatively simple operations.
In addition to discrete logic, programmable processors have frequently been employed in 
digital image processing implementations. The early implementations which appeared in the 
late 1960s used general purpose minicomputers. Towards the end o f the 1970s. the use o f 
microprocessors such as Motorola's 68000 became more common. While these 
programmable systems provided a great deal of flexibility in terms o f the function 
implemented, they were not able to achieve the relatively high speed o f processing offered by 
implementations based on discrete logic. This was because very large numbers o f 
processors would be required for high speed implementations, which was not practical.
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Therefore in general, discrete logic was mandatory for computationally intensive high speed 
applications. In some cases, a high speed processing subsystem based on discrete logic was 
hosted by a general purpose processor. This allowed the processing task to be divided such 
that the computationally intensive operations were implemented in discrete logic while the 
less demanding functions were implemented on the programmable processor.
In the late 1970s and early 1980s, there was appreciable interest in programmable parallel 
processing systems. The Distributed Array Processor (DAP) was a typical example o f such a 
system. This employed a number of similar processing elements which could be 
programmed to implement similar bit-level operations in parallel. Other examples included 
systolic and wave-front processing arrays . However, due to the high costs associated with 
such systems they were not generally employed for industrial visual inspection applications.
Since the early 1980s developments in four technologies have had significant impact upon the 
level o f performance that can be achieved in cost-effective image processing systems. These 
technologies are:
• programmable processors
• application specific integrate circuits (ASICs)
• programmable logic
• parallel programmable processors.
As indicated above, programmable processors were used in the earliest digital image 
processing systems. However, the computation capability o f such devices have generally 
increased by between 1 and 2 orders o f magnitude since the early 1980's. This enhanced 
performance is mainly attributed to advances in fabrication technology which have allowed 
smaller geometry devices to be manufactured. The shorter signal paths in such devices 
reduce propagation delays and allow them to operate at higher speeds.
In addition to increasing the clock speed o f programmable processors, the use o f special 
architectures has allowed performance to be increased. In particular, instruction and data 
piplining has been employed extensively in reduced instruction set (RISC) and digital signal 
processors (DSP) in order to increase execution speed. Other enhancements include the use 
o f parallel arithmetic units for data and address calculations, support for multiple data buses.
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the use o f instruction caches, support for floating point arithmetic, and increased support for 
high level programming languages. Some examples o f the results o f these developments are 
described below.
High Performance Rise Processors
The Intel i860 and the Research Machines R4000 and R4400 have been 
widely used in preparatory high performance image processing systems. 
While these devices lack the rich instruction sets offered by general purpose 
processors, they do have the ability to implement processing at very high 
speeds. The Intel device is notable for its support for double precision floating 
point arithmetic while the R4400 has an impressively high clock speed o f 150 
MHz.
Programmable Digital Signal Processors
Programmable digital signal processors have evolved significantly since they 
first appeared in the early 1980s. These devices are optimised for common 
signal processing operations such as simultaneous multiply and accumulation.
By using piplining, multiple data buses, zero overhead looping and a number 
o f other implementation optimisations, they are able to undertake some 
numerical operations at speeds approaching the instruction rate o f the 
processor. For example, most DSPs are able to offer this level o f  performance 
when implementing the N  multiply/accumulate operations required for a 
length N  linear convolution.      ... _ ------ ------
Programmable DSPs which support floating point arithmetic are preferred
because they allow numerically intensive application software to be developed
efficiently [Smith 1993]. However, floating point devices tend to be more 
| expensive than their fixed-point counterparts, and therefore the latter m ust be j
| used where high-volume and low cost are prominent. M ost o f the m ajor j
j  semiconductor manufacturers have released one or more digital signal
processors. Texas Instruments. Motorola. AT&T and Analogue Devices are 
the most established companies in this market, with each supplying a range o f 
fixed and floating point devices.
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A number o f application specific integrated circuits have been developed which are capable 
o f implementing common image processing operations at high pixel processing rates. These 
include devices for:
• one and two-dimensional linear convolution
• the calculation o f image statistics such as regional histograms
• digital colour space transformations
• median filtering and other digital morphological operations
• object detection for binary image data.
These types o f device have been used as building blocks in high speed image processing 
systems.
Programmable logic devices in the form o f field programmable gate arrays (FPGAs) can be 
electronically configured to implement specific hardware functions at moderate speeds. 
Several semiconductor m anufactured produce such devices, notable Xilinx and Actel. The 
gate density o f FPGAs is currently not as high as that in ASICs and therefore their ultimate 
processing performance is lower. However, the limits op these devices have not been 
reported comprehensively: the literature which is available refers only to specific 
applications.
Programmable parallel processing systems based on the Inmos T200. T400 and T800 
Transputer families have been available since the mid 1980s. These devices have the
advantage that processor arrays can be constructed cost-effectively using industry standard
TRAM processing modules, with the modules being linked via serial communications 
channels. However, in the inter-processor communications bandwidth is 2.5 mega bytes per 
second per channel. This limits the scope for distributing high bandwidth video data within 
such arrays, and therefore limits their usefulness for real-time image processing. Texas 
Instruments have attempted to overcome this limitation with the release o f  their TMS320C40 
based TIM-40 processing module architecture. The communications bandwidth o f these 
devices is 20 mega bytes per second per communication channel, in addition the TMS320C40 
processor is significantly more powerful than the T800 Transputer. Likewise Inmos have 
now released the T9000 Transputer which overcomes many o f the limitations o f the T800.
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While the TMS320C40 based TIM-40 and T900 based TRAM architectures offer great 
potential for implementing real-time image processing, little detailed information regarding 
their performance in such applications is available. Therefore the limitations o f these devices 
for such applications is not currently well understood.
A summary o f the various electronic processing components available for use in digital image 
processing applications is shown in Fig. 2.22.
High Performance 
Rise Processors
General Purpose 
ProcessorsProgrammable DSPs
Software
Programmable
Processors
Digital Image 
Processing Components
Dedicated 
Processing Hardw are
Special Purpose 
ASICs
Discrete Logic
High Density 
Electronically 
Programmable Logic
Fig. 2.22 : Summary o f components used for digital image processing 
2,4,4 Proprietary Im age Processing Systems
The spectrum of proprietary image processing system available is very broad ranging from 
simple personal computer based frame grabbers through to complex high performance 
pipeline processors. Considering only equipment for monochromatic image processing, a 
general ranking of such systems in terms o f complexity/performance is as follows:
frame grabber hosted by a general purpose processor low complexity/performance
frame grabber plus programmable DSP or Rise processor 
frame grabber plus processor array 
frame grabber plus ASICs and discrete logic high complexity/performance
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As stated in Section 2.4.2, frame grabber support for television style cameras is almost 
universal, while interfacing to high resolution cameras requires either a flexible frame grabber 
or one specially designed for this purpose. In an attempt to overcome this problem some 
equipment manufacturers have taken a modular approach which allows a custom camera 
interface to be developed for their processing systems if  required. As well as flexibility in the 
camera interface, modular systems offer a number o f other advantages. For example, the 
ability to select only the minimum number o f processing components required for a particular 
application, and the facility for introducing custom processing circuitry to implement a 
unique numerically intensive operation at high speed.
Pixel data communications within modular image processing systems is an important issue 
since it limits overall performance. Two general approaches exist, these are:
• broadcast
• point-to-point transfers.
With broadcast all or part o f the image is passed to a number o f processors which operate in 
parallel. This may be achieved through the use o f dedicated buses or shared memory areas. 
In contrast point-to-point transfers generally only allow the exchange o f data between a pair 
o f processing elements. The Maxvideo architecture developed by Datacube Inc. provides a 
combination o f broadcast and point-to-point transfers and can be use to construct complex 
processing pipelines with parallel data paths.
A recent development has been the release o f sensors with integrated processors. Two 
manufacturers currently supply such devices, one o f these is the Edinburgh based company 
VLSI Vision Ltd (VVL) the other is the Finish company Integrated Vision Products (IVP). 
The VVL device which is called the Imputer has a 256 x 256 pixel area scan sensor with 
integrated processing which currently allows simple operations such as rotations. IVP 
provide a range o f products including a 128 element linescan. 512 element linescan and a 256 
x 256 element area scan device. These contain parallel integrated processing elements which 
support a range o f numerical and image processing operations. For example, the 128 element 
linescan device has 128 processing elements each capable for performing common logical 
operations in parallel using data from several integral 128-bit registers. In addition, the 128
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parallel processing elements on this device can operate together to implement regional image 
processing operations such as edge detection and binary object counting.
2.4.5 Commercially Available Autom atic Surface Inspection System s
Details o f the implementation o f commercially available automatic surface inspection 
systems are not openly published for obvious commercial reasons. However, it is possible to 
determine some aspects o f their configuration and methods o f operation from the information 
provided by the suppliers as well as published research work which lead up to their 
development.
The majority o f the systems currently available have been developed for applications in 
which the end-users can support high levels o f capital investment such as the production o f 
rolled metals and the manufacture o f paper and films. Therefore the information available on 
commercial systems tends to be biased towards these types of application.
A comprehensive report on the inspection o f cold-rolled steel strip was published in 1980 as a 
result o f a European Community funded research project in this area [Watts 1980]. The 
scope of the work undertaken was focused mainly on the laser scanning acquisition 
technology used, with considerable effort being applied to optimise the contrast between 
surface defects and their background in the signal generated by the optical sensors used. 
Custom designed electronic interfaces were developed which produced a stream o f 8-bit 
digital samples with a peak data rate of 10 MHz. The signal processing used was low-order 
1-dimensional digital filtering, followed by thresholding, morphological filtering and 
connected component analysis o f the resulting binary image. The digital and morphological 
filtering were implemented using purpose built circuitry based on discrete logic, while a 
general purpose processor was used to apply connected component analysis off-line using 
recorded data.
A system for the inspection o f aluminium strip was be described by Meijer [1989]. This 
utilised a single linescan camera with a 4096 element sensor array and a data transfer rate o f 
20 MHz. An 8-bit analogue to digital conversion process was used to sample the camera's 
video signal, and two processing operations were applied in parallel to the resulting data 
streams. One o f these was high-pass filtering followed by thresholding, the other was 
differentiation followed by thresholding. Connected component analysis was then applied to
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the resulting binary data streams. An unspecified high performance image processing system 
was used to implement the processing.
A similar system for the inspection o f painted steel strip was described by Mills [1993]. This 
used 12 seperate 512 x 512 element area scan cameras, each digitised to give a 10 M Hz raw 
pixel stream. Three independent digital filtering operations were applied to the digital signal 
streams derived from each camera, and the outputs from these were threshold and passed to a 
classification operation. The classification operation identified groups o f  features and 
measured geometric parameters such as their area, perimeter, width, height and bounding 
rectangle. Finally the feature groups were classified in accordance with their geometric 
properties. The implementation o f this system was based on a proprietary high performance 
image processing system available from Datacube Inc.. This is a VME hosted pipeline 
processing system which employed a combination o f ASICs and discrete logic to implement 
common functions, it also has a flexible method o f routing data between the processing 
functions. Modular camera interfaces were used to generate the 12 digital pixel data streams. 
The core Datacube hardware implemented the digital filtering and thresholding operations, 
and a special purpose Datacube compatible processing module available from a third party 
supplier was employed for the feature parameter!sation [Weir 1987]. Finally, the systems 
Motorola 68030 VME host processor was used to implement the classification operation.
A commercial inspection system for plastic, paper and film products was developed by the 
Eastman-Kodak company and is now sold as a commercial product [Ektron Applied Imaging 
Inc. 1991]. The supplier's literature indicates that this employs linescan cameras with 1024 
and 2048 sensor elements. The signals from these are digitally sampled to 12-bit accuracy, 
and digital signal processing is employed for feature enhancement and detection. Finally, the 
features detected are classified in accordance with their geometric attributes. No other details 
about this system have been released by the manufacturer.
Waltz's prototype system for inspecting fabrics with period weaves [1985] utilised linescan 
cameras with a 1-bit analogue to digital converter. The linear filter techniques developed by 
Waltz for use in this equipment are detailed in Chapter 4. The implementation employed a 
combination of a one-dimensional discrete-time analogue delay line and analogue multipliers. 
The results o f this operation were thresholded and processed using a general purpose 
computer. The electronic implementation o f this system was based on custom designed 
circuitry.
/ ■
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The development o f  a laboratory based prototype inspection system for knitted fabrics was 
reported by Hyman and Bums [1985]. This system was designed to detect thread breakages. 
It employed a 7-bit, 40 KHz analogue to digital conversion process to sample the output o f  a 
128-element linescan camera which monitored the fabric. The data was acquired into a frame 
store and processed using a Research M achines 380Z general purpose computer. This 
applied an adaptive thresholding technique to detect defects. 100 % inspection o f the 
material was not possible due to the limited performance o f  the computer used. However it 
was possible to achieve an inspection coverage o f  approximately 10%.
A prototype fabric inspection system was reported by Takatoo [1988]. This employed 10 
area cameras, each with a 256x240 element CCD sensor. The equipment applied linear 
convolutional filtering followed by grey level morphological filtering to enhance the contrast 
o f defects against their background. Adaptive thresholding was then utilised to detect 
defects. Details o f the electronic circuitry used for implementation were not reported.
A review o f commercially available automatic visual inspection technology suitable for use 
in the textile industry has been undertaken by M unden and Norton-W ayne [1988]. They 
reported on the availability o f laser scanning based systems for high speed inspection as well 
as some linescan camera based systems using cameras with 2048 and 4096 element sensors. 
It was indicated that signal processing was em ployed in some o f these systems although the 
details were confidential. A number o f deficiencies and limitations were identified with the 
equipment. These included:
• a lack o f  support for the inspection o f  open materials such as lace, fabrics with visually 
apparent weaves, lightly textured m aterials and those with medium and high 
complexity patterns
• the lack o f  systems capable o f performing functions such as the measurement o f  thread 
spacing, monitoring o f  colour, location o f  piece-parts and the gauging o f  garments
• the high cost o f  the equipment offered which limited its accessibility to larger 
companies who manufactured large batches o f  similar type o f  fabric.
2,4 .6  Conclusion
Since M unden and Norton-W ayne undertook their review, there have been very few  
developments in term s o f  commercially available automatic visual inspection systems for the
54
textile industry. The high cost o f these systems remains the key barrier to the widespread 
uptake o f this technology within this and other industries which could have the potential to 
benefit from it. However, the level o f computational performance available from the 
electronic components which form the building blocks o f high speed image processing 
systems, continues to increase as their cost drops. In particular, the capabilities o f high 
performance TMS320C40 and T9000 based processor arrays, high density programmable 
logic and sensors with integrated processing, combined with their low cost, means that in 
principle, the provision o f cost-effective automatic visual inspection equipment is feasible.
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3 ANAL YSIS O F REQUIREM ENTS  
3.1 Introduction
This thesis focuses mainly on the application o f automatic visual inspection within the textile 
and leather processing industries. The current chapter presents an analysis o f the 
requirements that these two industrial sectors have o f this technology. A separate analysis is 
presented for each sector and areas o f commonality are identified.
3.2 The Textile Industry
3.2.1 Background
The author has held consultations with the British Textile Technology Group (BTTG)1 as 
well as a range o f relevant commercial organisations in order to identify the requirements 
which the textile industry has for automatic visual inspection. The results o f these 
consultations are presented in the following subsections.
3.2.2 Industry Overview
Textiles are manufactured in a variety o f forms. For the purpose o f visual inspection it is 
useful to group them using the following characteristics:
• the manufacturing technology
• whether or not the material is patterned.
There are two different technologies for manufacturing textiles, weaving and machine 
knitting.
The weaving process which is illustrated in Fig. 3.1. employs a weaving loom to interlace 
longitudinal and crosswise threads. The longitudinal threads are termed the warp, while the 
crosswise threads are referred to as the weft. A cycle o f weaving involves the following 
steps:
1 Alternate warp threads are positioned above and below a centre line.
2 The weft thread is carried across this centre line using an object called a shuttle.
3 The positions o f the warp threads are switched so that those that were above the centre 
line are now orientated below the centre line and visa versa.
1 BTTG are the UK research association for the textile industry
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4 The weft is carried back across the centre line in the opposite direction to that used in 
step 2.
This process results in a long continuous sheet o f material which is rolled to allow convenient 
handling. The width and length o f such rolls vary in accordance with the final application for 
the textile, as do the spacing o f the warp and weft threads. However, a typical roll would be 1 
to 2 metres wide, between 50 and 100 metres long and have a warp or weft thread spacing in 
the range 0.5 mm to 2.0 mm.
Cross Section
Warp Threads
Weft Thread
Warp
Threads
Weft Threads
Fig. 3.1 : The weaving process 
Machine knitting employs a loom which uses needles to intertwine threads. As illustrated in 
Fig. 3.2. industrial knitting machines usually knit a circular array o f threads so creating a 
continuous tube o f material. Subsequently this is split to form a single sheet which is then 
rolled much like a woven textile. Typical roll lengths and widths for knitted fabrics are 
similar to those for woven fabrics. Similarly, thread spacings are similar to the warp and weft 
spacings used for woven textiles, although they may be as high as 5 cm in a limited number 
o f cases. However, in contrast to weaving, a wide range o f diverse stitch styles are employed 
in the industrial knitting process.
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Threads
Tubular Knitted Fabric
Fig. 3.2 : An industrial knitting machine 
Plain textiles are produced by weaving or knitting with a uniformly coloured yarn. In some 
cases the material may be dyed after weaving or knitting.
Patterned materials can be produced either by printing a plain material or by employing 
different coloured threads during the weaving or knitting process. The patterns that result 
from using different coloured threads vary in complexity. However, structured periodic 
repeats are common. The complexity o f the patterns produced by printing are more diverse 
and less structured.
3.2.3 Visual Inspection in the Textile Industry
Visual inspection in the textile industry is usually carried out by material suppliers either as 
part o f their quality assurance procedures or for the purpose o f process control. The most 
common requirement is for a final inspection operation to be undertaken prior to dispatch. At 
this point the material is always in the form o f a roll and this is presented to a human 
inspector using a purpose built inspection table.
Typical rates at which inspection is undertaken range from 5 cm per second up to 80 cm per 
second. Inspection rates exceeding 80 cm per second would be desirable. However, this is 
known to be the maximum rate at which human inspection is effective.
As well as monitoring the roll for specific defects, the inspector usually performs a number o f 
other tasks such as periodically measuring the width o f the material, marking defects on the
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selvage2, weighing the rolls, loading them on-to and off-of the inspection table, packaging the 
inspected rolls and labelling them.
The inspection process normally employs some form o f points grading scheme. Essentially 
this is an empirical method for measuring the quality o f the roll based on the nature and 
frequency o f occurrence o f defects. These grading schemes vary in their details from 
company to company, although the underlying principles used are the same.
3.2.4 Visual Defects Categories fo r  Textiles
The definition o f a defect in a textile is to some extent context dependent. This is because the 
problems that arise during the manufacture o f  a textile can be specific to the material. By 
way o f example consider the manufacture o f denim. This is produced by weaving together 
blue and white cotton threads such that the blue is most apparent on one side o f the material 
while white is most apparent on the other. A number o f problems can arise during this 
process which mainly relate to the blue cottons. For example, since the cotton may contain 
intermittent white patches where the dye has not been taken up, it is possible for a speckled 
pattern of white dots to occur on what is nominally the blue side o f the material. Since denim 
is used to make low-cost garments there is a certain amount o f tolerance to this effect. In 
comparison, a similar feature on an expensive suit material would be completely 
unacceptable.
A further aspect o f the textile industry which complicates the analysis o f its requirements for 
automatic visual inspection, is the wide-scale use o f colloquial and regional terms which give 
rise to many aliases for the same defect. In order to overcome this problem, the British 
Standards Board and the International Standards Organisations have defined standard 
terminology for defects that frequently occur in woven and knitted textiles. These are defined 
in the following documents:
woven textiles : BS 7343 : 1990 (ISO 8499 : 1990) Glossary of terms for defects
in woven textiles
knitted textiles : BS 5742 : 1990 (ISO 8498 : 1990) Glossary of terms for knitted
textiles.
These standards provide a description of the visual appearance o f the defects supported by 
photographs as well as an indication of their causes. However, they do not present the defects 
in a form that is immediately applicable to an assessment o f the requirements that the textile
2 The selvage consists o f  narrow strips o f  surplus material on each edge o f  a roll o f  textile.
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industry has o f automatic visual inspection. Therefore in order to undertake this assessment, 
consultations have been held with the British Textile Technology Group (BTTG) and 10 
textile manufacturing companies. Based on these consultations, the following key points 
relating to the visual inspection o f textiles have been identified.
1 By virtue of the nature o f the forming process, that is weaving or knitting, textiles have 
a structure which is intrinsically periodic in both the warp and weft directions. 
Therefore when viewed at an appropriate resolution, all defects can be characterised by 
a distortion in either the regular structure o f the material or its colour.
2 The majority o f defects are dictated by the intrinsic structure o f the weave and therefore 
have either a rectangular or rhomboidal appearance and, these are aligned to either the 
warp or weft direction o f the material.
3 The linear defects described in (2) above can be further subdivided in accordance with 
their orientation and size. The main linear defects that are aligned with the weft 
direction are bars and streaks: bars always extend across the full width o f the material 
whereas streaks have a length which is less than 30 % o f the width o f the material. 
Generic terms for faults in the warp direction are strips and streaks; strips are longer 
than 240 mm while streaks have a length which is less than 240 mm. For the purpose 
o f quality grading, the other characteristics o f linear defects which determine their 
severity is their width relative to the nominal thread spacing.
4 Faults which do not fall into the categories described in (2) and (3) above may be 
placed into one o f  two other groupings, namely area defects and "non-orthogonal" yam 
faults.
5 Area defects may be subdivided by their size. For the purpose o f quality inspection 
those with an area which exceeds 20 m nr are considered to be "large" while those with 
an area less than 20 mm2 are considered to be "small".
6 "Non-orthogonal" yam faults appear as skew or bowed distortions o f the yams. These 
defects normally arise during a finishing process in which the material is treated to give 
it particular physical properties such as mechanical strength, colour or water resistance.
Based on the points indicated above, the hierarchical breakdown o f textile defects shown in 
Table 3.1 has been derived for use during the visual inspection o f textiles.
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Class/Defect
Code
Defect Description
1 Linear Defects
L I ­ Linear Defects Aligned to the Weft Direction
L L I Length Greater than 30 % of Material Width
L L L 1 Defect Width Comparable with Thread Width
L L L 2 Defect Width Greater than Thread Width
1.1.2 Length Less 30 % of Material Width
1.1.2.1 Defect Width Comparable with Thread Width
1.1.2.2 Defect Width Greater than Thread Width
1.2 Linear Defects Aligned to the Warp Direction
1.2.1 Length Greater than 240 mm
1.2.1.1 Defect Width Comparable with Thread Width
1.2.1.2 Defect Width Greater than Thread Width
1.2.2 Length Less than 240 mm
1.2.2.1 Defect Width Comparable with Thread Width
1.2.2.2 Defect Width Greater than Thread Width
2 Area Faults
2.1 Length Greater than 240 m n r
2.2 Length Less than 240 m nr
3 Non-orthogonal Threads
3.1 • Weft threads not orthogonal to edge o f material
3.1.1 Weft threads straight
3.1.2 Weft threads form a single arc
3.1.3 Weft threads form a compound arc
3.2 Warp threads not orthogonal to edge o f material
3.2.1 Weft threads form a single arc
3.2.2 Weft threads form a compound arc
Table 3.1 : Textile defects categorised for automatic visual inspection
5.2.5 Evaluation o f  Im age Acquisition Requirem ents
The general requirements which textiles have in respect o f image acquisition were evaluated 
by assessing samples o f defective fabric supplied to the author by textile manufacturers. The 
objective o f this assessment was to establish bounds on key parameters o f  acquisition 
systems used during automatic inspection o f textiles. The parameters evaluated included 
spatial resolution, illumination geometry, viewing geometry and the spectral characteristics o f 
the illumination.
As indicated earlier, the spacing o f the threads in textiles are typically in the range 0.5 mm to
2.0 mm. From the assessment it was observed that the majority o f the linear defects indicated 
in Table 3.1 are due to an interruption o f the weaving process, causing for example, a missing 
thread or double thread. Others are due to yam problems such as poor colouration or 
abnormal thickness. Hence, the minimum size o f such defects is comparable to that o f the 
thread spacing. This provides a suitable basis for defining the spatial resolution required 
during image acquisition Thus using Nyquist's sampling criteria, images o f a textile acquired 
for the purpose o f automatic visual inspection, should employ a maximum pixel spacing 
which is equal to half the thread spacing1 (0.25 mm or greater).
While the thread spacing provides a useful general guide to the spatial resolution required to 
inspect textiles, there are some cases in which a lower resolution would be adequate. For 
example, the defects in some materials only take the form o f relatively gross dying or 
processing faults. Many of the area defects listed in Table 3.1 fall into this category, as do a 
particular group o f weft defects called "hairiness" which occur in woven materials. It was not 
possible for the author to obtain sufficient information to define the lower limits on the size 
of such defects. However, from the textile samples available, it was observed that the 
smallest linear size o f defects in these categories was approximately 5 mm.
During trials the author observed that the relative geometry o f the camera and illumination 
had a significant effect upon the contrast o f defects in all cases considered. In general, back 
illumination was found to be preferable for the detection o f structural defects which distort
1 The profile o f  a typical w eave takes the form o f  a square wave. Therefore its frequency spectrum is 
characterised by a fundamental and multiple harmonics w hose amplitude decay rapidly with frequency. 
How ever, during empirical experim ents undertaken by the author it was concluded that resolution o f  the 
fundamental component by the acquisition system , was sufficient for the purpose o f  inspection.
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the weave. Conversely, front illumination was necessary to detect colour defects and surface 
defects such as excess threads.
The spectral characteristics o f the illumination source were also found to have a significant 
effect upon the level o f contrast of colour related defects. Two different sources o f 
illumination were used during the initial investigations, these were a "white" fluorescent strip 
light and a tungsten halogen lamp. The spectral distributions o f these sources are shown in 
Fig. 3.3. Note that the energy o f the fluorescent source is concentrated mainly in the visible 
region o f the spectrum (450 - 580 nm), while the tungsten halogen source has a broader
spectral coverage which increases monotonically with wavelength. For a number o f the m ore 
more subtle dying defects evaluated, the tungsten halogen source resulted in images in which
the defects had the highest level o f contrast.
One further characteristic observed by the author during his initial investigations, was that the 
average intensity o f the acquired image showed considerable variation when front lighting 
was applied to different materials. For example, when using a tungsten halogen illuminator, 
the intensity o f the reflections from a white cotton material were found to be six times as 
intense as those acquired from material containing black dyed cottons. Hence, in order to 
inspect materials with a range colours, it is necessary to use an image acquisition with a wide 
dynamic range.
Relative
Spectral
Energy
  Fluorescent source
 Tungsten halogen source
100700 900500350
X / nm
Fig. 3.3 : Spectral distributions o f illumination sources
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3.3 The Leather Industry
3.3.1 Industry Overview
The leather industry uses a by-product o f the meat industry as one o f its major raw materials. 
Because animal hides are not seen as their major product, farmers and abattoir operators place 
little priority on maintaining the quality o f the hides they produce. This combined with the 
natural variation o f leather, gives rise to a requirement for visual inspection within the leather 
industry.
Broadly, the manufacturing operations applied in the leather industry may be divided into two 
categories:
• tanning
• the manufacturing o f goods.
Tanning encompasses all o f the processes applied to the hide from the point at which they are 
received from the abattoir until the leather is in a form suitable for use in the manufacture o f 
leather goods. Many o f these processes are chemical based, with the early stages involving 
the removal o f hairs and stabilisation o f the skin, while later stages are more concerned with 
the final application o f the leather and therefore its physical properties. Typical examples o f 
operations carried out in the later stages o f tanning include:
• water-proof treatment for shoe leather
• grain correction, in which a thin coating o f lacquer is applied to the surface o f the skin 
to give a smooth appearance
• masking, which involves printing artificial patterns on the skin in order to obscure 
unsightly marks and blemishes.
The part o f the industry involved in the manufacture of goods is extremely diverse, with final 
products ranging from low-cost key thongs through to expensive leather jackets. The 
majority o f the companies involved in this side o f the industry produce consumer goods with 
shoe manufacturing being the most dominant subsector.
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3.3.2 Visual Inspection in the Leather Industry 
Overview
The author has held consultations with a number o f organisations operating within the leather 
industry in order to identify specific applications for visual inspection. These organisation 
are detailed below.
1 The British Leather Confederation (BLC).
2 The Shoe and Allied Trades Research Association (SATRA) Ltd.
3 Representatives from six separate tanneries.
BLC are the UK research association for the leather industry while SATRA Ltd are the UK 
research association for the shoe manufacturing industry. Based on these discussions, it 
became apparent that the greatest level o f demand for visual inspection occurs at a particular 
intermediate stage in tanning process. At this stage the hides are said to be in the "wet blue" 
state, due to their blue appearance.
Inspection o f  Leather in the "Wet Blue" State
When the skins are in the "wet blue" state, visual inspection is applied to determine their final 
application and therefore the subsequent processing stages. The decision made at this stage is 
critical from a economic point-of-view. This is because if  the skin is processed 
inappropriately, then it may not be suitable for the intended application, in which case, the 
costs o f the skin and the associated processing will be lost.
Purpose built tables are used for the inspection o f "wet blue" leather. Hides from animals 
such as sheep are inspected and processed in one piece, while those from larger animals such 
as bovines are cut in half. Hence when they are inspected, hides have a nominal width in the 
range 1.0 m to 1.6 m. and a nominal length in the range 1.8 m to 2.4 m. Typical inspection 
rates are o f the order o f three seconds per skin including time for handling. This is equivalent 
to an inspection rate o f between 30 and 50 linear cm per second.
Currently, the sorting o f skins in the "wet blue" state is undertaken by human inspectors who 
grade the skins. The details o f how this grading is applied are somewhat subjective and there 
is some variation between different tanneries. However, in general terms, the quality o f a 
skin is reduced in proportion to the severity and frequency o f the unsightly features which it 
contains. The location o f the features is also important, with unwanted features in the centre
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of the skin being particularly undesirable. This is because large rectangular sections from the 
middle o f the skin command a premium if  free from defects.
Criteria fo r  Grading "Wet Blue " H ides
Upon detailed assessment o f the grading schemes implemented by different tanneries, it was 
concluded that the following characteristics were important in the context o f visual 
inspection:
• few if  any hides could be considered fault-free
• many hides exhibit several types o f fault
• the significance o f a particular fault is dependent upon its area (extent if  a cluster), 
severity and location
• the level o f attention to detail employed during assessment process depends upon the 
final application for the skin
• the severity o f a particular defect is proportional to its visual contrast in the final 
products; this may not be the same as its visual contrast in the "wet blue" state.
Hence, in terms o f automating the grading process for "wet blue" leather, the three key 
attributes o f a defect are its area (extent in the case o f defect clusters) severity and location. 
Assuming that the fault can be detected reliably by appropriate processing, then measuring its 
area and/or extent is trivial.
In principle, the severity o f a fault is correlated with its contrast in the image, which it is 
possible to measure. However, as indicated above, the contrast o f a fault may change 
between the "wet blue" state and the finished product. Upon closer investigation, it has been 
established that this characteristic only applies to a small number o f defect types. For these, 
the level of change in contrast between the "wet blue" state and the final product is constant. 
Hence, it is possible to account for the effect in a systematic way during inspection.
In order to account for the location o f defects when calculating a quality grade, it is proposed 
that the skin is divided into regions. Each o f these can then be assigned a weighting which
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correlates with the significance o f a faults being present in the region when grading the skin. 
Fig. 3.3 shows a suitable regional segmentation for a bovine skin. This has been developed 
by the author with the assistance o f BLC and SATRA Ltd.
Figure 3.4 : Segmentation o f a bovine hide for quality grading
In order to produce a suitable quality grade for a "wet blue" skin during an automatic visual 
inspection operation, it was decided to use an empirical calculation as follows:
■^Fcat
Grade = a  S  AkCGVk + P (3.1)
A - l
where:
Nfeat is the number o f features detected on the skin
A k is the area o f the kth feature detected
Ck is the contrast o f the kIh feature detected
Jf \- is the weighting factor for the klh feature detected, which is equal to
4.2 if the feature is fleck or pitting otherwise it is equal to 1.
a  and p are constants.
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3.3,3 Visual D efect Categories fo r  "Wet Blue" Leather
It has been established that a range o f undesirable visual features may be present on "wet 
blue" hides. A number o f these have one or more aliases and they are sometimes classified in 
accordance with their cause.
The specific features identified during discussions held with representatives from the leather 
industry are summarised in Table 3.3. An indication o f size, visual appearance and the cause 
for each defect is also provided. In addition, Fig. 3.4 illustrates some o f most likely locations 
for a number o f common defects on bovine hides. Note that as indicated previously, bovine 
hides are split in half to allow convenient handling.
When considering automatic visual inspection, it is convenient to categorise defects in a 
different manner to that currently adopted by the leather industry. The classification scheme 
summarised in Table 3.2 was derived for this purpose by the author in collaboration with 
BLC and SATRA. This classification scheme is based on the geometric properties o f defects.
Category D escription
Linear Lines with any orientation.
Spot Circular features.
Area Distributed features which are neither linear 
defects or spot defects.
Table 3.2 : Classification o f Leather Defects
Toggle marks
Brands 
Wire marks 
Scratches
Scratches 
Wire marks
Toggle marks
Loose material 
Folds / wrinkles-oose material 
'olds / wrinkles
Loose
material
Folds / wrinkles
Growth marks Warble fly holes
Flay marks
Fig. 3.4 : Most likely locations for common defects occurring on bovine hides
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3.3.4 Evaluation o f  Im age Acquisition Requirem ents
In order to assess the image acquisition requirements for an automatic visual inspection 
system capable o f detecting the defects listed in Table 3.3, a number o f samples provided by 
tannery operators were assessed. The two main issues considered were spatial resolution and 
illumination geometry. It was not necessary to investigate the spectral characteristics o f the 
illumination source in great detail since "wet blue" leather has a relatively consistent colour. 
A "white" fluorescent illumination source with the spectral characteristics shown in Fig. 3.3 
was found to result in images o f adequate quality, and therefore this was adopted for the 
assessment.
On the subject o f spatial resolution, it was observed that a minimum pixel spacing o f 450 pm  
was required in order for the presence o f the majority o f defects to be apparent in the acquired 
images. Three distinct categories o f  defect could not be represented in images when using 
this spatial resolution, these were small scars, fleck and pitting. It was necessary to reduce 
the pixel spacing to 200 pm in order to obtain images in which small scars were adequately 
represented, while in the case o f fleck and pitting, the pixel spacing had to be reduced to 150 
pm.
The geometry o f the illumination and camera which gave optimal contrast for a wide range o f 
defects was found by experiment. In this optimum configuration, the camera's line-of-view 
was normal to the surface, while the illumination was at an angle o f approximately 20 degrees 
to the normal. Higher levels o f contrast could be achieved for toggle marks, flay marks, 
scratches, growth marks and wrinkles when the angle o f the illumination source was increases 
to between 35 and 40 degrees. However, the contrast o f fleck and dermatitis were found to be 
undesirably low for illumination angles greater than 20 degrees.
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3.4 Conclusions
Both the leather and textile industries have requirements for the visual inspection o f surfaces. 
When considering automation o f the visual inspection process in each industry, it is 
beneficial to identify areas o f commonality in their requirements. For this purpose it is useful 
to address the following issues:
• image acquisition
• the form o f the surface
• the visual characteristics o f defects
• the method by which defects should be analysed during inspection.
A comparison o f the form o f image acquisition required for inspection in each industry is 
presented in Table 3.4.
Textile Industry Leather Industry
Material Width 0.1 - 3.0 m 1.0 - 1.6 m
Material Length 50- 1000 m 1.8 - 2.4 m
Rate of Inspection 
(assuming linear scanning)
0.0005 - 2.0' m/sec 0.3 - 0.5 cm/sec
Pixel Resolution2 0.15 - 1.0 mm 0.15 - 0.45 mm
Desired inspection rate, which is not achievable with human inspection. 
Typical minimum pixel pacing required for inspection.
Table 3.4 : Comparison o f image acquisition requirements
In the leather industry, the major requirement is for the inspection o f "wet blue" leather. The 
visual appearance o f this material is more consistent than that o f textiles, which vary 
significantly in their colour, the size o f the yam. the structure o f  the weave or knit and the 
presence or otherwise o f printed or induced patterns.
The visual characteristics o f the defects which occur on leather and textiles are different. A 
high proportion o f those occurring on textiles are characterised by distortions o f the weave or 
knit: dye related defects are also common. Defects in leather are due to skin damage which 
can result in linear features, small spots or features which extend over a small area.
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The form and severity o f the defects is important for both industries. In the case o f the textile 
industry the form may be related to specific manufacturing problems, while in the leather 
industry the visual appearance o f particular defects is enhanced by subsequent processing.
In both the textile and leather industries the material is graded in terms o f its visual quality, 
with the final grade being determined by the nature, severity and frequency o f the defects. 
The location o f the defects is an important consideration in the leather industry where large 
fault free sections from the centre o f the hide have the highest economic value. Defect 
location is also important in the textile industry, although here the significance is the 
proximity to other defects.
When comparing the form o f the surfaces, the nature o f the defects and the details o f the 
inspection procedure in the two industries, it is j apparent | that the requirements o f the two 
industries overlap in some respects but contrast in others. Let automatic visual inspection be 
modelled as the following sequence o f operations:
• image acquisition
• the identification o f defects
• analysis o f defects.
Using this model, it has been shown in this chapter that the requirements o f the leather and 
textile industries have some overlap in respect o f image acquisition. Here the areas o f 
commonalty are pixel resolutions and the rates o f inspection, while the areas in which the two 
industries differ are in the geometry o f the camera / illuminator, and the spectral 
characteristics o f the illumination. The requirements o f the two industries have little overlap 
in respect o f the identification o f defects. This is because the visual characteristics o f the 
surfaces and those o f the defects are very different. Finally, there is considerable overlap 
between the requirements o f the two industries in respect of the analysis o f defects once they 
have been detected. In both cases, the defects must be classified in terms o f their size, 
geometric shape and position, with the results o f this process being used to grade the material.
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4 DETECTION OF SM ALL DEFECTS ON STRUCTURED TEXTILES
4.1 Introduction
A wide range of defects may arise during the manufacture of textiles. A category that 
presents a particularly difficult problem for visual inspection consists of those with a size 
comparable to the geometric structure of the textile's weave. Human inspectors find such 
defects difficult to detect reliably, especially when the spacing of the weave is small.
In order for an automatic visual inspection process to reliably detect defects which have a size 
comparable to that of the textile's weave, it is necessary to acquire images such that the 
structure of the weave is resolved. Ideally the spatial sampling frequency used by the 
acquisition system should be significantly greater than that corresponding to the thread 
spacing of the material to be inspected. However, due to economic constraints, this is 
difficult to achieve in practice. This can be illustrated by considering a typical requirement:
material thread spacing : 750 pm
material width : 1 - 2 m
The minimum sample spacing that must be used by an acquisition system to ensure that the 
weave in such a material is resolved is be 375 pm.
During exploratory work undertaken by the author, it has been concluded that for the 
inspection of textiles, there is a practical limit of approximately 150 pm  on the minimum 
spacing of samples that can obtained from a cost-effective acquisition system. This limitation 
is primarily caused by the level of vibration of the textile at the point of inspection. In order 
to reduce this, it would be necessary to adopt special mechanical handling techniques the 
implementation of which would be prohibitively expensive in the textile industry.
A second factor which limits the resolution of the image acquisition system, is the cost 
associated with the cameras and electronics employed. When using samples with a spacing 
of 150 pm  to inspect a 2 m wide fabric, it is necessary to acquire and process approximately
13,000 pixels across the width of the roll. At current (1995) prices, the cost of the cameras 
and electronics necessary to acquire and process such images is comparable with the 
economic gain that would result from adopting automatic inspection. Therefore if a higher 
pixel resolution were used, automatic visual inspection would not be cost-effective.
For the example considered above with a thread spacing of 750 pm . there is a practical limit 
on the ratio of the spacing of the threads in the material to the spacing of the pixels in the 
image acquisition system which is of the order of 5:1. Since the values used for the thread
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spacing and material width are typical, it can be concluded that this limitation applies 
generally across the textile industry.
The limitation that the sampling frequency used for image acquisition must be close to that 
corresponding to the weave spacing, makes the detection of defects with a size comparable to 
the weave a non-trivial operation. This is because under such conditions the weave will mask 
the effect of small and subtle defects. This is illustrated in Fig. 4.1 which shows an image of 
a textile with a plain weave containing such a defect. The intensity profile of a row of pixels 
in the vicinity of the defect is also shown, from which it can be seen that the magnitude of the 
component in the image due to the defect is approximately equal to that due to the weave. 
Therefore the weave masks the defect and makes it difficult to detect.
For the purpose of automatic inspection it is useful to model the image of a woven textile/(r) 
as follows:
/(r) = / u<r) + /D(r) + n(r) (4.1)
where:
/ u(r) is the component of the image due to the weave
f D(r) is the component of the image due to any defects
n(r) is the component of the image associated with noise.
It can be seen from equation 4.1 that if it is possible to remove / lv(r) the component of the
image due to the weave, then the problem of detecting defects is reduced to one of detecting 
the signal f D(r) in the noise zz(r). This problem may be reliably solved by using grey level 
thresholding as described in Chapter 2.
The weaving process used in the manufacture of textiles creates threads with a highly regular 
spacing in the warp and weft directions. Hence the spectra of images of such materials have 
components which are separable in the warp and weft directions and which are at spatial 
frequencies corresponding to the thread spacing in these directions. Therefore a possible 
approach to the automatic detection of defects in a textile, is to apply processing to images of 
the material which locates disruptions in the correlations in the warp and weft directions. 
Further, since the weave spectra is separable, this processing may be applied independently in 
each direction. This chapter covers the application of this approach to the detection of defects 
which have a size comparable to that of the weave, when processing images in which the 
pixel spacing is of the same order as that of the threads which form the weave.
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Fig. 4.1 : Example o f a textile containing a small defect
(a) - Grey scale image
(b) - Intensity profile o f a row o f pixels containing the defect
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4.2 Assessm ent o f  Previous Work on Weave Pattern Rem oval 
4.2.1 Overview
As indicated in Chapter 2, both Waltz [1985] and Clark et al [1986] have exploited the spatial 
correlation which exists in a weave in order to remove it from images used for automatic 
visual inspection. The approaches they used were radically different. Both have been 
evaluated by the author for the detection of defects with a geometry comparable to that of the 
thread spacing in the weave. The results of these evaluations are presented in this section.
4.2.2 The Work o f  Clark
The key features of Clark's approach are as follows.
a) The processing operates on grey scale images.
b) A non-linear filtering technique is employed to remove the weave component from the 
image.
c) The processing results in separate images corresponding to the warp and weft 
directions.
d) The technique assumes that the period of the weave in the warp and weft directions is 
an integer multiple of the spacing of the image acquisition system's samples in these 
directions.
e) When reported by Clark, the processing was implemented off-line.
In Clark's formulation, the processed images corresponding to the warp (gh(r)) and weft 
(gv(r)) directions were defined as follows:
g i,(r) = k *  [/(r)- f i r - 5x)| * \ f i r ) - f i r  + Sx)| (4.2a)
g v(r) = k *  \fir) - / ( r -  Ôy)| * [/(r)-/(r  + ôy)| (4.2b)
where:
f i r)  is the intensity of the image to be inspected at location r
8x is the period of the weave in the warp direction
8y is the period of the weave in the weft direction
k is a dimensionless constant.
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Clark used a region R  from an image of a material known to be free from defects in order to 
determine the periods of the weave in the warp (8x) and weft (8y) directions. For this 
purpose, the following cost functions were minimised with respect to Sx and Sy:
2  l/(r) - f i r  + Sx)| - warp directions (4.3a)
re/?
2  l/(r ) - / ( r  + Ôy)| - weft direction (4.3b)
re/?
In order to evaluate Clark's weave removal technique, the author has used the signals/,(r),
/ 2(r) an d /3(r) which are shown in Fig. 4.2 and which are defined as follows:
f\ (r) = 0.5 + cos(27t * 0.125 * r) (4.4a)
f iir) = 0.5 + c o s (2tc * 0.135 * r) (4.4b)
/s (r) = 0.5 + cos (27t * 0.145 * r) (4.4c)
These sinusoids with dc offsets are intended to represent one-dimensional pixel profiles 
corresponding to the weave component in an image.
Note that these signals have the following properties:
/,(r) has a period equal to 8 sample spacings
/ 2(r) has a period equal to approximately 7.4 sample spacings
/,( r )  has a period equal to approximately 6.9 sample spacings.
Signal /,(r) has a period which is an integer multiple of the sample spacing and is therefore 
ideal for the application of Clark's techniques. This has been used to confirm the validity of 
the approach. In comparison, signals / 2(r) and f i(r)  have been used to evaluate the effect of 
processing an image for which the weave spacing is a non-integer multiple of the sample 
spacing.
The estimated period used to process each signal is shown below. These values have been 
calculated by minimising equation 4.3.
Signal Estimated Period Actual Period
/,(r) 8 samples 8.0 samples
U r ) 7 samples 7.4 samples
M r ) 7 samples 6.9 samples
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(a)
2
■2 100 150 200 25050
r
(b)
2
■2 100 150 200 25050
(C)
100 150 200 250
r
Fig. 4 .2  : Signals used to evaluate w eave removal processing techniques
(a) /i(r ) - period = 8.0 sam ples
(b) /;(r) - period = 7.4 sam ples
(c) ^ (r) - period =  6.9 sam ples
(a)
50 100 150 200 250
Fig. 4.3 : Signals that result when applying Clark et a ï s  pattern cancellation technique to the
signals show n in Fig. 4.2.
ta) Result o f  processing /,(r )  - estimated period = 8 sam ples
(b) Result o f processing f :(r) - estimated period = 7 sam ples
(c) Result o f processing /,(r )  - estimated period = 7 sam ples
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It can be observed from Fig. 4.3 that signal / ,( r )  is cancelled exactly by this technique. 
However as expected, residual signal components result in the case of signals / 2(r) a n d /3(r). 
These examples illustrate a significant limitation of Clark's approach to the problem of weave 
pattern cancellation. That is, the performance of the technique is optimal only when the 
period of the weave is exactly equal to a integral number of sample periods. In the more 
general case of a weave period which is not equal to an integral number of sample periods the 
performance is inadequate.
4.2.3 The Work o f  Waltz
The key features of Waltz's work on the cancellation of separable periodic components in 
image data are listed below.
a) His technique was based upon linear cancellation implemented using a finite impulse 
response filter structure with spare degrees of freedom.
b) The processing was developed primarily for binary images although possible extensions 
for grey scale images were discussed.
c) It is assumed that the periodic repeat of the pattern in the binary image is equal to an 
integral number of sample intervals.
d) The filter design procedure relied upon the arbitrary selection of certain parameters.
e) The technique was demonstrated for binary images using an analogue delay line 
implementation.
In order to illustrate his technique Waltz described its application to the problem of removing 
a pattern defined by the sequence [ 1, 0, 0, 0 ] from a binary image. A filter with a minimum 
of four coefficients is required to remove this pattern from the image. However. Waltz used a 
filter of length nine which provided five spare degrees of freedom. The filter was designed to 
give a constant output equal to one when the target pattern was present. Using Waltz's 
formulation, the design problem may be stated as solving the following equation for the 
vector of filter coefficients h:
Ah = a  (4.5)
where:
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A =
Z 1 0 0 0 1 0 0 0 1 X
0 1 0 0 0 1 0 0 0
0 0 1 0 0 0 1 0 0
v 0 0 0 1 0 0 0 1 0
f
a  =
1 
1 
1
vl  y
- the desired output.
In order to solve equation 4.5 Waltz factorised the matrix A and vector h as follows:
A =  ( A o U i )  
h = Z ho X
v h i y
where:
An =
Ai =
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1 J
1 0 0 0 1
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
- the first 4 columns of A
- the last 5 columns of A
hn is a vector formed from the first 4 elements of h
h, is a vector formed from the last 5 elements of h.
Then the solution to equation 4.5 is given by:
h o  — An (X An  A  1 h  1
Z 1 - h , ( l ) - h , ( 5 )  x
1 -  hi (2)
1 - h , ( 3 )
1 -  h i (4)
(4.6)
ho =
Thus in order to obtain the desired filter coefficients, it is necessary to specify the components 
of vector h,. On this subject Waltz reported that the values could be selected arbitrarily 
subject to the constraint that all of the values were different. He also indicated that practical 
work had suggested that the response could be 'tuned' by altering the values of the 
components of h, and that in general, their selection warranted further investigation.
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An important point to consider about Waltz's approach is that his formulation was based on 
binary image data. In practice this restricts the range of materials to which it may be applied. 
In addition, it limits the sensitivity of an inspection system using the technique to defects with 
magnitudes which are equal to or greater than that of the weave component in the image.
Waltz suggested that the technique could be applied to the more general class o f grey level
images. To illustrate this he used an example in which it was required to cancel a pattern 
defined by the sequence [0 ,  1 ,2 ] .  Using Waltz's formulation, the filter design problem in 
this case amounts to solving the following equation for the filter coefficients h:
f 0 1 2 0 1 2 0 ^
(4 .7)2 0 1 2  0 1 2 
1 2 0 1 2 0 1
h = a
The factorisation technique described above for matrix A gives 
A =  ( A o l A i )
where:
An =
0 1 2 
2 0 1 
1 2 0
0 1 2  0 
2 0 1 2  
1 2  0  1
In Waltz's grey scale image example, he set the values of the arbitrary parameters a  and h, in 
equation 4.6 as follows:
a =  [0 ,9 ,0 ]r 
h 1= [2 ,4 ,6 ,8 ]7'.
which gives:
h = [—6, —6, —5 ,2 ,4 .6 ,8 ]r .
For this example, it is illustrative to consider the spatial frequency response 7/(0) of the filter 
defined bv h. This is dven  bv:
H(B) = |  £  hO ny-” 9 (4.8)
nr=0
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W here 0 is the frequency of the spectral component of the filter response normalised with 
respect to the sampling frequency. The magnitude of H(Q) is shown in Fig. 4.4. There are a 
number of features of this response that are worth noting.
a) The overall response is high; the peak being approximately 30 dB.
b) There is a relatively low response for frequencies close to dc.
c) The level of response is low for the band of frequencies centred on the normalised 
frequency 0.23.
It is possible that points b and c above are related to the spectrum of the weave pattern which 
is shown in Fig. 4.5. From a comparison of Figs. 4.4 and 4.5 the following conclusion may 
be made.
a) The low response of the filter close to dc may be related to the relatively high dc 
component in the spectrum of the weave pattern.
b) The low response of the filter in the vicinity of the normalised frequency 0.23 is not 
directly related to the spectrum of the weave and therefore may be an artefact of the 
arbitrary choice of parameters in the filter design.
To further validate these conclusions, additional filter designs have been generated using 
alternative values for the arbitrary parameters in the vectors a  and h,. These are listed in 
Table 4.1 below.
F ilter Design a h,
1 [ 0, 0, 0 ]T [ l . - l .  l . - l  f
2 [ 0, 0. 0 ]T [ 1. 1. 1. 1 ]T
3 [ 1, 1. 1 ]T [ l . - l .  l . - l  ]T
4 [ 1. 1. 1 ]T [ 1. I. 1. 1 ]T
Table 4.1 : Alternative design parameters used to evaluate Waltz's technique
Figure 4.6 shows the frequency response of the filters corresponding to the designs detailed in 
Table 4.1. The four response curves show significant variation, particularly for frequencies 
close to dc. Two aspects of the variation in response in these examples are particularly 
significant in the context of the detection of defects. One of these is the variation in the 
actual dc response, the other is the occurrence of deep null responses. Both of these effects
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have the potential to significantly attenuate defects in the image, so reducing their 
detectability.
An important conclusion that results from the inspection of Fig. 4.6 is that the overall 
response of a filter designed using Waltz's technique is critically dependent upon the arbitrary 
choice of parameters in the design. A suitable choice may lead to a desirable response; that is 
one which removes the weave while having a minimal effect upon other signal components. 
However, based upon the results shown in Fig. 4.6 it is apparent that there is a high likelihood 
of selecting the arbitrary parameters such that an undesirable filter design is produced. No 
criteria is known for determining the values of the arbitrary parameters and, there is no 
apparent analytical approach for extending Waltz's technique to overcome this problem. 
Therefore, it must be concluded that Waltz's design technique cannot reliably be applied to 
the problem of designing weave cancellation filters for use in the inspection of textiles.
4.2.4 Summary
The properties of the weave removal techniques proposed by Clark and Waltz have been 
assessed by the author. A significant limitation of both techniques is that they rely upon the 
period of the weave's fundamental component being exactly equal to an integer multiple of 
the sampling period used during image acquisition. It is unlikely that this constraint could be 
met in practice. When applied to binary images. Waltz's technique has some tolerance to this 
effect whereas Clark's technique gives unacceptable performance when the constraint is not 
met.
Waltz's pattern removal technique requires the specification of arbitrary parameters which, if 
wrongly selected, can have a detrimental effect upon the defèctability of defects. Since there 
is no analytical basis for selecting these parameters. Waltz's techniques cannot readily be 
applied to a general weave cancellation problem.
As discussed in chapter 2. the sophistication and performance of the electronic components 
available for the implementation of digital image processing has advanced significantly since 
the early 1980's. Waltz published his work in 1985, while Clark et al reported their work in 
1986. At that time it is likely that they would have been more conservative about the 
complexity of the processing which they would have considered feasible for on-line 
implementation than if they had undertaken the work today (1995).
84
0.05 0.15 0.2 0.25 0.3
Normalised Frequency
0.35
Fig. 4.4 : Frequency response of Waltz's grey scale image filter
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Fig. 4.5 : Spectrum of weave pattern used by Waltz
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Fig. 4.6 : Frequency response of alternative designs
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4.3 Alternative Technique fo r  Weave Rem oval
4.3.1 Introduction
In an attempt to overcome the limitations of the techniques described in Section 4.2, an 
alternative technique for weave removal has been developed and evaluated by the author. 
This is based on the predictive canceller shown in Fig. 4.7. Assuming the input signal f ir)  
has the form described in equation 4.1, then f w{r) the signal generated by the predictor is an 
estimate of the weave component f f r ) .  Under ideal conditions, e{r) the prediction error
which is given by equation 4.9 would contain only the defect and noise components o f/(r). 
e{r) = /u (r)  - f w(r) (4.9)
Weave Predictor
fw(r)
Fig. 4.7 : Predictive canceller for weave removal 
4.3.2 Adaptive Least Squares Linear Prediction
Least squares adaptive linear filters [Widrow et al 1975] have been applied to solve a wide 
range of prediction problems of the form described in section 4.3.1. Therefore this approach 
was evaluated by the author. The implementation considered utilised the constraint that the 
response of the composite structure shown in Fig. 4.7 is equal to unity at d.c. in order to avoid 
the trivial all-stop solution. The problem encountered with this approach is apparent from 
Fig. 4.8 which shows the frequency response of the composite system which resulted for a 
weave component with a normalised frequency of 0.1. W hile the weave component is 
removed as required, there is a large response at high frequencies. This gave rise to a high 
level of noise in the images which resulted from applying such filters.
The problem with the constrained adaptive least squares canceller was found to be related to 
the tendency of such systems to produce an output with a flat or "white" spectrum. In that 
case of textiles with strong weave components, the resulting filters were found to use a 
combination of a high level of attenuation at the frequency of the weave component and 
enhancement of high frequency signals in order to produce a flat spectrum at its output. In an
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attempt to resolve this problem the frequency associated with the constraint was moved away 
from the d.c. point. However, this was found to result in an increasing level of attenuation of 
low frequency signals, which was undesirable since defects have significant low frequency 
components. Hence, the author concluded that least squares linear prediction would not be 
appropriate for the cancellation of weave patterns in textiles, and therefore formulated a direct 
synthesis technique for the required predictor as described in the following sections.
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Fig. 4.8 : Typical frequency response of an adaptive least squares canceller 
4 3 .3  L inear Predictor with Com plex-Valued Coefficients
The weave predictor indicated in Fig. 4.7 may be implemented using a linear transversal filter 
of the form shown in Fig. 4.9. The output of this filter consists of the weighted sum of 
delayed versions of its inputs, where the delays are equal to integral multiples of the sample 
spacing. Assuming the filter has M  multipliers then the output is given by:
  M
A»(r) = Z / i o ( / - l ) / ( r - / )
I=\
W here h f \ )  is the Ith coefficient of the filter. This may be expressed in vector form as: 
f w(r) = ho fo(r) (4.10)
where:
h0 = [ /i(0), h(\),  .. h ( M -  1) ]r
fo(r) = [ A r - l ) , / ( r - 2 ) ,  .. f i r - M + \ ) ] T
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Hence using equation 4.9, e(r) the final output of a linear predictive canceller of the form 
shown in Fig. 4.9 can be expressed as:
e(r) = f w(r) -  Hq fo(r) ,
Which may be simplified to: 
e(r) =  h Hf(r)
where:
(4.11)
h = 1
—ho
f(r) = /(r)
fo(r)
— [ l,-/zo(0),-/zo(l), .. - h o ( M -  1) ]r
= [ # ) , # - ! ) , # - 2 ) ,  . . / ( r - M + 1 ) ] ^  .
Hence the combination of a length M linear predictor and subtraction element shown in Fig.
4.9, may be considered as a single linear transversal filter of length M +l. The coefficients of 
this composite filter are equal to the components of the vector h  defined in equation 4.11.
e(r)f(r)
ffr-M)
Fig. 4.9 : Linear transversal filter implementation of a predictor 
To illustrate the operation of a predictive canceller designed in accordance with the above 
formulation, consider its application to the simulated weave component s ig n a l/,(r)  defined 
by equation 4.12. This is a pure sinusoid with normalised frequency 0u. and an amplitude of 
one.
f\(r) = cos(27t x 6 vvx  r) (4.12)
Using equation 4.10 f w(r) the output of a linear filter designed to predict the signal / j( r )  is 
given by:
f w(r) = hofoO )
where:
fo(r) = ( r ) [ ^ , ,  ^ gA#, ]T j
Vgi = 2 7 T X 0 u. .
Hence a possible solution for hQ is:
Which gives the required predictor output of f w(r )=f \( r )  when the input signal is / ,( r) . 
Hence from equation 4.11 the coefficients of the equivalent filter h are given by:
h = i ,
T
(4.13)
Inspection of equation 4.13 shows that this solution to the filter design problem is only 
dependent upon two parameters. These are 0U. the normalised frequency of the weave and M  
the desired filter length.
An important consideration is the effect of such a filter on components in the image other 
than those due to the weave. In particular, it is worth considering how different values of the 
fixed parameter 0H. and the free parameter M  affect other signal components. For this purpose 
it is useful to consider the response of the filter h in the frequency domain (H(Q)) which is 
given by:
A/— I
#(9 ) = 77 £  h ( k y 2™  (4.14)
À.-0
Where 0 is the frequency of the spectral component //(0 ) normalised with respect to the 
sampling frequency.
Figure 4.10 shows the magnitude of the frequency responses of a number of filters generated 
for the signal defined in equation 4.12. with 0U equal to 0.135 but with different values of the 
predictor length M. Inspection of Fig. 4.10 shows that the all of the filters have a null 
response at the normalised frequency 0.135. In addition, it can be seen as the length of the 
filter is increased, the sharpness of the transition to the null at 0.135 increases while the level 0 £  
ripple in the response (flatness in the pass-band) reduces.
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Fig. 4.10 : Response of linear weave removal filters
4.3.4 Formulation fo r  Real-Valued Coefficients
An obvious disadvantage of the filter design approach proposed is that it results in a filter 
with complex valued coefficients. However, a relatively simple procedure for generating 
real-valued coefficients for a filter with a similar frequency response can be obtained by 
considering the distribution of the filter's zeros in the z-plane. Figure 4.11 shows the location 
of the zeros associated with the filters corresponding to the frequency responses shown in Fig.
4.10.
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Fig. 4.11 : Location of the zeros of linear weave removal filters in the z-plane
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The desired filter with real-valued coefficients can be obtained by reflecting the zeros 
corresponding to the complex-valued coefficients in the real axis in the z-plane. This is 
equivalent to cascading the filter defined by h with a similar filter whose coefficients are the 
complex conjugates of h. Hence, the desired real-valued coefficients are given by:
h r = h® h* (4.15)
where:
h r is the desired vector of real-valued coefficients
® denotes convolution
*
h is a vector whose components correspond to the complex conjugate of
those of the vector h.
Figure 4.12 compares frequency response and zero-plot of a complex-valued coefficient filter 
with those of the corresponding real-valued coefficient filter generated from it using the 
procedure described above. Note that in this example, the length of the linear predictor M  
was three, which resulted in a complex-valued coefficient filter with four terms and a 
corresponding real-valued coefficient filter with seven terms.
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Fig. 4.12 : Responses and zero plots for corresponding filters 
with complex-valued (left) and real-valued (right) coefficients
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4.3.5 E ffect on other Signal Components j
The impact of a notch filter of the type generated using equation 4.13 upon signal 
components other than those due to the weave may be determined by the following two 
factors.
1 The width of the notch (null) response.
2 The level of ripple in the response.
It can be seen from the frequency response plots shown in Fig. 4.10 that the definition of the 
width of the notch requires some consideration since it is not apparent where the notch ends 
and the ripple begins. For the purpose of discussion, it will be assumed here that the width of 
the notch is the distance between the points on the response curve on each side of the 
minimum at which the absolute response rises to a value of -3dB. Similarly, the ripple will 
be defined as the mean absolute value of the response in dB calculated across the normalised 
frequency range 0.0 to 0.5 but excluding the band of frequencies corresponding to the notch. 
These definitions are summarised in Fig. 4.13.
O d B -
-3dB
Pass-Band Ripple
Notch Width
Frequency
Fig. 4.13 : Definition of notch width and mean absolute ripple 
The notch width and ripple have been calculated for a range of filter lengths' using the design 
example given above, that is. for a weave com ponent/u(r) which is given by / n.(r) = c o s (27T x 
0.135 x r). The results are shown in Fig. 4.14. It can be observed that the general trend is for 
improved performance with increasing order as expected. However, it is interesting to note 
that the rate of improvement in performance falls off rapidly with increasing filter length. For
1 Here, filter length is defined as the number o f coefficients in the real-valued coefficient filter.
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this example, increasing the length of the filter when the number of coefficients exceeds 50 
gives only a marginal increase in performance. For a filter length of 50 the notch width is 
approximately 0.02 normalised frequency units, while the mean absolute ripple is 
approximately 0.7 dB.
Further insight into the characteristics of these notch filter designs can be obtained by 
assessing how the location of the notch centre frequency affects performance. This is 
illustrated in Fig. 4.15 which shows the notch width and mean absolute ripple as a function of 
the filter length and the notch centre frequency. From this it can be seen that the behaviour 
shown in Fig. 4.14 for a notch frequency of 0.135 is typical of the way filter order affects 
performance at most frequencies. Exceptions to this generalisation occur at dc and at the 
Nyquist rate. Close to these frequencies the width of the notch can be seen to drop; it is 
assumed that this due to the intrusion of the notch into the image frequency band (0.5 .. 1.0) 
which is not considered in the performance calculation. In addition, the level of ripple rises 
marginally both at dc and at the Nyquist frequency.
Notch Width Mean Absolute Ripple
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Fig. 4.14 : Notch width and mean absolute ripple as a function of filter length 
4.3.6 Summary
The benefit of this notch filter approach to weave removal over those proposed by Waltz and 
Clark is that it may be applied to weaves in which the principal period of the weave spacing is 
not an integral divisor of the spatial sampling frequency. Filter performance in terms of the 
level of ripple and the width of the notch both improve with increasing filter length.
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However, using a length greater than about 50 gives only marginal improvements in 
performance. In addition, these characteristics are nearly independent of the location of the 
notch, although a small drop in performance in the form of increased ripple would be 
expected close to dc or the Nyquist frequency.
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Fig. 4.15 : Notch width and mean absolute ripple as a function 
of the filter length and notch centre frequency
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4.4 Implem entation o f  A lternative Weave Rem oval Technique
4.4.1 Application to Synthetic Signals
To investigate implementation of the filtering design technique defined by equation 4.15, the 
cancellation of the spectrally pure signals defined in equations 4.2a, 4.2b and 4.2c has been 
considered. As indicated in the previous subsection, in order to fully define the filter 
coefficients it is necessary to specify the frequency of the principal component of the weave 
to be cancelled, as well as the filter's length.
Ignoring the dc terms, the principal components in the signals /,(r), /,(r) and / 3(r) have 
normalised frequencies of 0.125, 0.135 and 0.145 respectively. Figure 4.16 shows the signals 
e,(r), e,(r) and <?3(r), that result when filters of length 11 designed using equation 4.15 are 
applied to signals/ }(r),/2(r) a n d /3(r) respectively. Comparison of figures 4.16 and 4.3 shows 
that filters produced by the new design technique give cancellation performance that matches 
or exceeds that of filters produced by Clark's technique.
4.4.2 Determination o f  the Frequency o f  the Principal Weave Com ponent 
Overview
An important issue in the context of the implementation of a cancellation filter of the form 
described by equation 4.15, is how to identify the frequency of the principal component of the 
weave signal. For a textile inspection application of the form considered here, this parameter 
must be identified for the warp and weft directions during a training or calibration operation 
undertaken prior to on-line inspection.
A possible method for identifying these frequencies would be to use prior knowledge of the 
thread spacing and the sampling intervals in these directions. However, in practice this would 
be undesirable for two reasons. Firstly, measurements taken for a range of textile samples 
indicate that while thread spacing exhibits only small level of variation within a single batch 
of material, it is subject to variations of up to 10% between different batches. In addition, the 
training / calibration operation would require skilled interaction which would not be 
commercially feasible in the textile industry. Hence automated calibration is required.
The calibration operation may be implemented using a sample of the material which has been 
confirmed to be free of defects. Such a sample can be selected by the operator prior to the 
inspection of a batch of material. The inspection equipment acquires an image of this sample
95
under the direction of the operator and the frequencies of the principal components of the 
weave in the warp and weft directions are estimated from this image.
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Fig. 4.16 : Signals that result from applying the new cancellation technique to 
the signals shown in Fig. 4.2 :
(a) result of processing/,(r)
(b) result of processing/2(r)
(c) result of processing/,(r).
Use O f Fourier Spectral Estimation
A possible technique for estimating the frequencies of the principal weave components is to 
use the fourier spectra of pixel profiles extracted from the training image in the warp and weft 
directions. To investigate this approach a pixel profile derived from a row of the image 
shown in Fig. 4.1a has been used. The profile used is shown in Fig. 4.17a; this has been 
selected from the top of the image well away from the defect. The fourier spectra of the 
signal is shown in Fig. 4.17b for normalised frequencies in the range 0.0 to 0.5. Note that 
three major pre-processing operations have been applied to the pixel profile prior to the 
fourier transformation which resulted in the power spectrum shown. These pre-processing 
operations were as follows.
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1 The dc component was removed using a finite impulse response high pass filter with 
coefficients 1 and -1.
2 A hamming window was used in order to reduce spectral leakage and so increase 
effective resolution [Elliott 1987].
3 The original 256 point sequence was padded with zeros to give a sequence 2048 points 
long. This was to provide interpolation in the fourier domain [Elliott 1987].
The spectrum shows an obvious peak at a normalised frequency of approximately 0.17. In 
addition, there is a secondary peak with less energy at a normalised frequency of 
approximately 0.09.
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Fig. 4.17 : (a) Signal used for calibration
(b) Fourier power spectra of pre-processed signal
A cancellation filter was generated from equation 4.15 using the estimated value of the 
frequency of the principal component of the weave stated above. Figure 4.18 shows the 
affect that this filter has on the original signal. There are two significant features in Fig. 4.18. 
The first of these is the transient that occurs at the start of the output signal sequence, which 
is a well known affect for linear finite impulse response filters [Elliott 1987]. The other 
feature is the sinusoidal component in the output signal, which is explained by the secondary 
peak observed in the spectrum of the original signal.
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Fig. 4.18 : Affect of Weave Cancellation Filter on Pixel Profile
(a) Filter Input
(b) Filter Output
Use O f Alternative Spectral Estimation Approaches
Obtaining an accurate estimate of the frequency of the principal component of the weave is an 
important issue in the filter design process. With the approach described above, interpolation 
in the fourier spectral domain has been used to increase the accuracy of this estimate. 
Howeven from close inspection of the spectrum shown in Fig. 4.17b, it is apparent that the 
frequency of the peak is not particularly distinct. Hence when using the procedure described, 
a large interpolation factor is required in order to obtain an accurate estimate for the 
frequency of the principal weave component.
The problem of accurately estimating the frequency of a spectral component is one which 
arises in many areas of science and engineering. Work undertaken on the problem of 
estimating the direction of arrival of signals incident upon ultrasonic and radio frequency 
receiver arrays is particularly relevant. A number of techniques have been proposed to 
improve the accuracy of the estimates obtained in such problems. One major class of 
techniques is that based on parametric modelling [Kay 1988] in which the signal to be 
analysed is modelled as the output of an auto-regressive filter applied to white noise. Another 
important class of techniques has been termed maximum likelihood spectral estimation 
[Marple 1987]. These are similar to the discrete fourier transform in that the analysis process
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equates to applying an array of band-pass filters. However, unlike the discrete fourier 
transform in which the frequency responses of these filters are fixed, for maximum likelihood 
techniques the filters are adapted to the characteristics of the signal under analysis. A further 
technique which has been reported to give superior results to parametric and maximum 
likelihood techniques [Mather, 1989] has been termed MUSIC by its originator [Schmidt 
1986]. MUSIC models the signal to be analysed/(r) as a sum of discrete sinusoids in noise:
Ns
f(r) =  (4.16)
A— 1
= S(r)+N(r)
where:
MY) is the noise component
S(r) is the 'signal' component
Ns is the number of 'signal' components in /(r)
Ak is the amplitude of the kth sinusoidal signal component
is the normalised frequency of the k*1 sinusoidal signal component
(j)^  is the phase of the kth sinusoidal signal component.
The first stage in the process of generating the MUSIC spectrum of a signal sequence /(r) 
involves calculating its covariance matrix This is defined by:
tf# =E[F(r).F(r)T] (4.17)
where:
F(r) = [f(r)J(r-l),Ar-2). .../(r-/VR+l)]T
F(r)H is the Hermitian conjugate (complex conjugate transpose) of F(r)
Nr is the linear dimension of
The next stage in the generation of the MUSIC spectrum o f/(r)  involves decomposing ^  into 
its N r eigen values uk and corresponding eigen vectors vv such that itk > uk+]. Assuming that 
each of the signal components have magnitudes greater than that of the noise, then the first Ns 
eigen vectors define a subspace of dimension Ns within the vector space of dimension NR, 
which corresponds to the signal components of fir) .  Similarly the remaining NR - Ns eigen 
vectors define the noise subspace of this vector space.
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Within the size NR vector space a pure sinusoidal signal at a normalised frequency 0 is 
defined by the vector E(0) = [ \ , ej2nd, eJ4nQ, ej6nQ, .. ^ 2(Ar*_1)710]7' . The NR - Ns eigen
vectors corresponding to the noise subspace of /( r )  all have the property
(v/ / -E(0) = O V 0 g {Qic,k= \ . . .Ns}  ) . FA/t/J/c(0) the value of the MUSIC spectral
component of /( r )  corresponding to frequency 0 is calculated as follows:
F " ™ C (6) =  E(0,''V,v-V'K'E,e, ( 4 J 8 )
Where VN = [vVs+1 , vVs+2 ,vVs+3.. vv/? ,]T, that is a matrix whose columns consist of the eigen 
vectors corresponding to the noise subspace.
At the frequencies corresponding to the signal components of /( r ) , the dominator term in 
equation 4.18 is equal to the product of NR - Ns zeros. Therefore F v/(;5/c(0) has an infinitely 
large value at these frequencies. The denominator may produce a value close to zero at other 
frequencies. However, unlike the zeros at frequencies corresponding to the components of 
the signal, these will not reinforce each other. Hence, the MUSIC spectrum exhibits sharp 
peaks at the frequencies corresponding to the ’signal’ components o f/(r).
The requirement for spectral estimation in the filter design problem for weave pattern 
removal is relatively simple since it is only necessary to estimate the frequency of the
strongest signal component. Therefore, when applying the MUSIC spectral analysis
technique for the design of such filters, the dimension of the signal subspace is equal to 1. 
Figure 4.19 shows the MUSIC spectrum that results for the signal shown in Fig. 4.17a; the 
fourier spectrum is also shown for comparison. It is apparent from Fig. 4.19 that the MUSIC 
spectrum exhibits a single peak at the frequency corresponding to the principal component of 
the weave. It can also be observed that the peak in the MUSIC spectrum is much better 
defined than in the fourier spectrum and therefore gives a more precise estimate of the 
frequency of the principal component of the weave.
100
(a)
80
60
40
20
0
-20,0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5Normalised frequency 
(b)
0 , ! ! ! 1 ! ! !-------
-20- : :.........:..........!     i
) l ------------------1------------------1------------------1------------------1------------------ 1------------------1------------------1___________ I___________ I___________
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5Normalised frequency
Fig. 4.19 : Comparison of Fourier and MUSIC spectra 
(a) Fourier spectra (b) MUSIC spectra
4.4.3 Application to Non-Synthetic Signals
Using the MUSIC spectral analysis technique to estimate the frequencies of the principal 
signal components, weave pattern cancellation filters have been generated using equation 
4.15 for components in the warp and weft directions of the image shown in Fig. 4.1a. The 
image resulting from the application of these filters is shown in Fig. 4.20; the original image 
is also shown for comparison. It can be seen from Fig. 4.20 that the weave component has 
been strongly attenuated as required.
I  In order to assess the affect of the filtering operation on the detectability of the defect present !
in the image, it is useful to consider the intensity profile of the image in the vicinity of the 
j  defect. Two such profiles are shown in Fig. 4.21. One of these corresponds to the original 
I image, the other the processed image. Values for the signal to noise ratio (SNR) are also 
shown. These have been calculated by removing the mean value from the corresponding 
image and then calculating the mean squared value of the resulting pixels within two 
windows. One of these windows covers the defect (the signal) the other a defect free area : 
(the noise). The ratio of these values gives the signal to noise ratio, which is an objective j 
measure of the level of contrast between the defect and the background image data. It can be ! 
seen that for this example the filtering operation has resulted in an increase in the SNR from  j 
1.54 to 3.67.    •
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Fig. 4.20 : Application o f  weave removal filter - Raw image (top) filtered image (bottom)
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Original Image - SNR : 1.54
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Fig. 4.21 : Pixel profiles in the vicinity of a defect
(a) Profile from original image
(b) Profile from processed image
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4.5 Weaves with M ultiple Frequency Components
During the manufacture of textiles of the form shown in Fig. 4.1, threads of a common colour 
are used. As explained earlier this gives rise to a weave pattern which has a single dominant 
frequency component in both the warp and weft directions. This single colour weaving is the 
most commonly employed in the textile industry accounting for over 80 % of the material 
produced.
Threads with a range of colours are employed by some companies to manufacture fabric with 
more complicated weave induced patterns. An example of this is the chequered material 
shown in Fig 4.22a. While this is not as common as plain fabric, it does have considerably 
higher commercial value than plain material; typically between 10 and 20 times depending 
upon the thread used. Hence greater commercial incentives exist for the automatic inspection 
of fabrics with such weave induced patterns. In addition, these tend to be produced at lower 
rates than plain fabric. Therefore it is possible to consider the use of more sophisticated 
image processing techniques for their inspection.
The image of a textile which contains a range of different coloured threads has frequency 
components which are separable in the warp and weft directions. However unlike textiles 
manufactured from threads with a common colour, the weave associated with such materials 
has more than one significant spectral component in each direction. This can seen in the 
pixel profile plotted in Fig. 4.22b, from which it is apparent that the chequered fabric has at 
least two significant spectral components. One of these has a frequency corresponding to the 
spacing of the threads, while the frequency of the other corresponds to the spacing of weave 
induced bar pattern.
It is possible to extend the filtering technique described in the previous section to remove the 
weave component from the image of a fabric containing multi-coloured threads. This can be 
achieved by applying a number of notch filtering operations in succession, with the nulls of 
the filters being located at frequencies corresponding to the more significant spectral 
components of the weave. Similarly the design process described in the previous section can 
be extended to account for weaves with more than one significant spectral component. This 
is achieved by applying the design process for a single notch filter iteratively. W hen this is 
implemented, the filter designed at each stage in the iteration is used to remove its targeted 
spectral component from the training data before moving on to the next stage. In addition,
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the residual weave signal forms a suitable basis for controlling termination of the design 
process.
This procedure has been applied to design filters capable of removing the major components 
of the weave in the image shown in Fig. 4.22a. Two sets of results have been produced and 
these are shown in Fig. 4.23 along with the original image. Figure 4.23b show the effect of 
applying a single notch filter in each direction, while Fig. 4.23c shows the image that resulted 
when two notch filters were applied in each direction. The benefit of applying the second 
filtering stage is not clear from the results shown. However, it can be seen by measuring the 
contrast between the defect and its background in the three images. The ratio between the 
variance of the image in the vicinity of the defect and that in a defect free region was used for 
this purpose. The results were as follows:
variance ratio in the raw image : 3.8 dB
variance ratio after first pass of notch filter: 6.2 dB
variance ratio after second pass of notch filter: 6.9 dB.
Hence the detecability of the defect is increased by each pass of notch filtering, although the
benefit of the second pass is not as great as that of the first.
The frequency responses of the filters used are compared with the fourier spectrum of a row 
and column of pixels in Fig. 4.24. As expected it can be seen that the first pass of filtering 
removes the strongest component in each direction, while the second pass removes the second 
strongest component.
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Column
Fig. 4.22 : Example of a textile containing a weave with multiple frequency components
(a) - Grey scale image (line indicates the row associated with the pixel profile)
(b) - Intensity profile of row of pixels (not containing the defect)
(c)
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Row Filtering
Fourier spectra of raw data 
Response of first filter 
Response of second filter
m"O
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Column Filtering
Fourier spectra of raw data 
Response of first filter 
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Fig. 4.24 : Comparison of raw data spectra and response of filters used to generate the
results shown in Fig. 4.23
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4.6 Extension to Low Frequency Weave Components 
4.6.1. Cancellation o f  Low Frequency Sinusoids
The results shown in the previous section indicated how the weave removal filtering 
technique formulated by the author was extended to deal with complicated weave induced 
patterns. W hile the process has been shown to be adequate for representative weaves, a 
potential practical problem has been identified where it is necessary to remove extremely low 
frequency components.
In theory the cancellation principle could be applied to pure sinusoids by processing only two 
successive samples (assuming these are sampled in quadrature). However this becomes 
impractical as the frequency of the signal approaches dc, since the difference between 
successive samples of a sinusoid approaches the noise level. Let A be the magnitude of the 
difference between two successive samples of a discretely sampled sinusoid with normalised 
frequency 0. Then A is given by:
A = | ^jret/z+i) _ ey27tezi | (4.19)
= | e j2KQn{ej2lte -  1)|
= | é427te- l |
= 7[cos(27t0) -  1 ]2 + sin(27t0)2
Given that the range of a sinusoid is 2 (-1 .. +1), then |  represents the proportion of the
signal's range which may be attributed to the magnitude of the difference between two 
successive samples. This function has been plotted on a logarithmic scale in Fig. 4.25 for 
normalised frequencies up to 0.1. If it is assumed that for a two term notch filter the 
magnitude of the difference between successive samples should be at least 10 % of their 
range in order to achieve reliable cancellation of a sinusoid, then Fig. 4.25 indicates that this 
arrangement can only be applied to signals with a normalised frequency greater than 0.03. 
Hence in practice filters with large spatial windows are required for the cancellation of low 
frequency sinusoidal signal components.
The problem with large spatial windows is that implementation of the filtering becomes 
computationally intensive. A possible method of overcoming this problem is to use a large 
window as required, but to punctuate the window as shown in Fig. 4.26 such that not all 
samples are considered in the filtering operation.
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Fig. 4.25 : Magnitude of the difference between two 
successive samples of a sinusoid
D elay o f  Nzc sam ples representing 
Nzc zero coeffic ients
-1 f(r -l) -Nzc f(r -l-N zc) / Iz z Z
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Fig. 4.26 : Punctuated sampling window
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4.6.2 F ilter Design Form ulation F or Punctuated Spatial Windows
Using equation 4.13, hc the complex valued coefficients of filter of length M  which is capable 
of cancelling a spectrally pure signal with normalised frequency 0 lp are given by:
hc =
1 e j2zQ w  e ;47r6w e j2MitQw
M~ ’ M~ ’ " M (4.20)
where
J 2 ! k
0(0 h,/:,/) = — j—
Punctuation can be achieved by setting some of the values of the filter defined by hc to zero. 
In order to avoid aliasing, it is necessary to ensure that some of the non-zero coefficients that 
remain after punctuation are successive values.
By way of example assume that the punctuated filter structure shown in figure Fig. 4.26 has 
complex-valued coefficients. This configuration has zeros inserted in its middle, such that 
the first N nzc coefficients are non-zero, the next Nzc coefficients are equal to zero and the 
final Nnzc coefficients are non-zero. The coefficients of this punctuated filter (h e  ) are given
by' <  = [hJc, 0£, h[c ] T (4.21)
where:
hoc is a vector of length Nnzc whose complex valued components
are equal to the first group of filter coefficients 
Oc is a vector of length Nzc whose components are equal to zero
h lc is a vector of length Nnzc whose complex valued components
are equal to the second group of filter coefficients.
The application of this filter is equivalent to applying two separate filters with coefficients 
defined by and hlc in parallel, and summing their outputs.
In order to obtain a punctuated filter with real-valued coefficients ( h j  ). it is possible to adopt 
the same approach used to obtain real-valued coefficients for non-punctuated filters. Namely 
to reflect the zeros of the filter with complex-valued coefficients into the real-axis of the 
z-plane. or equivalently to convolve hpc with h^* its complex conjugate:
h'; = h pc  ®  h'f (4.22)
I l l
Assuming h e  has the form indicated in equation 4.21, then is given by:
K  =  [ < ,  c  h S .  C  < ] r  (4.23)
where:
hP2R =  K c  ® K c
=  h^c ® hoc + hoc ®  h^c 
ho/? = hoc ® hoc
4.7 Summary and Conclusions
In this chapter removal of the weave component from an image of a textile as part of an 
automated inspection operation has been investigated. Filter design techniques proposed by 
Waltz and Clark el al for this purpose have been investigated and shown to be inadequate for 
general application. The use of adaptive least squares prediction for the cancellation of the 
weave component has also been investigated and shown to be unsuitable for use during the 
inspection of textiles. Hence, the author has formulated a new design technique for weave 
removal filters. The theoretical basis for this new technique has been stated, and its 
application to textiles with single and multiple spectral components in the warp and weft 
directions has been demonstrated. Finally, an extension to the basic filtering design technique 
has been formulated, which improves the computational efficiency of the filter operation 
when very low frequency weave components are present.
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5 D E TE C TIO N  O F EXTENDED D EFECTS IN  TEXTILES
5.1 Introduction
The techniques described in the previous chapter can be utilised for the detection o f a wide 
range o f textile defects. However, in order to function correctly, these techniques require the 
acquisition system to be configured such that the textile's weave is resolved.
There are circumstances under which it would only be necessary for an automatic visual 
inspection system to detect defects which are large when compared to the spacing o f the 
weave. This is the case for example with finely spaced weaves in which single thread defects 
are imperceptible, and therefore insignificant for the purpose o f quality inspection. A further 
example is the detection o f low-frequency variations in the colour o f the material. It is not 
necessary to acquire images in which the weave is resolved in order to detect such defects. 
Hence, if  the techniques described in the previous chapter are used for their detection, then 
the spatial resolution required from the acquisition system would be unnecessarily high. This 
in turn could make the economic cost o f automatic inspection prohibitively high. Therefore 
there is a need for a complementary approach to the detection o f larger defects within textiles, 
which does not require the weave to be resolved by the acquisition system.
For the sake o f this discussion textile defects which are large when compared to the thread 
spacing will be referred to as extended defects. As with all defects, these will be 
characterised by a change in grey level within the acquired image, although it is useful to 
consider the two conditions under which they can occur.
Gross defects : The magnitude o f the grey level change which may be
attributed to the defect is greater than that of the local noise.
Subtle defects : The magnitude o f the grey level change which may be 
attributed to the defect is equal to or less than that o f the 
local noise.
Examples o f defects which arise under each o f these conditions are shown in Figs. 5.1a and 
5.1b. A binary grey level mapping as described in Chapter 2 can be used to reliably detect 
gross defects. However, this form o f processing is not suitable for the detection o f the subtle 
defects. In order to detect subtle defects, it is necessary to apply processing which enhances 
their contrast to the noise. This contrast enhancement can be achieved by spatially 
integrating the affect o f the defect.
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a m
Fig. 5.1 : Examples o f large and extended defects in textiles
(a) - Gross defect due to white yam  breakthrough in denim
(b) - Subtle defect caused by chemical damage (subtle areas
indicated within the gross defect) j
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It is desirable to use a common technique for the detection o f extended defects which are 
either gross or subtle. This can be achieved through analysis o f the localised texture1. An 
approach to the detection o f extended defects based on texture analysis is shown in Fig. 5.2. 
Here the texture at location r in the image is represented numerically by a vector \(r ) ,  which 
is derived by processing the image data associated with region R r, local to r. In order to test 
for the presence o f a defect in the vicinity o f r, the vector \(r )  is compared with a reference 
vector \ Ref, which is calculated using prior knowledge o f the characteristics o f defect free 
material. Based upon this comparison, a decision about the presence or otherwise o f a defect 
is made.
Texture
Parameters
\
x(r)
Comparison With 
Reference Texture 
Parameters
Calculate Texture 
Parameters
D efect D ecision
X
Im aeeD ata
Reference
Texture
Parameters
Fig. 5.2 : Texture Analysis Approach to Defect Detection 
This chapter describes the development and evaluation o f a generalised technique for the 
detection o f extended defects in textiles which is based on the analysis o f texture. The main 
emphasis in the work described has been to provide a cost-effective technique which can be 
applied to high bandwidth pixel steams (> 107 pixels per second). The chapter is divided into
I three main sections. Techniques for the calculation o f  texture parameters in real-time are 
formulated in Section 5.2. while a method for comparing these parameters with those 
obtained for defect free material is developed in Section 5.3. Finally, the results o f an 
experimental evaluation o f the overall approach are presented in Section 5.4.
1 Here the term localised texture is used to describe both the average intensity and structure o f  a region in an
image.
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5.2 Texture Param eterisation fo r  Textiles
5.2,1 Sum m ary o f  Review Presented in Chapter 2
A  review the texture analysis techniques which have been applied for the purpose o f 
automatic surface inspection is presented in Chapter 2. For convenience the key points are 
summarised below:
a) There are numerous techniques available for the analysis o f texture in digital imagery; 
these may be categorised as feature-based, model-based and structural-based, o f which 
feature-based techniques form the broadest and most widely used class.
b) Structural-based techniques associate the texture in a region with a finite set o f texture 
primitives. Model-based techniques attempt to match a two-dimensional model to the 
region under analysis, with auto-regressive and fractal models being commonly used. 
Feature-based techniques extract parameters from the image or transformed versions o f 
the image. Typical parameters extracted include statistical properties o f pixels and 
specific values from image transforms.
c) There have been some applications o f texture analysis for on-line inspection, for 
example monitoring the distribution o f  cheese on pizzas in the food industry [Kelly 
1991]. However, the majority o f applications have been off-line, with the most 
advanced application in the textile industry being the measurement o f  carpet wear [Jose 
et al 1986. Siew et al 1988, Wood and Hodgson 1989].
d) The technique proposed by Jose et al for analysing the textural characteristics o f carpets 
was similar to the method adopted by Kelly for monitoring the distribution o f cheese on 
Pizzas. Both techniques extracted features from the grey level histogram o f an image 
o f the material under inspection.
e) Three techniques were evaluated for the measurement o f carpet wear by Siew et al 
[1988]; these were the grey-level co-occurrence matrix, grey-level difference method 
and grey-level run-length method. Although Siew concluded that no one o f these 
techniques gave significantly better results that the other two. later more detailed work 
by Wood and Hodgson [1989] concentrated on the grey level difference method, which 
in turn had some similarity to the work previously reported by Jose et al [1986].
f) Other relevant approaches to the analysis o f texture were proposed both by Cohen et al 
[1991] and Liu and Jemigan [1990]. The method suggested by Cohen used parameters
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extracted from an auto-regressive model o f the image, while Liu and Jemigan's 
approach was to use parameters extracted from the fourier transforms o f rectangular 
regions.
5.2,2 D evelopm ent o f  a Texture Param eterisation Technique fo r  Textiles
A suitable starting point for developing the required texture parameterisation technique would 
appear to be the work undertaken by Wood and Hodgson on the measurement o f carpet wear. 
Their grey-level difference method began by applying a Sobel filter to the raw data in order to 
enhance inter-pixel differences. The grey level histogram o f the resulting image was then 
calculated and from this the mean grey-level o f the filtered image was determined, along with 
the ratio o f the pixels above the mean to those below it. Using these two parameters, they 
were able to achieve measurements of wear which were more than 95% accurate for plain 
carpets. However, performance for patterned carpets was found to be inadequate despite 
attempts to improve performance by using carefully controlled lighting.
The poor performance observed by Wood and Hodgson for patterned carpets suggests that the 
texture parameters that they used did not contain sufficient information for the classification 
problem they were attempting to solve. It would be possible to extract more information 
from the histogram. However, it is anticipated that any texture parameters derived solely 
from the grey level histogram would have limited usefulness since information relating to the 
detailed structure in the image is lost during its calculation.
Other methods for texture analysis in which structural detail is not lost include Cohen et al's 
auto-regressive modelling approach, the technique proposed by Liu and Jemigan based on the 
2-dimensional fourier transform and the grey-level co-occurrence matrix approach originally 
proposed by Siew et al.
The texture analysis approach adopted by Cohen et al was to model the image /(r) as a 
Gaussian Markov random field, which was defined as follows:
/ ( r )  is the predicted value of the pixel at location r
/(r) is the mean value o f /(r) within region Rr
/?(r) is a vector whose elements are un-correlated samples from zero mean gaussian
(5.1)
where:
117
distributed random noise sequence with variance cr 
b{Y') defines an auto-regressive convolutional filter
R r:r±r defines the region in the vicinity o f r over which the filter 6(r') operates, 
but excludes the point r itself.
When applied to discrete images, the texture within region Rr is characterised by the 
following set o f parameters:
{ 6 ( r ') ,# ) ,c r# r }
In general it is necessary to estimate these values using a non-linear optimisation technique. 
The computational cost o f such optimisations is data dependent, and therefore is likely to be 
too high for cost-effective implementation to be feasible at the targeted pixel rates (107 Hz). 
Therefore this approach is not considered appropriate for the on-line applications considered 
here.
As indicated in Chapter 2. the element in row / and column j  o f the grey level co-occurrence 
matrix {g(/j, J.0)}, corresponds to the probability o f two pixels with relative positions 
defined by a distance d  and angle 0 having grey levels i and j .  Given values for d  and 0, it is 
possible to estimate g(ifj,d tQ) from a region R r by locating all o f the pixel pairs in the region 
which have a displacement corresponding to d  and 0. While the computational requirement 
o f such an operation is acceptable for cost-effective real-time implementation, the difficulty 
that occurs in a general application is how to select d  and 0. Reported applications in which 
the grey level co-occurrence matrix has been used for texture analysis have assigned values to 
these parameters which are matched to the characteristics o f the images used. However, for a 
general texture analysis application, it would be necessary to calculate matrices 
corresponding to a range o f values for d  and 0. in which case the computational cost o f the 
technique will become too high for a cost-effective implementation.
In Liu and Jemigan's texture parameterisation technique. Rr was a 32x32 pixel region. The 
two-dimensional Fourier transform corresponding to this region was calculated, and a number 
o f parameters were extracted from this including:
• the summation o f energies in particular frequency bands
• the values and locations o f the major and secondary peaks
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• the Euclidean distances between the primary and secondary peaks, and their Euclidean 
distance from the d.c. point
• the proportion o f the total energy in each quadrant o f the transform
• the entropy associated with each quadrant.
The advantage o f Liu and Jemigan's approach to texture analysis is that it was developed 
specifically for the processing o f noisy images, and therefore is inherently robust when 
applied to the problem o f on-line defect detection. Therefore the author has investigated in 
detail the application o f Liu and Jemigan's texture analysis technique to the problem o f 
detecting extended textile defects in real-time.
5.2.3 Implementation o f  Liu and Jem igan fs Technique 
Overview
When considering whether or not to adopt Liu and Jemigan's approach to texture analysis 
for on-line inspection, it is necessary to assess the complexity and computational cost o f its 
implementation at the targeted raw pixel rates (circa 10z Hz). For this purpose it is useful to 
divide the processing required for its implementation into the following operations:
• those required for the 2-dimensional Fourier transform
• those required to extract the texture parameters from the transform.
Num erical Cost o f  Transform
A computationally efficient implementation of the 2-dimensional Fourier transform can be 
achieved by utilising the 1-dimensional fast Fourier transform [Pratt 1978. Elliott 1987]. The 
details o f the overall transform process are as follows.
a) The fast Fourier transform is applied to the rows o f the subimage to produce an 
intermediate result.
b) The process is then repeated for the columns o f the intermediate image and results in 
the coefficients o f the 2-dimensional transform.
Since the raw pixel data is real-valued, it is possible to implement each 32-point row 
transform by using a 16-point complex-valued fast Fourier transform. This is achieved by 
first re-ordering the 32-point real-valued sequence to give a 16-point complex-valued
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sequence, which is then transformed. The resulting 16-point complex-valued transform 
sequence is then reordered to give a symmetric 32-point complex-valued sequence. Finally, 
each point in this sequence is multiplied by a complex-valued scale factor. Hence, the total 
computational cost o f the 2-dimensional transform is as follows:
cost = cost o f 32 row transforms + cost o f 32 column transforms.
These costs consist o f those associated with the numerical processing, as well as those 
associated with periphery operations such as accessing data in sequential or bit reversed 
order. Assuming that the multiplications required for the numerical processing form the most 
significant component then the computational cost is given by [Elliott 1987]:
cost = 32 X (16 log? 16 + 32) + 32 x 32log,32 complex multiplies
= 7,872 complex multiplies
= 31,388 real multiplies.
In addition, there is a storage requirement associated with the sinusoidal terms used in the 
transforms (assuming these are not calculated on-line) and the intermediate data storage 
required during the transforms.
Num erical Cost o f  Texture Param eter Calculation
It is useful to group the parameters extracted from the 2-dimensional transform coefficients 
into 3 categories for the purpose o f analysing the complexity and computational cost o f 
implementation. These categories are as follows:
category 1 : • the summation of energies in particular frequency bands
• the percentage of the total energy in the four quadrants o f the 
transform
category 2 : • the entropy associated with the four quadrants.
category 3 : • the values and location of the major and secondary peaks
• the Euclidean distances between the primary and secondary peaks, 
and their Euclidean distance from the d.c. point.
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The numerical costs associated with calculating the parameters in each o f these categories is 
considered below. Note that in each case there will also be a cost associated with accessing 
the transform coefficients in the correct order for the operation being undertaken as well as 
some periphery operations such as accessing scale factors and intermediate results. However, 
these are not addressed here as they are considered to be detailed implementation problems 
for which efficient solutions may be readily found; for example, using look-up tables to 
address the coefficients in a specific order.
The operations required to implement the calculation o f the parameters in category 1 consist 
primarily o f accumulating the squared values o f selected transform coefficients. Therefore 
two numerical operations are required per coefficient, one to calculate the squared value o f 
the coefficient and the second to add this to the accumulating sum. Given that the frequency 
bands used by Liu and Jemigan did not overlap but did cover the whole o f the transform 
space, it is possible to combine the calculation o f the energy in all bands with that o f the 
proportion o f the energy in the four quadrents o f the transform. Hence the total number o f 
numerical operations required to calculate the parameters in category 1 is equal to 1,024 x 2 + 
3= 2 ,051 .
The parameters in category 2 require the calculation o f entropy. The entropy Ç associated 
with a set o f  values {x,- I / e  Z. 1 < / < AT} is given by:
s  -  - Z  X i \ o g e ( x i )  (5.2)
Z = 1
Approximating the logarithmic term to its corresponding polynomial expansion to six terms 
results in:
C V  f  I X  ( - V , - ! ) 2  (• '• /-1 )3 ( Y , - l ) 4  ( . Y , - l ) '  ( A - , - ! ) 6 )  z -£«-M (A /- l ) - -S j! J, -^-----— J C’--’)
i= 1
Hence, the numerical cost associated with calculating the entropy o f a data set o f size N x is 
approximately equal to 1 LVv. assuming an efficient implementation o f the polynomial 
expansion indicated in equation 5.3. Hence the total numerical cost associated with 
calculating the entropy of the four quadrants in the image is approximately equal to 11 x 
1.024 = 11,264 operations.
The parameters in category 3 can be calculated together by running through the transform 
coefficients and identifying the primary and secondary peaks along with their row and
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column locations within the transform space. Following this the distance between the peaks 
and that from the d.c. point may be calculated using Pythagoras theorem. In terms o f 
numerical processing, the location o f the peaks requires the following operations for each 
transform coefficient:
a) Calculation o f the coefficient's absolute value.
b) Comparison with the primary peak.
c) Comparison with the secondary peak.
For this operation, it is possible to use the square o f the coefficients rather than their absolute 
values, since the final result will be the same. The advantage o f using the square value is that 
its calculation only requires one operation rather than the two required to calculate the 
coefficient's absolute value (comparison and multiplication by -1). The disadvantage is that 
squaring the value doubles its dynamic range which is undesirable in an implementation 
using fixed-point arithmetic. It is assumed here that the square value is used to calculate 
parameters in category 3. Hence when calculating these values it is necessary to implement a 
total o f three numerical operations per point in the transform (calculation o f the square value 
and two comparisons). Therefore the total numerical cost associated with implementing the 
operations in category 3 is equal to 3 x 1,024 = 3,072 operations.
The total numerical cost associated with processing a single 32 by 32 pixel block in order to 
calculate the texture parameters proposed by Liu and Jemigan is summarised below.
Sum mary
Operation Numerical Cost
/operations
2-dimensional Fourier transform 31.388
calculation o f category 1 parameters 2.051
calculation o f category 2 parameters 11.264
calculation o f category 3 parameters 3.072
Total 47.775
In their implementation. Liu and Jemigan divided the image into non-overlapping blocks 
each 32 pixels high and 32 pixels wide. Therefore if implemented in this manner for a
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real-time processing application, it would be necessary to calculate one set o f texture 
parameters for every 1,024 pixels in the raw image. Assuming a raw data rate o f 107 pixels 
per second, this would require a computational capacity o f approximately 500 million 
operations-per second (MOPS), with the major component o f this (circa 300 MOPS) being 
required to implement the two-dimensional Fourier transform. This would be prohibitively 
expensive if  the processing were to be implemented using programmable processors such as 
high speed digital signal processors (DSP's) or reduced instruction set (RISC) devices. This 
is because the peak performance o f such devices are o f the order o f 60 MOPS for the more 
common DSPs and 150 MOPS for high performance RISC processors. The following 
sub-section describes how Liu and Jemigan's texture parameterisation technique has been 
developed by the author to allow cost-effective implementation using programmable 
processors.
5.2.4 M odifications o f  Liu and Jem igan's Technique 
Overview
While Liu and Jemigan demonstrated that their approach to texture analysis was suitable for 
application to noisy real-world data, there are a number o f aspects o f their technique which 
make real-time implementation difficult. In this context, the following aspects o f their 
approach have been addressed in detail by the author
i) The use of the Fourier transform for spectral analysis.
ii) Rationalisation o f the parameters extracted from the transform.
iii) The use o f non-overlapping blocks during the application o f  the technique.
Spectral Transform
As indicated in the previous section, a significant computational capacity is required to 
implement the two-dimensional Fourier transform o f 32x32 pixels blocks at the pixels rates 
which would typically be required for the inspection o f textiles (circa 107 Hz). Since
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implementation with programmable processors would not be cost-effective, the use o f 
dedicated high speed digital processing has been considered by the author. Some relevant 
very large scale integration (VLSI) devices have been developed for the video 
communications market. In particular, SGS-Thomson and LSI Logic Inc. have developed 
devices which are capable o f implementing the two-dimensional discrete cosine transform o f 
an 8x8 pixel block in real-time for data streams with rates up to 20 million pixels per second. 
However, noisy parameters are known to result from using such small windows during the 
texture analysis process [Wood and Hodgson 1989 and Liu and Jemigan 1990]. Hence, it 
would not be appropriate to use these devices, and it has been concluded that currently 
(1995), no suitable VLSI semiconductor device is available to implement this transform 
cost-effectively.
The author has considered the use o f alternative spectral transforms which have the potential 
for a lower complexity (and therefore lower-cost) implementation than the Fourier transform. 
In addition, suitability for implementation with low-cost field programmable gate arrays 
(FPGAs) has been considered. The Walsh transform [Beauchamp 1984] is an obvious 
candidate for the required alternative spectral transform. This is because its implementation 
requires only additions and subtractions, and FPGAs are well suited to such operations.
The Walsh transform has many similarities to the Fourier transform [Pratt 1978. Beauchamp 
1984]. The main difference is the form o f the orthogonal basis functions which define the 
transform. Instead o f the sinusoids which define the Fourier transform, the Walsh transform 
uses square wave basis functions. The property o f the Walsh transform which corresponds to 
the frequency property in the Fourier transform is termed sequency. The sequency o f a 
particular Walsh basis function is defined by its number o f zero crossings. Basis functions 
corresponding to 8-point sine and Walsh transforms are shown in increasing frequency and 
sequency order in Fig. 5.3.
124
Sinusoidal Basis Functions W alsh B asis Functions
Fig. 5.3 : Comparison o f basis functions for sine and W alsh transforms
Note that the number o f operations required to implement the W alsh transform when using a 
fast transform technique is comparable with that required to implement a fast Fourier 
transform.
The two-dimensional Walsh transform o f a sub-image may be implemented by applying 
one-dimensional transforms to its rows and columns in a similar manner to the calculation o f 
its two-dimensional Fourier transform. However, the two-dimensional W alsh transform has a 
unique property which can be beneficial during implementation. This property is the 
equivalence o f the two-dimensional Walsh transform o f an N  by M matrix w ith the 
j one-dimensional transform of a length N M  vector formed by stacking the columns of the j 
matrix [Beauchamp 1984].
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Extraction o f  Param eters fro m  the Transform
The parameters that Liu and Jemigan proposed to extract from the 2-dimensional Fourier 
transform have been reformulated by the author for application to the 2-dimensional W alsh 
transform. During this process a number o f modifications were made to account both for 
differences between the Walsh and Fourier transforms and on the bases o f results obtained 
when parameters were calculated from representative textile data. The resulting set o f 
parameters are summarised in Fig. 5.4 and the major modifications to the parameter 
calculation process are discussed below.
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Sequency
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1. The d.c. coefficient - # (0 ,0 )
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5. Sum o f  absolute coefficients in sequency  
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6. The absolute value o f  the maximum  
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7. The distance o f  the maximum coefficient  
from the d.c. coefficient -V u  2 +  v  2
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Fig. 5.4 : Extraction o f parameters from spectra based on the W alsh transform
A number o f parameters proposed by Liu and Jem igan make comparisons o f the energy in the 
different quadrants o f the Fourier transform. These rely upon the symmetry about the 
Nyquist frequency in the Fourier transform which results for real-valued data. However, 
since the Walsh transform does not have symmetry for real-valued data (all basis functions 
have unique sequency for real-valued data), it is not possible to produce equivalent 
parameters when using the Walsh transform.
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Liu and Jemigan proposed locating the primary and secondary peaks in the transform, and 
using the attributes relating to their locations as texture parameters. During experimental 
evaluations with typical textile images, it was observed that the spectral peak always occurred 
close to d.c. It was also observed that the location and size the secondary peak contained 
more relevant information about the underlying texture. Therefore only the secondary 
spectral peak was searched for, but the nine transform coefficients located in 3x3 block 
adjacent to the d.c. point were excluded from this search.
In order to provide a comparison o f the parameters obtained when using the Walsh transform 
with those obtained when using the Fourier transform, the images shown in Fig. 5.5 have 
been processed using the two approaches. To simplify the comparison, only the parameters 
indicated in Fig. 5.4 have been calculated. A smoothly scrolling window (100 % overlap) 
was utilised to produce these results since as discussed later, distortions occur when blocks 
with less than 100 % overlap are used. The results for the Fourier transform are shown in 
Fig. 5.6 while those for the Walsh transform are shown in Fig. 5.7. Note that each parameter 
has been scaled such that its range o f values matches the dynamic range o f the plot. In 
addition, the parameters corresponding to the boundaries between the textures have been 
masked. Comparison o f these processing results shows that the parameters extracted from the 
Walsh transform give comparable results in terms o f consistency within one texture and 
contrast between textures, as those extracted from the Fourier transform.
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III
Fig. 5.5 : Image used to compare W alsh based and Fourier based texture analysis techniques
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Original Image d.c. coefficient Band 1 sum
Band 2 sum Band 3 sum Band 4 sum
Maximum coefficient (Cmx) Radius of Cmx
Fourier
Fig. 5.6 : Texture parameters resulting from the Fourier transform 
; (Note the results have been shifted to the top left com er of the 
! analysis window, and the intersection of different textures has 
been set to zero to aid separation)
d.c. coefficient Band 1 sum
Band 3 sum Band 4 sumBand 2 sum
Radius of CmxMaximum coefficient (Cmx)
Walsh
Fig. 5.7 : Texture parameters resulting from the W alsh transform 
(Note the results have been shifted to the top left com er of the 
analysis window, and the intersection of different textures has 
| been set to zero to aid separation)
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Use o f  Overlapping Blocks
In Liu and Jemigan's original work, the image to be analysed was divided into 
non-overlapping 32x32 pixel blocks as shown in Fig. 5.8. The parameters which were 
calculated from each block characterised the texture o f all o f the pixels within it.
Other researchers working on the use o f texture analysis for the detection o f defects, have 
applied their texture parameter extraction processing to smoothly scrolling windows [Cohen 
1991. Kittler and Petrou 1993]. The benefit o f this approach over that shown in Fig. 5.8 is 
that the location o f a defect within the block does not affect its detectability. However for the 
applications considered here, the computational cost o f implementing real-time texture 
analysis with smoothly scrolling blocks would be prohibitively high. To illustrate this point, 
recall that the numerical cost associated with calculating the texture parameters for 
non-overlapping 32x32 pixel blocks when using the Fourier transform was approximately 
500 MOPS. If non-overlapping blocks are used, then the numerical cost would be increased  
by a factor o f 1024. that is approximately 500.000 MOPS.
The image shown in Fig. 5.9a has been used to assess the impact o f using non-overlapping 
blocks during texture analysis. This is an image o f a textile to which artificial features have 
been added. The features have a size which is comparable with that o f the 32x32 pixel blocks 
used for the texture analysis operation. In addition, as shown in Fig. 5.9b. these features have 
been positioned so that they appear at critical points within the 32x32 window when
32x32 Pixel 
Windows
X
Fig. 5.8 : Division o f image into non-overlapping blocks
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non-overlapping blocks are used. These critical points include the centre o f the window, the 
centre o f each edge (top, bottom, left and right) and the four comers.
The texture parameters that result when the image shown in Fig. 5.9a is processed with a 
smoothly scrolling window are shown in Fig. 5.10. It can be seen that the geometric form o f 
the artificial features is preserved in the parameters. Texture parameters have also been 
calculated for the case o f non-overlapping blocks and blocks with 50 % overlap, these are 
shown in Figs.5.11 and 5.12 respectively. From a comparison o f figures 5.10 and 5.11, it can 
be seen that the geometric structure o f the artificial features is severely distorted for all o f the 
parameters with non-overlapping blocks. A similar comparison o f figures 5.10 and 5.12, 
shows that the geometric structure o f these features is preserved for the d.c. coefficient and 
the four sequency band sums when blocks with 50 % overlap are use. However, partial 
distortion results for the maximum coefficient and complete distortion for the radius o f the 
maximum coefficient when the blocks have 50 % overlap.
The distortion introduced by the use o f non-overlapping blocks during texture analysis is 
analogous to the aliasing distortion caused when signals are under sampled. In the example 
shown, the artificial features had a size comparable with that o f the texture analysis window. 
Therefore drawing on the analogy with Shannon's sampling theorem, it would be necessary to 
use blocks with at least 50 % overlap (two samples per feature) in order to avoid distortion o f 
the features.
In summary it is concluded that non-overlapping blocks cannot be used for texture analysis 
without introducing unacceptable geometric distortions. To avoid such distortions, it is 
necessary to have some overlap in the blocks, with the level o f overlap being determined by 
the size o f feature to be resolved by the texture analysis.
For the inspection o f textiles, it has been found to be acceptable to adopt 50 % overlap 
between the blocks in the warp and weft directions for the texture analysis operation. Hence 
based on the above discussion, this limits the features which can be detected by the texture 
analysis to those which have a size equal to or greater than that o f the 32x32 pixel window 
used for the analysis.
Fig. 5.9 : Images used to investigate overlapping blocks
(a) - Textile with synthetic features
(b) - Image showing the location o f 32x32 pixel blocks
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d.c. coefficient Band 1 sum
Band 2 sum Band 3 sum Band 4 sum
Maximum coefficient (Cmx) Radius of Cmx
Smooth Scrolling
m 1
I
i i
ii
a I
Fig. 5.10 : Texture parameters resulting from a smoothly scrolling window
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Raw Image d.c. coefficient Band 1 sum
Band 2 sum Band 3 sum Band 4 sum
Maximum coefficient (Cmx) Radius of Cmx
Non-Overlapping Blocks
Fig. 5.11 : Texture parameters resulting from non-overlapping blocks
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d.c. coefficientRaw Image Band 1 sum 
I 1 tu J  8
Band 2 sum Band 3 sum Band 4 sum
Maximum coefficient (Cmx) Radius of Cmx
50 % Overlap
Fig. 5.12 : Texture parameters resulting from processing blocks with 50 % overlap
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5.2.5 Optimisation o f  the M odified L iu and Jem igan  Technique 
Overview
The modifications to Liu and Jemigan's texture analysis technique which were described in 
the previous section result in a technique which involves the following processing stages:
• division o f the raw image data into 32 by 32 pixel blocks with 50 % overlap
• the calculation o f the 2-dimensional Walsh transform o f each block
• calculation o f the texture parameters indicated in Fig. 5.4 from the Walsh transform of 
each block.
In order to achieve the most efficient real-time implementation o f the texture analysis 
technique proposed, the author has optimised the implementation o f these stages.
Division into 32 by 32 P ixel Blocks
The raw pixel data is derived from the camera as a continuous stream o f line scans. In order 
to convert these into the 32x32 pixel blocks required for texture analysis, it is necessary to 
buffer the lines. Assuming that each line is N, pixels long, and that N, is an exact multiple o f 
32, then lines 1 through to 32 lines contain a total o f N t (=  j f )  blocks for which texture 
parameters must be calculated. In addition, since blocks have 50 % overlap, then as can be 
seen from Fig. 5.13, the overlap blocks associated with lines 16 through to 48 contain N b - 1 
blocks for which texture parameters must be calculated.
At the start o f processing it is necessary to store 32 lines before any processing can be 
undertaken. If  storage for only 32 lines was available, then it would be necessary to calculate 
parameters for either Nb or Nb-1 blocks within the period o f one line, while no computation 
would then be necessary for the next 15 lines. A more balanced approach would be to 
provide storage for 48 lines, in which case the calculation o f parameters for Nb or Nb-1 blocks 
could be carried out at j -  of the rate required when only 32 lines are stored.
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Standard Block
32 lines <
16 lines
Overlapping Block
Fig. 5.13 : Buffering required for real-time texture analysis 
Walsh Transform
As with any linear transform, the W alsh transform o f a sequence {x, I z e  z, 1 < z < N X) can 
be expressed in matrix form:
y ^ =  (5.4)
where:
x = [xi, X2 , ... xnx]T is a vector formed from the input sequence
= [ y f ,  y j f , ... yj^x ] 7 is a vector formed from the result o f the W alsh transform
fV is an Nx X N x matrix whose rows correspond to the basis functions o f the W alsh 
transform.
For an efficient implementation, it is convenient to consider the Hadamard transform. This 
has the same square wave basis functions as the W alsh transform, however, unlike the W alsh 
transform, the basis functions o f the Hadamard transform are not in sequency order. 
Therefore, the Walsh transform o f a sequence can be obtained from its Hadamard transform 
by re-ordering.
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Like the Walsh transform, the Hadamard transform may be represented in matrix form:
transform
H  is an Nx by Nx matrix whose rows correspond to the basis functions o f the 
Hadamard transform.
The benefit o f using the Hadamard transform for implementation comes from the following 
factorisation o f the matrix H  [Beauchamp 1984] :
y H = H \ (5.5)
where
y H = [ y f , )>2 , ... Xvr ]  r  is a vector formed from the result o f the Hadamard
(5.6)
where:
H,, is a sparse matrix with dimension Nx by Nx.
M  = log:(NJ.
The matrix H0 may be represented as follows:
(5.7)
where:
//„f/and Hol are near diagonal matrices each with dimension ^  by Nx.
The form taken by Hn when Nx is equal to four and eight are as shown below.
For iVY = 4 :
'  \ 1 0 0 N 
0 0 1 1
/fo= 1 - 1 0  0 (5.8)
I o o i - i  ;
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For N x = $ :
1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1
1 -1 0 0 0 0 0 0
0 0 1 -1 0 0 0 0
0 0 0 0 1 -1 0 0
0 0 0 0 0 0 1 -1
It can be seen from these examples that multiplying a vector u by matrix H()U to give vector v 
involves adding together successive components o f u. while multiplication by matrix H0L 
involves subtracting successive components o f u. Hence the data flow required to implement 
the multiplication o f vector u by matrix H0 is summarised in Fig. 5.14. The structure shown 
is analogous to the butterfly structure employed in the fast Fourier transform [Elliott 1987].
U 2i-l
i  =  1  . . 2
Fig. 5.14 : Hadamard transform 'butterfly'
From equation 5.6 it can be seen that a full Hadamard transform can be implemented by M  
successive applications o f the matrix transformation H0. with each o f these requiring the 
application o f 4^ butterflies o f the form shown in Fig. 5.14. Hence the overall transform 
takes the form shown in Fig. 5.15. Since each butterfly only involves one addition or one 
subtraction per output value, the dynamic range o f the data grows by 1-bit at each stage in the 
transform, and overall dynamic range grows by A/-bits In addition, depending upon how the 
transform is implemented, there may be a requirements to store vVY. intermediate results 
between each transform stage.
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Input D ata
_ N _ K
0.5N x Hadamard 0 .5 N X Hadamard 0 .5 N X Hadamard
Butterflies B utterflies
•  •  •
Butterflies
s - y
Output D ata
Stage 1 Stage 2 Stage M
Fig. 5.15 : Data-flow for fast Hadamard transform
There are two methods by which the two-dimensional Walsh transform o f a 32x32 pixel 
sub-image may be calculated:
Method A : 32-point 1-dimensional row  transforms followed by 32-point 
1-dimensional column transforms
M ethod B : a single 1024-point 1-dimensional transform o f the vector formed by 
stacking the columns o f the sub-image.
These are summarised in Figs. 5.16 and 5.17 respectively. Note that method B is only 
possible due to the equivalence between one-dimensional and two-dimensional Hadamard 
transforms [Beauchamp 1984] discussed under the heading 'Spectral Transform' in Section 
5.3.4.
Row-by-Row
Sequence
Column-by-Column
Sequence
Raw Image
32-Point 1-D  
Fast Walsh 
Transform
32-Point 1-D 
Fast Walsh 
Transform
3 2 x 3 2
Pixel Buffer
Fig. 5.16 : Transform implementation method A
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Column
Stacking
Column
Un-stacking
1024-Point 1-D  
Fast Walsh 
Transform
Column-by-Column Column-by-Column
Sequence Sequence
Fig. 5.17 : Transform implementation method B
Given that implementation o f the fast Walsh transform o f a sequence o f length N  involves 
N\og2(N) numerical operations, the numerical cost associated with the implementation o f each 
method is as follows:
Method A : numerical cost = 163,840 additions/subtractions
Method B : numerical cost = 10,240 additions/subtractions.
Therefore in terms o f numerical cost, method B is mofS. efficient by more than one order 
o f magnitude. However, assuming that the processing is implemented in a pipeline, which is 
a likely configuration for a high speed implementation, then method A requires the 
implementation o f two 32-point fast Walsh transforms while method B requires the 
implementation o f only one 1024-point fast W alsh transform. Therefore referring to Fig. 
5.15, a pipeline implementation o f method A requires 10 Hadamard butterfly stages, each 
with 16 butterflies, that is a total o f 160 butterflies. In comparison, a pipeline 
implementation method B requires a total o f 5,120 butterflies. Hence a high speed 
implementation o f method B would require hardware with a complexity which is more than 
an order o f magnitude greater than that required to implement m ethod A.
In conclusion, method A would appear to be more suited to implementations in high speed 
hardware, whereas method B is more suited to implementation on a programmable processor.
Calculation o f  the Texture Param eters fro m  the Walsh Transform
A  direct implementation o f the calculation o f the texture parameters defined in Fig. 5.4 would 
require a number o f  passes through the Walsh transform coefficients. In addition, assuming 
that the Hadamard version o f the transform is utilised for the sake o f computational 
efficiency, then it would be necessary to reorder the data prior the calculation o f the texture
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parameters; this is because the Hadamard transform does not result in coefficients which are 
in sequency order.
However, undertaking multiple passes through the data in order to calculate the seven texture 
parameters is both inefficient and unnecessary. In fact it is possible to calculate all o f  the 
parameters with a single pass through the transform coefficients. For this purpose, it is 
necessary for the coefficients to be accessed in six groups as indicated below.
group 1 : d.c. coefficient
group 2 : the eight coefficients in band A closest to the d.c. coefficient
group 3 : the coefficients in band A which are not in group 2
group 4 : coefficients in band B
group 5 : coefficients in band C
group 6 : coefficients in band D
Accessing the coefficients in this way can easily be achieved with a suitably configured 
look-up table or address generator.
With the exception o f the d.c. coefficient, the following operations are carried out as each 
transform coefficient is accessed.
a) The absolute value o f the coefficient is calculated.
b) The absolute value is added to the accumulating sum (either band A. band B, band C or 
band D).
c) The absolute value o f the coefficient is compared with the stored maximum absolute 
value. If it is found to be greater than the stored value, this it is stored along with its 
sequence num ber.
The accumulating sum changes from band to band at appropriate points in the access 
sequence. In addition, coefficients in groups 1 and 2 are excluded from the search for the 
coefficient with the largest absolute value. Further, a look-up table is used to store the 
distances o f the coefficients from the d.c. point, and the sequence number recorded during 
operation c (see above) is used to read the appropriate radius from this table once all o f the 
coefficients have been accessed.
5,3 Detection o f  D efects Using Texture Param eters
Having established a computationally efficient technique for generating parameters xr which 
characterise the texture within a region R r local to the point r, the next issue addressed by the 
author was how to use these parameters in order to test for the presence o f defects. This 
problem can be cast as an hypothesis test where:
ho is the hypothesis that no defect is present in region Rr
hi is the hypothesis that a defect is present in region R r.
Since they are mutually exclusive, the test for either o f these hypotheses amounts to a binary 
partitioning o f the vector space associated with xr as indicated in Fig. 5.18. Note that the 
vector space is shown as 2-dimensional in Fig. 5.18 for the sake o f convenience.
Points obeying 
hypothesis h i
Points obeying 
hypothesis h  o
Fig. 5.18 : Partitioning o f the texture parameter vector space associated 
with testing for the presence o f a defect
Given that xr is derived from a noisy data source, the partitioning o f the vector space
indicated in Fig. 5.18 must be made on the basis o f the statistical properties o f xr. In a
practical textile inspection application, only values o f xr corresponding to fault free material
are likely to be available in sufficient quantities for these statistical properties to be estimated.
Therefore due to the lack o f availability o f  samples corresponding to hypothesis h i, it is not
possible to use a Bayesian approach [Hush and Home 1993] to define the required decision
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boundaries. This is unfortunate since a Bayesian classifier would minimise the classification 
error. Instead it is necessary to define the decision boundaries solely on the bases o f the 
statistical properties o f values o f  x r conforming to hypothesis ho.
A possible way o f solving this problem is to assume that the values o f x r corresponding to 
hypothesis ho have Gaussian statistics. I f  this is the case, then the decision process amounts 
to comparing the metric defined in equation 5.9 w ith a decision threshold.
a  = C ^ ( x r - ^ )  (5.9)
where:
x7 is the mean (or expected) value o f x r which may be estimated from training data
is the covariance matrix o f x r - x A  that is the mean (or expected) value o f
( x r -  x 7 ) r ( x r -  x r) which may also be estimated from training data.
As indicated in Fig. 5.19, this results in an elliptical decision boundary within the parameter 
space o f x r
X r ( 2 ) A
Classification 
Boundary - 
Achieved
xr(l)
Required Classification 
Boundary
Fig. 5.19 : Decision boundary assuming x r Has Gaussian Statistics 
An obvious limitation o f this approach is that x r may not have Gaussian statistics, in which 
case the elliptical decision boundary will not be a good fit to the subspace o f  jcr which 
contains the vectors corresponding to hypothesis ho. Typical values observed by the author
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for textile materials suggest that the texture vector x r does not have Gaussian statistics. 
Therefore an alternative scheme for defining the decision boundary was sought. The scheme 
finally adopted was based on a radial basis function (REF) classifier [Hush and Home 1993].
The typical structure o f a radial basis function classifier is shown in Fig. 5.20. This uses N R 
REF centres, each o f which is defined by a vector | xf \ k  e  z , l  </c< N r \ . For each REF 
centre, dk the distance between \ r and xf is calculated where:
dk — Xr  - X 12 (5.10)
Then a mapping function g{d) is applied to dk. This mapping function can take a variety o f 
forms subject to the following constraints:
g{d) > 0 for all values o f d
g{d) has its maximum value aW  = 0.
A possible form for g{d) is an exponential:
g{dk) = e
where:
cta- is the variance o f dk .
(5.11)
x
Com bination
Process
Defect
Decision
Radial Basis
Function Centres
Fig. 5.20 : Radial basis function (RBF) classifier 
The values of the mapping for each RBF centre {yk | 1 < A: < i\rR} are presented to the 
combination process, which calculates the final metric y '  from which the decision about the
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presence or otherwise o f a defect is made. This may take a variety o f forms, the one used 
here is the maximum or supremum function:
/  = sup(yi, y 2, ~yNR) (5.12)
Finally y '  is compared with a decision threshold.
The manner in which an RBF classifier works is summarised in Fig. 5.21. Observe that by a 
suitable choice o f NR it is possible to configure an RBF classifier which forms arbitrary 
shaped decision boundaries.
Classification 
Boundaries Achieved 
with a 3 Centre RBF 
Classifier
Fig. 5.21 : Operation o f  an RBF classifier
An RBF classifier may be configured from training data as follows.
Step 1 : Select a value for NR.
Step 2 : Define the RBF centres using the k-means clustering algorithms [Tou and 
Gonzalez 1974].
Step 3 : Estimate the variance a k o f the samples o f  xr which associate with the 
RBF centres identified in step 2.
Finally, the decision threshold used in the final stage o f  the classification process may be 
determined systematically from the variance o f the combiner output (y ) which is defined in 
equation 5.11.
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5.4 E xperim ental Evaluation
5.4.1 Overview
A series o f trialsjwere undertaken in order to measure the performance offered by the defect 
detection technique formulated in the previous sections. The main objective of these trials 
was to obtain a quantitative measure of performance in terms of the likelihood of 
miss-classification; that is falsely detecting defects or failing to detect a defect when one is 
present. In addition, the trials were used as an opportunity to evaluate the usefulness of 
different texture parameters, as well as the effect of changing the number of RBF centres in 
the classifier.
For the evaluation of the usefulness of the texture parameters, particular attention was paid to 
the value of the spectral peak and its distance from the d.c. coefficient. This was because 
these parameters appeared to be noisy during initial investigations. Thus referring to Fig. 5.4, 
the combinations of texture parameters indicated in Table 5.1 were considered during the 
evaluations.
Texture Parameters Used Number of 
Parameters
♦ the d.c. coefficient
♦ the summations o f the absolute values o f  the 
coefficients in each o f the four sequency bands (A .. D)
5
♦ the d.c. coefficient
♦ the summations o f the absolute values o f the 
coefficients in each o f the four sequency bands (A .. D)
♦ the absolute value o f the maximum coefficient
6
♦ the d.c. coefficient
♦ the summations o f the absolute values o f the 
coefficients in each o f the four sequency bands (A .. D)
♦ the absolute value o f the maximum coefficient
♦ the Euclidean distance between the d.c. coefficient and 
the maximum coefficient
7
Table 5.1 : Combinations of texture parameters considered during the evaluations
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5.4.2 Collection o f  Sample Data
During the trials two different materials were considered, these were blue denim and woven 
glass fibre. Two rolls of each material were provided by textile manufactures, these were 
selected because between them they contained a large number of diverse extended defects. 
Throughout this sub-section the rolls of denim are referred to as D enim -1 and Denim-2, while 
the rolls of glass fibre are referred to as G lass-1 and Glass-2. The faults present on roll 
Denim-2 were predominately subtle shade variations caused by uneven dying, while those 
present on the other rolls had a range of causes and their severities were more evenly 
distributed. The organisations supplying the samples indicated that their existing manual 
inspection processes had a 90% probability of detecting each defect.
During the trials images of sections of each material were obtained using a linescan camera 
based image acquisition system. This was configured to give square pixels with a spacing of 
200 pm. Back lighting was employed during the acquisition of images from the glass fibre 
material, while images of the denim material were acquired using a front lighting 
configuration which was optimised in order to maximise level of contrast between defects 
and their background.
The acquired images were viewed and areas containing defects were manually delineated. 
This allowed the pixel data in the acquired images to be divided into two sets, one in which 
defects were present (hypothesis H 1 )  and the other conforming to the defect free hypothesis 
(HO).  It was then possible to calculate corresponding texture parameters from each data set; 
Table 5.2 shows the number of parameters corresponding to each hypothesis which were 
obtained in this way during the trials.
Roll Number of Sets of Parameters 
Corresponding to Hypothesis HO
Number of Sets of Parameters 
Corresponding to Hypothesis H1
Glass-1 49.267 7,340
Glass-2 84.690 8,428
Denim-1 110.250 11,160
Denim-2 115.425 700
Table 5.2 : Numbers of sets of texture parameters obtained from sample data 
5.4.3 M easurement o f  Perform ance
In order to obtain the required quantitative measure of the performance, the sets of texture 
parameters corresponding to defect-free material (hypothesis HO) were evenly divided into
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two groups. One of these was used to train the classifier, while the other was combined with 
the texture parameters derived ! from defective material (hypothesis H 1 )  in order to provide 
data for testing performance. For this purpose the probability distribution functions of the 
values of y '  (defined in equation 5.12) corresponding to defective material and defect-free 
material were estimated from the sample data; Fig. 5.22 shows a typical example of one such 
pair of distribution functions. Using the estimated probability distributions, the points of 
equal probability of a miss-classification were located and the associated probability value 
recorded.
defect-free material ... defective material
0.08
0.07
0.06
0.05
0.03
0.02
-10
Iog10(y)
Fig. 5.22 : A probability distribution curves obtained following analysis of roll 
Glass-2 using 5 texture parameters and 5 RBF centres
5.4.4 Results
The results obtained from analysis of the acquired data are shown in Table 5.3 and 
summarised graphically in Fig. 5.23. From these it can be observed that the performance of 
the classifier is highly dependent upon the number of RBF centres used, with the trend being 
towards reducing performance as the number of RBF centres increases. This variation is 
most noticeable in the case of roll Denim-2, which was the one containing predominantly 
subtle defects. The effect may be explained by the increased size of the region o f the 
parameter space which is classified as 'normal' when additional RBF centres are used.
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The relatively large classification errors observed for Denim-2 suggest that the subtle shade 
variations are not adequately discriminated by the parameters. It was observed that the level 
of contrast between these defects and their background in the raw image was low (below 0 
dB), and the author anticipated that better performance could have been achieved by using an 
acquisition subsystem which provided better colour contrast. In the case of the other rolls, the 
defect classification error was found to be equal to or less than 10 % in all cases, which is 
comparable to the performance provided by the existing human inspection techniques. 
However, the corresponding false defect detection rates were probably higher than existing 
inspection processes'.
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Fig. 5.23 : Graphical summary of the results shown in Table 5.2 
(equal misclassification probability values)
Using the absolute value of the maximum coefficient in the Walsh transform and its distance 
from the d.c. coefficient had little affect on the classification performance. This suggests that
The organisations providing the sam ples used during the evaluations indicated that it w as not possib le to 
quantify levels o f  their current false alarm rates, since these were due to inconstancies betw een inspectors 
when view ing subtle defects. H ow ever, they felt that these did not exceed  2 % in the case o f  the glass fibre 
material and 5 % in the case o f  the denim.
152
these parameters do not offer any information to supplement that already provided by the 
value of the d.c. coefficient and the energies in the four sequency bands.
Due to the high level of variation observed in classification performance, it can be concluded 
that it would be beneficial to have data for defective areas (hypothesis H I) available during 
the training of the classifier. This would be used to confirm the optimum number of RBF 
centres for the material to be inspected.
5.5 Summary and Conclusion
This chapter has addressed the problem of the automatic detection of extended defects in 
textiles which must be inspected in real-time and without imposing the constraint that the 
image acquisition operation resolves the weave.
A technique for analysing texture has been developed which is suitable for cost-effective 
real-time implementation. This technique has been based upon one originally proposed by 
Liu and Jernigan which derived texture parameters from the Fourier transform of 
non-overlapping 32x32 pixel windows.
The main modifications made to Liu and Jernigans's texture analysis technique are listed 
below.
a) The Walsh transform has been used in place of the Fourier transform.
b) The number of parameters extracted from the transform has been reduced. This has 
been done in order to account for differences between the Fourier and Walsh 
transforms, as well as the results obtained when processing representative textile 
images.
c) Windows with 50% overlap have been used in preference to non-overlapping windows. 
This ensures that the salient geometric characteristics of defects are maintained during 
the processing.
A technique for mapping the texture parameters to a decision about the presence or otherwise
of a defect has also been formulated. This technique which is based on a radial basis function
classifier, is particularly suited to applications in which the defect detection process must be 
configured using sample data which is primarily derived from defect free material. This has 
been necessary, since in practice it is difficult to obtain a large number of examples of textile 
defects under normal factory operating conditions.
_ . I
1 This is a general problem  in the field  o f  automatic visual inspection. |
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The approach developed has been shown to be suitable for the detection of extended 
defects with sizes comparable to or greater than that of the 32x32 pixel blocks used during 
texture analysis.
Experimental results obtained using a large volume of sample data suggest that the defect 
detection technique proposed is capable of providing a classification error of less than 10 % 
for a wide range of defects. However, the level of performance achieved when attempting to 
detect subtle shade variations was found to be lower with the classification error rising to 30 
% in the worst case.
In the case of the subtle shade variations, the performance achieved was found to be highly 
dependent upon the number of radial basis function centres employed in the classifier. 
Therefore it has been concluded that examples of defective material should be available 
during configuration of the classifier, in order to achieve optimum performance for subtle 
defects.
The results of the experimental work also confirmed the author^ suspicion that the values of 
the maximum transform coefficient and its distance from the d.c. point, were not necessary 
for the detection of defects in the denim and fibre glass materials considered. However, 
although these parameters have been found to be redundant for these materials, they may have 
some use when inspecting other types of material.
It is anticipated by the author that the relatively poor performance achieved in the case of 
subtle shade variations could be improved upon by using an alternative image acquisition 
subsystem which provides better colour contrast. Since the shade variations have a large 
spatial extent (in excess of one square metre), it would be possible to employ a relatively low 
spatial resolution when acquiring images of these defects for the purpose of visual inspection. 
This would be beneficial if it is necessary to employ a multi-spectral channel sensor in order 
to achieve an acceptable level of inspection performance.
Overall, the performance of the techniques formulated have been shown to be comparable to 
that offered by current human inspection processes in terms of the reliability of the detection
| of defects with a broad range of types and severities. False alarms rates are undesirabley high, 
although the textile manufacturing organisations involved have indicated that this could be 
tolerated if the inspection could be undertaken at rates in excess of 80 cm per second, which 
is the limit of their current inspection processes.
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6 D E TECTIO N  O F ANOM ALOUS FEATURES O N  LEATH ER
6.1 Introduction
An assessment o f the requirements that the leather industry has o f  automatic visual inspection 
has been presented in Chapter 3. In summary, there is a need to grade skins on the basis o f 
their visual quality. This process must be undertaken when the skins are in the "wet blue" 
state, and depending upon the tannery, this assessment will involve one o f two procedures.
i) The detection o f all visually perceptible defects, such that an empirical quality grade 
can be assigned to the skin on the basis o f the location and frequency o f these defects.
ii) The location o f two specific defects called flecks and pits which human inspectors find 
difficult to detect reliably and which are made more apparent by subsequent chemical 
processing.
In both cases, tannery operators can use the result o f the assessment to determine which o f a 
number o f alternative chemical processing operations should be applied to the skins, in order 
to minimise waste and maximise profit.
Where automatic inspection is used for grading the skin is divided into zones. The affect o f  a 
particular defect on the overall quality o f the skin is determined by the zone in which it is 
located. Therefore, the accuracy with which the location o f defects must be reported is 
determined by the tolerances to which these zones are defined. Although these tolerances 
vary between tanneries, the British Leather Confederation (BLC) have indicated that an 
accuracy o f the order o f 5 cm would be generally accepted by the industry.
As well as tannery operators, visual inspection results for "wet blue" leather are also o f  value 
to organisations further down the supply chain, for example shoe manufactures. These 
organisations would like to feed information about the location o f defects into automatic 
lay-planning equipment. This allows piece parts to be cut around the defects or for defects to 
be hidden under seams. The Shoe and Allied Trades Research Association (SATRA) have 
indicated that the location o f defects would have to be reported to an accuracy o f 
approximately 1 mm for this purpose. This is significantly greater than the accuracy required 
for grading.
The visual characteristics o f defects which occur on hides have been assessed by the author 
with the assistance o f BLC and SATRA. Based on this assessment, the following defect 
categories have been identified.
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i) Linear defects - lines which can have any orientation.
ii) Spot defects - circular features.
iii) Area defects - distributed features which are neither linear or spot defects.
The smallest nominal dimension o f a defect on leather has been found to be o f the order o f 
500/dim. Hence, in accordance with N yquisfs sampling theorem, it is necessary to use an 
image acquisition configuration which provides a spatial resolution o f at least 250/iAm for the 
automatic visual inspection o f leather.
This chapter describes preliminary investigations undertaken by the author into the 
application o f digital image processing techniques to the visual inspection o f "wet blue" 
leather. The detection o f general visual features and the location o f flecks and pits have been 
treated as separate problems. The chapter is divided into two main sections. The first o f 
these describes the formulation o f a number o f candidate digital image processing techniques, 
while results o f the detailed experimental evaluations o f these techniques are presented in the 
second.
6.2 Formulation o f  Processing Techniques
In order to assist in the formulation o f processing techniques, a small database o f  sample 
images were acquired at BLC. An area scan CCD camera configured to give a spatial 
sampling resolution in the range l5O ^.m  to 200yUm was used for this purpose.
6.2.1 Detection o f  General Features 
Overview
In general terms, visually perceptible defects on leather give rise to a change in texture or 
average intensity within an acquired image. It would therefore seem appropriate to utilise the 
texture analysis technique described in Chapter 5 for the detection o f such defects. However, 
the location o f the defects detected by this approach cannot be reported with sufficient 
accuracy to meet the requirements o f organisations such as shoe manufacturers. Hence, to 
avoid limiting the usefulness o f the inspection operation, an alternative technique is required 
for the detection o f defects on leather.
Two approaches were investigated by the author using the image database. One o f these was 
based on edge enhancement, the other on linear convolutional filtering.
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M easurem ent o f  Perform ance
An image which illustrates a range o f the different types o f defect which may arise on "wet 
blue" leather is shown in Fig. 6.1. This image has been used during the formulation o f 
processing techniques to provide an indication o f performance. For this purpose eight 
areas-of-interest have been defined within the image, their locations being defined in Fig. 6.2. 
As indicated in Table 6.1, these provide examples o f each defect category as well as those 
free from defects.
Area-of-Interest Description
1 example o f an area defect
2 example o f an area defect
3 example o f a linear defect1
4 example o f a spot defect
5 example o f a spot defect
6 example o f a linear defect1
7 region free o f defects
8 region free o f defects
These are sections o f  a larger linear defect.
Table 6.1 : Description o f Areas-of-Interest Shown in Fig. 6.2
The strength o f the dc restored image in region R (x(f(r).R)) is given by:
ç M r ) . /? )  =  ^ E ( y ( r ) - Â i ô ) 2 (6 .1 )
M  R x  y
where:
/(r) is the value o f the image at location r
M  is the number o f discrete sampling points in region R
/(r) is the mean value o f  f i r )  in region Æ 2  /( r ) j  .
The increase in the strength within region R due to processing (<t>(R)) is given by
where:
/o(r) is the value o f the un-processed image at location r
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/£„(r) is the value o f the processed image at location r .
Ideally <|)(R) would be high for regions containing defects and low for defect free regions. 
Hence, the following metric provides a measure o f the performance o f the enhancement 
technique:
-------
(6 3 )
where:
Rk corresponds to a region containing a defect 
RRef correspondsjto a defect free region, j
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Fig. 6.1 : Image o f a leather sample containing defects
Fig. 6.2 : Location o f areas-of-interest in defective leather sample
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Feature Detection Based on Edge Enhancem ent
The Sobel filter was utilised during the initial investigations o f edge enhancement techniques. 
As explained in Annex A, many edge enhancers which are commonly used for image analysis 
can be considered as a set o f linear convolutional filters whose outputs are combined in a 
non-linear fashion. In the case o f the Sobel filter, there are two linear convolutional filters 
which have the following coefficients:
The application o f these filters results in images which have a large magnitude at points 
corresponding to sharp vertical and horizontal gradients in the original image.
If the application o f the filters defined by equations 6.4a and 6.4b results in the im ag es/s7(r) 
a n d /s:(r) respectively, then their non-linear combination in the case o f the Sobel filter results 
in an image g s{r) where:
Figure 6.3 shows the image that results when the Sobel filter is applied to the control image 
shown in Fig. 6.1. Note that this has been autoscaled so that its dynamic range matches that
those shown in Fig. 6.3. That is. an improvement in the contrast between defects and their 
background image was obtained in most cases. However, as a basis for detecting defects, it 
was observed that the technique had two main shortcomings.
i) The level o f contrast was insufficient for subtle faults to be detected reliably.
ii) Small but acceptable natural variations in the skins were enhanced by the processing.
These variations gave rise to impulse noise in the acquired image.
It was observed that one factor which limited the performance o f the Sobel filter was the 3x3 
pixel window over which it operated. Hence in order to improve the contrast enhancement 
provided by this operation, an implementation employing a 5x5 pixel window was 
formulated. This used four linear filters whose coefficients /?,. /z2. /?3 and /?4 were defined as 
follows:
' - \  0 1 N 
hs\ — - 2  0 2
^ - 1 0  1 j
( 6 . 4 a )
'  1 2 1 '
hsi — 0 0 0
V " I  ~2 “ I y
( 6 . 4 b )
( 6 . 5 )
o f the display. Unless otherwise stated, the same scaling process has been applied to all 
subsequent results presented in this chapter.
When the Sobel filter was applied to the images in the database, the results where similar to
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Fig. 6.3 : Result of applying Sobel edge enhancement to the image shown in Fig. 6.1
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r 0 0 0 0 0 N
1 2 2 2 1
hx = 0 0 0 0 0 (6.6a)
-1 -2 -2 -2 -1
I  0 0 0 0 0
f - 1 0 0 0 1 )
-1 0 0 0 1
h i  = -1 0 0 0 1 (6.6b)
-1 0 0 0 1
< “ 1 0 0 0 1 J
'  0 -1 0 1 0 '
0 -2 0 2 0
/? 3  = 0 -2 0 2 0 (6.6c)
X 0 -2 0 2 0
I 0 -1 0 1 0 J
r i 1 1 1 1 N
0 0 0 0 0
In = 0 0 0 0 0 (6.6d)
0 0 0 0 0
l - l -1 -1 -1 - 1 ,
Real-time implementation o f the quadratic non-linear combination defined in equation 6.5 for 
the Sobel filter is computationally intensive. This is because evaluating the square root term 
involves a numerically expensive series expansion [Smith and Price, 1994]. In addition, if  a 
fixed-point implementation is considered, then calculation o f the power-of-two terms 
immediately doubles the dynamic range o f the data being operated upon. These 
characteristics are also true for the majority o f the non-linear combination functions listed in 
Annex A. The exception is the magnitude combiner employed in the Robert's edge detector 
and so this was adopted by the author. Therefore assuming that the application o f the above 
filters results in images /j(r). f 2(r), f ^ r )  and /j(r). the final image g(r) generated by the edge 
enhancement operation is defined by:
g(r) = l/H1*) | + |/Hr) | + |/Hr)| + l/Hr)! (6.7)
Figure 6.4 shows the image that resulted when this new edge enhancement operation was 
applied to the control image shown in Fig. 6.1. Comparison o f figures 6.1 and 6.4 shows that 
the operation defined by equations 6.6 and 6.7 represents a powerful edge enhancer.
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Fig. 6.4 : Result o f  applying the new edge enhancement technique 
to the image shown in Fig. 6.1
Fig. 6.5 : Result o f applying the new edge enhancement technique to the image 
shown in Fig. 6.1 following 3x3 median filtering
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When the new edge enhancer was applied to images in the database, it was observed that the 
increase in contrast it provided over that offered by the Sobel filter was sufficient to allow 
subtle defects to be detected reliably. However, the impulse noise associated with acceptable 
natural variations in the leather was still found to limit performance. In order to overcome 
this problem, the use o f median filtering prior the edge enhancement operation was 
investigated. Figure 6.5 shows the image that resulted when a median filter with a 3x3 pixel 
window was applied prior to the new edge enhancement technique. From a visual 
comparison o f Figs. 6.5 and 6.4 it is not obvious what benefit the median filtering offers. For 
this purpose it is useful to consider the performance metric §(Rk) |(defined in equation 6.3). j
Table 6.2 shows the values o f §(Rk) which were obtained for each o f the regions indicated in 
Fig. 6.2 when using the following processing configurations:
• the Sobel filter
• the new edge enhancer defined by equations 6.6 and 6.7
• the new edge enhancer preceded by a 3x3 median filter
• the new edge enhancer preceded by a 4x4 median filter.
Note that region seven was selected as the reference (RRef).
R egion  /?k D escrip tion
H R k)
Sobel Filter .Ye iv Edge 
Enhancer
.Yew Edge 
Enhancer Preceded 
by a 3x3 Median 
Filter
Sew  Edge 
Enhancer Preceded 
by a 4x4 Median 
Filter
1 area defect 1.48 1.76 1.82 1.91
2 area defect 1.73 2 .06 2 .08 2 .13
3 linear defect 1.35 1.76 1.94 2 .10
4 spot defect 2 .07 2.42 2 .34 2 .18
5 spot defect 1.34 1.68 1.80 1.89
6 linear defect 1.65 1.86 1.92 1.90
7 no defect 1.00 1.00 1.00 1.00
8 no defect 1.45 1.39 1.40 1.37
Table 6.2 : Indication o f the performance o f processing techniques 
based on edge enhancement
It can be seen from Table 6.2 that the new edge enhancement technique provides an increase 
in the detectability o f all o f the defects considered when compared to the Sobel filter. In 
addition, preceding the new edge enhancer with a median filter gives a further increase in
performance except in the case o f region four. This contains a spot defect whose detectability 
is reduced by median filtering.
A numerically efficient implementation o f a median filter which considers N  terms can be 
realised with (N -l)! or less comparisons. Therefore the implementation o f a 3x3 median 
filter involves 40,320 or less comparisons, while that o f a 4x4 median filter involves 
approximately 1 .3xl012 or less comparisons. Hence, given that the results shown in Table 
6.2 indicated that a 4x4 median provides only a marginal increase in performance over that 
offered by a 3x3 median filter, the author decided to adopt a 3x3 window for this operation.
Figure 6.6 summarises the form o f the processing based on edge enhancement selected for 
further detailed evaluation by the author. The main features are as follows:
• the use o f a median filter with a 3x3 pixel window to remove the impulse noise due to 
natural variations in the skin
• the application o f four separate 2-dimensional linear filtering operations using the 
coefficients defined in equations 6.6a .. 6.6d
• the summation o f the absolute values o f the results o f the four filtering operations
• the use o f a single-sided thresholding operation to make the final decision about the 
presence o f otherwise o f an anomalous feature on the surface o f the skin.
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Fig. 6.6 : Technique for the detection o f defects on leather based on edge enhancement
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Feature D etection B ased on Linear Filtering
The defects which arise on leather have some similarity to those that can occur on ceramic
tiles. Hence it was useful to consider the work o f Coulthard [1989] on the detection o f
defects on ceramics. As discussed in Chapter 2, Coulthard employed a linear filter to 
increase the detectability o f surface defects; the coefficients o f his filter were as follows:
Z-1 0 0 0 0 0 -1 x
0 0 0 0 0 0 0
0 0 0 0 0 0 0
hco = 0 0 0 4 0 0 0 (6.8)
0 0 0 0 0 0 0
0 0 0 0 0 0 0
l - l  0 0 0 0 0 -1
This filter produces an output which has a high magnitude when the value o f a pixel is 
significantly different from those 3 - 4  pixels away. The benefit o f considering pixels which 
are distant from the centre of the convolution window rather than nearest neighbours, is that a 
high level o f contrast can be achieved for a range o f anomalous features, even those with 
blurred edges. In addition, the use o f a sparse convolution kernel is desirable since it is 
possible to realise an implementation which is less numerically intensive than that o f a fully 
populated convolution kernel. Implementation is further simplified by the use o f coefficients 
which are powers-of-two.
Figure 6.7 shows the image that results when Coulthards's filter is applied to the control 
image shown in Fig. 6.1. It can be seen that the defects have been enhanced as have 
acceptable natural variations on the skin. In addition, the enhancement achieved for larger 
features is poor when compared to that achieved for small features. Comparable results were 
observed when the filter was applied to the images in the database.
In order to improve the performance offered by Coulthard's filter, the author formulated a 
new set o f filter coefficients. Due to constraints o f time, it was necessary to adopt a manual 
optimisation process for this purpose. This involved making successive modifications to the 
filter and using the image database to evaluate the affect o f these. The process began with 
Coulthard's kernel and the following general constraints were applied:
only coefficients which were powers-of-two were considered
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Fig. 6.7 : Result o f applying Coulthard's convolutional filter 
to the image shown in Fig. 6.1
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• the spatial extent of the filter was increased in order to provide better contrast for larger 
defects
• additional non-zero, positive-valued coefficients were used in the centre o f the filter in 
an attempt to increase its response to low frequencies so reducing the level o f noise in 
the filtered image
• as far as possible, the shape o f centre o f  the filter was matched to that o f the smaller, 
difficult to detect spot defects.
This process resulted in a filter with coefficients hj which are defined in equation 6.9.
0 0 0 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 0 0 0 0
0 0 0 -1 0 0 0 0 0 0 0 0 0 -1 0 0 0
0 0 -1 0 0 0 0 0 0 0 0 0 0 0 -1 0 0
0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1
0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 -1
0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 -1
0 0 0 0 1 1 2 2 2 1 1 0 0 0 0 -1
0 0 0 0 1 1 2 4 2 1 1 0 0 0 0 -1
0 0 0 0 1 1 2 2 2 1 1 0 0 0 0 -1
0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 -1
0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 -1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1
0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0
0 0 -1 0 0 0 0 0 0 0 0 0 0 0 -1 0 0
0 0 0 -1 0 0 0 0 0 0 0 0 0 -1 0 0 0
0 0 0 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 0 0 0 0
This filter was evaluated both with and without a preceding 3x3 median filtering stage.
Figure 6.8 shows the image that resulted when this filter was applied to the control image
(Fig. 6.1) without median filtering, while Fig. 6.9 shows the image that resulted when median 
filtering was implemented.
Table 6.3 shows the values o f the performance metric §(R) obtained for each o f the regions 
defined in Fig. 6.2 when using the following processing configurations:
• Coulthard's linear convolutional filter
• the new convolutional filter defined in equation 6.9
• the new convolutional filter defined in equation 6.9 preceded by a 3x3 median filter.
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Fig. 6.8 : Result o f applying the new convolutional filter 
to the image shown in Fig. 6.1
Fig. 6.9 : Result o f applying the new convolutional filter to the image shown 
in Fig. 6.1 following 3x3 median filtering
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It can be seen from Table 6.3 that the new linear filter provides an improvement in the 
detecability o f all defects over that offered by Coulthard's filter. In addition, preceding the 
linear filter by a 3x3 median filter gave a marginal increase in performance.
R egion R k D escription m )
C oulthard's  
L inear F ilter
N ew  L inear F ilter N ew  L inear F ilter 
P reced ed  by  a  3x3 
M edian F ilter
1 area defect 1.49 1.99 2.02
2 area defect 1.45 1.76 1.77
3 linear defect 1.05 1.90 1.98
4 spot defect 1.84 2.15 2.25
5 spot defect 1.04 1.85 1.90
6 linear defect 1.32 1.91 1.96
7 no defect 1.00 1.00 1.00
8 no defect 1.44 1.40 1.40
Table 6.3 : Indication o f the performance o f processing techniques 
based on linear convolutional filtering
Based on this preliminary evaluation, the author decided to consider the new convolutional
filter both with and without a preceding 3x3 median filter. Figure 6.10 summarises the form
o f the processing based on linear filtering selected by the author for further detailed
evaluation.
Absolute
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Raw
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Filter Threshold
Feature
Output
Linear
Convolutional
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Fig. 6.10 : Technique for the detection o f features in leather based on linear filtering
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6.2.2 Detection o f  Flecks and Pits 
Introduction
An image acquired from a sample o f leather containing a number o f flecks and pits is shown 
in Fig. 6.1 la ; the locations o f the more prominent defects are indicated in Fig. 6.1 lb . It can 
be observed that flecks and pits are both circular features; flecks have an intensity which is 
higher than the local average, while that o f pits is lower than the local average. The image 
shown was acquired using a pixel spacing o f 150 y um , and it has a dimension o f 
approximately 500x500 pixels, which corresponds to an area o f 75 mm by 75 mm.
The following factors explain why it difficult for human inspectors to reliably detect flecks 
and pits during the inspection process.
i) With an average diameter o f 750/Am, flecks and pits are relatively small features when 
compared to the size o f a hide which is typically 2.0 m by 1.5 m.
ii) When present on leather which is in the "wet blue" state, both flecks and pits have 
little contrast with their background.
iii) For commercial reasons, the time allowed for the manual inspection o f each skin is o f 
the order o f 2..3 seconds.
Following discussion with the author, the tannery with an interest in the detection o f flecks 
and pits requested that an evolutionary approach be adopted during the development o f  the 
processing, with the objective o f the first stage being only the provision o f an aid to human 
inspection. This was for two reasons. Firstly, based on the author's initial evaluation it was 
realised that the problem o f detecting flecks and pits was nontrivial, and that the performance 
offered by an optimum solution may not be sufficiently high to allow complete automation. 
Secondly, since machine vision was a new technology to the leather industry, it was 
considered that the information provided by an inspection aid would give the tannery a better 
understanding o f the technology. Subject to the inspection aid showing satisfactory 
performance, it was planned to gradually increase the level o f automation provided by the 
processing.
Evaluation o f  the Three Defect Enhancem ent Techniques
The three techniques described in Section 6.2.1 were considered for the enhancement o f 
flecks and pits in images acquired from "wet blue" leather. These techniques are summarised 
below in Table 6.4.
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Fig. 6.1 la  : Raw image showing examples o f flecks and pits
Fig. 6.11b : Location o f flecks and pits in the image shown in Fig. 6.1 la
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Figure ô.isjshows the images that resulted when each o f these techniques were applied to the 
sample image shown in Fig. 6.11a. These preliminary results along with those obtained for a 
small number o f additional "wet blue" leather samples containing flecks and pits were 
evaluated by an experienced inspector, and the following conclusions were drawn.
i) Due to the use o f an edge detector, the images that resulted from applying Technique 1 
had the lowest level o f visual correlation with the original samples, which was 
undesirable.
ii) The results obtained for Techniques 2 and 3 were judged to be comparable, although 
those resulting from the use o f Technique 3 were marginally better due to the lower 
levels o f background noise observed.
iii) To be useful as an inspection aid, it would be necessary for the processing to 
discriminate flecks from pits.
Based on this initial assessment, the author decided to use Technique 3 as the basis for the 
required fleck and pit enhancement processing.
Technique fo r  the Enhancement o f  Flecks and Pits
Since flecks have a greater intensity than the local average while pits have a lower intensity, 
the two features can be discriminated by considering the polarity o f the output o f the linear 
convolutional filter shown in Fig. 6.10. Hence the revised processing structure shown in Fig. 
6.12 was initially adopted for the enhancement o f flecks and pits. Figure 6.13 shows the 
results obtained when this structure was applied to the control image (Fig. 6.1 la).
R aw
Im age
3 x 3
M edian
Filter
Linear
C on volu tion al
F leck
E nhanced
Output
Pitting
E nhanced
O utput
Filter
Fig. 6.12 : Initial processing structure adopted for the enhancement o f flecks and pits
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Fig. 6.14a : Result o f  applying fleck enhancement processing to the control image
Fig. 6.14b : Result o f applying pit enhancement processing to the control image
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A comparison o f Figs.6.14a and 6.14b with Fig. 6.11b shows that the processing developed 
achieves the required objective o f  enhancing potential fleck and pitting defects. However, it 
is not apparent from these figures how reliable an automated decision about the presence or 
otherwise o f flecks and pits would be. While the objective o f the processing required is to 
enhance flecks and pits rather than detect them, it is useful to consider detection performance 
since it provides an objective measure o f the performance o f the enhancement operation.
In order to evaluate the reliability o f an automated decision process, a binary thresholding 
operation has been applied to the images shown in Fig. 6.14. For this purpose, the values o f 
the thresholds used were calculated using the grey level statistics o f each image. Specifically, 
two threshold values were used per image, one highlighting the 0.5% most intense pixels in 
the image, the other highlighting the 0.1% most intense pixels. The resulting binary images 
are shown in Figs.6 .15a .. 6.15d. From inspection o f these results, three conclusions may be 
drawn for the specific sample considered.
i) The relatively large scar (large when compared to flecks and pits) present just to the 
left o f the centre o f the control image (Fig. 6.11a), is likely to generate false alarms 
following thresholding.
ii) In.the case o f pits, it is possible to set the threshold such that genuine features are 
detected while false alarms due to background noise are avoided: this can be seen from 
Fig. 6.15d. For flecks however, this is not possible and this can be seen by comparing 
the thresholded images shown in Figs.6 .15a and 6.15b with the original shown in Fig.
6.1 la.
iii) In the case o f flecks, false alarms primarily result from noise elements in the binary 
image which are smaller than those due to genuine flecks, as can be seen from Fig. 
6.15a.
Hence in terms o f the detection o f pits, performance for this sample is limited by the large 
scar feature, while in the case of flecks, performance is limited both by the scar and the 
background noise in the enhanced image.
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A possible method o f improving performance for both flecks and pits is to apply a size filter 
to the binary images as shown in Fig. 6.16. The size filters shown will not pass features in 
the binary image such as the scar and the background noise, since they have a size which falls 
outside the range corresponding to genuine flecks and pits.
F e c k
Output
R aw
Im age
Pitting
Output
Linear
M edian
Filter
S ize
Filter
S ize
Filter
+ve Threshold
-ve Threshold
C onvolutional
Filter
Fig. 6.16 : Processing structure for the automated detection o f fleck and pitting
A computationally efficient method for implementing the size filtering is to run-length 
encode the rows and columns of the binary images, and then to remove runs which have a 
length outside the range corresponding to flecks and pits. This procedure has been applied to 
both the thresholded fleck image shown in Fig. 6.15a and the thresholded pit image shown in 
Fig. 6.15d; the results are presented in Figs.6.17a and 6.17b respectively. It can be seen from 
Fig. 6.17a that this procedure has been successful in removing the smaller false fleck features 
due to background noise. However, it is apparent from both results that this procedure has 
not been successful in completely removing the larger features, instead these have been 
fragmented.
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Fig. 6.17a : Image shown in Fig. 6.15a following linear size filtering
Fig. 6.17b : Image shown in Fig. 6.15d following linear size filtering
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6.2.3 Sum m ary
In this section a number o f image processing techniques have been formulated for use during 
the visual inspection o f "wet blue" leather. Two processing objectives have been addressed. 
The first o f these was the autonomous detection o f general visual defects on the surface o f 
hides, while the other was the enhancement o f flecks and pits in order to aid human visual 
inspection.
Based on preliminary evaluations using a small database o f sample images, three different 
candidate processing techniques have been formulated for the detection o f general visual 
defects. The details o f these techniques are summarised in Table 6.4 on page 171.
One o f the processing techniques defined in Table 6.4 has been modified in order to provide a 
technique suitable for the enhancement o f flecks and pits. The form o f the modified 
processing structure is shown in Fig. 6.16 on page 178.
As described in the following section, these preliminary techniques were subsequently 
evaluated further during factory trials.
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6.3 Experim ental Evaluation
6.3.1 Introduction
Detailed experimental evaluations of the processing techniques described in Section 6.2 have 
been undertaken through trials held in two tanneries. One of these had an interest in the 
detection of general features on leather, while the other had an interest in the location of 
flecks and pits.
6.3.2 Acquisition System
A common acquisition system has been used for all of the trials undertaken. The j 
configuration of this system is shown schematically in Fig. 6.18. This consists of a purpose 
built inspection table with a variable speed conveyer belt, a bank of high frequency 
fluorescent tubes and a CCD line scan camera. The camera used was a high sensitivity, 
2048-element IPL300 series device. In addition, the inspection table was specially modified 
to allow the camera and lighting to be mounted such that their geometry relative to the surface 
could be readily modified.
Camera
Conveyer belt
Lighting
Fig. 6.18 : Configuration of the image acquisition system used for the detailed 
evaluation of processing techniques for leather
Using the set up shown in Fig. 6.18 it was possible to obtain images at a range of spatial 
resolutions. In the cross-table direction, the resolution was controlled by the camera's 
field-of-view, while that in the down-table direction was determined by the speed of the 
conveyer, the line frequency of the camera remaining constant. Under all circumstances the 
equipment was configured so that the resolution in these two directions was equal, so 
providing square pixels. For the evaluation of general defect detection techniques, a pixel
resolution of 200 |im  was employed, while the evaluation of techniques for the location of 
flecks and pits utilised a pixel resolution of 150 |im .
When detailed analysis of the acquired images was carried out, it was observed that a weak 
horizontal pattern was present. A sample image showing this effect is presented in Fig. 6.19. 
The cause of this was the cyclic charging and discharging of the fluorescent illumination, 
which caused flicker. Unfortunately, due to constraints on the period for which there was 
access to the tanneries, it was not possible to redesign the acquisition system in time to 
overcome this problem. Therefore, the results obtained were limited by the horizontal grid 
pattern introduced into the image as a result of this flicker.
6.3.3 Detection o f  General Features
In order to evaluate the performance of the processing operations applied to images of 
leather for the purpose of detecting general surface features, a total of 26 hides containing 173 
instances of a range of defects were used. Each defect was assessed by an inspector from the 
tannery who classified it in terms of geometric properties and visual severity. In accordance 
with the classification scheme presented in Chapter 3, the defects were placed into one of the 
following categories by the inspector:
•  linear
• area
• dot.
The severity of the defect was placed into one of three categories as follows:
low : likelihood of detection by a human < 10%
m edium : likelihood of detection by a human between 10% and 90%
high : likelihood of detection by a human > 90%
The three image enhancement structures described in Section 6.2 for the detection of general 
features on leather were assessed. In order to give an objective indication of detection 
performance, the contrast between each defect detected and its background was measured in 
the enhanced image. For this purpose the following metric was used, i
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Fig. 6.19 : Sample image showing illumination flicker
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where:
K is the contrast ratio of the defect in the enhanced image in decibels
X~defect is the mean square value of the dc restored enhanced image in the j
vicinity of the defect
—i
^background is the mean square value of the dc restored background in the
| enhanced image, j
When the defect was not detected, the contrast ratio (K) was set to zero.
I A full set of the results obtained during this assessment is tabulated in Annex D.
A typical set of results is shown graphically in Fig. 6.20; it was obtained for linear
defects with different levels of severity when using enhancement Technique 2. The main
characteristics to note are the improvement in performance associated with increasing defect 
severity, and the level of variation in the results. On thejlatterlpoint, it can be seen that the 
spread of the results ranges from 5 to 10 dB depending upon defect severity. Similar spreads 
were obtained for other techniques and other classes of defect.
The complete set of results \s summarised in Fig. 6.21, which provides a comparison of the 
average contrast ratio obtained for each class of defect at the different levels of severity. As 
would be expected, this shows that the likelihood of detecting a defect increases with severity 
of the defect for all techniques. A point worth noting is that all techniques give significantly 
better performance for linear defects with low severity, than they do for low severity area or 
dot defects. It is assumed that this is because linear defects tend to have a greater spatial 
extent than those in the other categories, and they tend to be characterised by a more 
concentrated change in grey level; both of these factors increase the likelihood of them being 
detected.
A comparison of the relative performance of the different processing techniques is provided 
in Fig. 6.22. From this it can be seen that the predominate ranking of the techniques is as 
follows:
i) Technique 3 (highest overall performance)
ii) Technique 2 :
iii) Technique 1 (lowest overall performance).
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The only major exception to this general trend occurs in the case of low severity dot defects 
for which the ranking is exactly reversed. However, it should be noted that this particular 
result is based on only seven samples, and therefore its statistical significance is limited.
It should be noted that the accuracy of the results obtained is limited by the illumination 
flicker discussed in section 6.3.2. This will have had most impact upon the results obtained 
for low severity defects where the level of the grey level change in the acquired image due to 
flicker was comparable with that due to the defects.
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Fig. 6.20 : Typical set of results 
(obtained for linear defects using enhancement Technique 2)
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Fig. 6.21 : Summary of results obtained for general feature detection techniques
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Fig. 6.22 : Comparision of general feature detection techniques
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6.3.4 Location o f  Flecks and Pits
In order to assess the level of performance of the processing designed to highlight areas on 
hides which are likely to contain flecks or pits, the following procedure was adopted.
i) A total of 21 samples each of nominal size 30 cm by 30 cm were selected.
ii) These were stamped in one com er in order to provide a point-of-reference.
iii) Images of the samples were acquired and the fleck and pit enhancement processing 
described in Section 6.2.2 applied; the resulting grey scale images were stored.
iv) The samples were chemically processed in the normal way such that any flecks or 
pits on the surface of the skin became more apparent.
v) Skilled inspectors from the tannery made a comparison between the processed images
and the leather samples after the chemical processing had been applied. For each 
sample they ranked the accuracy of the fleck and pit enhancement on a scale of 1 to 10, 
where 10 represents a good match.
The results obtained are shown in Table 6.5, and the distribution of these results is shown in 
Fig. 6.23. Note that as in the case of the results obtained for the detection of general features, 
the accuracy of these results is limited due to the effect of illumination flicker in the 
acquisition system used.
The following metrics usefully summarise the performance of the techniques.
i) The probability of the results being of no use to the inspector (rating < 2).
ii) The probability of the results being extremely useful jto the inspector (rating > 8). i
iii) The mean rating.
iv) The level of uniformity with the ratings are distributed.
The are summarised in Table 6.6. It can be seen that pit enhancement processing provides the 
best overall performance. However, the highly non-uniform distribution of the results 
suggests that the performance would not degrade as gracefully as that of fleck enhancement if 
the processing were not optimally configured.
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Sample
Reference
Selection Criteria2
(P - Pit, F - Fleck, C - Clear)
Final Appearance3
(P - Pit, F - Fleck, C - Clear)
Rank
Res
Pit
ing of 
ult1
Fleck
KB1 P P + F 1.0 7.0
KB 2 P P + F 9.0 5.0
KB 3 P P + F 2.5 5.0
W1 P P + F 1.0 7.5
KB 13 P + F P + F 1.0 7.5
KB 4 F F 9.5 5.0
KB 5 F F 7.5 9.0
KB 6 F F 9.5 8.5
KB 7 F F 9.5 8.5
KB 8 F F 5.0 8.5
KB 9 F F 9.5 8.5
KB 10 F F 8.5 2.5
KB11 F P + F 1.0 7.0
KB 12 F F 9.5 6.5
W3 F P + F 1.0 6.5
W4 F P + F 1.0 6.5
KB 14 C C 9.5 1.0
W2 . C C 9.5 8.5
SKB8 F F 9.5 1.0
SKB10 F F 9.5 1.0
SKB14 C C 9.5 1.0
The rankings shown indicate how reliably pits and flecks were detected when they were present, and how  
reliably their presence was not indicated in defect-free areas.
This is the criteria used to select "wet blue" sam ples for use in the trial.
This signifies the appearance o f the sam ple follow ing chemical processing.
Table 6.5 : Results obtained for the location of flecks and pits
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Fig. 6.23 : Distribution of results for fleck and pit enhancement processing
1 10 
R a t i n g  o f  F l e c k  P r o c e s s i n g
10
R a t i n g  o f  P i t  P r o c e s s i n g
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Metric Pit
Enhancement
Fleck
Enhancement
Probability of rating < 2 (of no use to an inspector) 30 % 28%
Probability of rating > 8 (extreamly usful to an inspector) 50% 20%
Mean rating 6.4 5.8
Level of uniformity with which the ratings are distributed 
--------
low high
Table 6.6 : Summary of the performance of the fleck and pit enhancement techniques
6.4 Summary and Conclusions
This chapter has addressed two requirements that the leather industry have for the automatic 
visual inspection of leather. The first of these was the detection of the wide range of surface 
defects which may be present on leather when in the "wet blue" state. The second 
requirement was the provision of a visual inspection aid to improve the reliability of the 
detection of two specific types of subtle defect, flecks and pits, during human inspection.
The automatic detection of a wide range of defects on leather has been shown to be a 
non-trivial problem, principally because such defects have diverse visual characteristics. In 
addition, the material exhibits an appreciable level of natural variation which gives rise to 
noise problems
A total of three different processing techniques have been proposed for the detection of 
general defects in leather. These are summarised in Table 6.4 on page 171. In addition, one 
of these techniques has been modified in order to provide a technique which is suitable for the 
enhancement of flecks and pits.
The processing techniques proposed have been evaluated through trials undertaken in 
tanneries. The accuracy of the results obtained from these trials has been limited due to the 
effect of flicker in the illumination system, particularly in the case of low severity defects. 
However, useful conclusions have been drawn from the results obtained for medium and high 
severity defects, as well as the general trends observed.
The performance of the techniques intended for the detection of general surface defects on 
leather was measured in terms of the level of contrast between defects and their background 
in the processed image. The performance of the fleck and pit enhancement processing was 
evaluated subjectively by skilled inspectors using a 10-point ranking. The basis for this 
ranking was the level of correlation between flecks and pits highlighted by the processing,
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with those seen to be present on the leather samples after they had been subjected to all of the 
chemical processing stages which would usually follow visual inspection.
The results obtained from the trials indicate that Technique 3 as specified in Table 6.4 gives 
the highest overall level of defect detection performance. Technique 1 was found to give the 
lowest level of performance, with that of Technique 2 falling between the two. Hence, of the
three techniques, it can be concluded that Technique 3 gives the best results; for convenience 
this is summarised in Fig. 6.24. It is worth noting the similarity between Technique 3 and the 
form of the processing developed for the enhancement of flecks and pits, which for 
convenience is summarised in Fig. 6.25. ___ ------------
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Fig. 6.24 : Best technique considered for the detection of general defects on leather
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Fig. 6.25 : Summary o f  fleck and pit enhancem ent processing
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The actual level of performance obtained in terms of the increase in contrast between the 
defects and their background was found to be dependent upon the severity of the individual 
defects, with the enhancement obtained for high severity defects being greater than that 
obtained for low severity defects. This difference was found to be as much as 10 dB. In 
addition, the spread of results was found to vary between 5 and 10 dB depending upon the 
severity of the defects. The detection performance achieved for linear defects was found to 
be significantly greater than that obtained for spot and area defects. This discrepancy has 
been attributed to the larger spatial extent which linear defects have, and the fact that they are 
characterised by a more concentrated change in the image grey level, both of which increase 
their probability of detection.
The results obtained for the enhancement of flecks and pits have shown that processing 
i performs best in the case of the pits. However the since the results obtained for the 
enhancement of pits were not distributed very uniformly between the 10 ranks employed for 
| the evaluation, it has been concluded that obtaining acceptable performance was highly 
dependent upon having optimal detection thresholds. The opinion of the tannery involved in 
1 the evaluation of the fleck and pit enhancement processing, was that the processing would be 
useful for the location of pits, but improvements in the fleck enhancement processing would 
be required in order to provide a useful inspection aid.
Overall, the results obtained for both the detection of defects and the enhancement of flecks 
and pits have proven encouraging, and further development and evaluation of the processing 
techniques proposed is recommended.
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7 A U TO M A TIC  SU RFACE IN SPE C TIO N  TESTBED
7.1 Introduction
An experimental automatic surface inspection testbed has been developed for two main 
reasons. Firstly, it allows a detailed practical evaluation o f  the image acquisition 
requirements o f textile and leather materials to be undertaken. In addition, it allowed the 
real-time implementation o f digital image processing techniques to be investigated.
The design o f the testbed was based a generic solution to the surface inspection problems 
which arise in the leather and textile industries. This generic solution which is shown in Fig.
7.1 consists o f four sequential operations.
1 The acquisition o f an electronic image o f the surface to be inspected.
2 The detection o f anomalies on the surface by suitable processing o f the electronic
image.
3 The classification o f the anomalies as specific types o f defect.
4 The implementation o f a plant or operator interface which allows the results o f  the
inspection operation to be utilised.
Class-A  Fault
Class-B Fault 
Class-C Fault
Operator /  Plant 
Interface
Detection o f  
Anom alies
D efect
Classification
Image
A cquisition
e Quality report 
e Process control 
signal 
#  Visual indicator
Fig. 7.1 : Generic solution to surface inspection problems which 
arise in the leather and textile industries
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The following attributes o f the model shown in Fig. 7.1 must be tailored to the requirements 
o f specific visual inspection applications:
• the width and speed o f the surface to be inspected
• the maximum resolution required for the inspection operation
• the visual characteristics o f the surface and those o f the anomalous features
• the visual characteristicswhich discriminate acceptable anomalous features from defects
• the manner in which the defects must be classified.
When considering how to implement an automated solution to a specific visual inspection 
problem, these attributes determine the details o f  the image acquisition system as well as the 
form of the processing which must be applied in order to detect and classify anomalous 
features. Therefore, in order to have the broadest range o f application, a generic inspection 
system architecture based on the model shown in Fig. 7.1. should be modular in respect o f 
these attributes. Further, in order to be cost-effective, such an architecture should be capable 
o f providing a solution which can be tailored to the requirements o f a specific problem, such 
that the level o f redundant capabilities provided is minimised. In this way, the cost o f  the 
solution does not include that o f unnecessary functions or features. The architecture o f  the 
testbed was developed with these objectives in mind.
During the development o f the testbed, it proved convenient to divide the model shown in 
Fig. 7.1 into an acquisition subsystem and a digital image processing subsystem, and a key 
issue was the interface between these. In order to allow cost-effective, low-complexity 
electronic processing to be used, it was desirable to limit the bandwidth o f the interface. 
However, at a given material speed, constraining the bandwidth o f the interface places an 
upper limit on the spatial resolution o f the acquisition subsystem. Therefore, when specifying 
the interface, it was necessary to trade-off the complexity o f the electronic processing and the 
maximum bandwidth o f the acquisition subsystem.
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7.2 Im age Acquisition
7,2.1 Selection o f  Camera Technology
The key parameters which define the requirements for the image acquisition subsystem are 
the range o f material widths to be inspected, the maximum pixel resolution required and the 
range o f inspection speeds. These issues have been addressed for the textile and leather 
| industries in Chapter 3. From section 3.4, the bounds identified for these p a r a m e te r s ^  j is  
j  follows:   —----------— —— "
maximum pixel resolution : 150 pm
material width : 0.1 - 3 m
rate o f inspection : 0.0005 - 2.0 m/sec
The author identified charge coupled device (CCD) linescan camera technology as the most 
appropriate sensor technology to meet the requirements o f the textile and leather industries. 
This was because when compared to area scan cameras and laser scanning, it provided the 
most cost-effective method o f generating images with the high levels o f resolution that were 
required across the width o f the materials to be inspected.
The principle o f operation o f a linescan camera has been described in Chapter 2, and is 
summarised in Fig. 7.2 for convenience. The sensor has a one-dimensional array o f light 
sensitive cells which are exposed for a finite period to a linear strip across the width o f the 
surface. Once exposure is complete, the charge which builds up on the cells is transferred 
from the camera to form an analogue electronic signal which is representative o f the light 
received from the surface.
Distributed
Illumination
Source
Camera
Lens Video Signal
X One-Dimensional 
Sensor Array
Area Under 
Inspection
Fig. 7.2 : Operation of a linescan camera
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During experimental investigations, the author found the sensitivity o f standard linescan 
sensors to be inadequate when inspecting light materials at higher rates ( > 5 0  cm/sec), and 
darker materials at medium inspection rates ( > 3 5  cm/sec). In order to overcome these 
problems, it was necessary to employ a camera with a time delay integration (TDI) sensor. 
The operation o f a TDI sensor has been described in Chapter 2. To summarise, these have a 
two-dimensional array o f sensor elements which are configured such that charge can 
propagate between adjacent photo-sensitive cells, in one direction, under electronic control. 
In order to achieve enhanced sensitivity, the movement o f charge between cells is carefully 
synchronised to that of the individual pixels in the camera's field-of-view. This 
synchronisation ensures that only light from one pixel falls onto the cell containing the charge 
at any instant. This has the same effect as exposing a single cell for a prolonged period to the 
pixel while it is stationary.
The cross-web (across the width o f the surface) pixel spacing (8w) and down-web (5Z) pixel 
spacing o f an acquisition system employing linescan camera technology are determined in 
different ways. Let Nc be the number o f discrete elements in camera's sensor and IV the width 
o f the camera's field-of-view, then ôw is given by:
8w = ^r (7.1)
Similarly, let LR be the line rate o f the camera and V the speed o f the surface, then 8/ is given 
by:
5 / = ^  (7.2)
Assuming as indicated previously that the width o f the surface is in the range 10 cm to 3 m. 
the maximum pixel resolution required is 150 pm  and the inspection rate required ranges 
from 0.5 mm/sec to 2 m/sec. then the following ranges result for the camera's parameters:
number o f elements NK : 666 - 20,000
line rate LR : 3.3 Hz - 13.333 Hz
camera pixel transfer rate : 2.2 kHz - 267 MHz.
Table 7.1 summarises linescan camera devices which were available at the time o f writing 
(1995). This is based on the survey produced by Davidson [1994]. with some additions and 
corrections. When designing the image acquisition subsystem, an important consideration 
was the number o f elements in the camera's sensor. Referring to Table 7.1. it can be seen that
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the maximum number o f elements available in a single sensor at the time o f writing was 6000 
pixels. Other important factors considered when selecting NE were cost, maximum line rate, 
sensitivity and spectral response. At 1995 prices, the cost per pixel o f low resolution cameras 
was significantly greater than that o f the high resolution alternatives. Further, the number o f 
high resolution cameras available was small and therefore choice was limited. This was 
significant since in order to achieve optimum performance from the acquisition subsystem for 
a given material at a specified inspection rate, it was necessary to carefully select the camera 
which provided the best match to the requirements in terms o f spectral response1 and its 
sensitivity. Another related issue when selecting the camera was the availability o f devices 
with TDI sensors. At the time o f writing, the maximum pixel resolution offered by 
commercially available TDI cameras was 2048 elements.
Based on the above considerations, the author has concluded that the most flexible and 
cost-effective approach was to utilise cameras which employed 2048 element sensors. This 
was because a wide range of devices (including those with TDI sensors) were available at this 
resolution, and these were cost-effective in terms o f the price per pixel. Multiple cameras 
were used in order to cater for applications with a requirement for more than 2048 pixels in 
the cross-web direction, while pixels were discarded for applications requiring less than 2048 
pixels. A further benefit o f selecting a camera resolution o f 2048 pixels, was that the 
maximum rate of transfer o f data from a single camera was approximately 27 MHz. This is a 
convenient since the transfer o f 27 MHz data streams did not present any major practical 
difficulties.
1 When evaluating sensors from different suppliers, the author observed variations in their spectral responses. 
This was significant for the inspection o f  coloured textiles materials, since optimum inspection performance 
depended upon obtaining the best match between the spectral characteristics o f  the sensor, those o f  the 
illumination source and the reflectivity o f  the surface.
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7.2.2 Camera Signal Digitisation
When defining the circuitry for performing analogue to digital conversion o f the video signal 
from a linescan sensor, three factors had to be considered.
a) The d.c. offset of the analogue video signal from a linescan sensor drifts with 
temperature.
b) In order to accommodate a wide range o f camera types, it is necessary to cater for 
camera signals with different mean d.c. offsets and peak-to-peak voltage ranges.
c) It was convenient to allow the speed o f inspection to change. However, ideally 
linescan cameras should work at a fixed line rate to ensure a consistent exposure 
period2 and to avoid hysteresis effects caused by saturation.
In order to allow the effect o f d.c. drift to be compensated for, sensor |manufacturers include I 
"dark reference" cells in their arrays. These are cells which are covered by an optically 
isolating material such that they are not exposed to the light which falls on the sensor. In this 
way they are able to track the thermal effects which give rise to the d.c. drift. The charge 
from these "dark reference" cells precedes that from other cells in the analogue video signal 
generated by the sensor. In order to correct for d.c. drift, a linescan camera digitisation circuit 
must capture the signal from a "dark reference" cell and subtract it from the remainder o f the 
video signal. The form of the video signal digitisation circuitry used is shown schematically 
in Fig. 7.3. A sample-and-hold circuit is used to capture the "dark reference", while a 
summation circuit is used to subtract the value o f the "dark reference" from the remainder o f 
the video signal.
In order to achieve maximum performance in the inspection operation, it is necessary to 
match the voltage range of the analogue-to-digital converter in the digitisation circuit to that 
o f the active video signal. The requirement to cater for cameras with diverse active video 
voltage ranges complicated the design o f the camera interface. However, this issue was 
readily resolved with suitable analogue processing as shown in Fig. 7.3. In this circuit, the 
video signal is d.c. coupled such that the resulting signal has a voltage offset equal to zero. In 
addition, a flash analogue-to-digital conversion device with a programmable voltage range is 
used to sample the video signal.
2 At the time o f  writing, a limited number o f  linescan sensors were available w hich provided a facility for 
electronic control o f  the exposure period which was independent o f  the line rate. However, this facility was 
not available on the majority o f  cameras.
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The video signal analogue-to-digital conversion process depicted in Fig. 7.3 was controlled 
by a programmable state machine which generated the following digital signals in the correct 
sequence for the camera:
• machine clock (MCLK) which is the master clock used by the sensor to move charge 
from its CCD cells to an external interface port in order to generate the video signal
• line clock (LCLK) which synchronises the operation o f the camera on a line-by-line 
basis
• d.c. reference trigger (DCREF) which causes the sample-and-hold circuit to capture the 
"dark reference" at the appropriate time
• valid video (VALID) which indicates the presence o f valid video data in the analogue 
signal produced by the camera.
The camera generates two digital signals:
• pixel (PCLK) which is associated with MCLK
• delayed line clock (DLCLK) which is associated with LCLK.
These are both delayed versions o f their associated input signals, with the delay being due to 
the time taken for the signals to propagation out to and back from the camera. They were 
used by the digitisation circuit to ensure accurate synchronisation with the received video 
signal.
In order to ensure that the acquisition o f a single line o f video is synchronised with the 
motion o f the field-of-view. the line clock signal (LCLK) was derived from a shaft encoder 
connected to one o f the rollers which carried the material past the camera. To ensure that the 
camera was clocked at a line rate which was approximately constant, the state machine ran 
continuously and was re-synchronised by the signal from the shaft encoder using a 
phase-locked-loop.
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Fig. 7.3 : Linescan camera video signal digitisation 
7,2.3 Camera Calibration
An intensity profile obtained using a linescan camera is shown in Fig 7.4. This signal was 
acquired when a plain white sheet was present in the camera's field-of-view; ideally this 
would produce a flat line. Three characteristics o f this intensity profile are typical o f the 
video signals generated by linescan cameras and therefore warrant further consideration. The 
first o f these is the way the scan drops marginally at the edges o f the field-of-view. This 
effect is due to optical distortion, and is particularly common for linescan sensors which have 
a relatively large geometry when compared to area sensors. Although this characteristic can 
be minimised, it cannot be completely avoided without resorting to the use o f custom 
designed lenses, which would be prohibitively expensive for the applications considered here. 
The second characteristic o f the scan, is that the values on the right hand side are slightly 
higher, which is due to non-uniform illumination. This effect can also be minimised, but in 
practice it is difficult to achieve an illumination uniformity greater than 5 %. The third 
characteristic o f the scan is that a number o f spikes can be seen to be present These are 
caused by the mismatch in the response o f the individual sensor cells in the camera. The
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spikes were not found to be as severe when using a camera with a TDI sensor. This was 
attributed to the inherent integration which occurs in these devices.
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Fig. 7.4 : Signal from an uncalibrated linescan camera 
All o f the non-ideal effects demonstrated by the intensity profile shown in Fig. 7.4 present a 
problem when the camera is used for the purpose o f automatic visual inspection. However, if  
the acquisition set up is static, that is the lighting, optics and camera remain undisturbed, then 
the effects are all systematic and can be compensated for by applying the following linear 
transformation to each pixel:
/ ,  = a „ g „  + P„ (7.3)
where
g„ is the un-calibrated intensity value corresponding to the n,h pixel 
a„ is the compensating gain for the nth pixel 
P„ is the compensating offset for the nth pixel 
f ,  is the calibrated intensity value corresponding to the nIh pixel.
The calibration operation was implemented in the surface inspection testbed. A systematic 
procedure was developed for setting up the calibration parameters a„ and p „ . This procedure 
is described below.
1 The camera was set up and focused on the field-of-view and the lens aperture was set to 
the required value.
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2 A plain dark plate was placed in the camera's field-of-view and an average scan 
obtained using 100 successive exposures.
3 The average scan was used to determine the offset parameters |3n.
4 The plain dark plate was replaced by a plain bright plate and an average scan obtained 
using 100 successive exposures with offset correction applied.
5 The gain correction factors ccn were calculated from the values o f the average scan (gn) 
obtained in step 4 using:
oc„ (7.4)
7.2,4 Illum ination
A great detail o f practical work was undertaken to evaluate how the illumination could be 
optimised in order to maximise the contrast between surface features and their background. 
This evaluation was undertaken for a wide range o f surface types and a diversity o f surface 
features. The conclusion o f this activity was that for the purpose o f automatic visual 
inspection there are three broad types o f feature.
1 Structural features which significantly alter the characteristics o f light transmitted 
through the material and are therefore best viewed using back lighting.
2 Surface features which significantly alter the characteristics o f  non-specular reflections 
from the surface and are therefore best viewed using a directional illumination source 
with a grazing angle in the range 20 - 40 degrees.
3 Colour and intensity changes, which mainly affect the specular reflection from the 
surface and are therefore best viewed by monitoring the specular reflection.
Based on the above conclusions, the illumination configuration shown schematically in Fig. 
7.5 was derived in order to apply front illumination. This consisted o f two banks o f 
fluorescent lights each with an adjustable parabolic reflector, with both lights mounted on an 
adjustable carrier. The adjustments provided for the individual reflectors and the carrier 
allowed the incidence angle of the illumination source to be set anywhere in the range 1 0 - 4 0  
degrees, so allowing the geometry o f the acquisition system to be optimised for individual 
applications. In addition, the camera viewed the material through a slit in the carrier which 
was located between the two tubes such that the point o f maximum intensity on the surface 
was coincident with the camera's field-of-view.
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Fig. 7.5 : Generalised illumination configuration 
The illumination configuration described above was evaluated during a series o f  experiments 
with a range o f  materials. A problem encountered at an early stage was intensity flicker 
which is due to the charge / discharge cycle o f the fluorescent tubes. With standard tubes this 
cycle has a frequency equal to twice that o f the a.c. mains supply, which is nominally in the 
range 50 to 60 Hz. The amplitude o f the flicker was found to be o f the order o f 50 % o f  that 
o f the peak output. Given that the line rates in the range 3.3 Hz to 13,333 Hz are required for 
image acquisition, this flicker resulted in a strong sinusoidal component in the acquired 
image in the down-web direction.
One method adopted to resolve the problem o f flicker, was to employ alternative ballast 
circuitry in the fluorescent tubes. This had a charge / discharge frequency o f approximately 
50 kHz. At this frequency, the effect o f  flicker is integrated during the exposure o f  each line, 
and the residual line-to-line modulation component was found to be reduced to an acceptable 
level (1 %) for all o f the textile inspection applications considered. However, as explained in 
Chapter 5, the flicker was found to be a limiting factor during the inspection o f  leather.
A second method found to overcome the problem o f flicker was to use a d.c. powered 
filament source such as a tunsten halogen lamp. This was found to be a more effective
method for overcoming the problem o f flicker. However, two additional problems arose as 
a result o f using d.c. powered illumination, these were related to the need to employ multiple 
light sources in order to provide illumination across the width o f the material. The first o f the
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problems was that it was found to be difficult to adjust the geometry o f the sources such that 
an illumination profile with an acceptable level o f uniformity was achieved. In addition, the 
intensity o f the output o f the powered d.c. light sources were found to drift slowly with time. 
Both o f these problems can be resolved. Illumination with an acceptable level o f uniformity 
can be achieved by designing reflectors to match the spacing o f the sources, while the 
problem o f drift can be compensated for by employing active electronic control o f the 
illumination source's power supply. However, both o f these increased the complexity o f the 
illumination system, and therefore d.c. powered filament sources were avoided if  possible3.
As indicated earlier, the spectral characteristics o f the illumination source were identified as 
an important consideration when inspecting coloured materials. In particular, the level o f 
contrast that the anomalous features had with their background was found to be dependent 
upon the relationship between the spectral characteristics o f the illumination source and:
• the spectral reflectance o f the surface
• the spectral reflectance o f the anomalous features present on the surface
• the spectral response o f the camera's sensor.
Since the level o f contrast which anomalous features have with their background is directly 
related to the level o f reliability with which they may be detected, the performance o f the 
inspection process can be optimised by selecting an illumination source with appropriate 
spectral characteristics.
A further consideration was that the spectral characteristics o f the illumination sources 
determined the level o f correlation between the acquired image and the view o f the surface 
seen by a human observer. This was significant when the inspection was to be undertaken on 
the basis o f the subjective appearance of the material. For example, the dyes present in blue 
denim material are strongly reflective to infrared spectral components which are invisible to 
humans. Since silicon sensors tend to have a relatively high response in the infrared region o f 
the spectrum, the images that result when an illumination source with an appreciable infrared 
component is employed for acquisition, do not have the visual characteristics observed by a 
human inspector.
3 It w ould be necessary to em ploy filament lamps when very high levels o f  illumination are required, or the 
spectral characteristics o f  fluorescent tubes do not meet the requirements o f  a specific application.
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7 3  D igital Im age Processing  
73.1 Overview
In general the requirement o f the testbed's digital image processing subsystem was to provide 
the electronic hardware and software capable o f implementing the following operations in 
accordance with the generic model shown in Fig. 7.1:
• image acquisition
• detection o f anomalous surface features
• defect classification
• the operator /  plant interface.
As indicated in section 7.2. the image acquisition function was implemented using linescan 
cameras with 2048 element sensors. In order to allow a range o f sensors to be used and to 
accommodate the specific characteristics o f linescan cameras, an interface circuit o f the form 
shown in Fig. 7.3 was required for each camera. In addition, following analogue to digital 
conversion, gain and offset correction had to be applied on an individual basis to each pixel 
as described in section 7.2. This resulted in an 8-bit digital data stream. The transfer rate o f 
this stream was dependent upon the specific application, although the maximum theoretical 
rate was approximately 27 MHz. However, due to limitations on the equipment available, the 
actual upper limit on the bandwidth o f the output o f each camera was 10 MHz in the testbed. 
Therefore, the output o f the image acquisition process in the testbed consisted o f multiple 
synchronised 8-bit data streams, each generated at a rate o f up to 10 MHz.
The details o f the processing techniques required for the detection o f anomalous features are 
given in Chapters 4. 5 and 6. The general approach taken is to first enhance the contrast 
between the anomalous features and their background, and to follow this by a decision 
process. The processing which must be applied for defect enhancement is highly dependent 
up on the following properties o f the surface to be inspected:
• the visual appearance of the defect free surface
• the visual appearance o f anomalous features
• the level o f visual contrast achieved between the anomalous features and the fault free 
surface.
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The processing technique identified in Chapters 4, 5 and 6 for enhancing the contrast between 
defects and their background include convolutional weave removal filtering, texture 
parameterisation based on the Walsh-Hadamard transform and the application o f non-linear 
edge enhancement for the detection o f features on leather. The decision process may involve 
the calculation o f further parameters after enhancement as in the case o f  the detection of 
flecks and pits during the inspection o f leather. However, thresholding is always the final 
operation in the detection process. In the most general case, a number o f different feature 
detection operations were applied simultaneously. Further, the feature enhancement 
processing was numerically intensive, typically requiring between 10 and 100 operations per 
raw pixel value. However, since under realistic conditions anomalous features do not 
dominate the camera's field-of-view, the rate at which feature information was generated by 
the anomalous feature detection process was significantly lower than the raw data rate from 
the camera.
The classification process generally involved logical analysis o f the geometric structure o f the 
anomalies in accordance with the defect classification schemes defined in Chapter 3. In order 
to implement the classification process, it is necessary to first delineate the anomalous 
features. This can be achieved by treating the output of the anomalous feature detection 
process as a binary image, with one pixel state corresponding to the background and the other 
to a detected feature. Then delineation o f the features can be achieved by applying connected 
component analysis to group adjacent features. By measuring the geometric properties o f the 
features grouped in this way, it was possible to generate the parameters required for the final 
classification operation. Since in general multiple cameras are used to view the surface, the 
delineation process must be applied at two levels:
• locally to the processed output o f each camera
• globally by combining the delineation results from each camera.
The global delineation process is necessary for large features as well as medium sized 
features which straddle the field-of-view o f more than one camera.
The operator and plant interface operations may be divided as follows:
• operator controls
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• plant outputs
• specific processing which must be applied to the feature map in order to calculate 
empirical quality grades as described in Chapter 3
• the generation o f graphical displays
• the generation o f printed reports.
These are operations which may be implemented using standardised graphical user interface 
and process control software, and therefore they are not strictly digital image processing 
operations. However, it is convenient to consider them here to maintain consistency with the 
model shown in Fig. 7.1.
In order to help map the requirements for the digital image processing on to hardware and 
software modules, the data-flow and functional decomposition shown in Fig. 7.6 was 
produced. From this it was apparent that at the highest level, a general testbed architecture 
should have two forms o f modularity. The first o f these is modularity within camera 
channels, the other modularity in the feature detection function.
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Using the functional and data flow decomposition shown in Fig. 7.6, and considering the 
points discussed above relating to the form o f the various data processing operations which 
must be applied to the camera outputs, as well as the rates at which these must be 
implemented, the general mapping o f functions onto hardware elements shown in Fig. 7.7 
was derived. This specified three types o f processing hardware:
• non-programmable high-speed processors implementing fixed functions
• an array o f programmable TMS320C40 processors
• a host processor.
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Fig. 7.7 : Mapping o f functions to specific hardware elements
The TMS320C40 processor [Texas Instruments Incorporated 1992] was selected for the 
following reasons.
a) It is a powerful general purpose processor with an architecture which is capable o f 
. implementing common signal processing operations very efficiently.
b) It has six bi-directional communications links which are supported by an integrated 
direct memory access (DMA) processor and which are each capable o f sustaining data 
transfers at a rate o f up to 20 mega bytes per second.
c) Through the Texas Instruments TIM-40 standard, it is possible to construct arrays o f 
multiple TMS320C40 processors interconnected via their communications links, using 
standardised modules which are available from a number o f equipment suppliers.
Since in the testbed the data transfer capability o f the TMS320C40 exceeded the maximum 
raw pixel rate by a factor of two. it was feasible to use the communications links to broadcast 
raw-pixel data to an array o f these processors. Hence, in p r in c ip le  it was possible to 
implement a wide rage of processing operations in real-time by using a sufficient number o f 
processors. However, it was realised that for some operations the number o f  processors
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required at the highest raw pixel data rates would be unrealistic. Hence, Fig. 7.7 indicates the 
use o f dedicated high-speed hardware for a number o f the numerically intensive operations. 
Nevertheless, during the development o f the testbed, most techniques were prototyped using 
; a TMS320C40 processor array prior to their implementation u sing dedicated high speed 
hardware. Thus these processors provided a convenient vehicle for developing techniques for 
real-time implementation.
As indicated in Fig. 7.7, the host processor was primarily used to implement the plant and 
operator interface functions. The main reason for this was the availability o f appropriate 
preparatory software compatible with the host processor. In addition to these functions, the
host also acted as the overall controller for the testbed.
7.5.2 High Speed D igital H ardware 
Overview
High speed non programmable digital electronics was required to implement two forms o f 
processing:
• two-dimensional linear convolution
• texture analysis using the Walsh-Hadamard transform.
The method o f implementing these in hardware is described below.
Two-Dimensional L inear Convolution
During the implementation o f a two-dimensional linear convolution, it is necessary to 
multiply pixel values by the coefficients o f a convolutional kernel and to accumulate the 
resulting products. In addition to these numerical operations, it is necessary to provide delays 
such that the pixel data is presented to the multiply-accumulate hardware in the correct order. 
A general processing structure for implementing two-dimensional linear convolution is 
shown in Fig. 7.8.
Numerous hardware devices are available which are capable o f applying two-dimensional 
linear convolution to pixel data steams with rates from 10 to 40 MHz: a number o f these are 
listed in Table 7.2. The majority o f these devices contain internal line delay buffers which 
have programmable lengths. However, the maximum line length supported by such devices 
falls short o f what is typically required to process the pixel streams derived from 2048 
element linescan cameras. At the time o f writing (1995). the largest size o f the internal 
line-delay
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Fig. 7.8 : Example o f the implementation o f two-dimensional linear convolution
( 2 x 2  kernel)
buffers in a commercially available two-dimensional convolver was o f the order o f 1100 
pixels. Therefore, it was necessary to use separate line delay and multiply-accumulate 
devices as follows:
• line-delay device : LSI Logic L64212
• multiply-accumulate device : LSI Logic L64240.
Although the LSI Logic line delay devices provided an implementation o f the required 
convolution operation which had low hardware complexity, their cost was relatively high 
when compared to the alternatives listed in Table 7.2. In addition, the LSI
multiply-accumulate devices did not include circuitry for handling arithmetic overflows 
during the calculation of the convolutional sum. Other devices provide a facility for 
truncating (clipping) the convolver's output when arithmetic overflow occurs. The data 
sheets for the devices implied that this circuitry was present but in fact it was found to be 
non-operational and LSI Logic acknowledged that this was the case. Therefore, it was 
necessary to identify an alternative implementation o f the two-dimensional convolution 
operation using more cost effective and fully functional devices.
21
4
00 00 00 oo oooo
00 00 5  OO ooo oo00
in
^  (N (N (N <N
i— i i - H  T— i T— i
5  in  in  in  in
o (NO I
>>
<N
Om <Nm (Nmo  o o o(N "xj" m  ( N  i— i i— i
-o
1 1
oo oo m
OO xt" oo oo00 mm
oo
00
oo(N
9
<o
o oo
oOn
00
O
00
co
co Ta
bl
e 
7.2
 
: C
om
pa
ris
on
 
of 
de
vi
ce
s 
su
ita
bl
e 
for
 u
se 
in 
the
 
hig
h 
sp
ee
d 
im
pl
em
en
ta
tio
n 
of 
tw
o-
di
m
en
si
on
al
 l
in
ea
r 
co
nv
ol
ut
io
n
215
The required alternative hardware implementation o f the convolution operation is 
summarised in Fig. 7.9. This uses devices which have internal line-delays with a maximum
1 length o f 1100 pixels. In order to utilise these devices to process lines which are 2048 pixel 
long, the raw data is divided into two separate overlapping data streams shown in Fig. 7.10. 
The overlap is required to ensure that the convolution was implemented continuously at the 
intersection o f the two pixel streams derived from the raw data.
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Line Divider Stream Merger
Fig. 7.9 : Implementing two-dimensional linear convolution for 2048-pixel lines using 
devices which only support shorter line lengths
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Fig. 7.10 : D ivision  o f  a line into two streams w ith shorter line lengths
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Texture Param eterisation
As discussed in Chapter 5 three sequential operations are required to implement the texture 
parameterisation processing. These operations which are summarised in Fig. 7.11 are:
• conversion from raster scan to 32x32 subimage sequences
• two-dimensional W alsh-Hadamard transform
• parameter extraction.
Parameter
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Raster Scan to  
Subim age  
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2 -D  (3 2  x  32 )  
W alsh-H adam ard  
Transform
Fig. 7.11 : Operations required to implement texture parameterisation 
In order to apply the Walsh-Hadamard transform to the pixel data, it was necessary to convert 
it from raster scan to a subimage sequence. As indicated in Chapter 5, this is most 
conveniently achieved by using a buffer capable o f storing 48 lines. In addition, it is 
necessary to process either ^  or blocks per line, where:
j V i = |  (7.5)
N t = the number o f pixels per line.
For the testbed system, N, was equal to 2048. Therefore the maximum number o f blocks to
be processed per line per camera channel was four. Since each block corresponds to a 32x32 
pixel sub-image, four blocks correspond to 4096 pixels. Therefore, in order to keep pace with 
the input data, it is necessary to process pixels at twice the raw  data rate. Assuming a 
maximum raw data rate o f 10 MHz, this implies that the processing hardware must be capable 
o f implementing processing at 20 MHz.
As discussed in Chapter 5, the author identified the most cost-effective high speed 
implementation o f the Walsh-Hadamard transform to be one employing two separate
one-dimensional, 32-point fast transforms. The details o f this implementation are
summarised in Fig. 7.12. The input data takes the form o f row by row scans o f  32x32 pixel 
subimages. A 32-point transform is applied to each row and the results o f  this first transform
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are stored in an intermediate buffer. Once the transform o f each o f the 32 rows is complete, a 
second set o f 32-point transforms is applied to the columns o f the partially processed data.
32-Point
Fast
Transform
Buffer
32-Point
Fast
Transform
Buffer
Fig. 7.12 : Hardware implementation o f two-dimensional Walsh-Hadamard transform 
In order to maintain pace with the input data, it is necessary to use a pair o f interleaving 
buffers between the two transform operations as indicated in Fig. 7.12. In addition, each 
32-point transformation must be implemented as a pipeline operation running at 20 MHz as 
indicated above. The implementation presented in Fig. 7.13 was designed for this purpose;
I the structure shown is capable o f sustained processing at data rates o f up to 5 MHz, therefore
I four o f these would be required for a 20 M Hz implementation. It employs an Altera EPM5192
FPGA device, two small high speed static random access memory (RAM) blocks and a pair 
o f registers, one for data input the other for data output. The sequence o f operations
employed by this structure to implement a single 32-point transform are as follows.
1. Thirty two 8-bit data values are passed into the structure via the input register and 
routed through the FPGA to RAM B. This process occurs at a rate o f 20 MHz and 
depending upon the state o f the "Signed/Unsigned" input, the raw data is interpreted 
as unsigned (raw pixel data) or signed (intermediate two-dimensional transform 
results).
2. The data is then passed between the two RAM blocks via the FPGA four times at a 
rate o f 40 MHz ending up in RAM B.
3. The most significant 8-bits o f the data are then passed out via the output register at a 
rate o f 20 MHz.
218
S ign ed /U n sign ed
D ata Input
D ata Input C lock  
Input A ck n o w le d g e
80  M H z
-y  I1
/R E S E T .
R A M A  
(3 2  b y 13-b its  - 2 0  n s)
AVR
X
ACK
II
A ltera  E P M 5192
/RESE1| <= II
R A M B  
(3 2  by 13-b its  - 2 0  n s)
^  F in ish ed  Interrupt 
  D ata  O utput C lock
^  D ata  Output
Address Bus A
Address Bus BData Input Clock
State M achine W rite Strobe A 
W rite Strobe B 
Output Enable 
Input Enable 
Finish 
Input ACK
Data Output Clock
/RESET
Data 
Bus A
Cross-Point
Sw itch
Altera
EPM 5192Data 
Bus B
Hadamard
Butterfly
Fig. 7.13 : Implementation of 32-point fast Hadamard transform
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Each time the data passes through the FPGA. successive values are routed through a 
Hadamard butterfly (Fig. 5.14 in Chapter 5). The FPGA contains a state machine which 
controls the sequencing o f the operations and generates the read and write addresses for the 
two RAM blocks. The FPGA also contains a cross-point switch which allows the 
bi-directional data buses from the two RAM blocks to be routed to the Hadamard butterfly in 
a manner which suits the required direction o f the data flow.
As explained in Chapter 5, the fast Hadamard transform algorithm does not result in data 
which is in sequency order. Therefore, the process which extracts parameters from the 
transform coefficients must account for the reordering introduced by the fast transform. In 
addition as discussed in Chapter 5, an efficient procedure for extracting the texture 
parameters from the Walsh-Hadamard transform coefficients has been developed by the 
author. This procedure which required only one pass through the transform coefficients is 
summarised below.
1. Extract the value of the d.c. coefficient from the transform data. This is achieved by 
making the d.c. term the first in the sequence o f coefficients presented to the 
parameter extraction process.
2. Calculate the sum of the absolute values o f the low-sequency transform coefficients in 
Band A which are not included in the search for the value o f the coefficient with the 
maximum absolute value.
3. Begin the search for the coefficient with the maximum absolute value and continue 
calculating the sum of the remaining transform coefficients in Band A.
4. Calculate the sums o f the absolute values o f the coefficients in Bands B. C and D and
continue the search for the coefficient with the maximum absolute value.
When searching for the coefficient with the maximum absolute value, it is necessary to record
the absolute value and index o f the instantaneous maximum coefficient when it is found. The 
absolute value is used for comparison with subsequent coefficients, while the index can be 
converted to the radius for the maximum absolute coefficient at the end o f the search.
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A high speed hardware implementation o f the search operation is shown in Fig. 7.14. The 
re-sequencing buffers are used to generate data in the correct order for the above operations. 
The accumulator is used to calculate the sum o f the absolute coefficients in each o f the bands, 
while the comparator is used to perform the search for the maximum value. When a new 
maximum value is found, its index is obtained from the address generator o f the re-sequencer. 
A t the end o f the parameter extraction operation, the value o f the d.c. coefficient, the 
summations o f the absolute coefficient values for the four bands, the value o f the maximum 
absolute coefficient and its radius are all available as outputs. As indicated above, the 
hardware was designed to operate at a rate o f 20 MHz.
Re-Ordering
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Re-Ordering
Buffer
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.  d.c.
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• B and D
Accum ulator
M ax
Latch
Absolute
Comparator!
Address Generator
—
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Fig. 7.14 : Hardware implementation o f the parameter extraction process
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7.J.J TMS320C40 Processor Array
An important issue regarding the use o f the TMS320C40 processor array for real-time 
processing, was how to partition the operations to be implemented between the processors. 
For this purpose a general iterative procedure was developed, which decomposed the 
operation into a network o f  functions with data flowing between them. The starting point for 
this process was the main function to be implemented with raw data flowing into it and 
processed data flowing out as shown in Fig. 7.15. In addition, as indicated in Fig. 7.15 it was 
useful to consider control data, that is the algorithm parameters and synchronisation signals 
which are relevant to the implementation o f the function. Having produced this 
representation o f the processing, a software module was written in ANSI-C to implement the 
function. The execution speed o f this module on the processor was evaluated and compared 
to the speed required. If  it was possible to execute the function on a single processor at the 
rate required, then the partitioning procedure was complete. If however it was not possible to 
achieve the processing rate required with a single processor, then it was necessary to divide 
the function into two or more component functions with associated data flows and processing 
rate requirements. The decomposition process was then repeated for each o f these component 
functions until it was possible to produce a data flow and functional decomposition in which 
all o f the functions could be implemented by single processors at the required rates.
Input data stream 
at rate ///? Hz
Function to be 
implemented
Output data stream at 
rate font Hz
t
Control data : 
♦ parameters
start / stop signals
Fig. 7.15 : Starting point for functional decomposition
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When timing the execution speed o f the processor for the decomposed functions, a number o f 
issues were important. These included the following.
a) The physical allocation o f executable code and data within the processor's memory.
b) The use o f optimised assembly code.
c) The need to account for other operations such as data transfers.
d) The use o f the processor^ instruction cache.
In common with most programmable digital signal processors, an inherent characteristic o f 
the TMS320C40 is that the rate at which it executes code depends upon where the code is 
located in memory and the transfer of data to and from memory when the code executes. The 
processor has two physically separate external memory areas called the global and local 
memories, as well as two independent internal memory areas. Code is most efficiently 
executed when machine instructions, operands and results are all stored in physically separate 
memory areas. In addition, it is preferable to use the internal memory areas since these may 
be accessed more efficiently than the external memory areas. Hence, when evaluating the 
time for the processor to execute a code module, memory layout is important. To avoid too 
many permutations, it was decide only to use the processor's internal memories (which are in 
consecutive memory areas in the address space) for the C stack. In addition, code and 
constants were always stored in the processor's external local memory area, while large data 
buffers were shared between the global and local memory areas, with benchmarking being 
used to identify the optimum configuration.
In general the optimised assembly code produced by the Texas Instruments ANSI-C compiler 
was implemented directly. However, it was necessary to use manually generated C-callable 
assembler code for time critical, numerically intensive operations. For example, it was 
necessary to take this approach in order to obtain access to the processor's cyclic addressing 
modes during weave removal filtering.
When implementing real-time processing, it was necessary to account for the transfer o f raw 
data to the processor as well as that o f results to other processors. As will be explained later, 
raw data was distributed to the processors via their commuications links using a daisy chain 
structure. To support this each processor receiving raw data had to read one line at a time 
from its predecessor in the chain, and then send the same data on to the next processor in the 
chain. This was achieved using the linked direct memory access (DMA) transfers which are 
supported by the device. Once initiated, these required little interaction by the processor until 
the data transfers were complete. However, it was necessary for the processor to share access
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to the global memory area with the DMA controller. This had to be accounted for when 
generating timings for implementation o f the decomposed functions on the processor.
The TMS320C40 has a small instruction cache which can improve the efficiency o f code 
execution. It is possible to disable this cache. However, having the cache active was found 
to improve the rate o f execution o f code in all cases, and it was particularly beneficial when 
the code contained tight loops. Therefore the cache was always activated when evaluating the 
execution speed o f software modules.
The general communications topology used is summarised in Fig. 7.16. As indicated above, 
a daisy chain structure was implemented to distributed raw data to all o f the processors which 
required it. In addition, to allow each processor to be controlled and to provide diagnostics 
for debugging, a second daisy chain o f links were used to provide a mechanism for 
transferring control information to the processors. The control chain was used to pass 
messages around the processor network. For this purpose, each processor was assigned a 
unique address. The messages contained address information in their headers and upon 
reception, each processor would check to see if the message was for itself. If  this were not 
the case, then it would pass the message on. One o f the processors in the network was linked 
to the host processor. To allow the host to have effective control over the network, a message 
based protocol was developed which allowed the host to address any processor in the network 
via the control chain.
Data Channel 
Control Channel
Fig. 7.16 : TMS320C40 processor array communications
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It was critical for the TMS320C40's to keep pace with the input data otherwise information 
would be lost and synchronisation corrupted. Problems were identified at high data rates due 
to two transient effects. The first o f these occurred at the start o f processing when the 
implementation o f one or more operations at the required rate was dependent upon the use o f 
the processor^ instruction cache. Initially, the required instructions would not be in the cache 
and the instantaneous processing rate would be lower than required. The second and more 
pronounced effect occurred where data dependent processing such as a search or post 
detection processing had to be implemented. Since these operations had to be performed at 
the end o f a processing chain, they held up the preceding processors. Both o f  these potential 
problems were resolved by employing a FIFO buffer at the point at which the video rate data 
entered the processor array.
7.3.4 Comparison Between H ardware and Software Im plem entations
In order to compare hardware and software implementations o f the real-time processing it is 
useful to consider specific examples. The implementation o f the texture parameterisation 
using high speed digital hardware has been addressed in Section 7.3.2 . The software 
implementation of this process involved the following operations:
• data relay
• unpacking and conversion to floating point
• the fast Hadamard transform
• calculation o f the absolute values o f the transform coefficients
• extraction of the texture parameters from the absolute transform coefficients.
Benchmarks for each o f the texture parameterisation process have been calculated by the 
author by using an array o f 40 MHz TM X320C401 processors. Each processor had zero wait 
state static memory on both their local and global buses, and the internal timer o f one o f  the 
processors was utilised to calculate the benchmarks.
1 The T M X 320C 40 is an early release o f  the T M S320C 40 w hich contains minor silicon  bugs [Texas 
Instruments Incorporated 1992].
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Data Relay
During implementation, the processors were configured using the daisy chain structure shown 
in Fig. 7.16 and this was used to distribute 32x32 pixel subimages to the processors.. 
Therefore it was necessary for each processor to receive raw data blocks with a size o f 1024 
bytes and copy these on to the subsequent processors in the daisy chain. In order to allow this 
data to be distributed efficiently, it was transferred as packed unsigned 8-bit integers. 
Therefore the transfer o f each block involved copying 256 32-bit words from the input 
register o f a communications port in to a memory buffer, and then copying the contents o f 
this buffer to the output register o f a second communications port. The process was 
accomplished using the TMS320C40's linked direct memory access (DMA) facility [Texas 
Instruments Incorporated 1992]. The efficiency o f this process can be proven by comparing 
the time required to implement the data transfer when using software with that required when 
using DMA facility:
transfer period for one block when using 0.995 ms
software :
transfer period when using the DMA facility : 0.105 ms
The number o f bytes transferred during this operation was equal to 2048. therefore the 
minimum theoretical transfer period when using 20 mega byte per second links would have 
been 0.1024 ms. Hence by using the DMA processor it was possible to transfer data at a rate 
which was within 3 % o f the theoretical maximum. However, when the DMA processor is 
not employed in this example, the transfer rate achieved is nearly an order o f magnitude 
lower than the theoretical maximum. This is consistent with the rates measured for the more 
general case of distributing the raw 2048 pixel scans from the camera.
Memory Usage
The implementation o f the texture parameterisation process required storage for two main 
data elements. One o f these was a pair o f raw data buffers which were involved in the data 
transfer process discussed above, the other was a work space buffer with the capacity to store 
2048 intermediate floating point processing results. The impact o f locating these buffers in 
different memory areas is summarised in Table 7.3. The times shown are those required to 
implement all o f the operations listed above while concurrent data transfers were carried out
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under the direction o f the processor's DMA unit. It is observed that for this particular 
process, the optimum memory configuration was that in which the working buffer was 
located the global memory while the raw data buffer was located in the local memory. The 
optimum memory configurations for other processes varied, but they always required the use 
o f both memory areas. The difference between the times shown in Table 7.3 is marginal. 
However this was not typical; in extreme cases the ratio between the maximum and minimum 
values was found to be as much as 2:1.
Location of wo
global memory
rk in g  buffer
local memory
Location of raw  global 
d a ta  buffer memory
3.317 ms 3.264 ms
local memory 3.150 ms 3.155 ms
Table 7.3 : Execution time with key buffers located in various areas o f memory 
Computational Cost o f  Processing
In order to obtain a breakdown o f the computational cost o f the individual operations required 
to implement the texture parameterisation process, each operation was timed when using the 
optimum memory allocation and with the data transfers deactivated. The results are 
summarised in Table 7.4. It can be seen that the total execution time for this example is close 
to that required to implement these operations concurrently with the data transfers (3.150 
ms); consistent results were obtained when other processes were considered. Therefore, it 
can be concluded that the DMA operations incur only a small loss o f processing performance.
O peration Execution Tim e 
ms
Unpacking and conversion to floating point 0.41
Fast Hadamard transform. 1.55
Calculation o f  the absolute values o f  the transform coefficients. 0.46
Extraction o f  the texture parameters from the absolute transform 
coefficients.
0.68
TO TA L 3.1
Table 7.4 : Breakdown o f computational costs for texture the parameterisation process
As indicated in Chapter 5. the numerical cost o f the fast Hadamard transform is 10240 
additions / subtractions. Given that the a 40 MHz TMX320C40 processor has a peak
227
performance rate o f 40 million operations per second (MOPS), the theoretical minimum 
period in which the fast Hadamard transform could be implemented on this processor is 0.256 
ms. Therefore based on the execution time for the fast Hadamard transform shown in Table 
7.4, it can be concluded that the actual time taken by the processor to implement this 
operation is approximately six times the theoretical minimum.
The fast Hadamard transform is well suited to the architecture o f the TMS320C40, since it 
allows the processor's efficient looping and memory addressing modes to be used as can be 
seen from Fig. 7.17 which provides a definition o f the algorithm in the form o f C-source 
code. Other operations which allowed these facilities to be used were found to be 
implemented with a similar level o f efficiency. For example. Fig. 7.18 shows the execution 
time per line o f 2048 pixels o f the one-dimensional weave removal filtering process as a 
function o f the number o f filter coefficients. Since the application o f  a filter with NH 
coefficients to a 2048 vector involves a total o f 4096 NH numerical operations (2048 
multiplications and 2048 accumulations per vector element), the theoretical minimum 
execution period when using a 40 MOP processor is 0.1024 NH ms. A curve indicating this 
theoretical minimum is shown in Fig. 7.18. It can be seen that the ratio o f  the theoretical 
minimum execution time to the actual execution time is approximately 3:1. Since the 
TMS320C40 has single cycle multiply / accumulate instructions but does not have single 
cycle addition / subtraction instructions, the execution speed o f the one-dimensional filter is 
consistent with that o f the fast Hadamard transform .
As indicated in Section 7.3.2, real-time implementation o f the texture parameterisation 
process requires that four subimages be processed within the acquisition period o f one 2048 
pixel line. Therefore at a pixel rate o f 10 MHz it would be necessary to process four 
subimages with a period of approximately 0.2 ms. or equivalently one subimage within a 
period of 0.05 ms. With an execution time o f 3.150 ms. this would require an array o f 62 
processors. The number o f processors available during the development o f  the testbed was 
insufficient to realise such an implementation. However, it was possible to prove that the 
processing rate could be scaled up by using an array o f four processors. When using this 
configuration, the sustained processing period for a single subimage was 0.79 ms. Scaling 
this backwards gives an equivalent pixel rate of approximately 600 kHz.
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void FHTlk( float *y ) 
int i;
float vtemp[ 1024];
/*
* Perform two passes o f  the WHT butter fly 5 times
*1
for (i=0: i < 5: i++)
{
in t j .  k  =  0;
/*
* First pass o f  WF1T butter fly 
*/
for(j=0: j < 512; j++)
{
ytempU] =  y[k] + y[k+l]: 
ytemp[ 512 + j]  = y[k] - y[k+l]: 
k += 2:
}
/*
* Second pass o f  WHT butter fly 
*/
k = 0:
for(j=0: j <  51 2 : j+ + )
!
y [j] = ytemp[k] + ytemp[k+l]: 
y[ 512+j ] = ytemp[k] - ytemp[k+l]: 
k += 2:
Fig. 7.17 : ANSI-C source code for the one-dimensional fast Hadamard transform
Benchmark values Theoretical minimum
— e —  ................
6
4
3
i
0 i
Number of filter coefficients
Fig. 7.18 : Execution times for one-dimensional convolutional filters
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Given that the cost o f each processor TMX320C40 module was o f the order o f £1000, the 
economic cost o f a 62 processor array would have been approximately £62,000, while that o f 
a four processor configuration would be £4000. Excluding initial engineering costs, the 
author estimates that the manufacturing costs o f the hardware implementation o f the texture 
parameterisation process described in section 7.3.3 would have been in the range £3000 - 
£4000. Therefore it can be concluded that a hardware implementation would be more cost 
effective than one based on software for pixel rates in excess o f approximately 500 kHz. 
Similar conclusions were made regarding the implementations o f the one-dimensional 
conventional weave removal filtering and the two-dimensional leather feature enhancement 
filtering.
7.4 Practical Problem s Encountered D uring the Testbed D evelopm ent
The host processor employed in the testbed was the Intel 80486 contained within a 50 MHz 
IBM compatible personal computer. A personal computer was selected as the host because o f 
its low cost, as well as the wide range o f cost-effective operator interface software packages 
and plant interface hardware which are available for this platform.
The actual computer used had the facility to accommodate up to 20 plug-in boards 
conforming to the Industry Standard Architecture (ISA). This was necessary since a large 
number o f boards were required: these included
• TIM-40 motherboards for the TMS320C40 processor array
• camera interface boards
• boards containing the high speed, fixed function digital electronics
• multi-channel FIFO buffer cards which were used to pass video data into the 
TMS320C40 processor array
• a phase-locked loop board which was required to synchronise the operation o f the 
image acquisition subsystem to the motion o f the field-ol-view
• a general purpose input / output card which acted as the plant interface.
However, a number o f major practical problems were experienced when operating the testbed 
with a large number of boards. These problems included overheating and unacceptable drops 
in the voltage levels of the power supply due to high loading. In addition, mechanical
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problems were experienced both with the connectors associated with the transfer o f digital 
video data, and those associated with the TMS320C40's high speed communication links. 
Although it was possible either to resolve or work around these problems, in retrospect it was 
concluded that the hardware required to implement the image acquisition and digital image 
processing subsystems, should have been hosted in a more suitable environment. Possible 
alternatives to the personal computer based ISA bus would have been the STE and VME 
buses.
Another issue which caused a number o f practical problems in the testbed was the 
TMS320C40's 8-bit, 20 MHz communications links. In particular, when interfacing 
hardware to the TMS320C40 via these links, it was found to be necessary to carefully 
terminate the data link's handshake lines at the processor in order to achieve reliable data 
transfers. In addition, when using the links to transfer data between TMS320C40 processors, 
unacceptably low levels o f reliability were found to occur when the physical length o f the 
link exceeded 10 inches. This problem was found to be more apparent with the TMS devices 
than it was with the TMX parts. The problem was resolved by terminating the handshake 
lines with suitable resistors. However, this required a significant amount o f manual 
intervention each time the topology o f the network was altered. Therefore it was concluded 
that a more satisfactory solution would have been to buffer the handshake lines o f the 
communications links. Based on practical experiments with fast logic devices, the author 
estimates that this would reduce the maximum transfer rate o f the links to approximately 15 
MHz due to propagation delays within the logic. Therefore, in order to maximise the 
inter-processor communications bandwidth available within a TMS320C40 processor 
network, it has been concluded that this buffering should only be implemented where it is 
necessary to communicate between TIM-40 motherboards.
7.5 Sum mary and Conclusions
A visual inspection testbed has been developed with the objective o f demonstrating that a 
modular, cost-effective architecture, can meet the requirements o f the wide range o f surface 
inspection applications which arise in the textile and leather industries. The modularity o f the 
architecture has allowed the objective to met by providing scaleability in terms o f the width 
o f the field-of-view and the speed of inspection. The testbed has also allowed a practical
evaluation o f the implementation o f the image acquisition and real-time image processing 
operations to be undertaken, for a range o f textile and leather surface inspection applications.
In order to cater for the wide range o f surfaces encountered in the textile industry and to a 
lesser extent in the leather industry, it was necessary for the testbed's image acquisition 
subsystem to have sufficient flexibility to allow the following:
• the inspection o f surfaces with widths in the range 0.1 - 3.0 m
• linear web speeds in the range 0.0005 - 2.0 m/sec
• the generation o f  pixels with a spacing as low as 150 pm
• the use o f a range o f cameras offering different spectral responses
• adjustment o f the incidence angle o f the illumination source
• the use o f illumination sources with different spectral characteristics.
This has been achieved by using one or more CCD linescan cameras, each employing a 2048 
element sensor. This size o f the sensor was selected because at the time o f writing a wide 
range o f devices with this size o f sensor were available from a number |of manufacturers; this 
allowed the spectral response and sensitivity o f the camera to be carefully matched to the 
requirements o f individual applications. In addition, cameras employing 2048 element 
sensors were cost-effective in terms o f their price per pixel, and the bandwidth o f their video 
output for the more demanding inspection applications could be managed without resorting to 
complex electrical interfaces.
The illumination configuration shown in Fig. 7.5 was found to be adequate for the majority o f 
applications requiring front illumination. When fluorescent tubes were used as the source o f 
illumination, the images acquired exhibited sinusoidal components in the down-web direction 
due to the inherent flicker o f the tubes. It was possible to reduce the level o f this sinusoidal 
component by employing a high frequency ballast circuit to drive the tubes. This proved 
acceptable for all o f the applications considered with the exception o f leather, where 
inspection performance was still limited by the residual flicker. It was possible to completely 
ov ercome the problem of flicker by using d.c. powered filament lamps as the source o f 
illumination. As well o f being flicker free, these sources had the advantage o f providing a 
more intense illumination source than fluorescent tube. However, when filament lamps were
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used, the intensity o f their output was found to be susceptible to temporal drift, and therefore 
it was necessary to employ active control to stabilise their intensity. In addition, producing 
uniform illumination across a wide surface was found to be a non-trivial problem when 
filament lamps were used. Due to these practical difficulties, the use o f filament lamps was 
avoided where possible.
The digital image processing subsystem in the testbed implemented the following feature 
enhancement and detection functions, by using a combination o f high speed fixed function 
hardware, programmable digital signal processors (TMS320C40) and a general purpose 
processor (80486):
• linear two-dimensional convolution
• texture parameterisation
• connected component analysis
• local and global delineation
• extraction o f the geometric parameters o f individual features
• classification o f features based on their geometric parameters.
It was possible to scale the speed o f implementation o f these functions in order to meet the 
requirements o f specific applications. A key feature which allowed this scaling was the 
combination o f the high interprocessor communications bandwidth o f the TMS320C40 and 
their sophisticated on-chip DMA controllers.
For operations which exploited the capabilities o f the TMS320C40. it was found to be 
possible to achieve an implementation on these processors which had between 200 and 500 % 
overhead. The actual value of the overhead was dependent upon whether or not the 
processor's multiple operation /single cycle instructions were appropriate to the 
implementation.
For low speed applications, it was possible to implement the functions by using TMS320C40 
processors only. However, for raw data rates in excess o f 500 kHz. the economic cost o f 
implementing the computationally intensive functions, that is linear convolutional filtering
and texture parameterisation, was found to be too great. It was then more cost-effective to 
use dedicated high speed hardware for these computationally intensive functions.
The testbed developed employed a personal computer both as a host processor and to house 
the various processing boards which formed the image acquisition and digital image 
processing hardware. However, many practical problems were experienced as a result o f 
attempting to use a large number o f  boards in an Industry Standard Architecture (ISA) 
backplane. Therefore the author concluded that a commercial generic web inspection 
architecture should be based on a bus such as STE or VME. which are more suited to the use 
o f large number o f high performance boards. The benefits o f using a personal computer 
which are mainly related to the operator interface, could still be realised in such an 
architecture by providing a personal computer interface for the selected bus.
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8 CONCLUSIONS  
8.1 Overview
Based on the work presented in this thesis, the author has drawn a number conclusions 
regarding the automatic visual inspection o f the surfaces which arise in the textile and 
leather industries. In particular, it is possible to form conclusions on the following topics:
• the requirements that these industries have for automatic visual inspection
• techniques for acquiring high resolution images o f textiles and leather at high speed
• the image processing algorithms required for the detection o f anomalous features
• the performance o f automatic visual inspection equipment relative to that o f human 
inspectors
• cost-effective hardware implementation o f automatic visual inspection equipment for 
surfaces in the textile and leather industries.
The conclusions formed in each o f these areas are presented in the following subsections.
8.2 Requirem ents Analysis
A common model can be used to represent the solution to the specific surface inspection 
problems which arise within the leather and textile industries. This assumes the following 
sequence o f operations:
• image acquisition
• the identification o f defects
• analysis o f defects.
Using this model it is possible to identify areas in which the requirements that the selected 
industries have for visual inspection overlap, as well as those in which they contrast. Image 
acquisition is an area where the two have considerable commonality, particularly in respect 
o f the widths o f the surfaces and the pixel resolutions involved in the image acquisition 
process, as well as the rates o f inspection required. However, the optimal camera / 
illumination geometry and the spectral characteristics o f the ideal illumination sources 
required in each sector are different. Because o f the diverse visual characteristics o f their 
surfaces, different image processing techniques are required to identify the defects which
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arise on textile and leather surfaces. The analysis o f defects generally involves calculating 
an empirical quality measure for the surface using knowledge o f the location and form o f the 
defects; similar schemes can be adopted for the inspection o f textiles and leather.
8.3 Image Acquisition
Based on the practical work undertaken, it has been concluded that in order to optimise the 
performance o f  automatic surface inspection equipment, it is necessary to tailor the image 
acquisition operation both to the characteristics o f the surface to be inspected, and those o f 
the features to be detected. This was particularly important when inspecting coloured 
textiles, where it is necessary for the spectral characteristics o f the illumination to be 
carefully matched to the spectral reflectivity o f the surface, as well as the spectral response 
o f the sensor. This ensures that images o f suitable quality are acquired, and that these reflect 
the visual appearance o f the surfaces as perceived by a human inspector. Further, the 
relative geometry o f the illumination, the sensor and the surface has a significant effect upon 
the reliability with which specific defects can be detected. Therefore these must be tailored 
to meet the requirements o f individual applications.
Linescan sensors have been identified as the most cost-effective technology for image 
acquisition. In order to maximise the reliability with which subtle features are detected, it 
has been found to be necessary to apply calibration in order to correct for mismatches which 
typically occur between the response o f individual elements in linescan sensors. The need to 
apply this calibration was not found to be as great when time delay integration (TDI) sensors 
were used for image acquisition. It was concluded that this was due to the integration which 
is inherent in these devices. It was also found to be useful to apply calibration to overcome 
effects of the lens distortions which occur when using sensors with a large linear dimension, 
and the non-uniform spatial distribution o f the illumination.
8.4 Anom alous Feature Detection Algorithm s
Although is was originally intended to identify generic processing techniques for the 
detection of anomalous surface features, it has been concluded that in practice this is 
currently not feasible (1995) when using equipment which must be cost-effective. The 
reason for this is the diversity o f the visual characteristics o f surfaces which must be 
inspected, as well as those o f the anomalous features. Hence, feature detection techniques 
must be employed which are tailored to the properties o f the surface being inspected, j
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In the case o f textiles, two methods for detecting anomalous features have been formulated 
and evaluated by the author; these are based upon the following processing techniques.
i.) Weave removal filtering.
ii.) Texture analysis.
The first o f these is suitable for the detection o f defects which have a size comparable to the 
spacing o f the threads in the textile's weave when the image acquisition process only just 
resolves the weave, while the other may be utilised for the detection o f large and extended 
defects when it is not necessary to resolve the weave.
In formulating the weave removal filtering technique, the author has evaluated two 
approaches proposed by previous researchers, as well as adaptive least squares predictive 
cancellers; all o f these have been shown to have shortcomings. These are overcome in the 
filtering technique proposed by the author. However, the technique proposed requires an 
accurate and precise estimate o f the spatial frequency associated with the dominant 
component o f the weave, and the author has identified a filter design methodology which 
meets this requirement. The author has shown that this filtering technique can be applied to 
the problem of inspecting textiles which have more than one dominant component in the 
warp and weft directions, such as chequered materials. In addition, the author has proposed 
an extension to this filtering technique which allows a computationally efficient 
implementation for weaves which have significant components at very low spatial 
frequencies.
In formulating a texture analysis technique for use in the detection o f large and extended 
textile defects, the author has concluded that the computational cost o f published texture 
processing techniques is currently (1995) too high for them to be considered viable for use in 
cost-effective automatic surface inspection equipment. Hence, it has been necessary to 
formulate a texture analysis technique based on a published algorithm but which has been 
adapted specifically for cost-effective high speed implementation. This has been achieved 
by using processing techniques which are readily implemented using field programmable 
gate arrays (FPGAs), and by employing punctuated processing (overlapping blocks) rather 
than a smoothly scrolling analysis window which is usually used by other researchers.
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Three candidate techniques have been proposed for the detection o f defects on leather; two 
o f these were based on edge enhancement, the other was based on convolutional filtering. 
The convolutional filtering technique was found to give the highest level o f performance 
during experimental evaluations, and therefore this has been identified as the preferred 
processing technique for the inspection o f leather. Although the size o f the kernel o f the 
convolutional filter employed in the preferred technique is relatively high (17x17 
coefficients), an efficient implementation is possible since only 85 o f its 289 coefficients are 
non-zero, and these are all powers o f two. The preferred technique has also been extended 
so that it can be applied to the enhancement o f flecks and pits which are subtle defects 
arising in leather.
8.5 Perform ance Relative to Humans
From the evaluations o f automatic inspection undertaken in the textile industry, it has been 
determined that in general the performance that can be achieved in terms o f the reliability o f 
detection, is comparable to that achieved by human inspectors. False alarm rates are higher 
than those offered by human inspectors. However, the textile manufacturing organisations 
involved in the work have indicated that this could be tolerated if  the inspection could be 
undertaken at rates in excess o f 80 cm per second, which is the limit o f their current 
inspection processes. Based on the results presented in Chapters 3 and 7, it is concluded that 
inspection at rates in excess o f 80 cm per second would be technically feasible.
One type o f textile defect which it was found difficult to detect with an acceptable level o f 
reliability, was subtle shade variations. This was due to the low level o f contrast that these 
defects had with their background in the images acquired from a monochromatic sensor. 
The author anticipates that this limitation could be overcome by employing a sensor with 
more than one spectral channel. This would have a greater cost than the sensors employed 
during the work, although a relatively low spatial resolution could be employed since shade 
variations have large spatial extent (in excess o f one square metre). Hence a possible 
cost-effective equipment configuration for the inspection o f such materials would employ a 
low resolution multi-spectral sensor for detecting subtle shade variations, combined with a 
high resolution monochromatic sensor for detecting more general surface features.
During the experimental evaluation o f the techniques formulated for the detection o f defect 
on leather, images o f "wet blue" leather samples containing flecks and pits which had been
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| enhanced! by digital image processing, were compared with the visual appearance o f the 
leather samples after they had been chemically processed. The comparison was undertaken 
by skilled inspectors, who provided a subjective measure o f how useful the enhanced images 
would be in drawing their attention to the presence o f flecks and pits during inspection. The 
results obtained for the enhancement o f pits were better than those obtained for the
! enhancement o f flecks; there was a 50 % probability that the pit enhancement would provide 
a highly usful aid to the inspector, which compares with 20 % in the case o f  fleck
enhancement . In the opinion o f the tannery involved in the experimental evaluation, the
performance o f the fleck enhancement would have to be improved such that it matched that
offered by pit enhancement in order to make the development o f an on-line inspection aid
worthwhile.
8.6 H ardware Im plem entation o f  Surface Inspection Equipm ent
The TMS320C40 based multi-processor architecture used to implement the real-time image 
processing has been found to provide a very flexible and scaleable solution to individual 
inspection problems. However, the costs o f configurations containing large numbers o f 
processors are too high for the leather and textile industries. Therefore it has been concluded 
that it is necessary to employ more cost-effective methods for implementing 
computationally intensive operations. For example, employing application specific 
integrated circuits (ASICs) to implement two-dimensional real-time convolution, and field 
programmable gate arrays (FPGAs) to implement the Walsh-Hadamard transform associated 
with the texture analysis technique formulated in Chapter 5.
A personal computer was utilised as a host for the inspection testbed developed for the 
experimental work undertaken. This platform was selected because o f its low cost, and the 
high level o f support that it has in terms o f hardware interface boards and operator interface 
software. However, a number o f mechanical, electrical and heat dissipation problems were 
encountered when large numbers o f high performance processing boards were used on this 
platform. The majority o f these problems were attributed to the fact that a personal 
computer is not an ideal host for a multi-board high speed processing system. Therefore, it 
has been concluded that commercial surface inspection equipment should use a more 
suitable platform to host its high speed electronic processing hardware. For example, one 
with an STE or VME backplane. For the reasons indicated above, it is still considered
worthwhile using a personal computer as the operator interface in such a system. Hence, a 
complete system would consist o f a STE or VME rack which houses the high speed image 
processing boards, and which is controlled by a personal computer via a suitable interface 
such as ethemet.
During the development o f the testbed, it was observed that the TMS320C40's 
communications links had limited drive capability. Based on this finding, the author has 
concluded that buffering should be employed when these links are used to transfer data over 
distances exceeding 10 inches. Further, in order to maximise the inter-processor 
communications bandwidth available within a TMS320C40 processor network, it has been 
determined that where possible, such buffering should only be employed where it is 
necessary to communicate between TIM-40 motherboards.
Since manufacturing overheads contribute to the cost o f individual modules, and for all 
applications multiple cameras are required, it has been concluded that the granularity o f the 
front end processing elements in the inspection equipment should be at least three cameras. 
The reason for this is that manufacturing costs would dominate if  camera interface modules 
supporting a lower number o f cameras were employed. In addition, it is only just feasible to 
house the components necessary for a 3 channel 2048 element linescan camera interface on a 
dual size TIM-40 module.
8.7  Summary
In summary, it has been concluded that it is possible to provide automatic visual inspection 
equipment costing between £25.000 and £50.000 for the textile and leather industries [Smith 
1995]. In the textile industry, this equipment would offer a level o f  performance which is 
comparable to that offered by a human inspector. For the leather industry, this equipment 
would have to operate in parallel with a human inspector drawing his or her attention to 
subtle defects.
More generally, where automatic visual inspection is considered for the detection o f 
anomalous features on surfaces, it is necessary to carefully design the acquisition system and 
feature detection processing, such that they match the visual characteristics o f the features to 
be detected and those of the surface. The performance o f such equipment in terms o f the 
reliability o f detection o f specific defects may approach or even exceed that o f humans.
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However, since it is not practical to continually adapt the configuration o f the acquisition 
set-up and processing within an inspection system, it is not currently possible to provide a 
cost-effective solution which is able to match humans for a wide range o f defects with 
different visual characteristics on a range o f surfaces.
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ANNEX A : EDGE ENHANCEMENT TECHNIQUES
The Sobel filter and Robert's edge operator are commonly used for edge enhancement. These 
belong to a wider class of edge detectors whose operation is summarised in Fig. A. 1. Here a 
number of linear parallel filtering operations are carried out. A non-linear function is then 
applied to the filtered images and the results are combined to give a single output image.
Non-Linearity
Non-Linearity
CombinerLinear Filter
Linear Filter
Fig. A. 1 : Generic Edge Enhancer 
As a specific example of the edge enhancer shown in Fig. A .l, consider the Sobel filter. This 
is equivalent to two parallel filtering operations implemented using the following linear filter 
kernels:
gh(r) = h h(r) ® /(r) (A .l)
gv(r) = hv(r) ® /(r)  (A.2)
where:
f(r )  is the intensity of the raw image at location r  
z 1 0 -1 )
hh =
hv —
2 0 - 2  
1 0 -1
1 2 1
0 0 0
—1 —2 —1
(A.3)
(A.4)
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The non-linear operation in the case of the Sobel edge enhancer is to take the power of the 
images resulting from the linear filtering operations:
The filter kernels, non-linear operators and combination strategy for a number of common
In order to demonstrate the properties of the various edge enhancers shown in Table A. l ,  they 
have each been applied to common image. This image is shown along with the images which 
result from the edge enhancement operators in Fig. A.2. Note that all of the processed images 
have been clipped at grey level zero, and the dynamic range of the remaining image scaled to 
match that of the printer.
g/z(r) —> g/l(r) 
gv(r) ->  g?(r)
Finally, these are combined to generate the output image g(r) as follows:
(A.5)
(A.6)
(A.7)
edge enhancers are summarised in the Table A .l. j
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Raw Image Laplacian Sobel
Roberts Square Root Roberts Magnitude Wallis
Kirsch
Fig. A.2 : Examples of the application of different edge enhancers
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ANNEX B - ELECTRO-OPTIC SENSORS
There are two general classes o f electro-optic sensor.
• photoemissive
• solid-state.
Photoemissive devices include photodiodes, gas-filled phototubes and photomultipliers. 
Their operation is based on the principle o f detecting photoelectrons emitted into a vacuum or 
gas. Typical solid-state devices include p-n junction photocells, p-n-p phototransitors, 
avalanche photodiodes and p-i-n junction photodiodes. These devices rely upon the 
generation o f electrons or holes within the active material by photons.
There are many characteristics which discriminate these devices. In the context o f image 
acquisition, the more important o f these are as follows [Paumi. 1988]:
• spectral response
• overall sensitivity
• minimum cycling period.
The spectral response o f a device is commonly placed into one o f a finite number o f 
categories as summarised in Table B .l.
Wavelength - nm Spectral Response 
Designation
<300 ultraviolet
300 - 650 visible
650- 1000 near-infrared
>1000 far-infrared
Table B .l : Spectral response designations o f electro-optic sensors
The spectral responses o f a number o f common devices with different spectral designations 
are compared in Fig. B .l. Further details o f these sensors are given in Table B.2 [Simon 
1974]. Note that the data shown for photoemissive devices applies to vacuum tubes and 
therefore does not account for the gain which may be obtained by using a gas filling.
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p-i-n Si Ga-As K-Cs-Sb K-Cs-Sb + Sapphire
Relative
Response
0.03
0.01
0.003
0.001
0.0003
0 200 400 600 800 1,000 1,200 1,400
W avelen g th  - nm
Fig. B .l : Comparison o f the spectral responses o f different devices 
Two important observations may be made from analysis o f Fig. B .l. Firstly, it is apparent 
that there is a substantial amount o f overlap in the responses o f the different devices. This is 
typically the case when the spectral responses o f different sensors are compared. The 
implication for visual inspection is that there is considerable scope for matching the spectral 
response o f a sensor to the spectrum o f the radiation received from the field-of-view. The 
second point to note from Fig. B .l is that silicon p-i-n diode silicon sensors have a 
significantly larger overall spectral response than the other sensors considered. Again this is 
typical and it leads on to the consideration o f the relative sensitivity o f different devices.
There are a number o f measures o f sensitivity, the one considered here is quantum efficiency 
[Simon 1974]. This is because it allows the sensitivity o f different devices to be compared in 
terms o f the proportion o f the photons which are converted into electrical energy. Other 
measures are complicated by factors such as electronic gain. The quantum efficiency for a 
number o f devices are summarised in Table B.2. From this it is clear that silicon p-i-n sensor 
has a very high quantum efficiency, which explains why they have significantly greater 
absolute spectral response than the other sensors shown in Fig. B .l. The high level o f 
sensitivity o f silicon p-i-n diodes has made them very popular.
The sensitivity o f photoemissive sensors can be increased by filling the sensor's vacuum tube 
with an appropriate gas [Simon 1974]. In this configuration, a gain in sensitivity o f between
256
5 and 10 may be obtained. This may be attributed to the avalanche effect o f primary and 
secondary electron emissions, which are caused by collisions o f photons and electrons with 
the gas molecules. The penalty paid for the enhanced gain obtained by gas filling is an 
increased dead time, that is, the minimum interval between successive readings. This is due 
to the finite recovery time required by the gas after the detection o f  incident radiation. This 
affect typically limits the temporal bandwidth o f such sensors to about 20 KHz. No such 
limitation exists on the cycling period o f other types o f sensor. For example, it is possible to 
operate silicon p-i-n sensors at bandwidths o f the order o f 106 Hz. However, the signal to 
noise ratio and therefore the useful dynamic range o f the sensor's output falls as the 
bandwidth at which it operates is increased.
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ANNEX C : NEIGHBOURHOOD STATISTICAL OPERATORS
A number o f commonly used measures o f  the local grey level statistics o f  an image are 
summarised in Table C .l.
Name Definition Common Functions
Local Mean k A r ' ) * ' Linear low-pass filtering
Local Median {medianlfir')] : r z 6 R r} Impulse removal
Local Maximum {sup[/[rz)] : r z e  R r} Dilation
Local Minimum {infl/(rz)] : r z e i?r } Erosion
i
Local High Order 
Statistics L  (A rO -A rO ) V
Texture parameterisation
Table C .l : Summary o f common statistical operators
The calculation o f the local mean o f a region Rr centred on the point r is equivalent to 
convolution with the filter kernel hU(WI(r') where:
h ( r z) = constant for rz e  Ær (C .l)
= 0 otherwise
Since the fourier transform o f h \^ ,( r ')  takes the form o f a sine function, calculating the 
localised mean amounts to linear low-pass filtering.
The localised median, maximum and minimum filters are in fact members o f the more 
general class o f rank order filters [Jain 1989]. With such filters pixel values in the region R r 
are placed in rank order and single or multiple outputs are derived from particular positions in 
the rank. For example, the middle value is selected as the output in the case o f a localised 
median filter, while the largest value forms the output in the case o f a localised maximum 
filter.
| M edian filters have commonly been used to remove impulse noise [Davies 1985, Pauri and 
Hashim 1986]. This is because the exceptionally high or low intensity values associated with 
impulses tend to fall at the lower or upper extreme when pixels in a region are placed in rank 
order. Since the median filter takes the middle value in the rank, it has the effect o f removing 
such impulses. For this operation, the median filter has the benefit over low pass filtering o f
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preserving the structure o f edges. The response o f a rank order filters is determined primarily 
by the size and shape o f the region R r. In general, the width o f the largest impulse in a 
particular direction that may be removed by the filter increases with the size o f the region R r 
in that direction.
Localised maximum and minimum operators form the basis for a further subclass o f operators 
called morphological filters [Wang et al 1993]. These operators exploit the erosion and 
dilation effects o f the localised minimum and maximum filters respectively. These properties 
are illustrated for the case o f a grey scale image containing a noisy bright feature in Fig. C .l. 
For this example, the region Rr was a 3x3 pixel square centred on the location Rr. The 
original image is shown in Fig. C .l a. The result o f applying the maximum operator is shown 
in Fig. C .lb , while Fig. C .lc  shows the result o f applying the maximum operator twice in 
succession. Similar results are shown for the minimum operator in Figs. C .ld  and C l.e . It is 
apparent from these results that the erosion and dilation effects are relatively subtle for grey 
scale images. However, the effect is more pronounced in binary images as shown in Fig. C.2.
These examples o f applying localised minimum and maximum filters demonstrated an 
important characteristic o f these basic morphological filters. That is they can give a 
progressive effect (erosion or dilation) when applied iteratively. Variants o f the basic erosion 
and dilation operations may be obtained by applying the two in succession [Wang et al 1993]. 
For example, the combination erosion followed by dilation is termed opening, while dilation 
followed by erosion is termed closing.
| It is sometimes possible to identify a signal or image which is not modified by the filtering 
operation [Wang et al 1993]. Wang et al have called these the root signals o f the filter and 
shown how they are useful for analysing the properties o f morphological filters. The root
I signal o f a morphological filter represents the signal which will result when the filter is 
applied for an infinite number o f iterations.
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-W
'3#
4 ^ -
(a) Original Image
(b) One Pass Dilation (c) Two Pass Dilation
■ W E
V ^’r  ' ‘
(d) Two Pass Erosion(d) One Pass Erosion 
Fig. C .l : Morphological filtering o f  grey scale images
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(a) Original Image (b) Thresholded Image
s
(c) One Pass Dilation (d) Two Pass Dilation
&
(e) One Pass Erosion (f) Two Pass Erosion
Fig. C.2 : Morphological filtering o f binary images
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Another characteristic o f morphological filters is that the terms 'erosion', 'dilation', 'opening' 
and 'closing' are all based on the assumption that a feature which is to be detected has a larger 
average level than the normal image value. When the converse is true, the filters have the 
opposite effects:
for above average features:
sup(/[r)) ->  dilation
inf(/[r)) erosion
sup(inf(/(r))) ->  opening
inf(sup(/(r))) -> closing
for below average features:
sup(/(r)) -»  erosion
inf(/(r)) -»  dilation
sup(inf(/(r))) -> closing
inf(sup(/(r))) opening
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ANNEX D : RESULTS FOR GENERAL FEATURE DETECTION ON LEATHER
The following tables show the results obtained during the assessment o f the three processing 
techniques formulated for the detection o f  general defects on "wet blue" leather.
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