Abstract-We propose an approach for the representation and classification of hyperspectral data that exploits the geometric framework, the Grassmann manifold, i.e., a parameterization of k-dimensional subspaces of R n . Multiple pixels from a data class are used to capture the variability of the class information using a subspace representation. We use two metrics defined on the Grassmannian, chordal and geodesic, and several pseudometrics to measure the pairwise distances between the points, i.e., subspaces. Once a distance matrix is generated, classical multidimensional scaling is applied to find a configuration of points with preserved or approximated original distances, thus realizing an embedding of the Grassmannian in Euclidean space. A sparse support vector machine trained in the embedding space simultaneously classifies embedded subspaces and selects a subset of optimal dimensions (features) using a weight ratio criterion. The resulting embedding affords substantial model order reduction for classification and data visualization. In many cases, this framework provides linearly separable representations even when raw data are not linearly separable. We analyze frameworks and compare binary classification results for several distances. Finally, we illustrate the embedding of multiple data classes.
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I. INTRODUCTION
W E PROPOSE a method for classifying hyperspectral images based on the subspace geometry of the Grassmann manifold (Grassmannian). The Grassmannian provides a geometric framework for doing subspace data processing. Each subspace is parameterized by a point on this manifold. In this setting, one can compute quantities of interest including geodesic (and other) distances between subspaces [1] , tangent space projections of subspaces [2] , and subspace means and medians [3] .
A hyperspectral image is a data cube with two spatial dimensions and one spectral dimension. Each pixel in the image can be represented by an n-dimensional vector of spectral wavelengths/bands. There are several options for generating useful subspaces from such data cubes. Given a set of k pixels residing in an n-dimensional ambient space, we may associate a point on this manifold represented by a basis for the set of pixels. If the pixels forming the set are all from the same class, we can associate the class label with the subspace. At the core of this framework is the observation that low-dimensional subspaces of high-dimensional spaces capture substantial class variability and may lead to improved classification accuracy [1] .
Broadly speaking, our approach may be viewed as a method for creating a manifold representation out of raw data that itself may or may not reside on a manifold. The resulting representation, i.e., the Grassmann manifold, parameterizes the set of k-dimensional subspaces of R n . As an abstract manifold, it does not reside in Euclidean space, although it can be embedded there. In practice, this means computing a configuration of points that approximately represents subspace distances. In contrast, techniques for analyzing point cloud data assume that the data are lying on a noisy manifold in Euclidean space [4] - [6] . In these applications, the manifold is used as a model for the raw hyperspectral data (see [7] - [10] ). One attractive aspect of our representation is that manifold learning techniques are in general interesting candidates for characterizing data on the Grassmannian.
The Grassmannian, as a Riemannian manifold, possesses a geometric structure that allows one to compute pairwise distances between these subspaces based on the existing variety of metrics (see [2] , [11] ). We explore chordal and geodesic metrics as well as pseudometrics for measuring spatial relationships between subspaces. With this geometric framework, the raw data samples, encoded as subspaces on a manifold, may be mapped into Euclidean space via classical multidimensional scaling (MDS) [12] . Mapping into Euclidean space is followed by sparse support vector machine (SSVM), an approach that identifies a sparse set of dimensions in the MDS embedding for optimal classification [13] , [14] . The appeal of the approach consists of the power to separate classes by capturing data variability, followed by transporting the Grassmannian framework to the familiar setting of n-dimensional Euclidean space. This letter builds on the preliminary results in [15] .
Here, we summarize the main contributions of this letter. First, we present a robust weight-ratio-based criterion for automatic feature selection in SSVMs. This approach is applied to embedded Grassmannians where the features retained are the set of 1-D subspaces (features) optimal for classification. Next, we establish that our subspace embedding technique has computational advantages over that of [16] and show that 1545-598X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. our approach "discovers" the isometric embedding based on the chordal distance, however, using far fewer dimensions.
We provide a comparative analysis of several Grassmannian metrics and pseudometrics on the Reflective Optics Spectrographic Imaging System (ROSIS) of the University of Pavia 1 and Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) Indian Pines 2 data sets. Results for pairwise classification support the geometric representation as the Grassmannian embeddings are linearly separable when principal component analysis (PCA) projections of the data are not (see the illustration in Fig. 1 ). Finally, we present a direct extension of the algorithm to the multiclass case. This entails building a configuration of points in Euclidean space by embedding all the subspaces from different classes simultaneously. Several different metrics on the Grassmannian are compared exposing a rich geometric structure. We observe that the geometric framework selected, specifically the metric on the Grassmannian, has a substantial impact on the subspace embedding, separability, and hence classification accuracy. This framework suggests that exploiting the geometry of the data is a critical preprocessing step. The chordal distance between subspaces resulted in isometric (distance-preserving) embeddings for any value of k, while the geodesic distance and pseudometric embeddings do not. This observation agrees with the theoretical results obtained in [16] , namely, the representation of k-dimensional planes in R n by their projection matrices gives a high-dimensional isometric embedding of the Grassmannian into Euclidean space using the chordal distance. In [16] , the embeddings are constructed using projection matrices, while here we use MDS [12] . Although these approaches produce the same distance matrix, the MDS embedding has a substantially lower dimension.
This letter is organized as follows. The Grassmannian framework is described in Section II, followed by an outline the embedding procedure in Section III. The classification and selection of embedding dimensions by SSVM is presented in Section IV. The computational results and analysis of the embeddings are discussed in Section V on two benchmark hyperspectral data sets. Section VI contains the summary and potential future work. 
II. GRASSMANNIAN FRAMEWORK
In the proposed framework, we use the geometric structure of the Grassmann manifold to represent sets of pixels as subspaces and study the relationships between them. The real Grassmann manifold G(k, n) is a parameterization of all k-dimensional linear subspaces of real Euclidean ndimensional space R n , 0 < k ≤ n. It is a compact manifold of dimension k(n − k) and it is a non-Euclidean homogeneous space of the orthogonal group [2] . A point on G(k, n), i.e., a k-dimensional subspace, can be nonuniquely represented by a basis, i.e., an n × k matrix U with orthonormal columns (U T U = I k , the identity matrix) [2] . Two points on G(k, n) are considered to be the same if they span the same subspace.
To organize hyperspectral data as points on the Grassmann manifold, we repeatedly sample k pixels at random from the same class to obtain "tall" matrices Y i ∈ R n×k , with n being the original dimension of hyperspectral data, namely, the number of spectral bands. The next step is to compute the reduced singular value decomposition Y i = U i i V T i . The n × k orthonormal matrix U i is associated with the column space of Y i , R(Y i ), a k-dimensional subspace of R n , and thus can represent a point on the Grassmannian (see Fig. 2 ).
Once the points (subspaces) are computed, we generate distance matrices using the chordal and geodesic distances, as well as pseudometrics. The chordal distance between subspaces P and Q is given by [16] . Here, the θ i , i = 1, . . . , k, are the principal angles between P and Q [17] . As the experiments will show, pseudometrics are also very attractive, e.g., d l , computed from the smallest l principal angles, results in some of the best separability in low dimensions and resulting higher accuracy rates.
III. EMBEDDING VIA MDS
MDS constructs a configuration of points in Euclidean space, only using the information about distances (dissimilarities) between the objects, i.e., subspaces [12] . As the next step of our approach, we use this tool to embed a set of points on the Grassmannian in Euclidean space with the dimension determined by the MDS spectrum and the SSVM.
Let D be a matrix of distances between subspaces on the Grassmannian and let B be the centered distance matrix as described in [12] , [15] . It is known that B is positive semidefinite if and only if D is a Euclidean distance matrix [12] . If this is the case, MDS provides an isometric (or distancepreserving) embedding in Euclidean space. If B is not positive semidefinite, the embedding, using positive eigenvalues of B only, is the best approximation by a Euclidean distance matrix to the non-Euclidean distance matrix D associated with the data. The magnitudes of the negative eigenvalues are a measure of how non-Euclidean the data are. The results reported in Section V show that the chordal distance provides isometric embeddings, while the geodesic distance and pseudometric embeddings do not. We will see that nonisometric embeddings can still enhance classification accuracy.
IV. CLASSIFICATION AND DIMENSION SELECTION
The procedure above allows us to represent a subspace on a Grassmannian as a single point in Euclidean space. Once we have obtained a configuration of points in Euclidean space, we assign to each point the class label from the original set of pixels. We can now perform classification and dimension selection for further study and model reduction by training an SSVM to classify subspaces using their representation in Euclidean space [13] , [14] .
The basic linear SSVM is a supervised classification method that determines an optimal separating hyperplane between two classes of data. In contrast to the standard SVM, it builds a sparse model by virtue of the 1 -norm regularization term in the objective function [15] . The sparsity of w, the weight vector in the decision function, can be used to substantially reduce the number of features (1-D subspaces) required to classify the data, so the approach is a form of dimension reduction. Hence, feature selection reduces the dimension of the embedding of the Grassmannian, in some cases to 1-D, as demonstrated in Section V.
Here, we employ a weight-ratio-based criterion for feature selection originally proposed in [14] . This selection criterion identifies the cutoff index m * via the optimization problem . . , i m * }, i.e., the selected features are a subset of the MDS embedding dimensions most useful for classification. As illustrated in Fig. 3 , an abrupt jump in the ordered weight ratio determines the dimensions to be selected. Note that the solution m * is robust over wide variations to the threshhold constant; this behavior was also observed in [14] . The dimension selection results in Fig. 3 In summary, our approach consists of the following steps. 1) Start with original hyperspectral data, i.e., pixels in R n .
2) Randomly sample k pixels from a single class and compute a subspace representation to produce a point on G(k, n); repeat this sampling to build training and testing sets for all classes. 3) Embed the resulting points on G(k, n) into R d via MDS. 4) Train an SSVM and select the appropriate subset of dimensions in R d using the weight ratio criterion in (1). 5) Test the accuracy of the SSVM using the testing samples. We remark that for simplicity, our presentation assumes that all the training and testing data are available as a batch for the building of the model. In many applications, this is, however, not the case and data arrive streaming in an online fashion. One may appeal to out-of-sample algorithms, e.g., landmark MDS (LMDS) [18] , to extend our work to this setting. Explicitly, given a set of (one or more) new pixels, the distance between the associated subspace of the new data with the other subspaces is readily found using angles between subspaces. This information can be used via LMDS to embed the point in the same Euclidean space as the training data. We then use the best dimensions (features) for classification.
V. COMPUTATIONAL RESULTS

A. AVIRIS Indian Pines Data Set
The AVIRIS Indian Pines data set, collected in Northwestern Indiana in 1992, consists of 145 × 145 pixels × 220 spectral bands (0.4-2.4 μm) and has 16 classes of various vegetation. The data were mean-centered and randomly partitioned into 50% for training and 50% for testing. Note that for this data set, the Grassmannian is G(k, 220), where k is the dimension of subspaces to be varied.
For a typical experiment, we constructed 100 subspaces per class, with 50 points for training and 50 for testing. We have found this optimal number experimentally by training SSVM models on different subsets of data points embedded in Euclidean space.
Chordal, geodesic, and pseudometric frameworks have a different geometry. The chordal distance d c provided distancepreserving embeddings, while the geodesic distance d g and the pseudometric d 1 = θ 1 (the smallest principal angle) do not. It is known that k-dimensional subspaces in R n can be embedded isometrically into R N , with N = n+1 2 − 1, via a projection embedding using the chordal distance d c [16] . Note that if the ambient dimension n = 220, N becomes In view of these dimensions, the MDS embedding of the points on the Grassmannian is preferred.
We observed that the pseudometric d 1 framework provided the highest accuracy rates in the two-class problem. Table I shows the results for experiments on G(10, 220): classes Corn-notill versus Grass/Pasture and Soybeans-notill versus Soybeans-min. Note that, perhaps surprisingly, the classes Soybeans-notill and Soybeans-min are separated with 100% accuracy. To our knowledge, this pair of classes data has never been perfectly classified before [15] .
The SSVM selects the optimal dimensions (features) of the embedding spaces. For the chordal and geodesic distances, we obtained different combinations of selected dimensions. In contrast, the pseudometric d 1 embedding resulted in the selection of a single dimension for both experiments in Table I . The 1-D visualization of the pseudometric embedded subspaces is provided in Fig. 4 for the classes Soybean-min and Soybeans-notill.
More results on SSVM accuracy, as a function of subspace dimension k, are given in Fig. 5 . First, we note that a different geometry of frameworks, induced by the distance measure in each case, results in different classification rates as k, the dimension of the subspaces, grows. Second, the pseudometric d 1 framework outperforms the chordal and geodesic for both low-difficulty (Corn-notill and Grass/Pasture) and high-difficulty (Soybeans-notill and Soybean-min) classification tasks.
In the multiclass problem (c classes of data, c > 2), a configuration of points in Euclidean space can be realized by simultaneously embedding all the subspaces from different classes, i.e., using a distance matrix that contains pairwise distances between all the subspaces. Fig. 6(a) shows oneagainst-one (OAO) SSVM accuracy results averaged over ten runs for various k for the nine biggest classes 3 using different distances: chordal d c , geodesic d g , and pseudometrics
Again, the plots reflect the difference in the geometry of the frameworks. For instance, as we increase k in G(k, 220), the pseudometric d 1 will be zero or close to zero for most of the data, due to the high concentration of subspaces on the manifold, causing decrease in classification rates. The other measures are more discriminatory as k grows; compare d 1 and d 2 : the use of even two principal angles in the pseudometric results in better performance starting from k = 5.
B. Pavia University Data Set
This nine-class hyperspectral data set, collected by the ROSIS over the urban area of the University of Pavia (Italy), consists of 610 × 340 pixels × 103 spectral bands (0.43-0.86 μm). Note that for this data set, the Grassmannian becomes G(k, 103), where k is a subspace dimension parameter. As the previous data set, this datum was also mean centered and randomly partitioned into 50% for training and 50% for testing. Multiclass OAO SSVM accuracy results for all nine classes of the Pavia University data set are shown in Fig. 6(b) . We observe that for higher dimensional subspaces, the smallest principle angle pseudometric may be less discriminatory than other distances that include two or more principal angles.
VI. CONCLUSION
The proposed approach shows how to take raw point cloud data and encode it on the Grassmannian, enabling the exploitation of a rich geometric framework. Sets of pixels from the same class span a subspace that can then be mapped onto a single point in Euclidean space. The sparse linear SVM algorithm then performs optimal dimension selection, obtaining in some cases one dimension for pseudometric embeddings, indicating separability of classes in this representation that are not separable in raw pixel space.
We observed that the smallest principal angle pseudometric provided the best classification accuracy in our binary experiments, including the challenging Soybean-min versus Soybeannotill binary classification problem of the Indian Pines data set. We observed that only the chordal distance provides isometric embeddings, as expected given [16] . In the case of c classes of data, with c > 2, we realize an "all-in-one" embedding, by including all the pairwise distances between points from all the classes in one distance matrix D.
This Grassmannian approach takes advantage of the fact that a class is represented by a set of subspaces that capture the variability of the data. In the limit, where each subspace is 1-D, the method becomes essentially classification using a single spectral angle. Therefore, this approach is most useful when we seek to compare multiple instances of one class with multiple instances of another.
In the future, we plan to use subspaces of differing dimensions, i.e., points on G(k, n) to points G( j, n), where k = j , and explore patch-sampling-based approaches for constructing subspaces on the Grassmannian, i.e., building points on the Grassmannian from sets of spatially contiguous pixels. Finally, we observe that the metric plays an important role in classification as it effectively defines the geometry of the classification space. Metric learning algorithms might provide significant insight into the selection or optimal adaptation of the distance measure.
