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Abstract
We study two families of matrix versions of generalized Volterra
(or Bogoyavlensky) lattice equations. For each family, the equations
arise as reductions of a partial differential-difference equation in one
continuous and two discrete variables, which is a realization of a gen-
eral integrable equation in bidifferential calculus. This allows to derive
a binary Darboux transformation and also self-consistent source ex-
tensions via general results of bidifferential calculus. Exact solutions
are constructed from the simplest seed solutions.
1 Introduction
The famous Volterra lattice equation [1–6] is
Vt = V V(1) − V(−1) V , (1.1)
here generalized to a matrix variable V . Vt denotes the derivative of V with
respect to the continuous variable t, and V(±1) are the values at the adjacent
lattice sites. (1.1) is a member of the family
(V V(1) · · ·V(k−1))t =
{
V · · ·V(l−1) − V(k−l) · · ·V(k−1)
V −1(−1) · · ·V −1(l) − V −1(k−l−1) · · ·V −1(k) if
l > 0
l < 0
(1.2)
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of generalized Volterra lattice equations. Here k > 0 and l are integers and
we recover (1.1) for k = 1 and l = 2. The family of equations (1.2) has been
explored, mostly only in the scalar case, in [7–20], for example. For k = 1
and l = −1, (1.2) yields the modified Volterra lattice equation
Ut = U (U(1) − U(−1))U (1.3)
in terms of U = V −1. In Section 2 we show that there is an integrable
semi-discrete chiral model (see (2.11)), for an invertible matrix variable g
depending on one continuous and two discrete variables, which admits the
reductions
(g g−1(k))t = g g
−1
(l) − (g g−1(l) )(k−l) . (1.4)
Via
V = g g−1(1) , (1.5)
(1.4) implies the corresponding generalized Volterra lattice equation (1.2).
Using the framework of bidifferential calculus [21,22], we construct binary
Darboux transformations for the above mentioned semi-discrete chiral model
and its reductions (1.4). Moreover, we derive self-consistent source extensions
(see the references cited in [23]) of these equations, following the general
construction developed in [23].1 We also refer to the latter publication for a
representative list of references concerning this way of extending an integrable
equation to an equation with additional “source terms”, which involve new
dependent variables governed by equations that also involve the variable of
the original equation.
A second family of equations generalizing the Volterra lattice equation is
given by ( k−1∑
i=0
W(i)
)
t
=
l−1∑
i=0
W(i)
k−1∑
i=0
W(i) −
k−1∑
i=0
W(i)
k−1∑
i=k−l
W(i) . (1.6)
Such equations have been explored in [8–11,15,17,25–27], mostly in the scalar
case. For k = 1 this reduces to
Wt =
l−1∑
i=1
W(i) W −W
l−1∑
i=1
W(−i) ,
1A self-consistent source extension of the scalar modified Volterra lattice equation ap-
peared in [24].
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which for l = 2 is the Volterra lattice equation in the form Wt = W(1)W −
WW(−1). There is a differential-difference equation (see (3.55)), for a variable
ϕ depending on one continuous and two discrete variables, which admits
reductions to
(ϕ(k) − ϕ)t = (ϕ(l) − ϕ)(ϕ(k) − ϕ+ I)− (ϕ(k) − ϕ+ I)(ϕ(l) − ϕ)(k−l) , (1.7)
where I is the identity matrix, and we observe that, in terms of
W = ϕ,1 − ϕ+ 1
k
I , (1.8)
the latter becomes (1.6). Using results of [23], in the framework of bi-
differential calculus, we construct binary Darboux transformations and self-
consistent source extensions for these equations.
The equations (1.2) and (1.6), for k = 1, are also known as Bogoyavlensky
lattices (cf. [17]).
In Section 2 we present a bidifferential calculus formulation for the semi-
discrete chiral model. Section 2.1 recalls from [23] some general results con-
cerning binary Darboux transformations and self-consistent source exten-
sions of integrable equations in this framework. In Section 2.2 we derive
self-consistent source extensions of the semi-discrete chiral model equation
and construct corresponding exact solutions. In Section 2.3 we derive self-
consistent source extensions of the first family of generalized Volterra lattice
equations as reductions of the self-consistent source extensions of the semi-
discrete chiral model. We also present infinite families of exact solutions of
these equations. Section 3 contains a corresponding treatment of the sec-
ond family of generalized Volterra lattice equations. Section 4 contains some
concluding remarks.
2 An integrable semi-discrete chiral model
and the first family of generalized Volterra
lattices
Let Ω =
⊕
r≥0 Ω
r be an associative unital graded algebra over C. In par-
ticular, A := Ω0 is an associative unital algebra over C and Ωr, r ≥ 1, are
A-bimodules such that Ωr Ωs ⊆ Ωr+s. A bidifferential calculus is an associa-
tive unital graded algebra Ω, supplied with two C-linear, graded derivations
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d, d¯ : Ω→ Ω of degree one (hence dΩr ⊆ Ωr+1, d¯Ωr ⊆ Ωr+1), and such that
d2 = d¯2 = dd¯ + d¯d = 0. In this work we choose, as in [23], the graded alge-
bra Ω to be of the form Ω = A⊗Λ with the exterior (Grassmann) algebra
Λ =
⊕2
i=0 Λ
i of the vector space C2. It is then sufficient to define d and d¯ on
A, since they extend to Ω in a straightforward way, treating the elements of
Λ as “constants”. Moreover, d and d¯ extend to matrices over Ω. We choose
a basis ξ1, ξ2 of Λ
1.
Next we specify the bidifferential calculus as follows. Let A0 be the space
of complex functions of one continuous and two discrete variables, and S1,S2
corresponding shift operators. We extend A0 to A = A0[S±11 ,S±12 ] and define
d and d¯ on A via
df = −[S1S−12 , f ] ξ1 + ft ξ2 , d¯f = [S1, f ] ξ1 + [S2, f ] ξ2 . (2.9)
In the following we will use the notation
f,i = Si f S−1i , f,−i = S
−1
i f Si , i = 1, 2 .
From the equation
d[(d¯g) g−1] = 0 , (2.10)
for an invertible g ∈ Mat(m,m,A), i.e., an m × m matrix with entries in
A, quite a number of integrable equations can be derived and it comes along
with universal solution-generating methods [22, 28]. With the above choice
of bidifferential calculus, it takes the form
(g g−1,1 )t + (g g
−1
,2 ),1,−2 − g g−1,2 = 0 , (2.11)
and we can restrict g to Mat(m,m,A0). This is an integrable semi-discrete
chiral model equation in one continuous and two discrete variables. The fact
that (2.11) is a realization of (2.10) is an expression of its integrability. A
solution generating method for (2.10), recalled in Section 2.1, then specializes
to (2.11). In the scalar case (m = 1), writing g = e−u, (2.11) becomes
(u,1 − u)t = eu,2−u,1 + e(u,2−u,1),−2 .
Specializing the above shift operators in terms of a shift operator S as
follows,
S1 = Sk , S2 = Sl , (2.12)
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with fixed integers k > 0 and l, and introducing
g(k) = Skg S−k ,
then (2.11) becomes (1.4), which in turn implies the generalized Volterra
lattice equation (1.2).
Remark 2.1. By exchanging d and d¯ in (2.10), we obtain instead of (2.11)
the following equation,
(gt g
−1),1 − gt g−1 = g,2 g−1,1 − (g,2 g−1,1 ),−2 .
This is equivalent to (2.11) via g 7→ g−1.
2.1 Binary Darboux transformations and self-consistent
source extensions for (2.10)
Let ∆,Γ ∈ Mat(n, n,A) and α, β be n×n matrices of elements of Ω1, subject
to
d¯∆ + [α,∆] = (d∆) ∆ , d¯α + α2 = (dα) ∆ ,
d¯Γ− [β,Γ] = Γ dΓ , d¯β − β2 = Γ dβ . (2.13)
We introduce
γ = d¯ω − (dω) ∆ + (dΓ)ω − β ω − ω α , (2.14)
with ω ∈ Mat(n, n,A), and impose the constraint
Γω = ω∆ . (2.15)
By use of (2.13), the latter implies
Γ γ = γ∆ .
We recall from [23] the following result.
Theorem 2.2. Let g0 ∈ Mat(m,m,A) be an invertible solution of (2.10)
and ∆,Γ, α, β solutions of (2.13). Let θ ∈ Mat(m,n,A), η ∈ Mat(n,m,A)
solve the linear equations
d¯θ = (d¯g0) g
−1
0 θ + (dθ) ∆ + θ α , d¯η = −η (d¯g0) g−10 + Γ dη + β η . (2.16)
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Furthermore, let Ω be a solution of the linear equations
Γ Ω− Ω ∆ = η θ , d¯Ω = (dΩ) ∆− (dΓ) Ω + β Ω + Ωα + (dη) θ + γ , (2.17)
where γ is given by (2.14) in terms of some ω ∈ Mat(n, n,A) satisfying
(2.15). If Γ and Ω are invertible, then
g = (I − θΩ−1 Γ−1η) g0 , q = θΩ−1 , r = Ω−1 η , (2.18)
where I is the m×m identity matrix, solves
d[(d¯g) g−1] = d(q γ∆−1 r) (2.19)
and
d¯q = (d¯g) g−1 q + d(q Γ)− q β − q γ (Ω−1 + ∆−1rq) , (2.20)
d¯r = −r (d¯g) g−1 + d(∆ r)− α r − (Ω−1 − rq Γ−1) γ r . (2.21)

If γ = 0, the theorem expresses a binary Darboux transformation for the
equation (2.10). A non-vanishing γ switches “sources” on, since (2.19) has
the form of a source-extended version of (2.10). More precisely, integrable
equations with self-consistent sources that appeared in the literature (see the
references in [23]) are recovered by reducing (2.20) and (2.21) to equations
that do not involve Ω. This is achieved by restrictions on ω and by disre-
garding half of the set of equations obtained from (2.20) and (2.21), cf. [23].
In Section 2.2 we will exploit this for the semi-discrete chiral model (2.11).
As formulated above, the number of source terms is n, since q and r
have both n components. But q and r enter the right hand side of (2.19)
sandwiching an expression linear in ω. Hence, if the latter matrix has rank
N < n, then only N source terms are present. In this way, n-soliton solutions
of a system with N sources can be constructed.
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2.2 Binary Darboux transformations and self-consistent
source extensions for the semi-discrete chiral model
equation
Using the bidifferential calculus determined by (2.9), by inspection of the
equations in Section 2.1 we are guided to write
q = q˜ S2 , r = S2 r˜ , ∆ = Γ = S2 ,
α = −(P + 2I)S1 ξ1 − S2 ξ2 , β = (Q+ 2I)S1 ξ1 + S2 ξ2 ,
Ω = Ω˜S−12 , ω = ω˜ S−12 , γ = γ1 S1 S−12 ξ1 + γ2 ξ2 . (2.22)
Then it turns out that q˜, r˜, P,Q, γ1, γ2, ω˜ and Ω˜ can be restricted to be ma-
trices over A0 instead of A (with the algebras chosen in the beginning of this
section). The equations (2.13) then take the form
P,2 = P , Pt = 0 , Q,2 = Q , Qt = 0 . (2.23)
The constraint (2.15) becomes
ω˜,2 = ω˜ , (2.24)
and (2.14) leads to
γ1 = ω˜ P −Q ω˜,1 , γ2 = −ω˜t . (2.25)
(2.19) takes the form
(g g−1,1 )t + (g g
−1
,2 ),1,−2 − g g−1,2 = (q˜,−2 γ2 r˜),2 − (q˜,−2 γ2 r˜),1 − (q˜ γ1 r˜,1)t . (2.26)
(2.20) splits into the two equations
q˜,1,−2 = −q˜ Q− g g−1,1 q˜,1 − q˜ γ1 (Ω˜−1,2 + r˜q˜),1 ,
q˜t = g g
−1
,2 q˜,2 + q˜ γ2 (Ω˜
−1
,2 + r˜q˜),2 . (2.27)
Correspondingly, from (2.21) we obtain
r˜,2 = −P r˜,1 − r˜ g g−1,1 + (Ω˜−1 − r˜q˜) γ1 r˜,1 ,
r˜t = −(r˜ g),−2 g−1 + (Ω˜−1 − r˜q˜),−2 γ2 r˜ . (2.28)
According to [23], we obtain self-consistent source extensions of the semi-
discrete chiral model (2.11) by reducing (2.27) and (2.28) to equations that
do not contain Ω˜. This is achieved by setting either γ1 or γ2 to zero and
disregarding one from each pair of equations (2.27) and (2.28).
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1. γ1 = 0, i.e., Q ω˜,1 = ω˜ P .
(g g−1,1 )t + (g g
−1
,2 ),1,−2 − g g−1,2 = (q˜,−2 γ2 r˜),2 − (q˜,−2 γ2 r˜),1 ,
q˜,1,−2 = −q˜ Q− g g−1,1 q˜,1 , r˜,2 = −P r˜,1 − r˜ g g−1,1 .
As a consequence of Q ω˜,1 = ω˜ P , (2.23) and the expression for γ2 in
(2.25), we have Qγ2,1 = γ2 P . This allows to absorb γ2 by introducing
qˆ = q˜ γ2 . (2.29)
The above system then reads
(g g−1,1 )t + (g g
−1
,2 ),1,−2 − g g−1,2 = (qˆ,−2 r˜),2 − (qˆ,−2 r˜),1 ,
qˆ,1,−2 = −qˆ P − g g−1,1 qˆ,1 , r˜,2 = −P r˜,1 − r˜ g g−1,1 . (2.30)
2. γ2 = 0, i.e., ω˜t = 0.
(g g−1,1 )t + (g g
−1
,2 ),1,−2 − g g−1,2 = −(q˜ γ1 r˜,1)t ,
q˜t = g g
−1
,2 q˜,2 , r˜t = −(r˜ g),−2 g−1 .
In terms of
qˆ = q˜ γ1 , (2.31)
using γ1t = 0 the last system takes the form
(g g−1,1 )t + (g g
−1
,2 ),1,−2 − g g−1,2 = −(qˆ r˜,1)t ,
qˆt = g g
−1
,2 qˆ,2 , r˜t = −(r˜ g),−2 g−1 . (2.32)
The systems (2.30) and (2.32) are self-consistent source extensions of the
semi-discrete chiral model (2.11). They do not involve ω˜, which is, however,
still relevant for the accompanying solution-generating method.
Remark 2.3. Since in the first case the t-dependence of ω˜ can be arbitrary,
the system (2.30) admits solutions depending on arbitrary functions of t.
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2.2.1 Binary Darboux transformation
In this subsection we elaborate Theorem 2.2 for the self-consistent source
extensions of the semi-discrete chiral model (2.11). The linear equations
(2.16), evaluated with the bidifferential calculus (2.9) and using (2.22), take
the form
θ,−2 = −(θ P ),−1 − g0,−1 g−10 θ , θt = g0 g−10,2 θ,2 ,
η,2 = −Qη,1 − η g0 g−10,1 , ηt = −(η g0),−2 g−10 ,
and the linear equations (2.17) determining Ω˜ read
Ω˜,2 − Ω˜ = η θ ,
Ω˜,1,−2 − (I +Q) Ω˜,1 + Ω˜P + (η,1,−2 − η) θ,1,−2 − γ1 = 0 ,
Ω˜t = −ηt θ − γ2 . (2.33)
For a given solution g0 of (2.11), we have to find a solution of the system of
linear equations for θ and η, and then determine a corresponding invertible
solution of the linear equations for Ω˜. Then
g = (I − θ Ω˜−1,2 η) g0 , q˜ = θ Ω˜−1,2 , r˜ = Ω˜−1η (2.34)
constitutes a solution of (2.26) - (2.28) if P,Q satisfy (2.23), and if ω˜,2 = ω˜.
Via (2.29), respectively (2.31), we obtain a solution of the self-consistent
source extensions (2.30) and (2.32), provided that ω˜ obeys the respective
constraint. If ω˜ satisfies γ1 = γ2 = 0 (cf. (2.25)), then this is a binary
Darboux transformation for the semi-discrete chiral model equation (2.11).
Example 2.4. For constant seed g0, the linear system reads
θ,−2 = −(θ P ),−1 − θ , θt = θ,2 , η,2 = −Qη,1 − η , ηt = −η,−2 . (2.35)
Choosing P and Q to be constant, solutions are given by
θ =
N∑
a=1
Aa Λ
−j1
a (−1)j2(I + ΛaP )−j2 e−(I+ΛaP )
−1 t ,
η =
N∑
a=1
e(I+QΛ˜a)
−1 t Λ˜j1a (−1)j2(I +QΛ˜a)j2 Ba , (2.36)
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with constant matrices Aa, Ba,Λa, Λ˜a, if Λa, P and Λ˜a, Q commute, a =
1, . . . , N . Here j1 and j2 are independent discrete variables on which the
shift operators S1, respectively S2, act. The corresponding solution of (2.33)
is
Ω˜ =
N∑
a,b=1
e(I+QΛ˜a)
−1 t Λ˜j1a (I +QΛ˜a)
j2Xab Λ
−j1
b (I + ΛbP )
−j2 e−(I+ΛbP )
−1 t + ω˜ ,
(2.37)
where, for a, b = 1, . . . , N , Xab is a constant n × n matrix solution of the
Stein equation
(I +QΛ˜a)Xab (I + ΛbP )
−1 −Xab = BaAb .
Now (2.34), with constant g0, and (2.29), respectively (2.31), provides us with
a set of solutions of the above self-consistent source extensions of the semi-
discrete chiral model, if ω˜ satisfies the respective condition. If ω˜ is constant
and satisfies ω˜P = Q ω˜, then γ1 = γ2 = 0 and we have solutions of the
semi-discrete chiral model equation (2.11). The above solutions have been
obtained by assuming that the two shift operators are independent. Hence
they cannot be used conveniently to obtain solutions of Volterra lattices,
where (2.12) holds.
2.3 Self-consistent source extensions for the first fam-
ily of generalized Volterra lattice equations and
exact solutions
Using the reduction (2.12), the systems (2.30) and (2.32) yield the following
self-consistent source extensions of (1.4). In this subsection we will assume
that P and Q are constant and that ω˜ only depends on t.2
1. Q ω˜ = ω˜ P . Then (2.30) becomes
(g g−1(k))t + (g g
−1
(l) )(k−l) − g g−1(l) = (qˆ(−l) r˜)(l) − (qˆ(−l) r˜)(k) ,
qˆ(k−l) + qˆ P + g g−1(k) qˆ(k) = 0 , r˜(l−k) + P r˜ + (r˜ g)(−k) g
−1 = 0 . (2.38)
2More generally, these quantities are still allowed to depend on the discrete variable in
a periodic way: P(l) = P , Q(l) = Q, ω˜(l) = ω˜.
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Using (1.5) this implies
(V V(1) · · ·V(k−1))t −
{
V · · ·V(l−1) − V(k−l) · · ·V(k−1)
V −1(−1) · · ·V −1(l) − V −1(k−l−1) · · ·V −1(k) if
l > 0
l < 0
= (qˆ r˜(l))(k−l) − qˆ r˜(l) ,
qˆ(k−l) + qˆ P = −V V(1) · · ·V(k−1) qˆ(k) ,
r˜(l) + P r˜(k) = −r˜ V V(1) · · ·V(k−1) . (2.39)
2. ω˜t = 0. Then (2.32) yields
(g g−1(k))t + (g g
−1
(l) )(k−l) − g g−1(l) = −(qˆ r˜(k))t ,
qˆt = g g
−1
(l) qˆ(l) , r˜t = −(r˜ g)(−l) g−1 . (2.40)
Using (1.5) this leads to
(V V(1) · · ·V(k−1))t −
{
V · · ·V(l−1) − V(k−l) · · ·V(k−1)
V −1(−1) · · ·V −1(l) − V −1(k−l−1) · · ·V −1(k) if
l > 0
l < 0
= −(qˆ r˜(k))t ,
qˆt =
{
V · · ·V(l−1) qˆ(l)
V −1(−1) · · ·V −1(l) qˆ(l) if
l > 0
l < 0
,
r˜t = −r˜(−l)
{
V(−l) · · ·V(−1)
V −1(−l−1) · · ·V −1 if
l > 0
l < 0
. (2.41)
For k = 1 and l < 0, in terms of U = V −1 this reads
Ut − U [U(−l) · · ·U(1) − U(−1) · · ·U(l)]U = U (qˆ r˜(1))t U ,
qˆt = U(−1) · · ·U(l) qˆ(l) , r˜t = −r˜(−l) U(−l−1) · · ·U . (2.42)
2.3.1 Exact solutions with constant seed
For constant seed g0, we obtain from (2.35) via (2.12) the linear system
3
θt = θ(l) = −θ(l−k)P − θ , ηt = −η(−l) = Qη(k−l) + η ,
3It should be noticed that in the derivation of (2.35) and other equations in Section 2.2,
we did not assume that the shift operators S1 and S2 are independent. Only in Example 2.4
this is assumed.
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where P and Q are constant. Writing
P = −(Λk + Λk−l) , Q = −(Λ˜k + Λ˜k−l) , (2.43)
with constant n× n matrices Λ and Λ˜, solutions are given by
θ =
∑
Λ∈R(P )
AΛ e
Λl t Λj , η =
∑
Λ˜∈R(Q)
e−Λ˜
l t Λ˜−j BΛ˜ ,
where R(P ), respectively R(Q), is a set of distinct roots of (2.43), regarded
as a polynomial matrix equation for Λ, respectively Λ˜. Here j is the discrete
variable on which the shift operator S acts. AΛ, Λ ∈ R(P ), and BΛ˜, Λ˜ ∈
R(Q), are constant matrices.
The equations for Ω˜ are then solved by
Ω˜ =
∑
Λ∈R(P ),Λ˜∈R(Q)
e−Λ˜
l t Λ˜−j XΛ˜,Λ e
Λl t Λj + ω˜ ,
where the constant matrices XΛ˜,Λ have to solve the Stein equations
Λ˜−lXΛ˜,Λ Λ
l −XΛ˜,Λ = BΛ˜AΛ ∀Λ ∈ R(P ), Λ˜ ∈ R(Q) .
Then
g = (I − θ Ω˜−1(l) η) g0 , qˆ = θ Ω˜−1(l) γi , r˜ = Ω˜−1η
solves (2.38) if i = 2 and (2.40) if i = 1. The corresponding constraint for ω˜
has to be satisfied, of course. Via (1.5), this yields solutions of the Volterra
lattice equation (2.39), respectively (2.41), with self-consistent sources.
The only hurdle is (2.43), which should be read as follows. Choose any
constant n × n matrix Λ and define P by (2.43). Then at least one more
solution of (2.43) with the same P has to be found. Correspondingly for
the second equation in (2.43). See the examples treated in the following two
subsections.
Remark 2.5. If Λ = diag(λ1, . . . , λn) and Λ˜ = diag(λ˜1, . . . , λ˜n), the solution
matrix XΛ˜,Λ of the above Stein equation has entries
(XΛ˜,Λ)ij =
(BΛ˜AΛ)ij
(λj/λ˜i)l − 1
i, j = 1, . . . , n .
In the scalar case (m = 1), this leads to 2n-soliton solutions. The Stein
equation is a special case of the Sylvester equation, about which there is a
vast literature. Also solutions with non-diagonal matrices Λ, Λ˜ are available.
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2.3.2 Exact solutions of the Volterra lattice equation with self-
consistent sources
Let us specialize the results of the preceding subsection to k = 1 and l = 2.
Then we have4 R(P ) = {Λ,Λ−1} and R(Q) = {Λ˜, Λ˜−1}, and thus
θ = A1 e
Λ2 t Λj + A2 e
Λ−2 t Λ−j , η = e−Λ˜
2 t Λ˜−j B1 + e−Λ˜
−2 t Λ˜j B2 ,
with constant matrices Aa, Ba, a = 1, 2. Furthermore,
Ω˜ = e−Λ˜
2 t Λ˜−j X11 eΛ
2 t Λj + e−Λ˜
2 t Λ˜−j X12 eΛ
−2 t Λ−j
+e−Λ˜
−2 t Λ˜j X21 e
Λ2 t Λj + e−Λ˜
−2 t Λ˜j X22 e
Λ−2 t Λ−j + ω˜ ,
where the constant matrices Xab have to solve the Stein equations
Λ˜−2X11 Λ2 −X11 = B1A1 , Λ˜−2X12 Λ−2 −X12 = B1A2 ,
Λ˜2X21 Λ
2 −X21 = B2A1 , Λ˜2X22 Λ−2 −X22 = B2A2 .
Then
g = (I − θ Ω˜−1(2) η) g0 , qˆ = θ Ω˜−1(2)γi , r˜ = Ω˜−1η
solves (2.38) (with k = 1 and l = 2) if i = 2 and (2.40) if i = 1. The
corresponding constraint for ω˜ still has to be satisfied. Via (1.5), this yields
solutions of the Volterra lattice equation with self-consistent sources. The
second type reads
Vt − (V V(1) − V(−1) V ) = −(qˆ r˜(1))t ,
qˆt = V V(1) qˆ(2) , r˜t = −r˜(−2) V(−2) V(−1) . (2.44)
Example 2.6. For the scalar (m = 1) Volterra lattice equation (2.44), we
consider the simplest case, which is n = 1. Here we have constant ω˜. Writing
Λ =
√
λ and Λ˜ =
√
λ˜, and assuming λ˜ /∈ {λ, λ−1}, we obtain
g = λλ˜ g0
τ(−1)
τ(1)
, V =
τ(−1) τ(2)
τ τ(1)
,
4More generally, this satisfies (2.43) if l = 2k. So these cases can be easily treated as
well.
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Figure 1: Plots of V as a function of the discrete variable j, at times
−5,−3, 0, 3, 5, for the 2-soliton solution of the scalar version of the Volterra
lattice system (2.44), elaborated in Example 2.6. Here we set λ = 1/2,
λ˜ = 3/2, and −A1 = A2 = B1 = B2 = 1. The first row shows the solution
without sources (ω˜ = 0). The second row displays the solution with ω˜ = 10.
with
τ = A2B1 +
λλ˜− 1
λ˜− λ [A1B1λ
j e(λ−λ
−1)t − A2B2 λ˜j e(λ˜−λ˜−1)t]
−A1B2λj e(λ−λ−1)t λ˜j e(λ˜−λ˜−1)t + ω˜0 (1− λλ˜) (λλ˜)(j−1)/2 e(λ˜−λ−1)t .
In the source-free case (ω˜0 = 0), writing λ = e
κ, λ˜ = eκ˜, and choosing the
constants Ai, Bi such that all summands are positive, the expression for τ is
recognized as the tau function of the 2-soliton solution of the scalar version
of the Volterra lattice equation (1.1). This solution has previously been
obtained via Hirota’s bilinear method (see, in particular, [6]). Fig. 1 shows
plots of V for a 2-soliton solution from the above family, without and with
source, respectively. Fig. 2 displays the source term qˆ r˜(1).
2.3.3 Exact solutions of the modified Volterra lattice equation
with self-consistent sources
Here we have to choose k = 1 and l = −1. Setting P = 1
4
I − M2 and
Q = 1
4
I − M˜2, with arbitrary constant n × n matrices M and M˜ , (2.43) is
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Figure 2: Plots of the source term qˆ r˜(1) as a function of the discrete variable
j, at times −15,−10, 0, 4, for the 2-soliton solution of the scalar Volterra
lattice equation with source, for which V has been displayed in Fig. 1. The
peaks vanish as t→∞ and separate into a positive and a negative bounded
peak as t→ −∞.
satisfied by5
Λ1,2 = −1
2
I ±M , Λ˜1,2 = −1
2
I ± M˜ ,
and we have
θ = A1 e
Λ−11 t Λj1 + A2 e
Λ−12 t Λj2 , η = e
−Λ˜−11 t Λ˜−j1 B1 + e
−Λ˜−12 t Λ˜−j2 B2 ,
with constant matrices Aa, Ba, a = 1, 2, and
Ω˜ = e−Λ˜
−1
1 t Λ˜−j1 X11 e
Λ−11 t Λj1 + e
−Λ˜−11 t Λ˜−j1 X12 e
Λ−12 t Λj2
+e−Λ˜
−1
2 t Λ˜−j2 X21 e
Λ−11 t Λj1 + e
−Λ˜−12 t Λ˜−j2 X22 e
Λ−12 t Λj2 + ω˜ ,
where the constant matrices Xab have to solve the Stein equations
Λ˜1X11 Λ
−1
1 −X11 = B1A1 , Λ˜1X12 Λ−12 −X12 = B1A2 ,
Λ˜2X21 Λ
−1
1 −X21 = B2A1 , Λ˜2X22 Λ−12 −X22 = B2A2 .
Then
g = (I − θ Ω˜−1(−1) η) g0 , qˆ = θ Ω˜−1(−1)γi , r˜ = Ω˜−1η (2.45)
solves (2.38) (with k = 1 and l = −1) if i = 2 and (2.40) if i = 1, provided
that ω˜ satisfies the corresponding constraint. Via U = V −1 = g(1) g−1, this
5For k = 2 and l = 1, equations (2.43) coincide with those for k = 1 and l = −1. So
this case can be treated analogously.
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Figure 3: Plots of U as a function of the discrete variable j, at times
−15,−5, 8, 14, for the 2-soliton solution of the scalar modified Volterra lattice
equation (2.46). The first row shows the source-free case (ω˜ = 0), the second
the corresponding solution with ω˜ = −10. Here we set M = 1/4, M˜ = 1/8
and −A1 = A2 = B1 = B2 = 1 in Section 2.3.3.
yields solutions of the two versions of the modified Volterra lattice equation
with self-consistent sources. If i = 1, in which case ω˜ is constant, the latter
reads (cf. (2.42))
Ut − U (U(1) − U(−1))U = U (qˆ r˜(1))t U ,
qˆt = U(−1) qˆ(−1) , r˜t = −r˜(1) U . (2.46)
Fig. 3 shows plots of a 2-soliton solution of the scalar version of this system
(m = n = 1). Fig. 4 displays the source term qˆ r˜(1).
3 On the second family of generalized Volterra
lattice equations
The equation (2.10) in bidifferential calculus possesses a “Miura-dual” [22],
which is
dd¯φ+ dφ dφ = 0 (3.47)
with φ ∈ Mat(m,m,A). For this equation, there is the following counterpart
of Theorem 2.2 [23].
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Figure 4: Plots of qˆ r˜(1) as a function of the discrete variable j, at times
−6, 0, 10, 20, 30, for the 2-soliton solution of the scalar modified Volterra lat-
tice equation with source, for which U has been displayed in Fig. 3. The
peaks vanish as t → −∞ and separate into spreading bounded peaks as t
becomes large.
Theorem 3.1. Let φ0 be a solution of (3.47) and let θ, η, Ω be solutions of
the linear equations
d¯θ = (dφ0) θ + (dθ) ∆ + θ α , (3.48)
d¯η = −η dφ0 + Γ dη + β η , (3.49)
Γ Ω− Ω ∆ = η θ , (3.50)
d¯Ω = (dΩ) ∆− (dΓ) Ω + β Ω + Ωα + (dη) θ + γ , (3.51)
where ∆,Γ, α, β satisfy (2.13), γ is given by (2.14) in terms of ω, which has
to satisfy (2.15). Then
φ = φ0 − θΩ−1 η , q = θΩ−1 , r = Ω−1 η (3.52)
constitutes a solution of
d d¯φ+ dφ dφ = d(q γ r) (3.53)
and
d¯q = (dφ) q + d(q Γ)− q β − q γ Ω−1 ,
d¯r = −r dφ+ d(∆ r)− α r − Ω−1 γ r . (3.54)

If a partial differential-difference equation can be realized via (3.47), by
specifying the bidifferential calculus, then Theorem 3.1 allows to derive a
corresponding binary Darboux transformation and also self-consistent source
extensions (if γ 6= 0).
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Remark 3.2. Exploiting (3.47), using the bidifferential calculus determined
by (2.9) and with φ = ϕ S2, leads to
(ϕ,1 − ϕ)t + (ϕt − I)(ϕ,2 − ϕ,1)− (ϕ,2 − ϕ,1),−2(ϕt − I),1 = 0 .
Using (2.22), so that (2.23), (2.24) and (2.25) holds, one can derive corre-
sponding self-consistent source extensions, a binary Darboux transformation
and exact solutions. Via (2.12) the above equation leads to
(ϕ˜(k) − ϕ˜)t + ϕ˜t (ϕ˜(l) − ϕ˜(k))− (ϕ˜(l) − ϕ˜(k))(−l) ϕ˜(k)t = 0 ,
where ϕ˜ = ϕ − t I. But this equation is not (directly) related to any of the
known families of generalized Volterra lattices.
In the following, we exploit Theorem 3.1 using the bidifferential calculus
determined by (2.9), but with the roles of d and d¯ exchanged. Setting
φ = ϕ S−12 ,
(3.47) then leads to
(ϕ,1 − ϕ)t = (ϕ,2 − ϕ)(ϕ,1 − ϕ+ I)− (ϕ,1 − ϕ+ I)(ϕ,2 − ϕ),1,−2 . (3.55)
An equation equivalent to (3.55) appeared in [11] (see the theorem on page
41 therein). Applying the reduction (2.12), we obtain (1.7). Via (1.8) this
results in the second family (1.6) of generalized Volterra lattice equations.
Remark 3.3. According to Remark 2.1, we could also have addressed the
first family of generalized Volterra lattice equations using (2.9) with the ex-
pressions for d and d¯ exchanged, thus treating both families using the same
bidifferential calculus. Though this is indeed true, the elaboration of the first
family would then have required a little more effort than what was needed
in Section 2.
3.1 Self-consistent source extensions of (3.55)
We set
q = q˜ S−12 , r = S−12 r˜ , ∆ = Γ = S−12 ,
α = (P + 2I)S1S−12 ξ1 + ξ2 , β = −(Q+ 2I)S1S−12 ξ1 − ξ2 ,
Ω = −S2 Ω˜ , ω = ω˜ S2 , γ = γ1 S1 ξ1 + γ2 S2 ξ2 .
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Then q˜, r˜, P,Q, ω˜ and Ω˜ can be restricted to be matrices over A0 instead
of A (with the algebras chosen in Section 2). (2.13) leads to (2.23), (2.15)
to (2.24), and γ1 and γ2 are again given by the expressions (2.25). We will
assume that P and Q are constant and that ω˜ only depends on t.
(3.53) reads
(ϕ,1 − ϕ)t + (ϕ,1 − ϕ+ I)(ϕ,2 − ϕ),1,−2 − (ϕ,2 − ϕ)(ϕ,1 − ϕ+ I)
= (q˜,2 γ1 r˜,1,−2),−2 − q˜,2 γ1 r˜,1,−2 + (q˜ γ2 r˜,−2),1 − q˜ γ2 r˜,−2 . (3.56)
(3.48) and (3.49) take the form
q˜,1,2 = −(ϕ,1 − ϕ+ I),2 q˜,1 − q˜,2Q− q˜,2 γ1 Ω˜−1,1 ,
q˜t = q˜,2 + (ϕ,2 − ϕ) q˜ + q˜γ2 Ω˜−1 ,
r˜,−2 = −r˜ (ϕ,1 − ϕ+ I)− P r˜,1,−2 + Ω˜−1,2 γ1 r˜,1,−2 ,
r˜t = −r˜,−2 − r˜ (ϕ,2 − ϕ) + Ω˜−1,2 γ2 r˜ . (3.57)
We obtain the following self-consistent source extensions of (3.55).
1. γ1 = 0, i.e., Q ω˜ = ω˜ P . In terms of qˆ = q˜ γ2 we obtain
(ϕ,1 − ϕ)t + (ϕ,1 − ϕ+ I)(ϕ,2 − ϕ),1,−2 − (ϕ,2 − ϕ)(ϕ,1 − ϕ+ I)
= (qˆ r˜,−2),1 − qˆ r˜,−2 ,
qˆ,1,2 = −(ϕ,1 − ϕ+ I),2 qˆ,1 − qˆ,2 P ,
r˜,−2 = −r˜ (ϕ,1 − ϕ+ I)− P r˜,1,−2 .
2. γ2 = 0, i.e., ω˜t = 0. We introduce qˆ = q˜ γ1.
(ϕ,1 − ϕ)t + (ϕ,1 − ϕ+ I)(ϕ,2 − ϕ),1,−2 − (ϕ,2 − ϕ)(ϕ,1 − ϕ+ I)
= (qˆ,2 r˜,1,−2),−2 − qˆ,2 r˜,1,−2 ,
qˆt = qˆ,2 + (ϕ,2 − ϕ) qˆ , r˜t = −r˜,−2 − r˜ (ϕ,2 − ϕ) .
3.2 Binary Darboux transformation
The linear equations (3.48), (3.49), (3.50) and (3.51) take the form
(θ,1 + θ P ),2 = −θ,1 − (ϕ0,1 − ϕ0),2 θ,1 , θt = θ,2 + (ϕ0,2 − ϕ0) θ ,
(η +Qη,1),−2 = −η − η (ϕ0,1 − ϕ0) , ηt = −η,−2 − η (ϕ0,2 − ϕ0) ,
Ω˜,2 − Ω˜ = η θ , (Ω˜P ),2 = Q Ω˜,1 − η θ,1 + γ1 , Ω˜t = η,−2 θ − γ2 .
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For a given solution ϕ0 of (3.55), we have to find solutions θ and η of the first
four equations. Then a corresponding solution of the equations for Ω˜ has to
be found. According to Theorem 3.1,
ϕ = ϕ0 + θ Ω˜
−1 η,−2 , q˜ = −θ Ω˜−1 , r˜ = −Ω˜−1,2 η (3.58)
then solve (3.56) and (3.57), and thus also the above self-consistent source
systems, provided the respective condition for ω˜ is fulfilled.
Remark 3.4. For constant seed ϕ0 and constant P,Q, the linear system
for θ and η coincides with that in (2.35). Therefore solutions are given by
(2.36). Since in the case under consideration the above equations for Ω˜ are
equivalent to (2.33), Ω˜ is given by (2.37). Now (3.58) provides us with an
infinite set of solutions of (3.56) and (3.57).
3.3 Self-consistent source extensions of the second fam-
ily of generalized Volterra lattices
Imposing the reduction (2.12), the systems obtained in Section 3.1 lead to
(ϕ(k) − ϕ)t + (ϕ(k) − ϕ+ I)(ϕ(l) − ϕ)(k−l) − (ϕ(l) − ϕ)(ϕ(k) − ϕ+ I)
= (qˆ r˜(−l))(k) − qˆ r˜(−l) ,
qˆ(k) = −(ϕ(k) − ϕ+ I) qˆ(k−l) − qˆ P ,
r˜(−l) = −r˜ (ϕ(k) − ϕ+ I)− P r˜(k−l) , (3.59)
respectively
(ϕ(k) − ϕ)t + (ϕ(k) − ϕ+ I)(ϕ(l) − ϕ)(k−l) − (ϕ(l) − ϕ)(ϕ(k) − ϕ+ I)
= (qˆ(l) r˜(k−l))(−l) − qˆ(l) r˜(k−l) ,
qˆt = qˆ(l) + (ϕ(l) − ϕ) qˆ , r˜t = −r˜(−l) − r˜ (ϕ(l) − ϕ) . (3.60)
Using (1.8), the corresponding self-consistent source extensions of (1.6) are( k−1∑
i=0
W(i)
)
t
+
k−1∑
i=0
W(i)
k−1∑
i=k−l
W(i) −
l−1∑
i=0
W(i)
k−1∑
i=0
W(i)
= (qˆ r˜(−l))(k) − qˆ r˜(−l) ,
qˆ(k) = −
k−1∑
i=0
W(i) qˆ(k−l) − qˆ P , r˜(−l) = −r˜
k−1∑
i=0
W(i) − P r˜(k−l) , (3.61)
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respectively
( k−1∑
i=0
W(i)
)
t
+
k−1∑
i=0
W(i)
k−1∑
i=k−l
W(i) −
l−1∑
i=0
W(i)
k−1∑
i=0
W(i)
= (qˆ(l) r˜(k−l))(−l) − qˆ(l) r˜(k−l) ,
qˆt = qˆ(l) +
( l−1∑
i=0
W(i) − l
k
I
)
qˆ , r˜t = −r˜(−l) − r˜
( l−1∑
i=0
W(i) − l
k
I
)
. (3.62)
For k = 1 and l = 2, this yields further variants of a Volterra equation
with sources:
Wt +W W(−1) −W(1)W = (qˆ r˜(−2))(−1) − qˆ r˜(−2) ,
qˆ(1) = −W qˆ(−1) − qˆ P , r˜(−2) = −r˜ W − P r˜(−1)) ,
and
Wt +W W(−1) −W(1) W = (qˆ(2) r˜(−1))(−2) − qˆ(2) r˜(−1) ,
qˆt = qˆ(2) + (W +W(1) − 2I) qˆ , r˜t = −r˜(−2) − r˜ (W +W(1) − 2I) .
Remark 3.5. With constant seed ϕ0, we are led to exactly the same solutions
for θ, η and Ω˜ as in Section 2.3.1. Then
ϕ = ϕ0 + θ Ω˜
−1 η(−l) , qˆ = −θ Ω˜−1 γi , r˜ = −Ω˜−1(l) η (3.63)
provides us with solutions of (3.59) if i = 2, and of (3.60) if i = 1. Via (1.8)
this yields solutions of (3.61) and (3.62), respectively.
4 Conclusions
We have shown that the two families of generalized Volterra (or Bogoyavlensky)
lattice equations arise from two semi-discrete integrable equations in three
dimensions via reductions. All these equations possess a bidifferential calcu-
lus formulation that allows the application of general results concerning the
construction of a binary Darboux transformation and self-consistent source
extensions.
The systems extending generalized Volterra lattice equations to systems
with sources, obtained in this work, fall into two types. The first type lacks
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evolution equations for the sources and, moreover, the equations constraining
sources involve data of the solution-generating method, namely the n × n
matrices P or Q. This might look strange at first sight, but one has to keep
in mind that, if the rank of ω is chosen smaller than n, only the corresponding
part of those matrices enters the equations that govern the effective sources.
The second type of systems contain evolution equations for all dependent
variables. These systems are structurally analogous to systems obtained from
higher-dimensional integrable systems (like KP) via a squared eigenfunction
symmetry reduction. The method of [23] generates them without a detour
to higher dimensions (which may not always be available).
It would have gone far beyond the scope of this work to analyze all the new
systems and the generated families of solutions, which include multi-solitons.
Only the Volterra and modified Volterra lattice equations with sources of the
second type have been treated in more detail.
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