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Enumerative aspects of the Gross-Siebert
program
Michel van Garrel, D. Peter Overholser, and Helge Ruddat
Abstract We present enumerative aspects of the Gross-Siebert program in this in-
troductory survey. After sketching the program’s main themes and goals, we review
the basic definitions and results of logarithmic and tropical geometry. We give ex-
amples and a proof for counting algebraic curves via tropical curves. To illustrate an
application of tropical geometry and the Gross-Siebert program to mirror symmetry,
we discuss the mirror symmetry of the projective plane.
1 Introduction
We begin with a brief description of the motivations and major ideas of the Gross-
Siebert program. These will serve as the target about which the rest of this exposition
is roughly clustered.
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1.1 The Strominger-Yau-Zaslow conjecture and Gross-Siebert
program
A duality of special Lagrangian torus fibrations X → B ← ˇX of a Calabi-Yau X
and its mirror dual ˇX was conjectured by Strominger-Yau-Zaslow (SYZ) to be the
geometric principle underlying mirror symmetry [46]. This intrinsic approach over-
comes the need to embed Calabi-Yau threefolds in toric Fano varieties to study
their mirror duals and allows patching local constructions. Hitchin [24] noticed that,
given such a fibration, both the complex and symplectic structure of X give a real
affine structure outside of the discriminant locus ∆ on B. Furthermore, the two are
related by a Legendre transform. In such a fibration, the roles of the affine struc-
tures are swapped for the mirror dual ˇX , e.g. the complex structure of X and the
symplectic structure of ˇX yield the same affine structure. The discriminant locus of
the fibration ∆ in B coincides with the locus of real affine singularities of B. On the
other hand, given an affine manifold B without singularities, one can construct both
a Ka¨hler and a complex manifold torically fibered over B, suggesting that the base
may contain the information necessary to describe the mirror relationship. We will
call the process of constructing a manifold from the affine base reconstruction.
In practice, it can be difficult to find even a single special Lagrangian torus, let
alone a fibration. Nevertheless, families of Calabi-Yau’s were observed to collapse
to the base of such a fibration near suitably bad (large complex structure limit) de-
generations. More precisely, in [23] Gross and Wilson studied the K3 case by com-
bining the SYZ picture with the Gromov-Hausdorff limit, a metric limit where the
fibres of the SYZ fibration shrink to points such that the limit coincides (as a metric
space) with B. If one can recover the base of our desired fibration in such a way, and
the base holds the information needed for mirror symmetry, this suggests a plan of
attack. In particular, one may dream of starting with a family of manifolds, degen-
erating to the base, and reconstructing a mirror family.
This is precisely the motivating principle behind the Gross-Siebert program.
The general large complex structure limit degeneration is replaced by a maximally
unipotent degeneration of the Calabi-Yau manifold called a toric degeneration,
where the central fiber is (roughly) glued from toric varieties along toric strata.
Gross and Siebert succeeded in combining the SYZ approach with such degenera-
tions, giving a versatile algebro-geometric framework for the study of mirror sym-
metry. The affine manifold appears in their work as the dual intersection complex of
the special fibre.
The key concept is to encode information about the degeneration entirely in B.
A toric degeneration gives additional data on B beyond the affine structure, namely
a polyhedral decomposition P and discrete Legendre potential ϕ . At the level of
degeneration data, mirror symmetry is realized by a discrete Legendre transform
(B,P,ϕ)↔ ( ˇB, ˇP, ϕˇ)
discretizing Hitchin’s Legendre duality.
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Kontsevich and Soibelman [32] demonstrated how one could reconstruct a K3
surface from an affine structure with singularities on S2. Using logarithmic geom-
etry, Gross and Siebert were able to solve the reconstruction problem [20] in any
dimension, obtaining a degenerating family of Calabi-Yau manifolds X → D over
a holomorphic disk from the information of (B,P,ϕ) and a log structure. Further-
more, this family is parametrized by a canonical coordinate (in the usual sense in
mirror symmetry). The construction features wall-crossings and scatterings, struc-
tures that encode enumerative information linking symplectic with complex geom-
etry via tropical geometry. As will be hinted at in this exposition, Gromov-Witten
theory [21] can also be incorporated in this framework.
1.2 Toric conventions
We assume familiarity with toric geometry. The interested reader is referred to the
excellent exposition of Fulton [10]. As the following story is closely tied to toric
geometry, it is convenient to begin by making a few conventions regarding notation.
Set M := Zn, MR := M⊗ZR, N := HomZ(M,Z), NR := N⊗ZR. For n ∈ N, set
〈n,m〉 to be the evaluation of n on m. Set a toric fan Σ in MR. Let Σ [n] signify the set
of n dimensional cones of Σ . Let XΣ be the toric variety defined by Σ .
Denote by TΣ the free abelian group generated by Σ [1]. For ρ ∈ Σ [1], denote by
vρ the corresponding generator in TΣ . We will need the map
r : TΣ → MR
vρ 7→ ρˆ .
where ρˆ is the integral vector generating ρ , that is ρ ∩M = Z≥0ρˆ .
1.3 Toric degenerations
The object at the heart of the Gross-Siebert program is the toric degeneration. These
are meant to be the algebro-geometric analogues of the large complex structure limit
discussed above. Let R be a discrete valuation ring over an algebraically closed field
k.
Definition 1.1. A toric degeneration is a normal algebraic space X flat over SpecR
X

⊃ X0

SpecR ∋ 0
such that:
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1. The general fiber is irreducible and normal.
2. If ν : X˜0 →X0 is the normalization, X˜0 is a disjoint union
∐
Xi of toric varieties
that are glued along toric strata to form X0. Furthermore, the conductor locus
C⊆X0 is reduced, and the map C→ ν(C) is unramified and generically two-to-
one. The square
C −−−−→ X˜0y yν
ν(C) −−−−→ X0
is Cartesian and co-Cartesian.
3. X0 is a reduced Gorenstein space and C restricted to each irreducible component
of X˜0 is the union of all toric Weil divisors of that component.
4. There exists a closed subset Z ⊆X of relative codimension 2 such that it does
not contain the image under ν of any toric stratum of X˜0. Furthermore, outside
of Z, all points x of X have a local toric model. More precisely, we require the
existence of a monoid Mx ⊇ N and an open set Ux satisfying:
Speck[Mx]

Uxoo
smooth
♣♣♣
♣♣
xx♣♣♣
♣♣
  //

X
f
✑✑
✑✑
✑✑
✑✑
✑✑
✑✑
✑✑
✑✑
Speck[Mx]×k[N] SpecR
&&◆◆
◆◆◆
◆◆◆
◆◆◆
gg❖❖❖❖❖❖❖❖❖❖❖❖

Speck[N] SpecRoo
Furthermore the map Ux → Speck[Mx] identifies X0∩Ux with the toric boundary
divisor in Speck[Mx] near the origin.
Remark 1. Note that item 4 of the definition can be rephrased by just saying that
f : X \Z → SpecR is log smooth, cf. [29]. See Section 2 for more on log structures.
Let j : X \X0 →֒X be the inclusion. The monoid sheaf
MX ,X0 := OX ∩ j∗O×X \X0
gives a log structure on X and, by pulling back, one on X0. See Section 2. We
will spend much of our energies analyzing the affine structure derived from the
combinatorial data of a degeneration, so we give a name for objects obtained in this
fashion.
Definition 1.2. A toric log Calabi Yau space is the type of log space (X0,MX ,X0 |X0)
that can appear in the previous definition as a central fiber.
To reassure the reader that these technical definitions are not vacuous, we provide
a concrete example.
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Example 1.3. Let X := {t f + z0z1z2z3 = 0} ⊆ P3 ×A1t , with f4 a generic quar-
tic. Note that X is the blowup of P3 along the union of the hypersurface de-
fined by f4 and that defined by z0z1z2z3 = 0. The singular locus is given by
{t = f4 = 0}∩Sing(X0). As X0 is the coordinate tetrahedron, we expect four points
of intersection of { f4 = 0}with each edge, giving a total of 24 singular points. Defin-
ing Z = Sing(X ), it’s easy to see that this is an example of a toric degeneration. We
×
×
×
×
× × × ×
×
×
×
×
× × × ×
×
×
×
×
×
×
×
×
Fig. 1: The set Z ⊆X0 defined by the singularities of X .
set Z = Sing(X ). Then X →A1 is a toric degeneration.
Given x ∈ X0 \ Z, what monoid Mx is related to the local toric model? Define
stratum(x)⊂ ∆ to be the manifestation of the toric stratum containing x in the New-
ton polytope ∆ of P3.
Define M̂x := R≥0(∆ − stratum(x))∩M. Then Mx = M̂x/M̂×x . See Figure 2.
x
0  M̂x
0
 N⊆Mx = 0
Fig. 2: The construction of Mx.
Toric degenerations are highly relevant to the theory of Batyrev-Borisov mirror
duality [5], as evidenced by the following theorem of Gross [14]. We will state it in
the hypersurface case, though its generalization is true for complete intersections.
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Theorem 1.4. Let X ⊆ P∆ be a suitable one-parameter family of Calabi-Yau hy-
persurfaces with X0 the toric boundary of P∆ . Then:
• X → A1 is a toric degeneration, with general fiber being a Calabi-Yau hyper-
surface in P
˜∆ , where pi : P ˜∆ → P∆ is a partial crepant projective resolution.
• There exists a so-called maximal partial crepant projective (MPCP) resolution
˜P∆ → P∆ such that the affine manifold determined by the degeneration (see Sec-
tion 1.4) is simple (well behaved in a certain sense; see Section 1.5 of [22]).
1.3.1 Reconstruction Theorem
Now that we’ve seen the applicability of toric degenerations, one may wonder if it is
possible to reconstruct a degeneration given the information of the special fiber. Due
to work of Gross and Siebert [20], it is possible to answer this in the affirmative.
Theorem 1.5. Let (X0,MX0) be a locally rigid (a technical condition weaker than
simplicity) log Calabi-Yau space. Then there exists a canonical toric degeneration
X → SpecCJtK, and t is a canonical coordinate [43].
1.4 Reduction to the affine manifold
Now let us see how to construct an affine manifold from the data of log Calabi-
Yau space. There are two methods, related, as the reader may suspect, by mirror
symmetry. In what follows, Let ν : X˜0 → X0 be the normalization of X0, X˜0 =∐
Xi with Xi toric, and the strata of X0 defined by
Strata(X0) := {ν(S)|S is a toric strum of Xi for some i}
1.4.1 The dual intersection complex or “fan picture”
Suppose (X0,MX0) is a log Calabi-Yau space. Note that each component Xi of X0
is a toric variety Xτ with a corresponding fan Στ in M. This data is used to construct
an affine structure near strata of codimension greater than one in B. Topologically,
these fans are then glued along the identification of toric strata given by ν . This
construction falls short, however, of giving us an affine structure; there is no way of
identifying the structure on one fan with another.
Applying Definition 1.1 (4), for each {x} ∈ Strata(X0), there exists Mx, a Goren-
stein monoid. Note that ˇMx = cone(∆x)∩N for some ∆x, so, in particular, each zero
dimensional toric stratum is associated to a lattice polytope. These lattice polytopes
allow us to interpolate between the affine structure of different fans, yielding an
affine structure. However, as is easy to imagine, the affine structures arising from
these constructions may not be sufficiently compatible to allow us stitch the topo-
Enumerative aspects of the Gross-Siebert program 7
logical manifold into an uninterrupted affine manifold. Rather, we must introduce
singularities along a codimension two discriminant locus compatible with the poly-
hedral decomposition. This can be done canonically by using a barycentric subdivi-
sion.
The result of this construction is an affine manifold with singularities B along
with a polyhedral decomposition P . We will call the pair (B,P) a tropical mani-
fold.
If (X0,MX0) is polarized by an ample line bundle L , we can nicely encode this
as additional data on our tropical manifold. In particular, each L |Xi is an ample line
bundle, giving a piecewise linear function on the fan Σi. Globally, we can glue these
into a multi-valued (because of monodromy) piecewise linear function ϕ . We call
the triple (B,P,ϕ) a polarized tropical manifold.
1.4.2 The intersection complex or “cone picture”
If the data of the polarization seemed extraneous in the fan picture, it is essential
in the following “cone picture.” Again, along each component Xi, L |Xi an ample
line bundle on a projective toric variety, with a corresponding polytope σi. We can
glue these polytopes along the identifications given by ν . This gives us a topolog-
ical manifold ˇB as well as a polyhedral decomposition ˇP . Just as before, we need
a fan structure at the vertices to define an affine manifold structure to the topo-
logical gluing. Recall that, by the Gorenstein assumption, a monoid of the form
Mv = {(m,a) ∈ Zn ⊕Z|ϕ(m) ≥ a} is associated to each vertex v. The domains of
linearity of ϕˇv define a fan Σv in NR. We can again glue (with singularities) using the
polytope and fan structure, giving a polarized tropical affine manifold ( ˇB, ˇP, ϕˇ).
1.4.3 The discrete Legendre transform
The definitions above beg for an explicit connection. The basic toric geometry cor-
respondence between a polytope and a fan along with a piecewise linear function
can be extended to a duality of polarized tropical manifolds taking (B,P,ϕ) to
( ˇB, ˇP, ϕˇ) called the discrete Legendre transform. This is the appropriate discretized
version of the original relationship noticed by Hitchin between the complex and
Ka¨hler affine structures on the base of an SYZ fibration. Significantly, we have the
following result.
Lemma 1.6. For a given log Calabi-Yau space, the discrete Legendre transform in-
terchanges the dual intersection complex with the intersection complex.
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Fig. 3: Patching an affine manifold from fans and polyhedra. Mismatches lead to singularities in
the affine structure.
+
++
+
Fig. 4: An unavoidably misleading (flat paper provides an affine manifold without singularities!)
representation of an affine manifold with singularities resulting from the identification in Figure 3.
1.5 Reconstruction of X0 from (B,P,ϕ)
As we’ve seen, Theorem 1.5 shows that one can recover a toric degeneration from
a log Calabi-Yau space. Can one recover a log Calabi-Yau space from an affine
manifold? Consider the map
{X0,MX0}→ {(B,P,ϕ)}
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from the set of LCY spaces to the set of polarized tropical affine manifolds given by
operation of taking the intersection complex.
Recall each maximal cells σi of an affine manifold, if interpreted as an intersec-
tion complex, represents a projective toric variety Pσi . As there is an 1-to-1 inclusion
preserving correspondence between the toric strata of Pσi and the polyhedral strata
of σi, it’s clear that we should glue Pσ1 and Pσ2 along Pτ if τ = σ1 ∩σ2. For each
identification, there is a whole family of possible equivariant gluings. These choices
are called closed gluing data. With a choice s of closed gluing data, one can recover
a scheme ˇX0(B,P,ϕ).
Not all choices of s result in something that can be the central fiber of a toric
degeneration, because the gluing must carry a correct log structure. In order to guar-
antee the existence of such a log structure, we must consider closed gluing data
that are induced by open gluing data. Each vertex v of P comes with a monoid
Pv := {(m,r) ∈ Zn×Z|r ≥ ϕv(m)}, where ϕv is a local representative of ϕ . Setting
U(v) := SpecC[Pv]
V (v) := SpecC[Pv]/(z(0,1))
we obtain a local model. As shown by Gross and Siebert in [18], a necessary con-
dition for ˇX0(B,P,ϕ) to be the central fiber of a toric degeneration is that it can
be expressed as an (equivariant) gluing of V (v) along Zariski open subsets. These
gluing choices are called open gluing data. Each V (v) come with a divisorial log
structure Mv obtained from V (v) ⊆ U(v), and the corresponding ghost sheaves
M v = Mv/M
×
v (see Section 2.2.2) are identified by the gluings. This gives us a
ghost sheaf of monoids on ˇX0(B,P,ϕ).
The following theorem is a main result of [18]
Theorem 1.7. Given (B,P,ϕ) simple, the set of log Calabi-Yau spaces with inter-
section complex (B,P,ϕ) modulo isomorphism preserving B is H1(B, i∗ ˇΛ ⊗ k×).
An isomorphism is said to preserve B if it induces the identity on the intersection
complex.
Therefore, the fiber over a given manifold (B,P,ϕ) is identified with H1(B, i∗ ˇΛ⊗
k×), where i : B \∆ →֒ B, ∆ is the discriminant locus of B, and Λ is the family of
lattices locally defined by the flat affine integral vector fields on B\∆ . The element
0 ∈H1(B, i∗Λ ⊗k×) corresponds to an untwisted gluing. Hence we have a bijection{(
X0,MX0
)}
oo 1:1 //
{
((B,P) ,s) | s ∈ H1(B, i∗Λ ⊗ k×)
}
{ polarized }
OO
oo //
{
((B,P,ϕ) ,s) | s ∈H1(B, i∗Λ ⊗ k×)
}
.
forgetful map
OO
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1.6 Mirror symmetry via the Gross-Siebert program
With these results in place, we can discuss an overall strategy of using these tech-
niques to understand mirror symmetry. One begins with a polarized toric degener-
ation X → S, which can be distilled to a LCY space. By taking the dual intersec-
tion complex, we further reduce to a polarized tropical affine manifold (B,P,ϕ).
From here, we wish to apply the reconstruction theorem to construct a degeneration
ˇX → SpeckJtK whose intersection complex is (B,P,ϕ). This degeneration should
be dual (in the mirror sense) to the one we started with. The idea can be summed up
in the following diagram.
X
S
Polarized
toric CY
degeneration
Mirror
symmetry
X
SpeckJtK
Polarized
toric CY
degeneration
(
X0,MX0
)
Polarized
toric log CY
space (
ˇX0,M ˇX0
)
Reconstruction
thm
Fan Fan
((B,P,ϕ) ,s)
((
ˇB, ˇP, ϕˇ
)
, sˇ
)Discrete Legendre transform
Cone Cone
Pick this or
work universally in sˇ
The basic idea of mirror symmetry is to identify pairs of manifolds (or degener-
ations) for which the symplectic structure of one is closely related to the complex
structure of the other. Much of the early excitement over mirror symmetry resulted
from the identification of certain enumerative invariants on one manifold with the
results of period integrals on another. One of the nice features of the above construc-
tion is that there is a combinatorial structure, the underlying affine manifold, which
controls the symplectic structure of X and the complex structure of ˇX . The natural
geometry on tropical affine manifolds is tropical geometry, which leads one to hope
that mirror symmetry can be well described by identifying tropical structures that
describe both the symplectic structure of X and the complex structure of ˇX .
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1.6.1 Tropical data in the dual intersection complex
The utility of tropical curves for the computation of Gromov-Witten invariants has
been known for some time. Please see Section 5 for more information about how
these techniques fit into the overall structure of toric degenerations. In keeping with
the overall philosophy of the program, the goal is to develop the machinery to com-
pute Gromov-Witten invariants of the general fiber from the combinatorial data of
the central fiber. The current interpretation relies on something called the tropical-
ization functor that uses log structures to produce polyhedral complexes; in partic-
ular, it recovers the dual intersection complex. As Gross and Siebert have shown,
it is possible to construct a nice moduli space of so-called log stable maps for well
behaved log spaces. These techniques are not yet applicable to the general toric de-
generation framework, as the log structure of the central fiber fails to satisfy the
requirements of the theorem on the points Z. Nevertheless, the image of a log stable
map under the tropicalization functor should be a tropical curve in the dual intersec-
tion complex, giving some motivation for the hope that curve counting can entirely
be done on the combinatorics of the affine manifold.
1.6.2 Tropical data in the intersection complex
The tropical data relevant to the complex structure of a manifold reconstructed from
an intersection complex are given by the rays of a scattering diagram. In order to un-
derstand how this arises, we need to discuss the specifics of the reconstruction theo-
rem. In the absence of singularities in the affine manifold, the reconstruction process
constructs the well-known Mumford degeneration. Specifically, suppose that ˇB is a
polytope ∆ ⊆Rn and ˇP is a polyhedral decomposition of ∆ induced by the bending
locus of a piecewise linear function ϕˇ . Consider
ˆ∆ := {(m,a) ∈ Rn⊕R|ϕˇ(m)≥ a}.
Setting X := Projk[cone( ˆ∆)∩Zn+2] = P
ˆ∆, we see that setting t := z
(0,...,0,1,0) gives
us a degeneration X → k[t] which is a reconstruction of (X0,MX0) (the LCY space
achieved by a choice of “vanilla” gluing data). As you can see, this is just a gluing
of the local models introduced in the discussion of the open gluing data. The intro-
duction of singularities, however, creates a great deal of complication. The effort to
create a reconstruction process began with the work of Fukaya in [8], who noted
that perturbations of the complex structure (in dimension 2) should be concentrated
along trees of gradient flow lines emanating from singular points of the affine man-
ifold. Kontsevich and Soibelman further studied the two-dimensional case in [32],
showing that a tropical affine surface with 24 focus-focus singularities can be used
to construct a rigid analytic K3 surface. The key insight here was the use of gluing
automorphisms attached to gradient flow lines, giving a “scattering diagram”. Gross
and Siebert studied the problem using the dual affine structure in [20], where the
gradient flows become straight lines. The local models are then glued using the au-
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tomorphisms carried by this scattering diagram. This allowed a difficult extension
to the higher dimensional case, yielding the theorem referenced above.
In the case of dimension two, the gluing automorphisms propagate along straight
lines, and these straight lines collide and glue to form structures reminiscent of so-
called tropical disks (see Section 3). Our guiding hope is that these are tropical man-
ifestations of holomorphic disks. Nishinou has shown that such a correspondence
does indeed exist [40]. Furthermore, as Auroux has explained in [3], one expects
the complex structure on one side of the mirror to be controlled by holomorphic
disks on the other side, lending further credence to this idea.
×
x
wy
u
vw
−1
y 7→ w−1v
x 7→ w−1u
x 7→ u
y 7→ vw−2
xyw = t uvw−1 = t
Fig. 5: Monodromy introduces an ambiguity in the identification of local models near a singularity.
This difficulty is resolved by introducing gluing automorphisms along walls that are invariant under
the monodromy induced by the singularity. See [20].
1.7 Structure
Having established a sketch of the main ideas of the Gross-Siebert program, we
go on to explore some of major tools used in its study. In Section 2 we give an
introduction to logarithmic geometry, an extremely important tool for the study of
degenerating families. Next, we introduce tropical geometry in Section 3. The ap-
plication of tropical geometry to enumerative questions is introduced in Section 4,
utilizing logarithmic techniques. Finally, these enumerative results are connected
with certain period calculations on a Landau-Ginzburg model of P2 in a sketch of
Gross’s construction mirror symmetry. This connection is achieved through an iden-
tification of tropical structures common to both the Landau-Ginzburg model and the
tropical enumerative calculations.
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2 Introduction to Logarithmic Geometry
2.1 Introduction
The first goal of this chapter is to familiarize the reader with log structures and
to overview some basic properties of these. The second, more specific goal is to
introduce the reader to notions used in other sections of this chapter. Namely, this
includes the definition of log smoothness in section 2.4, as well as the definition of
torically transverse log curves in section 2.5. The third goal is to offer the reader an
introduction to logarithmic Gromov-Witten theory. In order to do so, F. Kato’s [28]
local description of log smooth curves is illustrated in Section 2.6. This is then used
in Section 2.7 to sketch the starting point for logarithmic Gromov-Witten theory.
In particular, we will describe why log smooth maps are a natural (and powerful!)
candidate to generalize (relative) stable maps.
Log geometry was introduced by Illusie and Fontaine, see [25], and by K. Kato,
see [29]. Adding a log structure to certain singular schemes allows them to be treated
as if they were smooth. The focus is on examples that illustrate this concept. The
examples are taken from the book [16] by Gross. The interested reader is invited to
consult that reference for a more thorough treatment of log geometry, as well as for
more examples.
2.2 Motivation
Log structures are a vast abstraction of log differentials. Thus, to motivate log struc-
tures, we start by reviewing log differential. Let X be a smooth quasi-projective
variety contained in a projective variety X . Denote by i : X →֒ X the inclusion and
assume that the divisor D = X\X is normal crossings. By definition, for a point
z ∈ D there is an affine open neighbourhood U of z in X , and coordinates x1, . . . ,xn
on U such that D∩U is given by
x1 · · ·xp = 0,
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for some p≤ n.
Definition 2.1. The sheaf of log differentials Ω qX (logD) is a sheaf on X , defined
locally as a subsheaf
Ω qX (logD)⊆ i∗Ω
q
X ,
as follows. Assume U ⊂ X is affine open and has coordinates x1, . . . ,xp such that
D∩U is given by x1 · · ·xp = 0 for some p≤ n. Define Ω qX (logD)(U) to be generated
by
dx1
x1
, · · · ,
dxp
xp
,dxp+1, · · · ,dxn.
The sheaf of log differentials recovers for X a number of properties that hold for
projective varieties. For example, its hypercohomology calculates the cohomology
of X :
Hq
(
X ,Ω •X (logD)
)
∼= Hq(X ,C).
Taking this as a starting point, Deligne developed his theory of mixed Hodge struc-
tures, which provides analogous results for X as the Hodge structure does for X . In
mirror symmetry, this analogy is carried over to Yukawa couplings. Indeed, via vari-
ation of mixed Hodge structures, Konishi-Minabe in [30] define the local B-model
Yukawa coupling in the setting of local Calabi-Yau threefolds. Their result mirrors
the properties of the Yukawa coupling for the compact Calabi-Yau threefold case.
These examples show that the sheaf of log differentials extends results that are true
for projective varieties to quasi-projective ones.
We proceed to consider the relative version of the sheaf of log differentials in a
family. It illustrates how using the sheaf of log differentials recovers results that hold
true for smooth varieties to singular ones. It is part of Steenbrink’s construction of
the limiting mixed Hodge structure, see [45], for a normal crossings degeneration.
Consider a normal crossings degeneration. This consists of a one-dimensional
flat family
f : X → S,
such that S is smooth and such that the fibers Xs are smooth except for a closed point
0∈ S. Moreover, f is assumed to be normal crossings. That means the following: For
every z∈X , there is U ∋ z an affine open neighbourhood with coordinates x1, . . . ,xn;
there is an affine open neighbourhood V of S with coordinate s; U and V are such
that f |U maps to V and is given by
(x1, . . . ,xn) 7→ s = x1 · · ·xp,
for some p≤ n. Define the sheaf of relative log q-forms as the quotient
Ω qX/S (logX0) := Ω
q
X (logX0)/F ,
where
F = f ∗Ω 1S (log0)∧Ω q−1X (logX0) .
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Then Ω qX/S (logX0) is a sheaf on X . To illustrate how it differs from Ω
q
X (logX0),
consider log 1-forms. Since f is normal crossings, in an affine open neighbourhood
U ⊂ X of z ∈ X0 and in suitable coordinates, X0∩U is given by x1 . . .xp = 0. Thus,
as above, Ω 1X (logX0)(U) is generated by
dx1
x1
, · · · ,
dxp
xp
,dxp+1, · · · ,dxn.
By definition Ω 1X/S (logX0) has the same set of generators. Pulling back the 1-form
ds/s yields the additional relation
dx1
x1
+ · · ·+
dxp
xp
= 0.
Consider the sheaf on X0 obtained by the restriction to X0,
Ω q
X†0 /S†
:= Ω qX/S (logX0) |X0 .
The sheaf Ω q
X†0 /S†
exhibits a lot of properties that would hold for Ω qX0 in case X0
was smooth. For instance, Ω q
X†0 /S†
is locally free and the exterior derivative makes
sense on Ω q
X†0 /S†
. Moreover, it is shown in [45] that for f proper and log smooth (see
section 2.12 below), the higher direct image
Rp f∗Ω qX/S (logX0)
is locally free and furthermore imitates some of the properties that Rp f∗Ω qX/S enjoys
in the smooth case. Namely, away from X0, Rp f∗Ω qX/S (logX0) is the sheaf of q-
forms and so its fibers are the Dolbeault cohomology groups
Hp(Xs,Ω qXs),
whenever s 6= 0. And its fiber at 0 is
Hp(X0,Ω qX†0 /S†
).
Finally, these cohomology groups are used by Steenbrink in [45] to define the lim-
iting mixed Hodge structure associated to this degeneration.
We hope that this last example convinces the reader that using the sheaf of rel-
ative log differentials allows to treat the central fiber X0 as if it was smooth. Log
structures, though more abstract, are a vast generalization of this idea. They have the
advantage that they can be considered over any scheme. The notion of log smooth-
ness, see definition 2.12 below, applies much more generally than smoothness does,
and exhibits many of the same properties than smoothness does.
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2.2.1 The e´tale topology
In order to talk about log structures, the Zariski topology is too coarse in general.
Instead, we need to consider sheaves in the e´tale topology. We briefly overview what
it means for a sheaf to be defined in the e´tale topology. We refer the interested reader
for a more thorough treatment of the topic to the book [39] by Milne.
Let X and Y be schemes. Recall that a flat morphism of finite type1
pi : X → Y,
is e´tale if and only if for any q ∈Y , its preimage is written as a disjoint union
pi−1(q) = ⊔i SpecKi,
where the Ki are finite separable extensions of the residue field k(q).
The e´tale topology adds more open subschemes to the Zariski topology. It is not a
topology in the classical sense, but it exhibits the same properties. We do not provide
a thorough overview of it, but rather describe what sheaves are in the e´tale topology
and how they are used. Let X a scheme. Open neighbourhoods in the e´tale topology
are defined as e´tale morphisms
U → X .
Let F be a sheaf of sets (or of groups or of any other algebraic structure) in the e´tale
topology. Then F associates a set (or group etc.) F (U) to each e´tale map U → X .
Moreover, to each diagram of e´tale maps
U
φ
//

❅❅
❅❅
❅❅
❅❅
V
⑦⑦
⑦⑦
⑦⑦
⑦⑦
X ,
F associates a restriction map of sets (or of groups etc.)
F (φ) : F (V )→F (U).
These restriction maps are required to satisfy the usual sheaf axioms.
We review the definition of stalks in the context of the e´tale topology. Let x→ X
be a geometric point. By definition, x = Spec(k), where k is algebraically closed.
Thus, choosing a geometric point amounts to choosing a point x ∈ X and an inclu-
sion k(x) ⊆ k from the residue field k(x) of x to an algebraically closed field k. The
stalk of F at x is defined as the direct limit
Fx := lim−→F (U),
where the limit is taken over diagrams
1 If we strove for maximal generality, we would assume pi to be flat and locally finitely presented.
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x
!!❈
❈❈
❈❈
❈❈
❈❈
// (U,u)

(X ,x),
for (U,u)→ (X ,x) pointed e´tale maps.
Throughout this section, we consider the schemes to be endowed with the e´tale
topology, and the sheaves and stalks to be defined as above. For example, when we
consider stalks of sheaves, we will always choose a geometric point.
2.2.2 Basic definitions
In this section, we introduce the terminology that is needed for the definition of log
smoothness (Definition 2.12). We are mainly concerned with sheaves of monoids,
with the monoid operation usually given by multiplication, the notable exemption
concerning the ghost sheaves. Let X be a scheme and consider the sheaf of monoids
OX with the monoid structure given by multiplication. A pre-log structure on X
consists of a sheaf of monoids MX on X , in addition to a homomorphism of sheaves
of monoids
αX : MX → OX .
Then MX is a log structure if in addition the restriction
αX |α−1X (O
×
X )
: α−1X
(
O
×
X
)
→ O×X
is an isomorphism. Throughout this section, we use the notation MX to denote a log
structure on X . We write X† = (X ,MX) to indicate that the log structure is implicitly
understood.
A morphism
f : X† → Y †
of log structures consists of a morphism of the underlying schemes
f : X → Y,
and a morphism of sheaves of monoids
f # : f−1MY →MX ,
such that the diagram
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f−1MY
f−1αY

f #
//MX
αX

f−1OY f
∗
// OX
(1)
commutes.
The ghost sheaf MX is defined as the cokernel of α−1X restricted to O×X , yielding
a short exact sequence
1→O×X
α−1X−−→MX →MX → 0.
Note that the ghost sheaf is written additively. As we will see in the examples of the
next section, for the most important example of a log structure (the divisorial log
structure), the ghost sheaf records the order of vanishing of regular functions. Since
the order of vanishing of the product of two functions is the sum of the individual
orders, this justifies the additive notation.
Assume that we have a map of log schemes f : X† →Y †. Since the inverse image
functor f−1 is exact, f−1MY is the sheaf cokernel of
f−1O×Y → f−1MY .
Since (1) commutes, f # induces a map on the ghost sheaves
f # : f−1MY →MX .
For simplicity, we write f # = f # as well.
Let α : PX →OX be a pre-log structure on X . The log structure associated to PX
is the sheaf of monoids
MX :=
PX ⊕O×X{
(p,α(p)−1) : p ∈ α−1
(
O
×
X
)} ,
in addition to the morphism of sheaves of monoids αX : MX → OX defined via
αX (p, f ) := α(p) · f .
We show that this yields a log structure. Note that the map αX is well-defined.
Indeed, if
(
p,α(p)−1
)
∈ PX ⊕O×X is such that p ∈ α−1
(
O
×
X
)
, then
αX (p,α(p)−1) = α(p) ·α(p)−1 = 1.
We need to prove that the restriction of αX to
α−1X
(
O
×
X
)
→O×X
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yields an isomorphism. This map is surjective since if f ∈O×X , then αX (1, f ) = f . To
show that it is injective, assume that αX (p, f ) = 1. Then α(p) · f = 1, f = α(p)−1
and hence (p, f ) = (p,α(p)−1) = 1.
Let f : X → Y be a morphism of schemes and assume that Y is endowed with a
log structure αY : MY → OY . The pull-back log structure on X , denoted by f ∗MY ,
is the log structure associated to the pre-log structure defined by the composition
f−1 (MY ) αY−→ α−1Y (OY )
f ∗
−→OX .
The pullback commutes with the ghost sheaf, in the sense that
f ∗MY = f−1MY .
For a proof of this statement, see [16].
2.3 Examples
Unless specified otherwise, the monoids below are written multiplicatively. The ex-
ception is for the monoid N, which is endowed with the operation of addition and
which we assumed to contain 0.
Example 2.2. The trivial log structure on a scheme X consists of the invertible func-
tions: MX = O×X .
Example 2.3. Let k denote a field. The standard log point over k is defined as
Speck† =
(
Speck,M = k×⊕N
)
,
where α : k×⊕N→ k sends
(y,n) 7→
{
y if n = 0,
0 if n 6= 0.
Note that α−1(k×) = k×⊕{0}, hence M = N. In terms of the ghost sheaf, we can
thus think of the standard log point to consist of a copy of N on top of Speck.
Example 2.4. Next, we introduce the most important log structure, the divisorial log
structure. Let X be a scheme and let D ⊂ X be a closed subset of pure codimension
1. Denote moreover by j : X\D →֒ X the inclusion. Then the divisorial log struc-
ture induced by D is the log structure M(X ,D) on X defined by considering regular
functions which are invertible away from D,
M(X ,D) :=
(
j∗O×X\D
)
∩OX ,
and by taking
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αX : M(X ,D) →֒OX
to be the inclusion.
Example 2.5. As a first example of divisorial log structure, consider the pair (X ,D)=
(A1k ,{0}) and M = M(X ,D). We show that the restriction of M to {0} yields the
standard log point, i.e. that the pull-back log structure j∗M is N⊕ k×. As above,
consider the inclusion (of schemes)
j : {0}= Speck →֒ A1k .
Consider the restriction (pullback via j) of M to {0}. M is the sheaf of regular
functions on A1k that are invertible away from {0}. Moreover, j−1(M ), its stalk at
the origin, is the germ of functions on A1k that are invertible away from {0}. In other
words,
j−1(M ) = {φ · xn | n ∈ N, φ ∈ O(U)×, U e´tale neighborhood of {0}} .
Furthermore, α−1X (OX ) is the sheaf of invertible regular functions on A1k , and the
map
j∗ : α−1X (OX)→O{0}
is the evaluation map. Putting this together, the composition
α : j−1(M ) αX−→ α−1X (OX )
j∗
−→ O{0}
is the evaluation map and sends
φ · xn 7→
{φ(0) 6= 0 if n = 0,
0 if n≥ 1.
We now take the log structure associated to α . The set{(φ · xn,α(φ · xn)−1) : φ · xn ∈ α−1 (O×X )}
consists of the elements of the form (φ ,φ(0)−1). Therefore, the associated log struc-
ture is given by
M{0} := j∗M =
{φ · xn}⊕ k×
{(φ ,φ(0)−1)} =N⊕ k
×;
α{0} : N⊕ k×→O{0};
(xn,y) 7→
{
y if n = 0,
0 if n≥ 1.
This indeed is the standard log point.
Continuing on the above example, there is only one map of schemes
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j : {0}→A1k .
In terms of log schemes schemes however, and taking the same log structures as
above, there are many maps
{0}† →
(
A1k
)†
.
Indeed, such a map corresponds to a choice of morphism between sheaves of
monoids
j# : j−1M →M{0},
making the diagram
{φ · xn}= j−1M

j#
//M{0} = N⊕ k×

{φ} = j−1OA1k
j∗
// O{0} = k×
commute. It follows that j# is determined by two choices of morphisms of monoids
N→N, (2)
N→ k×. (3)
A geometric way of seeing this map is at the level of the ghost sheaf. The stalks of
the ghost sheaf M are trivial away from the origin, while its stalk at the origin is N.
The ghost sheaf of M{0} on the other hand is N. The map (2) is the map induced on
ghost sheaves by j:
j# : N= j−1M →M{0} = N.
Choosing as map of monoids the identity map implies that the log structure M{0} is
induced by M via j.
The choice of the map (2) is extra information that is not seen at the level of
schemes. This data however carries geometric information as we will see in the
examples below.
Example 2.6. Next, we consider the affine plane A2 = Speck[x,y] with the diviso-
rial log structure induced by the union of the coordinate axes D = {xy = 0}. For
simplicity, we again denote this log structure by M . M is the sheaf consisting of
regular functions on A2k that are invertible away from the coordinate axes. Denote
again by j : D →֒A2k the inclusion. Denote moreover by D1 the x-axis and by D2 the
y-axis.
To illustrate what information is carried by it, we compute the ghost sheaf M , as
well as the ghost sheaf j−1M of the restriction of M to D. Denote by i1 : D1 →A2k ,
resp. by i2 : D2 →A2k the inclusion maps. Denote by N˜ the constant sheaf of monoids
determined by N on D1, resp. D2. We have a map of sheaves on monoids
φ : M → i1,∗N˜⊕ i2,∗N˜,
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defined as follows. Let u : U → A2k be an e´tale morphism, and let f be a regular
function on U that is invertible away from u−1(U). Then
φ(U)( f ) := (n,m),
where n, resp. m, is the order of vanishing of f along u−1(D1), resp. u−1(D2). The
map φ factors through M . Indeed, if f and g have the same order of vanishing along
u−1(D1) and u−1(D2), then f ·g−1 ∈O×U , so that f = g in M (U). In fact, the kernel
of φ is O×
A2k
, so that we obtain an injection:
M →֒ i1,∗N˜⊕ i2,∗N˜.
Moreover, the functions xnym have orders of vanishing (n,m) and thus the above
map is surjective as well, thus an isomorphism. In particular, the stalk of M at
x ∈A2k is 
N⊕N if x = (0,0),
N if x ∈ D−{(0,0)} ,
0 otherwise.
By abuse of notation, denote by i1, resp. by i2, the inclusions Di →֒ D. Recall that
j−1M = j∗M as noted at the end of section 2.2.2. It follows that
j∗M = i1,∗N˜⊕ i2,∗N˜.
At the level of stalks, we can think of having a copy of N on each component of D.
In particular, this sheaf of monoids has nothing to do with functions on D, but rather
remembers how D is embedded into A2k (it encodes the possible order of vanishing
of functions).
Example 2.7. The previous example generalizes as follows. Let X be a locally
Noetherian normal scheme and let D⊂ X be a closed subset of pure codimension 1.
Take M to be the divisorial log structure associated to D. Let x→ X be a geometric
point and let r be the number of components of D that meet x. Then there is an
injection
M x → N
r.
The proof is analogous to the one given in the previous example. In particular, the
above map is again induced by sending the germ of a regular function (invertible
away from D) to its order of vanishing along the r components. Encoding the possi-
ble orders of vanishing, the divisorial log structure can be thought of as describing
geometric information about how D is embedded into X .
In the last two examples, we computed the stalks of some ghost sheaves. A map
of log schemes comes along with a pullback map of sheaves of monoids, and thus
induces a pullback map on the stalks. These maps of monoids (or rather, of sheaves
of monoids) can be thought of as extra combinatorial data. The next two examples
explore the geometric information encoded by this data.
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Example 2.8. We consider the case of a map
f : X† → Speck†.
from a log scheme to the standard log point over a field k. It follows from the map
at the level of schemes that X is defined over k. The pull back map fits into a com-
mutative diagram
f−1MSpeck† = k×⊕N
f #
//

MX

f−1OSpec k = k f
∗
// OX .
It follows that f # is determined by a map N→ M . This in turn corresponds to a
choice of section ρ ∈ Γ (X ,MX ), forming a commutative diagram:
(0,1)
❴

✤ // ρ
❴

αSpeck†(0,1) = 0
✤ // αX(ρ) = 0.
It follows that the extra data carried by f is that of a section ρ of MX with the
property that αX (ρ) = 0.
Example 2.9. We now consider a map in the opposite direction of the previous ex-
ample. Consider the affine plane
(
A2k
)†
with log structure M induced by the divisor
D consisting of the union of the coordinate axes. Denote by Speck† the standard log
structure on Speck. Since we have not introduced toric geometry, for what follows
we do not provide details - those can be found in [16]. Consider maps
f : Speck† → (A2k)† ,
mapping Speck to the origin. We explore the additional information carried by the
pull back of sheaves of monoids. Denote by 0 a geometric point mapping to 0. We
have the pull back map
f # : f−1M = M0 −→MSpeck† = k×⊕N,
which fits into a commutative diagram
M0

// k×⊕N

OA2k ,0
// k.
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Now, cf. [16], the choice of pull back map f # corresponds to a choice of toric blow
up of A2k at the origin and a choice of point on the exceptional divisor (plus some
minor extra information). In particular, the choice of f # corresponds to a birational
transformation on A2k . We discuss in section 2.7 how this insight is used to define
log Gromov-Witten invariants.
2.4 Properties
The goal of this section is the definition of log smoothness, Definition 2.12 . Before
stating it, we need to introduce some further conditions that guarantee the well-
behavedness of log schemes and log maps. The first one was explored in the exam-
ples of the previous section:
Definition 2.10. Let f : X† → Y † be a morphism of log schemes. Then f is said to
be strict if the map
f # : f−1MY →MX
induces an isomorphism of log structures (that is, an isomorphism of sheaves of
monoids) between the pull-back log structure f ∗MY and MX .
In the next definition, a log structure is said to be fine if e´tale locally it is realized as
the log structure induced by a constant sheaf of monoids. The last section contained
a number of examples of such log structures.
Definition 2.11. Let X† be a log scheme. Then MX is said to be fine if e´tale-locally
the following conditions are satisfied: There is an e´tale open cover { fi : Ui → X} of
X . For each fi, there is a finitely generated monoid Pi and a morphism of sheaves of
monoids
gi : P˜→ OU ,
where P˜ denotes the constant sheaf of monoids on U induced by P. Then, the log
structure induced by gi is required to be isomorphic to the pull-back log structure
f ∗i MX .
We now come to the definition (by infinitesimal lifting criterion) of log smoothness
for fine log schemes.
Definition 2.12. Let f : X† → Y † be a map of fine log schemes and assume that f is
of locally finite presentation. Then f is said to be log smooth if for each commutative
diagram of fine log schemes
T † _
ι

// X†
f

T ′† // Y †,
where ι is a strict closed log immersion and where T is defined by a nilpotent ideal
in OT ′ , there exists a unique log map g : T ′† → X† making the diagram
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T † _
ι

// X†
f

T ′†
g
>>
// Y †
commute.
Note that unlike smooth morphisms, log smooth maps need not be flat, see [16] for
an example.
We provide two examples of log smooth maps. The first example states that, with
the appropriate choice of log structure, any toric variety is log smooth. The second
example ties with the ideas outlined in the introduction. If f : X → A1k is a smooth
family of varieties, the fibers need not be smooth. The fibers will, however, be log
smooth if X is toric and if f satisfies some properties. We do not provide the exact
condition, as we haven’t introduced toric varieties. The interested reader is referred
to [16].
Example 2.13. Let X be toric variety and endow it with the divisorial log structure
induced by the toric boundary. Then the structure map
X† → Speck,
where Speck is given the trivial log structure, is log smooth.
If X is an affine toric variety over a field k, then there is a (toric) monoid P such that
X = Speck[P]. The monoid ring k[P] is defined as the formal sum
k[P] :=
⊕
p∈P
k · zp,
with multiplication linearly induced by zp · zp′ = zp+p′ . See [16] for how monoid
rings are related to toric varieties. Note that A1k = Speck[N].
Example 2.14. Let X = Speck[P] be an affine toric variety. Let f : X → A1k =
Speck[N] be a family induced by a non-zero map N→ P. Endow both X and A1k
with the divisorial log structure coming from their respective toric divisors. Then f
is log smooth. Furthermore, consider the fiber over 0:
X0

// X
f

Speck = {0} // A1k .
Endow X0 with the pull-back log structure and Speck with the standard log structure
(which is the pull-back log structure as we saw in section 2.3). Then the map of fine
log schemes
X†0 → Speck
†
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is log smooth (while it is not smooth).
We now introduce of the relative log tangent sheaf, which will be used in 5.6.
Definition 2.15. Let pi : X† → S† be a morphism of log schemes and let E be an
OX -module. A log derivation on X† over S† with values in E is a pair (D,Dlog) as
follows:
D : OX −→ E
is an ordinary derivation of X over S.
Dlog : M gpX −→ E
is a morphism of abelian sheaves such that Dlog◦pi# = 0. They are moreover re-
quired to satisfy the compatibility condition that for all m ∈MX ,
D (αX (m)) = αX (m) ·Dlog(m).
The resulting relative log tangent sheaf is denoted by ΘX†/S† .
We end this section with some definitions needed in the next section.
Definition 2.16. A monoid P is defined to be integral if the cancellation law holds.
That is, whenever x+ y = x′+ y in P, then x = x′
Definition 2.17. Let P be a monoid with operation written additively and denote
by Pgp the Grothendieck group associated to P. Then P is called saturated if P is
integral and moreover if for all p ∈ Pgp, whenever there is m ∈N such that mp ∈ P,
then p ∈ P as well.
The natural numbers are an example of a saturated monoid. Let m≥ 2 and consider
the monoid
P = {n ∈ N : n≥ m}∪{0} .
Then P is not saturated.
Next comes a refinement of the property of being fine. Recall from section 2.2.1
that for sheaves defined in the e´tale topology, stalks are defined at geometric points.
Definition 2.18. Let X† be a fine log scheme and use the same notation as for def-
inition 2.11. Then MX is said to be fine saturated if (in addition to being fine), at
every geometric point x → X of X , the stalk of the ghost sheaf M X ,x is saturated.
The following couple definitions are motivated by the following (vaguely stated)
fact: An integral homomorphism of monoids induces a flat map on the induced log
schemes. See [16] for more details.
Definition 2.19. Let P and Q be integral monoids and let h : Q → P be a morphism
of monoids. Then h is called integral if the following property holds. Assume there
are p1, p2 ∈ P and q1,q2 ∈ Q such that
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h(q1)+ p1 = h(q2)+ p2.
Then there are q3,q4 ∈Q and p ∈ P such that
p1 = h(q3)+ p,
p2 = h(q4)+ p,
q1 + q3 = q2 + q4.
Definition 2.20. Let f : X† → Y † be a map of fine log schemes. Then f is said to be
integral if the following holds. Let x→X be a geometric point of X . Let f (x)→Y be
a geometric point such that x→Y factors through f (x). Then the induced morphism
on the stalks of the ghost sheaves
M Y, f (x) →M X ,x
is integral.
2.5 Torically transverse log curves
In this section, we introduce in definition 2.21 and 2.23 below the notion of tori-
cally transverse (log) curve, which is used for definition 4.8 and in section 5.2. This
section assumes (conversational) knowledge of toric geometry and stable maps. Let
Σ ⊆ Rn be a fan and denote by XΣ the associated toric variety. Denote by ∂XΣ the
toric boundary (the union of the codimension 1 toric strata). Denote moreover by
∪τ∈Σ>1Dτ the union of the toric strata of codimension two or higher. The reader
versed in toric geometry will recognize the meaning of the notation.
Definition 2.21. A curve C ⊆ XΣ is said to be torically transverse if it is disjoint
from ∪τ∈Σ>1 Dτ .
Note that it follows that a torically transverse curve has no irreducible component
contained in a codimension 1 stratum (since then it would intersect ∪τ∈Σ>1Dτ ).
Definition 2.22. A stable map f : C → XΣ is called torically transverse if its image
f (C)⊆ XΣ is torically transverse and no irreducible component of C is mapped into
∂XΣ .
Consider now the following situation. Let k be a field and let Σ be a fan. Denote
by X the toric variety associated to Σ . Moreover, denote by Σ(A1k) the fan of A1k .
Endow both X and A1k with the standard log structure, i.e. with the divisorial log
structure associated to the toric boundary. Assume we are given a surjective map of
fans Σ → Σ(A1k). This yields a log smooth map
pi : X →A1k ,
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which is a degeneration of toric varieties. Denote furthermore by X0 = pi−1(0) the
central fibre. Endow X0 with the log structure induced by the log structure of X .
Restricting pi to the central fibre, we obtain a morphism of log schemes
pi0 : X†0 → Speck
†,
where Speck† denotes the standard log point, as in Example 2.3.
Definition 2.23. Assume the above setup and let C† be a log curve with fine satu-
rated log structure. Consider a log map f : C† → X†0 , whose underlying scheme map
is a stable map. Assume moreover that for each codimension 1 toric strata D of X0,
the restriction f−1(D)→ D is torically transverse. Then, a torically transverse log
curve in X†0 is given by a commutative diagram of log maps
C†
g
""❊
❊❊
❊❊
❊❊
❊❊
f
// X†0
pi0
||②②
②②
②②
②②
②
Speck†.
2.6 Log smooth curves
The starting point of logarithmic Gromov-Witten theory, as discussed in the next
section, is the realization that log smooth maps behave very much like stable maps,
and that many of the geometric tricks needed for stable maps are already encoded
by morphisms of log structures. The latter property was illustrated by the examples
of maps of log schemes in section 2.3. Here, we outline the local structure of log
smooth curves, as established by F. Kato in [28].
Consider a morphism of log schemes
f : C† →W †
satisfying the following list of conditions:
• The map f is log smooth, integral and of relative dimension 1;
• As a scheme, W = SpecA, where A is a complete local ring over an algebraically
closed field k;
• The log schemes C† and W † are fine saturated.
Denote by 0 ∈W the closed point. As k is algebraically closed, 0 is the only ge-
ometric point and it follows that any sheaf will be determined by its stalk at 0.
Analogously, any map of sheaves will be determined by its values on the stalk at 0.
Let Q := MW,0. Then the log structure on W is determined by a morphism
σ : Q→ A.
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Denote by C0 the fibre of f over 0 and let x be a geometric point of C0, in this
case a k-valued point. The structure theorem by F. Kato then states that for a suffi-
ciently small e´tale neighbourhood U → X of x, the log structure restricted to U is
isomorphic to one of the three following log schemes.
(1) Smooth point
For the first case, U = SpecA[u], f is smooth (in the conventional sense) and the log
structure on U is induced by
Q→ OU
q 7→ f ∗σ(q).
The log structure thus is just the pull back of the log structure on the base, and
contains no additional information.
(2) Double point
Let m denote the maximal ideal of A. In the second case, there is t ∈ m such that
U = SpecA[u,v]/(uv− t). Moreover, the log structure is as follows. There is α ∈ Q
with σ(α) = t. Consider the diagonal map N→ N2 and let N→ Q be determined
by 1 7→ α . Denote by N2⊕N Q the fibred sum determined by these maps. Then the
log structure on U is induced by the pre-log structure
N2⊕Q→ OU ,
((a,b),q) 7→ uavb f ∗σ(q).
Here, C0 is nodal.
(3) Log marked points
For the third case, U = SpecA[u] and the log structure is induced by the pre-log
structure
N⊕Q→OU ,
(a,q) 7→ ua f ∗σ(q).
In this case, the point u = 0 is the image of a section W → C, which should be
thought of as a marked point. Moreover, the log structure is the sum of on one hand
the pull-back log structure from the base and on the other hand the divisorial log
structure associated to the divisor u = 0. In addition to simply choosing a point
u = 0, the ghost sheaf at u = 0 has (compared to a smooth point) an additional copy
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of N. Maps from C to a log scheme will come with a pullback map at the level of
the ghost sheaves. In the case explored in the next section, that pullback map carries
some geometric information, as it encodes some intersection multiplicity.
2.7 Towards logarithmic Gromov-Witten theory
With the goal of motivating logarithmic Gromov-Witten invariants, we briefly
sketch its starting idea. The theory of logarithmic Gromov-Witten invariants was
established by Gross-Siebert in [21], by Chen in [7] and by Abramovich-Chen in
[1].
The reader familiar with stable curves will recognize the similarities they have in
common with log smooth curves. Stable curves are locally either smooth or nodal,
and are endowed with marked points. The main difference is that a log marked
point comes along with a ghost sheaf stalk isomorphic to N. This allows for much
more flexibility when considering maps from smooth log curves. In one dimension
lower, we saw in example 2.9 how mapping the log point to the plane corresponds
(roughly) to a blow up of the plane and a choice of point on the exceptional divisor.
In that example, the log map contained extra geometric information. Analogously,
the log structure on a log smooth curve can be used to encode intersection multi-
plicities, as we explain now, by comparing log stable maps to relative stable maps.
Relative Gromov-Witten arise when the target variety X degenerates to a variety
given by the union of two smooth varieties Y1 ∪D Y2 glued along a smooth divisor
D. In that situation, the degeneration formula applies. This formula, along with lo-
calization, is one of the most important tools in Gromov-Witten theory. Broadly
speaking, the degeneration formula relates the Gromov-Witten invariants of X to
sums of gluings of relative invariants of (Yi,D). In practice, choosing a suitable de-
generation, one hopes to computes the Gromov-Witten invariants of X in terms of
simpler to compute relative Gromov-Witten invariants.
The theory of relative Gromov-Witten invariants has two major disadvantages
though. Firstly, it applies only when D is a smooth divisor, limiting the range of de-
generations that can be considered. Secondly, the definition of the relevant moduli
space, though elegant, is somewhat unnatural and technically complicated to deal
with. Indeed, in order to obtain a compact moduli space, the target variety is al-
lowed to degenerate. More concretely, consider the situation of a smooth variety
X with smooth divisor D (the situation in which relative Gromov-Witten invariants
are defined). Let C → X be a relative stable map and assume that C is not mapped
into D. Then for each point of intersection of the image of C with D, there is a well-
defined intersection multiplicity and the (non-compactified) moduli of relative stable
maps is stratified according to the different intersection multiplicities. However, if a
component of C degenerates into D problems arise. For one, the intersection multi-
plicities are no longer well-defined. The solution developed by Li in [34] is to allow
the target to degenerate. If in the limit (a component of) the relative stable map limit
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is mapped into D, then D is replaced by a P1-bundle on it. The relative condition is
then considered at the divisor at ∞. This process is then repeated as necessary.
Logarithmic Gromov-Witten theory avoids these two shortcomings. Firstly, the
divisorial log structure associated to D exists whether D is smooth or not. Secondly,
the extra information carried by the log marked points is such that degenerations of
the target variety are not needed. A marked point has a ghost sheaf of N on top of
it. With the divisorial log structure, a point on the divisor has a ghost sheaf of N (in
the case of D smooth). The log map determines a map between these two copies
of N. This map is the multiplication by a positive integer, which is the intersection
multiplicity. When a component of the curve degenerates into D then, the map on
the ghost sheaves keeps track of the intersection multiplicity, which thus remains
well-defined.
This is just a brief glimpse as to why log Gromov-Witten invariants are a suitable
generalization of relative Gromov-Witten invariants. On one hand, they are simpler
to work with. On the other hand, they allow for much more general degenerations.
3 Tropical geometry
Tropical geometry can be roughly understood as a “piecewise-linear” version of
algebraic geometry. It has flourished over the past few decades, quickly establishing
itself as an important combinatorial and conceptual tool in the study of enumerative
geometry. The name “tropical” was coined to honor Imre Simon, who pioneered
many of the field’s techniques. Mikhalkin’s demonstration of the equivalence of
tropical and classical curve counting [38] was the inspiration for a number of results
showing that a surprising amount of information can be naturally encoded in these
piecewise-linear structures. We will begin this section with some background on the
field’s connections to classical algebraic geometry and then proceed to rigorously
define several tropical objects necessary in the following. The motivational remarks
owe a great deal to Mikhalkin’s [37] and Gathmann’s [11] excellent expositions,
while the the latter definitions can be found in [16].
3.1 Motivation
Throughout this chapter, tropical curves will manifest themselves as piecewise lin-
ear graphs in the plane. The relationship of these objects with classical algebraic
curves in P2 or (C∗)2 will be explored in this section.
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3.1.1 From amoebas to tropical curves
Given a variety V ⊂ (C∗)n, one can examine the image under the map Loge :
(C∗)n →Rn defined by
Loge(z1, . . . ,zn) := (− loge |z1|, . . . ,− loge |zn|),
where e = ln(1). The set Loge(V ) ⊂ R2 is called the amoeba of V . Note that this
construction is quite widely applicable, as all toric varieties contain a copy of (C∗)n.
Fig. 1: An approximation of the image of C = {(z1, z2)|e1z1 + e−2z2 = 1} under Loge is given on
the left, while its “spine” is given on the right.
Upon an examination the amoebas of curves in (C∗)2 such as those in Figure
1, one quickly sees that they share certain features. One of these is the existence of
“arms” heading off to infinity; it is the resemblance of these features to the amoeba’s
pseudopods that earns these mathematical objects their name. The “fleshy” part of
the picture can be considered extraneous, and one may wish to simplify the situa-
tion further, distilling the picture into the collection of piecewise linear components
hinted at by the shape. It’s easy to see that one can roughly achieve this by zooming
out on the graph until the pseudopods are very thin. Mathematically, this could be
achieved by defining
Logt(z1, . . . ,zn) := (logt |z1|, . . . , logt |zn|)
and examining the amoeba given for very small t. This process is unsatisfactory,
however, because it would move vertex of the resulting graph to the origin. A so-
lution is found in replacing each coefficient a of the defining equations by t loge a,
thus defining a family of curves Vt in (C∗)2. Taking the limit as t goes to ∞ of
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Logt(Vt) gives us the piecewise linear graph we can intuitively see hiding in each
of these amoebas. Although biologically confusing, this rigid structure is called the
“spine” of the amoeba, and the spine pictured on the right in Figure 1 give us our
first example of a tropical curve.
The Gross-Siebert program suggests that mirror symmetry is can be exhibited
by an exchange of “tropical” data on the shared base of a fibration. The process
described above is analogous to that of passing to the large complex structure limit
of a family of varieties, suggesting that tropical objects may reasonably be expected
to encode mirror symmetric data.
Although our strategy of degenerating amoebas to their spines is effective, it is
a bit cumbersome. A shortcut is suggested by our replacement of the coefficients
a ∈ C by t loge a. The field K of Puiseux series over C is defined, roughly, to be
the set of formal power series α = ∑∞k=k0 cntk/n. Therefore, instead of thinking of a
family of curves Vt , we can instead consider a single curve over (K∗)2. How should
we then interpret the map Logt?
Suppose we have an element f := ∑∞k=k0 cntk/n ∈ K∗ and k0 6= 0. For 0 < r < 1,
define f (r) = ∑∞k=k0 cnrk/n. It’s then easy to see that limr→0+ logr f (r) = k0/n. This
assignment of
val :
∞
∑
k=k0
cntk/n 7→ k0
has some nice properties. In fact, if we define v(0) = ∞ it’s easy to see that
val(a) = ∞ if and only if a = 0
val(ab) = val(a)+ val(b)
val(a+ b )≥min{val(a),val(b)}
which makes val into something known as a non-Archimedean valuation. These
properties will come into play shortly. Continuing our intuitive construction, we
should feel justified in making the following definition.
Definition 3.1. Let V ⊂ (K∗)n be an algebraic variety. Define the tropicalization
Vtrop of V by
Vtrop := Val(V ),
where Val(k1, . . . ,kn) := (val(k1), . . .val(kn)).
3.1.2 The min-plus semiring and tropical varieties
Because we wish to study the “tropical” image of our varieties, we define an arith-
metic on R corresponding to the non-Archimedean valuation.
Definition 3.2. Let a, b ∈ R. Define:
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a⊕ b = min(a,b) (4)
a⊙ b = a+ b (5)
where + is standard addition on R.
Note that multiplicative inverses are given by subtraction, while there is no additive
inverse. The rough idea is that algebraic geometry in Rn with the min-plus arithmetic
should have a correspondence to the tropicalization of algebraic geometry in (K∗)n.
Suppose we have a polynomial
p(x1, . . . ,xn) := ∑
i∈S
aix
i1
1 · · ·x
in
n
with S ⊆ Zn a finite set, i := (i1, . . . , in), and ai ∈ K∗. The equation p = 0 defines a
variety V in (K∗)n, and thus defines a tropical curve Vtrop. Is there a way to recover
Vtrop without passing through (K∗)n? Consider the tropical version of the above
polynomial
ptrop(z1, . . . ,zn) := ∑i∈S Val(ai)⊙ zi11 ⊙·· ·⊙ zinn (6)
= min(Val(ai)+ i1z1 + . . .+ inzni ∈ S), (7)
where the sum in Equation 6 is ⊕ and the zi are the standard coordinates on Rn.
Note that ptrop defines a piecewise linear map Rn →R. Suppose p(r1, . . . rn) = 0 for
ri ∈ K∗. This means ∑i∈S airi11 · · ·rinn = 0.
Define mi = val(airi11 · · ·xrnn ), and let l =min(mi). The coefficient of tq in p(r1, . . . rn)
must be zero for all values of q ∈Q, and thus mi = l for at least two values of i ∈ S.
Let the set of such i ∈ S be given by M ⊆ S. If we reinterpret this condition in terms
of ptrop, we see that
ptrop(val(r1), . . . ,val(rn)) = min(val(ai)+ i1z1 + . . .+ inzn | i ∈ S) (8)
= val(am)+m1 val(r1)+ . . .+mn val(rn) (9)
for any m∈M. In particular, the minimum is simultaneously achieved by at least two
monomials at (val(r1), . . . ,val(rn)). Therefore, Vtrop must be contained in the locus
of the non-smooth pieces of the function defined by ptrop. This motivates an alter-
nate viewpoint of tropical curves as the so-called “corner locus” of the piecewise
linear functions defined by polynomials using the min-plus arithmetic. Such objects
are significantly easier to handle and have very nice combinatorial properties that
allow further abstraction.
We can think of S ⊆ N and write
ptrop(m) = min(val(ai)+ 〈n,m〉 for n ∈ S)
as a function from MR to R.
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Definition 3.3. Let f (z) = ∑n∈S anzn = min{an + 〈n,z〉 for n ∈ S}. As a set, we de-
fine the tropical hypersurface V ( f ) associated to f to be the set in M defined by the
corner locus of f .
Thinking of V ( f ) as a union of codimension one polyhedra of M, we associate a
weight w(e) to each polyhedron e. This is a measure of the severity of the bend that
occurs at e, and is defined to be the index of n− n′ in N, where n′ and n define the
behavior of f on either side of e. One important implication of the geometry behind
this definition is the balancing condition. If dimMR = 2 so V ( f ) is a piecewise
linear graph in R2, we can formulate it in the following way. Let τ be a vertex of
V ( f ) and e1, . . . ,en be edges connected to τ and p1, . . . , pn ∈M be primitive vectors
such that pi points away from τ in the direction of ei. Then
n
∑
i=1
piw(ei) = 0 ∈M.
This condition puts strong constraints on the nature of V ( f ).
Let’s reexamine our example in this context. The polynomial defining the amoeba
in Figure 1 has the following counterpart in K[x1,x2]:
p(x1,x2) = t−1x1 + t2x2− 1
The tropicalized version is given by
ptrop(z1,z2) =−1⊙ z1⊕ 2⊙ z2⊕ 0
and its graph is illustrated in Figure 2.
Fig. 2: On the left, a graph of ptrop(z1, z2). The diagram on the right indicates the monomial that
determines the behavior of ptrop(z1, z2) in each of the regions demarcated by the corner locus of
the graph. The weights of the edges of V (ptrop) are also indicated.
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3.2 Combinatorial objects
For much of what follows, it is useful to abstract the definition of the tropical curve
to a combinatorial formulation satisfying the properties explored above.
3.2.1 Marked tropical curves
For our purposes, it’s most convenient to deal with strictly combinatorial objects
incorporating the features we’ve discussed above. Let ¯Γ be the topological realiza-
tion of a graph with no bivalent vertices. Let Γ [1] be the set of edges, Γ [0] the set of
vertices. Define Γ to be ¯Γ without its univalent vertices. Note that Γ generally will
have non-compact edges, which we gather into a set Γ [1]∞ . Assign a weight function
w : Γ [1] → Z≥0 such that w(Γ
[1]
∞ ) ⊆ {0,1} and w−1(0) ⊆ Γ [1]∞ . Assign a label xi to
each of the weight 0 edges using an inclusion
{x1, . . . ,xn} →֒ Γ
[1]
∞
xi 7→ Exi
The data (Γ ,x1, . . . ,xn) constitutes a marked graph. A marked graph can be given
a geometric manifestation using the following definition.
Definition 3.4 (Marked parametrized tropical curve). A marked parametrized
tropical curve [MPTC] is a continuous map h : (Γ ,x1, . . . ,xn)→ MR satisfying:
• If E ∈Γ [1]∞ and w(E) = 0, then h|E is constant. That is, h collapses labeled edges.
On other edges, h|E is a proper embedding of E into a line of rational slope in
MR.
• Let V be a vertex of Γ , and E1, . . .Em be the edges adjacent to V . Let v(Ei) be a
primitive vector pointing away from h(V ) along the direction of h(Ei). Then
m
∑
i=1
w(Ei)v(Ei) = 0.
In the following, we will conflate a collapsed edge with its label. That is, if
h : (Γ ,x1, . . . ,xn)→MR
is a marked parametrized tropical curve, we write h(xi) = h(Exi).
We say that two parametrized tropical curves h : (Γ ,x1, . . . ,xn) → Rn and h′ :
(Γ ′,x′1, . . . ,x′n)→ Rn are equivalent if there is a homeomorphism φ : Γ → Γ ′ withφ(Exi) = Ex′i for each i and h = h′ ◦φ . We can then define a marked tropical curve
to be an equivalence class of parametrized marked tropical curves.
We say a marked tropical curve h is in XΣ if, for each unmarked unbounded edge
E ∈ Γ [1]∞ , h(E) is a translate of some ρ ∈ Σ [1]. In this case we can define its degree.
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Definition 3.5 (Degree of a marked tropical curve). If h is a marked tropical curve
in XΣ , the degree of h, notated ∆(h), is defined to be
∆(h) := ∑
ρ∈Σ [1]
dρvρ ∈ TΣ
where dρ is the number of unbounded edges of Γ that are mapped to translates of ρ
by h and TΣ is as defined in Section 1.3.
An unbounded edge of a tropical curve mapping in the direction of a ray ρ ∈ Σ
corresponds to an intersection of the corresponding classical curve with the toric
divisor defined by ρ , justifying this naming convention.
Definition 3.6 (Genus of a marked tropical curve). If h is a marked tropical curve
in XΣ , the genus of h is defined by
g(h) := b1(Γ )
.
As an exercise, convince yourself that r(∆(h)) = 0 for any marked tropical curve.
Given ∆(h) = ∑ρ∈Σ [1] dρ vρ ∈ TΣ , we define |∆(h)| := ∑ρ∈Σ [1] dρ .
Fig. 3: On the left, the graph Γ underlying a marked parametrized tropical curve h in XΣ . On the
right, the image of Γ under h with Exi mapping to Pi in MR. The dotted edges are of weight 0,
collapsed by h. The genus of h is 1, and the degree of h is 3tρ0 +3tρ1 +3tρ2 . Note that there are an
infinite number of inequivalent choices of maps h given these particular choices of Γ , images of
Exi in the plane, and directions for the images of the unbounded edges of Γ . That is, the image can
be deformed while preserving these properties.
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In order to use tropical curves for enumerative problems one must count them
with a weighting known as the Mikhalkin multiplicity. See Section 5 for more on
this.
Definition 3.7 (Mult(h)). Let h : Γ →MR (dimMR = 2) be a trivalent marked trop-
ical curve with no edges mapped on top of one another and weight one for all un-
bounded, unmarked edges. For V ∈ Γ [0] with adjacent edges E1,E2, and E3, define
MultV (h) := w1w2|m1∧m2|
= w2w3|m2∧m3|
= w3w1|m3∧m1|
if none of the Ei are marked, and MultV (h) = 1 otherwise. Here wi is the weight of
Ei and mi is a primitive (coprime entries) vector in M pointing away from V along
the edge Ei. Here we identify M∧M with Z and sign ambiguity is absorbed by the
absolute value. Note that the equivalence of the statements is due to the balancing
condition. Then we define
Mult(h) := ∏
V∈Γ [0]
MultV (h). (10)
Fig. 4 The image of a
marked, parametrized trop-
ical curve, h. Assume the
outgoing edges are weight
1, pointing in the directions
(1,1), (1,−1), (−1,1), and
(−1,−1). As an exercise,
compute the Mikhalkin multi-
plicity of h.
3.2.2 Tropical disks and trees
In order to discuss the mirror symmetry relationship for P2, we’ll need two objects
which are closely related to tropical curves: tropical disks and trees. Intuitively,
tropical disks are fragments of a tropical curve broken at a vertex and are the trop-
ical analogue of holomorphic disks, while tropical trees are tropical disks with the
truncated edge extended to infinity.
More formally, let Γ be a weighted, connected finite graph without bivalent ver-
tices, with the additional choice of a univalent vertex Vout adjacent to a unique edge
Eout . Let
Γ ′ := (Γ \Γ [0]
∞
)∪{Vout} ⊆ Γ .
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Fig. 5: The images of two tropical disks in (XΣ ,P1, . . . ,P5) with boundary Q.
Fig. 6: The images of two more tropical disks in (XΣ ,P1, . . .,P5) with boundary Q.
Fig. 7: Maslov index 0 tropical trees in (XΣ ,P1, . . . ,P5). The dashed edges are the distinguished
outgoing edge. Note that in the case of the tropical tree on the right, we could have selected any of
the outgoing edges as the distinguished one.
Suppose that Γ ′ is a tree with one compact external edge and a number of non-
compact external edges. Then a parametrized d-pointed tropical disk in MR with
domain Γ ′ is:
• A choice of inclusion {p1, . . . , pd} →֒ Γ
[1]
∞ \ {Eout}, written pi → Epi .
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• A weight function w : Γ ′[1]→Z≥0 with w(E) = 0 if and only if E = Epi for some
i and w(E) = 1 for all other edges in Γ ′[1]∞ .
• A continuous map h : Γ ′→ MR satisfying the conditions for tropical curves, ex-
cept that there is no balancing condition at the univalent vertex Vout .
An isomorphism of parametrized tropical disks between h1 : (Γ ′1 , p1, . . . , pd)→
MR and h2 : (Γ ′2 , p1, . . . , pd)→ MR is a homeomorphism Φ : Γ ′1 → Γ ′2 respecting
marked edges and weights, such that h1 = h2 ◦Φ . Just as with marked tropical
curves, we refer to an equivalence class of parametrized marked tropical disks a
marked tropical disk.
Definition 3.8 (Tropical disks in (XΣ ,P1, . . . ,Pk) with boundary Q). A tropical
disk in (XΣ ,P1, . . . ,Pk) with boundary Q is a d-pointed tropical disk h : (Γ , p1, . . . , pd)→
MR with h(p j) = Pi j for some 1≤ i1 < .. . < id ≤ k, h(Vout) =Q, and h(E) is a trans-
late of some ρ ∈ Σ [1] for each E ∈ Γ [1]∞ with w(E) = 1.
Multiplicity and degree can be defined for tropical disks as they were defined for
tropical curves, neglecting the univalent vertex. Continuing the analogy with holo-
morphic disks, given a d-pointed tropical disk h, we define its Maslov index as
MI(h) := 2(|∆(h)|− d).
There is a related tropical object of some importance, the tropical tree. Tropical trees
are simply tropical disks where the outgoing edge Eout is extended into unbounded
edge. The degree, multiplicity, and Maslov index are computed in the same way as
was done with tropical disks, in each case ignoring the distinguished unbounded
edge. Tropical trees are important in this particular story because a Maslov index
2 tropical disk with boundary Q can be decomposed as a “stem” with truncated
Maslov index 0 tropical trees sprouting out from it. This idea is the key to the rele-
vance of so-called “scattering diagrams” to the B-model of P2. See Figure 8.
Fig. 8 “Stems” of Maslov
index 2 tropical disks with
boundary Q along with the
outgoing edges of their at-
tached Maslov index 0 trees.
Find the Maslov index two
tropical disks in Figures 5
and 6 corresponding to these
stems.
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4 Tropical curve counting
4.1 Moduli spaces of tropical curves
Definition 4.1. Given an element ∆ ∈ TΣ , define
Mg,k(Σ ,∆) =
{
marked tropical curves in XΣ of genus g
and degree ∆ with k markings
}
Furthermore if ∆ = ∑ρ dρ ρ we set
|∆ |= ∑
ρ
dρ ∈ Z.
Example 4.2. 1. Let Σ be the fan of P2, so M ∼= Z2. The rays are generated by ρ1 =
(1,0), ρ2 = (0,1) and ρ3 = (−1,−1). Let ∆ = ρ1 +ρ2 +ρ3 then M0,0(Σ ,∆) =
MR as the map h is uniquely determined by where the trivalent vertex of Γ goes
and there is no restriction on where to map it. In fact, in general for any Σ ,∆ we
have that MR acts freely on Mg,n(Σ ,∆) by translation.
2. Let Σ be the fan of P1×P1. The rays are generated by ρ1 = (1,0), ρ2 = (−1,0),
ρ3 = (0,1) and ρ4 = (0,−1). Set ∆ = 2ρ1 +2ρ2+2ρ3 +2ρ4. Consider the trop-
ical curve on the left in Fig 1 (the graph Γ is determined from the image of h
for given Pi). Let us fix the combinatorial type of h, i.e. the weighted graph Γ
and the rational slopes of the edges of the image of h and let M [h]1,0(Σ ,∆) denote
the subset of M1,0(Σ ,∆) of MPTCs of combinatorial type h. Up to translation,
a curve in M [h]1,0(Σ ,∆) is uniquely determined be the length of its compact edges
of which there are 8. However the lengths cannot vary freely because their union
needs to be a closed cycle. This imposes two conditions, one for each coordinate
of MR. Let I = {(1,1),(1,0),(1,−1),(0,−1),(−1,−1),(−1,0),(−1,1),(0,1)}
be the set of directions of the bounded edges. We then find that the set M1,0(Σ ,∆)
can be identified with
Fig. 1 A tropical line in P2
is uniquely determined by
where its vertex is (right hand
side). For the tropical curve of
bi-degree (2,2) in P1 ×P1 of
the combinatorial type shown
on the left, there are, up to
translation, 6 further moduli
by varying the lengths of the
8 bounded edges.
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MR×
{
φ ∈Map(I,R>0)
∣∣∣∣∣0 = ∑
v∈I
φ(v)v
}
.
Note that M1,0(Σ ,∆) is 8-dimensional. This coincides with the (complex) di-
mension of the parameter-space of algebraic curves of bi-degree (2,2) in P1×P1
(these are elliptic curves). This is no coincidence as we will see later.
Lemma 4.3. When dimMR = 2, the set of combinatorial types of tropical curves in
XΣ of fixed genus, markings and degree is finite.
Proof. It suffices to show that the set of combinatorial types of unmarked curves
is finite as there is only a finite set of choices for placing the markings. Given one
such curve h, one can construct a piecewise linear convex function MR →R whose
locus of non-linearity coincides with h. The bending at an edge h(E) is w(E) and the
balancing condition guarantees that this gives a globally compatible function. This
function thus determines a Newton polytope in the dual space of MR together with
a triangulation. This is in fact a lattice polytope, so the set of lattice triangulations is
finite. Furthermore, the Newton polytope only depends on the degree of h, so the set
of combinatorial types of unmarked curves is identified with the set of triangulations
of the Newton polytope and this is known to be finite.
A priori Mg,k(Σ ,∆) is merely a set. However, the natural identifications in the
following proposition furnish Mg,k(Σ ,∆) with a piecewise linear structure. Given
h ∈Mg,k(Σ ,∆), let M
[h]
g,k(Σ ,∆) denote the subset of Mg,k(Σ ,∆) of all MPTC with
the same combinatorial type as h, i.e. the same weighted graph Γ and the same
rational slopes of h(E) for each edge E ⊂ Γ with h(E) 6= 0.
Proposition 4.4 (shape of Mg,k).
1. Mg,k(Σ ,∆) =
∐
h M
[h]
g,k(Σ ,∆) where the disjoint union is over all combinatorial
types.
2. M [h]g,k(Σ ,∆) is naturally identified with the interior of a polyhedron.
Proof. The first statement is a tautology. The proof of second works along the lines
of Example 4.2-2., i.e. let I denote the set of slope vectors of the bounded edges of
h(Γ ). Up to translations by elements of MR, we identify Mg,k(Σ ,∆) with the subset
of Map(I,R>0) cut out by m linear equations, one for each cycle in Γ .
More can be said when we restrict to genus zero curves. Set Γ [0] = {V ∈
Γ is a vertex }. Since univalent vertices were removed and there are no bivalent
vertices in Γ each vertex of Γ has valency at least three. We define the overvalency
of Γ by
ov(Γ ) = ∑
V∈Γ is a vertex
valency(V )− 3.
It vanishes if and only if each vertex of Γ has valency three.
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Definition 4.5. A marked parametrized tropical curve h is called simple if h is injec-
tive on vertices, unmarked unbounded edges have weight one and each vertex has
non-zero multiplicity (in particular the overvalence vanishes).
Proposition 4.6 (shape of M0,k(Σ ,∆)).
1. M [h]0,k(Σ ,∆)∼=MR×R
e+k−3−ov(Γ )
>0 where e is the number of unbounded unmarked
edges of Γ .
2. Assume now n = 2, i.e. MR ∼= R2. Given P1, ...,P|∆ |−1 ∈ MR in general position,
we have that
{h ∈M0,|∆ |−1(Σ ,∆) |h(xi) = Pi}
is a finite set of simple curves of different combinatorial types.
Proof. By the proof of part 2. of Prop. 4.4, we need to show that the number of
bounded edges coincides with e+ k− 3− ov(Γ ). Set Γ [0] = {V ∈ Γ is a vertex },
we have that
3|Γ [0]|+ ov(Γ ) = ∑V∈Γ [0] valency(V )
= 2 · (number of bounded edges)+ (number of unbounded edges)
(11)
On the other hand for the Euler characteristic of Γ we find
1− g = χ(Γ ) = |Γ [0]|− (number of bounded edges). (12)
Eliminating |Γ [0]| together with noting that e+ k is the number of unbounded edges
yields
number of bounded edges = e+ k+ 3g− 3−ov(Γ ).
Inserting g= 0 gives the first assertion. To prove the second assertion, note that each
point imposes a 2-dimensional condition and all conditions are independent by the
general position assumption. For M0,k to be non-empty, by a dimension count via
the first assertion and k = |∆ |− 1, we need to have
2+ e+ |∆ |− 4−ov(Γ )− 2(|∆ |− 1)≥ 0.
Note that e≤ |∆ |, so the inequality holds if and only if it is an equality and ov(Γ ) = 0
and e = |∆ |. In this case, h is trivalent with all unbounded edges of weight one. By
the general position assumption, h is injective on vertices and if there was a vertex of
multiplicity zero, all attached edges would be collinear and so one could move this
vertex contradicting zero-dimensionality of the set of solutions. Thus, every curve
is simple. They are of different types by part 1 of Prop. 4.4. The finiteness of the set
of combinatorial types is Lemma 4.3.
In analogy to usual Gromov-Witten invariants, we may define the evaluation map
ev : M
[h]
g,k(Σ ,∆)→ M
k
R, h 7→ (h(x1), ...,h(xk))
which is in fact an affine linear map: it maps a set of polyhedra affine linearly to a
vector space. The set of curves going through a set of points P1, ...,Pk is then
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ev−1(P1, ...,Pk) = {h ∈Mg,k(Σ ,∆) |h(xi) = Pi}
By the previous proposition, this set is finite for k = |∆ | − 1, g = 0 and one may
wonder how its size changes if one varies P1, ...,Pk. If one counts weighted by the
multiplicity of the combinatorial type, we will see later that the count is independent
of the position of the points as long as the points are in general position. This means
that if we take a path from one positioning of the Pi to another positioning and
at some point along the path one combinatorial type ceases to have a solution for
the given points, another combinatorial type takes over! Assuming this result, the
following definition is well-defined (independent of the Pi).
Definition 4.7. We define the number of rational tropical curves of degree ∆ in XΣ
as
N0,trop∆ ,Σ = ∑
h ∈M0,|∆ |−1(Σ ,∆)
h(xi) = Pi
Mult(h)
Definition 4.8. Similarly and classically, we define the number of rational holomor-
phic curves of degree ∆ in XΣ as
N0,hol∆ ,Σ =
∣∣∣∣{ f ∈M 0,k(XΣ ,∆) ∣∣∣∣ f : (C,x1, ...,xk)→ XΣ is a torically transversealgebraic curve with f (xi) = Qi
}∣∣∣∣
where k = |∆ |− 1 and Q1, ...,Qk are points in general position in XΣ .
The following result in particular gives the well-definedness of N0,trop∆ ,Σ .
Theorem 4.9. If dimMR = 2 and g = 0 then
Ng,hol∆ ,Σ = N
g,trop
∆ ,Σ
The theorem is the overlap of a result by Mikhalkin who proved the statement for
any genus g when dimMR = 2 and Siebert-Nishinou [41] who prove it for g = 0 in
any dimension.
4.2 Finding all rational tropical curves through eight points in the
plane
We want to discuss in this section an extended example elucidating Thm. 4.9. It is a
famous fact that there are precisely 12 rational curves of degree three going through
8 generically placed points in the projective plane. Dropping rationality, there is a
one-parameter family of degree three curves going through 8 points. The general
member of this pencil is an elliptic curve but 12 members are rational nodal curves.
So if ΣP2 is the fan of P2 and we fix the degree as ∆3 = 3ω1 +3ω2 +3ω3 for ωi the
generators of the rays in the fan, then we have classically
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Fig. 2 Fan of the blow-up
of P2 in three points and the
Newton polytope of its anti-
canonical divisor.
Fig. 3 A tropical elliptic
curve in XΣ of degree ∆ con-
taining five given points and
the subdivision of the Newton
polytope corresponding to its
combinatorial type.
N0,hol∆3,ΣP2 = 12
and by Thm. 4.9 we expect to find also 12 tropical genus zero curves (counted
with multiplicity) through 8 general points in R2. We reduce the complexity of the
problem by a slight modification. Pick any three of the eight points and consider
the toric structure on P2 where the open torus is the complement of the three lines
going through pairs out of the three points. The blow-up of P2 in the three points
can be realized torically, i.e. there is a subdivision Σ of the fan ΣP2 where each of
the three maximal cones is subdivided into two standard cones and the toric variety
corresponding to the subdivision is the blow-up XΣ = Bl3ptP2. The resulting fan is
shown in Fig. 2. It is the normal fan to a hexagon (in the dual space) depicted on the
right. The anti-canonical degree of XΣ is
∆ = ρ1 + ...+ρ6
where the ρi denote the six generators of the rays in Σ . The combinatorial problem
is now to find all tropical genus zero curves through five general points in R2 of
degree ∆ . Given any 5 points, just by inspection it is quite hard to come up with just
a single such tropical curve. It is easier though to find a genus one curve through
these points as such tropical curves come in a one-parameter family just as their
holomorphic analogues. Fig. 3 depicts such a tropical genus one curve. The degree
of freedom can be seen by the fact that the upper left branch is free to move out
diagonally to the upper left. There is actually a tropical version of the pencil of
elliptic curves as the set of tropical genus one curves going through the five points.
We are going to construct it in the following.
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Fig. 4 Pencil of tropical anti-
canonical curves containing 5
general points in a del Pezzo
surface of degree 6 (blow-up
of P2 in three points). The
rational nodal curves in this
pencil are marked by a star.
The large star is a genus zero
curve of multiplicity four so
that the sum of all rational
curves with multiplicities
adds up to 12. The labels of
the edges of the pencil refer
to the labelling of the steps
in the construction of family
of tropical curves in Fig. 5,
Fig. 6
.
4.2.1 A tropical pencil of elliptic curves
A side effect of the construction of the pencil is going to be that we also obtain all
rational curves going through the five points as those are members of the pencil, so
we will find them on the way. Note that a tropical curve of degree ∆ is uniquely
determined (up to adding a constant) by the piecewise linear convex function R2 →
R whose locus of non-linearity is the tropical curve. Any such function has the
following shape
ϕ : R2 →R, v 7→max{〈v,m〉+ am | m is a lattice points in the Newton polytope}
for some coefficients am ∈ R. As there are seven coefficients, all piecewise linear
convex functions naturally give a convex subset in R7. Requiring that the locus of
non-linearity of such a function contains a certain point imposes a one-dimensional
condition on the function, so by the general positioning of the five points, we expect
that there is a two-dimensional subset of R7 that gives the pencil. There is one excess
dimension over the set of tropical curves as a function φ gives the same tropical
curve as φ + a for any a ∈ R, so we could instead work in R7/R(1, ...,1) ∼= R6 to
obtain the pencil as a piecewise linear one-dimensional subset. We will see that this
subset in our example has the shape depicted in Fig. 4.
Indeed, the movable upper left branch of our tropical elliptic curve of Fig. 3
moves as shown in picture (a) of Fig. 5. It accommodates a nodal rational curve that
shows as a tropical curve with a four-valent vertex. In fact as a marked parametrized
tropical curve, the four-valent point is not actually a vertex, i.e. it is not the image of
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a vertex of the graph under the immersion h. The nodal curve is indicated by a star
in Fig. 4. Moving past the nodal curve, our elliptic tropical curve eventually attains
the property that one of its vertices coincides with one of the 5 fixed points. At
this stage we have swept through the upper left section of R2 with tropical curves
parametrized by the branch of the pencil in Fig. 4 marked by (a) and we reached
a vertex of the pencil. From the vertex there are two directions to move on in the
pencil corresponding to the two regions next to the marked point in the complement
of the vertex-curve. In step (b), we move into the region to the upper right where we
find another nodal curve. We carry on like this moving through further edges of the
pencil. The steps (a)-(f) are depicted in Fig 5, the steps (g)-(k) are depicted in Fig 6.
48 Michel van Garrel, D. Peter Overholser, and Helge Ruddat
(a) (b)
(c) (d)
(e) (f)
Fig. 5: The pencil of elliptic curves sweeps the plane. Whenever a marked points becomes a vertex
of the tropical curve, there are two possibilities to move on in the pencil leading to the various
branches in Fig. 4. We depict here the tropical curves of the the first 6 edges in the pencil
.
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(g) (h)
(i) (j)
(k) (l)
Fig. 6: Complementing Fig. 5, we depict the tropical elliptic curves for the remaining edges in the
pencil. Picture (l) shows the union of all rational curves in the pencil
.
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The last step (k) in which the tropical curves sweep the central region is some-
what special: it gives the edge of the pencil with a univalent vertex. Not only does
this edge contain two nodal curves in its interior, furthermore, the univalent vertex
is also a rational curve of multiplicity four as it has two vertices each of multiplicity
two. In total, we have found 8 nodal curves of multiplicity one and another rational
curve of multiplicity 4 adding up to the expected count:
N0,trop∆ ,Σ = 1+ 1+ 1+ 1+1+1+1+1+4= 12.
Finally picture (l) in Fig 6 shows the union of all rational curves which gives a
polyhedral subdivision of R2 in which the fixed points are vertices.
4.2.2 Is it possible to find twelve tropical curves of multiplicity one?
One may wonder whether it is necessary to have a tropical curve of higher multiplic-
ity in the pencil or whether there exists a configuration of 12 multiplicity one curves
going through some other positioning of the 5 fixed points. From the experience of
our construction of the pencil, one might get the impression that no matter where
we place the 5 points there should always be some region in the middle (in the cycle
that gives the genus of the elliptic curve) that needs to be swept by the pencil leading
to a univalent vertex of the pencil. This vertex is necessarily not an elliptic curve and
most likely of higher multiplicity. While this is a hand-waving argument, there is a
rigorous proof for the non-existence of a configuration of 12 curves that has been
known to real tropical geometers like Ilia Itenberg and Grigory Mikhalkin. It makes
use of the Welschinger invariant. Recall the definition of the Mikhalkin multiplicity
from Def. 3.7. We take from [38, Def. 7.19] the following.
Definition 4.10 (Welschinger multiplicity). Let h : (Γ ,x1, . . . ,xn)→ MR be a sim-
ple marked parametrized tropical curve with dimMR = 2. For V ∈ Γ a vertex, we
define
MultR,WV (h) =
 (−1)
MultV (h)−1
2 if MultV (h) is odd
0 otherwise
and
MultR,W (h) := ∏
V∈Γ [0]
MultR,WV (h).
Definition 4.11 (Tropical Welschinger invariant). Let ∆ be a degree for a smooth
toric surface Σ , in particular dimMR = 2. Set k = |∆ | − 1 and let P1, ...,Pk ∈ MR
points in general position. We define the tropical Welschinger invariant
W trop(Σ ,∆ ,P1, ...,Pk) = ∑
h
MultR,W (h)
where the sum ist over all rational tropical curves of degree ∆ meeting the Pi, i.e.
over
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{h ∈M0,k(Σ ,∆) |h(xi) = Pi}.
The tropical Welschinger invariant draws its significance from the following theo-
rem.
Theorem 4.12. (Mikhalkin [38, Thm. 6], Welschinger [47], cf. [44, Thm. 3.1])
Assume the setup of Def. 4.11. The number W trop(Σ ,∆) = W trop(Σ ,∆ ,P1, ...,Pk) is
independent of the position of P1, ...,Pk and gives a lower bound on the number of
real curves of degree ∆ passing through k real points in the corresponding toric
surface over R.
Most interesting for us is the property of the Welschinger invariant to be indepen-
dent of the position of the points. Let us apply this to the toric del Pezzo of degree
6 that we studied in the previous sections. We can readily compute the Welschinger
invariant from our findings of rational curves via Def. 4.10 and it yields
W trop(Σ ,∆) = 1+ 1+ 1+ 1+1+1+1+1+0= 8.
If there was another configuration of the 5 points for which we had 12 ratio-
nal tropical curves of multiplicity one going through them, the calculation for the
Welschinger invariant would read
W trop(Σ ,∆) = 1+ 1+ 1+ 1+1+1+1+1+1+1+1+1= 12
however this would lead to a contradiction to the previous calculation as the invari-
ant doesn’t depend on the configuration of points we choose to compute it from.
Knowing now that 12 curves are impossible, we can ask which other findings of
curves would give the correct Welschinger invariant of 8.
Exercise 4.13. 1. By going through the possible regular triangulations of the New-
ton polytope, check that rational tropical curves of degree ∆ can have Mikhalkin
multiplicity 1,3,4. (Note that there is a triangulation featuring only one area two
triangle but this triangulation is not regular.)
2. Check that we have the following table on contributions of a rational tropical
curve to the invariants.
Multiplicity (i.e. contribution to N0,trop∆ ,Σ ) 1 3 4
contribution to W trop(Σ ,∆) 1 -1 0
3. Deduce that the conditions Ntrop(∆ ,Σ) = 12 and W trop(Σ ,∆) = 8 allow for ex-
actly one further possible configuration of rational tropical curves through 5
points. It features 10 curves and the multiplicities are respectively
1+ 1+ 1+ 1+1+1+1+1+1+3.
4. Verify the existence of this configuration by using the tropical pencil construction
of the previous section: Start with the multiplicity three curve as the univalent
vertex of the pencil and start sweeping from there.
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5 From tropical curves to algebraic curves and back
We are going to sketch the proof of Theorem 4.9. This will be similar to the expo-
sition in [16], while the original is [41]. The proof is a matching of the following
sets
{tropical curves} 1:Mult←→
{
torically transverse
log stable curves
}
1:1
←→ {torically transverse curves}
and thus involves four steps constructing the maps in each direction. The main tool
is a toric degeneration.
5.1 Toric degenerations compatible with tropical curves
Let XΣ be a smooth toric surface given by a fan Σ in MR. This is the surface that
we want to count rational curves in. Let ∆ ∈ TΣ be a given degree, s := |∆ | − 1
and P1, ...,Ps ∈ MQ = M ⊗Z Q points in general position. By Prop. 4.6, the set
M0,s(Σ ,∆) is finite and consists of simple marked parametrized tropical curves
hi : (Γi,xi1, ...,xis)→MR. We are looking for a polyhedral decomposition of MR with
the following properties
1. the tropical curves are contained in the 1-skeleton of P , i.e.
hi(Γi)⊂
⋃
τ∈P,dimτ=1
τ,
2. P1, ...,Ps are vertices of P ,
3. the vertices in P have rational coordinates and the facets in P have rational
slope,
4. each cell in P has at least one vertex,
5. for each τ ∈P we have limr→0 rτ is a cone in Σ .
This can be obtained as follows. Let Pi be the polyhedral decomposition of MR
induced by hi(Γi). Consider their intersection
P = P1∩ ...∩Ps = {τ1∩ ...∩ τs|τi ∈Pi} \ { /0}.
It satisfies 1 and 3 but not necessarily 2,4, or 5. However if we further intersect with
several translates of the subdivision Σ moving the origin of Σ to each of the Pi we
can make sure is also satisfies 2,4,5. It might be unnecessary to add translates of Σ ,
e.g. in the example of section 4.2.1 for which picture (l) of Fig. 6 shows the union
of rational curves through P1, ...,P5 we find properties 1-5 satisfied directly. There
situations however where it becomes necessary to add translates of Σ , e.g. when
N0,tropΣ ,∆ = 1 than 2 is not satisfied. This happens for instance when XΣ = P2 and
when ∆ is the sum of the primitive generators of the rays. Also one should note that
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Fig. 1 The fan of the toric
degeneration of a degree 6 del
Pezzo given by the polyhedral
decomposition via the union
of the rational tropical curves
in picture (l) of Fig. 6.
a tropical curve might just be a straight line, e.g. the tropical version of the rational
curve P1×{0} in XΣ = P1×P1.
We replace M by 1
a
M where a is the common denominator of the coordinates of
the vertices of P . This doesn’t change N0,tropΣ ,∆ and turns P into an integral subdivi-
sion. Note that (MR,P) is a fan picture (dual intersection complex) for a log Calabi-
Yau space in the sense of Def. 1.2. One obtains a degenerating family f : X → A1
as follows. Let ΣP be the fan over P , i.e.
ΣP = {Cone(σ) | σ ∈P}∪{Cone(σ)∩ (MR×{0}) | σ ∈P}
where
Cone(σ) = {(rm,r) | m ∈ σ ,r ∈ R≥0} ⊂MR⊕R
and Cone(σ) is its closure. We have X is the toric variety associated to ΣP , i.e.
X = XΣP and the map X →A1 is given by the map of fans induced by the projection
MR⊕R→ R. By property 5 of P , we have that ΣP has Σ as the subfan living in
MR × {0}. This means that the general fibre of f is XΣ . Furthermore, P is the
intersection of ΣP with MR×{1}, i.e. geometrically f is a toric degeneration of XΣ
and P indeed gives the fan picture for the central fibre. See Fig. 1 for an example.
5.2 The different counts to be matched
Let Li be the rank one sublattice of M⊕Z generated by (Pi,1) and let G(Li) ⊂
G(M⊕Z) denote the corresponding one-dimensional subtorus of the open dense
torus acting on X . Choose general points Q1, ...,Qs ∈ G(M ⊕ Z) and consider
G(Li).Q, closure of theG(Li)-orbit of of Qi in X . The compositionG(Li).Q⊂X f−→
A1 is an isomorphism, so each G(Li).Q gives a section σi : A1 → X of f .
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X
f
// A1
σ1
ii
.
.
.
σs
``
Set X0 = f−1(0) and more generally Xt = f−1t for t ∈ A1. We are next going to
match the sets
1. Marked parametrized rational tropical curves (h,Γ ,x1, ...,xs) of degree ∆ through
P1, ...,Ps, i.e. the set M0,s(Σ ,∆).
2. Torically transverse log stable genus zero curves
g : C† → X†0
going through σ1(0),...,σs(0).
3. Torically transverse stable genus zero curves in Xt going through σ1(t),...,σs(t)
for a general t.
By what we said before, for any t 6= 0, Xt ∼= XΣ and σ1(t),...,σs(t) lie in general
position for t sufficiently general, so the count in 3. is independent of the choice of
t 6= 0 by usual Gromov-Witten theory. Let K be the algebraic closure of C((t)), so
we have inclusions
C[t]⊂ C((t))⊂ K
that gives the generic point η : SpecK → A1 of the base of f and we may consider
the fibre of f over it which is
Xη = X ×A1 SpecK
and because the family X is trivial outside of the central fibre, we have Xη =
XΣ ×SpecC SpecK which is just the toric variety for the fan Σ over the base field
K. Furthermore the restriction of σ to the point η , i.e. the composition
SpecK η−→ A1 σi−→X
gives a point σi(η) ∈ Xη . We are going to replace the count in 3. by the following
count at the generic fibre of f .
4. Torically transverse stable genus zero curves in Xη going through σ1(η), ...,
σs(η).
The count in 4. coincides with that in 3. because Gromov-Witten invariants don’t
depend on the algebraically closed base field of characteristic zero that we define
XΣ over.
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Fig. 2 Starting from a log
curve that maps to X0, we
construct the associated trop-
ical curve as part of the
one-skeleton of P .
5.3 Turning log curves into tropical curves
Let us start with a log stable curve g : C† → X†0 going through σ1(0),...,σs(0). The
central fibre X0 is a union of closed toric strata Dτ for τ ∈P (Dτ is the closure of
the torus orbit given by Cone(τ) ∈ Σ ). The components are actually Dv for v ∈P a
vertex. One checks that
σi(0) ∈ DPi ,
in fact it lies in the dense torus of DPi . Here it becomes handy that Pi are vertices
of P which we ensured in section 5.1. A component of C j of C maps under g into
some toric surface Dv j for v j a vertex in P . It doesn’t map into the boundary divisor
of Dv by the toric transverseness assumption on g.
We build the tropical curve h : (Γ ,x1, ...,xs)→MR corresponding to the log curve
g by first constructing its image h(Γ ). The vertices of h(Γ ) will be
{v j |C j ⊂C is a component}
and we connect two vertices by a straight line whenever the corresponding compo-
nents of C map to different components of X0. It can happen that different C j map
to the same v j. This won’t bother us. We yet lack the rays shooting off to infinity for
h(Γ ). We add a ray ρ ∈ Σ at the vertex v j for every point of intersection of C j with
a divisor Dω ⊂ Dv j for ω ∈P a ray that is a translate of ρ . We have now built the
image h(Γ ) of a tropical curve containing P1, ...,Ps. Fig. 2 illustrates this process.
It remains to attach weights to edges and rays and to check that the balancing con-
dition holds. To then obtain Γ is straightforward as it is determined by h(Γ ) plus
weights and the Pi. Indeed, the images of edges of Γ under h meet transversely by
the assumption of the Pi to be in general position. As Γ is trivalent, a higher valency
than three of a vertex in h(Γ ) means a crossing of two edges of Γ . Even beyond this,
one should note that the set of vertices v j just given may be larger than the actual set
of tropical curve vertices, for instance when a couple of intervals connect to form a
longer interval, the midpoints get ignored in the definition of (h,Γ ,xi) unless they
are marked points. For the reverse construction later on, one simply retrieves the
midpoints from the knowledge of P .
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5.3.1 The weights
Let us pick an edge E of h(Γ ) that we want to associate a weight to. If E is a ray with
vertex v then we take for its weight the sum of the intersection multiplicities with
DE of the components C j of C that map to Dv. A posteriori we will know that there
is only one such component meeting DE and it has intersection multiplicity one with
DE because the tropical curve we produce is going to be simple by Prop. 4.6 and
unbounded edges of simple curves have weight one.
Let now E be a bounded edge, so DE is the intersection of two components
Dv1 ,Dv2 of X0. We define the weight of E to be the sum of the intersection mul-
tiplicities with DE of all components of C that map to Dv1 and we need that this
number coincides with the one where we replace Dv1 by Dv2 . This is guaranteed by
the log geometry:
Lemma 5.1. Let p be an intersection point of two components C1,C2 of C that map
to Dv1 ,Dv2 where v1 and v2 are connected by an edge E and g(p) ∈ DE . The inter-
section multiplicity of g(C1) with DE coincides with the intersection multiplicity of
g(C2) with DE .
Proof. Recall that Se is the monoid that is given multiplicatively by
Se = 〈x,y,z | xy = ze〉.
Let l be the integral length of E . The log structure of X0 at g(p) is given by the local
structure near the origin in the log chart
Sl → C[x,y,u]/(xy)
x 7→ x
y 7→ y
z 7→ 0.
In other words, while the underlying space X0 is ignorant of the length of E , its log
structure still remembers it. The local structure of the log map g : C† → X†0 takes
the shape in terms of local charts at p and g(p) given in the following commutative
diagram of monoids.
C[x,y]/(xy) C[x,y,u]/(xy)
g
xw←[x
yw 7→y
0←[u
oo
Se
OO
Sl
OO
xw←[x
yw←[y
z←[z
oo
(13)
so there is another integer e that is encoded in the log structure of C (similarly as w
is encoded in the log structure of X0) and there is an integer w that comes from the
log-structure part of the map g. The well-definedness of this part implies
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we = l
and w is the intersection multiplicity with DE = SpecC[u] of either component of
C.
5.3.2 The balancing condition
Let us now pick a vertex v∈ h(Γ ) that corresponds to a componentCv of C that maps
non-constantly into Dv under g. Let DE1 , ...,DEr be the toric divisors in Dv that are
met by g(Cv) with intersection multiplicities w1, ...,wr respectively. Let Σv denote
the fan of Dv with the rays corresponding to E1, ...,Er generated by the primitive
vectors m1, ...,mr. We want to show that
∑
i
wimi = 0
for which it suffices to show that ∑i wi〈mi,n〉 = 0 holds for all n in the dual space.
Such an n defines a rational function zn and 〈mi,n〉 is its order of vanishing along
DEi , so ∑i wi〈mi,n〉 is the divisor of zeros and poles of the restriction of zn to g(Cv)
which is therefore zero.
5.4 Turning tropical curves into log curves
The knowledge about Prop. 4.6 becomes handy for this step. It tells us that there are
only finitely many tropical curves (that we have already built into the construction
of Σ ) and moreover these are all simple. Let now (h,Γ ,x1, ...,xs) be one of them.
We want to construct a torically transverse log curve g : C† → X†0 whose tropical
curve under the association in the previous section 5.3 brings us back to h. We will
need that for an edge ω of P contained in h(E) for an edge E of Γ the weight w(E)
divides the length of ω because this always holds for the resulting tropical curve
obtained from a log curve by the previous section. We can achieve this by replacing
M by 1b M for a suitable b if necessary.
Let Γ̂ be the graph that results from first removing all marked edges from Γ
and then removing each resulting bivalent vertex by identifying its adjacent edges
respectively. We denote by Γ̂ [0] the vertices of Γ̂ (these coincide with those vertices
of Γ that are not adjacent to a marked edge). By Γ̂ [1] we denote the set of edges of
Γ̂ and E j (1 ≤ j ≤ s) refers to the edge of Γ̂ that arises from identifying the edges
of Γ adjacent to Ex j . Note that a priori it could happen that E j = Ek for j 6= k. For
E ∈ Γ̂ [1] we define its weight w(E) as the weight of an edge of Γ that is one of its
constituents (or coincides with it) which is well-defined by the balancing condition
and since w(Exi) = 0.
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For each bounded edge E in Γ̂ let v+E ,v
−
E be an enumeration of its vertices and
for a ray E let v−E be its vertex. Let uE ∈ M be the primitive vector pointing from
h(v−E ) into h(E). (In case E = Ei, let uE be the primitive vector pointing from h(v−E )
into h(E ′) where E ′ is the edge of Γ adjacent to v−E and that got concatenated with
other edges of Γ to become E .) We set ui = uEi and vi− = vEi− . The crucial gadget in
this section is the map of lattices
Φ : Map(Γ̂ [0],M) →
 ∏
E∈Γ̂ [1]
E bounded
M/ZuE
⊕( s∏
i=1
M/Zui
)
H 7→
((
H(vE+)−H(v
E
−)
)
E ,H(v
1
−), ...,H(v
s
−)
)
An element H ∈ Map(Γ̂ [0],MR) gives a piecewise affine deformation hH of h (with
fewer vertices however) by moving the vertices that are in Γ̂ [0] as prescribed by H,
i.e.
Γ̂ [0] ∋ v 7→ v+H(v) =: hH(v).
One extends this to a map hH : Γ̂ → MR by sending a bounded edge affine linearly
the the interval between the images of its vertices and an unbounded unmarked edge
E gets mapped to the parallel translate of h(E) so that its vertex is hH(vE−) (If E is
an edge concatenated from various edges of Γ , then we mean by h(E) the union of
the images of the individual edges under h.) Let ΦR be the result of tensoring Φ by
R. The main point is that hH : Γ̂ → MR is a parametrized tropical curve containing
the Pi if and only if H ∈ kerΦR. Since h is rigid, kerΦR = 0 and thus Φ is injective.
By a rank count one concludes
Lemma 5.2. Φ is an embedding of lattices with finite index.
Let d= |cokerΦ| be this index.
Theorem 5.3. 1. The number of stable maps g : C→ X0 with σi(0) ∈ g(C) that give
back h under the recipe of the previous section is d.
2. The number of possibilities of turning a given g : C → X0 into a strict log map
g : C† → X†0 is
w=
 ∏
E∈Γ [1]
E bounded
w(E)
 ·( s∏
i=1
w(Ei)
)
.
3. We have
d ·w= Mult(h).
Proof. We give only the main ideas since details can be found in [16]. For a lat-
tice L, we denote G(L) = L⊗Z Gm the corresponding group scheme for Gm the
multiplicative group of C. The result of applying G to Φ ,
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G(Φ) : G(Map(Γ [0],M)) →
 ∏
E∈Γ [1]
E bounded
G(M/ZuE)
×( s∏
i=1
G(M/Zui)
)
is a surjection with kernel TorZ1 (coker(Φ),Gm)∼= coker(Φ) of size d because Gm is
divisible. We are going to match choices of stable maps g corresponding to h with
elements in the source of G(Φ) that map to the trivial element in the target. Since
|ker(G(Φ))|= d, we will conclude item 1 of the Theorem from this. This matching
can be seen through the following steps.
1. Given v ∈ Γ̂ [0], let E1, ...,E3 be the adjacent edges of
Γ̂ [0] and ω1,ω2,ω3 ⊂ h(Γ ) ∩P be the correspond-
ing three edges in P containing h(v). One checks
that the standard action of G(Hom({v},M)) ∼= G2m
on Dh(v) induces a transitive and free action on the
set of maps gv : P1 → Dh(v) up to automorphism of
the domain such that gv(P1) meets the three divisors
Dω1 ,Dω2 ,Dω3 at order w(E1),w(E2),w(E3).
2. Let h0 : Γ̂ →MR refer to the map hH with H = 0, i.e. h0 is the adaption of h from
Γ to Γ̂ . For E ∈ Γ̂ [1] an edge connecting v1 to v2, we need to connect gv1(P1) to
gv2(P
1) by a chain of P1s, one for each v ∈P contained in the relative interior
of h0(E). The P1 corresponding to such a v ∈ h0(E) maps into Dv. Each such
Dv has a natural P1-fibration via the map M → M/ZuE and we are looking for
a chain of fibres of these fibrations. The fibres are parametrized by G(M/ZuE)
and the condition that gv1(P1) connects to gv2(P1) can be phrased by saying
that G(Hom({v1},M)) and G(Hom({v2},M)) project to the same element of
G(M/ZuE).
3. Eventually Pi lies in the relative interior of h0(Ei) and σi(0) lies in the fibra-
tion fibre given by some element of G(M/Zui). That g(C) contains this fibre is
encoded in the second factor in the target of G(Φ).
To prove 2. note that by strictness there is only a choice for the log structure at
the special points of C. These are points p ∈ C such that the log structure of X0 at
g(p) is not just the pullback from the base SpecC†. There are three kinds of such
points: points of X0 where two components meet, marked points σi(0) and points in
the toric boundary ∂X0 =
⋃
D⊂XΣ a prime divisor not in X0 D∩X0. One checks that there is
only a choice to be made at points where two components of X0 meet. The structure
there is given by (13). All maps in this diagram are fixed except for the left vertical
one that we may twist. There is not much of a choice for twisting either in order to
keep commutativity. What works for this map is this
x 7→ ζx, y 7→ y
for a wth= l
e
th root of unity ζ . This gives the same log structure on C abstractly but
not the same as a SpecC†-scheme because the product xy changes by ζ and this is
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a section coming from of the log structure in the base SpecC†. On the other hand
twisting both x and y yields something that can be shown to be isomorphic to one of
the given twists.
Finally, some of these choices are isomorphic by an isomorphism of the underly-
ing scheme C. Indeed, we can apply a deck transformation to the source whenever
a P1 maps to Dv for v in the interior of h0(E) with E ∈ Γ̂ [1]. There are w(E) sheets
that we can permute cyclically. This has the effect of that for a given edge E of Γ̂
with vertices v1,v2 the number of choices for the log structure at the nodes of the
chain of P1s connecting gv1(P1) and gv2(P1) is
w(E) · |{ω ∈P an edge with ω ⊂ h0(E)}|
whereas the total of possible deck transformations is
w(E) · |{v ∈P a vertex in the interior of h0(E)}|.
The net choice is thus w(E) for each bounded edge E and there is only one choice
for unbounded edges. If the edge is marked however, there is an additional choice
of where to place the marking in the cover, so a marked edge E contributes an
additional factor of w(E). This gives item 2 in the assertion.
The proof of item 3 starts with a local argument noting the multiplicity at a (triva-
lent) vertex v of Γ̂ is defined by
w(E1)w(E2)|uE1 ∧uE2 |
where E1,E2 are two of the three outgoing edges at v. One finds that |uE1 ∧ uE2 |
coincides with the rank of the cokernel of
Hom({v},M)→ M/ZuE1 ⊕M/ZuE2
which is the map given by projection on each component and it is a constituent of
the map Φ . One can prove item 3 by induction where one removes an unbounded
ray with its vertex in each step. One finally uses item 1 and 2, for more details see
[16].
In short, we have seen in this section that for a tropical curve h : (Γ ,x1, ...,x2)→
MR there are Mult(h) many different torically transverse log curves up to isomor-
phism that match the combinatorics of h.
5.5 From ordinary stable curves to log stable curves
Assume now we are given a torically transverse stable curve gη : Cη → Xη , i.e.
mapping in the generic fibre of the degeneration f : XΣ → A1. We require it to
contain σ1(η), ...,σs(η). A priori, we don’t know Σ as it was constructed from the
tropical curves after choosing Pi and we do neither know the tropical curves nor the
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Pi yet. Instead we start with any Σ satisfying properties 3.-5. of section 5.1. E.g.
the constant family with fibre the toric surface X we started with will do. A fan
satisfying also properties 1. and 2. will come out of the construction in this section.
Starting with the diagram
Cη
gη
//

XΣ \X0
f

SpecK // A1 \ {0}
we want to fill in the fibres over {0}. This can be done by stable reduction after
possibly doing a base change A1 → A1,z 7→ zk which is no problem for us as it just
means a rescaling of P . The resulting stable curve that then maps into XΣ will typi-
cally not be torically transverse. By a suitable toric blow-up supported on the central
fibre X0 and given by a subdivision of P , the map can be made torically transverse,
see [16, Thm. 4.24]. Doing this blow up for each curve in Xη will implicitly ensure
that P contains all tropical curves as required in property 1 and 2. Once one has
filled the central fibre by blow-up and semi-stable reduction we obtain a diagram
C
g
//

XΣ
f

SpecR // A1
with R a discrete valuation ring and the base horizontal map dominant and C a
torically transverse stable map. We obtain the log curve by restriction of g to C0,
the fibre over {0}, plus pulling back the divisorial log structure M(XΣ ,X0) to C0, see
Ex. 2.4.
5.6 From log curves to ordinary curves
Starting with a torically transverse log stable curve g0 : C†0 → X
†
0 , we want to deform
it to a stable map g : C → XΣ so that we can then restrict it to the generic point η to
obtain an ordinary torically transverse stable curve
gη : Cη → (XΣ )η = X ×SpecC SpecK.
This works by log deformation theory. The goal is to lift g0 : C†0 → X
†
0 order by order
to C1,C2, ... where gi : C†i → X
†
Σ is defined over SpecC[t]/(ti+1). We can then take
the projective limit to obtain a curve g∞ : C∞ → XΣ defined over CJtK which we then
restrict to η to get the ordinary curve. There are four steps
1. thicken C†0 to higher orders C
†
i ,
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2. (step 1 plus) extend the map C†i → XΣ ,
3. (step 1,2 plus) extend the marked points x j →Ci as sections over SpecC[t]/(ti+1),
4. (step 1,2,3 plus) make sure that the sections x j map under g to the sections σ j.
The first item is governed by log smooth deformation theory. The obstruction group
is H2(C0,ΘC†0/C†) where ΘC†0/C† is the relative log tangent sheaf and this cohomol-
ogy group vanishes because C0 is a curve so any H2 of a coherent sheaf is zero. The
lifts from C†i to C
†
i+1 form a torsor over
H1(C0,ΘC†0/C†).
For the second step consider the exact sequence
0→ΘC†0/C† → g
∗ΘX†0 /C† →Ng0 → 0 (14)
where ΘX†0 /C† is the (relative) log tangent sheaf of X
†
0 and Ng0 is defined by this
sequence and can be called the log normal sheaf to g0. Obstructions to lifting the
map C†i → XΣ sit in H1(C0,g∗0ΘX†0 /C†). This group is trivial because ΘX†0 /C† is a
trivial vector bundle by a general fact for the standard log structures on toric varieties
and since C0 is a rational stable curve H1(C0,OC0) = 0. One can show that the set
of lifts from C†i → X
†
Σ to C
†
i+1 → X
†
Σ is a torsor over
H0(C0,Ng0),
see [16, Thm. 3.41]. This connects to step one via the connecting homomorphism
in cohomology
H0(C0,Ng0)→ H
1(C0,ΘC†0/C†).
For step 3 consider the embedding ΘC†0/C†(−∑i xi) ⊂ΘC†0/C† . We can modify (14)
to
0→ΘC†0/C†
(
−∑
i
xi
)
→ g∗ΘX†0 /C† →Ng0,x → 0 (15)
where again Ng0,x is defined via this sequence. There will then be a surjection
Ng0,x →Ng0
whose kernel can be identified with
⊕s
i=1 ΘC†0/C† |xi and thus
Ng0,x
∼= Ng0 ⊕
s⊕
i=1
ΘC†0/C†
∣∣∣
xi
. (16)
Given gi : C†i → X
†
Σ with sections xi : SpecC[t]/(ti+1)→ Ci, the set of lifts of this
data to order i+ 1 is a torsor over
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H0(C0,Ng0,x),
see [16, Thm. 3.42].
Finally for step 4, one considers the map
Ξ : H0(C0,Ng0,x)→
s⊕
i=1
g∗ΘX†0 /C†
∣∣∣
xi
given by choosing local lifts near the xi from Ng0,x to g∗ΘX†0 /C† and then restricting
these to the xi. The right hand side records the deformation of the sections σi(0)
and if we want to follow any such deformation with the images g(xi), the map Ξ
needs to be surjective and the set of lifts satisfying item 4 is then a torsor under
kerΞ , see [16, Thm. 3.43]. It turns out the Ξ is an isomorphism, so there is actually
a unique lift for item 4. The proof is going to features the map Φ once more! Using
the splitting (16) we find Ξ is an isomorphism if and only if
Ξ ′ : H0(C0,Ng0)→
s⊕
i=1
g∗ΘX†0 /C†
∣∣∣
xi
ΘC†0/C†
∣∣∣
xi
is one. The range of Ξ ′ can be identified with
s
∏
i=1
(M/Zui)⊗ZC
Via a components-wise calculation and gluing condition, one finds that H0(C0,Ng0)
is identified with the kernel of the surjection
Map(Γ̂ [0],M)⊗C→
 ∏
E∈Γ̂ [1]
E bounded
(M/ZuE)⊗C

Hence, Ξ ′ is an isomorphism if and only if Φ ⊗C is one and we have seen this
earlier. For details, consult [16, §4.5].
6 Mirror Symmetry for P2
We give a sketch of Gross’s construction of mirror symmetry for P2, which can be
seen as a tropical reformulation and expansion of Barannikov’s construction [4]. We
begin with an outline of the relevant details of Barannikov’s construction, touch on
the major concepts and tools of Gross’s construction, and end with a statement of
64 Michel van Garrel, D. Peter Overholser, and Helge Ruddat
the theorem. This exposition should be viewed as an attempt to give an abridged
summary of [16] [15] with a few explanatory notes.
6.1 Introduction
In the case of Calabi-Yau threefolds, mirror symmetry relates the moduli space of
Ka¨hler structures on one manifold X (the so-called A-model) with the moduli space
of complex structures on another manifold, ˇX (the B-model). Our picture is a bit
different, as we’ll be examining a mirror symmetry construction for P2, which is
not Calabi-Yau.
The A-model structure we’ll be discussing on X := P2 is relatively straightfor-
ward to describe; it concerns (roughly) counts of rational curves on X satisfying
certain intersection and genus requirements. These “counts,” called Gromov-Witten
invariants, can be used to perturb the usual cup product on the cohomology of X into
something called quantum cohomology, a construction whose operations can then
be compiled into a particularly nice object called a Frobenius manifold.
When X is Fano, as it is in our case, the mirror object is not a manifold but rather
a Landau-Ginzburg model. In the context of our discussion, this consists of a pair
( ˆX ,W ), where ˆX is a variety and W : ˆX → C a regular function called a Landau-
Ginzburg potential. Through Barannikov’s technique of semi-infinite variation of
Hodge structures [4], one can again recover a Frobenius manifold. Mirror symmetry
dictates that the Frobenius manifolds arising in the A- and B-model constructions
should be the same.
In the case of X = P2, Gross has shown that both sides of the mirror are intrinsi-
cally susceptible to analysis by tropical geometry [16] [15]. In his pioneering work,
Mikhalkin demonstrated its descriptive power for the A-model by showing it pos-
sible to compute certain Gromov-Witten invariants for toric surfaces (including, of
course, P2) by counting tropical curves in R2 [38]. The ease with which these invari-
ants could now be computed and the conceptual insight yielded by the tropical point
of view has inspired many attempts to generalize the result. Gathmann, Markwig,
Kerber, Rau and others have made significant progress in this regard, establishing
not only methods for the tropical computation of certain descendant Gromov-Witten
invariants, but also an intersection theory on a relevant moduli space [12] [36].
The tropical interpretation of the Landau-Ginzburg model is more recent. The
content of Gross’s version of mirror symmetry forP2 is a simple, tropical description
of the Landau-Ginzburg potential such that the mirror relationship can be easily de-
scribed in terms of combinatorial objects. This should be seen as a proof-of-concept
for the Gross-Siebert program, exhibiting mirror symmetry via by expressing either
side of the picture using the same tropical data. For discussion on the generalization
of these ideas and a better sense of their context, please see [16] and especially [17].
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7 Barannikov’s construction
7.1 A model
We will assume basic knowledge of Gromov-Witten theory. For more information,
consult the relevant chapter in this volume. We’ll confine our discussion to the con-
crete example of X := P2. Define M := SpecC[[y0,y1,y2]]. Let Ti be a positive
generator of H2i(P2,Z) and let
γ := y0T0 + y1T1 + y2T2
With this data, we are able to define the Gromov-Witten potential of P2.
Φ :=
∞
∑
k=0
∑
β∈H2(X ,Z)
1
k!〈γ
k〉0,β .
This function encodes much of the enumerative information of P2. Define a constant
metric g on M with
g(∂yi ,∂y j ) :=
∫
P2
Ti∪Tj
and the connection ∇ given by the flat sections ∂yi . Define a product structure on the
tangent bundle of M given by
∂yi ∗ ∂y j := ∑
a,l
(∂yi∂y j ∂ya Φ)gal∂yl .
This data defines a Frobenius manifold. For much more on these objects, see [35].
Identifying Ti with ∂yi , one can think of ∗ as giving a product structure on
H∗(P2,C[[y0,y1,y2]]). This is known as the big quantum cohomology ring. The A-
model data encoded in this manifold can be arranged into a function that will arise
naturally on the other side of the mirror. To define this function, we’ll need a slight
upgrade of the Gromov-Witten invariant, known as the descendent Gromov-Witten
invariant.
Definition 7.1 (Descendent Gromov-Witten invariants). For αi ∈ H∗(X ,C), de-
fine
〈ψ j1 α1, . . .ψ jnαn〉g,β :=
∫
[ ¯Mg,n(X ,β )]vir
ψ j11 ∪ . . .∪ψ jnn ∪ ev∗(α1×·· ·×αn).
Here we’ve attached a natural line bundle Li to ¯Mg,n(X ,β ) associated to each
marked point xi. The fiber of Li at a point [(C,x1, . . . ,xn)] is the cotangent line
mxi/m
2
xi , wheremxi ⊆OC,xi is the maximal ideal. Then ψi := c1(Li)∈H
2( ¯Mg,n(X ,β ),Q).
Definition 7.2 (Givental’s J-function for P2). JP2 : M ×C× → H∗(P2,C) is de-
fined as follows:
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JP2(y0,y1,y2, h¯) := e
y0T0+y1T1
h¯ ∪
(
T0 +
2
∑
i=0
(
y2h¯−1δ2,i
∑
d≥1
∑
ν≥0
〈T 3d+i−2−ν2 ,ψνT2−i〉0,d h¯−(ν+2)edy1
y3d+i−2−ν2
(3d+ i− 2−ν)!
)
Ti
)
We can define functions Ji : M ×C×→H2i(P2,C) by the decomposition of J:
JP2 =
n
∑
i=0
JiTi
7.2 B model
Here we follow the summary of Barannikov’s results [4] as given in [15]. The
mirror of P2 is the Landau-Ginzburg model ( ˆX ,W ), where ˆX := V (x0x1x2− 1) ⊆
SpecC[x0,x1,x2] and W = x0 + x1 + x2.
We consider the universal unfolding of W parametrized by the moduli space
SpecfC[[t0, t1, t2]]
Wt :=
2
∑
i=0
W iti,
and the local system R on M ×C× whose fiber at a point (t, h¯) is the relative ho-
mology group Hn( ˆX ,Re(Wt/h¯)≪ 0). With this setup, Barannikov uses semi-infinite
variation of Hodge parameters to show the following result. See Chapter 2 of [16]
for a discussion of how these structures arise in our particular example. First, there
is a unique choice of the following data:
• A (multi-valued) basis of sections of R, Ξ0,Ξ1,Ξ2, with Ξi uniquely defined
modulo Ξ0, . . . ,Ξi−1.
• A section s of R∨⊗C OM×C defined by integration of a family of holomorphic
forms on ˆX ×M ×C× of the form
eWt/h¯ f dlogx1∧dlogx2
where h¯ is the coordinate on C and f is a regular function on ˆX ×M ×C× with
f |
ˆX×{0}×C× = 1 and which extends to a regular function on ˆX ×M × (C× ∪
{∞}).
• The monodromy associated with h¯ → h¯e2pi i in R is given, in the constructed
basis, by exp(6pi iN), where
N =
 0 1 00 0 1
0 0 0

Enumerative aspects of the Gross-Siebert program 67
• A fiber of R∨ is identified with the ring C[α]/(α3), with α i dual to Ξi. The
selected section s of R∨⊗OM×C× gives us an element of each fiber of R∨,
which we write as
s(t, h¯) =
2
∑
i=0
α i
∫
Ξi
eWt/h¯ f dlogx1∧dlogx2
We require that we can write
s(t, h¯) = h¯−(3α)
2
∑
i=0
φi(t, h¯)(α h¯)i
for functions φi satisfying
φi(t, h¯) = δ0,i +
∞
∑
j=1
φi, j(t)h¯− j
for 0≤ i≤ 2. These conditions place a restriction on the function f . In the above,
h¯−3α =
2
∑
i=0
(3)i
i!
(− log h¯)iα i,
which absorbs the multi-valuedness of the integrals.
As a result of these conditions, if we set yi(t) = φi,1(t), the functions yi form a set of
coordinates on M , limh¯→∞ h¯iφi(0, h¯) = δ0,i, and we are able to state the following:
Proposition 7.3 (Mirror symmetry for P2). Given the above setup, on the C vector
space C[[y0,y1,y2, h¯−1]],
Ji = φi
See [4] for the part of the statement not involving descendent invariants, and [26]
for a more direct proof. The functions φi,t(t) can be thought of as specifying a new
set of coordinates on the moduli space; it is this change of coordinates that gives the
isomorphism of the B-model Frobenius manifold with that arising in the A-model.
In Barannikov’s formulation, this change of coordinates is difficult to make explicit
and not immediately meaningful. We will see that Gross’s tropical methods make
the transition very natural and explicit, providing a tropical interpretation of mirror
symmetry.
7.3 Tropical A-model
The story here is the relatively long and extensive history of the tropical computation
of Gromov-Witten invariants. See Section 5. It’s important to note that not all of
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the invariants appearing in the J function have a priori tropical interpretations. In
particular, tropical versions of descendent invariants of the type 〈ψν Ti,T2, . . . ,T2〉0,d
are, for i 6= 2, a result of the mirror symmetry construction outlined here. The case
where i = 2 was previously treated by Markwig and Rau [36].
8 Tropical B-model
8.1 Family of tropical Landau-Ginzburg potentials
Recalling the role of the Landau-Ginzburg potential as discussed in 7.2, we now
outline the tropical version given in [16]. The idea is to replace Barannikov’s uni-
versal unfolding of W with one that naturally relates to the flat coordinates yi on
the A-model side. Fukaya, Oh, Ohta, and Ono have shown that it is possible to con-
struct a universal unfolding in terms of Maslov index 2 holomorphic disks [9]; there
is a relationship between tropical disks and holomorphic disks [40]. Gross’s con-
struction defines a universal deformation of W in terms of Maslov index 2 tropical
disks; the process of integration glues these disks together to form tropical curves
(appearing on the A-model side of the picture). In this process, the flat coordinates
arise naturally and the mirror statement is a transparent combinatorial relationship.
Fix k points P1, . . . ,Pk and a single point Q in general position in MR. In this
context, general position can be achieved by choosing points for which the line
connecting any pair is of irrational slope. For the definitions of tropical curves, disks,
and trees, see Section 3.
Definition 8.1 (Rk). For each Pi ∈ {P1, . . . ,Pk} associate the variable ui in the ring:
Rk :=
C[u1, . . . ,uk]
(u21, . . . ,u
2
k)
For a tropical disk or tree h in (XΣ ,P1, . . . ,Pk), define I(h)⊆ {1, . . . ,k} by
I(h) := {i|h(p j) = Pi for some j}
Definition 8.2 (uI(h)). Let h be a tropical disk or tree in (XΣ ,P1, . . . ,Pk). Then
uI(h) := ∏
i∈I(h)
ui
Definition 8.3 (Mono(h)). Let h be a Maslov index 2 tropical disk with boundary Q
or Maslov index 0 tropical tree. Then
Mono(h) := Mult(h)uI(h)z∆ (h) ∈ C[TΣ ]⊗C Rk[[y0]]
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where z∆ (h) ∈ C[TΣ ] is the monomial associated to ∆(h). We will often write xi for
zvρi . See Figure 1.
Fig. 1 Toric fan for P2
Definition 8.4 (Wk(Q)). We define the k-pointed n-descendent Landau Ginzburg po-
tential as
Wk(Q) := y0 +∑
h
Mono(h)
where the sum is over all Maslov index 2 disks h ∈ (XΣ ,P1, . . . ,Pk) with boundary
Q.
8.2 B-model tropical moduli
Here we define Givental’s B-model moduli space [13], closely following the pre-
sentation in [15].
Fix a complete fan Σ in MR with XΣ a non-singular toric variety.
As the assumption of non-singularity implies the surjectivity of r, we have the
following exact sequence:
0→ KΣ → TΣ → M → 0
with the third arrow given by r and KΣ its kernel. Dualizing over Z gives
0→ N → HomZ(TΣ ,Z)→ PicXΣ → 0
Tensoring with C× gives the sequence
0→ N⊗C×→Hom(TΣ ,C×)→ PicXΣ ⊗C×→ 0
with the third arrow defining the map κ , providing the family of mirrors to XΣ . Set
ˇX := Hom(TΣ,C×) = SpecC[TΣ].
The Ka¨hler moduli space of XΣ is defined to be
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MΣ := PicXΣ ⊗C× = SpecC[KΣ ]
Of course, this is very simple in our case with KΣ ∼= Z. Note that κ , by definition, is
now a map:
κ : SpecC[TΣ ]→MΣ
A fiber of κ over a closed point of MΣ is isomorphic to SpecC[M].
Define the k-order thickening of the Ka¨hler moduli space MΣ to be the ringed
space
MΣ ,k := (MΣ ,OMΣ ,k )
where OΣ ,k(U) for U ⊆MΣ given by expressions of the form
∞
∑
n=0
I⊆{1,...,k}
fn,Iyn0uI
where uI ∈ Rk, fn,I is a holomorphic function on U for each n and I and there are
only a finite number of terms for each n.
The k-order thickening of the mirror family ˇXΣ ,k := ( ˇXΣ ,O ˇXΣ ,k ) is defined simi-
larly, giving us a family
κ : ˇXΣ ,k →MΣ ,k
In our particular example, writing xi for the monomial zvρ ∈ C[TΣ ], it’s easy to see
that κ is a map κ : (C×)3 → C× with
κ(x0,x1,x2) = x0x1x2.
The relevance of this discussion to our earlier constructions is clear; Wk(Q) is, by
construction, a regular function on ˇXΣ ,k. We can think of this map as providing a
family of Landau-Ginzburg potentials.
The sheaf of relative differentials Ω 1
ˇXΣ ,k/ ˜MΣ ,k
is canonically isomorphic to the
trivial locally free sheaf M⊗Z O ˇXΣ ,k , with m⊗ 1 corresponding to the differential
dlogm := d(z
m)
zm
where m is any lift of m ∈M to TΣ under the map r and dlogzm is well defined as a
relative differential independent of the choice of the lift. Thus, a choice of generator
∧2M∼=Z determines a nowhere-vanishing relative holomorphic two-form Ω , which
is, up to sign, canonical. Explicitly, if e1, e2 is a positively oriented basis of M, we
choose
Ω := dloge1∧dloge2
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8.3 Automorphisms
There is an obvious dependence on the potential Wk on the position of the points
Q,P1, . . . ,Pk; significantly, the changes induced by different choices of points are
restricted to those given by the action of a particularly nice group.
Definition 8.5 (VΣ ,k). VΣ ,k is the group of automorphisms of C[TΣ ]⊗CRk[[y0]] gen-
erated by elements of the form exp(cuIzm⊗ n), whose action is given by:
exp(cuIzm⊗ n)(zm
′
) = zm
′
(1+ cuI〈n,r(m′)〉zm)
The generators of this group preserve our choice of Ω ; in fact, the original version
of this group was defined as a group of Hamiltonian symplectomorphisms.
8.4 Scattering diagrams
The essential tool for understanding the dependence of Wk(Q) on Q∈MR is the scat-
tering diagram. The definition we shall give, from [16], has broad generalizations,
but in this situation the underlying idea is very concrete and intuitively appealing.
One defines a collection of rays and lines (walls) in the plane, each with an attached
function in C[TΣ ]⊗C Rk[[y0]]. Given the data of a wall and an attached function, one
one can give an automorphism in VΣ ,k defined by crossing the wall in either of the
possible directions.
Definition 8.6. [16] Fix k ≥ 0.
1. A ray or line is a pair (d, fd) such that
• d⊆MR is given by
D= m
′
0−R≥0r(m0)
if d is a ray and
d= m
′
0−Rr(m0)
if d is a line, for some m′0 ∈ MR and m0 ∈ TΣ with r(m0) 6= 0. The set d is
called the support of the line or ray. If d is a ray, m′0 is called the initial point
of the ray, written as Init(d).
• fd ∈ C[zm0 ]⊗C Rk ⊆C[TΣ ]⊗C Rk[[y0]].
2. A scattering diagram D is a finite collection of lines and rays.
If D is a scattering diagram, we write
Supp(D) := ∪d∈Dd⊆MR
and
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Sing(D) :=
⋃
d∈D
∂d∪
⋃
d1,d2
dimd1∩d2=0
d1∩d2
where ∂d= {Init(d)} if d is a ray, and empty if it is a line.
Definition 8.7 (θγ,D ∈ VΣ ,k). Given a scattering diagram D and smooth immersion
γ : [0,1]→ MR \ Sing(D) whose endpoints are not in Supp(D), with γ intersecting
Supp(D) transversally, this information defines a ring automorphism θγ,D ∈ VΣ ,k.
First, find numbers
0 < t1 ≤ t2 ≤ . . .≤ ts < 1
and elements di such that γ(ti) ∈ di, di 6= d j if i 6= j and s is taken to be as large
as possible to account for all elements of D that are crossed by γ . For each i ∈
{1, . . . ,s}, define θγ,di ∈ VΣ ,k to be the automorphism with action
θγ,di(zm) = zm f 〈n0,r(m)〉di
θγ,di(d) = d
for m ∈ TΣ , d ∈ Rk[[y0]], where n0 ∈ N is chosen to be primitive, annihilating the
tangent space to di and satisfying
〈n0,γ ′(ti)〉< 0
Then θγ,D := θγ,ds ◦ · · · ◦θγ,d1 , where composition is taken from right to left.
In our particular example, we construct our walls from the outgoing edges of
Maslov index 0 trees and attach functions determined by the degree, multiplicity,
and marked points of the corresponding tree. Given a general choice of P1, . . . ,Pk,
there should be a finite set Trees(Σ ,P1, . . . ,Pk) of Maslov index zero trees in XΣ
with the property that each maps its marked points to some subset of {P1, . . . ,Pk}.
Definition 8.8. [16] We define D(Σ ,P1, . . . ,Pk). to be the scattering diagram which
contains one ray for each element h of Trees(Σ ,P1, . . . ,Pk), The ray corresponding
to h is of the form (d, fd), where
• d= h(Eout).
• fd = 1+wΓ (Eout)Mono(h), where wΓ (Eout) is the weight of the outgoing edge
Eout .
When the outgoing edges of two trees meet, one can construct a new tree by glu-
ing them together and attaching an appropriate outgoing edge. This outgoing edge
corresponds to a ray in the scattering diagram D (see the lower left wall in Figure
2). It is this process that inspired the term “scattering.” This property automatically
induces a very nice feature of D: the automorphism defined by going around a loop
of any (unmarked) vertex in our scattering diagram is the identity. In other examples
of scattering diagrams, walls will need to be added at intersection points to ensure
this phenomenon [32].
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Proposition 8.9. [16] Let P1, . . . ,Pk be chosen generally. If
P ∈ Sing(D(Σ ,P1, . . . ,Pk))
is a singular point with P /∈ {P1, . . . ,Pk}, and γP is a small loop around P, then
θγP,D(Σ ,P1,...,Pk) = Id.
8.5 Broken lines
Once we have assembled a scattering diagram, the Maslov index 2 disks with a
particular endpoint Q can be found by analyzing objects called broken lines. The
precise definition (given in Section 5.4.4 of [16]) is not necessary for this exposition,
but the idea is quite simple. One begins with a line of slope equal to one of elements
of Σ [1] in MR far away from our chosen points in the plane. Label the line with
the monomial associated to its element of TΣ , and begin traveling along the line
(in the direction opposite that specified by the monomial) until reaching a wall of
the scattering diagram. At this point, you can either choose to bend the line in a
fashion dictated by the wall while appropriately adjusting the attached monomial or
continue on undisturbed. If you end up hitting Q after some time, you’ve discovered
a broken line with endpoint Q. Recalling that each of the walls of our scattering
diagram correspond to a set of Maslov index 0 disks, the process of constructing a
broken line can be thought of as taking a stem (the broken line) and attaching a set
of disks corresponding to the walls at which the line bends. It turns out that each
Maslov index 2 disk can be decomposed in such a fashion, giving us the following
useful result.
Proposition 8.10. If Q /∈ Supp(D(Σ ,P1, . . . ,Pk)) is general, then there is a one-to-
one correspondence between broken lines with endpoint Q and Maslov index 2 disks
with boundary Q. In addition, if β is a broken line corresponding to a disk h, and
czm is the monomial associated to the last segment of β , then
czm = Mono(h)
8.5.1 Examples
See Figures 2, 3, and 4.
8.6 Tropical invariants
In order to discuss the results of the period integrals, we must first give a notion
of the tropical versions of the Gromov-Witten invariants involved in Givental’s J-
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Fig. 2 The scattering diagram
for W2(Q) and this particular
arrangement of points. Bro-
ken lines are shown dotted.
The monomials correspond-
ing to the broken lines are
(beginning with that in the 12
o’clock position and proceed-
ing clockwise): x2, u2x1x2, x1,
x0, u1x0x2.
Fig. 3: Maslov index two disks corresponding to the broken lines in Figure 2.
function for P2. The exact definitions are not particularly illuminating, but the basic
idea is essential to understanding our mirror symmetry construction. In order to
understand what type of curves contributing to these invariants, we must define a
slightly different moduli space of parametrized tropical curves than was explored in
Section 4.
Definition 8.11 (M0,k+1(Σ ,∆ ,P1, . . . ,Pk,ψνS)). Let P1, . . . ,Pk ∈MR be general. Let
S ⊆MR. Define
M0,k(Σ ,∆ ,P1, . . . ,Pk,ψν S)
to be the moduli space of rational (k+ 1)-pointed tropical curves in XΣ ,
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Fig. 4 The scattering dia-
gram for W2(Q′) and the same
choice of Pi as in Figure 2.
The monomials correspond-
ing to the broken lines are
(beginning with that in the 12
o’clock position relative to Q′
and proceeding clockwise):
x2, u1u2x1x2, u2x1, u1x2, x1,
x0. For an explanation of
the functions attached to the
walls, see [16], Section 5.4.3.
h : (Γ , p1, . . . , pk,x)→MR
of degree ∆ such that
• h(p j) = Pj, 1≤ j ≤ k.
• h(x) ∈ S.
• If Ex shares a vertex V j with Ep j , then
Val(V j) = 3+ν
and the valency of the vertex Vi attached to Epi for i 6= j is given by
Val(V j) = 3
• Otherwise, the valency of the vertex Vx attached to Ex is given by Val(Vx) = ν +3
and Val(V j) = 3 for 1≤ j ≤ k.
• The weight of each unbounded edge of Γ is either 0 or 1. Note that all unmarked,
unbounded edges must have weight 1 and be translates of elements of Σ[1].
For compactness of notation, we depart slightly from the notation of [16]. Let
S0 ⊆ MR be the set {Q}, S1 = L ⊆ MR the tropical line with vertex Q (the tropical
curve given by attaching unbounded rays in the direction of (−1− 1), (1,0), and
(0,1) to Q), and S2 = MR . Gross defines tropical invariants of the form
〈P1, . . . ,Pk,ψν Si〉trop0,d
with 3d − ν − k + (2 − i) = 0. These are meant to be (and, as we shall see,
are) equal to the corresponding classical Gromov-Witten invariants of the form
〈
k︷ ︸︸ ︷
T2, . . . ,T2,ψνT2−i〉0,d for P2. The tropical invariants are defined by summing the
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contributions of curves in M0,k+1(Σ ,∆ ,P1, . . . ,Pk,ψν− jSi− j) for 0≤ j ≤ i with the
appropriate (and quite complicated) multiplicities. For the precise definitions, see
Section 5.2 of [16]. Each of the tropical curves contributing to these invariants are
glued from tropical disks and trees, objects with a close correspondence to terms
appearing in the tropical Landau-Ginzburg potential. This is the connection that
binds the A- and B-models in this construction. See Figures 5 and 6 for examples of
tropical curves relevant to these invariants.
Fig. 5: Tropical curves contributing to 〈P1,P2,ψ2S0〉trop0,2 , 〈P1,P2,ψ3S1〉
trop
0,2 , and 〈P1,P2,ψ4S2〉
trop
0,2 .
Edges have been drawn as perturbed from their true direction when necessary for clarity.
8.7 Evaluation of integrals
Through the evaluation of period integrals, the tropical objects controlling the
Landau-Ginzburg model are assembled into tropical curves representing A-model
invariants. This is the punchline of the construction. Here we return to the setup of
language of 7.2. Let R be the local system on MΣ ,k×C∗ whose fiber over (u, h¯) is
given by
H2(κ−1(u),Re(W0(Q)/h¯)≪ 0).
Note that this local system is unconcerned with our thickening by the ring Rk. Gross
shows that it’s possible to find a local basis Ξ0,Ξ1,Ξ2 of R satisfying Barannikov’s
conditions such that the integrals
∫
Ξ e
W0(Q)/h¯Ω take on a particular form. We pro-
ceed by writing
exp(Wk(Q)/h¯) = exp(W0(Q))exp((Wk(Q)−W0(Q))/h¯)
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Fig. 6: Tropical curves contributing to 〈P1,P2,ψ2S0〉trop0,2 , 〈P1,P2,ψ3S1〉
trop
0,2 , and 〈P1,P2,ψ4S2〉
trop
0,2
with basepoint Q′.
and expanding the latter part into a finite power series. This term corresponds to
gluings of the finite number of Maslov index 2 tropical disks which pass through
marked points. The variables ui square to zero, so only a finite number of such
gluings result in nonzero monomials. Using the properties of the sections Ξi, one
can show that
2
∑
i=0
α i
∫
Ξi
e(x0+x1+x2)/h¯xn00 x
n1
1 x
n2
2 Ω = h¯
−3α eαy1
2
∑
i=0
ψi(n0,n1,n2)α i,
where
ψi(n0,n1,n2) =
∞
∑
d=0
Di(d,n0,n1,n2)h¯−(3d−n0−n1−n2)edy1
and the Di are some explicit numerical quantities. With this result and the explicit
dependence of Wk on the scattering, the problem becomes combinatorial in na-
ture. The key to understanding the integral is to first break the finite expansion of
exp((Wk(Q)−W0(Q))/h¯) into several sums and showing that, selecting one of these
sums, we can make the resulting contribution to the integral be zero if we move Q
out toward infinity in an appropriate direction. The structure of the scattering di-
agram is used to study how these contributions change as Q moves back in from
infinity. The resulting terms can be interpreted as tropical curves. As can be seen by
comparing Figures 2 and 4, there is a clear dependence Wk(Q) on Q. As the choices
of Q and Pi vary, Gross shows that Wk is transformed by elements of VΣ ,k; this
results from the combinatorial properties of the scattering diagrams used to define
the potential. It’s easy to show that the action of such an element on Wk preserves
the result of our desired integral. The result of this analysis, as given in [15], is the
following direct relationship between A-model and B-model data:
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9 Mirror symmetry
Theorem 9.1. A choice of general points P1, . . . ,Pk and Q gives rise to a function
Wk(Q)∈C[TΣ ]⊗CRk[[y0]] and hence a family of Landau-Ginzburg potentials on the
family κ : ˇXΣ ,k →MΣ ,k with a relative nowhere-vanishing two form Ω as defined
before. This data gives rise to a local system R on MΣ ,k ⊗ SpecC[h¯, h¯−1] whose
fiber over (κ , h¯) is given by H2(( ˇXΣ ,k)κ ,Re(W0/h¯) ≪ 0). There exists a multi-
valued basis Ξ0, Ξ1, Ξ2 of sections of R satisfying the conditions of the introduction
such that
2
∑
i=0
α i
∫
Ξi
eWk(Q)/h¯Ω = h¯−3α
2
∑
i=0
φi(α h¯)i
with
(φi(y0,y1,u1, . . . ,uk, h¯−1) = δ0,i +
∞
∑
j=1
φi, j(y0,y1‘,u1, . . . ,uk)h¯− j
for 0≤ i≤ 2, with
φ0,1 = y0
φ1,1 = y1 := log(κ)
φ2,1 = y2 := ∑ki=1 ui.
Furthermore,
φi = Jtropi (y0,y1,y2).
Where
Jtrop
P2
(y0,y1,y2, h¯) := exp
(
y0T0 + y1T1
h¯
)
∪
(
T0 +
2
∑
i=0
(
y2h¯−1δ2,i
+ ∑
d≥1
∑
ν≥0
〈T 3d+i−2−ν2 ,ψνT2−i〉
trop
0,d h¯
−(ν+2)edy1
y3d+i−2−ν2
(3d+ i− 2−ν)!
)
Ti
)
=:
2
∑
i=0
Jtropi Ti
There is an immediate corollary.
Corollary 9.2. Let MΣ ,k be the formal spectrum of the completion of C[KΣ ]⊗C
Rk[[y0]] at the maximal ideal (y0,κ − 1,{ui}). The completion is isomorphic to
C[[y0,y1]]⊗C Rk with y1 := logκ , the latter expanded in a power series at κ = 1.
Let
ˇXΣ ,k = ˇXΣ ,k×MΣ ,k MΣ ,k.
The function Wk(Q) is regular on XΣ ,k and restricts to W0(Q) = x0 + x1 + x2 on
the closed fiber of ˇXΣ ,k →MΣ ,k and hence gives a deformation of this function over
MΣ ,k. Thus we have a morphism from MΣ ,k to the universal unfolding moduli space
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SpecC[[y0,y1,y2]]. This map is given by:
y0 7→ y0
y1 7→ log(κ)
y2 7→ ∑i ui
Furthermore, we have the equivalence between the classical accuracy of Gross’s
tropical descendent invariants and Proposition 7.3 (mirror symmetry for P2). More
precisely, consider the following proposition:
Proposition 9.3. Jtrop
P2
= JP2 .
We have the following as a corollary of Theorem 9.1.
Corollary 9.4. Proposition 7.3 and Proposition 9.3 are equivalent.
10 Further reading
This chapter has given mention to topics appearing in a wide swath of literature, and
there are many connected works for the interested reader to explore. As mentioned
in the introduction, an excellent survey of the relationship between the Strominger-
Yau-Zaslow conjecture and the Gross-Siebert program can be found in [17]. This
article serves as a helpful reading guide for much of the literature surrounding this
topic. Another valuable source of insight into the philosophy of the program can be
found in the article giving its announcement [18].
For a more in depth treatment of log geometry, the reader is recommended the
relevant chapter in the book [16] by Gross. This source has the advantage to be
tailored towards the Gross-Siebert program. Log differential forms in the Gross-
Siebert program are treated in [19, 42]. Concerning logarithmic Gromov-Witten
invariants, the foundational paper [21] by Gross and Siebert defines the relevant
moduli space.
There are many good introductions to tropical geometry. For an entertaining and
insightful overview, see the lecture of Maxim Kontsevich given at the Fields Institute
[31]. The application of the field to enumerative geometry was spearheaded by Grig-
ory Mikhalkin [38]; our exposition is based on [41] and [16]. Welschinger Invari-
ants are treated in [27, 44]. Significant further progress has been made by Allerman,
Markwig, and Rau, among others [2] [36]. The latter works establish a tropical in-
tersection theory whose analysis significantly expands the range of Gromov-Witten
theory invariants calculable via tropical methods.
Another application of tropical geometry to mirror symmetry, in this case the
elliptic curve, is given by Boehm, Bringmann, Buchholz, and Markwig in [6]. As
repeatedly mentioned, a much more comprehensive source for the material given in
Section 6 can be found in Gross’s book [16], while the author gives a more concise
description in an article [15]. Chapter 6 of the book also contains very explicit and
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concrete description of the details of the Gross-Siebert program in dimension two.
Some of the tools used in this construction, specifically scattering diagrams and
broken lines, seem to have a very rich structure with a number of deep connections
beyond this particular context. For a discussion of the relationship with the so-called
“wall crossing structures” of Kontsevich and Soibelman, see Section 10 of [33]. An
application to cluster algebras is forthcoming in work by Gross, Hacking, Keel and
Kontsevich.
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