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Interconnection and damping assignment passivity-based control (IDA-PBC) is an excel-
lent method to stabilize mechanical systems in the Hamiltonian formalism. In this paper,
several improvements are made on the IDA-PBC method. The skew-symmetric intercon-
nection submatrix in the conventional form of IDA-PBC is shown to have some redundancy
for systems with the number of degrees of freedom greater than two, containing unnecessary
components that do not contribute to the dynamics. To completely remove this redundancy,
the use of quadratic gyroscopic forces is proposed in place of the skew-symmetric intercon-
nection submatrix. Reduction of the number of matching partial differential equations in
IDA-PBC and simplification of the structure of the matching partial differential equations are
achieved by eliminating the gyroscopic force from the matching partial differential equations.
In addition, easily verifiable criteria are provided for Lyapunov/exponential stabilizability by
IDA-PBC for all linear controlled Hamiltonian systems with arbitrary degrees of underactua-
tion and for all nonlinear controlled Hamiltonian systems with one degree of underactuation.
A general design procedure for IDA-PBC is given and illustrated with examples. The duality
of the new IDA-PBC method to the method of controlled Lagrangians is discussed. This
paper renders the IDA-PBC method as powerful as the controlled Lagrangian method.
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2I. INTRODUCTION
Mechanical systems are ubiquitous in nature and engineering, and there have been
many studies on modeling motions of insects, animals, fish and humans in the framework
of mechanics and control. For example, a model for clock-actuated legged locomotion of
human and biologically-inspired robots is proposed and analyzed in [1]. A control-theoretic
strategy for human walking gait assistance is suggested with a biped model to lessen the
perceived weight of a patient’s center of mass through a robotic angle-foot orthosis with
one actuated degree-of-freedom [2]. A time-scaling control law is developed and applied
to two passive-dynamic bipeds: a compass-gait biped and a simple biped with torso [3].
One of the main objectives in all these studies is to study stability and stabilization of the
motion of the system.
The energy shaping method stands out among the methods for the stabilization of
mechanical systems since it preserves the mechanical structure, provides a systematic pro-
cedure for constructing control laws, and yields a large region of stability. The idea of this
method is simple. Given an unstable mechanical system, one transforms it via feedback to
a stable mechanical system whose total energy function obtains a minimum value at the
equilibrium of interest and then injects a dissipative feedback force to obtain asymptotic
stability of the equilibrium point. In this process of transformation, the original total en-
ergy function with a saddle-type critical point at the equilibrium point is transformed to
a new total energy function with a minimum value at the equilibrium point. In order to
find such a new mechanical system with a stable energy function, one has to solve par-
tial differential equations (PDEs) for the mass matrix and the potential function of the
new mechanical system. The PDEs for the new mass matrix are called kinetic matching
conditions or kinetic matching PDEs, and the PDEs for the new potential function are
called potential matching conditions or potential matching PDEs. Hence, understanding
the structure of the matching PDEs and their solvability is crucial in the application of the
energy shaping method.
3To help readers grasp the idea quickly, let us give some examples of energy shaping.
Consider the following one-degree-of-freedom mechanical system with control u:
q˙1 = p1; p˙1 = q
1
+ u,
where q1, p1, u ∈ R. It can be written in Hamiltonian form with the control force u as
follows:
⎡
⎢
⎢
⎢
⎢
⎢⎣
q˙1
p˙1
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
0 1
−1 0
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂H
∂q1
∂H
∂p1
⎤⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎣
0
1
⎤⎥⎥⎥⎥⎥⎦
u
where
H(q1, p1) = 1
2
(p1)2 − 1
2
(q1)2 (1)
is the Hamiltonian (or total energy) function. The equilibrium point (q1, p1) = (0,0) is
unstable in the uncontrolled dynamics with u = 0 and it is a saddle point of H. Apply the
feedback control
u = −2q1 − bp1 (2)
with b > 0 to transform the system to the following closed-loop system
q˙1 = p1; p˙1 = −q
1
− bp1
which can be put in the following form
⎡⎢⎢⎢⎢⎢⎣
q˙1
p˙1
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
0 1
−1 −b
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂Ĥ
∂q1
∂Ĥ
∂p1
⎤⎥⎥⎥⎥⎥⎦
(3)
4where
Ĥ(q1, p1) = 1
2
(p1)2 + 1
2
(q1)2. (4)
The new Hamiltonian Ĥ obtains its minimum value at the equilibrium point (q1, p1) = (0,0)
and its time-derivative along the trajectory of the closed-loop system is computed as
dĤ
dt
= −b(p1)2 ≤ 0, (5)
which implies that (q1, p1) = (0,0) is Lyapunov stable. By computing the eigenvalues
of the closed-loop dynamics, one can show that (q1, p1) = (0,0) is asymptotically stable.
Notice that the first term −2q1 of the control u in (2) shapes the original Hamiltonian H
to the new one Ĥ by altering the potential function from −1
2
(q1)2 to 1
2
(q1)2 so that the
equilibrium point (0,0) becomes the minimum point of the new Hamiltonian function. The
second term −bp1 of the control u in (2) introduces dissipation to the closed-loop system
such that the Hamiltonian Ĥ becomes non-increasing in the closed-loop system as shown
in (5) to achieve asymptotic stability.
Sometimes, potential energy shaping alone is not enough, so it is necessary to do kinetic
energy shaping as well. Consider the following system:
q˙1 = p1,
q˙2 = p2,
p˙1 = q
1
− q2,
p˙2 = −q
1
+ u,
where (q1, q2) ∈ R2 is the position vector; (p1, p2) ∈ R2 is the momentum vector; and u ∈ R
is the control. It is easy to verify that the equilibrium point (q1, q2, p1, p2) = (0,0,0,0)
is unstable when u = 0. The above system can be put in controlled Hamiltonian form as
5follows:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
q˙1
q˙2
p˙1
p˙2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂H
∂q1
∂H
∂q2
∂H
∂p1
∂H
∂p2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
0
1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u, (6)
where
H =
1
2
(p1)2 + 1
2
(p2)2 − 1
2
(q1)2 + q1q2 (7)
is the Hamiltonian. Notice that H does not obtain a minimum value at the origin, being
consistent with the instability of the origin. Apply the following feedback control:
u = 7q1 − 4q2 + 5p1 − 2p2 (8)
which transforms the given system to the following closed-loop system
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
q˙1
q˙2
p˙1
p˙2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 2 5
0 0 5 13
−2 −5 0 0
−5 −13 0 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂Ĥ
∂q1
∂Ĥ
∂q2
∂Ĥ
∂p1
∂Ĥ
∂p2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(9)
where
Ĥ =
13
2
(p1)2 − 5p1p2 + (p2)2 + 17
2
(q1)2 − 7q1q2 + 3
2
(q2)2. (10)
The new Hamiltonian Ĥ has its minimum value at the origin and its time derivative along
6the trajectory of the closed-loop system satisfies
dĤ
dt
= −(5p1 − 2p2)2 ≤ 0,
proving Lyapunov stability of the origin. One can further show that the origin is asymp-
totically stable. Notice that the term 7q1 − 4q2 in the control u in (8) shapes the unstable
Hamiltonian function H to the stable Hamiltonian function Ĥ changing both the kinetic
energy and the potential energy. The term 5p1−2p2 in the control u in (8) injects damping
for asymptotic stability. Notice also that the control u modifies the Hamiltonian structure
from the canonical structure in (6) to the non-canonical structure in (9), where the matrix
in (9) is the sum of a symplectic matrix and a negative semidefinite symmetric damping
matrix.
Energy shaping for stabilization is not always possible. Consider the following system:
q˙1 = p1,
q˙2 = p2,
p˙1 = −q
1,
p˙2 = q
2
+ u,
where (q1, q2) ∈ R2 is the position vector; (p1, p2) ∈ R2 is the momentum vector; and u ∈ R
is the control. Notice that the sub-system
q˙1 = p1; p˙1 = −q
1
is exponentially unstable and decoupled from the rest of the system. Hence, it is impos-
sible to apply a feedback control to shape the Hamiltonian function such that the new
Hamiltonian function obtains its minimum value at the origin and its time derivative is
non-positive along the trajectory of the closed-loop system.
7In the first two examples above, energy shaping controllers were given without deriva-
tion, but it is important to have a systematic procedure for energy shaping. The third
example shows the necessity of an easily verifiable criterion for stabilizability by the energy
shaping method. These issues are addressed later in this paper.
Let us briefly review the history of development of the energy shaping method. The idea
of potential energy shaping for the stabilization of mechanical systems dates back to [4].
The notion of kinetic energy shaping first appeared in [5]. The idea of total energy shaping
was introduced in [6, 7], and has then been actively developed in [8–17]. There are two
approaches to energy shaping: the Lagrangian approach and the Hamiltonian approach.
The energy shaping method is called the method of controlled Lagrangians on the La-
grangian side and the method of interconnection and damping assignment passivity-based
control (IDA-PBC) on the Hamiltonian side. It has been proven that the two approaches
are equivalent [10]. Chang [11] has then improved the Lagrangian method by completely
characterizing quadratic gyroscopic forces, reducing the number of matching conditions for
energy shaping, and finding necessary and sufficient conditions for stabilizability by energy
shaping for the class of all linear mechanical systems with arbitrary degrees of underactua-
tion and the class of all nonlinear mechanical systems with underactuation degree one. In
contrast to these developments on the Lagrangian side, there has been a lag in development
on the Hamiltonian side except for [18].
In this paper, we make improvement of the method of IDA-PBC in several ways so
that the IDA-PBC method becomes as powerful as its Lagrangian counterpart. First, we
propose a new form of IDA-PBC by introducing a quadratic gyroscopic force. The skew-
symmetric interconnection matrix in the conventional form of IDA-PBC [19–21] is shown
to have unnecessary components that do not appear in the system dynamics with the num-
ber of degrees of freedom greater than two. To remove the unnecessary components, the
use of quadratic gyroscopic force is proposed in place of the skew-symmetric interconnec-
tion matrix. Second, the kinetic matching conditions get decomposed into two sets: one
8containing no components of the gyroscopic force and the other containing components of
the gyroscopic force. The first set constitutes a new reduced set of kinetic matching PDEs
and the second is used to algebraically define the gyroscopic force. This decomposition
substantially reduces the number of kinetic matching PDEs. For example, if the degree of
underactuation is one, there is only one kinetic matching PDE, irrespective of the number of
degrees of freedom. Moreover, when the co-distribution spanned by actuation (or control)
co-vector fields is integrable, the new reduced matching PDEs contain a smaller number of
entries of the unknown mass matrix, which was never discovered in the past for IDA-PBC.
Third, we provide necessary and sufficient conditions for stabilizability by IDA-PBC for
the class of all linear mechanical systems with an arbitrary degree of underactuation and
for the class of all nonlinear mechanical systems with one degree of underactuation. These
conditions can be easily verified in advance before solving the matching PDEs. Fourth, a
step-by-step synthesis procedure with IDA-PBC is provided and the main results are illus-
trated with examples. Lastly, the duality of the new method of IDA-PBC to the method
of controlled Lagrangians is discussed.
II. MAIN RESULTS
We review some basic notions on tensors, derive important lemmas, present a new
form of IDA-PBC and compare it with the conventional form. Although both forms are
shown to be theoretically equivalent for use in IDA-PBC, the new one has the advantage
that it contains fewer components. Using the new form, we derive matching conditions for
energy shaping and decompose them into two parts: one without any gyroscopic terms and
the other with gyroscopic terms. This decomposition allows us to reduce the number of
matching PDEs. We discuss conditions for stabilizability by IDA-PBC that can be verified
easily, and illustrate the results with examples. The duality of the IDA-PBC method to
the controlled Lagrangian method is discussed.
9A. Notation
Let V be an n-dimensional real vector space and V ∗ its dual space. Let {e1, . . . , en}
be a basis of V , and {e1, . . . , en} its dual basis such that ⟨ei, ej⟩ = δij , where ⟨, ⟩ is the
canonical pairing between dual vectors and vectors, and δij is the Kronecker delta. The
tensor product of two vector spaces V and W is denoted by V ⊗W , and each element of
V ⊗W is a linear combination of elements of the form v⊗w, where v ∈ V and w ∈W . The
r-fold tensor product of a vector space V is denoted by V ⊗r or ⊗rV . An (r, s)-tensor T on
V is written as
T = T i1⋯irj1⋯js ei1 ⊗⋯⊗ eir ⊗ e
j1 ⊗⋯⊗ ejs ,
where the Einstein summation convention is enforced. The contraction of an (r,0)-tensor
S = Si1⋯irei1 ⊗⋯⊗ eir and a (0, s)-tensor T = Tj1⋯jsej1 ⊗⋯⊗ ejs with r ≤ s, is defined and
denoted by
S ⌟ T = Si1⋯irTi1⋯irir+1⋯ise
ir+1 ⊗⋯⊗ eis .
One can identify each (0, s)-tensor T with a multi-linear map T˜ ∶ V ×⋯×V → R defined by
T˜ (v1,⋯, vs) = v1 ⊗⋯⊗ vs ⌟ T
= vs ⌟⋯⌟ v1 ⌟ T.
Define the symmetrization operator Sym ∶ V ⊗r → V ⊗r by
Sym(v1 ⊗⋯⊗ vr) = 1
r!
∑
σ∈Sr
vσ(1) ⊗⋯⊗ vσ(r),
where Sr is the symmetric group of {1, . . . , r} and it is understood that Sym is linearly
extended to V ⊗r.
10A (0, 3)-tensor C = Cijke
i
⊗ ej ⊗ ek on V is said to be gyroscopic if it satisfies
C(u, v,w) = C(v,u,w) ∀u, v,w ∈ V, (11)
C(u, v,w) +C(v,w,u) +C(w,u, v) = 0 ∀u, v,w ∈ V. (12)
In coordinates, (11) and (12) are equivalent, respectively, to the following
Cijk = Cjik, (13)
Cijk +Cjki +Ckij = 0 (14)
for all i, j, k. Define
C(V ) = {C ∈ V ∗⊗3 ∣ properties (11) and (12) hold}
= {Cijkei ⊗ ej ⊗ ek ∣ properties (13) and (14) hold}.
Define
B(V ) = {B ∈ V ∗⊗3 ∣ B(u, v,w) = −B(u,w, v)∀u, v,w ∈ V }
= {Bijkei ⊗ ej ⊗ ek ∣ Bijk = −Bikj}.
For a manifold M , B(M) and C(M) denote the sets of the tensor fields on M such that
at each point q ∈ M , B(M)q and C(M)q are equal to B(TqM) and C(TqM), respectively,
where TqM denotes the tangent space to M at q.
Below are four lemmas, all of which can be skipped until they are referred to later in
this paper.
Lemma 1. Let n = dimV . Then, dimB(V ) = n2(n−1)
2
and dimC(V ) = n(n2−1)
3
.
Proof. Due to the skew-symmetry property Bijk = −Bikj, we have dimB(V ) = n2(n−1)2 . To
compute dimC(V ), we consider three cases: 1) all three identical indices; 2) two identical
11indices and one distinct index; and 3) three distinct indices. For case 1, we only have
Ciii = 0 by (14). For case 2, we have Ciki = Ckii = −
1
2
Ciik for all i ≠ k by (13) and (14).
Hence, the number of independent components in this case is n(n − 1). For case 3, the
number of independent components is
n(n−1)(n−2)
3
by (13) and (14). Hence, dimC(V ) =
0 + n(n − 1) + n(n−1)(n−2)
3
=
n(n2−1)
3
.
Lemma 2. Let ψ ∶ B(V ) → V ∗⊗3 be a linear map defined by
ψ(Bijkei ⊗ ej ⊗ ek) = 1
2
(Bijk +Bjik)ei ⊗ ej ⊗ ek (15)
for Bijke
i
⊗ej⊗ek ∈ B(V ). Then, ψ(B(V )) = C(V ), i.e., the image of B(V ) under the map
ψ equals C(V ). Moreover, dimkerψ = n(n−1)(n−2)
6
, where n = dimV .
Proof. First, we show that ψ(B(V )) ⊂ C(V ). Choose any B = Bijkei ⊗ ej ⊗ ek ∈ B(V ).
Let C = ψ(B). In coordinates, Cijk = 12(Bijk + Bjik), where C = Cijkei ⊗ ej ⊗ ek. Then,
Cijk =
1
2
(Bijk + Bjik) = 12(Bjik + Bijk) = Cjik, satisfying (13). Also, Cijk + Cjki + Ckij =
1
2
(Bijk+Bjik)+ 12(Bjki+Bkji)+ 12(Bkij +Bikj) = 12(Bijk+Bjik−Bjik+Bkji−Bkji−Bijk) = 0,
satisfying (14). Hence, ψ(B(V )) ⊂ C(V ).
We now show C(V ) ⊂ ψ(B(V )). Choose any C = Cijkei ⊗ ej ⊗ ek ∈ C(V ) such that Cijk
satisfies (13) and (14). It suffices to choose a tensor B = Bijke
i
⊗ ej ⊗ ek ∈ B(V ) such that
ψ(B) = C. Let Biii = 0 for all i. For all i ≠ k, let Biik = Ciik, Biki = −Ciik and Bkii = 0. For
all i < j < k, let
Bijk = 2Cijk, Bkij = −2Cjki, Bjki = 0,
Bikj = −2Cijk, Bkji = 2Cjki, Bjik = 0.
Then, it is easy to show B ∈ B(V ) and ψ(B) = C. Hence, C(V ) ⊂ ψ(B(V )). Since
ψ(B(V )) ⊂ C(V ) and C(V ) ⊂ ψ(B(V )), it follows that ψ(B(V )) = C(V ).
Since ψ is onto, dimkerψ = dimB(V ) − dimC(V ) = n(n−1)(n−2)
6
by Lemma 1.
12Lemma 3. 1. For a (0, s)-tensor T on a vector space V , T (v, . . . , v) = 0 for all v ∈ V if
and only if Sym(T ) = 0.
2. Suppose that a (0,3)-tensor C on V satisfies (11). Then, Sym(C) = 0 if and only if
C satisfies (12).
Proof. (a) Trivial by definition of Sym.
(b) Let C = Cijke
i
⊗ ej ⊗ ek. Then, 0 = Sym(C) ⇔ 0 = 1
6
(Cijk +Cjki+Ckij +Cjik +Ckji+
Cikj) = 13(Cijk +Cjki +Ckij) ⇔ C satisfies (12).
Lemma 4. Let V = V˜ ⊕ Vˆ , and S = Sijkei ⊗ ej ⊗ ek be a (0,3)-tensor on V that satisfies
S(u, v,w) = S(v,u,w) ∀u, v,w ∈ V. (16)
Then, the following are equivalent:
(a) There exists a (0,3)-tensor C = Cijkei ⊗ ej ⊗ ek that satisfies (11), (12) and
C(v1, v2, v˜) = S(v1, v2, v˜) ∀v1, v2 ∈ V, v˜ ∈ V˜ . (17)
(b) S(v˜1, v˜2, v˜3) + S(v˜2, v˜3, v˜1) + S(v˜3, v˜1, v˜2) = 0 ∀v˜1, v˜2, v˜3 ∈ V˜ .
Proof. (a) ⇒ (b): Trivial.
(b) ⇒ (a): We prove this in coordinates since it will be conveniently used later. Let
dimV = n, dim V˜ = n − m and dim Vˆ = m. Use the following three groups of indices:
i, j, k = 1, . . . , n; α,β, γ = 1, . . . , n−m; and a, b, c = (n−m+1), . . . , n. Suppose V = span{ei},
13V˜ = span{eα} and Vˆ = span{ea}. Define Cijk as follows:
Cijα = Sijα, (18)
Cαβa = −Sβaα − Saαβ , (19)
Cαab = Cbαa = −1
2
Sabα, (20)
Cabc = 0. (21)
It is then easy to show that Cijk satisfies (13), (14) and (17). Instead of Cabc = 0, one can
alternatively choose arbitrary Cabc such that Cabc = Cbac and Cabc +Cbca +Ccab = 0.
B. New Form of IDA-PBC for Mechanical Systems
Let {e1, . . . , en} be the standard basis of Rn and {e1, . . . , en} its dual basis. For conve-
nience, we identify Rn with its dual space (Rn)∗, but we follow the convention that position
vectors q = qiei are in R
n and momentum vectors p = pie
i are in (Rn)∗. For the sake of
simplicity we assume that every function is smooth.
Let us consider a controlled Hamiltonian system of the form
⎡⎢⎢⎢⎢⎢⎣
q˙
p˙
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
0 In−In 0
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂qH
∂pH
⎤⎥⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎢⎣
0
G(q)
⎤⎥⎥⎥⎥⎥⎦
u (22)
where q, p ∈ Rn, u ∈ Rm, m ≤ n, In is the n × n identity matrix, G(q) is an n ×m matrix
with rankG(q) =m for each q, and
H(q, p) = 1
2
pTM−1(q)p + V (q)
is the Hamiltonian function of the system, where M(q) is an n × n positive definite sym-
metric mass matrix and V (q) is a function called the potential function of the system.
We say that this system has n degrees of freedom and (n −m) degrees of underactuation.
14Throughout this paper, we assume that (q, p) = (0,0) ∈ Rn ×Rn is the equilibrium point of
the system to be stabilized. The controlled Hamiltonian system (22) shall be called linear
if the matrices M(q) and G(q) are constant and the function V (q) is a quadratic function
of q. Otherwise, it shall be called nonlinear.
To achieve stabilization of the equilibrium point at the origin, we have the objective of
finding a feedback law u = u(q, p) that transforms the system (22) to the following desired
form:
⎡⎢⎢⎢⎢⎢⎣
q˙
p˙
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
0 M−1(q)M̂(q)
−M̂(q)M−1(q) −G(q)Kd(q)GT (q)
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂qĤ
∂pĤ
⎤⎥⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎢⎣
0
M̂−1p ⌟ M̂−1p ⌟C
⎤⎥⎥⎥⎥⎥⎦
, (23)
where
Ĥ(q, p) = 1
2
pT M̂−1(q)p + V̂ (q) (24)
is a desired Hamiltonian with an n ×n positive definite symmetric mass matrix M̂(q) and
a function V̂ (q) having a non-degenerate minimum at q = 0; Kd(q) is an m ×m positive
definite symmetric matrix, and C = Cijk(q)ei⊗ej ⊗ek is a (0,3)-tensor field that pointwise
satisfies (11) and (12), i.e., C ∈ C(Rn). In (23), it is understood that
M̂−1p ⌟ M̂−1p ⌟C = CijkM̂ iℓM̂ jrpℓprek, (25)
where M̂ ij denotes the (i, j)th entry of the inverse matrix M̂−1 of M̂ . Without loss of
generality, we have symmetrized Cijk with respect to its first two indices (property (11) or
(13)) because M̂−1p appears quadratically in (25). Notice that Sym(C) = 0 by statement
2 of Lemma 3. The function V̂ is called the potential energy of the system (23).
If the transformation of (22) to (23) is possible, then the closed-loop system is at least
15Lyapunov stable with Ĥ as a Lyapunov function since
dĤ
dt
= q˙
∂Ĥ
∂q
+ p˙∂Ĥ
∂p
= −pTM̂−1GKdGT M̂−1p +C(M̂−1p, M̂−1p, M̂−1p)
= −pTM̂−1GKdGT M̂−1p ≤ 0,
where C(M̂−1p, M̂−1p, M̂−1p) = 0 by (12) or statement 1 of Lemma 3. Since the term
M̂−1p ⌟ M̂−1p ⌟C does not change the Hamiltonian Ĥ, it is called a gyroscopic force.
C. Comparison of the New Form of IDA-PBC with the Conventional Form for
Mechanical Systems
In the conventional method of IDA-PBC [19, 20], for a given system of the form (22),
the following desired form of controlled Hamiltonian system in place of (23) is used
⎡⎢⎢⎢⎢⎢⎣
q˙
p˙
⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
0 M−1(q)M̂(q)
−M̂(q)M−1(q) J(q, p) −G(q)Kd(q)GT (q)
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂qĤ
∂pĤ
⎤⎥⎥⎥⎥⎥⎦
(26)
with the Hamiltonian (24), where J(q, p) is an n ×n skew-symmetric matrix that is linear
in p. In other words, the (i, j)th entry Jij(q, p) of J(q, p) is written as
Jij(q, p) = Jkij(q)pk
where Jkij satisfies
Jkij = −Jkji (27)
16due to the skew symmetry assumption on J(q, p). Define B = Bijk(q)ei ⊗ ej ⊗ ek ∈ B(Rn)
by
Bkij = J
ℓ
jiM̂ℓk, (28)
which is indeed in B(Rn) by (27). Since the matrix M̂ is invertible, the relationship in (28)
between (Bijk) and (Jkij) is bijective.
Let F J = F Ji e
i be the force term J(q, p)∂pĤ in (26), which can be written component-
wise as follows:
F Ji = J
k
ijM̂
jℓpkpℓ
= BkjiM̂
ksM̂ jℓpspℓ
=
1
2
(Bkji +Bjki)M̂ksM̂ jℓpspℓ, (29)
where the symmetrization in (29) with respect to the indices k and j is valid since F Ji is a
quadratic function of M̂−1p. Observe in (29) that it is the symmetric part 1
2
(Bkji+Bjki) of
Bkji with respect to the first two indices that essentially contributes to the dynamics (26),
but the skew-symmetric part 1
2
(Bkji − Bjki) of Bkji with respect to the first two indices
do not appear in the dynamics at all. Since (Bijk) and (Jkij) are isomorphically related by
(28), it follows that only part of (Jkij) contributes to the dynamics (26).
The natural question that now arises is how to express the essential part of (Jkij) that
appears in the dynamics (26), removing all the unnecessary components. Define C =
Cijke
i ⊗ ej ⊗ ek ∈ C(Rn) by
C(u, v,w) = 1
2
(B(u, v,w) +B(v,u,w)) ∀u, v,w ∈ Rn,
17or in coordinates
Cijk =
1
2
(Bijk +Bjik), (30)
where B = Bijke
i ⊗ ej ⊗ ek ∈ B(Rn) is the (0, 3)-tensor field defined in (28). By Lemma 2,
the tensor field C defined above indeed belongs to C(Rn), and such a C expresses exactly
the symmetric part 1
2
(Bkji +Bjki) that contributes to the dynamics (26). Moreover, from
Lemma 2, we can see that the use of the gyroscopic force M̂−1p⌟M̂−1p⌟C with C ∈ C(Rn)
in (23) contains a smaller number of components than (Jkij) but still makes the same
contribution to the dynamics as the term J(q, p)M̂−1p does. Concretely speaking, (Jkij) or
equivalently (Bijk) contains n(n−1)(n−2)6 unnecessary components1 that contribute no terms
to the dynamics (26), showing the superiority of the new form of IDA-PBC in (23) to the
conventional one in (26). Hence, we shall exclusively use the new form (23) in the rest of
the paper.
D. Matching Conditions
We study the synthesis problem: what are the matching conditions for Ĥ and C to
satisfy in order to transform (22) to (23)?
Let G⊥(q) denote an (n −m) × n matrix whose rows span the left annihilator of the
column space of G(q), i.e. rankG⊥ = n −m and G⊥G = 0. For the sake of simplicity, we
also denote by G⊥(q) the left annihilator of G(q). Then, by comparing equations (22) and
(23) and collecting terms of equal degrees in p, we obtain the matching conditions:
0 = G⊥(∂qV − M̂M−1∂qV̂ ) (31)
0 = G⊥(∂q(pTM−1p) − M̂M−1∂q(pT M̂−1p) + 2M̂−1p ⌟ M̂−1p ⌟C), (32)
1 Notice that
n(n−1)(n−2)
6
> 0 if and only if the number of degrees of freedom n is greater than 2.
18where the first set is called the potential matching conditions and the second the kinetic
matching conditions. The difference between the two dynamics (22) and (23) is taken care
of by the feedback control:
u = (GTG)−1GT (∂qH − M̂M−1∂qĤ −GKdGT ∂pĤ + M̂−1p ⌟ M̂−1p ⌟C). (33)
The number of PDEs in the kinetic matching conditions would be n(n+1)(n−m)
2
if we
simply set the coefficients of pipj’s to zero in (32). However, we can reduce the number
of PDEs in the kinetic matching conditions by decomposing them into two groups: one
without any entries of Cijk and the other with some entries of Cijk. For this purpose,
let us introduce a (2,1)-tensor field A = Aij
k
(q)ei ⊗ ej ⊗ ek and a (0,3)-tensor field S =
Sijk(q)ei ⊗ ej ⊗ ek that are defined as follows:
A
ij
k
=
1
2
M̂kℓM
ℓr ∂M̂
ij
∂qr
− 1
2
∂M ij
∂qk
(34)
and
S(u, v,w) = A(M̂u, M̂v,w) ∀u, v,w ∈ Rn (35)
or in coordinates
Sijk = A
rs
k M̂riM̂sj
=
1
2
M̂kℓM
ℓt ∂M̂
rs
∂qt
M̂riM̂sj − 1
2
∂M rs
∂qk
M̂riM̂sj
= −1
2
M̂kℓM
ℓt ∂M̂ij
∂qt
− 1
2
∂M rs
∂qk
M̂riM̂sj. (36)
Notice that
A
ij
k
= A
ji
k
and Sijk = Sjik.
19Then, the kinetic matching conditions in (32) can be written in the following compact
form:
C(M̂−1p, M̂−1p,w) = A(p, p,w) ∀p ∈ Rn,w ∈ G⊥
⇔C(u,u,w) = A(M̂u, M̂u,w) ∀u ∈ Rn,w ∈ G⊥
⇔C(u,u,w) = S(u,u,w) ∀u ∈ Rn,w ∈ G⊥ (37)
⇔C(u, v,w) = S(u, v,w) ∀u, v ∈ Rn,w ∈ G⊥ (38)
where the equivalence in (37) comes from (35), and the equivalence in (38) is due to the
symmetry in their first two indices of both C and S and the polarization technique, i.e,
4C(u, v,w) = C(u + v,u + v,w) − C(u − v,u − v,w). The kinetic matching conditions (38)
can be regarded as equations defining the tensor field C on Rn ×Rn ×G⊥ in terms of M̂ ,
M and their first-order partial derivatives. By Lemma 4, there exists a (0,3)-tensor field
C = Cijk(q)ei ⊗ ej ⊗ ek satisfying (11), (12) and (38) if and only if S satisfies
S(u, v,w) + S(v,w,u) + S(w,u, v) = 0 ∀u, v,w ∈ G⊥, (39)
which is a set of PDEs for M̂ not containing any components of C. The number of PDEs
in (39) is
(n −m + 2)(n −m + 1)(n −m)
6
(40)
which is smaller than
n(n+1)(n−m)
2
that is the number of PDEs in (32) before their re-
grouping. Once the PDEs (39) are solved for M̂ , the tensor field C can be determined
purely algebraically as in the proof of Lemma 4.
This approach is an improvement of the conventional IDA-PBC method in [19, 20]. In
the earlier works, the decomposition of the kinetic energy into the two groups was never
done, so they often worked with the n(n+1)(n−m)
2
PDEs in (32) regarding J(q, p) in (26) (or
20equivalently C in the new form (23)) as a free parameter. For the purpose of comparison,
let us consider the case of one degree of underactuation, i.e., n−m = 1. In the conventional
IDA-PBC procedure there are normally more than one PDEs for M̂ coming from the kinetic
matching conditions (32); see [19] for example. In our method, however, the number of
PDEs for M̂ is always one by (40). For example, if G(q) is spanned by {e2, . . . , en}, then
our kinetic matching condition in (39) becomes
M̂1ℓM
ℓr ∂M̂11
∂qr
+ ∂M rs
∂q1
M̂r1M̂s1 = 0. (41)
This is only one quasi-linear PDE for only M̂11. Compare this with the result in [19], where
the number of kinetic matching PDEs increases as the number of underactuation degree
increases. This shows the superiority of the new reduced kinetic matching conditions (39)
that comes from the decomposition of the kinetic matching condition.
From the discussions in Section IIC, it follows that (39) could be also obtained with
the conventional form of IDA-PBC (26), but it has never been done anyway. Even with
this conventional approach, one would have to go through the quadratic gyroscopic force
via equations (28) – (30) and Lemmas 2 and 4, directly or indirectly. By introducing the
quadratic gyroscopic force from the outset, we avoid this unnecessary detour.
E. Matching Conditions for Integrable G(q)
In Section IID we studied how to reduce the number of PDEs in the kinetic matching
condition, by eliminating the gyroscopic term C. We now show that the number of partial
derivatives of M̂ij that appear in the kinetic matching PDEs, can be reduced when the
co-distribution generated by the column vectors of G(q) in the dynamics (22) is integrable,
by which we mean the integrability of G(q).
Suppose that G(q) = span{en−m+1, . . . , en} for each q such that G⊥(q) =
span{e1, . . . , en−m}. Let us use the following three groups of indices: i, j, k, . . . = 1, . . . , n;
21α,β, γ, . . . = 1, . . . , n −m; and a, b, c, . . . = n −m + 1, . . . , n. Then, the potential matching
PDEs (31) are written as
∂V
∂qα
− M̂αiM ij ∂V̂
∂qj
= 0. (42)
The new kinetic matching PDEs (39) are written as
Sαβγ + Sβγα + Sγαβ = 0 (43)
where
Sαβγ = −1
2
M̂γℓM
ℓt∂M̂αβ
∂qt
− 1
2
∂M rs
∂qγ
M̂rαM̂sβ. (44)
Notice that the partial derivatives of only M̂αβ appear in this set of kinetic matching PDEs
(43) whereas the partial derivatives of M̂αa or M̂ab do not appear. It is also remarkable
that M̂ab’s do not appear at all in the matching PDEs in (42) or (43).
We now summarize the design procedure for IDA-PBC in the case when G(q) =
span{en−m+1, . . . , en}.
P1. Solve the matching PDEs in (42) and (43) for M̂(q) and V̂ (q) such that M̂(q) is
positive definite and V̂ (q) obtains a non-degenerate minimum at q = 0. (For local
positive definiteness of M̂(q), it suffices to have positive definiteness of M̂(0))
P2. Compute C following (18) – (21), using Sijk in (36).
P3. Choose an arbitrary m ×m positive definite symmetric matrix Kd.
P4. Compute the feedback law (33).
This procedure can be easily adapted to the case of non-integrable G(q).
22F. Criteria for Energy Shaping
We consider the following problem: when does the design procedure in Section IIE
produce a (locally) positive definite symmetric matrix M̂ and a potential function V̂ with
a non-degenerate minimum at q = 0? In general this is a difficult problem. However,
complete answers are available for two cases: 1. when the controlled Hamiltonian is linear
and 2. when the degree of underactuation is one, i.e, n−m = 1. The linear case is important
not only by itself but also for the nonlinear case because the linear result is used in choosing
an initial condition for the matching PDEs for the nonlinear case so that Ĥ obtains a non-
degenerate minimum at the equilibrium point. If the degree of underactuation is more than
one, then solving the matching PDEs becomes a challenging job, which would normally
involve the operations of prolongation and projection on the system of matching PDEs;
refer to [22] for definitions of prolongation and projection. Luckily, when the degree of
underactuation is one, no knowledge of formal theory of systems of PDEs is necessary, but
a simple application of Frobenius’ integrability theorem suffices.
1. Case of Linear Controlled Hamiltonian Systems
Let us first take the linear case. Recall that the controlled Hamiltonian system (22) is
called linear if M is a constant matrix, V is a quadratic function of q, and G is a constant
matrix. For IDA-PBC of linear controlled Hamiltonian systems, the gyroscopic term C in
(23) is not necessary since it would produce nonlinear terms in the dynamics, so we set
C = 0. More concretely, let
H(q, p) = 1
2
pTM−1p + 1
2
qTSq, Ĥ(q, p) = 1
2
pTM̂−1p + 1
2
qT Ŝq
where
M =MT ≻ 0, S = ST
23and
M̂ = M̂T ≻ 0, Ŝ = ŜT ≻ 0.
Here, M̂ and Ŝ are to be found. Then, the original controlled Hamiltonian system (22) is
given by
q˙ =M−1p, (45)
p˙ = −Sq +Gu (46)
and the desired form of controlled Hamiltonian system (23) with C = 0 is given by
q˙ =M−1p, (47)
p˙ = −M̂M−1Ŝq −GKdGT M̂−1p, (48)
where Kd =K
T
d ≻ 0. Let us choose a feedback control u of the form
u = −K0q −KdGT M̂−1p, (49)
which transforms the system in (45) and (46) to the following closed-loop system:
q˙ =M−1p, (50)
p˙ = −(S +GK0)q −GKdGT M̂−1p. (51)
For the closed-loop system in (50) and (51) to be equal to the desired system in (47) and
(48), we need to have
M̂M−1Ŝ = S +GK0,
24or
M−1M̂M−1Ŝ =M−1S +M−1GK0. (52)
Hence, our problem comes to down finding a matrixK0 such that there exist two symmetric
positive definite matrices M̂ and Ŝ that satisfy (52).
Lemma 5. There is a matrix K0 such that there exist two symmetric positive definite
matrices M̂ and Ŝ that satisfy (52), if and only if the system in (45) and (46) is controllable
or its uncontrollable part is oscillatory.2
Proof. The Lagrangian equivalent of this theorem is proved in [11] (see also [13] for a direct
proof) and it can be easily adapted to the Hamiltonian case. Hence, instead of repeating
the proof in [11, 13] we here give a brief algorithm how to choose such a matrix K0.
Suppose that the system in (45) and (46) is controllable. Then, one can assign arbitrary
eigenvalues to the matrixM−1S+M−1GK0 by choosing an appropriate matrix K0 provided
that complex eigenvalues appear in conjugate pair. Hence, choose a matrix K0 such that
the matrix M−1S +M−1GK0 is diagonalizable and has positive (real) eigenvalues only: for
example, we can make M−1S +M−1GK0 have distinct positive eigenvalues. Let λ1, . . . , λn
be the eigenvalues of M−1S +M−1GK0. Then, there is an n × n matrix J such that
M−1S +M−1GK0 = Jdiag{λ1 ⊕ λ2 ⊕⋯⊕ λn}J−1
with all λi > 0. Choose n arbitrary positive numbers µ1, . . . , µn, and let
M̂ =MJdiag{µ1 ⊕⋯⊕ µn}JTM
2 A linear dynamics x˙ = Ax is called oscillatory if A is diagonalizable and each eigenvalue of A is a non-zero
purely imaginary number.
25and
Ŝ = (J−1)Tdiag{λ1
µ1
⊕⋯⊕ λn
µn
}J−1.
Both M̂ and Ŝ are symmetric and positive definite, and they satisfy (52). The case in which
the system in (45) and (46) is not controllable but its uncontrollable part is oscillatory can
be handled similarly; see [11, 13] for more detail.
Now, suppose that we have found such a matrix K0. Then, the closed-loop system
in (47) and (48), or equivalently (50) and (51), is Lyapunov stable. It turns out that the
closed-loop system is exponentially stable if and only if the original system in (45) and (46)
is controllable; see [11, 13] for a proof of this statement. The following theorem summarizes
the results discussed so far.
Theorem 1. The controlled Hamiltonian system (45) and (46) can be transformed to the
desired form (47) and (48) with M̂ = M̂T ≻ 0 and Ŝ = ŜT ≻ 0 if and only if the system (45)
and (46) is controllable or its uncontrollable part is oscillatory. Moreover, the closed-loop
system (47) and (48) is exponentially stable if and only if the original system (45) and (46)
is controllable.
Notice that the conditions in Theorem 1 are on the given system (45) and (46) and
purely algebraic, so they are easy to verify. Let us revisit the example in (6) – (10). From
(7)
M =
⎡⎢⎢⎢⎢⎢⎣
1 0
0 1
⎤⎥⎥⎥⎥⎥⎦
, S =
⎡⎢⎢⎢⎢⎢⎣
−1 1
1 0
⎤⎥⎥⎥⎥⎥⎦
.
From (6)
G =
⎡⎢⎢⎢⎢⎢⎣
0
1
⎤⎥⎥⎥⎥⎥⎦
.
26The system (6) is controllable, so energy shaping is possible on the system and the resultant
closed-loop system is exponentially stable by Theorem 1. In (8) we have chosen
K0 = [−7 4]
such that
λ1 = 1, λ2 = 2.
The matrix J in the proof of Lemma 5 is given by
J =
⎡⎢⎢⎢⎢⎢⎣
1 1
2 3
⎤⎥⎥⎥⎥⎥⎦ .
We have chosen
µ1 = µ2 = 1
such that
M̂ =
⎡⎢⎢⎢⎢⎢⎣
2 5
5 13
⎤⎥⎥⎥⎥⎥⎦ , Ŝ =
⎡⎢⎢⎢⎢⎢⎣
17 −7
−7 3
⎤⎥⎥⎥⎥⎥⎦
both of which are symmetric and positive definite. We set Kd = 1 so that (49) yields (8).
One can easily check that the closed-loop system is indeed exponentially stable.
2. Case of Nonlinear Controlled Hamiltonian Systems with Underactuation Degree One
We now consider the case of nonlinear controlled Hamiltonian systems with underactu-
ation degree one, i.e. n −m = 1.
27Theorem 2. Consider the controlled Hamiltonian system (22) with one degree of under-
actuation. Let Σℓ denote its linearization at the equilibrium (q, p) = (0,0). The system
(22) can be transformed to the desired form (23) with Ĥ having a non-degenerate local
minimum at (q, p) = (0,0), Kd = KTd being positive definite, and C ∈ C(Rn), if and only if
Σℓ is controllable or the uncontrollable part of Σℓ is oscillatory. Moreover, the closed-loop
system (23) is (locally) exponentially stable if and only if Σℓ is controllable.
Proof. Without loss of generality, we may assume G(q) = span{e2, . . . , en}. Then, the
potential and kinetic matching conditions in (42) and (43) can be written as
M̂1iM
ij ∂V̂
∂qj
− ∂V
∂q1
= 0 (53)
M̂1iM
ij ∂M̂11
∂qj
+ ∂M ij
∂q1
M̂i1M̂j1 = 0. (54)
Write the Hamiltonian Hℓ of the linearization Σℓ of (22) at the origin as
Hℓ =
1
2
pTM−1(0)p + 1
2
qTD2V (0)q
whereM−1(0) is the evaluation of M−1(q) at q = 0, and D2V is the second-order derivative
matrix of V . Suppose that Σℓ is controllable or its uncontrollable part is oscillatory. Then,
by Theorem 1 there are two constant positive definite symmetric matrices M and S such
that
M1iM
ij(0)Sjk − ∂2V
∂q1∂qk
(0) = 0 (55)
which is the potential matching condition for Σℓ. The kinetic matching condition trivially
holds for Σℓ since bothM andM are constant matrices. Notice that the set of PDEs in (53)
and (54) for V̂ and M̂11 is integrable, which can be easily checked by applying Frobenius’
integrability theorem; refer to [23] for Frobenius’ integrability theorem. We now impose
28the following initial conditions on M̂ and V̂ at q = 0:
M̂(0) =M, dV̂ (0) = 0, D2V̂ (0) = S. (56)
The initial conditions at q = 0 are compatible with the PDE (53) since the differentiation
of (53) and its evaluation at q = 0 yield
M̂1i(0)M ij(0) ∂2V̂
∂qj∂qk
(0) − ∂2V
∂q1∂qk
(0) = 0 (57)
where dV̂ (0) = 0 is used. Equation (57) has the same structure as (55). Hence, by
Frobenius’ integrability theorem there exist M̂ = M̂T and V̂ that satisfy (53), (54) and
(56). Due to the initial conditions (56), the desired Hamiltonian Ĥ = 1
2
pT M̂−1p + V̂ (q)
obtains a non-degenerate local minimum value at (q, p) = (0,0). Choose C, Kd and u
following the procedure in Section IIE. We have successfully transformed the given system
(22) to the desired form (23).
Suppose now that the given nonlinear controlled Hamiltonian system (22) can be trans-
formed to the desired form (23) with Ĥ = 1
2
pTM̂−1p+ V̂ (q), where Ĥ has a non-degenerate
minimum value at (q, p) = (0,0). Through linearization, we can see that the linearization
Σℓ of (22) gets transformed to the following linear dynamics:
⎡⎢⎢⎢⎢⎢⎣
q˙
p˙
⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
0 M−1(0)M̂(0)
−M̂(0)M−1(0) −G(0)Kd(0)GT (0)
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
∂qĤ
ℓ
∂pĤ
ℓ
⎤⎥⎥⎥⎥⎥⎦ , (58)
where Ĥℓ = 1
2
pT M̂−1(0)p+ 1
2
qTD2V̂ (0)q with both M̂(0) and D2V̂ (0) positive definite and
symmetric. By Theorem 1 the linear controlled Hamiltonian system Σℓ is controllable or
its uncontrollable dynamics are oscillatory. This completes the proof of the first statement
that the system (22) can be transformed to the desired form (23) if and only if Σℓ is
controllable or its uncontrollable part of Σℓ is oscillatory.
We now prove the statement on exponential stability. By the Lyapunov linearization
29theorem, the closed-loop system (23) is exponentially stable if and only if its linearized
dynamics, say the one in (58), is exponentially stable. From Theorem 1, we know that (58)
is exponentially stable if and only if the linear system Σℓ, which is the linearization of the
original nonlinear controlled Hamiltonian system (22), is controllable. This completes the
proof.
Theorem 2 is important because it gives necessary and sufficient conditions for Lya-
punov/exponential stabilizability by IDA-PBC for the case of underactuation degree one.
Moreover, the conditions therein are on the given system (22) that can be easily verified in
advance before any attempt to find a desired system (23). In the past, they had only suffi-
cient conditions for stabilizability by IDA-PBC, so they were inconclusive on stabilizability
by IDA-PBC when the sufficient conditions did not hold.
Theorem 2 applies to a wide range of systems including the inverted pendulum on a car,
the Pendubot, the Furuta pendulum, the ball and beam system, and the planar vertical
take off and landing aircraft, the linearization of each of which is controllable; refer to
[24, 25] for the dynamics of these systems. We remark that the feedback control (33) is
nonlinear.
G. Inverted Pendulum on a Cart
We consider the inverted pendulum on a cart in Figure 1. This system has been sta-
bilized by old methods of energy shaping in [8, 19], and we here stabilize it with the new
IDA-PBC framework. The mass matrix M and the potential function V are given by
M =
⎡⎢⎢⎢⎢⎢⎣
M1ℓ
2 M1ℓ cos q
1
M1ℓ cos q
1 M1 +M2
⎤⎥⎥⎥⎥⎥⎦
30and
V (q) =M1gℓ(1 − cos q1).
Since a control u is given in the q2 direction, we have
G(q) = ⎡⎢⎢⎢⎢⎢⎣
0
1
⎤⎥⎥⎥⎥⎥⎦ .
Our main purpose is to illustrate the design procedure in Section IIE, so we choose the
following values of parameters:
M1 =M2 = ℓ = 1, g = 10.
One can easily check that the linearization of this system at the origin is controllable.
Hence, by Theorem 2 we can exponentially stabilize this system with the method of IDA-
PBC.
Let us now construct a control law following the procedure in Section IIE. The potential
and kinetic matching conditions in (42) and (43) are given, after simplification, as
(2M̂11 − M̂12 cos q1)∂V̂
∂q1
+ (−M̂11 cos q1 + M̂12)∂V̂
∂q1
= 10 sin q1(2 − cos2 q1),
and
(2M̂11 − M̂12 cos q1)∂M̂11
∂q1
+ (−M̂11 cos q1 + M̂12)∂M̂11
∂q1
=
2 sin q1(2M̂11 − M̂12 cos q1)(M̂12 − M̂11 cos q1)
2 − cos2 q1 .
31A solution is found to be
M̂11 = 2cos
2 q1 − ǫ, M̂12 = (4 − ǫ) cos q1,
V̂ = −10
ǫ
cos q1 + (q2 + 2 sin q1
ǫ
)2
where 0 < ǫ < 2 is a constant. To make M̂ positive definite at least locally around q = 0, we
choose an M̂22 such that M̂22 > (M̂12)2/M̂11 at q = 0. For example,
M̂22 =K + (4 − ǫ)2 cos2 q1
2cos2 q1 − ǫ ,
where K > 0 is a constant parameter. It is easy to see that (q, p) = (0,0) is the minimum
point of the Hamiltonian Ĥ(q, p) = 1
2
pT M̂−1p + V̂ (q) over the set Iǫ ×R ×R2, where
Iǫ ∶= cos−1 ((√ ǫ
2
,1]) ⊂ (−π
2
,
π
2
) .
Notice that Iǫ → (−π2 , π2 ) as ǫ→ 0. Compute the gyroscopic tensor C using (18) – (21) and
(36) as follows:
C111 = C222 = 0,
C121 = C211 = S121
C221 = S221
C112 = −2S121
C122 = C212 = −1
2
S221,
32
FIG. 1: An inverted pendulum on a cart.
where
S121 = −1
2
(M̂1rM rs∂M̂12
∂qs
+ ∂M rs
∂q1
M̂r1M̂s2) ,
S221 = −1
2
(M̂1rM rs∂M̂22
∂qs
+ ∂M rs
∂q1
M̂r2M̂s2) .
Choose a Kd =K
T
d ≻ 0 and compute the feedback control law (33) which simplifies to
u = −M̂2iM ij (1
2
∂M̂kℓ
∂qj
pkpℓ + ∂V̂
∂qj
) −KdM̂2ipi +Cij2M̂ ikM̂ jℓpkpℓ.
The closed-loop system is exponentially stable by Theorem 2.
H. The Duality of the Method of IDA-PBC to the Method of Controlled
Lagrangians
We show that the method of IDA-PBC and the method of controlled Lagrangians (CLs)
are dual to each other in some sense. Both methods are for energy shaping and the
only difference between the two is that the CL method employs the position and velocity
variables (q, q˙) whereas the IDA-PBC method uses the position and momentum variables
33(q, p); refer to [11–13, 16] for theory of the CL method and its generalization to non-
Lagrangian second-order systems. We here show that the set of matching conditions that
arise in the CL method is the same as that in the IDA-PBC method.
In the CL method the matching conditions involved are equations (3.23) and (3.25), or
equations (3.28) and (3.30), in [11], which are re-written here as follows:
∂V
∂qα
− T̂αiM ij ∂V̂
∂qj
= 0, (59)
Ĵαβγ + Ĵβγα + Ĵγαβ = 0, (60)
where
Ĵαβγ =
1
2
T̂γsM
sk (∂T̂αβ
∂qk
− T̂αiΓiβk − T̂βiΓiαk)
and
T̂ =MM̂−1M, T̂ij =MirM̂
rsMsj .
Here, Γkij ’s are the Christoffel symbols of the second kind of the mass matrix M = (Mij):
Γkij =
1
2
Mkℓ (∂Mℓj
∂qi
+ ∂Miℓ
∂qj
− ∂Mij
∂qℓ
) .
Theorem 3. The matching PDEs in (59) and (60) for T̂ij and V̂ are the same as the
PDEs in (42) and (43) for M̂ij and V̂ . In other words, if one simply replaces T̂ij with M̂ij
in (59) and (60), then (42) and (43) are obtained.
Proof. It is easy to see that the PDE in (59) becomes the PDE in (42) if T̂ij ’s are replaced
with M̂ij ’s. For notational convenience, for any tensor Rαβγ define
∑
α,β,γ,cyclic
Rαβγ ∶= Rαβγ +Rβγα +Rγαβ.
34Notice
∑
α,β,γ,cyclic
T̂γsM
sk (T̂αiΓiβk + T̂βiΓiαk)
= ∑
α,β,γ,cyclic
1
2
T̂γsT̂αiM
skM iℓ (∂Mℓk
∂qβ
+ ∂Mβℓ
∂qk
− ∂Mβk
∂qℓ
)
+ ∑
α,β,γ,cyclic
1
2
T̂γsT̂βiM
skM iℓ (∂Mℓk
∂qα
+ ∂Mαℓ
∂qk
− ∂Mαk
∂qℓ
)
= ∑
α,β,γ,cyclic
1
2
T̂γsT̂αiM
skM iℓ
∂Mℓk
∂qβ
+ ∑
α,β,γ,cyclic
1
2
T̂γsT̂βiM
skM iℓ
∂Mℓk
∂qα
+ ∑
α,β,γ,cyclic
1
2
T̂γsT̂αiM
skM iℓ (∂Mβℓ
∂qk
− ∂Mβk
∂qℓ
)
+ ∑
α,β,γ,cyclic
1
2
T̂γsT̂βiM
skM iℓ (∂Mαℓ
∂qk
− ∂Mαk
∂qℓ
)
= ∑
α,β,γ,cyclic
1
2
T̂γsT̂αiM
skM iℓ
∂Mℓk
∂qβ
+ ∑
α,β,γ,cyclic
1
2
T̂αsT̂γiM
skM iℓ
∂Mℓk
∂qβ
+ ∑
α,β,γ,cyclic
1
2
T̂γsT̂αiM
skM iℓ (∂Mβℓ
∂qk
− ∂Mβk
∂qℓ
)
+ ∑
α,β,γ,cyclic
1
2
T̂αsT̂γiM
skM iℓ (∂Mβℓ
∂qk
− ∂Mβk
∂qℓ
)
= ∑
α,β,γ,cyclic
T̂γsT̂αiM
skM iℓ
∂Mℓk
∂qβ
= ∑
α,β,γ,cyclic
−T̂γsT̂αi ∂M is
∂qβ
.
35Hence,
∑
α,β,γ,cyclic
Ĵαβγ = ∑
α,β,γ,cyclic
1
2
T̂γsM
sk (∂T̂αβ
∂qk
− T̂αiΓiβk − T̂βiΓiαk)
= ∑
α,β,γ,cyclic
1
2
T̂γsM
sk ∂T̂αβ
∂qk
+ ∑
α,β,γ,cyclic
1
2
T̂γsT̂αi
∂M is
∂qβ
= ∑
α,β,γ,cyclic
1
2
T̂γsM
sk ∂T̂αβ
∂qk
+ ∑
α,β,γ,cyclic
1
2
T̂αsT̂βi
∂M is
∂qγ
= ∑
α,β,γ,cyclic
(1
2
T̂γℓM
ℓt ∂T̂αβ
∂qt
+ 1
2
∂M rs
∂qγ
T̂rαT̂sβ) .
It is now easy to see that the PDE in (60) becomes the PDE in (43) if T̂ij ’s are replaced
with M̂ij ’s.
From Theorem 3, we see that the CL method is “dual” to the IDA-PBC method with
the following correspondence between new mass matrices:
CL method ←→ IDA-PBC method
M̂ ←→ MM̂−1M
MM̂−1M ←→ M̂.
III. CONCLUSIONS AND FUTURE WORK
We have improved the method of IDA-PBC in several ways. First, we have showed that
there is redundancy in the skew-symmetric interconnection matrix in the conventional form
of IDA-PBC, and then have replaced the skew-symmetric interconnection matrix term with
a gyroscopic force to remove the redundancy. We have derived the matching conditions
and decomposed them into two parts. As a result of the decomposition, we have come up
with a smaller number of kinetic matching PDEs than those in the literature. Moreover,
a smaller number of entries of the desired mass matrix appear in the kinetic matching
36PDEs when controls are given in coordinate directions. Easily verifiable necessary and
sufficient conditions have been given for Lyapunov/exponential stabilizability by IDA-PBC
for all linear controlled Hamiltonian (or simple mechanical) systems with arbitrary degree
of underactuation and for all nonlinear controlled Hamiltonian (or simple mechanical)
systems with one degree of underactuation. A step-by-step IDA-PBC synthesis procedure
was provided and illustrated with examples. The duality of the IDA-PBC method to
the controlled Lagrangian method was discussed. It will be interesting to extend the
energy shaping method to locomotion, tracking and hybrid mechanical systems [1–3] and
to combine it with the recent resents in [26] on equivariants of mechanical control systems.
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