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Abstract
In this work mantle convection simulation with Terra is investigated from a nume-
rical point of view, theoretical analysis as well as practical tests are performed. The
stability criteria for the numerical formulation of the physical model will be made
clear.
For the incompressible case and the Terra specific treatment of the anelastic ap-
proximation, two inf-sup stable grid modifications are presented, which are both
compatible with hanging nodes.
For the Q1hQ12h element pair a simple numeric test is introduced to prove the sta-
bility for any given grid. For the Q1hP
disc
12h
element pair and 1-regular refinements
with hangig nodes an existing general proof can be adopted.
The influence of the slip boundary condition is found to be destabilizing. For the
incompressible case a cure can be adopted from the literature.
The necessary conditions for the expansion of the stability results to the anelastic
approximation will be pointed out.
A numerical framework is developed in order to measure the effect of different
numerical approaches to improve the handling of strongly varying viscosity.
The framework is applied to investigate how block smoothers with different block
sizes, combination of different block smoothers, different prolongation schemes
and semi coarsening influence the multigrid performance.
A regression-test framework for Terra will be briefly introduced.
Kurzzusammenfassung
In dieser Arbeit wird die Simulation der Mantelkonvektion mit dem Programm
Terra aus numerisch mathematischer Perspektive betrachtet. Sowohl theoretische
Analysen als auch praktische Tests werden durchgeführt. Mathematische Stabili-
tätskriterien für die numerische Formulierung des physikalischen Modells werden
herausgearbeitet. Für den inkompressiblen Fall und die Terra spezifische Behand-
lung der anelastischen Nährung werden zwei Gittermodifikationen vorgestellt, die
beide mit hängenden Knoten kompatibel sind. Es wird ein einfacher, numerischer
Test , mit Hilfe dessen die Stabilität des Q1hQ12h Elementpaares für jedes gegebe-
ne Gitter nachgewiesen werden kann, entwickelt. Eine Anpassung des allgemeinen
Beweises für das Q2P disc1 Paar auf die spezifische Situation in Terra wird vorge-
stellt und an das Q1hP disc12h Paar angepasst. Damit können 1-reguläre Verfeinerun-
gen mit hängenden Knoten vorgenommen werden. Der Einfluss der “free slip” Be-
dingung, bzw. Tangentialspannungsfreiheit am Rand wird deutlich gemacht und
eine in der Literatur beschriebene Möglichkeit zur Stabilisierung kurz besprochen.
Für eine Ausdehnung der Stabilitätsergebnisse auf den allgemeineren Fall der an-
elastischen Näherung werden die nötigen Schritte erläutert.
Eine Testumgebung zur quantitativen Bewertung verschiedener numerischer Lö-
sungsansätze für das Problem räumlich stark veränderlicher Viskosität wird vor-
gestellt. Damit wird der Einfluss verschiedener Blockglätter mit verschiedenen
Blockgrößen, der Kombination verschiedener Blockglätter , verschiedener Prolon-
gationsverfahren und Coarsening Strategien auf die Leistung des Multigridverfah-
rens untersucht.
Eine Regressionstestumgebung für Terra wird kurz beschrieben.
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In this thesis the primary challenge in view is how to treat the issue of strong
spatial variations in viscosity in numerical models of planetary mantle convection
in a robust and efficient manner. In this beginning chapter I describe the equations
that must be solved in these models, provide an overview of the numerical methods
available for solving these equations in a discrete manner, and survey some general
constraints for these methods. I also discuss possible improvements in view of the
given timeframe for this work and its starting point.
1.1 Terra
Terra is a finite element based computer code for the numerical modeling of mantle
convection. It was initially developed by John Baumgardner in 1983 [6], being the
first 3D convection model for the spherical-shell geometry. Due to its outstanding
numerical performance, which was unrivaled at the time, it has attracted many au-
thors who subsequently enhanced it in many ways. Some components of the solver
are even used in up-to-date weather-forecast simulations and in the oceanographic
community. Some major numerical steps towards a more realistic simulation of
planetary mantles are the parallelization by Bunge and Baumgardner [14], and the
incorporation of an algorithm capable to handle variable viscosity by Yang and
Baumgardner [34, 72]. There are, however, countless other improvements, like the
integration of chemistry, by means of markers or various physical enhancements
like specific equations of state, phase boundaries and sophisticated viscosity pro-
files [67]. It has been used for so many publications, that it is quite impossible
to cite them all. Terra is also the basic numerical tool of our group. This and the
complex physical frame work around it have determined it as the starting point of
this work.
As we will see, the strong connection to this particular code sharply distinguishes
this thesis from an approach starting without any compatibility constraints. If gen-
eral theory is headed at all, it almost always is the starting point. The numerical
implementation is a subsequent step which is adapted to the theory.
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Instead we will have to go the other way round, start with the code and try to
apply general theory to it. This will make the theoretical part of the work much
harder, since only few theoretical results match the needs imposed by the given
code. However, the opposite approach, to start from scratch (or theory), would
hardly have lead to a code equally elaborate as Terra in the geophysical sense.
Thus, although no geophysical application is presented, this work is application
oriented.
1.2 Governing equations
The primary equations that govern the dynamics of planetary mantle convection
are the conservation equations of mass, momentum and energy. I will completely
derive these equations. However tedious this procedure may seem at some points,
it nevertheless is essential to provide a global picture of the many assumptions that
are usually applied and are appropriate to deformation of silicate rock in a planetary
mantle. My objective is not only to clarify what actually can be computed, but
also what definitely cannot be. As we will see in the sequel, the difficulty of
the numerical solution, as well as the physical realism of the numerical model,
is highly sensitive to certain model parameters. Because the central numerical
issues I address in this thesis involve the simultaneous solution of the conservation
equations of mass and momentum, I pay special attention to these equations.
One of the important assumptions, for example, is that the mantle rock can be
accurately approximated as viscous fluid 1 , since it exhibits plastic deformation by
rearranging and adjusting lattice defects, within and on the boundaries of mineral
grains. Therefore our point of departure will be continuum mechanics.
1.2.1 Conservation of mass
We shall view the fluid in the Eulerian way, that is, we describe its motion to a fixed
coordinate frame that does not move with the fluid. Consider a fluid of density ρ
moving in a three-dimensional domain Ω. Suppose we observe a particular small
volume or particle at the position x at time t. At the time t+δt the particle is found
at the position δx. From our point of view, the velocity is then defined as:




Next we consider a closed surface ∂D enclosing a volume D where the position
of D is fixed and hence D does not move in time. The total mass of fluid inside
any such volume is given by
∫
D ρ dΩ where dΩ is the increment of volume. The
1This “fluid”, however , is characterized by an infinite Prandtl number. This follows from the fact
that the magnitude of the term arising from the deformation of the rock material is so many orders of
magnitude larger than all the inertial terms in the momentum conservation equation, as we will see
later.
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amount of fluid flowing out of D across ∂D per time is∫
∂D
ρu · n dS
where n is the unit normal vector to ∂D pointing outwards from D and dS is the
increment of surface area. Conservation of mass is expressed by the fact that any
change of mass inside D can only be achieved by moving fluid through the surface





ρ dΩ = −
∫
∂D
ρu · n dS (1.1)
For further transformation we use the divergence theorem of Gauß that holds for
smooth enough vector fields v and any region R with smooth enough boundary
∂R and says: ∫
∂R
v · n dS =
∫
R
∇ · v dΩ




+ ∇ · (ρu) dΩ = 0
Since D can be chosen arbitrarily this is equivalent to
∂ρ
∂t
+ ∇ · (ρu) dΩ = 0 (1.2)
This is the general form of the conservation of mass. In mantle convection sim-
ulations for instance in [54] or in our code the density is replaced by a reference
density ρ0(r). This approximation is obvious since the depth dependence of the
pressure is assuredly the most important influence on the density.
1.2.2 Conservation of momentum
To be able to apply Newton’s Second Law of Motion we have to compute the time
derivative of the momentum of the fluid. Imagine a small dyed volume of fluid.
Suppose that its velocity is u at time t and u + δu at time t + δt, respectively. For
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Note that now the boundary of the small test volume is time dependent D = D(t).
Using a transformation to Lagrangian coordinates, Euler’s transformation of the












Here A can be a scalar, vector or tensor. Since no additional physical assumptions
are necessary for this computation I only state the result. The proof is found in































+ (u · ∇)u dΩ
According to Newton’s Second Law of Motion the rate of change of momentum is
equal to the forces acting on this volume or its surface. These include













where σ is the stress tensor.















There are several possibilities for the sources of stress. It could be for instance
induced by an elastic deformation of the continuum. This possibility is, however,
neglected because we are not interested in seismic waves. From a numerical point
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of view the treatment of those would cause time steps many orders of magnitude
smaller than if they are neglected, increasing the computation time appropriately.
The remaining forces acting on the surface differ in the direction relative to the
latter.
1. Forces parallel to n induced by the pressure of the surrounding fluid∫
∂D
−pn dS
and the resistance of the material against volume changes due to volume or
bulk viscosity
2. Forces orthogonal to n due to shear stresses due to shear viscosity
To treat these forces properly we need to have an expression for the stress tensor
in terms of pressure and velocity. Let us begin with a consideration of the viscous
stress. Following Newton’s postulate that for straight, parallel and uniform flow,
the shear stress τ between layers is proportional to the velocity gradient ∂u∂y in the




we try to find generalizations for the scalar η known as the dynamic viscosity and
the term ∂u∂y . We observe that in the simple case of Newton’s postulate
∂u
∂y measures
the velocity difference of neighboring particles in the fluid relative to each other.
Our first assumption therefore is that also in the general case stress is a function
of this relative velocity difference. The task is to provide a more general measure,
since the gradient of velocity turns out to be insufficient. We use tensor index
notation for this paragraph.
Consider a point xi and the dislocation field at this point uj(xi). Consider further
a neighbor xi + dxi. After the deformation xi has moved to wi and xi + dxi to
wi + dwi. The following holds:
wi = xi + ui















thus maps the neighborhood of xi to the neighborhood of
wi. To get a measure for the actual deformation, apart from rigid translation or
rotation, we look at the change of the distance between two neighboring points
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through the dislocation.
d̃s











































This tensor describes the change of distance between two neighboring points. To
arrive at the rate of change of the distance we have to compute the time derivative.





































The mapping defined by ε̇ describes not only shearing but also compression. To
see this we note that the dilatations in the direction of the coordinate axes under
the deformation are given by the diagonal entries of ε. The relative volume change














= (1 + ε11)(1 + ε22)(1 + ε33) − 1
≈ ε11 + ε22 + ε33
= εii
= ∇ · w
Accordingly the rate of volume change is given by θ̇ = ∇ ·v. Now we decompose
the strain-rate tensor into a volume preserving and a shape preserving part. To
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extract the volume preserving part of ε̇, we have to substract a tensor with the same
relative volume change, and thus the same trace, from it. The simplest tensor to
serve this purpose is 13δlkε̇ii which is called the rate of expansion tensor. Thus we
finally arrive at a promising candidate for the computation of the viscous part of
the shear stress tensor. It is called the deviatoric strain rate or rate of shear tensor.




Thus the quantity ˙̂εik can be considered as a generalization of the term ∇v in
Newton’s postulate for shear stress. Up to now we only assume that the shear
stress is a function of ˙̂ε. This generality is used e.g. in [55, 73, 52, 72, 1] and is in
fact necessary to describe certain mass transport mechanisms in the mantle, which
are supposed to be relevant for stress-softening mechanisms in the regime of high
strain rates as they arise for instance at convergent plate boundaries. Examples are
different types of thermally activated dislocation motion, which can be described
by a power law relation. A tensor formulation for the relation of deviatoric stress
















where ε̇0 is the square root of the second invariant of ˙̂εlk and τ is the steady state
strain rate and deviatoric stress 2 , E and V are the activation energy and the activa-
tion volume for the dominant type of dislocation creep, B is a coefficient depending
on the length of the Burgers vector and temperature, etc. but is insensitive to grain
size, n is the stress exponent varying between 1 and 6 but is close to 3 for many
materials. See for instance [69, 47, 38]. This relation is clearly nonlinear. The
















Note that in general also the rate of expansion tensor 13δik contributes to the viscous
stress, even if we do not give an explicit measure here. In fact this contribution is
neglected in our model since it is small in comparison to τ .
Note also that beside this power law behavior where the generalized, effective vis-
cosity is at least a scalar it is even possible to consider an anisotropic dependency
of stress and rate of shear tensor. This idea is induced by the fact, that the grid used
for mantle-convection simulations is coarse, h ≈ 50 km, relative to the effective
reach of the processes determining the material properties like viscosity. Imagine
for instance a grid cell with 50 km edge length. A higher resolution may reveal a
2 The stress tensor also can be decomposed in a trace free part, that is supposed to cause volume
invariant distortion, and a part that causes compression or expansion and therefore is a multiple of
the unit tensor. The trace-free part is called deviatoric stress and denoted τ in the sequel.
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low viscosity plane in the cell which would act as a slip plane. Then the reaction
of the whole cell to stresses is clearly anisotropic. This possibility is, however, not
implemented in Terra.
We now further constrain the model to a Newtonian fluid. For the latter the viscous
stress σvisc is a linear function of ε̇. The simplest case is again that the fluid is
isotropic. Then the viscous stress is given by:
σvisc = 2µ ˙̂ε + ξδlkεii
The shear viscosity µ is a scalar depending on pressure and temperature. And the
quantity
τ = 2µ ˙̂ε
or in components:













is the deviatoric stress or shear stress as previously.
The rate of expansion tensor 13δlkεii also influences the viscous stress tensor,
but with another constant ξ, which is called bulk or volume viscosity. Absorbing
the term 13 in the constant we can write
τexp = ξδlkεii
In our models the effect of bulk viscosity is neglected. Accordingly we can express
the stress tensor by:
σlk = −pδlk + τlk
Such a relation describes, for instance, the thermally activated diffusion of vacan-
cies through grains (Nabarro-Herring creep) or grain boundaries (Coble creep) This
is a sufficient model for the earth’s mantle in the regime of low deviatoric stress,
small grain size or both [38]. When one of the processes is dominant in material of











where kB, T, Ω, d are Boltzmann constant, absolute temperature, atomic or molec-
ular volume and grain size. E and , V are activation energy and activation volume
for the relevant diffusion process. p denotes the pressure.
Backed by e.g. on [37, 38], this model 3 has been successfully used for various
3To avoid misunderstanding, please note, that this short summary of different rheologies is by no
means intended as a geophysical discussion, whether or not a certain rheology should be used, or
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simulations with Terra. cf. [26, 66, 65, 64, 63, 62, 67].








































ρg −∇p + ∇ · (2µ ˙̂ε)
)
dΩ
Viscosity of the earth’s mantle is estimated to be in the range of 1018 to 1022 Pa s
which results in Prandtl numbers, a measure of relative importance of viscous
forces to inertial forces, of 1021 − 1025. Thus we can neglect the entire left hand





ρg −∇p + ∇ · (2µ ˙̂ε)
)
dΩ
Since the part D of the fluid is arbitrary the integrand must vanish. The conserva-
tion of momentum is therefore expressed by
∇ · 2µ ˙̂ε −∇p + ρg = 0 (1.5)
We turn to the conservation of energy.
1.2.3 Conservation of energy
The energy balance can be expressed in the following form,
d
dt
E = P = PW + PQe
which model represents the best approximation. This would be far beyond the scope of this work
and my own expertise. It is rather clear, even from the few references, that different approaches are
in use for different tasks, performed with numerical models of mantle convection. They have been
presented in the order, induced by the process of refining the most general assumptions to concrete
models appropriate to answer specific questions. The intention was to compile the physical facts,
that will control, which numerical methods must be used to solve the arising discrete equations.
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where E is the total energy of the system, PW is the mechanical work per time and
PQe is the heat transferred per time. The mechanical work can be split into a part




s · v +
∫
D(t)
ρf · v dΩ
Using the conservation of momentum and several transformations this can be shown










+ σ : ∇v
)
dΩ
Assuming the symmetry of σ which is a consequence of the conservation of an-
gular momentum, as long as no spin is assumed for the particles, 4 we can express










+ σ : ε̇
)
dΩ
The heat flux can be decomposed into heat conduction through the surface of D








where q = k∇T with the thermal conductivity k and the heat production rate per
volume Q which in our case is radiogenic. The total energy is assumed to be the













ρv · v dΩ +
∫
D(t)








where u is the specific internal energy (energy per mass). Remembering the fact
that the last equation holds for any volume D and using the divergence theorem it




= Q + ∇ · q + σ : ˙̂ε (1.6)
4The assumption of microscopic spins leads to the Cosserat formulation of continuum mechanics.
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As we did previously for the conservation of momentum we split the strain-rate
tensor in its volume preserving part ˙̂ε and its shape preserving part. Accordingly
we can decompose the stress tensor
σik = −pδik + ξε̇jjδik + 2µ ˙̂εik
≈ −pδik + 2µ ˙̂εik
If we again neglect the volume or bulk viscosity consistently with the procedure
for the momentum balance, we can transform the last term of (1.6).
σik ˙̂εik = −pεjj + 2µ ˙̂εik ˙̂εik
or
σ : ˙̂ε = −p∇ · v + 2µ ˙̂ε : ˙̂ε
= −p∇ · v + τik : ˙̂ε
and can write (1.6) in the form:
∇ · q + Q + τ : ˙̂ε = ρdu
dt

















where vs = 1ρ is the specific volume (volume per mass). We used the second law
of thermodynamics for the pV T system
du = T ds − P dvs































Tds = cvdT + αKT Td (vS)
or










stands for the thermodynamic Grüneisen parameter.

















































= −v · ∇T − γT∇ · v + 1
ρcv
(
τ : ˙̂ε + ∇ · (k∇T ) + Q
)
Note that this becomes a convection diffusion equation in the case of an incom-
pressible fluid since ∇ · v vanishes.
1.2.4 Velocity boundary conditions
The boundary conditions for the velocity have an important impact on the numeri-
cal formulation.
We first note, that there is no noteworthy friction at the surfaces. At the upper
boundary the viscous “fluid”, the solid rock, is surrounded by air and at the lower
boundary by melted material. The viscosity of both materials is many orders of
magnitude lower than the viscosity of the mantle. This boundary condition is called
“slip” or “free slip” and expressed mathematically by:
σn · tk = 0 on ∂Ω 1 ≤ k ≤ d − 1
Where σ is the stress tensor previously defined as σik = τik − δikp and the tk form
an orthogonal set of tangent vectors to the surface.
However, from a physical point of view also the two surfaces of the earth’s mantle
are free themselves. The nearly spherical geometry is not a constraint but a conse-
quence of the conservation equations, with a dominating influence of gravity. To
model the earth’s mantle consistently with this generality would include an equal
model of the inner and outer core, because the lower surface of the mantle is, as
a free surface, of course dependent on the volume of the outer core, which is in
turn dependent of thermal properties of the outer core. The same argument applies
recursively to the inner core boundary. The position of the upper surface is in gen-
eral also a function of the temperature and distribution of the different materials,
the mantle consists of.
Numerical models would not only have to compute the flow inside given bound-
aries, but also the position of the boundaries, which are not perfectly spherical,
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due to the temperature differences. Although such models exist, an application to
the whole mantle has not been considered as reasonable up to now. 5 Instead the
boundaries are fixed, and convection in the earth’s mantle is treated as an enclosed
flow problem with.
n · v = 0 on ∂Ω
This is backed up by precise estimations of the overall volume change of the man-
tle over time. However, for computations ranging over billions of years, some
adjustment may be necessary, to avoid the accidental (numerical) construction of
an either imploding or exploding bomb, depending on the heating.
1.2.5 Summary
5With respect to the currently available grid sizes of 50km, mount Everest is negligible.
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For convenience we state all derived conservation equations and boundary condi-
tions together
∇ · τ −∇p + ρg = 0 (1.9)
∇ · (ρ0v) = 0 (1.10)
−v · ∇T − γT∇ · v + 1
ρcv
(






for 1 ≤ k ≤ d − 1 on ∂Ω σn · tk = 0 (1.12)
n · v = 0 (1.13)
with:
ρ = ρ0(r) (1 − α(T − T0(r)))
Q = ρH



































α coefficient of thermal expansion
ρ density
ρ0(r) radial reference density
T temperature
T0(r) radial reference temperature
g gravitational acceleration
v velocity
γ thermodynamic Grüneisen parameter
cv specific heat at constant volume
k thermal conductivity
H specific radiogenic heat production
tk orthogonal set of tangent vectors to the surface
Note that µ is strongly dependent on pressure and temperature in either case. It
varies over several orders of magnitude.
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1.3 General overview about numerical methods
This section provides a point of view that allows classification of the confusing
variety of methods in use. Mantle convection has been treated in many different
ways. Some early models were based on spectral methods, that try to approximate
the solution by a series of spherical harmonics. The latter suffered from the inabil-
ity to handle lateral variations of parameters. However, even before these codes
emerged, Terra used finite elements to discretize the differential equations. 6 In
contrast to the spectral methods, the solution is sought as a superposition of func-
tions with small, local support. This made it possible to handle laterally varying
parameters. Other 2D and 3D models, using other local discretization techniques
like finite differences and finite volumes, followed. An up to date overview over
the different approaches over time can be found in [54]. State of the art are, lo-
cal, 3D models in spherical geometry. The very number of degrees of freedom in
these models requires the use of multi-grid techniques on parallel computers. In
this chapter I will group the different approaches, I am aware of. The distinctive
feature will be the part of the algorithm where multi-grid is applied. Before we can
do this we have to explain how the coupled system of (1.9) (1.10) and (1.11) can
be solved at all, that is which linear systems arise from the discretization.
1.3.1 Pressure and velocity discretization
From the abstract point of view, we take here, the type of discretization can be cho-
sen arbitrarily. As already mentioned, codes using finite differences, finite volumes
or finite elements exist. We merely try to give a compact notation to be used in the
sequel. After discretization (1.9) and (1.10) can be written in abstract block-matrix
notation, where A is the matrix arising from the discretization of ∇ · τ , Bt is the
matrix operating on the discrete pressure ph approximating ∇p and C is the matrix
operating on the discrete velocity vh approximating ∇ · v. The vectors vh and
ph contain the dof representing the discrete velocity and pressure fields. Since, in
this section, only these vectors occur we drop the h and write v and p also for the













The gradient operator is the adjoint of the divergence operator.
(Bt)t = B













6In this context discretization means the translation of the infinite dimensional problem to find
the solution of the differential equations into a finite dimensional system of linear equations, that can
be solved on a computer.
7in our restricted sense
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Because the dynamic viscosity µ depends strongly on temperature and also on the
gradient of velocity in the case of non-Newtonian rheology, the matrix A does as
well. Whether or not an additional linear system has to be solved depends on the
time discretization.
1.3.2 Time discretization
Suppose we have estimates for the fields v, p, T . Then the representation (1.11)
chosen for the conservation of energy corresponds to an initial value problem of n
ordinary differential equations (ode) in time where n is the number of grid points.
To obtain the solution of an ode or an ode system respectively one can of course
proceed in different ways. But all those procedures fall in one of the following
classes.
1. Explicit methods, that use only values already known at the present time to
compute the value for the next time step.
2. Implicit or semi implicit methods that have to solve an implicitly stated equa-
tion to proceed to the next time step.
For our purpose to decide which linear system will arise, it is sufficient to use the
simplest representative of each class. As an example for an explicit scheme we
present the Euler forward method.
yn+1 = yn + h y′(tn, yn)
Where h is the time step size and where we have used the ode y′ = y′(t, y(t))
as a placeholder for our actual problem. Application to the system of (1.9) (1.10)
and (1.11) yields the following procedure (1.16) with the right hand side of (1.11)
playing the part of y′.
guess v0, p0, T0
do while t < tend
Choose a reasonable h a
Compute new Tn+1 = Tn + hT ′(vn,x, Tn, tn).
Compute new vn+1(Tn+1) and pn+1(Tn+1)
by solving the (still coupled) system (1.14) or (1.15)
n = n + 1
end
(1.16)
aIf the solution of the nonlinear system is not shifted off to a pseudo time-
marching procedure the reasonable time-step size h = ∆t is given by the CFL
(Courant–Friedrichs–Lewy) condition (in one dimension given by u∆t
∆x
< C) see [45]
or [46]
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As an example for an implicit method we choose the Euler backward algorithm.
yn+1 = yn + h y′(tn+1, yn+1)
which is named after the backward finite difference approximation of the deriva-
tive:
y′(t) ≈ y(t) − y(t − h)
h
that leads to the method. Application to our problem makes clear that in each time
step now additionally an equation of the form
Tn+1 = Tnh
[




τ : ˙̂ε + ∇ · (k∇Tn+1) + Q
)]
must be solved for Tn+1. This is also true if a stationary solution of (1.11) is
sought. In block-matrix form we have to solve for every time step:A(T, p,v,x) −Bt EC(x) 0 0







Where D describes the viscosity-dependent dissipation that depends on T, p,x and
in the case of a non-Newtonian rheology also on v since µ does. S(v,x, t) is a
combination of a convection-diffusion operator that naturally depends on v, and a
time- and, due to the inhomogeneity of the mantle, space-dependent heating Q =
Q(t,x). Since Cv = ∇ · ρ0v it is at least space-dependent. If the full density was
used, an additional pressure dependence would occur due to the equation of state
(eos). If the pressure dependency of µ is also restricted to a depth dependency,
A and D do not depend on p. E stands for the temperature dependent buoyancy
that was formally included in the right hand side of (1.14). and fp = 0. It is
clear that (1.17) is nonlinear in many respects. We now describe different solution
strategies.
1.3.3 Solution strategies
I point out that some basic understanding of the multigrid technique is necessary
to understand the following paragraphs. On the other hand there is no room in this
thesis for a detailed description. Therefore the reader is referred to the numerously
available literature concerned with this subject. See for instance the inevitable [29]
or [13, 57] and the references therein. The aim of this subsection is to provide
a path from the abstract problem to the actual numerical procedure and its subtle
problems. We start at the abstract formulation (1.17) and therefore with the out-
ermost part of the algorithm We then gradually dive into the subproblems arising
inside this outer loop. As we will see, these subproblems again have their subprob-
lems, one of them being the main subject of this thesis. The following presentation
is meant to point out its vitality for the whole solution process. This will hopefully
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be clear at the end of the chapter, but not much earlier. In the process of unwrap-
ping the central part of the algorithm we will use the furthest reaching possible
applicability of multigrid methods as a guiding principle, since we expect great
benefit from this. This is clear since the system (1.17) is huge in terms of the
number of dof. It is therefore of vital importance to have an optimal solver, that
means a solver with a linear dependency of the numerical cost and the number of
dof. Multi-grid is such a solver and is often applicable for linear systems stemming
from the discretization of partial differential equations (pde) which are often sparse
with an regular sparsity pattern. We now enumerate the different strategies in the
order induced by this criterion.
Multi grid for the whole nonlinear systems
For the mentioned reasons it is natural to attempt to use multigrid for the whole sys-
tem (1.17), that is in the outermost loop of the solution algorithm. It is however not
possible to apply it in a straight forward fashion here. This is due to the nonlinear-
ities of (1.17) which are incompatible with the linear superposition of corrections
in an ordinary multigrid procedure. Instead a full approximation storage multigrid
must be used which differs from standard multigrid in that respect that it does not
restrict and prolongates residual or corrections but always the complete right hand
side and solution. (For linear problems both procedures yield the same results.) An
example for the application of FAS multigrid to the problem of mantle convection
can be found in [1]. Other applications to fluid dynamics can be found in [40] and
various works of the same author. It should be pointed out that FAS is not a cure for
all problems arising from the solution of system (1.17). This becomes apparent if
one considers the choice of the smoother. This must be able to solve still nonlinear,
coupled systems on every grid level. To do this one might consider the following
procedure. Assume that we want to solve the nonlinear equation.
NL(x) = f
A nonlinear operator NL applied to a solution vector x can be described as a linear
operator L that itself depends on the solution vector x, it is applied to.
L = L(x)
For every estimate xn we can therefore define a linearized version Ln = L(xn).
The defect correction algorithm can be described as follows.
1.3. GENERAL OVERVIEW ABOUT NUMERICAL METHODS 29
guess a start estimate x0; n = 0
do until |def | < tol
Ln = L(xn) #compute new linear operator
defn = Lnx − f #compute new defect
c = (P (xn))−1def #compute correction




It is clear that if the defect-correction method converges it converges to the solu-
tion, because the defect vanishes at the solution. But we dont discuss here if it
does converge at all. A crucial point is the choice of P (for preconditioner). If the
Fréchet derivative of NL′ of NL is available (not only existent but computable)
then NL′(xn) is a very good choice and ω = 1 yields the Newton method with its
known quadratic convergence.
guess a start estimate x0;
n = 0
do until |def | < tol
defn = NL(x) − f




If NL′ is not available one could take Ln which is always possible but expected to
yield a much slower convergence. This would lead to:
guess a start estimate x0; n = 0
do until |def | < tol
Ln = L(xn) #compute new linear operator
defn = Lnx − f #compute new defect
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For (1.17) this would lead to:
P =
A(Tn, pn,vn,x) −Bt E(T )C(x) 0 0
D(Tn, pn,vn,x) 0 S(vn,x, t)
 (1.21)
Note that t has no index, expressing the fact that this is not a time-marching scheme
but an iteration to obtain a solution for one time step. Note also that the defect
correction algorithm is sufficiently general to allow other choices for P . Examples
are discrete operators stemming from other discretizations or approximations for
the Fréchet derivative. In the case of block-matrix operators like the one in (1.17)
an improvement can already be achieved by replacing a single block. The obvious
candidate for this is the momentum operator A, since it is nonlinear in itself and
could be replaced by its Fréchet derivative FA . This is also true for D. The
iteration matrix P for the defect correction is then given by:
P =
FA(Tn, pn,vn,x) −Bt E(T )C(x) 0 0
FD(Tn, pn,vn,x) 0 S(vn,x, t)
 (1.22)
An example for the application of this procedure to the incompressible Navier-
Stokes equations can be found in [49]. Also in our case of the momentum operator
for non Newtonian rheology, and the dissipation term τ : ε the Fréchet derivative
can be computed. The computation can be found in the appendix A.
Here F (u)δu means the derivative at position u (in the function space ) applied
to δu and the strain rate tensor ε̇ is written as an operator applied to u It turns out
that FA is similar to A from a numerical point of view. Both are semidefinite and
symmetric, as we will see and exploit later.
At this point we have answered the question of smoothing, raised in the last para-
graph, to that point that we have shown how the nonlinear systems can be sub-
stituted by linearized ones, but we have still not made clear how a smoother for
(1.17) works at all. The usual suspects for this position, the splitting based iterative
solvers like Gauss Seidel or Jacobi, are out of the question. This can be seen at first
glance on the main diagonal of (1.17) which is zero for the two lower parts of the
system. The strategy pursued by [1] is to solve the systems, arising at every grid
level, with the (generalized) SIMPLER method described in [44]. These methods
are also called distributive iterations. Table (1.23) shows a short description for the
linearized version which is taken from [1] . Note that the algorithm contains also
a slightly changed defect correction iteration of the form (1.21) with a damping
parameter ω = 1. This is revealed by the occurrences of different iteration indices
in the procedure.
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guess a start estimate v0, p0; n = 0
do until|def | < tol
1.) calculate new temperature Tn+1
where Ẽ(vn) is an upwind approximation of E from the energy equation
using vn and the defect from the last iteration by solving
Ẽ(vn)Tn+1 = fT − (E(vn) − Ẽ(vn))
(this is equal to Tn+1 = T − Ẽ(vn)−1defn)
2.) update pressure an velocity
calculate new pressure using continuity and momentum equation:
−CÃ−1Bt = fp − C(v + Ã−1(fM − ETn+1 − Av)
with Ã diagonal of A
(Note that for the standard defect correction the old Tn would be used)
calculate new velocity from momentum equation and pn+1
calculate pressure correction using −CÃ−1Btδp = fp − Cv




The difference to standard defect correction for the whole system is that the defect
for u, p is computed after the temperature is already updated and not in a single
step with it. From an abstract point of view one may look at it as a block Gauß-
Seidel sweep instead of the single step block Jacobi for the blocks in (1.17).
Closing this paragraph, we point out that we have now provided (from the litera-
ture) one example for a smoother for the FAS Multi-grid, which turned out to be a
rather complicated thing, consisting of a semi implicit distributive iteration nested
in a defect correction. Although this is a working real life example, the complex-
ity may be rather unnerving, when it comes to adaption of the procedure, say, to
another discretization. Especially the finite volume discretization used in [1] turns
out to be dependent on the geometrical properties of the grid. This is also true for
the stabilization procedures for the convection diffusion equation (conservation of
energy). Another possible source of trouble is the part of multigrid we have not yet
spoken about, namely the transfer of the solution and right hand side from coarser
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to finer grids or the other way round as well as the construction of the coarse grid
operators. Also the (successful) handling of the strongly varying viscosity in [1] by
the cell centered multigrid [39] is strongly coupled to the finite volume discretiza-
tion and therefore to the properties of the grid. Additionally [12] note that SIMPLE
type methods are often poor smoothers (not poor solvers) and hence the applica-
tion in a multigrid framework might be suboptimal. Concluding we find that the
desired application of multigrid for the outermost part of the algorithm is possible
but the difficulties arising from an application to a slightly different problem (for
instance spherical geometry) and the realization of the typical multigrid efficiency
might be severe. They might be overcome by splitting the problem in hopefully
better behaved subproblems, for which we again try to apply the multigrid method.
On our way to the center of the algorithm the next possibility to do so is obvious if
one looks at the smoothing step on the finest grid. Inside the defect correction loop
linearized versions of (1.17) have to be solved. Why not use multigrid methods to
do so?
Defect correction iteration with multigrid for the linearized systems
This procedure is applied in [49] for the compressible Navier-Stokes equations
with Boussinesq approximation. The system (1.17) is linearized using the Fréchet
derivatives of the block operators, similar to (1.22). The smother used for the lin-
earized system is a generalized block Vanka [58] type smoother. Sometimes this
class of solvers is referred to as LMPSC method (Local Multilevel Pressure Schur
Complement) [49]. We will not go into details here. The main point for us is
that the (block) Vanka solves small subproblems consisting of all variables v, p
and in the generalized form also T , attached to a small part of the grid, together
(Local Schur Complement), like a domain decomposition method with very small
domains. The consequence is that it is capable of smoothing the whole linear sys-
tem (1.22) or (1.21) if the Fréchet derivative is not available. This means that even
if we do not use multigrid for the whole nonlinear system the only iteration multi-
grid is embedded in is the defect correction. 8 However the resulting multigrid is
still far from robust if strongly varying parameters (like the viscosity in our case)
are considered. In [49] many different strategies like viscosity dependent inter-
grid operators, adaptive blocking and increased block-sizes are considered. The
(partly impressive) results still reveal a difficulty that seems common to all multi-
grid procedures that treat different physical variables together: There sometimes
occur contradictions between the prolongated (or restricted) values on the grid they
are transfered to. Examples are the problems of pressure interpolation for strongly
varying viscosity reported in [49] , [54] and similar applications referenced therein.
To avoid this effects one can split (1.17) into subproblems.
8Remembering that our starting point was the smoothing step on the fine grid of an FAS, it is
even imaginable to embed this defect correction in the FAS of the previous paragraph, that is to have
a multigrid inside multigrid.
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Distinct multi-grid procedures for the pressure-velocity system and tempera-
ture
Since we have already used [1] as an example let us look at it again and point out
the differences to the presently discussed procedure. This makes sense since this
procedure is implemented as an option. There are, however, countless other im-
plementations. In fact it is the standard procedure not only for mantle convection
simulations but also for the Stokes system. In the algorithm (1.23) two main steps
are marked. We can use separate multigrid procedures for each of them, regardless
if the outer procedure is multigrid or defect correction, or both. There exist special-
ized solvers for the convection diffusion equation, needed for the energy balance,
as well as for the Stokes system representing the combination of conservation of
momentum and mass. For the convection diffusion equation one would typically
use a multigrid preconditioned Krylov subspace method like GMRES BICG ore
more sophisticated variants. For the Stokes problem we again try to use multigrid
for the whole system, that is, for v and p simultaneously. For the incompressible
case 9 there are at least three possibilities to do so.
1. The above mentioned SIMPLE procedures
2. The above mentioned Vanka-type smoothers
3. The Braess-Sarazin smoother introduced in [12]
We look at these methods with strongly variable viscosity in mind. I will therefore
point out the difficulties in order to compare the effort probably needed to get the
methods to work for viscosity contrasts of many orders of magnitude. We start with
the SIMPLE methods. In [54], which uses such a method, a new pressure trans-
fer procedure is reported that improves the previously applied linear interpolation.
The proposed procedure can be derived from quite different points of departure. It
is based on a finite volume discretization and hence it is not clear how it can be
generalized in order to accommodate the needs arising from other discretizations.
Vanka type smoothers have also been tested by the same author. An other appli-
cation is found in [49]. This is a FEM (finite element) code. The most difficult
problem here was also posed by the transfer operators for v and p. In case of really
big viscosity contrasts convergence could only be achieved by positioning coarse
grid edges along the jumps.
I am not yet aware of an application of a Braess-Sarazin smoother to problems
with strongly variable viscosity, but this algorithm has some interesting properties.
For instance the new iterate ui+1, pi+1 is independent of the last pressure iterate
pi. This way the above mentioned problems of the pressure grid transfer would not
9The typical treatment of density is to use a depth dependency only, so we have very nearly an
(incompressible) Stokes system. It is often possible to find some modification of an incompressible
algorithm. We present examples later.
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affect the fine grid solution. Another interesting feature is the use of an approxi-
mation for A−1 the momentum operator, which brings us to the innermost part of
the algorithm, where multigrid can be applied.
Multigrid for the momentum operator
This part finally describes the algorithm implemented in Terra which is the sub-
ject of this thesis. The solution for v and p is still obtained simultaneously but
by an iteration (CG, MINRES, GMRES ore Uzawa) with a block preconditioner
where multigrid is used for the block stemming from the momentum equation. A
recent comparison [41] of the two probably fastest of the above described multigrid
solvers for both variables (Braess Sarazin, Vanka) and the last mentioned velocity-
multigrid preconditioned iterative schemes, showed that the performance is worse
by a factor two or three for the latter. This, at first glance, seems to be a reas-
surance for our guiding principle to use multigrid in the most outward loop of the
solver. On the other hand this paper does not take into account the difficulties
arising from (spatial) parameter variations. 10 However, at least from a theoret-
ical point of view Krylov subspace methods are extremely robust in this respect,
since their convergence can be proofed for a great variety of problems. (CG for
instance is convergent for all symmetric positive definite systems.) Accordingly
[41] state that from a theoretical point of view the state of affairs is best for the pre-
conditioned MINRES method. Another very interesting and surprising property of
preconditioned MINRES is, that it is optimal( O(n)), see [33] page 286 ff for de-
tails. (Roughly speaking the reason is, that its convergence rate depends solely on
the approximation of the inverse of the momentum operator A which is obtained
via multigrid.) So we really have the assumed benefit of the Vanka and Braess
Sarazin solvers also for pMINRES, but without the problems arising from the col-
lective transfer of v and p. This is due to the fact that the still difficult transfer of v
is solely caused by the viscosity variations. So algebraic anisotropies arising from
this can be countered by exploiting the knowledge about the viscosity field. This
is a much easier problem than for a combination of v and p where it is not always
clear what variable the problems originate from.
Intermediate discussion
The last subsection contained two quite opposite trends.
1. Because of its optimality, it seems reasonable to apply multigrid as far out-
wardly as possible. (At first glance) the possible benefit seems to decrease if
10Although robustness is a main subject in this paper it is not meant as a measure of the capability
to handle spatial variability of the viscosity µ but the ratio between µ and ξ in the generalized Stokes
equation.
ξu − µ∆u + ∇p = f
∇ · (ρ0u) = 0
where µ is free but fixed and not a function of space.
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one limits the use of multigrid to subproblems.
2. The handling of variable viscosity becomes more difficult in the opposite
direction as the use of multigrid is expanded to more variables at once. The
problems arise from the transfer operators.
These observations give reason to two possible approaches. The first strategy is
to use algebraic multigrid AMG. This is probably obvious from a numerical point
of view and has been proposed to me as an option by Arnold Reusken and Irad
Yavneh. The second, less ambitious, but finally adopted strategy will be described
and justified at the end of the next subsection.
1.3.4 Algebraic multigrid
The optimal solution for the above stated dilemma seems to be algebraic multigrid
AMG. Since it is not realized here I feel impelled to explain why. Before doing so
I would give some more arguments for its use, since this is interesting for future
work.
Arguments for AMG
There are some very simple but profound reasons:
1. From a numerical point of view an AMG is supposed to be able to handle
strongly varying and even discontinuous parameters.
2. From a physical point of view regions with different viscosity would coin-
cide with different vigor of the flow, so an accordingly refined mesh would
be suitable. A grid generation and refinement software based on a posteriori
error estimator could be applied. The resulting possibly unstructured grids
could also be handled by AMG.
3. From a software (code reuse) point of view AMG is interesting because it
does not need any further knowledge of the pde but solely depends on the
operator (matrix) for the construction of the coarse grids and hence the above
mentioned often troublesome transfer operators for prolongation and restric-
tion. This makes it possible to use a single algorithm for the whole range of
problems described in the previous subsection.
4. The broad possible applicability of AMG makes it worth while to develop
fast black-box pde solvers, also parallel variants. Accordingly the paralleli-
sation of algebraic multigrid has been a fast developing field of research for
some time. See for instance [31, 28, 51, 17, 27, 3] Complete reusable solvers
should be available.
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Preliminary drawbacks
A question difficult to answer is why this method has not been widely used for
mantle convection yet. At least I want to discuss some objections and finally ex-
plain what reasons stood against its usage in this thesis.
1. In general algebraic multigrid requires a time consuming aggregation step
where the prolongators, restrictors and coarse-grid operators are defined. In
[51] an estimate of ten multi-grid v-cycles is given for the AMG method
of Ruge and Stüben. This is problematic if the fine-grid operators have
to be computed very often since then this seriously affects the overall per-
formance. Such operator updates arise in our problem due to any form of
nonlinearity of the whole system of v, p and T induced for instance by the
pressure dependence of the viscosity, the temperature dependence of the vis-
cosity, where temperature is amongst others a function of time, the treatment
of nonlinear rheology, where the stress tensor is connected to the strain rate
for instance by a power law as suggested in [?]. In case of Newtonian rhe-
ology and temperature dependent viscosity the momentum operator must be
updated only once per time step, in the case of non-linear rheology implicit
methods like newton-iterations require the solution of several stokes systems
with different viscosity fields for every single time-step. Regarding the, in
terms of computational cost, still extremely demanding models of mantle
convection the temporary repudiation even of methods with a small perfor-
mance penalty is perhaps understandable. After all a factor of five makes a
difference between a day and a week in terms of response time. For some
models the latter actually is about five weeks for the fast version.
2. Some existing mantle convection codes, especially Terra, are extremely hard-
ware optimized and fast in terms of relative performance compared to peak
performance of the particular machine. 11 This is an advantage a numerically
superior method has to make up for.
3. A potential benefit of AMG methods, the ability to handle unstructured grids
with varying mesh sizes is hampered by the need of a spatially adaptive time
discretization, since the CFL condition would enforce small time-steps in
this case for the whole grid. This adds complexity also to other parts of the
mantle convection codes (marker transport for instance).
4. The reuse of existent software for grid generation (and operator assembly)
and efficient parallel solution of the linear systems is narrowed down by two
criteria
(a) Is the code parallelized for distributed memory computers?
(b) Is the source open?
11 The author of the original version, John Baumgardner, is in fact a HPC specialist
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The first is obvious if one considers an example problem size of 6.710.886.400
dof, the second, away from the peculiarities of university funds, because of
the flexibility needed for a research instrument. Since the code runs on dif-
ferent supercomputers is must be portable. Here also open source software
is clearly an advantage. Today the query of the two criteria yields a few hits,
namely UG 12 , ALUGrid 13 , Dune 14 and, in a less general way, petsC 15
The most exiting of these is the Dune framework since it is the most flexible
approach and also includes a parallel AMG (algebraic multigrid) solver tem-
plate. At the beginning of my work the only suitable package I knew of was
UG. However, the technical difficulties of porting turned out to be greater
than expected. The necessary amount of cooperation could not be achieved
due to organizational difficulties, namely funding. This way the reuse of ex-
isting software, which would have been preferable, as deduced above, was,
at least in my case, rendered preliminarily impossible.
Discussion
I am convinced that in the long run AGM methods will displace the highly opti-
mized but less general codes. If the computer performance is sufficient for reason-
able test problems even a pessimistic factor of ten is a small price for the ability to
handle variations or jumps of coefficients, unstructured grids and therefore adap-
tive meshes. For a 3D time-dependent problem this is less than a factor of two in
terms of the mesh-size parameter h.
All the same, for the time being, I am not aware of a single application in this field.
Up to now all existent parallel tools for the investigation of mantle convection, are
based on a domain partitioning of structured grids. Load balancing is achieved by
simply using exactly identical domains.
Terra specific conclusions
Since a reuse of a complete solver had not been possible, other possibilities to
increase Terra’s robustness had to be explored. The terra code is extremely op-
timized, utilizing properties of the grid and the computers it runs on. This close
relation between parallelization and grid extremely amplifies the importance of the
latter. To alter the grid of such a code is nearly equivalent to write a new one.
This also includes the type of discretization. If even the switch from one struc-
tured grid to another is an effort not much smaller than the development of a new
code it is clear that something like adaptive mesh refinement is simply out of the
question, if existent software cannot be used. This pretty much narrows down pos-
sible changes to the code and enforces the exploration of comparatively small but
12 UG stands for unstructured grids see [5]
13 Adaptive, Load-balanced, and Unstructured Grid Library see [25]
14 Distributed and Unified Numerics Environment, see [21]
15 Portable, Extensible Toolkit for Scientific Computation see [4]
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efficient changes to the grid. Additionally the code should be refactored to de-
fine abstract interfaces. So later available solvers can be used for an increasing
number of subproblems. As the first strategy could be described as an top down
approach tackling the whole problem from outside this one can be seen as an agile
one, changing the code from within. As we will see this has some benefits for the
inevitably important testing. To be able to locate those small changes to the code
we describe Terra’s Algorithm a little bit more detailed.
1.3.5 Terra’s algorithm
Time discretization
Terra uses an explicit time marching scheme that is similar to (1.16). The dif-
ference is that instead of the Euler-forward method a second order Runge-Kutta
scheme is used. That means that in every time step a system of the form (1.14)
must be solved. (or (1.15) alternatively for incompressible computations).
Treatment of the nonlinearity of the momentum operator
Up to now the nonlinear momentum operator is not taken into account by an ex-
plicit defect correction iteration. Instead the problem is shifted to the time march-
ing. This is common practice and can be seen as an adjournment of the yet un-
resolved part of the problems arising from the nonlinearity to the next time step.
In the limit for time-step size h = 0 the normal defect correction iterations ensue.
For this kind of procedure h is adapted according to the error of the last iteration,
so that for large nonlinearities (or even stiff momentum operators) the time steps
become very small. Nevertheless the time line of the problem gets unreliable in the
start up phase, so that an engaging phase should be used, before the physical time
starts.
Solution of the velocity-pressure system
As already mentioned the system (1.15) is solved using a Krylov-subspace method.
In the present version it is CG. Since the compressible version (1.14) is solved
using the same method, we describe the procedure for this case and afterwards its
generalization to the incompressible case. If one applies the Gaussian elimination













The CG method is applied to the second equation to obtain a pressure solution. Ob-
viously v can be found solving the first one. In fact this is not even necessary, since
16The same result is obtained if the (abstract) solution v of the first (momentum) equation is
substituted in the second
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the summed up v corrections, necessary to solve for p, equal the v solution. Of
course nobody would like to compute the whole Schur complement −BA−1Bt.
Instead always when the action of A−1 on v is needed, it is performed by the
multi-grid procedure. If one applies the CG algorithm abstractly to the Schur com-
plement and eliminates all occurrences of A−1 in this way, the resulting algorithm
looks like this.
Estimate p0
Solve Av0 − Btp0 = f






si = ri−1 + δsi−1
end if
Solve Avi = Btsi for v
α = ⟨ri−1,ri−1⟩⟨si,Bvi⟩
pi = pi−1 + αsi
vi = vi−1 + αvsi
ri = ri−1 + αBvi
if (||ri|| < tol ) exit loop
end do
(1.25)
Which can be found in [72].
Treatment of the inelastic approximation
To be able to treat the inelastic approximation with a depth dependent density the
following procedure has been employed. Suppose there exists a variable q con-
nected with the pressure p and the radial reference density ρ0 by
ρ0∇q = ∇p
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Where R represents a diagonal matrix for the density. Using that R = Rt, a look
at the new Schur complement makes clear that the ensuing matrix is a similarity
transform of the original one and thus has the same eigenvalues and resulting def-
initeness. So if the use of CG is justified for the original system it is also for the















The ensuing algorithm is very similar to the compressible case, all occurrences of
Btp or B · v are substituted by RBtp or R−2BRv respectively:
17A small calculation makes clear that this cannot be exactly fulfilled but must be an estimate
∇×∇p = ∇× (ρ0(r)∇q)
→ 0 = ∇ρ0 ×∇q + ρ0∇×∇q
→ 0 = ∇ρ0 ×∇q
→ ∇ρ0 ∥ ∇q → q = q(r) because ρ0 = ρ0(r)
→ p = p(r)
Such a pressure would of course not be of any interest.
18I am aware of the fact that the Schur complement cannot be positive or negative definite but
semidefinite because the pressure can be determined only up to a constant, since only its derivative
appears in the equation. We will come to this later.
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compute γ = ρ0(r)ρref
guess p0
Solve Av0 − RBtq0 = f






si = ri−1 + δsi−1
end if
Solve Avi = γBtsi for v
α = ⟨ri−1,ri−1⟩⟨γ−2si,Bγvi⟩
pi = pi−1 + αsi
vi = vi−1 + αvsi
ri = ri−1 + αγ−2Bγvi
if (||ri|| < tol ) exit loop
end do
(1.29)
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Chapter 2
Stability of the Discrete Problem
2.1 Overview
The chapter deals with the stability of the discretization for pressure and velocity
by means of finite elements, that is with the process that results in the systems
(1.15) or (1.14) respectively.
This is not at all trivial. In fact, I am not aware that the stability for the general
discrete system (1.14) has been shown for the special free slip boundary condition
which is used in the models of mantle convection for any finite element discretiza-
tion up to now. Unfortunately this statement remains true even if we restrict our-
selves to the linear version of (1.14), where the viscosity is no longer a function
of v and even for constant viscosity. And regrettably, I have not yet been able to
change this.
On the other hand we have carried things a good deal further and the achieved re-
sults at least lend some value to the special handling of variable density in Terra,
which was the primary aim of the analysis. So I will try to present the state of the
work and show the connection to the known theoretical results. Since the matter is
very complex, this will be done in a way that is an attempted compromise between
necessary shortness, accuracy and comprehensibility, which is bound to be disap-
pointing for the expert as well as for the uninitiate.
A kind reader may regard it as a review for both sides, the physicist who cannot be
expected to know the numerical background and the mathematician, who is inter-
ested in the theoretical challenges of a real world model.
The problem of establishing existence and uniqueness of system (1.14) is con-
nected but not equivalent to the similar problem for the linear version of system
(1.15) for a Dirichlet boundary condition. The stability of the latter mainly depends
on the LBB (Ladyzhenskaya Babuška Brezzi or inf-sup condition). Although we
can check the LBB for our discretization there remain additional problems.
1. The result must be extended to the Dirichlet boundary problem of system
(1.14).
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2. The FEM discretization for the Dirichlet problem must be stabilized in view
of the free slip boundary condition, which otherwise again endangers that
the system (1.14) is well posed.
Point (1) has been the subject of [10]. There the proof of existence and uniqueness
of the solution of the stokes system has been extended to the case of a space depen-
dent density and space independent kinematic viscosity ν = µρ for some standard
finite element pairs, including the Taylor-Hood pair which is very similar to the
elements used in Terra. One result of this work is that for the velocity-pressure
formulation, that is used in our model, some additional inf-sup conditions have to
be fulfilled. The proof of those depends, however, mainly on the existence of a
Fortin operator for the finite element pair under consideration, which is also the
key to check the LBB for our grid. So, if we succeed in the latter, we are in a good
position to extend the result to space dependent density.
Another possibility to obtain the desired stability result is to use momentum and
pressure as independent variables. Then the system can be formulated as a sad-
dle point problem equivalent to the saddle point formulation of the linear version
of system (1.15) and the same finite element pairs can be used, which ensure the
stability for the latter. This reformulation, however, destroys some operator prop-
erties, e.g. the symmetry of the momentum operator and would enforce the use of
different solution techniques in our code.
Point (2) is not clear up to now. In [59] the problem for the Stokes system (1.15) is
solved by augmenting the velocity basis functions on the slip boundary by bubble
functions to be able to take the normal stresses into account. The LBB is another
necessary condition.
In [60] a more general strategy is pursued and a stabilization procedure by means of
a penalty method is presented that can be implemented in existing codes more eas-
ily. In the case that the LBB holds, only the slip boundary term has to be stabilized,
in the case that it does not, also the pressure can (and must) be stabilized. From this
it is clear that the LBB alone is in general not sufficient to treat the boundary value
problem (1.15) for the slip boundary, but very important. Both treatments rely on a
saddle point formulation of the boundary value problem (1.15). The discretization
of (1.14) , however, leads to a generalized saddle point form. It is therefore not
automatically clear that the arguments of [59, 60] can be applied in this case.
Summarizing I emphasize the importance of the LBB as a key property of the
discretization to ensure that our general problem is well posed. This chapter is
therefore mainly concerned with it. In the sequel I will present the weak formula-
tion of (1.14). The differences to the standard Stokes system will be made clear.
After this we will give a simple example of a discretization that does not fulfill the
LBB, to emphasize its importance from a physical point of view. A short discus-
sion of the presently implemented grid will be given and finally we will present
a procedure that allows us to test the LBB for a new grid. This can be regarded
as something less than a general proof but will be shown to be sufficient for our
needs. Additionally I will present a generalization of an existing proof for another
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grid.
2.2 Weak formulation
The following is neither a comprehensive introduction to the various possibilities
to discretize pde’s with finite elements which can be found for instance in [33] nor
a detailed analysis as in [10]. It is intended to give an idea.
2.2.1 Formulation
Remember the equations for the conservation of momentum and mass (1.9),(1.10)
∇ · τ(u) −∇p + ρg = 0
∇ · (ρu) = 0
with the boundary conditions
n · u = 0 on ∂Ω
σn · tk = 0 on ∂Ω 1 ≤ k ≤ d − 1
Where σ is the stress tensor previously defined as σik = τik − δikp and the tk form
an orthogonal set of tangent vectors to the surface. Supposing we have already
found a solution (u, p), then also the following is true for all test functions v and q
inhabiting suitably chosen function spaces to be specified later.
∫
Ω
v · [∇ · τ(u) −∇p + ρg] dΩ = 0
∫
Ω
q∇ · (ρu) dΩ = 0
The continuity requirements of the weak solution u, p can be reduced by “shifting”
the derivative to the test functions using integration by parts and the divergence
theorem. We use also the facts that we deal with an enclosed flow n · v = 0 on ∂Ω
or vn = 0 and the tangential stress vanishes σn · tk = 0 for k ∈ {1, 2}
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∫
Ω
v · ∇p dΩ = −
∫
Ω
p∇ · v dΩ +
∫
Ω













p∇ · v dΩ
∫
Ω
v · ∇ · τ(u) dΩ =
∫
Ω
∇v : τ(u) dΩ −
∫
Ω




∇v : τ(u) dΩ −
∫
∂Ω




∇v : τ(u) dΩ
because
τ(u)n · v = (σn + pn) · ( vn︸︷︷︸
=0
+vt)
= σn · vt + pn · vt
= 0 + 0
and get ∫
Ω
∇v : τ(u) −∇ · vp + ρgv dΩ = 0 (2.1)
∫
Ω
q∇ · (ρu) dΩ = 0 (2.2)
Since no derivatives of q and p occur, the L2 seems to be sufficient as test and solu-
tion space for the pressure p. The occurrence of at most first derivatives suggests a
variant of H1 as test and solution space for v and u. With the condition n · v = 0
this leads to the preliminary definition
V̂ : =
{
u ∈ H1(Ω)d|u · n = 0 on ∂Ω
}
M̂ : = L2(Ω)
This, however, takes not into account that the solution of the system together with
the slip boundary condition is only determined up to rigid body rotations, which
form a vector space
R := span{u(x) = b × x|b ∈ R3, |b| = 1,b is an axis of symmetry of Ω}.
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It is useful to exclude the latter from the velocity test and solution spaces, since they
destroy the continuity of the mapping (u,v) →
∫
Ω ∇v : τ(u) dΩ, which we will
need later. We therefore use the quotient vector space V̂ /R. Another ambiguity
concerns the pressure. Since in the system (1.9),(1.10) the pressure appears only
in a derivative and is not specified on the boundary, the pressure solution can be
determined only up to a constant function. To avoid this ambiguity we artificially
constrain the pressure space to functions with zero mean value.1 We end up with
the following definitions for the spaces.
V : =
{
u ∈ H1(Ω)d/R | u · n = 0 on ∂Ω
}
M : = L2,0(Ω) :=
p ∈ L2(Ω) |
∫
Ω
p dΩ = 0

If we further assume that τ(u) is linear, e.g. of the form τ = µ̇̂ε,2 we can write the
problem (2.1) and (2.2) in the following variational form.
Problem 2.1. Find a pair (u, p) in V × M such that
∀v ∈ V a(u,v) + b1(v, p) = ⟨l,v⟩
∀q ∈ M b2(v, p) = 0
(2.3)




∇v : τ(u) dΩ
b1(v, p) = −
∫
Ω
p∇ · v dΩ
b2(v, p) = −
∫
Ω
p∇ · (ρv) dΩ




l · v dΩ =
∫
Ω
−ρg · v dΩ
2.2.2 Conditions for existence and uniqueness of the weak solution
It is far beyond the scope of this work to provide a complete explanation. I again
merely try to emphasize the main points and connect our problem with the general
1We could of course again take the quotient space L2/Q0 with Q0 := {q ∈ L2(Ω), q = const}.
2This assumption limits this analysis to the defect correction iteration, described in the last chap-
ter. It permits, however, the use of the Fréchet derivative of the nonlinear operator, as used in the
Newton method.
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theory of [10, 24, 61, 9]. In fact this paragraph is a combination of the results found
in these references.
Let us consider the following more general version of problem (2.3)
Problem 2.2. Find a pair (u, p) in V × M such that
∀v ∈ V a(u,v) + b1(v, p) = ⟨l,v⟩
∀q ∈ M b2(v, q) = ⟨g, q⟩
(2.4)
Note that this is not a standard saddle point problem because three different forms
are involved (a(., .), b1(., .), b2(., .)) 3 If we associate linear operators A,B1, B2
with the linear forms in the following way
⟨Au,v⟩ = a(u,v) ∀u,v ∈ V
⟨B1v, q⟩ = b1(v,q) ∀v ∈ V and ∀q ∈ M
⟨B2v, q⟩ = b2(v,q) ∀v ∈ V and ∀q ∈ M
The system can be written as follows
Problem 2.3. Find a pair (u, p) in V × M such that
Au + B1p = l ∈ V ′
B2u = g ∈ M ′
(2.5)
Now consider the linear mapping Φ ∈ L (V × M ; V ′ × M ′) with
Φ(u, p) = (Au + B1p,B2u)
which associates a pair (u, p) with the appropriate right hand sides (l, g). Suppose
this mapping can be proved to be invertible or more precisely to be an isomorphism
from V ×M onto V ′×M ′. Then its inverse Φ−1 ∈ L (V ′×M ′; V ×M) provides
us with the solution for all pairs (l, g) in V ′ × M ′. To show that Φ is invertible we
have to look at the partaking operators. A,B1, B2.
It has been shown in [9] and used in [10] that the following inf-sup conditions are
necessary and sufficient for Φ to be an isomorphism.
There exist constants α1 or α2 such that




≥ α2 > 0 (2.6)
and
∀v ∈ K1,v ̸= 0 sup
v∈K2
a(u,v) > 0
3For the moment it is sufficient to note that it was a saddle-point problem if the forms b1(., .)
and b2(., .) were identical. We will explain the usage of the term saddle-point problem when we
encounter the first one.
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or equivalently




≥ α1 > 0 (2.7)
and
∀v ∈ K2,v ̸= 0 sup
v∈K1
a(u,v) > 0
where the Ki are the kernels of the forms bi. Additionally one needs




≥ β1 > 0 (2.8)




≥ β2 > 0 (2.9)
These conditions, which ensure the existence and uniqueness of the continuous
problem have been checked in [10] for an inelastic approximation but with a slight
difference to the general model needed to describe mantle convection. In [10] one
has after substituting the kinematic viscosity ν = µρ
τ(u) = µ∇u









with a viscosity, which depends, beside ρ, also on other variables. Note also, that
the last two terms of ˙̂ε are missing in the approximation, that is used in [10]. Sym-
metry of τ is not enforced, and the third term, the second order diffusion, is omit-
ted. Nevertheless I deem it possible to adapt the proofs. To achieve this, some
assumptions about the viscosity must be made, which are, however, not subject of
this work. If this task can be accomplished, the same inf-sup conditions must be
proved for the finite dimensional spaces introduced by the finite element discretiza-
tion. This also should be possible with only slight differences to the procedure in
[10], because fortunately the Taylor Hood element pair is considered there. And
especially one feature of this pair is constantly used. This is the possibility to con-
struct a Fortin operator. Since this is needed also in the incompressible case and
accordingly I already had to check it, it seems possible to extend the result in the
future.
However, as mentioned before the incorporation of the slip boundary condition in
the discrete system is much more difficult than for the continuous one. The dis-
crete velocity space may be in general not rich enough to handle the additional
constraint for the normal stress. A similar problem, as the one for the pressure,
which is averted by the above stated conditions, will occur. Either a stabilization is
needed, or the velocity space must be augmented by bubble functions on the slip
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boundary. It is possible that one of the solutions of Verfürth [59, 60] can be easily
adapted to the case of the inelastic approximation, but this is still to be proved.
This would be very welcome indeed, since Terra’s compressibility approximation
has the above mentioned side effect that it relies on a substitution that cannot be
true exactly.
2.2.3 Differences to standard saddle point problems
Terra’s treatment of incompressibility is closely related to the standard Stokes sys-
tem. This becomes clear if one, looking at (1.28), recognizes that RBt is the adjoint
of BR, since R is diagonal and R = Rt. 4 It is worth looking at the differences to
the above described general procedure to establish existence and uniqueness of the
solution.
1. The forms b1(., .) and b2(., .) coincide for the standard Stokes system. The
operator B2 is then the adjoint of B1 thus allowing to interpret it as the saddle
point problem 5 and to use the results of [24].
2. Since b1(., .) and b2(., .) coincide there is only one kernel in (2.6) or (2.7)
respectively, and the following conditions for a(., .) remain




≥ α > 0 (2.10)




≥ α > 0 (2.11)
which ensure surjectivity and injectivity of the restriction of A to K and thus
invertibility of the restriction of A on K. In the case of the Stokes problem
the properties (2.11) and (2.10) are a consequence of the the coercivity of
a(., .) on K
3. Since there is only one form b(., .), there is also only one inf-sup condition




≥ β > 0 (2.12)
I found it impossible to explain in one sentence why this ensures the unique
solvability. The proofs can be found e.g in [61] page 58-60 or [24] page
39-41. But later on I will give a simple example how (2.12) can be used.
4In the continuous form C′ ∈ L (M, V ′) with C′p = ρ∇p is the adjoint of C ∈ L (V ′, M)
with Cv = ∇ · ρv
5It is the saddle point condition for the Lagrangian functional L (v, q) = J(v)+b(v, q)−⟨g, q⟩,
arising from the incorporation of the constraint ∇·v = 0 in the minimization of the energy functional
J(v) = 1
2
a(v,v) − ⟨l,v⟩. This is just a generalization of the method of Lagrangian multipliers to
Banach spaces. The term saddle point is due to the fact that the stagnation points of the Lagrangian
functional are not always its extrema but can be saddle points. This is also true in case that the
method of Lagrangian multipliers is applied to find the extrema of a function f(x) : Rn → R under
the constraints gi(x) = 0.
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Of course these conditions have to be checked for the discrete spaces as well. The
Vh ellipticity of ah which is sufficient for (2.11) and (2.10) is proofed in [53] for
piecewise linear elements. The proof becomes simpler for Terra’s elements because
of their exact approximation of the boundary. In [59] one finds an even more
general approach. The author shows that standard approximation properties of
finite elements in combination with a Lipschitz boundary are sufficient. The more
challenging part is to check the discrete version of (2.12).
Conclusions
Due to the interpretation of Terra’s compressibility approximation it nearly fits in
the presented framework of the standard Stokes problem. The remaining difference
is the slip boundary condition. But due to the results of [59, 60] this problem can
be solved by a stabilization. The latter has but not yet been implemented in Terra.
Expansion of the results to the inelastic approximation seems possible, but is still
to be proved.
2.3 (De)motivating 2D examples
I will demonstrate the effect of ignoring the contents of this chapter by a problem
posed in [33]. I solved it with the same code, that was used for the (exact) calcu-
lation of the operators used in the multigrid framework of the next chapter. This
way it served also as a test case for this computer algebra code. We start with the
continuous problem.
2.3.1 The example continuous problem
Consider a incompressible homogeneous Stokes system with constant viscosity,
without buoyancy forces
∇ · τ −∇p = 0 (2.13)
∇ · u = 0 (2.14)










µ∇2u −∇p = 0 (2.16)
∇ · u = 0 (2.17)
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If we impose zero boundary conditions for the velocity we can actually compute
the solution by hand.
u(x, y) = 0 ∀x, y ∈ Ω (2.18)
and
p(x, y) = c ∀x, y ∈ Ω (2.19)
That means, that everywhere in the domain velocity is zero and pressure an arbi-
trary constant. We will have a quick look at our inf-sup conditions and see how
they ensure the uniqueness of this solution. We start with the uniqueness of the
velocity. Because of the constraint ∇ · u the velocity solution u must be in the
kernel K of B. That means that ∀q ∈ M b(u, q) = 0. However, that also means




∇pu dΩ = 0
That means that the first line of the weak Stokes system simplifies to
∀v ∈ V a(u,v) = 0.
The invertibility condition of a(., .) on K (2.11) and (2.10) then ensures that u = 0.
It remains to show that the pressure is uniquely determined. This is in fact ensured
by (2.12) which is fulfilled for the continuous Stokes system [43]. To see this,
observe that (2.12) makes sure that for any non constant q ∈ M there exists a




Suppose we had a pressure solution p. If we substitute u = 0 in the weak Stokes




⟨p∇ · u⟩ = 0
That means that the numerator in (2.20) vanishes for all v so that ∥q∥M = 0. 6
2.3.2 Solutions of the discrete version
Assuming that we use a 4x4 grid for pressure and velocity, Fig. 2.1 shows a correct
pressure solution. If we further assume that we use the bilinear basis functions for
pressure and velocity on this grid (Q1, Q1 discretization) we find that the arising




q dΩ∥ a quotient-space norm, this means that the pressure is determined up to con-
stant functions in L2.
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Figure 2.1: The figure shows a rectangular domain which is discretized with a
four times four grid. and also the solution for the pressure as a function of x and y,
which being a constant function must have the same values on all 16 grid points,
this way being perfectly flat.
linear system becomes more ambiguous than the continuous one. It allows not only
the correct solutions where pressure is a constant but also the solutions shown in
Fig. 2.2. Note that this is not a round-off error. It is a perfectly correct solution of
the linear system arising from the discretization, which, however, contains linear
dependent equations. Things are actually worse than this. We can find more arti-
ficial solutions. Only some of them are shown in Fig. 2.2. The artificial pressure
modes actually form a vector space. This means that even the thousandfold of this
mode is possible or every linear combination of this modes with amplitudes as huge
as one wishes. One shows easily with the exact linear systems that the dimension
of this vector space is 8 even for this small 16 node grid. 7 This is still not the worst
situation, that can arise if one ignores the LBB. Up to now only the pressure so-
lution is tainted but there are also examples where the velocity is over constrained
by the discrete divergence-free request, resulting in locking phenomena. This may
even lead to a situation where the only possible solution for the discrete velocity is
v = 0 on Ω
7It is also 8 even for the 8x8 or 16x16 mesh.
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Figure 2.2: This figure shows artificial numerical solutions of the problem which
is due to the discretization with bilinear basis functions for pressure and velocity.
resulting in an ambiguous linear system. The amplitude is arbitrary. These solu-
tions belong to the vector space S = Ker(Bth) = Ker(∇h). Since dim(S) = 8
these solutions are only a part of a basis of S.
.
It is worth noting that such things frequently occurred for equal-order interpola-
tions 8 and lead to the theory around the discrete LBB. However neither are they
restricted to those interpolation nor can they be averted by simply using a less ac-
curate discrete pressure basis, as the following , by no means artificial, example of
Brezzi [24] shows.
2.3.3 Locking
Let Ω be a bounded polygon in R2 with a triangulation Th. Suppose we use piece-
wise linear velocity and piecewise constant pressure with zero mean value.
Wh =
{
w ∈ C 0(Ω̄);w|K ∈ P 21 ∀K ∈ Th,
}
Xh = Wh ∩ H10 (Ω)2,
Qh =
{
q ∈ L2(Ω); q|K ∈ P0 ∀K ∈ Th,
}
Mh = Qh ∩ L20(Ω)2,
8as used in Terra







Now consider the triangulation of domain Ω and let us denote
• t number of triangles
• vI number of internal vertices,
• vB number of boundary vertices,
Then we have
• t − 1 = number of dof for pressure
• 2vI = number of dof for velocity as v = 0 on ∂Ω
• t = 2vI + vB − 2 (Euler’s equation)
• → (t − 1) > (2vI − 1) number of boundary vertices,
Vh = {vh ∈ Xh; ⟨∇ · vh, µh⟩ = 0 ∀µh ∈ Mh}
= {0}
That means, that the velocity is completely locked. The only possible solution that
is divergence free in the discrete sense is v = 0. However, a partly locked system
is even more dangerous because it is harder to detect. In a numerical algorithm
the exact locking will be disguised by round of errors, but influence the condition
number disastrously. 9 In the sequel we will have a more detailed look at the threat
of over constraining.
2.3.4 Short summary
In the context of saddle point problems the following points must be taken into
account.
• Standard finite elements can lead to ambiguous or over constrained linear
systems
• The ambiguity leads to vector spaces of artificial solutions. Even if the start
estimate for the pressure is clean, over time the amplitudes of this artificial
solutions can increase to huge values because they are not detectable by the
solver. The over constraining leads to locking phenomena that might be total.
9This is a reminder that the inf-sup constant β has also a fundamental influence on the error
bounds, although this has not been explicitly mentioned up to now.
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• Every solution is potentially tainted.
• It is absolutely vital to ensure the stability of the discretization. since else
the problem is not well posed, which is a necessary condition for every nu-
merical algorithm.
Sometimes this can be done most elegantly theoretically for all grids built with a
special element pair. If this proves to hard a task one can attempt to prove it at least
for the grid in use. We describe the procedure in the next subsection.
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2.4 Checking the LBB
As already mentioned the LBB is fulfilled for the (continuous) Stokes Problem but






∥ vh ∥Vh∥ qh ∥Qh
≥ βh;
This condition ensures that we can calculate our solution. It depends on the approx-
imation spaces for pressure and velocity, that means, on the grid and the elements
used for the approximation. We therefore at first have to describe the latter. Fig.
2.3 shows a cross-section of the grid currently implemented in Terra.
2.4.1 Terra’s grid
Figure 2.3: A cross-section of Terra’s grid
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Figure 2.4: A sample grid cell
A grid cell is shown in Fig. 2.4. The basis functions for velocity and pressure are
piecewise bilinear on such a grid-cell.
That means continuous equal order interpolation is used. According to the experi-
Figure 2.5: A linear basis function defined on the plane and its spherical equiva-
lent. The velocity approximation space is the tensor-product of these basis func-
tions and one dimensional linear basis functions in the radial direction. The lateral
basis functions are defined as functions of the spherical barycentric coordinates.
Note that the spherical barycentric coordinates are recursively defined by the grid
refinement process. There is no explicit formulation e.g. as function of ϕ and θ.
One can show that the recursive refinement process leads to a bijection, between a
reference grid cell and the transformed one. See [7] for the proof. But this bijection
is also only given implicitly.
ence obtained for two dimensions for linear and bilinear equal order discretizations
(see for instance [61] or [24]) it is very probable that the equal order interpolation
can not satisfy the LBB. I do not give an explicit proof. It is not always easy to
find one, even for the violation of the LBB, if the rank deficiency of the discrete
version of Bt ist not obvious through the comparison of the numbers of dof for
pressure and velocity. This is not the case here. 10 What I am driving at, is the non
existence of a proof that the LBB holds for this grid. In fact some users of Terra
have reported spurious pressure modes that indicate the violation of the LBB. As
mentioned before an aim of this work is to implement a local grid refinement. An
example grid is given in Fig. 2.6 For the locally refined grid the continuity require-
10I could show that the LBB is not fulfilled locally on a small partition of the grid, but this is only
sufficient for the LBB to hold globally. It shows, however, that there is not much hope for the present
grid in this respect.
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Figure 2.6: A locally refined mesh. Although the picture only shows a radial
refinement, lateral refinements must be possible as well without violation of the
LBB.
ment for the velocity space enforces the values at hanging nodes to be interpolated,
this way erasing degrees of freedom for the velocity, possibly needed to ensure the
inf-sup condition. The situation becomes even more difficult. To be able to proof
the LBB we will have to change the grid. The one objective we started with is, to
achieve this with as few changes in the code as possible.
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Figure 2.7: An example for a local lateral grid refinement. Note the boundary
between a finer and a coarser region of the grid contains hanging nodes.
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2.4.2 A new grid
The idea for this new grid was inspired by a variant of the Taylor Hood Element(P2, P1)
that uses a refined P1 grid instead of P2. This element is reported to generate
slightly better conditioned matrices than the original Taylor Hood element. But
naturally the accuracy is only of first order. Since the Terra code implements a
Figure 2.8: Several grid-cells for pressure and velocity. The velocity grid is just
the dyadic refined pressure grid. Note that this refinement strategy is already used
in the code.
multi-grid, different grid levels already exist. Now the LBB must be proved for
this grid.
2.4.3 Construction of the Fortin operator
According to [24] this can in general be done as long as the continuous inf-sup con-
dition 11 holds by the construction of a family of uniformly continuous operators
Πh from Vh into Vh satisfying{
b(Πhv − v, qh) = 0,∀qh ∈ Qh,
∥ Πhv ∥V ≤ c ∥ v ∥V
(2.21)
We will give a short outline of the proof, which can be found in [24] later. But
before this we show how this operator is built. The operator Πh 12 is constructed
in two steps.
Theorem 2.1. (Brezzi Fortin) Let Π1 ∈ L (V, Vh) and Π2 ∈ L (V, Vh) be such
11which was proofed for the Stokes problem in [43].
12which is elsewhere sometimes called a Fortin operator
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that 
∥ Π1v ∥V ≤ cq ∥ v ∥V ,
b(Π2v − v, qh) = 0 ∀qh ∈ Qh,
∥ Π2(I − Π1)v ∥V ≤ c2 ∥ v ∥V ,
(2.22)
then (3) holds, and the inf-sup condition follows.
An approximation operator Π1 , a Clement operator, can be constructed for many
types of finite elements. Its existence follows from the usual regularity assumptions
about the grid. The interesting part is to find Π2.
2.4.4 Macro elements
This is done by a macro-element technique. A macro-element is the union of a
fixed number of adjacent elements along a well defined pattern.
Given a partition into macro-elements we can define the following spaces
V0,M = {vh|vh ∈ Vh,vh = 0 in Ω\M}
Theorem 2.2. (Brezzi Fortin) Suppose Vh is defined on a mesh of macro-elements
and can be written as
Vh = Ṽh ⊕ (⊕MV0,M )
and the matrix associated with∫
M
vhϕhdx, ∀vh ∈ V0,M , ∀ϕh ∈ ΦM ⊃ grad QH |M
has full rank. Then a suitable Π2 can be constructed.
We will proceed as follows
1. We introduce the macro element.
2. We show that the discrete velocity space can be decomposed in such macro
elements.
3. We visualize the local function spaces.
4. We show that the local rank condition is fulfilled for a reference macro, even
in the presence of hanging nodes.
5. We show how the rank condition can be checked exactly by means of com-
puter algebra for every iso parametric (bilinear) transformed macro, if the
vertices are known, and that the number of macros, for which this computa-
tion is necessary, is small.
6. We propose a possible integration in the grid generation process, that will
make sure that the grid fulfills the LBB for Terra’s implicitly given mapping.
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Grid decomposition
Fig. 2.9 shows a macro with its pressure and velocity grid lines. Fig. 2.10 shows
that the grid can be decomposed disjunctively into macros. which is a necessary
condition of theorem (2.2).
Remark:
Although this seems to be trivial, it is in fact rather intricate. To see this, assume
we would use macros consisting of only 6 pressure-grid cells, which share a com-
mon edge. It is in fact possible to show the LBB locally for such macros. 13 But
it is not possible to partition the grid with these elements. If we additionally take
some five-cell macros we succeed in partitioning the unrefined grid without hang-
ing nodes, and even for a radially refined grid. But it is impossible to do this for a
laterally refined grid, because the patches necessary to complete the partition, can
be shown to be definitely not inf-sup stable by a simple counting of the functions
belonging to V0,M and the pressure dof they have to compensate. So an extension
of the proof to the whole grid along the lines of the macro element technique would
be impossible. This discussion makes clear that it is much harder to show the LBB
for a given grid, than to construct one that is stable.
Mini Stokes on the reference macro
We now proceed to show the definition of the spaces V0,M . This is very important
because these functions are our only raw material to fulfill the LBB locally on the
macro. The local LBB expressed by the rank condition of theorem (2.2) can be seen
as a solvability condition for an enclosed flow Stokes problem on the macro. That
sounds difficult, but is in fact simple. Without loss of generality let us suppose that
we want to solve this problem for homogeneous boundary conditions. Accordingly
all velocity values on the boundary have to vanish. To ensure a divergence free
solution we can only use the dof belonging to velocity functions whose support
is fully inside the macro. The first thing we do, after we have identified these
functions, is to count them as well as the pressure basis functions inhabiting the
same macro. Since for our mini Stokes on the macro there is no boundary condition
for the pressure, the boundary nodes must be taken into account. If the number of
pressure functions minus one is greater than the number of (linearly independent)




v∇q dΩ ∀q ∈ Qh|M
is hopeless and we have to try at least another macro definition. However, it does
not follow that the LBB will not hold globally. If on the other hand, the number of
13 This was my first idea, because the proof, although not straight forward, could probably make
use of some similarities to the Taylor Hood proof. I checked the LBB on such a macro with the rank
condition and succeeded.
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velocity functions is large enough, this is still not sufficient, but at least we have a
chance that the rank condition holds.
Fig. 2.11 shows a member of V0,M and Fig. 2.12 makes clear that not all velocity
dof in the macro can be used. In Fig. 2.4.4 the nine nodes with its 27 basis functions
can be seen as green dots. since 27 is greater than 17 we have a chance and can
proceed to check the rank condition.
Figure 2.9: One macro with its 3x3x2 dof for pressure (blue points) and its
5x5x3x3 dof for velocity (red points)
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Figure 2.10: This is the coarsest possible grid to show the partition into macros.
The blue lines mark the (pressure) grid cells., The green lines mark the edges
stemming from the original icosahedron , splitting the sphere into 10 identical
diamonds. The cyan lines mark the edges of the macros, splitting every diamond
laterally into 4 macros, although the splitting is only shown for one diamond. Since
every possible grid in Terra is a recursive dyadic refinement of this grid, it is clear
that every grid can be decomposed into macros. Please note, that the impression
that the grid is polyhedral is an artifact of the plot. The surface of the discretized
sphere is perfectly smooth in Terra. However the kinks in the grid lines would re-
main, even if they were correctly plotted as composition of great circle segments.
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Figure 2.11: Allowed
Figure 2.12: Forbidden The support(red) of this basis function is not contained in
the macro. V0,M contains only functions with support completely inside M. Only
the basis functions with maximum on the nine green points belong to V0,M .
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Figure 2.13: The macro with the nodes where the velocities can be defined freely.
Only the basis functions with maximum on the nine green points belong to V0,M .















I did this with a computer algebra code because this task is even more tedious than
the 27 × 18 integrals suggest. Note that the basis functions are only piecewise
bilinear. This turns one of the above mentioned integrals in a rather longish sum of
integrals over the “pieces” of the support intersection. Since v⃗ is a 3D vector the
nine grid points imply 27 basis functions for V0 hence 27 columns As span for the
gradient space of the pressure I used the gradients of the 18 basis functions, which
do not form a basis because dim(gradPh|M ) = dim(Ph|M ) − 1 = 17. In fact we
could drop an arbitrary ∇Pi because it can be constructed as a linear combination
of the remaining 17. Therefore, if everything is well, we expect the matrix to have
rank 17. Fig. 2.14 shows the matrix. Fig. 2.15 shows the (symbolically computed)
LU decomposition, and thus the desired result of rank 17.
Figure 2.14: The matrix of the discrete divergence Operator of the macro.
2.4. CHECKING THE LBB 69
Figure 2.15: LU decomposition of the matrix of the discrete divergence Operator
of the macro.
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2.4.5 Extension to the mapped macro
Up to now, we have only shown that the grid can be partitioned into macros, and
that we can show that the LBB holds on a reference macro. It is still to be proved
that this remains true for the mapped macros. If possible we would like to show it
for a large class of mappings at once so that at least every macro in the present grid
can be defined as the image under such a mapping.
The most serious obstacle to be overcome is that the mapping itself is only implic-
itly given. It is not possible to formulate it as a formula. We only know that it
is bijective and does not alter the geometry very much. That is not much to work
upon. Of course one can find measures for the geometrical distortion under the
mapping, which is small, and try to base the proof on some assumptions about the
distortion like e.g. in [42]. But I found it too hard to do this for the rank-condition
criterium. The problem is that F will be in most cases defined piecewise, that is
“prism wise”. To show how things will get complicated let F be the mapping that
maps the reference element to a real element.
Let further PRV (v) be the set of all pressure prisms that are inside the support in-
tersection of one velocity basis function v and one pressure basis function p. The











. This is just what happens for one matrix entry of Fig. 2.14. A rather unwelcome
consequence is the following:
Even a mapping, which is piecewise affine on the prisms inside the macro, does
not multiply whole lines of the matrix with the same number.
From this abstract point of view it is therefore nearly unpredictable what the rank
will be under a certain mapping even if the mapping is known.
Its abstractness and therefore wide applicability is the strength of the rank-condition
criterium. On the other hand the same abstractness is also its weakness because it
is rather hard to predict under a mapping. Consequently it is better used as a test.
This is in fact, what we do.
Testing the iso parametric mapping symbolically
From a theoretical point of view it is natural to try to prove the stability for the iso
parametric mapping, because asymptotically the achievable accuracy is optimal.
If one chooses Terra’s grid points as images of the bilinear mapping, it also is a
good approximation for Terra’s elements, although the top and bottom surfaces
are always plane. Since the bilinear mapping is explicitly defined by the images
of the vertices of the prisms, the equivalent to matrix Fig. 2.14 can be computed
symbolically. I have done this for several mappings. Fig. 2.17 and Fig. 2.16
show two examples. The result was always positive. This suggests the following
strategy.
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Figure 2.16: The top and bottom of the transformed prism is always plane, since
the mapping is only affine in the x-y plane. The sides of the prism, which are
mapped bilinearly, can be wound.
Figure 2.17: A more Terra like element
Testing the mapping numerically
As a consequence of the many successful tests even with exceptional mappings,
the success for Terra’s implicitly defined elements is almost sure. 14 To make it
completely sure for every grid that is actually generated for a computation in Terra,
I propose therefore the following procedure.
1. Instead of the reference macro compute the equivalent of the matrix (2.23)
but this time with a basis of gradQH , that means with only 17 pressure
functions.
14This is what one never ever expects a mathematician to say, but is in fact what many told me
when I asked them after I had presented the preliminary results on a conference. Because the simi-
larity to the Taylor-Hood element is so striking.
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2. Use Terra’s numerically defined operators on its numerically defined macros
3. Compute the singular values of the local discrete divergence operator Bh|M
and check, if it is significantly greater than zero. The smallest singular value
is the LBB for the macro.
This could be done for all the macros of the whole grid in a very short time,
but due to the following symmetries it is even more simple.
1. The rank of the matrix (2.23) is invariant under a dilatation in the z or r
direction respectively. Therefore the test has to be performed only for one
grid layer.
2. The 20 faces of the icosahedron imply 20 identical grid patches, Therefore
the test must be run only on the 20th part of a grid layer.
Hanging nodes and relation to the Taylor-Hood pair
The problem of hanging nodes has not been discussed completely yet. The reason
is, that it does not exist. They only influence the accuracy of the Clement operator
Π1. If the number of hanging nodes per adjacent unrefined edge is bounded, as
one would expect, nothing goes wrong. Note that this constraint is weak enough
to allow several hanging nodes per edge or face, as long as their number does not
increase as the mesh size h decreases. Looking at Fig. 2.11 one recognizes that
the local LBB is solely ensured by the velocity basis functions with support inside
the macro. The hanging nodes along an outer boundary are not important. The
values are set according to the continuity constraints for pressure and velocity, not
bothering the velocity of the bigger macro. For the smaller macros at the border of
a big one the values at the boundary are equally unimportant.
This is a very useful observation, because it can be extended e.g. to the Taylor-
Hood element. For this element the Fortin operator is constructed explicitly, which
is in fact the standard procedure for many finite elements, for which the inf-sup
stability can be proved. While we are satisfied when the rank condition makes sure
that we could find the values of the dof assuring the local LBB, the Taylor-Hood
proofs found in [61] and [24] actually do it. A proof for the fife and six prism
macros probably would look similar 15.
The exiting similarity is that in the Taylor-Hood proofs also macros are used
and the local fulfillment of the LBB is achieved by functions with support inside
the macro. These functions are not affected by hanging nodes on the boundary of
the macro. The only assumption needed is that the refined grid can be decomposed
into macros again. This may prove very useful if one ever wants to build a grid
15Some differences would remain, because these proofs use some properties that our mapping
does not provide, e.g. the iso parametric mapping for a Taylor-Hood element is affine as well as
the pressure approximation. The constant pressure gradient remains a constant function under the
mapping. This is heavily used in the proofs which are therefore not easyly extended even to the
bilinear case.
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with Taylor-Hood elements and hanging nodes.
Since we now have all the facts needed to understand how the Fortin operator, build
by the macro-element technique, ensures the LBB we present the promised proof
of theorem (2.22).
2.4.6 From the Fortin operator to the LBB
1. Let (v, p) denote the solution of the Stokes problem. Assume that we have
a Clement interpolation operator Π1. The operator Π1v fulfills the approxi-
mation property∑
K
h2r−2k |v − Π
2
1v|r,K ≤ c∥v∥1,Ω r = 0, 1 (2.24)
but is not divergence preserving with respect to the discrete pressure basis.




(v − Π1v)∇pidx i = 1 . . . dim(gradQ)
2. To ensure the divergence preserving property of the Fortin operator Π we
must be able to find a correction wh ∈ Vh,0 that exactly satisfies∫
M
wh∇pidx = ri






with {vj} a basis of V0,M , and {gradQj} a basis of gradQH |M . In other
words we are able to construct an operator Π2 that satisfies
b(Π2v − v, qh) = 0 ∀qh ∈ Qh
3. To establish the continuity of Π we have to estimate Π2. What we need is
this:
∥Π2(I − Π1)v)∥V ≤ c2∥v∥
We can do this using the SVD of Q especially the smallest singular value
βM . This gives us ∥w∥ ≤ 1βM . Since w is already estimated by (2.24) we
have a Πh with {
b(Πhv − v, qh) = 0,∀qh ∈ Qh,
∥ Πhv ∥V ≤ c ∥ v ∥v
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A short summary of how this ensures the LBB can be found in [24] page 58
and, simplified for our purpose, reads like this:



































2.4.7 Direct proof of the LBB for an alternative grid
Bubbles, hanging nodes, and discontinuous pressure
If our point of departure had been a grid without a huge code attached to it, and if
we had had the freedom to change the grid to be stable in the sense of the LBB, we
could have achieved this much more easily. A standard procedure in such a case
is to enrich the velocity space by functions that allow to control the flux through
the faces of the grid cells 16. See e.g. [23, 24, 61, 16, 32, 42]. To avoid the
influence of these functions on the other dof17 they are defined in such a way that
they vanish at the vertices, so that their support is restricted to that face, they control
the flux through. Therefore these functions are called bubble functions. Since for
the purpose of flux control only the normal component with respect to the cell
face is important, one usually adds only a degree of freedom for this component.
However, there is no harm if the grid provides more than these. This is used e.g.
in [42] for the proof of the LBB of the Qk, P disck−1 element and for the low order
pair with k = 2 by Fortin in [23]. It is also possible that the bubble functions are
contained in a Vh created by a grid refinement.
However, since these dof inhabit the faces of the grid cells they are subject to the
averaging enforced by the continuity request of the velocity, if hanging nodes are
present. The situation is then much more intricate than for the inner-node macro-
element technique of Brezzi and Fortin [24], that we used for the bilinear pressure
approximation in the last subsection. But I found a remedy in [32]. The trick is
16or through the edges in the 2D case
17and so to preserve the orthogonal control in the sense used in information science [35]
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that for a 1-regular 18 refinement in the sense of [32] the hanging fine nodes are
geometrically matched by a dof of the bigger cell. It turns out that the flux through
the union of the faces of the fine grid neighbors can be controlled by the faces they
share among themselves, which are not subject to the continuity request at the face
to their unrefined neighbor. This is exactly the situation that arises if we refine our
velocity grid.
Terra’s relation to the Q2, P disc1 element pair
If we refine the velocity grid, combine two prisms, and allow the pressure to be a
linear function on this macro, discontinuous at the faces, then the resulting macro
is very similar to the Q2, P disc1 element. In fact the reference macro has the same
dof in both cases. The only difference is that we do not use piecewise triquadratic
functions but bilinear functions on a refined grid. C.f. Fig. 2.18. The technique
of the proof of the LBB for the Q2, P disc1 element pair relies on the fact that the
bubble functions must be contained in Vh,M . For the kind of bubble functions used
in the proofs found in [61, 42] this cannot be achieved with bilinear functions for
v on the spherical prisms, so if we want to use the same technique, we have to use
triquadratic functions on the hexahedrons, build from two prisms.
We give an outline of the proof found in [61]. It uses another macro-element tech-
nique, namely the one of Boland Nicolaides [11]. Accordingly it is sufficient to
show the LBB globally for a subspace of Vh and piecewise constant pressure and
locally for the desired pressure approximation on the macros. For piecewise con-
stant pressure the discrete divergence constraint reduces to the mass balance equa-
tion per macro. In the incompressible case this means∫
∂M
v dS = 0 (2.30)
This has been proved for the Qk, P disck−1 element in [32] for the mentioned 1-regular
grid and can be used without modification. This shows, as a byproduct, that we
have stability for the refined double prism (with triquadratic velocity) and piece-
wise constant pressure on the double prism. 19 To extend the proof to a linear
discontinuous pressure a local inf-sup condition must be fulfilled. C.f. H4 in [61]
page 130.







 ≥ λ∥qh∥0,M ∀qh ∈ Qh|M (2.31)
18 which means that adjacent cells differ only by one level of grid refinement
19 However it does not mean, that an existing Terra version, called Monash Terra, that uses bilinear
(unrefined) velocity and piecewise constant pressure on the prism is stable. In fact this is unlikely,
because of the instability of the Q1, P0 element. See [24, 61] for instance.
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It is shown in [61] that one can take
v|M = Πi=1..8λi∇p|M
with the barycentric coordinates λi.
That the grid can be decomposed in double prisms is obvious. The extension of
the proof for the reference macro to the mapped macro is possible since Terra’s
mapping fulfills the non-distortion assumption (10) in [42] 20 if the grid is suf-
ficiently fine, which is the case for every grid of practical interest. This shows
that a Qk, P disck−1 discretization build from Terra’s combined prisms fulfills the LBB
for 1 − regular grids with hanging nodes. This observation is very interesting if
one ever wants to change the velocity discretization in Terra, because it connects
Terra’s grid with the most popular LBB-stable finite-element pair.
From Q2, P disc1 to Q1h , P disc12h
Since we know that there is a stable discretization that uses exactly the same veloc-
ity dof as our refined bilinear velocity approximation, it is an interesting question,
if we could just take this existing velocity discretization and show that we can ful-
fill the LBB with it. To do so we summarize the crucial points of the proof for
stability of the Qk, P disck−1 element.
1. The flux through the faces is controlled by functions that are different from
zero only on one face.
This is done by the dof of the mid-face nodes.
2. The local inf-sup condition is ensured by a function that vanishes on the
faces and is one at the center of the macro.
3. The functions used to achieve points 1 and 2 are contained in Vh|M .
4. Hanging nodes can be coped with by functions controlling the flux trough
the faces of the refined macros.
To see, that all this can be done with our refined velocity grid, have a look at
Fig. 2.18. The basic idea is to construct the equivalents to the bubbles from the
functions contained in Vh|M . We use the basis functions, attached to the red points
to control the flux through the faces. To fullfill condition (2.31) we do not use the
product of the barycentric coordinates but the bilinear basis functions belonging to
the center node. At this point we set v = ∇p as previously. Let us call this element




20The condition is that the deviation of the mapping from the affine is small enough in the sense
γ = supx̂∈M̂∥B
−1
K EK(x̂)∥ < 1
where BK is the affine part of the transformation and EK the “rest”. K̂ is the reference element.
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2.5 Discussion
2.5.1 Stability for the general problem
We have shown the extensions necessarry to incorporate either variable density or
the slip boundary condition. The conditions ensuring both of them are subject to
further investigations and not yet proved, for any FEM discretization.
2.5.2 Standard Stokes stability
We have found three possibilities to reuse the existing velocity grid with a modified
pressure approximation. Two of them can be proved to be inf-sup stable. For the




From a theoretical point of view the Qk, P disck−1 element is most appealing, since it
provides a second order velocity approximation and can be shown to be inf-sup sta-
ble for any grid that can be composed of double prisms, in advance. This reamains
true even if hanging nodes are present as long as the refinement is 1 − regular.
The approximation properties are also good. We get e.g. conservation of mass at
(macro) element level. For an n × n × n grid we have 4(n − 1)(n − 1)(n − 1) 21
dof. Surprisingly this means that the linear approximation provides more dof for n
large enough, and is therefore probably more accurate, than the bilinear one. This
of course a consequence of the abolished continuity constraint.
However this discretization does not resemble anything already implemented in
Terra. The only things that would remain unchanged are the dof and their position.
The operators for velocity as well as for pressure would have to be derived anew,




Less interesting from a theoretical point of view but preserving more properties of
the original scheme would be the use of the Q1h , P
disc
12h
element pair. The operators
containing only velocity basis functions could be reused but modifications would
still be necessary for all operators operating on the pressure basis functions. On
the other hand we get only first order accuracy for the velocity with the same dof.
However the stability properties are unchanged.
21four dof per double prism, three for the gradient of p and one for the piecewise constant part
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Q1h , Q12h
From a practical point of view, the equal-order different grid-size method Q1h , Q12h
is the most interesting one, since the necessary changes in the code are much
smaller than for the other schemes. This grid has the additional benefit that its
stability is not endangered by any number of hanging nodes per unrefined grid
cell. The continuity constraint takes care of those automatically. This is a (small)
advantage if some parts of the domain must be refined extensively.
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Figure 2.18: Refined double prism. Note that this macro has the same dof as
the quadrilateral Q2, P disc1 element pair. The dof at the red points can be used
to control the flux through the faces. This is necessary to fulfill the global LBB
for discontinuous piecewise constant pressure. The dof at the green point can be
used to fulfill the local LBB for the piecewise linear pressure. Unlike the Q2, P disc1
element pair it is not possible to define a bubble function which is different from
zero on the whole top face and zero on all other faces. The same is true for the
bottom face. The difficulties stem from the filled triangles. A piecewise linear
function that is zero on the boundary of the whole quadrilateral is bound to be
zero on the filled triangles. Nevertheless it is possible to control the flux through
the whole face by the dof situated at the red point in the center of the face. The
“bubble” is just a“tent” which is “flat” on the filled triangles.




The subject of this chapter is the robustness of the multigrid solver with respect to
strong variation of viscosity. Literature concerned with strongly varying or even
discontinuous parameters in a general way has long been available. See for in-
stance: [29, 70, 20, 36, 39]. However, the authors do not focus on our special
physical problem and its numerical implications.
On the other hand there is also a number of papers dealing with exactly the same
physical facts, as we have seen in the introductory chapter. We note here for in-
stance: [1, 54, 55, 56] and the references therein.
But in this kind of work the numerics are only briefly discussed. Additionally the
numerical methods in use differ considerably in many aspects, so that results can-
not be transfered directly. It is for instance not easy to find out in which way a
special decision influences the overall performance.
The task to improve the robustness of our scheme therefore can be accomplished
neither by deduction from general theory nor by copying an already existent tech-
nique. Nevertheless it is possible to extract some promising common ideas. But
these ideas have to be tested. For this purpose, I present a test framework, which
can give approximate answers in a short time. It would have been impossible to
implement all the ideas presented in the sequel in Terra.
I found the work of Schmachtel [49] particularly helpful, because it describes many
different possible improvements and their influence on the problems at hand. Al-
though used in a totally different solver scheme, at least the discretization with
finite elements is similar to our setup. Additionally I have recently found in [50]
that the semi coarsening multigrid method, which can be seen as a special case of
a recursive domain decomposition method, can be applied successfully for elliptic
problems with discontinuous coefficients. Since our problem is elliptic this is very
interesting. Summarizing I note the following experiences, which are important
for us:
1. Block smoothers can achieve much better performance than their non blocked
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counterparts if parameter jumps occur.
2. Boundaries of domains of different viscosity should not be matched by the
block boundaries of block oriented smoothers. Therefore adaptive blocking
is advised.
3. The grid transfer operators should be dependent of the viscosity contrast of
adjacent elements. Especially for large contrast injection is preferred over
full interpolation.
4. Semi-coarsening might be a cure for very hard prolongation issues.
These are the guidelines for the new scheme that will be briefly described now. I
will neither describe the general concept of smoothers nor multigrid but only refer
the reader to [29] or [33].
Since Terra is very efficiently parallelized using a domain decomposition approach
we are bound to use block Jacobi smoothers. 1 The numerical cost and therefore
the time for the inversion of the block matrices is dependent on the block size. So
it is not possible to use adaptive blocking without disastrous influence on the load
balancing. On the other hand the implementation of an adaptive load balancing
for instance by means of space-filling curves is far too complicated to be entirely
new developed for the present code. In this case one would rather use an existent
framework and write an entirely new code. A possible remedy is to use different
block smoothers with blocks of the same size but shifted or staggered position.
The different blocking schemes result in different approximate inverses which are
consecutively applied. In pseudocode the smoother for three different blocking
schemes looks like this:
1This is true if the alternative is global (block) Gauss Seidel, because in the latter case the ordering
of the blocks is important. It is however possible to apply Gauss Seidel for all blocks of the sub
domain and Jacobi for every sub domain-block. I would rather call the resulting smoother improved
Jacobi instead of hampered Gauß Seidel.
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while|res| > tol do
res = Ax − b
cor1 = A1−1res
x = x + cor1
res = Ax − b
cor2 = A2−1res
x = x + cor2
res = Ax − b
cor3 = A3−1res
x = x + cor3
end while
(3.1)
The idea for this procedure was induced by a scheme for the solution of the con-
vection diffusion described in [33] on page 191. There four different Gauss Seidel
smoothers are applied with four different numberings of unknowns from right to
left, top to bottom, left to right and bottom to top. Every smoother is optimal for
certain parts of the grid, where the flow matches the ordering direction of the un-
knowns, since Gauss Seidel is an exact solver in this case. To avoid the reordering
of the unknowns according to the flow direction all four smoothers are applied.
This way also circulating flows are handled properly. In our case the effect is not
as prominent, because even the best adapted blocking scheme does not lead to
a smoother that is an exact solver. But we can nevertheless ensure that the best
adapted blocking scheme for a given block size is used. It turns out that the alter-
nating use of different schemes is also beneficial for combinations of non optimal
blocking schemes. Although I did not pick up the idea from the literature, I after-
wards found one example that fits in this general scheme. This is the criss-cross
blocking where two or three line Jacobi methods are combined, for instance imple-
mented in Dendy’s Black-Box Multigrid [20]. We, however, not only use blocking
along grid lines, which can be expected to be important in the context of multi-
grid. The test framework presented in the next subsection is constructed in order
to check how the new scheme performs in comparison to established alternatives.
3.2 Test setup
3.2.1 Numerics and implementation
To verify the usefulness of the ideas mentioned above, I used a small test system
that is much less sophisticated than the actual Terra code. It implements a small 2D
example with bilinear basis functions for the velocity. This is similar to the actual
3D code Terra, that also uses this discretization for velocity. The discretization of
the viscosity should fit in easily with the existing framework. So I used the same
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bilinear basis functions as for the velocity components. Doing this I could reuse all
the functions computing the integrals for the matrix assembly. A side effect of this
mere technical decision is, that we avoid discontinuities of viscosity by definition,
but get very steep gradients instead. As the tests will show this turns out to be
very important. This usage of bilinear, node based viscosity is a difference to Terra
which uses a cell based piecewise constant approximation. As we will see it could
be an important improvement. 2 The test system consists of several parts:
1. A code written in Mupad, a computer algebra system,to compute the operator
exactly by means of solving the integrals of the basis functions symbolically
and this way check matrix properties such as rank, symmetry or definiteness
for small test cases.
2. An Octave code that implements a numeric solver for the same problems,
because exact computation is much to expensive even for the small test prob-
lems to be presented later.
3. A small test framework that checks the numeric solver against it’s symbolic
counterpart and many small test cases.
3.2.2 Viscosity test fields
We have the following objectives for the viscosity fields.
1. Really challenging jumps must be tested. Therefore the test cases show a
factor of 1014 of viscosity variation between adjacent elements.
2. The frequencies of of the alterations should be variable to test the general
suitability of multigrid. Multigrid schemes are supposed to suffer signifi-
cantly if important properties of the problem cannot be resolved on the coarse
grid. The parameter jumps are suspected to be such an important property.
We provide test cases with the smallest patch size of isoviscous sub domains
possible on the grid.
3. Since we want to test the influence of a new combined block smoother we
want to provide as many traps for conventional schemes as possible. That
those traps are likely to exist is indicated by the dependency of the efficiency
of block smoothers on the capability to catch parameter contrast within the
blocks. Especially we want to find the configurations for which the already
implemented radial line Jacobi smother suffers.
2One may argue that this constrains the physical model which allows discontinuities of viscosity
at phase boundaries. On the other hand the existing discretization enforces such discontinuities (at
every grid-cell face) where the physics do not. Additionally the approximation error of the new
discretization is better for continuous viscosity. So the question of the best viscosity approximation
is not that easy to answer in favor of the discontinuous version.
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4. Since multigrid is, this time in an unintended sense, aware of grid symme-
tries, the results may be corrupted if the test cases exhibit such symmetry.
Therefore the symmetry is avoided by randomization.
These objectives led to the following viscosity profiles:













































Figure 3.1: cb1 means checkerboard viscosity with patch size 1× 1 As in all other
cases the viscosity varies from 100 to 1014 from patch to patch. This profile is
supposed to be the most unpleasant one for multigrid because a coarser grid could
definitely not sample all jumps. The second plot shows the unsymmetrical version
of cb1, the biggest jump is also 1014 but the others are randomized. The ran-
domization was introduced because the results had been too good for this scheme.
This fact, however, has not been changed by the randomization as we will see and
explain later.













































Figure 3.2: slightly increased patch-size to 2 × 2 as the index 2 suggests. Bigger
patches occur at the boundary due to the odd grid size





































































































































Figure 3.3: further increased patch-size to 4, 8 and 16 with randomized versions
These test cases are intended to distinguish between smoother and multigrid per-
formance. The bigger patches should suit multigrid better.

















































































































































































Figure 3.4: bh means banded horizontally This profile is included to have a test-
case, where line Jacobi blocking (in the other direction) is supposed to be most
suitable. It is also a case of high practical relevance because in the Earth’s mantle
viscosity is strongly depth dependent.

















































































































































































Figure 3.5: The profile bv (banded vertically) is the counterpart for bh and mainly
included to be able to compare line Jacobi blocking in the other direction and for
testing purposes, since the performance of the two line smoothers is expected to be
symmetric.
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3.2.3 Blocking schemes
From a matrix-centered point of view the dof for all grid points are successively
stored in one vector. To find the position of the dof of one particular grid point in
this vector one can imagine a thread running from point to point connecting the
grid points in arbitrary order, with the only constraint to meet every grid point only
once.
If one marks a certain grid point, straightens out the thread and counts the number
n of grid points before the marked point one can determine the rows in the vector
referring to the dof of this point. If the number of dof per grid point is nd they start
at n× nd + 1 and end at n× (nd + 1). In our 2-d example bilinear example holds
nd = 2, representing the two components of the velocity vector at a certain grid
node.
One further observes that the dof belonging to the grid point that succeeds the
marked point on the thread succeed the dof of the marked point also in the vector.
This way succeeding points on the thread refer to an uninterrupted part of the vec-
tor of dof. In our example two succeeding points of the thread are represented by
four succeeding vector entries.
This is also true for the right hand side of the matrix equation representing the val-
ues of the application of the operator at certain grid points. The part of the matrix
needed to compute the value of row m of the right hand side is represented by row
m of the matrix, for successive points on the thread represented by the vector rows
m1 . . .m2 we therefore need also the matrix rows m1 . . .m2.
If we only want to take into account the portion stemming from the dof represented
by the rows m1 . . . m2 we actually only have to consider the columns m1 . . .m2
of the matrix. So in this case only the small diagonal block of the matrix is needed,
giving the name to a whole class of iterative solvers, which approximate the actual
operator by its block diagonal.
These solvers are based on the assumption that the values of the right hand side
of a certain group of grid points depend mostly on the values of the solution at
these points, in other words that the matrix operates locally in the geometrical
sense. This assumption is especially true for operators derived from differential
equations, which are, so to speak, infinitesimally local.
Up to now we have not taken into account the actual form of the thread or space-
filling curve mentioned above. As already mentioned, it would be possible to con-
nect the grid points in an arbitrary order, jumping around trough the grid. The
block size is no geometrical measure but only a counter of dof. Given a block size,
that is a number of dof which form an uninterrupted part of the vector, the crucial
point is to include those dof which have the largest influence on each other. (This
includes inevitably the influence of the dof at a certain point on the rhs at this very
point itself.)
Applying the argument of locality again one would try to make sure that points
which are neighbors in the geometrical sense should also be neighbors in the vec-
tor description.
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Beside locality there are other considerations that lead to refined blocking strate-
gies. According to the above mentioned observation in [49] blocks should be cho-
sen to catch viscosity patch boundaries. This means, in an algebraic sense, that the
influence of neighbors with extremely different viscosity is larger than the influ-
ence of the neighbors with the same viscosity. It is therefore advisable to take this
into account when choosing the members of a block or, more globally, the course
of the space-filling curve.
Both arguments, locality and inclusion of viscosity boundaries imply an advantage
of combined block smoothers. If you look at the pictures following this introduc-
tion it will be almost obvious that this is true for the latter. We therefore postpone
the discussion.
The fact that combined blocking is also beneficial if viscosity is constant, can also
be derived from the following pictures. In the figures adjacent points of the same
color belong to the same block. That means the imaginary thread runs to all points
of the given grid patch before it enters the next.
The order of the points inside a given grid patch is arbitrary as well as the order of
the patches. Both have no influence on the efficiency of the blocking scheme. But
every blocking scheme prefers some grid points, namely those that have all their
neighbors inside the patch, the inner points of the patch. To estimate the values
of the points on the patch borders only some of their neighbors are available. The
situation is worst for the corner points.
One remedy to decrease the number of those “unfortunate” points is to increase the
block size, which is extremely expensive numerically, as we will see. Another one
is to use different block-diagonal estimates for the operator to give every point the
chance to be in the center once. So errors left over by one block smoother can be
addressed effectively by another one. 3
In Fig. 3.6 the blocking scheme denoted cb1 represents a patch size of 1 × 1.
That means that only the two degrees of freedom belonging to the two velocity
components are combined, resulting in a approximate inverse with 2× 2 blocks on
the diagonal. This scheme does not prefer any grid points. For the next patch size
of 2 × 2 there exist four versions
1. standard unshifted cb2
2. shifted horizontally cb2sh
3. shifted vertically cb2sv
4. shifted vertically and horizontally cb2svsh
The resulting block in the matrix is always 8 × 8. All points are boundary points
so no point has all its neighbors in the patch. With respect to the boundaries of
3One may ask if the combined scheme will converge at all. Theoretically the convergence of the
combined scheme is ascertained if the convergence of all applied block smoothers can be shown. The
worst rate of convergence in the sense ||ri||||ri+1|| is at least as good as the worst rate of convergence
of the worst partaking scheme. In all our examples it is better than the convergence rate of the best
performing scheme.
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Figure 3.6: Blocking schemes checkerboard 1, all four variants of checkerboard 2,
unshifted checkerboard 3
the viscosity patches at least one of the four schemes would be optimal. It is not
possible to create a viscosity pattern whose interfaces are located on the patch
boundaries for all blocks. This is also true for all the following combinations.
Another common feature of all schemes is that the patch size is adapted to the grid
size. Due to the fact that we have a nodal based multigrid the grid size is always
2n+2i in one direction. An equal block size is therefore seldom possible. A small
portion of the grid is left over.
One possible solution would be to use smaller patches for these remaining nodes.
But the influence of the block size might be crucial if the blocks are too small. In
order to avoid this the patches on the boundaries are enlarged since it is assumed
that there exists something like a saturation, where larger patches do not have any
benefit any longer.
Fig. 3.8 expresses a fact, that is true for all blocking schemes. Patches can be
defined across grid boundaries. The reason is that this framework is designed with
a spherical domain in mind. This domain is cyclic in two out of three dimensions.
In fact it would be artificial not to allow overlapping. However in the setup for the
actual results this feature is not important, because I did not run the tests with a
cyclic domain. The arising disadvantage for some shifted schemes is that they are
not local in the above mentioned sense. The patches contain values that would be
useful only if the domain was cyclic. But this disadvantage again is assumed to be
smaller than the one arising from the division of the patches.
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Figure 3.7: The 3 × 3 patches are very interesting because the center point has all
its neighbors in the patch and the shifted variants ensure that every point has this
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 bv
Figure 3.8: The usual line Jacobi smoothers
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3.2.4 Multigrid
For strongly varying parameters all literature I know of advises the use of a Galerkin
approach. This means that the prolongation and restriction operators as well as the
coarse-grid operators are not independent. The restriction operator is the adjoint
prolongator. The coarse-grid operator is defined as Acoarse = RAfineP .
I chose to define the prolongator, because this does not involve a special treatment
of the boundaries and is more easy to understand. I implemented two different pro-
longators. The first one is the canonical prolongator that represents a coarse-grid
function exactly on the fine grid. Points present in the coarse grid are injected. All
other points are interpolated bilinearly, which for the bilinear basis functions is the
said canonical inclusion.
The second prolongator is defined according to the suggestion in [49] where injec-
tion is also proposed for points inhabiting the nearest neighborhood of a viscosity
contrast. This can be accomplished easily by weighting the above mentioned bilin-
ear interpolation with a (coarse grid) viscosity field, as suggested by Baumgardner
(personal communication). The value of the dof at a midpoint is computed as
follows. vm = νlvl+νrvrνl+νr If the viscosity νl at the left point is several orders of
magnitude bigger than the viscosity νr at the right point, this is practically injec-
tion of vl. If on the other hand νl = νr the scheme falls back to canonical inclusion.
This way the scheme is adaptive automatically. 4
3.2.5 Refined expectations
This subsection is intended to make some forecast of the results in a heuristic kind
of way. As the results will show some of these heuristics are actually drastically
misleading. Nevertheless they appear reasonable enough beforehand. I will for-
mulate them in the following assumptions:
1. For a horizontally banded viscosity a vertically banded blocking scheme is
most appropriate for the following reasons.
(a) All viscosity interfaces are caught inside the patches. The patches are
even uniform.
(b) The method becomes very expensive as the grid-size increases, but is
used nevertheless in a variety of cases for instance in an important pa-
per [20]. 5 Regarding the rigorous performance competition, there
must be some good reason to pay that price.
2. The most simple scheme that just blocks the two dof of the velocity for one
grid point is expected to perform poorly for every non-iso viscosity field.
4It is to be mentioned, that a restrictor based definition of this procedure is even more promising
since short wavelength viscosity contrasts are better represented by a fine grid viscosity field. It is a
little bit more difficult in this case to produce a meaningful prolongation on the boundaries. Due to
the available time, I have postponed this.
5which is by the way worth reading for the wit of its author and the resulting fun of it alone.
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This is suggested by its disability to handle the strong coupling between
neighboring grid points induced by the viscosity contrasts.
3. For constant viscosity the said inferiority will be much less prominent but
nevertheless present, due to the next two assumptions.
4. Bigger patches perform better, because more coupling can be attended to.
5. Combined blocking will perform better, especially the combination of schemes
cb3 and cb4, for the above mentioned reasons 6.
6. Multigrid performance will deteriorate if the isoviscous patches become too
small. Weighted prolongation will amend this partly. The worst performance
is expected for the smallest isoviscous patches.
3.3 Results
3.3.1 Mode of presentation
I will not restrict myself to convergence rates. This is justified by the amount of
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Figure 3.9: Residual history. Please compare with Fig. 3.10! Note that residual
norms may be misleading!
3.9 and 3.10 show the comparison between the history of the residual norm and the
error norm. Although the two plots look very similar there are some interesting
differences.
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Figure 3.10: Error history. Please compare to Fig. 3.9!
1. The residual plots seem to indicate that the two line Jacobi variants (bv,
banded vertically, and bh, banded horizontally), are the worst solvers. But
this is not true as the error plot indicates. They certainly handle errors be-
longing to small eigenvalues better than cb1 (the most simple block smoother).
2. It is a well known property of Jacobi 7 to be a smoother, a solver that handles
high frequency errors properly but is slow to remove low frequency errors.
This fact is expressed by the residuals very strongly but is much less promi-
nent for the errors. Obviously the errors belonging to huge eigenvalues are
removed first. This is not at all surprising, if one remembers, that these iter-
ative solvers compute the correction for the actual step from the residual of
the last one. I note it merely to emphasize the fact that we have to deal with
matrices with big spectral radii, that means, with ill conditioned systems.
3. Due to the same reason the residuals can be reduced faster than the errors.
This is also apparent in the plots.
According to these observations I decided to base the whole discussion on the
error plots. The error is computed as follows. A random solution is given, the
appropriate right hand side is computed. The solver starts with an initial guess of
0. To achieve a fair comparison the x axis counts the total number of smoothing
steps. A combi scheme like cb3 cb3sv cb2sh needs three smoothing steps for one







We proceed with an example of the results for the two multigrid variants. See
7and also block Jacobi
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Fig. 3.11 and Fig. 3.12 . The error is again plotted against the number of fine-
grid smoothing steps. To include the combi schemes in a fair way, the number of
pre- and postsmoothing steps must at least be four since the largest combinations
include four different smoothers. It follows that a complete v-cycle needs 8 (fine-
grid) smoothing steps. The example result suggests that this is suboptimal for most
of the schemes, because the drop between pre and post smoothing indicates that
one would rather use the computing time consumed by the smoothing steps for
more multigrid-cycles. The only schemes that perform poorly are the line-Jacobi
variants bv and bh. The reason for this behavior is obvious in this kind of plot and
the motivation for this form of presentation. After a single v-cycle they seem to be
unable to benefit from the coarse-grid correction.
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Figure 3.12: Error history. Please compare to Fig. 3.11! The error actually
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Figure 3.13: Residual history. Please compare to Fig. 3.14. The almost straight
lines indicate that the number of pre and post smoothing steps is nearly optimal.
This is, however, not true as the error history makes clear.
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multigrid error norms, prolongator: canonical interpoloation, viscosity profile:bv1, size: 18x18
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Figure 3.14: This result shows that also for the canonical prolongation 4 pre and
post smoothing steps are too much. The optimal curve would be almost straight.
Please compare with Fig. 3.13!
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3.3.2 Comparison of convergence rates
The plots of the previous subsection contain a lot of useful information. To com-
pare the different schemes we will reduce this information to a single number.
Smoothers as iterative solvers
We start our discussion with an analysis of the smoother as an iterative solver. The
convergence rate is given by the relative error reduction per smoothing step. For
our test cases it has been computed as the geometric mean of three smoothing steps







From the convergence rate one may estimate the number of iterations needed to
achieve a given fixed accuracy (or relative error reduction) tol. Again every smooth-
ing step of a combi scheme counts.
n ≈ ln(tol)
ln(rc)
We will use this estimate to arrange the plots, since it gives the possibility for an
overall ranking of both the difficulty of the problems posed by the viscosity fields
and the robustness of the smoothers.
Fig. 3.15 and Fig. 3.16 show the estimated number of smoothing steps to achieve
a total error reduction of 10−10. We note first the following points concerning the
viscosity profiles.
1. To avoid misinterpretation it must be noted that every visc profile represents
also a different random solution, so not all differences have a general source.
2. As expected the profiles with large iso visc patches present small difficulties
to all schemes.
3. The profile cb1 is apparently not problematic for any scheme. This is less
surprising for the schemes with a patch size > 1 since the grid-patches for
all those schemes always capture the viscosity boundaries, which was our
intention. For the 18x18 grid it is even better handled than the isoviscous
profile. The same is true for bh1 and bv1.
It is surprising that even the cb1 scheme performs not worse for the checker-
board viscosity profile than for the iso visc case.
8The smoothers are nearly indistinguishable for the first steps, so it is necessary to wait for the
random part of the solution to vanish. This is common practice. It is, however, clear that we are not
really interested in a Jacobi solver, but in its suitability as smoother, which probably is not applied
15 times. We will come to this in time, but draw some valuable conclusions from this results first.
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4. The banded viscosity profiles bv2 , bh2 ,bv4 and bh4 seem to be the most
problematic for all the smoothers. This is true for all of the presented grids
although the random solution was different. We will see this again in the
multigrid results, so its worth noting that already here a (very small) problem
is present.
The more interesting part of Fig. 3.15 and Fig. 3.16 is of course how the solver
performance differs. 9 We note some interesting points:
1. For the checkerboard schemes block size is advantageous. The best perform-
ing scheme is about 2.5 times faster than the worst (and cheapest) one. One
reason for this behavior beside our intended capturing of jumps is proba-
bly that the smoothers are (mis)used here to correct low frequency (global)
errors and the reach of the big-block smoothers is simply broader.
2. The line Jacobi smoothers perform badly although their block size is greater
than that of any other block smoother for grid sizes greater than 16. This will
become more pronounced in the sequel.
3. The influence of the combined blocking increases with decreasing block size.
For the cb4 variants the best fitting scheme performs always better than any
combination. For cb3 some combinations are better. For cb2 combination
is always beneficial. This is understandable since the smaller patches have
more suboptimal treated boundary points than the bigger ones. They there-
fore profit more if these points are treated better by another blocking scheme.
4. The capturing of viscosity jumps inside the blocks has no great influence, as
a look at the cb2 and cb4 schemes shows. The unshifted cb2, whose patch
boundaries coincide with the boundaries of the isoviscous patches of nearly
all viscosity schemes, in other words, that falls in all the pits, performs even
slightly better than its shifted companions. The cb4 schemes gain something
from the shifting but this benefit is much less pronounced than expected.
5. The difference between cb3 and cb4 is very small, which is interesting since
the cb3 variants are much cheaper. 10
The even more interesting question is which of these observations are also true for
multigrid.
9See the description of Fig. 3.17 for the reason of its limited importance for this discussion.
10 There is also a small unintended advantage for the cb3 scheme. The viscosity schemes due
to their binary nature fail to provide a real pitfall for these blocking schemes. All cb3 schemes are
bound to catch at least one of the viscosity jumps. At the time I set up the viscosity profiles I had
not thought about the cb3 schemes yet, which recommended themselves later. I will correct this in a
future version. However, due to point 4 this is not serious.
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Figure 3.15: Number of solver iterations for the randomized viscosity profiles on
a 34x34 grid. For every viscosity profile the numbers for all blocking schemes
are summed up thus yielding an estimate for the total number of smoothing steps
to compute solutions for all viscosity profiles. The viscosity profiles are arranged
according to this sum from left to right. The one with the smallest sum appears
rightmost. Thus the most difficult profile will appear on the left side. The same
procedure is performed for the blocking schemes. The blocking scheme that per-
forms best over all viscosity profiles is in the first row, nearest to the observer.
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Figure 3.16: Number of solver iterations for the randomized viscosity profiles on a
18x18 grid
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Figure 3.17: Solver iterations needed for tol < 10−10 for the randomized viscosity
profiles on a 10x10 grid. Note that this result is more influenced by the block
overlap on the boundaries, simply because the ratio of boundary to non boundary
blocks is larger for smaller grids. It is somewhat less suited for general conclusions
than its bigger companions, but good enough as an additional check.
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Smoother performance in the multigrid context
Figure 3.18: Note the nearly divergent line-Jacobi smoother (bv) and the challeng-
ing viscosity schemes bv2 and bh2.
Fig. 3.18 shows the number of iterations needed to obtain a relative error reduction
of 10−10.
Note that for all schemes the number of pre and post smoothing steps is 4. We
make the following observations:
1. The performance of the best performing scheme is about a factor of two bet-
ter than for the most simple scheme. This is also true if the most challenging
profiles (bh2 and bv2) and the nearly divergent bv blocking scheme are re-
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moved. The result can be seen in Fig. 3.19. This is much less than our
sanguine hopes.
2. Neither bigger patches nor combinations with more schemes have any sig-
nificant advantage.
3. The performance of the line-Jacobi smoothers is again disappointing. One
of them is even divergent in some cases.
We will deal with point 3 first, this will also make clear point 2, and thus explain
point 1.
Often both of the line Jacobi schemes and sometimes even the combination of the
two converge very slowly. This happens even for the isoviscous case and depends
on the random solution. However it does not happen if the method is applied as
solver. I have also checked the spectral radii of the block matrices. They are quite
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bad for many viscosity profiles but not for the isoviscous case, in agreement with
the normal performance as solver. To see what happens we look at an example
error-history plot in Fig. 3.20 that shows the norm of the error after every fine-grid
smoothing-step. The smoother seems to correct the wrong kind of error. This cor-
responds with the observation 2.
Large block size is not always beneficial in the context of multigrid. Patch-size
3 × 3 seems to be the optimal choice. For a patch-size of 4 × 4 without combina-
tion the effect of multigrid actually decreases for some viscosity profiles, namely
for those with few viscosity jumps. In comparison to all other schemes the drops in
the error due to the coarse grid correction are much smaller, the curve in Fig. 3.21
is nearly straight. This means that the overall performance for small grid sizes is
merely achieved by smoothing.
This indicates that the division of work between smoothing and coarse-grid correc-
tion is invalidated if smoothing is attempted in a widespread way. The local error
reduction which is essential for multigrid actually becomes damped sometimes by
bigger patches. In this cases the smother simply reduces the slightly wrong kind of
error, namely the part that would be handled more efficiently on the coarser grid.
This is a very valuable information, since it is clear that after a certain amount of
coupling is achieved further performance improvements cannot be gained by big-
ger patches, even if the cost of the block-matrix inversion is not taken into account.
This corresponds to the poor performance of the line-Jacobi schemes. The ef-
fect becomes worse for larger problems ( 32 × 32 ) because the convergence rate
of the smoother (as a solver) deteriorates and the defect of accuracy due to the in-
effective local smoothing cannot be compensated. See Fig. 3.20. The combination
of different blocking schemes can also be seen as a coupling strategy that attempts
a task that is better performed by multigrid. The proposed benefit of capturing the
viscosity jumps turned out to be not important for our discretization. From this
angle point 1 is not so surprising.
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Figure 3.19: This is a version of the data of Fig. 3.18 where the most challenging
profiles bh2 and bv2 have been removed and also the bad performing bv scheme.
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Figure 3.20: fine-grid error-history. The bv line-Jacobi smoother (cyan circles) has
no benefit from the coarse-grid “corrections”. Surprisingly this does not happen
for the first v-cycle and (only in this plot) never for the bh scheme. Note also the
steep error drops after the coarse-grid correction and the almost level steps, where
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Figure 3.21: Both line-Jacobi smoothers and their combination suffer from useless
coarse-grid corrections. Note also: The bigger the patch size the smaller the v-
cycle error drops.
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Conclusions for the smoothing strategy
The lesson to be learned in the last paragraph was not to meddle with multigrid
specific tasks. Remember that Fig. 3.20 and Fig. 3.21 imply that most of the
schemes would perform better if they would spend their time in more multigrid
cycles instead of smoothing already smooth enough solutions. Therefore the next
test will allow a minimal number of smoothing steps.
Thus a single block scheme will use only one pre smoothing and one post smooth-
ing step, a combi scheme will use as many smoothing steps as it has members. Of
course one cannot compare the error reduction per multigrid cycle in this case, but
rather the error reduction per smoothing step. 11
The data underlying Fig. 3.22 and Fig. 3.23 indicate a factor of 1.5 between the
best performing scheme and cb1. The line-Jacobi smoothers should not be taken
as a reference. If one prescribes at least two pre and two post smoothing steps for
all methods this factor increases to 2.
The cb3 variants seem to be optimal, with very little difference between them. The
combination of blocking schemes does not improve the solution significantly.
11The result would be overwhelmingly in favor of the combined schemes, and suggest a perfor-
mance increase of factor 10 for the four-member schemes. But this is misleading because the number
of smoothing steps (and therefore the approximate numerical cost) is four times bigger for such an
iteration.
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Figure 3.22: The number of fine-grid (double) smoothing steps needed for an error
reduction of 10−10. For the single-element combinations this is equivalent with the
number of multigrid v-cycles, for a dual-element combi it is the number of v-cycles
times two and so on. It is a (rough) estimate of the numerical cost if the inversion
of the block matrices is not taken into account.
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Figure 3.23:
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Comparison of the prolongation schemes
We now discuss the viscosity weighted prolongation, which turns to injection for
strong viscosity contrasts. We compare it to the canonical prolongation by counting
the number of fine grid smoothing steps needed to obtain a relative error reduction
of 10−10.
If we sum up these numbers for all smoothers and all viscosity schemes we find
that the simple canonical inclusion is about 10% better. But this is mostly due to
the fact that the challenging viscosity profiles have a much bigger influence in this
rating.
It is interesting to distinguish between the cases for which the canonical inclusion
is more appropriate and those for which the viscosity weighted prolongation is bet-
ter.
To make the effect visible the difference in the number of smoothing steps be-
tween the two multigrid versions is computed. The result is divided by the number
of smoothing steps of the faster converging scheme. This is equivalent to the per-







116 CHAPTER 3. MULTIGRID-TEST FRAMEWORK
Figure 3.25:
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Fig. 3.24 shows that the canonical inclusion is almost always the method of choice.
Only for two profiles bh2 and bh1 the weighted prolongation performed better.
This is very interesting since bh2 is definitely the most challenging scheme. 12
3.3.3 Semi coarsening
The semi-coarsening approach should have been integrated in all the tests presented
in this chapter. There was, however, no time to do so, since the idea and possibility
to implement it came as a surprise at the end of this work. I am aware of this, but
nevertheless could not resist to present the exiting results.
Semi coarsening can be seamlessly incorporated into the previously introduced
framework. As we have seen, the block smoothers need the description of the
space-filling curve to assemble the matrix. This description is contained in the data
type that represents a blocking scheme.
If a block smoother is applied, which combines two blocking schemes, a permuta-
tion of the dof takes place. The permutation matrix can be computed from the com-
bined blocking schemes, because the space-filling curves induce bijections from
the grid point to the positions of the appropriate dof in the solution vectors.
To determine the position of a dof in another ordering of unknowns one just has to
compute the grid point with the first blocking scheme and then the position in the
other ordering with the second blocking scheme.
If the target scheme describes a smaller grid, then the permutation becomes a re-
striction. If the target grid is larger it becomes a prolongation. The ordering of the
dof is arbitrary. It is for instance even possible to restrict from a fine cb3 to a coarse
bh scheme. To derive the prolongator matrix, beside the blocking schemes, only a
geometrical interpolation scheme is needed.
1. For standard multigrid this is either the canonical inclusion or the viscosity
weighted interpolation from (2n+1)2 to (2n+1+1)2 grid points. That means
we have ( for 2D ) approximately four fine-grid points per coarse-grid point.
2. For semi-coarsening similar interpolations are applied, but from (2n + 1)2
to only (2n+1 + 1)(2n + 1) grid points. Thus we only have to interpolate
about two fine-grid points from one coarse-grid point. This indicates that the
prolongation is easier, which is in fact the case.
3. For the combined block smoothers without coarsening it is the identical “in-
terpolation”.
Technically the size of the grid is stored in two instance members of the blocking-
scheme data type. To alter the dimension of the target grid just these two variables
12If we had based the plots on the symmetric profiles the results would have shown the same
difficulty for bv2. Although one would assume that bh2 and bv2 should give symmetrical results this
is not true for the randomized versions which have been used up to now. A closer look at Fig. 3.5
and Fig. 3.4 reveals that for bh2 two jumps with maximal amplitude are situated directly side by side
whereas for bv2 the situation is slightly less serious.
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have to be changed. For the standard multigrid procedure this blocking-scheme
restriction or prolongation affects both grid dimensions, x and y. For a semi coars-
ening scheme just one number less is to be changed. The prolongation is also easier
than for standard multigrid.
Accordingly it took only two hours to implement the first test for the viscosity pro-
file bh2. To compare it to the previously presented results, I ran it with four pre and
post smoothing steps. If semi coarsening perpendicular to the isoviscous patches is
applied, it only needs two v-cycles to achieve the error reduction of 10−12 for the
most challenging viscosity profile bh2. This is about 35 times faster than the fastest
scheme up to now and 89 times faster than cb1 in terms of multigrid iterations. So
semi coarsening is by far the most advantageous option for this profile.
However, this huge increase in performance, does not occur for the schemes where
the standard multigrid procedure works well. This indicates that semi coarsen-
ing is especially interesting when prolongation is an issue. Prolongation is always
easier for this approach since the ratio of fine-grid to coarse-grid points is always
about 2 for a dyadic refinement, even for the n-dimensional case, whereas this ratio
increases with the space dimension to 2dim for the standard multigrid approach.
3.3.4 Numerical cost
Block smoothers
The actual implementation in octave shows that the usage of combined different
blocking schemes is not an expensive thing to do as long as the inversion of the
block matrices is not too costly. In fact the need to invert several block diagonals
is the only runtime penalty.
The application of different blocking schemes is equivalent to a permutation of
unknowns in the operator. The permutation matrices can be computed at compile
time. In any real code the operator would be applied in a grid based fashion any-
way, so that the ordering of unknowns is hardwired. If one still wants to have
different schemes available, automatic code generation could be implemented in
some scripting language, so that the Fortran code produced in this way can be opti-
mized by the compiler without the necessity to be able to handle different ordering
of unknowns. 13.
If the blocks of the combined scheme are smaller than the blocks of a similar per-
forming single blocking approach, the cost will actually decrease. This becomes
obvious when the cost of a single block inversion is considered.
Since the block matrices are symmetric and positive definite, which can be deduced
from the properties of the whole operator, Cholesky factorization can be applied.
13I have already done automatic code generation for other parts of the actual code (namely the test
framework which is written in ruby)
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Let n denote the number of dof combined in a block. The cost of a Cholesky




For a given mesh with N dof the number of blocks is given by
N
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So we obtain the following result for the numerical cost of computation and appli-





This shows that the line Jacobi methods are absolutely undesirable for larger grids.
They even destroy the optimality of multigrid, since the block size increases with
the grid size. It also shows that the combination of smaller patches is less expensive
than the usage of a larger patch.
Semi coarsening
The bad news is, that semi-coarsening schemes are not optimal. This is obvi-
ous for this small example, since the same argument applies as for the line-Jacobi
smoothers.
However, whereas the line-Jacobi solvers do not pay off as smoothers in the stan-
dard multigrid context, they are rehabilitated for a semi-coarsening multigrid, where
they are unevitably used to compute the exact solution on the coarsest grid.
Note that they do not have to be applied necessarily as smoothers in the semi-
coarsening approach. Their smoothing performance remains disappointing. The
astonishing result, mentioned before, used a cb3 smoother.
This means, that for semi coarsening we have only one expensive application of a
line-Jacobi solver that is highly effective.
Instead, we have many, reiterated, fruitless, and thus even more expensive applica-
tions of the line-Jacobi smoothers an all grid levels, including the finest, in standard
multigrid.
Concluding we find that we will try to avoid semi coarsening if we can achieve
similar performance without the loss of optimality.
But if we are nevertheless forced to abandon it, we can do it much more comfort-
ably with semi coarsening than with line-Jacobi smoothers.
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3.4 Conclusions and outlook
3.4.1 Discussion of the proposed numerical improvements
Although this discussion is based on the actual data it does not attempt to decide
exactly whether or not a particular scheme is the best choice. We want to form a
reasonable strategy. Since this experiment aims at the improvement of a 3D code
with a similar but different grid the answer is somewhat preliminary anyway.
Expectations
We start with a résumé of our expectations formulated in 3.2.5.
1. The assumption that the line-Jacobi smoothers are superior cannot be con-
firmed by any of the run tests. They are nearly always the worst performing
schemes.
The reason is that the coarse-grid correction is nearly useless after the first
v-cycle as the missing drops in the error-history curves indicate.
A combination of the two line-Jacobi schemes performs, however, some-
times better than the single point scheme and some uncombined patching
schemes.
But the numerical cost for this slight improvement is prohibitive.
2. Neither excessive combinations nor large block sizes are silver bullets. At
most a factor of 2.5 in terms of multigrid iterations can be expected.
As already mentioned capturing of jumps inside the blocks has nearly no ef-
fect. A patch size greater than 3 is not advisable.
The combination cb3, cb3shsv is the only one that seems to be worth the
effort. Whether or not this is an option at all depends on some implementa-
tional details. Multigrid has a parallelization (or communication) penalty on
the coarse grids. On the other hand bigger or more block inverses may cause
cache issues.
3. The expected disaster for the high frequency viscosity profile cb1 did not
happen. In fact it was solved very efficiently. The real challenge consisted
in the schemes with a bandwidth of two.
4. A real surprise is, that even the single point scheme performs often well.
5. The weighted prolongation in the actual form has no great benefit, except for
the most challenging viscosity profile.
6. At least semi coarsening surpasses our sanguine hopes.
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Apparent contradictions
Nearly all this seems to be quite contradictory to the experiences described in [49]
and the commonly held notion to use line Jacobi smoothers for problems with
discontinuities, which is for 3D extended to smoothing along 2D faces where the
coefficient jumps. I will explain why this is not really the case.
In [49] the proposed blocking schemes are the remedy for divergent or nearly di-
vergent solvers.
This problem does not exist in our tests, expect for line-Jacobi methods which,
ironically, have the biggest block size. Even for the most simple scheme in the
most challenging viscosity configuration our convergence rate is about 0.95, which
is not very well but still convergent.
For the viscosity profiles that are comparable to those, used in [49], our most sim-
ple solver achieves 0.44, although the jump in the viscosity is 108 times larger in
our case. So we actually do not have the same kind of numerical problem that was
successfully solved in [49].
From another point of view the problems described in this chapter are harder than
those in [49] or [39, 70]. In our viscosity profiles the number of jumps increases
with the grid size. As we have seen the crucial point is the bandwidth. The de-
structive effect of the latter is worse for larger grids.
This is understandable if the erroneous values are situated at grid points near the
jumps. If the bandwidth is measured in points between the bands, then for a con-
stant bandwidth the number of bands increases with the resolution, and so does the
number of points with erroneous values.
This, by the way, explains the increased errors for seemingly the same viscos-
ity profiles for higher resolutions, which, at first glance, contradicts the expected
multigrid behavior.
But geometrically the bandwidth does differ between the profiles 16x16 bh2 and
32x32 bh2. That even a comparison between 16x16 bh2 and 32x32 bh4 shows
differences is due to the bandwidth induced inapplicability of the central idea of
multigrid. So the results really confirm the theory and do not contradict it.
Another feature, in which [49] differs from this work, is the position of the jumps
relative to coarse grid boundaries.
In [49] the jumps were situated at coarse grid boundaries, which was generally not
the case in our tests.
According to these observations and our experience with Terra’s difficulties to han-
dle strongly varying viscosity, I suggest that
some common problems in dealing with parameter jumps do not occur for this kind
of viscosity discretization.
I have not yet implemented another discretization and run similar tests to confirm
this suggestion, but there is another point in favor of this idea. The discretization is
optimal for the canonical interpolation in the sense that stress is continuous at cell
faces.
This is often taken as a guideline for the construction of matrix dependent prolon-
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gation operators. See e.g. [1, 2]. As a short computation shows, this continuity is
automatically fulfilled if viscosity is continuous at the cell faces and the velocity is
interpolated linearly.
Nevertheless the proposed weighted prolongation cannot be abandoned yet. It has
an advantage for the most challenging schemes that cannot be smoothed directly on
the finest grid. The method could probably be improved if the viscosity would not
be restricted before it is used as weighting factor. This would require the definition
of an efficient restrictor, which has not been implemented yet.
However, the presented framework allows this kind of change to be made very
rapidly. The canonical version was generalized to the weighted prolongation within
two days. So it would be very interesting to test some more sophisticated versions.
Summary
The most interesting, quite unexpected result is that the implemented viscosity dis-
cretization seems to simplify he numerics considerably. Of course this accidental
discovery must be backed up by further experiments with a piecewise constant vis-
cosity approximation for similar profiles.
If we can confirm the results for the 3D case, we are able to abandon the expensive
and inefficient line Jacobi smoothers.
For the resulting linear system even the simple cb1 blocking and canonical prolon-
gation which avoids the time consuming set up of the matrix dependent transfer
operators, yield very good results. Of course one would prefer this most simple
scheme if it works, since it is also the cheapest one, regarding computational cost.
If we encounter serious problems for larger models in 3D spherical geometry that
cannot be cured with the new discretization, then semi coarsening is definitely in-
teresting.
3.4.2 Necessary enhancement of the framework
The test cases should include viscosity profiles with round patches and oblique
edges. It would be profitable, to include the test problems of [39, 70] to be able to
compare the method to other approaches found in the literature.
A performance comparison with algebraic multigrid could be interesting for a fully
optimized version.
The framework must be ported to 3D. This includes a refined semi coarsening
strategy. There are 3D variants that use semi coarsening multigrid recursively to
solve the 2D sub problems arising from semi coarsening the original 3D problem.
Probably something like this will be necessary.
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3.4.3 Implementational aspects
Programming effort
The effort needed to answer the questions asked at the beginning was about four
months. First symbolic test cases were implemented in Mupad to check some
operator properties for cyclic domains exactly. Then the combined smoothers were
implemented, at first in Mupad.
Since Mupad’s numerical capabilities turned out to be insufficient, the code had
to be ported to Octave which was done in a test driven way. 14 This enforced
some recoding since Octave is not really a high level language, compared to object
oriented and functional languages like Mupad. 15
After this the code was generalized to arbitrary domain sizes to allow multigrid.
Although this has been quite tedious, it is not comparable to the effort needed to
do all this in the actual huge MPI parallelized code.
From this point of view it has not only been sensible to write this little framework,
it would just not have been possible to test the whole bunch of ideas.
Efficiency of the code
The actual solver is, thanks to Octave’s sparse-matrix library, reasonably fast. I
have also already parallelized it, which was easy since no communication between
the different test cases is needed. But one part of the framework is much too slow
for a reasonably sized 3D problem.
This is the matrix assembly step, which, up to now, uses loops which are pro-
hibitively slow in an interpreted language.
The remedy would be either to write this function in C and call it from Octave, or
to port the whole framework.
Since a possible future change of the solver in terra against something new would
probably amount to a C++ interface either way 16, I tend to prefer the latter.
14That means that every new feature was preceded by an automated test for this feature.
15OO support in Mupad is rather rudimentary but can be retrofitted by means of its functional
abilities
16Dune
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Chapter 4
Implementation in Terra
This chapter is intended to shed some light on the infrastructure necessary to main-
tain a code as huge as Terra. The benefit of these efforts cannot be measured as
easily as e.g. a new multigrid strategy. Nevertheless it is crucial for the success of
the whole project. Accordingly the amount of code, that has been written for this
purpose is comparable to the amount of code developed for all other parts of this
work.
4.1 Motivation
I will present an example for a change in the code and how it convinced me to write
a test framework.
4.1.1 An example
We first describe the new algorithm to give an overview about the amount of work
expected to implement it. By the way it is of course a reasonable change in the code
that was suggested to me by Prof. Zumbusch and Irad Yavneh. It cannot only be
justified by experience but also by theory, which, among other things, surprisingly
connects it to a very much simplified version of algebraic multigrid. [22].
Multigrid preconditioned CG
We want to replace the multigrid algorithm by a Krylov-subspace method e.g. the
conjugate gradients method, that uses multigrid as a preconditioner. 1 We expect
greater robustness, since the Krylov-subspace method can handle some error com-
ponents better than the pure multigrid. To see how this change can be implemented
in the code let us consider the linear system:
Ax = b
1The optimality of the multigrid method is not endangered, since only a fixed number of CG
iterations will be performed.
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If we multiply from the left a preconditioning matrix P we get the system:
PAx = Pb
with the same solution x. Now let us look on a standard conjugate-gradient algo-
rithm.
choose startestimate x
compute first residual r = b − Ax
compute first α = (r, r)
compute first p = r
while α > ϵ do
v = Ap
λ = α(v,p)
update x = x + λp
update r = r − λv
update αnew = (r, r)




Now we substitute A by PA and b by Pb to get the preconditioned Algorithm.
choose startestimate x
compute first residual r = Pb − PAx = P (b − Ax)
compute first α = (r, r)
compute first p = r
while α > ϵ do
v = PAp
λ = α(v,p)
update x = x + λp
update r = r − λv
update αnew = (r, r)





We now proceed to choose a concrete preconditioning matrix. Our choice is the
approximate inverse obtained by multigrid. Of course we want to avoid computing




r = multigrid(A, (b − Ax))
compute first α = (r, r)
compute first p = r
while α > ϵ do
v = multigrid(A,Ap)
λ = α(v,p)
update x = x + λp
update r = r − λv
update αnew = (r, r)





The algorithm only uses subroutines that already provide a fairly high level of ab-
straction. Thus the implementation has not to deal with parallelization and grid
specific issues. 2 It took me half a day to implement the changes and only some
hours more to use the limited object oriented features of Fortran 90 to hide the rou-
tines behind overloaded operators, so that the program code looked nearly exactly
like the pseudo code presented above. The code worked well in the old version.
4.1.2 Difficulties in the implementation
However, the old version of Terra does not provide the ability to treat variable vis-
cosity. Since this is a main focus of this thesis, the actual aim was of course to
implement the algorithm in the new version, that had been developed for several
2 In fact, when I asked John Baumgarder, the author of Terra, what he expected the change would
cost in terms of programming hours, he answered: "a day". He was exactly right for the older version
of Terra, I was working with at the time.
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years by different people all over the world. Although the interfaces of the neces-
sary routines had not been changed, the code did not work.
We soon found out, that it did not receive its data via the parameter list, but via
common blocks, which linked it to other parts of the code in a very undesirable
way. The originally clean code had been cluttered up over the years.
In view of the changes, proposed in this work, I decided to change this, before I
started to implement them. It soon turned out, that even the limited task, to provide
clean interfaces at least for the solver, would entail a major refactoring of the code.
To do this my colleague Christoph Köstler and I have worked for several months.




Although the changes in the code would be huge, they firstly would only change
the structure, not the functionality. So at first the sole task was to check that,
the results did not change. However, since there are some different branches in
the code and different machines the code runs on, this is not a single test, but a
fairly large number, which cannot be tested without automation. The developed
framework provides the following features.
1. Automatic generation of of input files setting up the physical input for dif-
ferent test cases
2. Automatic generation of header files for the compilation
(a) with different MPI libraries,
(b) on different machines (the altix at munich and several pc’s)
(c) for different parallelization schemes
3. Automatic job setup for the queue on the altix supercomputer and collection
of the results of parallel run tests
4. Automatic check of up-to-dateness of results with respect to the code 3
5. Automatic check of computing times and timeout control for the jobs
6. Automatic cross architecture check of results
7. Scheduled nightly builds and test runs
3It is of course necessary to check that the correct result was computed, after the code had been
changed. This naturally includes tests for failing compilation and runtime errors in every test run.
Otherwise the correct result would only remain correct because it was out of date and had never been
overwritten.
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Some of these features are of course obvious, I only present them to make clear,
what a lot of work, not directly related to the code, has been necessary.
4.2.2 Development
The framework has been written in ruby, since Fortran, the language of Terra, does
not provide the necessary flexibility. The code for the framework would have been
much longer.
The preferred way to develop a test framework is of course test driven. See e.g. [8].
That means that the implementation of the self tests for the framework preceded
the implementation of the according functionality. 4
4.3 Outlook
4.3.1 Further reasons for a test framework
The numerical tests of the previous chapter show, that it is difficult to use recipes.
To make an informed decision, one has to test. As mentioned before this is not
possible in a reasonable time frame, without reuse of existing software for parts
of the solution process. To be able to integrate external solutions we need clean
interfaces.
4.3.2 Necessary extensions
Up to now automatical, and therefore constantly running, tests are only available
to compare Terra against its own history. This might be called regression testing.
To facilitate a fast code development, we also need:
1. A unit testing framework that checks parts of the code independently.
2. Physical benchmark cases for the complete solver. See e.g. [15]
4How important it is to test the tests, became obvious when by mistake the self tests were switched
of for some weeks. A major bug, introduced by the refactoring remained unrecognized for several
revisions of the code, and had to be tracked down afterwards via the version control system.




In this work mantle convection simulation with Terra has been investigated from
a numerical point of view, theoretical analysis as well as practical tests have been
performed. The following results have been achieved.
5.1.1 Connection of the physical model to numerical stability criteria
Stability of the incompressible Dirichlet problem
For the incompressible case and the Terra specific treatment of the anelastic ap-
proximation, two inf-sup stable grid modifications can be applied, that are both
compatible with hanging nodes. It has been shown that
1. For the Q1hQ12h element pair a simple numeric test can be used to prove the
stability for any given grid.
2. For the Q1hP
disc
12h
element pair an existing general proof can be adopted, for
1-regular refinements with hangig nodes.
Extension to the anelastic approximation
The necessary conditions for the expansion of the stability result to the anelastic
approximation have been shown.
Slip boundary condition
The influence of the slip boundary condition is destabilizing. For the incompress-
ible case a cure can be adopted from the literature.
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5.1.2 Multigrid-test framework
A numerical framework has been developed for different numerical handling of
strongly varying viscosity. By application of this framework to 2D testcases the
following results have been found.
1. The continious viscosity discretization peformes well even for large viscosity
gradients simple block smoothers and simple prolongation.
2. The most sophisticated combinations of block smoothers perform about 2.5
times better in terms of multigrid iterations.
3. Matrix dependend prolongation sometimes improves performance to a cer-
tain extent, but cannot resolve the most challenging profiles. In most cases
canonical inclusion is superior.
4. For the most challenging viscosity profile semi coarsening performs 89 times
better in terms of multigrid iterations. It clearly provides a remedy, where
standard multigrid techniques fail due to fundamental inabilities of the multi-
grid algorithm.
5. All new schemes perform better than the already implemented line-Jacobi
smoothers.
5.1.3 Regression-test framework
An automatic regression-test framework runs on several machines including the
supercomputer for production and helps to refactor the code.
5.2 Outlook
The outlook sections of the previous chapters already mentioned necessary or
promising further steps. I will now summerize them and emphasize their con-
nections.
5.2.1 Generalization of stability results
Stability and well posedness of the numerical formulation are even more important
than efficiency of the solver for a limited number of tests. Clearly it does not matter
how fast a solution can be obtained if it cannot be trusted.
Therefore the first aim should be a complete proof of the stability conditions for
the anelastic approximation and the slip boundary condition for a suitable finite
element pair.
Up to now, the stability of a numerical implementation can be proved either for
space dependent density or for an incompressible fluid with free slip boundary.
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The inf-sup stability of the proposed grid modifications indicates that this task will
be not more difficult for Terra’s adapted grid than for any other inf-sup stable pair
of finite elements, but up to now I do not know about a proof for any pair.
It would be very interesting, and perhaps not too difficult, to change this.
5.2.2 Unit tests
After the unique solvability is established, tests are much more usefull for the code
development, since only then a failing test indicates an error in the code. I would
like to enhance the regression-test framework with unit tests. Under the control of
an extensive test framework it is possible to clean up the huge code and remove
duplications without destruction of functionality.
Instead a lot of versions that differ only in small details and thus contain a lot of
duplication, I want to have a single source base that is constantly, automatically
tested for all the specific tasks, it can be used for.
As previously pointed out, this is an important precondition to be able to integrate
external libraries.
5.2.3 Physical benchmarks
Supposing we are able to integrate external libraries seamlessly, it still remains dif-
ficult to predict the impact of a special strategy quantitatively, as the experience
with the multigrid framework shows.
Accordingly we need as many physical different bench-mark scenarios as possible.
Recently the possibillity to produce such test cases for variable viscosity analyti-
cally has been the subject of a diploma thesis at our group [71], but this must be an
aim for the whole community.
5.2.4 Numerical improvements
If the benchmarks and tests are in place, we can proceed with an in-depth com-
parison of alternative numerical approaches. I would at least be very interested in
an algebraic multigrid solver, an adaptive grid refinement, and accordingly space
dependent time step sizes, various versions of 3D semi coarsening, and a different
discretization with finite volumes (provided the stability can be proved). It is clear
that this can only be achieved by the integration of external software.
5.2.5 Enhanced physical models
An extensive testframework also provides the flexibility, to adapt the code to vary-
ing scientific requirements. Our group is e.g. interested in the interaction of mantle
convection and the orogenesis of the Andes.
If something like this is to be modeled, than we clearly need a really free surface.
This requires a Lagrangian or Eulerian Lagrangian description of the problem like
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in [30], and is therefore quite different from our, up to now, purely Eulerian ap-
proach.
However the difficulties in the treatment of strongly variable viscosity will not van-
ish for this more complex problem.
It would be fascinating if the strengths of Terra could be generalized to be able
to treat problems like this. This will definitly not be possible without the use of
adaptive grids, and thus external software. This emphasizes the importance of the




A.1 Fréchet derivative of A
To express the fact that τ is an argument of the operator ∇· we write Div(τ)
instead of ∇ · τ(v). This is easier to read.
Av = Div [(τ(v)]

































∇v + ∇vt − 13∇ · vI
) ]
For the Fréchet derivative FA the chain rule holds. Because it is more suggestive, I











Since Div and ˙̂ε are linear they are reproduced. Since we want to compute a linear
approximation in operator form for δv, I write all derivatives with the argument
they are applied to.
δDiv
δτ δτ = Div(δτ)
δτ
δ ˙̂ε
δ ˙̂ε = δµ
δ ˙̂ε
˙̂ε + µ( ˙̂ε)δ ˙̂ε
δµ
δ ˙̂ε






δ ˙̂ε0 = kr ˙̂εr−10 δ ˙̂ε0
δ ˙̂ε0
δ ˙̂ε




˙̂ε : δ ˙̂ε
δ ˙̂ε
δvδv = ˙̂ε(δv)
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We now can simply derive the operator form by successive back substitution in
A.1.
δDiv





















˙̂ε(v) : δ ˙̂ε
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˙̂ε(v) + µ(v) ˙̂ε(δv)
)
with ˙̂ε(δv) = 12
(
∇δv + ∇δvt − 13∇ · δvI
)
and ˙̂ε(v) = 12
(
∇v + ∇vt − 13∇ · vI
)
A.2 Symmetry of a′(., .)
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is symmetric because it is A itself. We have to proof the symmetry only for the first
part.



































































The second factor is obviously symmetric and assumes the the role of the viscosity
in the initial definition of A. The first factor is also symmetric, which has already
been used to prove the symmetry of A.
A.3 Fréchet derivative of D
The dissipation is defined by
D(u) = τ( ˙̂ε(u)) : ε(u)














˙̂ε(δu) : ε(u) + τ( ˙̂ε(u))ε(δu)
The remaining substitutions are identical to those applied to derive FA.
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