We present approximation algorithms for maximum independent set of pseudo-disks in the plane, both in the weighted and unweighted cases. For the unweighted case, we prove that a local search algorithm yields a PTAS. For the weighted case, we suggest a novel rounding scheme based on an LP relaxation of the problem, that leads to a constant-factor approximation.
INTRODUCTION
Let F = {f1, . . . , fn} be a set of n objects in the plane, with weights w1, w2, . . . , wn > 0, respectively. In this paper, we are interested in the problem of finding an independent set of maximum weight. Here a set of objects is independent, if no pair of objects intersect. * Alternative titles for this paper include: "On the pseudodisks march to maximum independence" and "Lighter reading for the second coming of the great depression."
A natural approach to this problem, is to build an intersection graph G = (V, E), where the objects form the vertices, and two objects are connected by an edge if they intersect, and weights are associated with the vertices. We want the maximum independent set in G. This is of course an NP-Complete problem, and it is known that no approximation factor is possible within |V | 1−ε for any ε > 0 if NP = ZPP [22] . In fact, even if the maximum degree of the graph is bounded by 3, no PTAS is possible in this case [10] .
In geometric settings, better results are known. If the objects are fat (e.g., disks and squares), PTASs are known. One approach [13, 18] relies on a hierarchical spatial subdivision, such as a quadtree, combined with dynamic programming techniques [6] ; it works even in the weighted case. Another approach [13] relies on a recursive application of a nontrivial generalization of the planar separator theorem [25, 31] ; this approach is limited to the unweighted case. If the objects are not fat, only weaker results are known. For the problem of finding a maximum independent set of unweighted axis-parallel rectangles, an O(log log n)-approximation algorithm was very recently given by Chalermsook and Chuzhoy [12] . For line segments, a roughly O( √ Opt)-approximation is known [2] .
In this paper we are interested in the problem of finding a large independent set in a set of weighted or unweighted pseudo-disks. A set of objects is a collection of pseudodisks, if the boundary of every pair of them intersects at most twice. This case is especially intriguing because previous techniques seem powerless: it is unclear how one can adapt the quadtree approach [13, 18] or the generalized separator approach [13] for pseudo-disks.
Even a constant-factor approximation in the unweighted case is not easy. Consider the most obvious greedy strategy for disks (or fat objects): select the object fi ∈ F of the smallest radius, remove all objects that intersect fi from F, and repeat. This is already sufficient to yield a constantfactor approximation by a simple packing argument [17, 27] . However, even this simplest algorithm breaks down for pseudo-disks-as pseudo-disks are defined "topologically", how would one define the "smallest" pseudo-disk in a collection?
An independent set via local search.
Nevertheless, we are able to prove that a different strategy can yield a constant-factor approximation for unweighted pseudo-disks: local search. In the general settings, local search was used to get (roughly) a ∆/4 approximation to independent set, where ∆ is the maximum degree in the graph, see [21] for a survey. In the geometric settings, Agarwal and Mustafa [2, Lemma 4.2] had a proof that a local search algorithm gives a constant-factor approximation for the special case of pseudo-disks that are rectangles; their proof does not immediately work for arbitrary pseudo-disks. Our proof provides a generalization of their lemma.
In fact, we are able to do more: we show that local search can actually yield a PTAS for unweighted pseudo-disks! This gives us by accident a new PTAS for the special case of disks and squares. Though the local-search algorithm is slower than the quadtree-based PTAS in these special cases [13] , it has the advantage that it only requires the intersection graph as input, not its geometric realization; previously, an algorithm with this property was only known in further special cases, such as unit disks [29] . Our result uses the planar separator theorem, but in contrast to the separator-based method in [13] , a standard version of the theorem suffices and is needed only in the analysis, not in the algorithm itself.
Planar graphs are special cases of disk intersection graphs, and so our result applies. Of course, PTASs for planar graphs have been around for quite some time [25, 8] , but the fact that a simple local search algorithm already yields a PTAS for planar graphs is apparently not well known, if it was known at all.
We can further show that the same local search algorithm gives a PTAS for independent set for fat objects in any fixed dimension, reproving known results in [13, 18] .
This strategy, unfortunately, works only in the unweighted case.
An independent set via LP .
It is easy to extract a large independent set from a sparse unweighted graph. For example, greedily, we can order the vertices from lowest to highest degree, and pick them one by one into the independent set, if none of its neighbors was already picked into the independent set. Let dG be the average degree in G. Then a constant fraction of the vertices have degree O(dG), and the selection of such a vertex can eliminate O(dG) candidates. Thus, this yields an independent set of size Ω(n/dG). Alternatively, for better constants, we can order the vertices by a random permutation and do the same. Clearly, the probability of a vertex v to be included in the independent set is 1/(d(v) + 1). An easy calculation leads to Turán's theorem, which states that any graph G has an independent set of size ≥ n/(dG + 1) [5] . Now, our intersection graph G may not be sparse. We would like to "sparsify" it, so that the new intersection graph is sparse and the number of vertices is close to the size of the optimal solution. Interestingly, we show that this can be done by solving the LP relaxation of the independent set problem. The relaxation provides us with a fractional solution, where every object fi has value xi ∈ [0, 1] associated with it. Rounding this fractional solution into a feasible solution is not a trivial task, as no such scheme exists in the general case. To this end, we prove a technical lemma (see Lemma 4.1) that shows that the total sum of terms of the form xixj, over pairs fifj that intersect, is bounded by the boundary complexity of the union of E objects of F, where E is the size of the fractional solution. The proof contains a nice application of the standard Clarkson technique [15] , applied in a way that is somewhat different from usual. This lemma implies that on average, if we pick fi into our random set of objects, with probability xi, then the resulting intersection graph would be sparse. This is by itself sufficient to get a constant-factor approximation for the unweighted case. For the weighted case, we order the objects in decreasing orders by their weight. We argue that by doing the selection into the independent set according to this ordering, if an object has many objects intersecting it, then because of the above lemma, we can charge it to heavier objects that were already selected. This leads to a constant-factor approximation for weighted pseudo-disks.
Linear union complexity.
Our LP analysis works more generally for any class of objects with linear union complexity. We assume that the boundary of the union of any k of these objects has at most k vertices, for some fixed . For pseudo-disks, the boundary of the union is made out of at most 6n − 12 arcs, implying = 6 in this case [23] . A family F of simply connected regions bounded by simple closed curves in general position in the plane is k-admissible (with k even) if for any pair fi, fj ∈ F, we have: (i) fi \ fj and fj \ fi are connected, and (ii) their boundary intersect at most k times. Whitesides and Zhao [32] showed that the union of such n objects has at most 3kn − 6 arcs; that is, = 3k. So, our LP analysis applies to this class of objects as well. For more results on union complexity, see the sermon by Agarwal et al. [3] .
Our local-search PTAS works more generally for unweighted admissible regions in the plane. For an arbitrary class unweighted objects with linear union complexity in the plane, local search still yields a constant-factor approximation.
Rectangles.
LP relaxation has been used before, notably, in Chalermsook and Chuzhoy's recent breakthrough in the case of axis-parallel rectangles [12] , but their analysis is quite complicated. Although rectangles do not have linear union complexity in general, we observe in Section 5 that a variant of our approach can yield a readily accessible proof of a sublogarithmic O(log n/ log log n) approximation factor for rectangles, even in the weighted case, where previously only logarithmic approximation is known [4, 9, 14] (Chalermsook and Chuzhoy's result is better but currently is applicable only to unweighted rectangles).
Discussion.
Local search and LP relaxation are of course staples in the design of approximation algorithms, but are not seen as often in computational geometry. Our main contribution lies in the fusion of these approaches with combinatorial geometric techniques.
In a sense, one can view our results as complementary to the known results on approximate geometric set cover by Brönnimann and Goodrich [11] and Clarkson and Varadarajan [16] . They consider the problem of finding the minimum number of objects in F to cover a given point set. Their results imply a constant-factor approximation for families of objects with linear union complexity, for instance. One version of their approaches is indeed based on LP relaxation [26, 19] . The "dual" hitting set problem is to find the minimum number of points to pierce a given set of objects. Brönnimann and Goodrich's result combined with a recent result of Pyrga and Ray [30] also implies a constant-factor approximation for pseudo-disks for this piercing problem. The piercing problem is actually the dual of the independent set problem (this time, we are referring to linear programming duality). We remark, however, that the rounding schemes for set cover and piercing are based on different combinatorial techniques, namely, ε-nets, which are not sufficient to deal with independent set (one obvious difference is that independent set is a maximization problem).
In Theorem 4.6, we point out a combinatorial consequence of our LP analysis: for any collection of unweighted pseudodisks, the ratio of the size of the minimum piercing set to the size of maximum independent set is at most a constant. (It is easy to see that the ratio is always at least 1; for disks or fat objects, it is not difficult to obtain a constant upper bound by packing arguments.) This result is of independent interest; for example, getting tight bounds on the ratio for axis-parallel rectangles is a long-standing open problem.
PRELIMINARIES
In the following, we have a set F of n regions in the plane, such that the union complexity of any subset X ⊆ F is bounded by |X|, where is a constant. Here, the union complexity of X is the number of arcs on the boundary of the union of the objects of X. Let A(F) denote the arrangement of F, and V (F) denote the set of vertices of A(F).
In the following, we assume that deciding if two regions intersects takes a constant time.
LOCAL SEARCH APPROXIMATION
UNWEIGHTED CASE
The algorithm
In the unweighted case, we may assume that no object is fully contained in another.
We say that a subset L of F is b-locally optimal if T is an independent set and one cannot obtain a larger independent set from T by deleting at most b objects and inserting at most b + 1 objects of F.
Our algorithm for the unweighted case simply returns a b-locally optimal solution for a suitable constant b, by performing a local search. We start with L ← ∅. For for every subset X ⊆ F \ L of size at most b + 1, we verify that X by itself is independent, and furthermore, that the set Y ⊆ L of objects intersecting the objects of X, is of size at most |X| − 1. If so, we do L ← (L \ Y ) ∪ X. Every such exchange increases the size of L by at least one, and as such it can happen at most n times. Naively, there are`n b+1´s ubsets X to consider, and for each such subset X it takes O(nb) time to compute Y . As such the running time is bounded by O`n b+3´. (The running time can be probably improved by being a bit more careful about the implementation.)
Analysis
We present two alternative ways to analyze this algorithm. The first approach uses only the fact that the union complexity is low. The second approach is more direct, and uses the property that the regions are admissible.
Analysis using union complexity
The following lemma by Afshani and Chan [1] , which was originally intended for different purposes, will turn out to be useful here (the proof exploits linearity of planar graphs and the Clarkson technique [15] ): Lemma 3.1 Suppose we have n disjoint simply connected regions in the plane and a collection of disjoint curves, where each curve intersects at most k regions. Call two curves equivalent if they intersect precisely the same subset of regions. Then the number of equivalent classes is at most c0nk 2 for some constant c0.
Let S be an optimal solution, and let L be a b-locally optimal solution. We will upper-bound |S| in terms of |L|.
Let S >b denote the set of objects in S that intersect at least b + 1 objects of L. Let S ≤b be the set of remaining objects in S.
If fi ∈ S intersects fj ∈ L, then the pair of objects contributes at least two vertices to the boundary of the union of S ∪ L. Indeed, the objects of S (resp. L) are disjoint from each other since this is an independent set, and no object is contained inside another (by assumption). We remind the reader that for any subset X ⊆ F, the union complexity of the regions of X is ≤ |X|. As such, the union complexity of S >b ∪ L is ≤ (|S >b | + |L|). Thus,
On the other hand, by applying Lemma 3.1 with L as the regions and the boundaries of S ≤b as the curves, the objects in S ≤b form at most c0b 2 |L| equivalent classes. Each equivalent class contains at most b objects: Otherwise we would be able to remove b objects from L and intersect b + 1 objects in this equivalence class to get an independent set larger than L. This would contradict the b-local optimality of L. Thus, |S ≤b | ≤ c0b 3 |L|.
Combining the two inequalities, we get
For example, we can set b = /2 and the approximation factor is O( 3 ).
Theorem 3.2 Given a set of n unweighted objects in the plane with linear union complexity, for a sufficiently large constant b, any b-locally optimal independent set has size Ω(opt), where opt is the size of the maximum independent set of the objects.
Better analysis for admissible regions
A set of regions F is admissible, if for any two regions f, f ∈ F, we have that f \ f and f \ f are both simply connected (i.e., connected and contains no holes). Note that we do not care how many times the boundaries of the two regions intersects, and furthermore, by definition, no region is contained inside another. Proof. It is easy to verify that for the regions of I to split f into two connected components, they must intersect, which contradicts their disjointness.
Lemma 3.4 Let X, Y ⊆ F be two independent sets of regions. Then the intersection graph G of X ∪ Y is planar.
Proof: Lemma 3.3 implies the planarity of this graph. Indeed, for a region f ∈ X, the core f = f \ ∪ g∈Y g is non-empty and simply connected. Place a vertex v f inside this region, and for every object g ∈ Y that intersects f , create a curve from v f to a point p f,g on the boundary of g that lies inside f . Clearly, we can create these curves in such a way that they do not intersect each other. See figure  Figure 1 .
Similarly, for every region g ∈ Y , we place a vertex vg inside g, and connect it to all the points p f,g placed on its boundary, by curves that are contained in g, and they are interior disjoint. Clearly, together, these vertices and curves form a planar drawing of G.
We need the following version of the planar separator theorem. Below, for a set of vertices U in a graph G, let Γ(U ) denote the set of neighbors of U , and let Γ(U ) = Γ(U ) ∪ U .
Lemma 3.5 ([20])
There are constants c1, c2 and c3, such that for any planar graph G = (V, E) with n vertices, and a parameter r, one can find a set of X ⊆ V of size at most c1n/ √ r, and a partition of V \ X into n/r sets V1, . . . , V n/r , satisfying: (i) |Vi| ≤ c2r, (ii) Γ(Vi) ∩ Vj = ∅, for i = j, and (iii) |Γ(Vi) ∩ X| ≤ c3 √ r.
Let S be the optimal solution and L be a b-locally optimal solution. Consider the bipartite intersection graph G of S∪L. By Lemma 3.4, we can apply Lemma 3.5 to G, for r = b/(c2 + c3). Note that˛Γ(Vi)˛≤ c2r + c3 √ r < b for each i. Let si = |Vi ∩ S| , i = |Vi ∩ L| , and bi = |Γ(Vi) ∩ X| , for each i.
Observe that i + bi ≥ si, for all i. Indeed, otherwise, we can throw away the vertices of L ∩ Γ(Vi) from L, and replace them by Vi ∩ S, resulting in a better solution. This would contradict the local optimality of L. Thus,
It follows that |S| ≤ (1 + O(1/ √ b))|L|. We can set b to the order of 1/ε 2 , and we get the following. Theorem 3.6 Given a set of n unweighted admissible regions in the plane, any b-locally optimal independent set has size ≥ (
where opt is the size of the maximum independent set of the objects. In particular, one can compute an independent set of size ≥ (1 − ε)opt, in time n O(1/ε 2 ) .
Analysis for fat objects in any fixed dimension
We show that the same algorithm gives a PTAS for the case when the objects in F are fat. This result in fact holds in any fixed dimension d. For our purposes, we use the following definition of fatness: the objects in F are fat if for every axis-aligned hypercube B of side length r, we can find a constant number c of points such that every object that intersects B and has diameter at least r contains one of the chosen points.
Smith and Wormald [31] proved a family of geometric separator theorems, one version of which will be useful for us and is stated below (see also [13] ): We need the following multi-way extension of Smith and Wormald's separator theorem (whose proof is similar to the extension of the standard planar separator theorem in [20] ): Lemma 3.8 There are constants c1, c2, c3 and c4, such that for any intersection graph G = (V, E) of n fat objects in a fixed dimension d with constant maximum depth, and a parameter r, one can find a set of X ⊆ V of size at most c1n/r 1/d , and a partition of V \X into n/r sets V1, . . . , V n/r , satisfying: (i) |Vi| ≤ c2r, (ii) Γ(Vi) ∩ Vj = ∅, for i = j, and (iii) P i |Γ(Vi) ∩ X| ≤ c3n/r 1/d , and (iv) |Γ(Vi) ∩ X| ≤ c4r. Proof. Assume that all objects are unmarked initially. We describe a recursive procedure for a given set S of objects. If |S| ≤ c2r, then S is a "leaf" subset and we stop the recursion. Otherwise, we apply Lemma 3.7. Let S and S be the subset of all objects inside and outside the separator hypercube B respectively. Let b S be the subset of all objects intersecting the boundary of B. We mark the objects in b S and recursively run the procedure for the subset S ∪ b S and for the subset S ∪ b S.
Note that some objects may be marked more than once. Let X be the set of all objects that have been marked at least once. For each leaf subset Si, generate a subset Vi of all unmarked objects in Si. Property (i) is obvious. Properties (ii) and (iv) hold, because the unmarked objects in each leaf subset Si can only intersect objects within Si and cannot intersect unmarked objects in other Sj's.
The total number of marks satisfies the recurrence T (n) = 0 if n ≤ c2r. Otherwise,
The solution is T (n) = O(n/r 1/d ). Thus, we have |X| = O(n/r 1/d ). Furthermore, for each object f ∈ X, the number of leaf subsets that f is in is equal to 1 plus the number of marks that f receives. Thus, (ii) follows.
Let S be the optimal solution and L be a b-locally optimal solution. Consider the bipartite intersection graph G of S∪L, which has maximum depth 2. We proceed as in the proof from the previous subsubsection, using Lemma 3.8 instead of Lemma 3.5. Note that (iii)-(iv) are weaker properties but are sufficient for the same proof to go through. The only differences are that square roots are replaced by d-th roots, and we now set r = b/(c2 + c4), so that˛Γ(Vi)˛≤ c2r + c4r < b. We conclude: Theorem 3.9 Given a set of n fat objects in a fixed dimension d, any b-locally optimal independent set has size
where opt is the size of the maximum independent set of the objects. In particular, one can compute an independent set of size ≥ (1 − ε)opt, in time n O(1/ε d ) .
APPROXIMATION USING THE LP
RELAXATION TECHNIQUE
The algorithm
We are interested in computing a maximum-weight independent set of the objects in F = {f1, . . . , fn}, with weights w1, . . . , wn, respectively. To this end, let us solve the following LP relaxation.
where V (F) denotes the set of vertices of the arrangement A(F).
In the following, xi will refer to the value assigned to this variable by the solution of the LP. Similarly, Opt = P i wixi will denote the weight of the relaxed optimal solution, which is at least the weight opt of the optimal integral solution.
We will assume, for the time being, that no two objects of F fully contain each other.
In the unweighted case, our strategy is simple: Randomly put each object fi into R with probability xi, for i = 1, . . . , n.
Then apply Turán's theorem to output an independent set T of size at least |R|/(∆ + 1), where ∆ denotes the average degree in the intersection graph formed by R.
In the weighted case, we use a different strategy: Randomly put each object fi into R with probability xi/α, for i = 1, . . . , n, for a suitable constant α > 1. We extract an independent set out of R greedily as follows. Arrange the objects in decreasing order of weight, so that w1 ≥ w2 ≥ · · · ≥ wn. Initially, we set T ← ∅. Now, we scan the objects of R in order. In the ith step, if fi ∈ R and fi does not intersect any other object in T, then we insert it into T. Clearly, the objects in T are independent, and we output this set.
Analysis

Unweighted case
We treat a vertex p of A(F) as a triple (p, i, j) ∈ V (F), where p is formed by the intersection of the boundaries of fi and fj.
The key to our analysis lies in the following inequality, which we prove by an interesting adaptation of the Clarkson technique [15] .
Proof. Consider a random sample R of F, where an object fi is being picked up with probability xi/2. Clearly, we have that (p, i, j) ∈ V (F) appears on the boundary of the union of the objects of R, if and only if fi and fj are being picked, and none of the objects that cover p are being chosen into R . In particular, let U(R ) denote the vertices on the boundary of the union of the objects of R . We have that solution is valid) . On the other hand, the expected number of vertices on the union is at most EˆP i (xi/2)˜= E/2, which implies the result since
To understand the significance of the above lemma, recall that in the unweighted case, we draw a random sample R where fi is chosen with probability xi. The expected size of R is given by E. Let K denotes the number of pairs of intersecting objects in R. The expected value of K is at most (1/2) X (p,i,j)∈V(F) xixj. By the above lemma,
in other words, the intersection graph of R has linear expected number of edges in the size of R. This implies that the average degree ∆ = 2K/|R| is a constant, and as such this graph has an independent set that is a constant fraction of the size of R, and as such a constant fraction of the (optimal) LP solution. Formally, we have
by the Cauchy-Schwarz inequality stated for expectations (i.e., E[XY ] 2 ≤ EˆX 2˜EˆY 2˜) . As such,
Weighted case
In the weighted case, the analysis requires additional ideas. First we need to consider prefixes of F.
Lemma 4.1 applied to F k implies that
xi.
Recall that we draw a random sample R where fi is chosen with probability xi/α. Ignoring constant factors, the value ρi then represents the expected in-degree of fi in the intersection graph of R, if we direct heavier objects towards lighter objects. Objects fi with large ρi values will be "problematic" since it is unlikely to end up in the generated independent set, as the probability for that is roughly (xi/α) exp(−ρi/α). However, the above lemma says that (intuitively) the objects in R should have small ρi values on average, over any prefix of objects. As such, we can "charge" the problematic objects to heavier regular objects. The next lemma says that objects fi with small ρi values have a good chance of showing up in the output independent set. Proof. The probability that fi survives in T is at least
by the product-sum inequality mentioned earlier.
Combining the two lemmas, we get
xi by setting α = 4 . As the above holds for all k and the wi's are in decreasing order, we can conclude that
by setting ui = pi and vi = xi/8 in the following easy technical lemma.
Lemma 4.4 Let u1, . . . , un, v1, . . . , vn be non-negative numbers, such that for any k, we have that
wivi, since wi − wi+1 ≥ 0, for all i.
Remarks
Derandomization.
The variance of P f i ∈T wi could be high, but fortunately the algorithm can be derandomized by the standard method of conditional probabilities/expectations [28] . To this end, it would be simpler to work with a modified definition of T: put fi in T if and only if fi ∈ R and fj ∈ R for all j < i with fi ∩ fj = ∅. Lemma 4.3 still holds, and so the analysis still goes through, but the advantage is that we can now calculate the exact value of E h P f i ∈T wi i easily (in polynomial time), even when conditioned to the events that some objects are known to be in or not in T. We can thus deterministically examine each object one by one and determine whether to place it in T by calculating various conditional expectations.
Coping with object containment.
We have assumed that no object is fully contained in another, but this assumption can be removed by adding the constraint P f i ⊂f j xj ≤ 1 for each i to the LP. Then clearly we have P f i ⊂f j , i,j≤k xixj ≤ E k , and so Lemma 4.2 modifies to P k i=1 ρixi ≤ (2 + 1)E k . The approximation factor then readjusts to 4(2 + 1).
Time to solve the LP .
This LP is a packing LP with O(n 2 ) inequalities, and n variables. As such, it can be (1 + ε)-approximated in O`n 3 + ε −2 n 2 log n´= O`n 3´b y a randomized algorithm that succeeds with high probability [24] . For our purposes, it is sufficient to set ε to be a sufficient small constant, say ε = 10 −4 .
We have thus proved: Theorem 4.5 Given a set of n weighted objects in the plane with linear union complexity, one can compute in polynomial time an independent set of total weight Ω(opt), where opt is the maximum weight over all independent sets of the objects. The running time of the algorithm is O`n 3´.
A combinatorial result.
In the unweighted case, we obtain the following result as a byproduct: Theorem 4.6 Given a set of n pseudo-disks in the plane, let opt be the size of the maximum independent set and let opt be the size of the minimum set of points that pierce all the pseudo-disks. Then opt = Ω(opt ).
Proof. By the preceding analysis, we have opt = Ω(Opt), i.e., the integrality gap of our LP is a constant.
For piercing, the LP relaxation is
Let Opt be the value of this LP. Known analysis [26, 19] implies that the integrality gap of this LP is constant if there exist ε-nets of linear size for a corresponding class of hypergraphs formed by objects in F and points in V (S). Pyrga and Ray [30, Theorem 12] obtained such an existence proof for this ("primal") hypergraph for pseudo-disks. Thus, opt = O(Opt ).
To conclude, observe that the two LPs are precisely the dual of each other, and so Opt = Opt .
INDEPENDENT SET: WEIGHTED RECTANGLES
The algorithm
For the case of weighted axis-aligned rectangles, we can solve the same LP, where the set V (F) contains both intersection points and corners of the given rectangles.
As before, randomly put each object fi into R with probability xi/α, for i = 1, . . . , n, for a suitable constant α > 1.
Define two subgraphs G1 and G2 of the intersection graph of R: if the boundaries of fi and fj intersect zero or two times, put fifj in G1; if the boundaries intersect four times instead, put fifj in G2.
We first extract an independent set of G1 greedily, as before: Arrange the objects so that w1 ≥ w2 ≥ · · · ≥ wn. Put fi in T if and only if fi ∈ R and fj ∈ R for all j < i with fi ∩ fj = ∅.
It is well known (e.g., see [7] ) that G2 forms a perfect graph (specifically, a comparability graph), so find a ∆-coloring of the rectangles of R in G2, where ∆ denotes the maximum clique size, i.e., the maximum depth in A(R). Let T be the color subclass of T of the largest total weight. Clearly, the objects in T are independent, and we output this set.
Analysis
As in Section 4.2.2, let E k = P k i=1 xi. Let
Observe that if fifj ∈ G1, then fi contains a corner of fj or vice versa. Letting Vj denote the corners of fj, we have
So, Lemma 4.2 still holds (with replaced by 2). also Lemma 4.3 holds, and the same arguments imply To analyze T , we need a new lemma which bounds the maximum depth of R:
Lemma 5.1 ∆ = O(log n/ log log n) with probability at least 1 − 1/n.
(the bound is trivially true if ∆ > t, since Z would be negative). Our analysis still implies that E[Z] ≥ Ω(log log n/ log n)· Opt (the standard proof of the Chernoff bound actually shows that
). The advantage of working with Z is that we can calculate E[Z] exactly in polynomial time, even when conditioned to the events that some objects are known to be in or not in T (since depth(p, R) is a sum of independent 0-1 random variables). We have thus proved:
Theorem 5.2 Given a set of n weighted axis-aligned boxes in the plane, one can compute in polynomial time an independent set of total weight Ω(log log n/ log n) · opt, where opt is the maximum weight over all independent sets of the objects.
Higher dimensions.
By a standard divide-and-conquer method [4] , we get an approximation factor of O(log d−1 n/ log log n) for weighted axis-aligned boxes in any constant dimension d.
