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1 序文
本論文では，Lienard型の非線形常微分方程式
$( \varphi(x)\rangle+f(x)\varphi(x)+g(x)=0, =\frac{d}{dt}$ (1.1)
に対するリミットサイクルの存在性非存在性について考える．ただし，関数 $\varphi$ : $\mathbb{R}arrow$
$(-\sigma, \sigma)(0<\sigma\leq\infty)$ は連続かつ狭義単調増加な奇関数とする．また，関数 $f(x)$ は $\mathbb{R}$
上連続な偶閣数，$g(x)$ は $\mathbb{R}$ 上連続な奇関数で signum condon
$xg(x)>0(x\neq 0)$ (1.2)
を満たすものとする．さらに，初期値に対する解の一意存在性を保読するため，関数
$\varphi(x)$ , $f(x)$ , $g(x)$ は十分に滑らかであるとする．区間 $I$ 上で関数 $x(t)$ が方程式 (1.1)
の解であるとは，$I$ 上で $x(t)$ , $\varphi(\dot{x}(t))$ が微分可能かつ方程式 (L1) を満たすことをい
う．特に，$I=\mathbb{R}$ のとき $x(t)$ は大域解であるという．
リミットサイクルは 1880年代に Poincareによって導入された概念であり，常微分
方程式の理論のみならず物理学，化学，生物学など輻広い分野において重要な役割を
果たしている (例えば，[1-6, 8-13, 15-25] を参照) ここで，方程式 (1.1) は $\varphi(x)=x$
のとき Li\'enard 方程式となり，リミットサイクルを持つ方程式の典型例である Van der
Pol 方程式
あ $+(x^{2}-\delta^{2})\dot{x}+x=0$ $(\delta>0)$ (1.3)
を含むことに注意する．なお，Van der Po1方程式は滋 $+\mu(x^{2}-1)\dot{x}+x=0(\mu>0)$
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注意 1.1. 任意の $\delta>0$ に対して方程式 (1.4) はただ一つリミットサイクルを持ち，
$\deltaarrow 0$ のとき，そのリミットサイクルは原点を中心とする半径 2の円に近付くことが
知られている ([8, 18] を参照) したがって，$\deltaarrow 0$ のとき，方程式 (1.3) のリミット
サイクルの大きさは小さくなることがわかる．
方程式 (1.1) に対するリミットサイクルの存在性を示すためには，$tarrow\infty$ での方程
式 (1.1) の解の漸近挙動を調べることが必要である．したがって，方程式 (垣) の解の
大域存在性が重要な役割を果たす．しかし，方程式 (1.1) は必ずしも大域解をもつと
は限らない．実際，$\int(x)=0,$ $g(x)=\varphi(x)$ のとき，初期値問題
$(\varphi(x))+\varphi(x)=0, x(O)=x_{0}, x(O)=x_{1}$ (1.5)
が大域解を持つための必要十分条件が，次の定理で与えられている ([7] を参照). た
だし，$x_{0},$ $x_{1}\in \mathbb{R}$ とする．
定理 A. 初期値問題 (1.5) が大域解を持つための必要十分条件は
$\int_{0}^{x0}\varphi(\xi)d\xi+\int_{0}^{\varphi(x)}1\varphi^{-1}(\xi)d\xi<\int_{0}^{\sigma}\varphi^{-1}(\xi)d\xi$ (1.6)
である．ただし，$\varphi^{-1}$ は $\varphi$ の逆関数とする．
注意 1.2. 定理 $A$ より，不等式 (1.6) の右辺が発散するならば，任意の $x_{0},$ $x_{1}\in \mathbb{R}$ に対
して，初期値問題 (1.5) の解は大域解となる．





$(\varphi_{C}(\dot{x}))+\varphi_{C}(x)=0, x(O)=x_{0}, x(O)=x_{1}$ (1.8)
となる．ここで，方程式 (1.7), (1.8) は平均曲率作用素と呼ばれる ([14] を参照) . 簡
略化のため $x_{1}=0$ とすると，定理 $A$ より，初期値問題 (1.8) が大域解を持つための必
要十分条件は $|x_{0}|<\sqrt{3}$ となる (詳細は [7, Example 4.2] を参照) つまり，初期値
が小さいとき，初期値問題 (L8) は大域解を持ちやすいといえる．
Van der Pol 型の方程式
$(\varphi_{C}(\dot{x}))+(x^{2}-\delta^{2})\varphi_{C}(\dot{x})+x=0$ (1.9)
について考える．前述のとおり，方程式 (1.9) のリミットサイクルの大きさは定数 $\delta$
によって決定される．したがって，$\delta$ が十分小さければ方程式 (1.9) はリミットサイク
ルを持つと予想される．本研究の目的は，この予想を裏付けるため，方程式 (1.7) に対
するリミットサイクルの存在に関する定理を与えることである．簡略化のため
$F(x)= \int_{0}^{x}f(\xi)d\xi, G(x)=\int_{0}^{x}g(\xi)d\xi, \Phi_{C}(x)=\int_{0}^{x}\varphi_{C}^{-1}(\xi)d\xi$
と定義し，$G^{-1}(x)$ と $\Phi_{C}^{-1}(x)$ はそれぞれ $G(x)sgn$ $x$ と $\Phi_{C}(x)$ sgn $x$ の逆関数とする．
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定理 1.1. 条件 (1.2) を仮定する．定数 $\delta>0$ が存在して







$\mu_{\delta}=G^{-1}(1+2F(\delta))$ , $a_{\delta}=\Phi_{C}^{-1}(G(\mu_{\delta})-C_{J}^{Y}(\delta))$ である．
定理 1.2. 条件 (1.2) を仮定する．定数 $\delta>0$ が存在して
$f(x)\leq(x^{2}-\delta^{2})(|x|<\delta)$ , (1.16)
$g(x)\geq x(0<x<\delta)$ , (1.17)
$1- \frac{3\pi}{32}\delta^{4}\sqrt{4-\delta^{2}}\leq G(\delta)\leq 1$ (L18)
が成り立つならば，方程式 (1.7) はリミットサイクルを持たない．
注意 1.3. 関数 $g(x)$ は条件 (1.2) を満たす奇閣数であるから，$G(x)$ は偶関数かつ
$x\neq 0$ ならば正である．また，条件 (1.10) より $F(\delta)=-F(-\delta)<0$ となる．さらに，




廊 $=\varphi_{\overline{C}^{1}}(y)$ , $\dot{y}=-f(x)y-g(x)$ (2.1)
について考える．条件 (1.2) より，系 (2.1) の原点はただ一つの平衡点である．
方程式系 (2.1) の正の半解軌跡の，相平面に対する射影を正の半解軌道と呼ぶ．点
$P\in \mathbb{R}\cross(-1,1)$ を出発する方程式系 $(2.1\rangle$ の正の半解軌道を $\gamma_{(2.1)}^{+}(P)$ と書く．負の
半解軌道 $\gamma_{(2.1)}^{-}(P)$ についても局様に定義する．さらに，$\gamma_{(2.1\rangle}(P)=\gamma_{(2.1)}^{+}(P)$ 俺 $\gamma_{(2.1)}^{-}(P)$
を方程式系 (2.1) の解軌道と呼ぶ．
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解軌道 $\gamma_{(2.1)}(x_{0}, y_{0})$ に対応する方程式系 (2.1) の解を $(x(t), y(t))$ とする．ただし，
$(x_{0}, y_{0})\in \mathbb{R}\cross(-1,1)$ である．方程式系 (2.1) は自励系であるから，$(x(O), y(O))=$
$(x_{0}, y_{0})$ としても一般性を損なわない．いま，定数 $t_{1}>0$ が存在して
$\lim_{tarrow t_{1}}|x(t)|=\infty, |y(t)|<1(0\leq t<t_{1}) , \lim_{tarrow t_{1}}|y(t)|<1$
となると仮定する．このとき，方程式系 (2.1) の第一式から
$| \dot{x}(t)|=|\varphi_{C}^{-1}(y(t))|<\varphi_{C}^{-1}(1)=\infty(0\leq t<t_{1}) , \lim_{tarrow t_{1}}|\dot{x}(t)|<\infty$
を得る．したがって
$\infty=|\lim_{tarrow t_{1}}x(t)-x_{0}|=|\int_{0}^{t_{1}}\dot{x}(s)ds|\leq\int_{0}^{t_{1}}|\dot{x}(s)|ds\leq t_{1}\sup_{0\leq t<t_{1}}|\dot{x}(t)|<\infty$
となり，矛盾が生じる．ゆえに，相平面上で解軌道 $\gamma_{(2.1)}(x_{0}, y_{0})$ が直線 $y=1$ または
$y=-1$ と交わらない限り，$x(t)$ は有限時間で発散しない．
初期値 $(x_{0}, y_{0})$ は $(x_{0}, y_{0})\neq(O, 0)$ を満たし，解軌道 $\gamma_{(2.1)}(x_{0}, y_{0})$ は $x$ 軸および直線
$y=1$ または $y=-1$ とは交わらないとする．このとき，解軌道 $\gamma_{(2.1)}(x_{0}, y_{0})$ は $x$ につ
いての関数となり，初期条件訊 $x_{0}$ ) $=y_{0}$ を満たす方程式
$\frac{dy}{dx}=-\frac{f(x)y+g(x)}{\varphi_{C}^{-1}(y)}$ (2.2)
の解 $\overline{y}(x)$ とみなせる．なお，解軌道領 2.1) $(x0, y_{0})$ が $x=x_{1}$ において $x$ 軸と交わると
き，$\overline{y}(x_{1})=0$ と定義する．
定理の証明に用いるため，$f(x)=0$ の場合について考える．このとき，方程式系
(2.1) と方程式 (2.2) はそれぞれ方程式系
$\dot{x}=\varphi_{C}^{-1}(y) , \dot{y}=-g(x)$ (2.3)
と方程式
$\frac{dy}{dx}=-\frac{g(x)}{\varphi_{C}^{-1}(y)}$ (2.4)
になる．区間 $I$ 上で定義され，$(x(O), y(O))=(x_{0}, y_{0})$ を満たす方程式系 (2.3) の解
$(x(t), y(t))$ が，$I$ 上で
$G(x(t))+\Phi_{C}(y(t))=G(x_{0})+\Phi_{C}(y_{0})$ (2.5)




注意 2.1. 関数 $\varphi_{C}(x)$ , $g(x)$ は奇関数であるから，方程式系 (2.3) の任意の解軌道は原
点，$x$ 軸，$y$ 軸について対称である．
補題 2.1. 条件 (1.2) と
$\int_{0}^{\infty}g(\xi)d\xi=oo$ (27)
を仮定し，$(x0, yo)\in \mathbb{R}\cross(-1,1)\backslash \{(0,0)\}$ とする．解軌道 $\gamma_{(2.3)}(x_{0}, yo)$ が閉軌道とな
るための必要十分条件は $G(x_{0})+\Phi_{C}(y_{0})<1$ である．
証明．条件 (1.2) と (2.7) より，$(x_{0}, y_{0})\in \mathbb{R}\cross(-1,1)\backslash \{(0,0)\}$ に薄して
$\alpha=\alpha(x_{0}, y_{0})=\{\begin{array}{ll}0, G(x_{0})+\Phi_{C}(y_{0})<1,G^{-1}(G(x_{0})+\Phi_{C}(y_{0})-1) , G(x_{0})+\Phi_{C}(y_{0})\geq 1_{\}}\end{array}$
$\beta=\beta(x_{0}, y_{0})=G^{-1}(G(x_{0})+\Phi_{C}(y_{\langle)}))$
と定義できる．このとき，$0\leq\alpha<\beta<\infty$ かつ $\alpha<\xi<\beta$ に対して $0<G(x_{0})+$
$\Phi_{C}(y_{0})-G(\xi)<1$ であるので，
$T=T(x_{0},y_{0})= \int_{\alpha}^{\beta}\frac{d\xi}{\varphi_{\overline{c}^{1}}(\Phi_{\overline{C}}^{1}(G(x_{0})+\Phi_{C}(y_{0})-G(\xi)))}$
が定義できる．ここで，$\alpha,$ $\beta$ , および $T$ の意味については後述の注意 2.2を参照せよ．
はじめに，任意の $(x_{0}, y_{0})\in \mathbb{R}\cross(-1,1)\backslash \{(0,0)\}$ に対して $T(x_{0,y_{0}})$ が有限である
ことを示す．いま，$\xi\uparrow\beta$ とすると $G(x_{0})+\Phi_{C}(y_{0})-G(\xi)arrow 0$ であるから，$1' H\hat{o}$spital
の原理より
$\lim_{\xi\uparrow\beta}\frac{G(x_{0}\rangle+\Phi_{C}(y_{0})-G(\xi)}{\beta-\xi}=g(\beta)>0$
を得る．したがって 定数 $c>0$ と $\epsilon_{0}>0$ が存在して，$\beta-\epsilon_{0}<\xi<\beta$ に対して
$\frac{G(x_{0})+\Phi_{C}(y_{0})-G(\xi)}{\beta-\xi}\geq c$
となる．関数 $\varphi_{\overline{C}^{1}}(x)$ と $\Phi_{\overline{C}}^{1}(x)$ が $\beta$ { $\epsilon$0 $<\xi<\beta$ に対して単調増加であることから
$\int_{\beta-60}^{\beta}\frac{d\xi}{\varphi_{\overline{c}^{1}}(\Phi_{\tilde{C}}^{1}(G(x_{0})+\Phi_{C}(y_{0})-G(\xi)))}\leq\int_{\beta-\epsilon_{0}}^{\beta}\frac{d\xi}{\varphi_{C}^{-1}(\Phi_{\overline{C}}^{1}(c(\beta-\xi)))}=\frac{\Phi_{C}^{-1}(c\epsilon_{0})}{c}$
を得る．さらに，関数 $G(x_{0})+\Phi_{C}(y_{0})-G(\xi\rangle$ は $\alpha<\xi<\beta-\epsilon_{0}$ に対して連続，正値
かつ単調減少であるから
$I_{\alpha}^{\beta-\epsilon 0} \frac{d\xi}{\varphi_{C}^{-1}(\Phi_{\overline{C}}^{1}(G(x_{0})+\Phi_{C}(y_{0})-G(\xi)))}<\infty$
となる．よって，$(x_{0}, y_{0})\in \mathbb{R}\cross(-1,1)\backslash \{(0,0)\}$ に対して $0\leq T(x_{0}, yo)<\infty$ を得る．
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次に，$G(x_{0})+\Phi_{C}(y_{0})<1$ ならば解軌道 $\gamma_{(2.3)}(x_{0}, y_{0})$ が閉軌道であることを示す．
注意 2.1より，$(x_{0}, y_{0})\in[0, \infty)\cross[0, 1)\backslash \{(0, 0)\}$ としても一般性を損なわない．この
とき，$T(x_{0}, y_{0})$ が有限であることより，関数
$t(x)= \int_{x_{0}}^{x}\frac{d\xi}{\varphi_{C}^{-1}(\Phi_{C}^{-1}(G(x_{0})+\Phi_{C}(y_{0})-G(\xi)))}$ (2.8)
が $\alpha\leq x\leq\beta$ で定義できる．関数 $t(x)$ は $\alpha<x<\beta$ に対して微分可能であるから，
$\alpha<x<\beta$ に対して
$\frac{dt(x)}{dx}=\frac{1}{\varphi_{C}^{-1}(\Phi_{\overline{C}}^{1}(G(x_{0})+\Phi_{C}(y_{0})-G(x)))}>0$
を得る．したがって，$t(x)$ は $\alpha\leq x\leq\beta$ に対して単調増加であり，$t(\alpha)\leq t\leq t(\beta)$
で定義された $t(x)$ の逆関数 $x(t)$ が存在する．このとき，$x(t)$ も微分可能であり，
$t(\alpha)<t<t(\beta)$ に対して $\varphi_{C_{\ovalbox{\tt\small REJECT}}},(\dot{x}(t))=\Phi_{C}^{-1}(G(x_{0})+\Phi_{C}(y_{0})-G(x(t)))>0$ を満
たす．いま，$y(t)=\varphi c(\dot{x}(t))$ と置く．このとき，$y(t)$ は $t(\alpha)<t<t(\beta)$ で微分
可能であり，$(x(t), y(t))$ は方程式 (2.5) を満たす．方程式 (2.5) の両辺を微分すると
$g(x(t))\dot{x}(t)+\varphi_{C}^{-1}(y(t))\dot{y}(t)=0$ となるので，$(x(t), y(t))$ は $t(\alpha)<t<t(\beta)$ で方程式
系 (2.3) を満たす．ここで，$T=t(\beta)-t(\alpha)$ であり，$t(\alpha)<t<t(\beta)$ に対して $x(t)$ は
正値かつ単調増加，$y(t)$ は正値かつ単調滅少であることに注意する．したがって
$\lim_{t\downarrow t(\alpha)}x(t)=\alpha=0, \lim_{t\downarrow t(\alpha)}y(t)=\Phi_{C}^{-1}(G(x_{0})+\Phi_{C}(y_{0}))<1,$
$\lim_{\iota\uparrow t(\beta)}x(t)=\beta<\infty, \lim_{t\uparrow t(\beta)}y(t)=\Phi_{C}^{-1}(G(x_{0})+\Phi_{C}(y_{0})-G(\beta))=0$
となる．関数 $u(t)$ を $\mathbb{R}$ 上で定義された $4T$ 周期の関数
$\{\begin{array}{ll}-x(2t(\alpha)-t) , t(\beta)-2T<t<t(\beta)-T,x(t) , t(\beta)-T<t<t(\beta) ,x(2t(\beta)-t) , t(\beta)<t<t(\beta)+T,-x(t-2T) , t(\beta)+T<t<t(\beta)+2T\end{array}$
とし，$v(t)=\varphi c(u(t))$ と置く．このとき，$(u(t), v(t))$ は $\mathbb{R}$ 上で定義され，$(u(O), v(O))=$
$(x_{0}, y_{0})$ を満たす方程式系 (2.3) の一意な解である ([7] を参照). したがって，$(u(t), v(t))$
は方程式系 (2.3) の周期解である．すなわち，解軌道 $\gamma_{(2.3\rangle}(x_{0}, y_{0})$ は閉軌道である．
最後に，$G(x_{0})+\Phi_{C}(y_{0})\geq 1$ ならば解軌道 $\gamma_{(2.3)}(x_{0}, y_{0})$ が閉軌道でないことを示す．
前段落と同様に，$(x_{0}, y_{0})\in[0, \infty$ ) $\cross[0, 1$ ) $\backslash \{(0, 0)\}$ とする．関数 $t(x)$ を $\alpha\leq x\leq\beta$
に対して (2.8) で定義すると，$(x(t), y(t))$ は $t(\alpha)<t<t(\beta)$ で定義された方程式系
(2.3) の解である．ただし，$x(t)$ は $t(x)$ の逆関数であり，$y(t)=\varphi_{C}(\dot{x}(t))$ である．した
がって
$\lim_{t\downarrow t(\alpha)}x(t)=\alpha=G^{-1}(G(x_{0})+\Phi_{C}(y_{0})-1)\geq0, \lim_{t\downarrow t(\alpha)}y(t)=1$
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を得る．いま，$x(t(\beta)-T)=\alpha$ かつ $y(t(\beta)-T)=1$ と定義すると，$x(t)$ および $y(t)$
は $t=t(\beta)-T$ で連続であるが，方程式系 (2.3) を満たさない。ゆえに，$(x(t), y(t))$ は
方程式系 (2.3) の大域解ではない．すなわち，解軌道 $\gamma_{(2.3\rangle}(x_{0\}}y_{0})$ は閉軌道でない．以
り，補題 2.1は示された．ロ
注慧 2.2. 相平面上で $(x_{0}, y_{0})$ が第 1象限にある場禽，は負の半解軌道 $\gamma_{\langle 2.3\rangle}^{-}(x_{0}, y_{0})$
と正の $y$ 軸または趨線 $y=1$ との交点の $x$ 座標を表している．一方，$\beta$ は正の半解軌
道 $\gamma^{+}.(x_{0}, \not\in j_{0})$ と正の $x$ 軸との交点の $x$ 座標を表している．さらに，$T$ は，$(x_{0,?Jo})$ を
初期値とする方程式系 (2.3) の解が，$x$ 軸，$y$ 軸，または直線 $y=1$ と交わらないよう
な $t$ の区間の長さを表している．
油意 2.3. 条件 (1.13) が成り立つならば条件 (2.7) が成立する．したがって，補題 2. 1
における条件 (2.7) は，条件 (1.13) に取り換えることができる．
3 定理の証明
定理 1.1を証明するため，方程式系 (2.1) の解の漸近挙動について考える．本節で
は，まず 方程式系 (2.1) の原点がリペラーであることを示す．方程式系 $(2.1\rangle$ の療点
がリペラーであるとは，漂点の近傍 $U$ が存在し，任意の点 $P\in U$ に対して正の半解
軌道 $埴_{}1)(P)$ が $U$ の外に出て，かつ任意の点 $Q\in U^{c}$ に鰐して正の半解軌道 $\gamma_{(2.1\rangle}^{+}(Q)$




補題 3.1. 条件 (1.2) を仮定する．さらに，条件 (1.10) を満たす定数 $\delta>0$ が存在する
ならば，方程式系 (2.1) の原点はりペラーである．
証明．Lyapunov 関数 $V(x, y)$ に灼して
$\dot{V}_{(2.1)}(x, y)=\frac{\partial V}{\partial x}\varphi_{\overline{C}^{1}}(y)+\frac{\partial V}{\partial y}(-f(x)y-g(x))$
と定義し，集合 $R$ を $R=\{(x_{:}y):|x|<\delta, |y|<1\}$ とする．このとき，条件 (L10) よ
り $|x|<\delta$ に対して $f(x)<0$ であることから，$(x, y)\in R$ かつ $y\neq 0$ ならば
$V_{(2.1)}(x, y)=-f(x)y\varphi_{\overline{C}^{1}}(y)>0$ (3.1)
となる．したがって，$\epsilon_{0}>0$ を十分小さくとれば
$U_{1}=\{(x, y):0<V(x, y)<\epsilon_{0}\}\subseteq R$
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とできる．式 (3.1) より，任意の点 $Q\in R\backslash U_{1}$ に対して正の半解軌道 $\gamma_{(2.1)}^{+}(Q)$ は $U_{1}$
に入らない．
任意の点 $P\in U_{1}$ に対して，正の半解軌道 $\gamma_{(2.1)}^{+}(P)$ が $U_{1}$ の外に出ることを示す．あ
る点瑞 $=(x_{0}, y_{0})$ が存在して，正の半解軌道 $\gamma_{(2.1)}^{+}(P_{0})$ が $U_{1}$ 内に留まると仮定する．
このとき，正の半解軌道 $\gamma_{(2.1\rangle}^{+}(P_{0})$ に対応する方程式 (2.1) の解を $(x(t), y(t))$ とする
と，$t\geq 0$ に対して $V(x(t), y(t))<\epsilon_{0}$ である．式 (3.1) より，$(x(t), y(t))$ は集合
$U_{2}=\{(x, y):V(x, y)<V(x_{0}, y_{0})\}$
に入らない．集合砺は原点を含む開集合であるから，正の定数 $\epsilon_{1}<\epsilon_{0}$ が存在して
$\{(x, y):|x|<2\epsilon_{1}, |y|<2\epsilon_{1}\}\subset U_{2}$
となる．方程式系 $($2. 1 $)$ のベクトル場より，$(X(t),$ $y(t))$ は原点のまわ $V2$ を時計回り
に周回する．したがって，数列 $\{\sigma_{n}\}$ と $\{\tau_{n}\}$ が存在して $X(\sigma_{n})$ $=$ $\epsilon_{1},$ $y(\sigma_{n})$ $>$ $2\epsilon_{1},$















次に，正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ の漸近挙動について，次の補題を与える．
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補題 3.2. 条件 (1.2) を仮定する．定数 $\delta>0$ が存在して，条件 (1.10), $(1.12)-(1.14)$ が
成り立つならば，正の半解軌道 $\gamma_{(2.1\rangle}^{+}(-\delta, a_{\delta})$ は上半平面で直線 $y=1$ と交わることな
く，正の $x$ 交わる．
証明．条件 (1.14) より $a_{\delta}>0$ であり，正の半解軌道危 1) $(-\delta, 0)$ に対応する方程式
(2。2) の解を 91 $(x)$ と置く．
はじめに，$-\delta<x\leq 0$ に対して $\overline{y}_{1}(x)<1$ であることを示す．定数 $x_{0}$ が存荏して，
$-\delta<x_{0}\leq 0$ かつ
$\overline{y}_{1}(x)<1(-\delta<x<x_{0}) , \lim_{x\uparrow xo}\overline{y}_{1}(x)=1$ (3.3)
であると仮定する．このとき，$-\delta<x<x_{0}$ に対して
$\frac{d}{dx}V(x,\overline{y}_{\lambda}(x))=-f(x)\overline{y}_{1}(x)$






である．また，条件 (1.14) と注意 1.3から，$-F(\delta)+G(\delta)<1$ である．以上より
$1\leq G(x_{0})+1=V(x_{0},1)<1$
となり，矛盾が生じる．
ここで，$f(\delta)=0$ かつ $g(O)=0$ であるから
$- \frac{g(0)}{f(O)}=0, \lim_{x\uparrow\delta}-\frac{g(x)}{f(x)}=\infty$
を得る．条件 (1.12) より $-g(x)/f(x)$ は $0<x<\delta$ に対して単調増加である．した
がって，特性曲線 $y=-g(x)/f(x)$ と直線 $y=1-\hat{\circ}$ は $0<x<\delta$ でただ一つ交点を
持つ．ただし，$\epsilon$ は $0<\epsilon<1$ を満たす定数とする．この交点の $x$ 座標を $b_{\epsilon}$ と置き，
負の半解軌道 $\gamma_{(2.1)}^{-}(b_{\epsilon}, 1-\epsilon)$ に対応する方程式 (2.2) の解を $j_{2}(x)$ と置く．このとき，





次に，$-\delta\leq x\leq b_{F}$ に対して $0<\overline{y}_{2}(x)<1$ となることを示す．方程式系 (2.1) のベ
クトル場より
$0<\overline{y}_{2}(x)<1-\epsilon<1(0<x<b_{\epsilon}) , \overline{y}_{2}(b_{\epsilon})=1-\epsilon$ (3.6)












を得る．すなわち，$\overline{y}_{1}(0)<\overline{y}_{2}(0)$ である．したがって，方程式 (2.2) の解の一意性か
ら，$-\delta\leq x\leq 0$ に対して $0\leq\overline{y}_{1}(x)<\overline{y}_{2}(x)$ となる．以上より，$-\delta<x<b_{\epsilon}$ に対し
て 92 $(x)$ が単調増加であることと $\overline{y}_{2}(b_{\epsilon})=1-\epsilon<1$ から，$-\delta\leq x\leq b_{\epsilon}$ に対して
$0<\overline{y}_{2}(x)<1$ となる．









$\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ に対応する方程式 (2.2) の解を $\overline{y}_{3}(x)$ と置く．このとき，$\overline{y}_{3}(-\delta)=a_{\delta}<$
$\overline{y}_{2}(-\delta)$ であるから，方程式 (2.2) の解の一意性より $-\delta\leq x\leq$ b。に対して 93 $(x)<$
$\overline{y}_{2}(x)$ となる．したがって，雪 3 $(x)$ は正の $y$ 軸と交わった後，特牲曲線 $y=-g(x)/f(x)$
と交わる．よって，方程式系 (2.1) のベクトル場より，正の半解軌道埴．1) $(-\delta, a_{\delta})$ は相
平面の上半平面にある限り，直線 $y=1$ と交わらない (図 1を参照)
図！: 方程式 (2.2) の解 $\overline{y}_{1}(x)$ , $\overline{y}_{2}(x)$ , $\overline{y}_{3}(x)$ .
最後に，正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ が正の $x$ 軸と交わることを示す．正の半解軌道
$\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ が正の $x$ 軸と交わらないと仮定する．正の半解軌道 $\gamma_{(.2.1\rangle}^{+}(-\delta_{(J_{-\delta}})$ に対応
する方程式系 (2.1) の解を $(x(t), y(t))$ と置くと，$tarrow\infty$ のとき $x(t)arrow\infty$ である．し
たがって，定数 $t_{1}\geq 0$ が存在して $t\geq t_{1}$ に対して $x(t)\geq\delta$ となる．条件 (1.10) より
$\dot{V}_{(2.1)}(x(t), y(t))=-f(x(t))y(t)\varphi_{\overline{c}^{1}}(y(t))<0$
であるから，$t\geq t_{1}$ に対して





定理垣の証明．Poincar\'e-Bendixson の定理を用いるため，解軌道 $\gamma_{(2.1)}(-\delta, a_{\delta})$ につ
いて考える．補題 3.2より，正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ は $x$ 軸と交点を持つ．この交
点の $x$ 座標を $x_{1}$ と置く．一方，条件 (1.12) より，負の半解軌道 $\gamma_{く 2.1)}^{-}(-\delta, a_{5})$ は次のい
ずれかと交わる:
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(i) 負の $x$ 軸上の線分 $\{(x, y):-x_{1}\leq x<-\delta, y=0\},$
(ii) 直線 $x=-x_{1}$ 上の線分 $\{(x, y):x=-x_{1}, 0<y\leq-g(-x_{1})/f(-x_{1})\},$
(iii) 特性曲線 $y=-9(x)/f(x)$ 上の弧 $\{(x, y): -x_{1}<x<-\delta, y=-g(x)/f(x)\}.$
はじめに，(i) は起こらないことを示す．負の半解軌道 $\gamma_{(2.1)}^{-}(-\delta, a_{\delta})$ と $\gamma_{(2.3)}^{-}(-\delta, a_{\delta})$
について考える．式 (2.6) と補題 3.1より，負の半解軌道 $\gamma_{(2.3)}^{-}(-\delta, a_{\delta})$ は $x=-\mu_{\delta}$
において負の $x$ 軸と交わる．ここで，$\mu_{\delta}=G^{-1}(G(-\delta)+\Phi_{C}(a_{\delta}))$ であることに注
意する．定数 $x_{2}<0$ が存在して，負の半解軌道 $\gamma_{(2.1)}^{-}(-\delta, a_{\delta})$ と負の $x$ 軸上の線分
$\{(x, y):-x_{1}\leq x<-\delta, y=0\}$ が $x=x_{2}$ で交わると仮定する．このとき，$|x_{1}|\geq|x_{2}|$
である．負の半解軌道 $\gamma_{(2.1)}^{-}(-\delta, a_{\delta})$ に対応する方程式 (2.2) の解を $\overline{y}_{I}(x)$ , 負の半解軌
$\gamma_{(2.3)}^{-}(-\delta, a_{\delta})$ に対応する方程式 (2.4) の解を $\tilde{y}_{2}(x)$ と置く．このとき
$\frac{d\prime\tilde{y}_{2}(x)}{dx}=-\frac{g(x)}{\varphi_{C}^{-1}(\tilde{y}_{2}(x))}>-\frac{f(x)\tilde{y}_{2}(x)+g(x)}{\varphi_{C}^{-1}(\tilde{y}_{2}(x))}$










が成り立つ．したがって，$-\mu_{\delta}\leq x\leq-\delta$ に対して $\tilde{y}_{2}(x)$ は上に凸であるから
$\Phi_{C}^{-1}(G(\mu_{\delta})-G(x))=\tilde{y}_{2}(x)\geq\frac{a_{\delta}}{\mu_{\delta}-\delta}(x+\mu_{\delta})>0$ (3.7)










が成立する．よって，$G(x_{1})<G(x_{2})$ すなわち $|x_{1}|<|x_{2}|$ である．これは $|x_{1}|\geq|x_{2}|$
であることに矛盾するため，(i) は起こらないことが示された．
次に，(ii) の場合について考える．上半平面における解軌道 $\gamma_{(2.1)}(-\delta, a_{\delta})$ , 下半平面
における解軌道 $\gamma_{(2.1)}(\delta, -a_{\delta})$ および直線 $x=x_{1},$ $x=-x_{1}$ によって囲まれる領域を
$R_{1}$ とする (図 2を参照) . 補題 3.1より，漂点の近傍 $UCR_{1}$ であって $R_{1}\backslash U$ が閉
かつ正常点のみを含む正の不変集合となるものが存在する．解軌道 $\gamma_{(2.1\rangle}(-\delta, a_{\delta})$ は
周期軌道ではないので，Poincar\'e-Bendixson の定理から，方程式 (1.7) は少なくとも一
つリミットサイクルを持つ ([5] を参照)
図 2: (ii) の場合における 図 3: (iii) の場合における
領域 $R_{1}$の構成．領域 $R_{2}$ の構成．
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最後に，(iii) の場合について考える．正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ と正の $x$ 軸の交点
は $(x_{1},0)$ であることに注意しておく．第 4象限における正の半解軌道殖 $1$ ) $(X_{1}, 0)$ に
対応する方程式 (2.2) の解を $ya(x)$ と置く．
正の不変集合 $\gamma_{(2.1)}^{+}(x_{1},0)$ は第 4象限において特性曲線 $y=-g(x)/f(x)$ と交わら
ないことを示す．第 4象限において $\overline{y}_{3}(x)$ が特性曲線 $y=-g(x)/f(x)$ と交わると仮
定する．この交点の $x$ 座標を $x_{3}$ と置く，このとき，条件 (1.12) より
$\frac{d}{dx}\overline{y}_{3}(x)|_{x=x_{3}}\geq\frac{d}{dx}(-\frac{g(x)}{f(x)})|_{x=x_{3}}>0$
となる．{A方，$(x_{3},\overline{y}_{3}(x_{3}))$ は特性曲線 $y=-g(x)/f(x)$ 上の点であることから
$\frac{d}{dx}\overline{y}_{3}(x)|_{x=x3}=-\frac{f(x_{3})\overline{y}_{3}(x_{3})+g(x_{3})}{\varphi_{C}^{-1}(\overline{y}_{3}(x_{3}))}=0$
であり，矛盾する．したがって，正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ は第 4象限において特性曲
線 $y=-g(x)/f(x)$ と交わらない．
解軌道 $\gamma_{(2.1)}(-\delta, a_{\delta})$ と $\gamma_{(2.1)}(\delta, -a_{\delta})$ は原点について対称であり，方程式系 (2.1) の
解の一意性から交点を持たない．したがって，正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ は第 4象限，
第 3象限を通って負の $x$ 軸上の線分 $\{(x, y):-x_{1}<x<0, y=0\}$ と交わる．前述と
同様にして，正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ は自分自身および第 2象限における特性曲線
$y=-g(x)/f(x)$ と交わらないことが示されるので，第 2象限，第 1象限を通り，第 4
象限に到達する．このとき，正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, a_{\delta})$ と正の $x$ 軸の交点の $x$ 座標を
$x_{4}<x_{1}$ と置く．解軌道 $\gamma_{(2.1)}(-\delta, a_{\delta})$ および直線 $x=x_{4}$ によって囲まれる領域を $R_{2}$
とする (図 3を参照) このとき，(ii) の証明と同様に，方程式 (1.7) が少なくとも一
つリミットサイクルを持つことが証明される．以上より，定理 Ll は示された．口
定理 1.2の証明．方程式 (1.7) がリミットサイクルを持つと仮定する．方程式系 (2.1)
のベクトル場より，リミットサイクルは原点のまわりを時計回りに周回する．ここで
$V(x, y)=G(x)+\Phi_{C}(y) , R=\{(x, y):|x|<\delta, |y|<1\}$
であることに注意しておく．
リミットサイクルが直線 $x=-\delta$ と交わることを示す．リミットサイクルが $x=-\delta$
と交わらないと仮定すると，リミットサイクルは原点対称であることから，領域 $R$ 内
に含まれる．リミットサイクルに対応する方程式系 (2.1) の解を $(x(t), y(x))$ と置く．
このとき，条件 (1.16) より，$(x, y)\in R$ かつ $y\neq 0$ のとき
$\dot{V}_{(2.1)}(x, y)=-f(x)y\varphi_{C}^{-1}(y)>0$
となる．これより，補題 3.1と同様にして矛盾が導かれる．したがって，リミットサイ
クルは第 4象限において直線 $x=-\delta$ と交わる．その後，リミットサイクルは正の $y$
軸と交わるので，正の半解軌道雇．o $(-\delta, 0)$ も正の $y$ 軸と交わる．
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$\gamma_{(2.t)}^{\star}(-\delta, 0)$ に対応する方程式 (2.2) の解を $\overline{y}_{1}(x)$ , 正の半解軌道
$\gamma_{(2.3)}^{+}(-\delta, O)$ に対応する方程式 (2.4) の解を $\tilde{y}_{2}\backslash (x)$ と置く．このとき，$-\delta<x<0$
に対して $\overline{y}_{1}(x)\geq\tilde{y}_{2}\wedge(x)$ となることを示す．正の定数銑が存在して $-\delta<x1.$ $<0$ か
つ雪 1 $(X_{1})<\tilde{y}_{2}(x_{1})$ であると仮定する．このとき，条件 (1.16) より，$-\delta<x\leq x_{1}$ に紺
して
$\frac{d\prime\tilde{y}_{2}(x)}{dx}=-\frac{q(x)}{\varphi_{\overline{c}^{I}}(\tilde{y}_{2}(x))}<-\frac{f(x)\tilde{y}_{2}(x)+g(x)}{\varphi_{C}^{-1}(\tilde{y}_{2}(x))}$
となる．正の半解軌道 $\gamma_{(2.1)}^{-}(x_{1},\tilde{y}_{2}(x_{1}))$ に対応する方程式 (2.2) の解を $9_{3}(x)$ と置く
と，03 $(x_{1})=\tilde{y}_{2}(x_{1})$ であるから，定数 $x_{2}$ が存在して $-\delta<x_{2}<x_{1}$ かつ $\overline{y}_{3}(x_{2})=0$ と
なる．方程式系 (2.1) の解の一意性より，$-x_{2}<x\leq x_{\lambda}$ に対して $\overline{y}_{1}(x)\geq\overline{y}_{3}(x)$ とな
るから，$\overline{y}_{\lambda}(x_{1})\geq\check{y}_{2}(x_{1})$ を得る．したがって，矛盾が生じる．以上より，$-\delta<x<0$ に
対して $\overline{y}_{1}(x)\geq\tilde{y}_{2}(x)=\Phi_{\overline{c}}^{1}(G(\delta)-G(x))>0$ が成立する．









となる．正の半解軌道 $\gamma_{(2.1)}^{+}(-\delta, 0)$ が $y$ と交わることから，$0<\overline{y}_{1}(0)<1$ を得る．条






本節では，方程式 (1.7) の特別な場合について考える．定数 $\delta_{0}>0$ に対して $f(x)=$
$x^{2}-\delta_{0}^{2}$ かつ $g(x)=x$ とする．このとき，方程式 (1.7) は方程式
$(\varphi_{C}(\dot{x}))+(x^{2}-\delta_{0}^{2})\varphi_{C}(\dot{x})+x=0$ (4.1)
となり，方程式系 (2.1) は方程式系
$\dot{x}=\varphi_{C}^{-1}(y) , \dot{y}=-(x^{2}-\delta_{0}^{2})y-x$ (4.2)
となる．定理 1.1および定理 1.2から，次の例を得た．
例 4.1. 定数 $\delta_{0}$ は $\delta_{0}\leq 0.41$ を満たすとする．このとき，方程式 (4.1) は少なくとも一
つリミットサイクルを持つ (図 4を参照)









となり，条件 (1.15) が成り立つ．以上より，定理 1.1から方程式 (4.1) はリミットサイ
クルを持つ．口
例 4.2. 定数 $\delta_{0}$ は $\delta_{0}\geq 1$ を満たすとする．このとき，方程式 (4.1) はリミットサイク
ルを持たない (図 5を参照)






となるので，条件 (L18) が成り立つ．したがって，定理 1.2より方程式 (4.1) はリミッ
トサイクルを持たない 口
図 4: 方程式系 (4.2) の解軌道 図 5: 方程式系 (4.2) の解軌道
$(\delta_{0}=0.41)$ . $(\delta_{0}=1)$ .
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