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ABSTRACT 
Medical images constitute a special class of images that are captured to allow 
diagnosis of disease, and their “correct” interpretation is vitally important. 
Because they are not “natural” images, radiologists must be trained to visually 
interpret them. This training process includes implicit perceptual learning that is 
gradually acquired over an extended period of exposure to medical images. This 
dissertation proposes novel computational methods for evaluating and facilitating 
perceptual training in radiologists. 
Part 1 of this dissertation proposes an eye-tracking-based metric for measuring 
the training progress of individual radiologists. Six metrics were identified as 
potentially useful: time to complete task, fixation count, fixation duration, 
consciously viewed regions, subconsciously viewed regions, and saccadic length.  
Part 2 of this dissertation proposes an eye-tracking-based entropy metric for 
tracking the rise and fall in the interest level of radiologists, as they scan chest 
radiographs. The results showed that entropy was significantly lower when 
radiologists were fixating on abnormal regions.   
Part 3 of this dissertation develops a method that allows extraction of Gabor-
based feature vectors from corresponding anatomical regions of “normal” chest 
radiographs, despite anatomical variations across populations. These feature 
vectors are then used to develop and compare transductive and inductive 
computational methods for generating overlay maps that show atypical regions 
within test radiographs. The results show that the transductive methods produced 
  ii 
much better maps than the inductive methods for 20 ground-truthed test 
radiographs. 
Part 4 of this dissertation uses an Extended Fuzzy C-Means (EFCM) based 
instance selection method to reduce the computational cost of transductive 
methods. The results showed that EFCM substantially reduced the computational 
cost without a substantial drop in performance. The dissertation then proposes a 
novel Variance Based Instance Selection (VBIS) method that also reduces the 
computational cost, but allows for incremental incorporation of new informative 
radiographs, as they are encountered. 
Part 5 of this dissertation develops and demonstrates a novel semi-transductive 
framework that combines the superior performance of transductive methods with 
the reduced computational cost of inductive methods. The results showed that the 
semi-transductive approach provided both an effective and efficient framework 
for detection of atypical regions in chest radiographs. 
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Chapter 1  
INTRODUCTION 
I. BACKGROUND AND MOTIVATION 
A. Medical Training 
There are three components to medical training, which are based on the three 
major types of learning from the psychology literature; declarative learning [1], 
procedural learning [1], and perceptual learning [2].  
1) Declarative learning 
The declarative component of medical training involves acquiring medical 
knowledge from books, such as anatomy and biochemistry. Declarative learning 
is learning that can be taught in a classroom, and can be evaluated through written 
or oral medical examinations.  
2) Procedural learning 
The procedural learning component of medical training involves learning how 
to perform step-by-step procedures, such as surgery. This involves having trainees 
watch a procedure as an expert performs it, and then practice that procedure 
themselves. Procedural learning is typically evaluated by having an expert watch, 
as the trainee performs the procedure.  
3) Perceptual learning 
An example of the perceptual learning component of medical training is when a 
radiologist learns how to interpret (read) medical images, such as chest 
radiographs. The perceptual learning process involves viewing of hundreds (or 
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even thousands) of medical images (both normal and abnormal) while receiving 
feedback from expert radiologists. Perceptual learning is implicit and 
preconscious, and thus is difficult to articulate. It is typically evaluated by having 
an expert review the trainee’s interpretation of an image. 
B. Reading/Interpretation of Medical Images 
Medical images constitute a special class of images that are very different from 
those viewed in the natural environment. They are either captured or constructed 
for a very specific purpose (i.e. diagnosis) and their “correct” interpretation is 
vitally important.  
Taylor [3] describes the task of reading medical images as a perceptual data 
processing task. However, he says that the task is not a purely perceptual one. 
Rather, the perceptual element is combined with two cognitive elements: (1) the 
interpretation element, which assigns meaning to the features in the image, and 
(2) the decision-making element, which provides a diagnosis to guide treatment. 
Thus there are three main stages (or levels) that a radiologist goes through when 
reading a medical image [3-4]: detection, interpretation, and diagnosis.  
The detection stage (sometimes called the perception stage) involves early 
perceptual processing, and is accomplished by scanning the medical image, 
looking for unusual (or atypical) visual features. Experienced radiologists have 
viewed thousands of medical images and (in doing so) have developed a sense of 
what is typical in those images. As a result, they are able to readily detect any 
atypical regions in the images that they read. 
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The second stage is the interpretation stage (sometimes called the recognition 
stage). This stage involves cognitive processing, during which the radiologist 
assigns a tentative meaning to each atypical region found in the detection stage, 
making it a feature. For example, a region in a chest radiograph might be labeled 
as a nodule. This interpretation depends on the declarative knowledge of the 
radiologist. Radiologists accumulate this declarative knowledge in their medical 
schools, as well as through their years of experience in reading medical images. A 
novice radiologist might be able to detect an atypical region in an image, but 
might need to consult a more experienced radiologist to interpret or recognize 
what kind of feature that region represents.  
The last stage is the diagnosis stage (sometimes called the clinical judgment or 
decision making stage). This stage involves cognitive processing, during which 
the radiologist decides whether the findings in the previous stages are clinically 
significant (i.e. abnormal) or not. For example, the radiologist might decide that 
an atypical region is due to normal aging, and thus is not clinically significant. As 
in the interpretation stage, the diagnosis stage depends on the declarative 
knowledge of the radiologist. Diagnosis requires relatively advanced training, so a 
novice radiologist might need to consult a more experienced radiologist to decide 
what the diagnosis should be. 
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C. Radiology Training: Problems and Needs 
1) Radiologists must be Perceptually Trained to Detect Atypical Content in 
Medical Images 
Perceptual learning in the natural environment does not prepare people to 
correctly interpret the features or objects in medical images [5-6], so radiologists 
must be perceptually trained to interpret these images. It is through this 
perceptual training that a radiologist gains expertise.  
Expert radiologists are perceptually trained to a greater degree than novices. 
Taylor [3] suggests that the advantage that experienced radiologists have over 
novice radiologists is in the early stage of the reading task, where perceptual data 
processing (i.e. the detection of atypical content) is performed. Thus, he 
concluded that “understanding radiological expertise requires an understanding of 
perceptual processes”.  
Thus, perceptual training distinguishes between expert and novice radiologists. 
Nodine et al. [7] evaluated the influence of perceptual and cognitive skills in 
mammography detection and interpretation between radiologists with different 
level of experience. They concluded that the performance differences between 
experienced and non-experienced radiologists resulted primarily from a greater 
level of perceptual training in the more experienced radiologists. A more recent 
study by Morita et al. [8] also emphasized the role of perceptual training in 
developing expertise in medical image diagnosis. 
In summary, the literature strongly suggests that the interpretation of medical 
images relies on specialized perceptual learning, and that perceptual training is 
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important for developing radiological expertise. More specifically, radiologists 
should be perceptually trained to detect atypical content in medical images. 
2) Radiology Training is Time Consuming and Expensive 
The training process for novice radiologists typically includes the study of 
teaching images that contain unambiguous examples of various types of 
abnormalities. However, not all medical images are so unambiguous, so novice 
radiologists need to also be exposed to a variety of normal and abnormal images. 
This is typically done in a clinical setting, during face-to-face interactions 
between an expert radiologist and the novice radiologist in training [9]. However, 
given the shortage of expert radiologists (and the resulting high demand upon 
their time) this is a costly process. Therefore, it is important to develop methods 
that make optimal use of the expert radiologist’s time during the training process.  
3) Teaching Images do not Train Radiologists to Detect All Atypical Stimuli 
Teaching images [10-17] can be useful for training radiologists. When an 
experienced radiologist encounters a good example of particular type of 
abnormality while reviewing cases in a clinical setting on a Picture Archive 
Communication System (PACS), he/she can add those images (along with 
accompanying descriptive text) to the institution’s teaching file collection. As this 
collection grows it provides novice radiologists with ideal, unambiguous 
examples of various abnormalities. 
While teaching images help train novice radiologists to recognize unambiguous 
abnormal cases, more is needed to train them to distinguish between atypical 
features that are normal, and those that are abnormal. In particular, they should be 
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exposed to “border line” cases (i.e. cases with atypical features – some of which 
are abnormal, and some of which are normal) in order to learn the difference. This 
is done by spending a 4-year residency in a clinical setting, where the novice 
radiologist sees both normal and abnormal images on a daily basis, while an 
expert radiologist provides feedback to the novice about which of these images 
are normal, and which are abnormal [3, 5-8, 18-20]. However, because of the pre-
conscious nature of the diagnosis process, an experienced radiologist might have 
difficulty in verbalizing all of the factors that he/she uses to interpret images. 
Atypical regions that do not rise to the level of abnormality in the mind of the 
expert might not get discussed with the novice.  
4) How the Performance of a Novice Radiologist in Training is Evaluated 
Ameet Patel, M.D. (Patel, 2009 – Radiologist, Mayo Clinic Hospital in 
Phoenix, Arizona) was asked whether Mayo uses any standardized, formal 
method to measure the progress of learning in radiology. He answered that during 
the residency there are no objective measures of quality or weaknesses. At the end 
of their 4-year residency each trainee takes two exams. The first is a written exam, 
which tests his/her declarative knowledge. The second is an oral exam in each 
subspecialty, where a radiologist is given a few cases to interpret, and the 
examiner asks questions. The written exam has a numerical score associated with 
it, but the oral exam is essentially pass/fail. The purpose of these exams is to test 
competency – not to evaluate quality.   
Lastly, Dr. Patel stated that “Progression in knowledge might be measured by 
taking multiple written exams. But more knowledge does not mean a better 
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radiologist”. In other words, evaluation of the acquisition of declarative 
knowledge is not enough – it should be supplemented with evaluation of 
detection, interpretation, and diagnosis skills. 
D. Errors in Radiology 
1) Fatigue and Stress can Cause Errors 
Experienced radiologists are in short supply, and are sometimes called upon to 
read many images in a short period of time. This leaves them with a limited 
amount of time to read images, and can lead to fatigue and stress, which can be 
sources of error [21] as they overlook subtle abnormalities that they otherwise 
might not miss. 
2) Even Expert Radiologists Make Errors 
Even after years of experience and training in interpreting medical images, 
errors are not uncommon. Renfrew et al. [22] noted that such errors typically 
involved (1) a lack of knowledge, (2) a failure to continue searching for 
abnormalities after the first abnormality was found, and (3) failure to recognize a 
normal biologic variant. 
3) Most Errors are Detection Errors 
The errors of reading medical images are classified into three categories [19, 
23-27]: (1) detection errors, (2) recognition errors, and (3) decision making 
errors. In 2005, Mello-Thoms et al. [20] studied the errors in reading 
mammograms and found that 47% of the errors were detection errors, 33% were 
recognition errors, and 22% were decision making errors. This suggests that 
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perceptual learning (i.e. at the detection stage) plays a vital role in radiological 
expertise, and that perceptual training should be emphasized. 
4) Satisfaction of Search Errors 
One important factor in error rates is called satisfaction of search, where a 
radiologist misses a second (typically subtle) abnormality after finding the first. 
Samuel et al. [28] conducted an experiment to understand the mechanism of 
satisfaction of search. They recorded the eye fixations of 8 radiologists while 
reading chest radiographs. These radiographs contained some obvious and some 
subtle abnormalities. They concluded that the satisfaction of search phenomenon 
is an important source of error in the detection of subtle abnormalities, but not of 
obvious abnormalities. A similar study was done by Berbaum et al. [29] on 
abdominal radiographs, and this same conclusion was reached regarding 
satisfaction of search errors. 
Later in 2005, Berbaum et al. [30] tested whether satisfaction of search errors 
are caused by detection, recognition, or decision making errors. Their work 
suggested that satisfaction of search errors are more likely to be caused by 
detection and recognition errors. In 2006, Berbaum et al. [31] suggested that 
protection from satisfaction of search errors might be achieved if each observer 
developed an informal checklist for reading chest radiographs. The objective of 
this study was to determine whether a formal checklist reduced satisfaction of 
search effects in chest radiology. The results showed that no significant benefit 
was found in using a checklist. 
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E. Chest Radiographs are Difficult to Read, and have more Detection Errors 
Doi [32] said that the visual detection of lung nodules in chest radiographs is 
one of the most difficult tasks for radiologists. He claimed that radiologists miss 
30% of the nodules while reading chest radiographs. Early studies, done by 
Kundel et al. and Carmody et al. [23-27], suggested that radiologists might miss 
some of these lesions due to the overlap of a normal anatomic structure with the 
nodule, and that the normal heterogeneous background in chest radiographs tends 
to hide nodules from the radiologists’ eyes. These studies found that most of the 
errors in reading chest radiographs are caused by detection errors. 
F. Summary 
Training new radiologists to read medical images involves three levels of 
learning: detection, interpretation, and diagnosis. The detection level primarily 
involves perceptual learning, and the interpretation and diagnosis levels primarily 
involve declarative learning. A lot of focus has been put on the development of 
tools for facilitating declarative learning (such as classroom training and the use 
of teaching images), and declarative training methods have been considerably 
refined – including the use of computerized multimedia training tools. However, 
the development of methods and tools to facilitate perceptual learning have been 
relatively neglected, especially in terms of employing technology to make 
perceptual training more efficient and effective. Thus, there is a need to begin the 
process of developing and validating technology-based methodologies for the 
perceptual training of radiologists.  
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However, perceptual learning is implicit, meaning that although expert 
radiologists “know it when they see it”, they might have some difficulty 
articulating how their perception of abnormality is achieved, or what visual 
features are crucial. Thus, there is a need to develop methods to study the implicit 
skills of expert radiologists at the detection level, to better train novices. 
To evaluate the effectiveness of any radiology training method, some method 
must be found to evaluate the progress of the novice radiologist, as the training 
proceeds. The progress of declarative learning can be tracked with formal testing. 
However, there is currently no established method for evaluating the progress of 
perceptual training.   
Radiologists sometimes miss subtle abnormalities while reading medical 
images, primarily due to a lack of attention to an important region of the image 
during the search (i.e. detection errors). Chest radiographs are particularly 
complicated, making this type of error more likely. This raises the question of 
whether sophisticated image analysis and machine learning techniques could be 
used to assist radiologists, by directing their attention to regions of images 
(especially chest radiographs) that are determined to be statistically atypical, and 
might be of particular importance. Such tools might be especially helpful in high 
fatigue and high stress scenarios, and in satisfaction of search error scenarios, 
which are known to be a major source of errors in medical image analysis. 
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II. STATEMENT OF PURPOSE 
The ultimate purpose of the research described in this dissertation is to facilitate 
the training of thoracic (chest) radiologists at the detection level of learning, and 
to make the training process more efficient and more effective. Toward this 
purpose, this dissertation is aimed at achieving the following goals: 
 Goal #1: To explore methods for evaluating the progress of training in 
chest radiologists at the three levels of learning (detection, 
interpretation, and diagnosis). 
 Goal #2: To explore methods for capturing the visual scanning behavior 
of experienced chest radiologists at the detection level. Experienced 
radiologists are able to readily detect atypical regions in images. 
However, this ability is acquired in the form of implicit perceptual 
learning, meaning that the expert radiologist might fixate on atypical 
regions to determine whether they are normal or abnormal, but not 
mention atypical, but normal, regions as he/she trains a novice. This can 
be important because these “close calls” are as important as 
abnormalities for training the novice to distinguish between atypical 
features that are normal and abnormal. Atypical, but normal, features 
scanned by an experienced radiologist can be captured if some method 
can be found to monitor the rising and falling interest levels of the 
radiologist, while he/she is scanning chest radiographs.  
 Goal #3: To study the visual features in chest radiographs that catch the 
eye of radiologists at the detection level, as they read these images, and 
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to use this information to guide the selection of the best candidate 
feature extractors for detecting important content in chest radiographs. 
 Goal #4: To propose a computational method to model the perceptual 
learning at the detection level in chest radiographs, and to use this model 
to generate an atypicality map for a given chest radiograph, which 
indicates the level of atypicality of the various anatomical regions within 
that chest radiograph.  
 Goal #5: To propose an objective evaluation measure to compare 
different computational methods of atypicality detection in chest 
radiographs. 
 Goal #6: To propose a novel online instance selection method that can 
provide efficient atypicality detection, as well as detection of informative 
new chest radiographs (as they are encountered in a clinical setting) for 
incorporation into the training set to provide better detection and 
discrimination of abnormalities. 
 Goal #7: To use the complex (and ill behaved) data sets extracted from 
chest radiographs to develop and validate a novel learning framework 
that performs more efficiently and more effectively on such data than 
any of the existing classification methods. 
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III. METHODS USED IN THIS DISSERTATION RESEARCH 
A. Eye Tracking 
The literature suggests that eye tracking is useful for measuring the visual skills 
of radiologists [33], such as how well they cover the entire image while reading it. 
It also suggests that eye tracking can be used to study radiological expertise [18], 
by using data such as fixations (which give information about the viewed regions 
within images), and dwell times (which indicate how intensively each of these 
regions was scrutinized). Moreover, because detection involves preconscious 
perceptual processes, and because experienced radiologists might not be aware of 
all the regions they viewed preconsciously, eye tracking can be used to collect this 
information.  
For these reasons, eye tracking is used in this dissertation research to record the 
eye fixations of radiologists as they read chest radiographs, and statistical analysis 
of the eye tracking data is used to compare the visual scanning behavior of novice 
and expert radiologists.  
B. Entropy Analysis 
Although an eye tracker can capture the (x,y) coordinates of each fixation, it 
does not capture the interest level at each fixation, which indicates the regions in 
the image that are most important to the radiologist. However, the fixations of a 
radiologist are typically widely distributed across the image. If and when the 
radiologist takes particular interest in some region of the image, multiple fixations 
occur within that region. This dissertation applies Entropy analysis to the eye 
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fixations of radiologists, to detect fixation clustering during their scanning of 
chest radiographs, in order to monitor their rising and falling interest levels. 
C. Image Analysis and Machine Learning 
To study the visual feature types in chest radiographs that catch the eye of 
radiologists, this dissertation research uses 13 different types of feature extractors. 
Once feature vectors have been extracted at each pixel in a chest radiograph, 
Support Vector Regression (SVR) [34] is used to learn what level of importance 
to assign to each feature type. 
D. Learning what is Typical using Psychology-Inspired Computational 
Methods 
The literature suggests that a radiologist develops a sense of what is “normal” 
[35]. If a radiologist has highly refined expectations for what a normal chest 
radiograph looks like, any abnormality will quickly attract his/her attention. While 
the problem of learning what is normal in chest radiographs is an extremely 
difficult problem, it might be possible to develop an algorithm that learns what is 
typical.  
This dissertation research compares two alternative methods of category 
learning from the psychology literature as the basis for modeling what is typical: 
the prototype method [36-37], and the exemplar method [36, 38]. In the prototype 
method, the degree of category membership (i.e. the level of typicality) of an 
instance is determined by how similar that instance is to a prototype. 
Alternatively, the exemplar method defines what is typical using a set of 
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remembered members, called exemplars, and the degree of category membership 
is assigned to each instance based on its proximity to the nearest exemplar.   
E. Atypicality Detection using Machine Learning Anomaly Detection 
Methods 
Drawing the parallel of the prototype and exemplar approaches of category 
learning from psychology literature to learning approaches from machine learning 
literature, we found two parallel approaches: the inductive approach [39], and the 
transductive approach [39], respectively. In the inductive methods a model is 
learned using the available set of training data instances. This model is then used 
to classify a set of testing data instances. On the other hand, the transductive 
methods don’t create any model. These methods classify the test instances by 
comparing every test instance to each of the training instances.  
This dissertation research compares four transductive and three inductive 
computational methods of anomaly detection from the machine learning literature 
as the basis for detecting atypical regions in chest radiographs: the transductive 
1NN, 3NN, 5NN, and 10NN methods [40-41], and the inductive One-Class SVM 
[42-44], Deviation [45], and Gaussian [46] methods. 
F. Reduce the Computational Complexity of Transductive Learning using 
Instance Selection Methods 
Since the inductive learning methods compare any given test instance to the 
learned model, these methods considered to have low computational cost. On the 
other hand, the need to compare any given test instance to all training instances 
makes the transductive learning methods computationally intensive.  
  16 
This dissertation research proposes to reduce the computational complexity of 
transductive learning methods using instance selection methods, by only keeping 
the instances that are informative. It first uses an offline instance selection method 
based on Extended Fuzzy C-Means (EFCM) clustering algorithm [47]. It then 
proposed a novel online Variance Based Instance Selection (VBIS) method. 
G. Combining the advantages of Transductive and Inductive Learning using 
a Novel Semi-Transductive Approach 
Lastly, this dissertation research proposes a novel semi-transductive learning 
framework that can address the unique challenges of atypicality detection in chest 
radiographs. The proposed semi-transductive framework combines the advantages 
of transductive methods (i.e. better performance) and inductive methods (i.e. 
lower computational cost). 
IV. CONTRIBUTIONS OF THIS DISSERTATION RESEARCH 
This dissertation makes the following contributions: 
 An eye-tracking-based metric for measuring the progress of training of a 
given radiologist, based on where his/her visual scanning behavior lies 
along a scale derived from the visual scanning behaviors of other 
radiologists, ranging from novices to experts. 
 An Entropy metric for using eye tracking data to provide a quantitative 
measure of the moment-by-moment interest level of radiologists, as they 
scan chest radiographs. 
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 A set of feature extractors that best indicate the regions that catch the 
eye of experienced radiologists, as they read chest radiographs. 
 A methodology for standardizing chest radiographs to a standardized 
prototype anatomical coordinate system using an image warping 
approach that relies on a set of manually marked anatomical landmarks 
in the chest radiographs.  
 Design and evaluation of psychology-inspired computational methods 
for the detection level (i.e. perceptual learning level) of the reading of 
chest radiographs. 
 A transductive computational method of atypicality detection, which 
indicates the atypical regions in chest radiographs, and could be used to 
facilitate the training of novice radiologists. 
 A novel 3D ROC Surface measure to objectively evaluate the 
effectiveness of different computational methods in atypicality detection 
in chest radiographs. 
 An efficient transductive computational method for atypicality detection 
in chest radiographs using an Extended Fuzzy C-Means (EFCM) offline 
instance selection method 
 A novel online Variance Based Instance Selection (VBIS) method for 
efficient online atypicality detection in chest radiographs 
 A novel semi-transductive learning framework for atypicality detection 
in chest radiographs. 
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V. ORGANIZATION OF THE DISSERTATION 
The rest of this document is organized as follows. Chapters 2 through 8 each 
pose one research question that is addressed in this dissertation. Each of these 
chapters includes the necessary background, a review of relevant work, a 
conceptual framework, a description of the methodology, results, and a discussion 
of those results.  
Chapter 2 proposes a methodology to measure the progress of training in 
radiology.  
Chapter 3 proposes a methodology to monitor the rising and falling interest 
levels of radiologists, as they scan chest radiographs.  
Chapter 4 provides a study of what types of features catch the eye of 
radiologists, as they read chest radiographs.  
Chapter 5 designs and evaluates psychology-inspired computational methods 
for indicating atypical regions in chest radiographs, in the form of atypicality 
maps.  
Chapter 6 proposes a novel 3D ROC Surface measure to objectively compare 
different transductive and inductive computational methods for atypicality 
detection in chest radiographs.  
Chapter 7 uses instance selection methods to reduce the computational 
complexity of the transductive methods. Part 1 of the chapter uses an offline 
instance selection method based on Extended Fuzzy C-Means (EFCM) clustering 
algorithm. Part 2 of the chapter proposes a novel online Variance Based Instance 
Selection (VBIS) method.  
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Chapter 8 proposes a novel semi-transductive learning framework to handle the 
unique challenges of atypicality detection in chest radiographs.   
Lastly, conclusions and the list of publications that came out of this dissertation 
research are presented in Chapter 9. 
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Chapter 2  
A METHODOLOGY TO MEASURE THE PROGRESS OF TRAINING IN 
RADIOLOGY 
I. BACKGROUND AND LITERATURE REVIEW 
A. Human Vision and Visual Search 
The human visual system allows us to perceive information from the 
environment around us. The sensory portion of the human visual system is the 
eye. Fig. 1 shows a view of the eyeball. The lens forms inverted images of objects 
in the environment on the retina. Two types of lenses are used to focus the 
incoming light on the retina; the cornea (the transparent front part of the eye), and 
the lens. About two thirds of the light focusing is done in the cornea. However, 
the cornea has a fixed focal length (i.e. the shape of the cornea lens cannot be 
changed). The rest of the focusing is done by the lens, whose focal length can be 
adjusted for far and near objects by changing the shape of the lens to become less 
or more globular. This is done using the ciliary muscles. Two other sets of iris 
muscles change the diameter of the pupil to adjust the amount of light entering the 
eye [48]. 
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Fig. 1. The eyeball [49] 
The retina is a photosensitive layer that lines the back surface of the eye ball. It 
translates incoming light into neural signals, and then sends these signals to the 
brain through the optic nerve. At the back of the retina are two types of 
photoreceptors: the rods and cones. The rods allow humans to see in dim light, 
while the cones allow human to see fine details and colors at normal light levels. 
These two types of photoreceptors differ in their numbers and their distribution 
across the retina. Rods are far more numerous than cones (about 120 million rods 
vs. 5 million cones) [50].  
In the center of the retina (i.e. in the fovea) there are no rods, but all cones. Our 
visual acuity is the best in the fovea, and is called foveal vision. Outside the fovea 
(i.e. in the periphery) the density of the cones falls off rapidly, and the number of 
  22 
rods exceeds the number of cones. We have low visual acuity (resolution) in our 
peripheral vision [50]. 
Visual search is the process of scanning visual scenes for particular objects (i.e. 
targets). Since the best visual acuity is in the foveal vision, we need to fixate on 
many different locations in our environment to gather detailed visual information. 
This visual search process occurs through a series of fast voluntary eye 
movements called saccades. The objective of a saccade is to foveate a particular 
area of interest in a scene. The area of interest must be foveated for about 100 ms 
for the brain to register what is in that area. When this happens the point is called 
a fixation. The time ordered list of fixations is called a scan path which represents 
the visual search process [51]. 
The movements of the eyes during the visual search process are guided in two 
ways: bottom-up, and top-down. Bottom-up guidance is a stimulus-driven 
process, in which the salient features of the scene attract the attention of the visual 
system. Top-down guidance is a cognitively-driven process, which is typically 
goal driven, and based on some cognitive task [52].  
B. Eye Tracking Technology 
Eye tracking is a process for recording a sequence of eye fixations and eye 
movements. There are three main types of eye tracking technologies: Electro-
OculoGraphy (EOG), Scleral Contact Lens, and Infrared Light eye tracking [53]. 
1) Electro-OculoGraphy (EOG) Eye Tracking 
Electro-OculoGraphy (EOG) measures the electrical potential of skin around 
the eye. The eye is the origin of a steady state electric field that can be modeled as 
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a dipole, with its positive pole at the cornea and its negative pole at the retina. To 
measure the electric potential around the eyes, two pairs of contact electrodes are 
placed on the skin around the eye. If the eyes move from the center position 
towards the periphery, the fovea approaches one electrode while the cornea 
approaches the opposing one. This change in the orientation of the dipole results 
in a change in the electric potential field. By analyzing these changes, eye 
movement can be tracked [54].  
This technique, which was most popular during the mid 1970s [55], measures 
eye movements relative to the head position. This makes it hard to determine 
exactly which objects in a visual scene are being fixated, unless a head tracker is 
also used to measure the head position. Fig. 2 shows an example of EOG-based 
eye tracker. 
 
Fig. 2. An EOG-based eye tracker [56] 
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2) Scleral Contact Lens Eye Tracking 
Scleral Contact Lens eye tracking is one of the most precise methods. It 
involves attaching an optical reference object to a contact lens, which is then worn 
directly on the cornea of the eye. The most popular optical reference object is a 
wire coil. The movement of the eyes causes the wire coil to move within an 
electromagnetic field, which produces an electrical signal across the coil. [53] 
The main advantage of using this technique is that it provides the most precise 
measurement of eye movement. However, it is a very difficult technique to use 
because the use of the coil is not always well tolerated, and the insertion of the 
lens requires skill and practice. Fig. 3 shows an example of scleral contact lens 
with an embedded coil. Like the EOG technique, this technique only measures the 
eye movements relative to the head position. [53] 
 
Fig. 3. A scleral contact lens with an embedded coil [53] 
3) Infrared Eye Tracking 
Infrared eye tracking uses an infrared light source, a video camera, a corneal 
reflection, and the computed pupil center to measure where a person is looking on 
a display screen. The point-source infrared light reflects off the cornea, which 
results in a dark pupil with a small glint on the cornea (i.e. corneal reflection) as 
shown in Fig. 4. [57] 
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Fig. 4. The dark pupil and the glint (or corneal reflection) [58]. 
The video camera (along with video processing) is used to locate the pupil 
center and the glint of the person’s eye in real time, as he/she views a display 
screen. Nonlinear computations are then used to calculate the (x,y) fixation 
coordinates on the display screen in real time, based on the pupil center and the 
glint in the video stream [57]. Fig. 5 shows an example of an infrared eye tracker. 
 
Fig. 5. Infrared eye tracker [59] 
In addition to table-mounted infrared eye trackers (like the one shown in Fig. 5) 
there are also head-mounted infrared eye trackers. Like the EOG and Scleral 
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Contact Lens eye trackers, these head-mounted infrared eye trackers measure the 
eye movements relative to the head position.  
C. Types of Learning 
Norman [1] suggested that learning can be classified into two main categories: 
Declarative learning and Procedural learning. Fahle and Poggio [2] talked about 
a third type of learning called Perceptual learning. 
1) Declarative Learning 
Declarative learning is a process by which a person learns things such as facts, 
names for categories of things, and rules that constrain behaviors of (or operations 
that can be performed on) objects. This type of learning can be taught, and is 
learned intentionally and consciously [1]. A good example of the declarative 
learning process is learning that 2 + 3 = 5 or 5 x 4 = 20. Declarative learning can 
be summarized by the statement “I know it when I can put it into words” 
2) Procedural Learning 
Procedural learning is a process by which a person learns how to perform a 
sequence of actions, and is best learned through demonstration and practice. 
While procedural learning might be proceeded with declarative learning, the 
actual procedural learning is acquired through individual practice, and even after 
the learning has been acquired, the learner is often unable to articulate in words 
“how he does that” [1]. A good example of procedural learning is learning how to 
ride a bicycle. Procedural learning can be summarized by the statement “I know it 
when I can do it” 
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3) Perceptual Learning 
Perceptual learning is an implicit learning process. It is a preconscious process 
that allows the learner to perceive things that other people cannot perceive. In 
short, it changes the way the learner perceives things. Perceptual learning occurs 
when a person is repeatedly exposed to a specific important stimulus [2]. Fahle 
[60] defined perceptual learning in behavioral terms, as “a change of visual 
performance, usually an improvement, as a result of training”. A good example of 
perceptual learning is visual recognition of objects. For example, a new student in 
histology will see all specimens (such as liver, lung, or kidney) as being similar to 
each other, and will not be able to see the differences between one and another. 
However, the advanced student might find it difficult to believe that a beginning 
student can fail to see the difference [2]. Another example is learning to read 
medical images. Perceptual learning can be summarized by the statement “I know 
it when I see it” 
Perceptual learning is feature specific. Fahle [61] conducted an experiment to 
train 18 observers on 3 visual tasks (curvature, orientation, and vernier 
perception). The results indicated that perceptual training in any one of these tasks 
does not transfer to the other two tasks. These conclusions were supported by 
Watanabe et al. [62], and Yu et al. [63] in other visual perceptual training tasks. 
Perceptual learning can happen in few minutes or hours, but then can be 
retained for months. Fahle et al. [64] investigated fast improvement of visual 
performance in the vernier perception visual task. They conducted an experiment 
to train 100 observers on this visual task. The results showed that perceptual 
  28 
learning of this visual task can occur in less than an hour, and it is then retained 
for at least a month. 
The phenomenon of perceptual learning has been behaviorally demonstrated in 
humans by many psychophysical researchers [65-74]. It is generally regarded as 
occurring at a fairly low level, by a process called Hebbian learning – sometimes 
called associative learning. Hebbian learning is often summarized by the 
statement that “cells that fire together wire together”.  
D. Receiver Operating Characteristic (ROC) as a Measure of Radiology 
Performance 
One of the most common techniques to measure radiology performance in the 
literature is Receiver Operating Characteristic (ROC) analysis [75]. The ROC 
curve is a graphic representation of the reciprocal relationship between true 
positive fraction (TPF), and the false positive fraction (FPF) [76]. When a set of 
medical images are read by a radiologist, the true positives are images that are 
correctly reported by the radiologist as abnormal, true negatives are images that 
are correctly reported by the radiologist as normal, false positives are images that 
are incorrectly reported by the radiologist as abnormal, and false negatives are 
images that are incorrectly reported by the radiologist as normal. The true positive 
fraction (TPF) is the percentage of the true positives from the actual number of 
positive cases (i.e. abnormal images), and false positive fraction (FPF) is the 
percentage of the false positives from the actual number of negative cases (i.e. 
normal images) [76]. 
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To perform ROC analysis, (1) knowledge of the diagnostic ground truth is 
needed, and (2) a rating scale for confidence judgments is needed for each 
radiologist’s diagnosis. For example, a radiologist could be asked to select his/her 
judgment on a given image on a rating scale 0 to 5, where 1 means that the image 
is absolutely normal and 5 means that the image is absolutely abnormal. Then 
decision criteria (i.e. threshold values) are chosen to distinguish normal from 
abnormal. For each chosen threshold value, the TPF and FPF are calculated, and 
the resulting TPF values are plotted against the FPF values, to produce an ROC 
curve. The area under this ROC curve is then used as a measure for the diagnostic 
accuracy. The larger the area, the better the radiologist’s accuracy [75].  
Goddard et al. [77] proposed a system using ROC curves to evaluate the ability 
of three radiologists to interpret suspicious regions in mammograms. The authors 
suggested that ROC can also be used to measure the progress of a radiologist’s 
diagnostic skills by periodic measurement of the radiologist’s ROC curves. In 
their proposed measure, the radiologist is directed to the suspicious area. This 
eliminates the need for detection and interpretation, ensuring that only diagnosis 
is being measured. 
Manning et al. [33] conducted a study to test and compare the ability of novice 
and expert radiologists to diagnose pulmonary nodules in chest images. The 
performance measure used in this study was the ROC. The authors suspected that 
the poor performance of the novices was due to the visual search requirements of 
complex images, including complete coverage of the images. They recommended 
tracking the eye movements of novices and experts in future studies, to measure 
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the visual skills of novice and expert radiologists (such as how well they cover the 
entire image) as they search for pulmonary nodules in chest images. 
Miglioretti et al. [78] conducted a study to examine the progress in the 
diagnostic skills of radiologists, when screening mammograms, with and without, 
advanced fellowship training, as they gained experience over the period from 
1996 to 2005. The diagnostic performance measure was based on the number of 
true positives versus the number of true negatives. Again, there was no measure to 
specifically evaluate the level of their perceptual training. 
Armato et al. [79] conducted a study to evaluate the performance of radiologists 
in lung nodule diagnosis within thoracic images. Accuracy was used as the 
measure of the radiologist’s performance, so a ground truth was defined. Twenty-
five thoracic CT scans were reviewed by four thoracic radiologists to diagnose 
lung nodules. The ground truth was generated by considering only nodules that 
were diagnosed by at least two radiologists. The results showed that substantial 
variability exists across thoracic radiologists in the task of lung nodule detection, 
when examining the same images. In the end, the authors concluded that their 
performance measure was subjective, as it depended upon a subjective definition 
of the ground truth. 
In summary, although the Receiver Operating Characteristic (ROC) analysis is 
one of the most common techniques to measure the diagnostic performance in 
radiology, it does not directly measure the radiologist’s detection or recognition 
performance, and therefore does not provide a means to incrementally track the 
novice radiologists’ progress in detection and recognition, and it does not provide 
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a means to evaluate the efficiency or effectiveness of new methodologies 
specifically aimed at perceptual training.  
E. The Current Methods of Evaluating Progress in Radiology Expertise are 
not Aimed at Perceptual Learning 
There are some metrics developed to evaluate the improvement in medical 
student performance during clinical training. For example, Marchiori et al. [80-
81] developed a measure of clinical competency in radiology. The measure 
consists of an examination with 25 radiographic cases, which are shown to 
students. The students are asked to respond to four questions regarding the 
localization, categorization, management, and identification of abnormal 
conditions in the images. 
Morag et al. [4] developed an examination to be added to a medical school 
curriculum that was based on five cases. Each had eight or nine standardized 
questions that were designed to test the perception of essential findings (i.e. 
detection of something atypical), their interpretation (i.e. the meanings assigned), 
and clinical judgment (i.e. distinguishing between normal and abnormal). The 
grades were high honors, honors, satisfactory, and fail. 
Mullins et al. [82] developed an electronic test, based on teaching images that 
were incorporated into a PowerPoint presentation. The images were combined 
with text, to create 50 questions. The questions were displayed with a timer that 
advanced the slides automatically. The authors concluded that such a system is 
easy to prepare, and cost effective. 
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However, none of the above measures were specifically designed to measure 
the perceptual learning of radiologists during training.  
F. Eye Tracking can be used to Differentiate Experts and Novices in Visual 
Search Tasks. 
In order to evaluate and compare alternative training methods in radiology, it is 
important to continuously measure the progress of trainees. If you cannot measure 
their progress, you cannot know which method works best, or whether changing 
the existing method produces better or poorer results. This raises two questions: 
(1) What should be the criteria for measuring the progress of trainees? 
(2) Can an objective, quantitative measure of progress be made, using computer 
technology? 
If we can assume that experienced radiologists perform better than novice 
radiologists, then we could measure progress by comparing the performance of 
novice radiologists to the performance of experienced radiologists, as the training 
proceeds. However, the term “performance” is rather ill defined. What factors that 
represent performance can be objectively and quantitatively measured? 
One obvious performance factor is the time needed for a radiologist to interpret 
an image. Nodine and Mello-Thoms [83] showed that experienced radiologists 
need less time to find an abnormality in images than novice radiologists.   
Another less obvious factor is the manner in which a radiologist visually scans 
an image. Manning et al. [84] used eye tracking technology to compare the scan 
paths of experienced and novice radiologists. Their results showed that experts 
tend to use fewer fixations than novices. The authors attributed this result to 
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greater experience, as well as accumulated declarative knowledge of the 
experienced radiologists. Presumably, this greater experience provides more 
opportunities for perceptual learning, which is supplemented with explicit 
(declarative) learning. While the explicit learning can be readily imparted to 
novices, this leaves open the question of how novices can acquire perceptual 
learning, to enhance their performance. 
Eye tracking technology has also been used to compare experts to novices in 
other medical domains. For example, Nodine et al. [85] investigated the effects of 
training and experience on the search of mammograms for breast masses. Eye 
fixations were recorded for observers with different levels of experience in 
mammography. The results showed that the experienced mammographers were 
the fastest in detection of breast masses. Moreover, their scanning patterns were 
more efficient than less experienced radiologists.   
Law et al. [86] studied the differences between expert and novice laparoscopic 
surgeons. Laparoscopic procedures are done with a video display, where a camera 
is inserted inside the person’s body, to allow the surgeon to see less invasively. 
Law used a display equipped with an eye tracker to record the eye movements of 
experts and novices during the procedure. The authors found that the experts were 
faster, but not necessarily more accurate, than the novices. When they used the 
gaze location to characterize the gaze behavior of each participant, they found that 
experts tend to fixate on the target in their gaze behavior, while novices tend to 
follow the tool.  
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Eye tracking technology has also been used to compare the performance of 
pathologists with different levels of experience. Krupinski et al. [87] studied the 
visual search strategy used by different pathologists when reading pathology 
virtual slides. (Pathology virtual slides are used in telepathology to study the skills 
of light microscopists). The authors recorded the search strategies used by experts 
while reading pathology virtual slides. The results showed that experts require a 
shorter viewing time and fewer fixations than novices. The authors comment that 
more research is needed to study how novices can be trained, and how their 
progress can be assessed. 
Eye tracking was also used to compare novice and expert pilots. Kasarskis et al. 
[88] compared the performance and eye movements of pilots with different 
experience levels who performed landings in a flight simulator. The results 
showed that the dwell times of experts were shorter than novices. The authors 
concluded that experts can extract information in shorter period of time, and thus 
have more time available to scan other locations. 
In summary, multiple eye tracking studies have shown significant differences 
between the visual scanning strategies of experts and novices in several fields. 
G. Summary 
The current testing methods of evaluating the performance of novice 
radiologists are not designed to provide a continuous measure of their progress 
during the training. Therefore, these methods do not provide early and continuous 
indicators of whether a given training method is efficient or effective for a given 
trainee. Nor do they provide a basis for adapting the training methods, based on 
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the lack of progress of the trainee. This suggests that there is a need to develop a 
method that allows continuous objective evaluation of the performance of a 
novice radiologist during training. 
Multiple eye tracking studies have shown significant differences between the 
visual scanning strategies of experts and novices in several fields. This suggests 
that scanning strategies evolve as a person acquires more expertise. If there are 
measurable factors in these scanning strategies that can be shown to evolve in 
predictable ways as expertise is acquired, this might provide a way to measure 
progress during training. As a radiologist trainee gains expertise, his/her scanning 
strategies would be expected to become less like a novice, and more like an 
expert. It is with this idea in mind that this chapter proposes to answer the 
following research question: 
Research question 1: How could we develop a methodology for comparing the 
visual search behavior of radiologists-in-training to experienced radiologists, in 
order to measure their progress during the training process? 
II. CONCEPTUAL FRAMEWORK 
A. Basic Considerations in the Design of Experiments 
Since the interpretation of medical images is a visual task, some means must be 
employed to record the visual behaviors of each radiologist as he/she studies 
images. Historically, visual behaviors have been recorded using an eye tracker. 
Some eye tracker mechanisms are head-mounted while others are table-mounted. 
Radiologists typically read images on an LCD display, and are not accustomed to 
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having anything attached to their heads. Thus, a head-mounted eye tracker has 
been deemed unsuitable for this study. In contrast, table-mounted eye trackers 
display images on what appears to be a standard LCD monitor, while an eye 
tracking mechanism (located at the base of an LCD display) monitors their 
fixations. This is very similar to the way that radiologists view medical images on 
Picture Archiving and Communication System (PACS) machines.  
There are many different types of medical images. Some of these images (such 
as some MRI slices through the brain) are relatively homogeneous. Other images 
(such as chest radiographs) depict many different organs, and are highly 
heterogeneous, with many different regions that need to be evaluated. 
Heterogeneous images, such as chest radiographs, can potentially provide more 
useful data for comparing expert radiologists to novice radiologists. For this 
reason, chest radiographs have been used as the stimuli for this study. 
When reading chest radiographs many radiologists methodically follow a search 
path that visits a sequence of predefined points within the image, just to ensure 
that they do not miss any region. One question is whether radiologists tend to 
evolve toward a common search path, as they gain experience. This question can 
potentially be answered by capturing the search path of each radiologist, starting 
when he/she begins reading each chest radiograph. This can be done by first 
presenting a blank screen, and then suddenly displaying a chest radiograph. To 
precisely determine when the search path begins, the radiologist can initially be 
asked to fixate on a target in the periphery of the blank display. Then, when the 
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radiograph appears, and the radiologist begins reading the image, the search path 
starts with the first fixation away from the target. 
When reading images, radiologists are accustomed to viewing the image as long 
as necessary to closely scrutinize any atypical regions in the image. However, 
when running an experiment to collect eye tracking data under the supervision of 
an investigator, there is a danger that the radiologist will feel pressured to finish 
quickly. Therefore, it is important to reassure the radiologist during the 
experiment that there is no time limit, and to encourage him/her to take as much 
time as is necessary to read the images, just as they would normally do on their 
PACS machines. 
When a radiologist is primed with a patient’s clinical history, his/her scanning 
of the chest radiograph might be biased by that clinical history, as well as the 
content of that image. For example, if the patient has a chronic cough, the 
radiologist might first look for evidence of pneumonia. To avoid introducing such 
a bias, no clinical history is provided for the chest radiographs being read. (This is 
a realistic scenario since many chest radiographs come from emergency rooms, 
where no clinical history is available.) 
B. A Method for Recording Implicit Visual Processing  
Because much of the visual processing of medical images is implicit (especially 
in expert radiologists) a radiologist might not always know all of the regions of an 
image that caught his/her attention. For example, a radiologist might fixate on 
some atypical region, but then move on if the atypical content of that region is not 
interpreted to be clinically significant. Such an atypical feature might not be 
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mentioned by an expert radiologist, as he/she trains a novice. This can be 
important because these “close calls” might be useful for training the novice to 
distinguish between atypical features that are normal and those that are abnormal. 
Such events can be detected by (1) determining what regions the radiologist 
remembers examining, and (2) checking to see if some prolonged fixations 
occurred outside those regions. When such an event is detected, the radiologist 
could be asked to re-examine the region of the chest radiograph at those fixations, 
and explain why he/she might have scrutinized those particular regions. 
C. A Method for Evaluating Radiological Experience 
To evaluate how the visual behaviors of radiologists change with increasing 
experience, we need a method for estimating the relative experience of each 
radiologist. Based on the premise that the diagnosis of each chest radiograph 
constitutes an “experience” the total chest radiograph experience of a radiologist 
can be quantified by estimating the total number of radiographs that he/she has 
diagnosed. This can be done by collecting data from each participant about his/her 
years of experience, and the average number of chest radiographs read per week, 
and then using the following equation to compute the relative experience level.   
YWPYRPWE          (1) 
where,  
E is the relative experience level 
RPW is the average number of chest radiographs read per week 
WPY is the number of weeks per year (i.e. 52) 
Y is the number of years of radiological experience 
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III. METHODOLOGY 
A. Overview 
To achieve the goals of this research, an eye tracker was used to record eye 
movement of radiologists while reading chest radiographs. An experiment was 
conducted with 10 radiologists to read 20 chest radiographs for diagnostic 
purposes. During the experiment, each radiologist was asked to mark and describe 
the regions that he/she was aware of viewing (i.e. consciously viewed regions). 
Finally, the viewed regions marked by the radiologist in each image were 
compared to the viewed regions as indicated by the eye tracking data. The 
radiologist was then asked to review the regions that he/she viewed, but was not 
aware of viewing (i.e. subconsciously viewed regions).  
The overall purpose of this experiment was to derive eye tracking statistics that 
might be correlated with the experience levels of radiologists. The collected data 
included time to complete task, number of fixations, number and area of the 
consciously and subconsciously viewed regions, fixation durations, and saccadic 
lengths.  
B. Eye Tracking 
A desktop Tobii model 1750 eye tracker [89] was used to record eye movement 
during the experiment (See Fig. 6) with an accuracy of 0.5 degrees. The eye 
tracker is built into a 1280 x 1024 resolution LCD monitor which was connected 
to an Intel Core 2 Duo Dell laptop with a 2 GHz processor, and 2 GB of RAM.  
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Fig. 6. The Tobii model 1750 eye tracker in use 
Each participant sat at a normal reading distance from the Tobii, and was given 
a brief explanation of how the eye tracker works. Then a calibration procedure 
was performed by having the participant repeatedly focus on a shrinking blue dot, 
as it appeared at different points on the white screen. 
C. Experiment 1 
Twenty chest radiographs were used as stimuli for each participant. Some of 
these radiographs were normal, and others were abnormal. No clinical history was 
provided with any of these images throughout the experiment. 
Ten radiologists (9 males and 1 female) from the Mayo Clinic Hospital in 
Phoenix, Arizona participated in this experiment. An Institutional Review Board 
(IRB) approval was granted from the Office of Research Integrity and Assurance 
at Arizona State University in Tempe Arizona to conduct this experiment (See 
Appendix A). All participants had normal or corrected-to-normal vision. Table I 
summarizes the demographics collected from these ten radiologists. The 
radiologists had not viewed any of the chest radiographs before, and were not 
aware of Phase 2 of the experiment, until after conducting Phase 1. (For 
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simplicity, the male pronoun “he” will be used to represent the participant in the 
descriptions of the methodology given below.)  
TABLE I 
DEMOGRAPHIC INFORMATION FOR EACH OF THE 10 PARTICIPANTS 
Participant Specialty Avg. No. of 
Chest 
Radiographs 
Read / Week 
Title Years of 
Experience 
Radiologist 01 Cardiothoracic 500 Staff 15 
Radiologist 02 MRI 15 Fellow 1 
Radiologist 03 Cardiothoracic 250 Staff 3 
Radiologist 04 Musculoskeletal 15 Staff 6 
Radiologist 05 Thoracic 200 Staff  10 
Radiologist 06 Neuro 2 Staff 2 
Radiologist 07 Neuro 20 Staff 20 
Radiologist 08 Neuro 20 Staff 17 
Radiologist 09 Musculoskeletal 50 Fellow 1 
Radiologist 10 Neuro 2.5 Staff 1 
 
There were two phases of this experiment. During both of these phases a digital 
audio recorder was used to record conversations between the investigators and the 
participants, as well as all of the participant’s verbal descriptions of the images. 
(A consent form was signed by each participant, authorizing this recording) 
1) Phase 1 Procedure 
Before each of the 20 chest radiographs was shown in Phase 1, the participant 
was asked to look at a spot on the upper left corner of the display, as shown in 
Fig. 7(a). (This spot served to initialize his gaze to a location outside the chest 
radiograph.) A chest radiograph was then displayed on the display (as shown in 
Fig. 7(b), and the participant was asked to read the image, just as he normally 
would on his PACS. He was encouraged to take as much time as needed, and to 
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inform the investigator when he was done. When the participant was finished 
reading the image, that image was removed from the display. Then the same 
image was displayed with the ability to draw rectangular regions over it, as shown 
in Fig. 7(c). The participant was then asked to use a mouse to draw rectangles 
over the image to show the regions that he knew that he actually studied, in the 
order that he viewed them. (We called these regions “the consciously viewed 
regions”.) Then, the participant was asked to label those regions that were 
abnormal, and those regions that he first thought might be abnormal, but 
eventually concluded were ok.  
 
 (a) (b) (c) 
Fig. 7. Experiment 1: Phase 1 
The participant went through all of the 20 images in Phase 1 before he moved to 
Phase 2. 
2) Phase 2 Procedure 
In Phase 2 the same 20 radiographs were shown to the participant again (one at 
a time) with (a) the consciously viewed rectangular regions from Phase 1 and (b) 
the hot spots generated from Tobii eye tracker superimposed on each image, as 
shown in Fig. 8(a). (The hot spots are colored coded regions that indicate the 
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aggregate fixation time in each region of the image. Red indicates a larger total 
fixation time.) Typically, the hot spots were inside the consciously viewed 
regions. However, some were outside. The participant was then asked to examine 
the radiograph underneath any hotspots that were outside the consciously viewed 
regions, and draw rectangles around the hotspots for which he could offer a 
plausible reason why he gave them special attention. Fig. 8(b) shows two such 
hotspots at the left and right shoulders, which were described as indicative of 
arthritis, but were ultimately judged by the participant to be due to “normal 
aging”. (We call these regions outside the original boxes “the subconsciously 
viewed regions”) 
 
 (a) (b) 
Fig. 8. Experiment 1: Phase 2 
D. Data Analysis 
The following statistics were extracted from the raw eye tracking data for each 
image, collected in Experiment 1: 
 Time to complete the task 
 Number of fixations 
  44 
 Number of consciously viewed regions 
 Average area of consciously viewed regions 
 Number of subconsciously viewed regions 
 Percentage of the image outside the consciously viewed regions 
 Fixation duration 
 Total and average saccadic length 
IV. RESULTS 
A. Computed Relative Experience Level 
The relative experience level for each of the 10 radiologists was calculated 
based on Eq. (1). Table II lists the radiologists, based on their computed relative 
experience levels, where larger numbers indicate greater experience. 
TABLE II 
RELATIVE EXPERIENCE LEVEL 
Participant Relative Experience Level 
Radiologist 10 130 
Radiologist 06 208 
Radiologist 02 780 
Radiologist 09 2600 
Radiologist 04 4680 
Radiologist 08 17680 
Radiologist 07 20800 
Radiologist 03 39000 
Radiologist 05 104000 
Radiologist 01 390000 
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B. Time to Complete the Task 
Fig. 9 shows the average total time for each radiologist to complete the task 
across the 20 images, plotted against his relative experience level.  
Note: The error bars shown in the figures of this chapter represent 1 standard 
deviation above and below the mean. The solid straight line represents the trend-
line with the minimum square error. Each trend-line has a correlation coefficient 
R next to it. The closer R to 1, the better the correlation.  
 
Fig. 9. Time to complete task 
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C. Number of Fixations 
Fig. 10 shows the average number of fixations for each radiologist across the 20 
images, plotted against his relative experience level. 
 
Fig. 10. Number of fixations 
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D.  Consciously Viewed Regions 
Fig. 11 shows the average number of consciously viewed regions for each 
radiologist across the 20 images, plotted against his relative experience level, and 
Fig. 12 shows the average area of those regions. 
 
Fig. 11. Number of consciously viewed regions 
 
Fig. 12. Area of consciously viewed regions 
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E. Subconsciously Viewed Regions 
Fig. 13 shows the average number of subconsciously viewed regions for each 
radiologist across the 20 images, plotted against his relative experience level, and 
Fig. 14 shows the average percentage of the image area outside consciously 
viewed regions. 
 
Fig. 13. Number of subconsciously viewed regions 
 
Fig. 14. Percentage of area outside consciously viewed regions 
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F. Fixation Duration 
Fig. 15 shows the average fixation duration for each radiologist across the 20 
images, plotted against his relative experience level. 
 
Fig. 15. Average fixation duration 
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G. Saccadic Length 
Fig. 16 shows the average of total saccadic length for each radiologist across 
the 20 images, plotted against his relative experience level, and Fig. 17 shows the 
average saccadic length. 
 
Fig. 16. Total saccadic length 
 
Fig. 17. Average saccadic length 
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V. DISCUSSION OF RESULTS 
A. Overview 
In this section, the results presented in the previous section are discussed. In 
that section, different variables were plotted against the relative experience level 
of radiologists. This section discusses the usefulness of each variable for 
classifying radiologists based on their experience level. This measure of 
usefulness is based on two criteria:  
(1) The first criterion is the correlation coefficient between each variable and 
the radiologists’ relative experience level. For this, the trend-line (as 
shown in the figures in the previous section) that minimizes the mean 
square error is plotted. Each trend-line is associated with an R value which 
gives a measure of correlation. The closer this value is to 1, the better is 
the correlation, and more useful is the variable. 
(2) The second criterion is based on clustering of the radiologists, based on 
their class. Three classes of radiologists are defined: fellows, non-chest 
staff, and chest staff. The fellows class includes all radiology fellows, the 
chest-staff class includes all cardiothoracic and thoracic staff radiologists, 
and the non-chest-staff class includes the rest of staff radiologists. In the 
figures of the previous section the fellows are represented by triangles, 
non-chest staff members are represented by x’s, and the chest staff 
members are represented by diamonds. The better the vertical clustering of 
radiologists, based on their class, the more useful is the variable. 
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B. Time to Complete Task 
In terms of the correlation between the average total time to complete task and 
the relative experience level, Fig. 9 shows a trend-line with a negative correlation 
of 0.8764, with the exception of two non-chest staff members on the left side of 
the graph. Overall, this suggests that radiologists with more experience tend to 
spend less time reading the images. 
In terms of classifying the radiologists based on their relative experience level 
into the three classes, Fig. 9 shows a substantial overlap between chest staff 
members and non-chest staff members. While the most experienced chest staff 
member (Radiologist 01) is in a completely different range, the least experienced 
chest staff member overlaps with the non-chest staff members. This suggests that 
the non-chest staff members have read enough chest radiographs that their speed 
overlaps with the chest staff members. 
On the other hand there is a clear distinction between the fellows and all of the 
staff members. This suggests that this variable (i.e. the total time to complete task) 
would be useful for discriminating between the fellows and the staff members.  
C. Number of Fixations 
In terms of the correlation between the average number of fixations and the 
relative experience level, Fig. 10 shows that the data closely follows a trend-line 
with a negative correlation of 0.9037, with the exception of two non-chest staff 
members on the left side of the graph, and one chest staff member on the upper-
right side. This suggests that radiologists with more experience tend to use fewer 
fixations to read a chest radiograph. Fig. 18(a) (which is typical for Radiologist 
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01, the most experienced thoracic radiologist) shows that these fewer fixations 
were widely spread across the image. In contrast, Fig. 18(b) (which is typical for 
Radiologist 02, the less experienced fellow radiologist) shows that his fixations 
were narrowly spread across the image. Taken together, this suggests that the 
radiologists with higher levels of experience used their parafoveal vision more 
than those with lower levels of experience. 
  
 (a) (b) 
Fig. 18. Example scan paths for (a) Radiologist 01, and (b) Radiologist 02 
In terms of classifying the radiologists based on their relative experience level 
into the three classes, Fig. 10 shows an overlap between the three classes. 
Although the most experienced chest staff member (Radiologist 01) is in a 
completely different range, this suggests that this variable (i.e. number of 
fixations) is not very useful for classifying the radiologists.  
D. Consciously Viewed Regions 
In terms of the correlation between the average number of consciously viewed 
regions and the relative experience level, Fig. 11 shows a trend-line with a 
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negative correlation of 0.8687, with the exception of two non-chest staff members 
on the left side of the graph. On the other hand, Fig. 12 shows a trend-line with a 
positive correlation of 0.8476 between the average area of consciously viewed 
regions and the relative experience level, with the exception of two non-chest 
staff members on the left side of the graph. Taken together, this suggests that 
radiologists with more experience tend to view fewer (but larger) regions, and that 
they are using their parafoveal perception to analyze the content of the 
radiograph. In contrast, the number of regions is much greater for the less 
experienced radiologists, and the area of those regions is much smaller, 
suggesting that the less experienced radiologists were primarily using foveal 
perception. 
In terms of classifying the radiologists based on their relative experience level 
into the three classes, Fig. 11 shows a substantial overlap between chest staff 
members and non-chest staff members, and between non-chest staff members and 
fellows. On the other hand there is a clear separation between the fellows and the 
chest staff members. This suggests that this variable (i.e. the number of 
consciously viewed regions) is able to discriminate between the fellows and the 
chest staff members. 
However, Fig. 12 shows an overlap between the three classes. Although the 
most experienced chest staff member (Radiologist 01) is in a completely different 
range, this suggests that this variable (i.e. the area of consciously viewed regions) 
is not useful for classifying the radiologists.  
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E. Subconsciously Viewed Regions 
In terms of the correlation between the average number of subconsciously 
viewed regions and the relative experience level, Fig. 13 shows a trend-line with a 
positive correlation of 0.946, with the exception of three non-chest staff members 
on the left side of the graph. On the other hand, Fig. 14 shows a trend-line with a 
positive correlation of 0.8843 between the percentage area outside consciously 
viewed regions and the relative experience level, with the exception of two non-
chest staff members on the left side of the graph. Taken together, this suggests 
that radiologists with higher levels of experience tend to be less conscious of 
which regions of the image they have viewed. 
In terms of classifying the radiologists based on their relative experience level 
into the three classes, Fig. 13 shows a substantial overlap between chest staff 
members and non-chest staff members, and between non-chest staff members and 
fellows. On the other hand there is a clear separation between the fellows and the 
chest staff members. This suggests that this variable (i.e. the number of 
subconsciously viewed regions) is able to discriminate between the fellows and 
the chest staff members. 
However, Fig. 14 shows an overlap between the three classes. This suggests 
that this variable (i.e. the percentage area outside consciously viewed regions) is 
not useful for classifying the radiologists.  
F. Fixation Duration 
In terms of the correlation between the average fixation duration and the 
relative experience level, Fig. 15 shows a trend-line with a negative correlation of 
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0.8676, with the exception of two non-chest staff members on the left side of the 
graph, and one chest staff member in the upper-right side. This suggests that 
radiologists with higher levels of experience require less time to evaluate the 
content of the image in the region around the point of fixation. 
In terms of classifying the radiologists based on their relative experience level 
into the three classes, Fig. 15 shows an overlap between the three classes. This 
suggests that this variable (i.e. the average fixation duration) is not useful for 
classifying the radiologists. 
G. Saccadic Length 
In terms of the correlation between the average of total saccadic length and the 
relative experience level, Fig. 16 shows a trend-line with a negative correlation of 
0.7891, with the exception of two non-chest staff members on the left side of the 
graph. On the other hand, Fig. 17 shows a trend-line with a positive correlation of 
0.847 between the average saccadic length and the relative experience level, with 
the exception of two non-chest staff members on the left side of the graph. Taken 
together, this suggests that the radiologists with higher levels of experience used 
fewer (but longer) saccades, and therefore used their parafoveal vision more than 
those with lower levels of experience. 
In terms of classifying the radiologists based on their relative experience level 
into the three classes, Fig. 16 and Fig. 17 also show substantial overlaps between 
chest staff members and non-chest staff members, and between non-chest staff 
members and fellows. The figures show that the most experienced chest staff 
member (Radiologist 01) is in a completely different range. On the other hand 
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there is a clear separation between the fellows and the chest staff members. This 
suggests that this variable (i.e. the saccadic length) is able to discriminate between 
the fellows and the chest staff members. 
The exceptional behavior of the two non-chest staff members which always 
appears in the left side of the presented figures (Radiologists 06 and 10) raises the 
question of whether there are some factors that distinguish them from the other 
non-chest staff members. The demographic information of these two non-chest 
staff members (as shown in Table III below) shows that they have a relatively low 
number of years of experience, as well as the lowest number of chest radiographs 
viewed per week, giving them the lowest relative experience level.  
TABLE III 
DEMOGRAPHIC INFORMATION AND EXPERIENCE LEVELS FOR THE 10 RADIOLOGISTS 
WITH RADIOLOGISTS 06 AND 10 HIGHLIGHTED 
Rad. Specialty Avg. No. of 
Chest 
Radiographs 
Read / Week 
Title Years of 
Experience 
Exp. Level 
Computed 
with Eq. (1) 
10 Neuro 2.5 Staff 1 130 
06 Neuro 2 Staff 2 208 
02 MRI 15 Fellow 1 780 
09 Musculoskeletal 50 Fellow 1 2600 
04 Musculoskeletal 15 Staff 6 4680 
08 Neuro 20 Staff 17 17680 
07 Neuro 20 Staff 20 20800 
03 Cardiothoracic 250 Staff 3 39000 
05 Thoracic 200 Staff  10 104000 
01 Cardiothoracic 500 Staff 15 390000 
 
In fact the experience levels of these two non-chest staff members (as computed 
with Eq. (1) and shown in Table III above) are below those of the two Fellows, 
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despite the fact that they have completed their fellowships. Perhaps their 
performance is generally superior to the Fellows because they have viewed more 
chest radiographs in the past than the demographics indicate.  
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Chapter 3  
READING A RADIOLOGIST’S MIND: MONITORING RISING AND 
FALLING INTEREST LEVELS WHILE SCANNING CHEST RADIOGRAPHS 
I. BACKGROUND AND LITERATURE REVIEW 
A. Introduction 
Radiologists must be trained to interpret medical images [3, 5-8, 18-20]. The 
training process for a new radiologist typically begins with the study of teaching 
images that contain unambiguous examples of various types of abnormalities [10-
17]. However, not all medical images are so unambiguous. Some images might 
have atypical regions that are ultimately judged to be normal (i.e. regions that are 
not clinically significant). The use of teaching images with unambiguous 
abnormalities does not teach novice radiologists how to distinguish between 
atypical features that are normal and those that are abnormal.  
Experienced radiologists are able to detect atypical regions in images based on 
the perceptual learning that they acquire by looking at thousand of normal images. 
However, this perceptual learning is implicit, so an expert might fail to mention 
some atypical (but normal) regions to a novice that he/she is training. 
Such regions might be detectable in eye tracking data if there was some method 
by which to track the interest level of the expert, as he/she scans an image. This 
chapter proposes a novel method for employing the concept of entropy to the eye 
tracking data of radiologists to monitor their rising and falling interest levels, as 
they scan medical images. 
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B. The Concept of Entropy 
Shannon entropy measures have been used in many different research areas. For 
example, the concept of entropy has been used in thermodynamics [90], 
information and computer science [91], and social science [92].  
Shannon entropy is the measure of the uncertainty associated with predicting 
the values of a random variable [93] based on a previously determined probability 
distribution for that variable. For a discrete random variable X with possible 
values (x1, x2… xn) the probability distribution p(xi) for i = 1 to n can be calculated 
as follows: 
 
k  set samplethe in elements of number total
values k of  set samplea in x of count
xp ii   
Given this probability distribution, the entropy of X, donated H(X), can be 
calculated as follows: 
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In case of p(xi) is equal to zero, the value of p(xi)log2 p(xi) is defined to be zero, 
based on the following limit: 
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C. The Use of the Entropy Concept in the Analysis of Eye Tracking Data 
Researchers have applied entropy metrics to human eye tracking data for 
various purposes, such as studying the effect of mental workload on visual 
scanning behavior in a simulated aircraft pilot’s task [94-96], a simulated 
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ambulance dispatch task [97], and a driving task [98]. A recent study also 
explored the effect of autism disorder on the scanning behavior of children [99].  
1) Calculation of Entropy based on Object-to-Object Fixation Transition 
Data 
One of the first papers that explored the use of entropy with eye tracking data 
was written by Tole et al. [95]. They studied the eye movement behavior of 11 
aircraft pilots. In this study each pilot was asked to scan a flight instrument panel 
while performing certain secondary load tasks. The investigators defined entropy 
for the eye movement data (which they called visual entropy) as “the tendency of 
fixation patterns to behave randomly”. They hypothesized that this tendency to 
behave randomly would rise and fall, depending on the level of the pilot’s 
workload. When the workload was low, the pilot would look at the various 
instruments equally, making all transitions from instrument to instrument equally 
likely. On the other hand, when the workload was high, the pilots would look at a 
narrower range of instruments, and would do so in a more systematic fashion, 
thus making certain instrument-to-instrument transitions more likely, and others 
less likely. Thus, the probability distributions used to define entropy in this study 
were based upon transitions between a finite set of objects (i.e. instruments). 
The results of their study showed that, as the workload increased, dwell time 
increased, the number of fixations decreased, and the entropy decreased. The 
fixations with more dwell time were associated with more important instruments. 
  62 
2) Calculation of Entropy based on Region-to-Region Fixation Transition 
Data 
Gilland [98] used the visual entropy defined by Tole et al. to quantify changes 
in scan patterns of automobile drivers in a rural highway environment, as a 
function of driver age and secondary loading tasks. As an alternative to discrete 
instruments on a panel, a video street scene was subdivided into 7 boxes, in a 
grid-wise manner (see Fig. 19). This grid provided a basis for classifying each of 
the driver’s fixations into a set of 7 box numbers.  
 
Fig. 19. The partitions of the visual scene proposed by Gilland [98] 
The calculation of entropy was done in a manner similar to the Tole et al. study 
[95]. However, instead of instrument-to-instrument transitions, region-to-region 
transitions were used. Forty two drivers of different ages participated in the eye 
tracking experiment of this study, and two types of secondary loading tasks were 
used during the experiment: verbal (N-Back) and spatial (Clock face). During the 
experiment, each participant was asked to drive a vehicle (while wearing a head-
mounted eye tracker) in 3 round-trips. Each round-trip employed a different 
  63 
secondary loading task (no task, N-Back, and Clock face). Changes in eye 
movement behavior (as represented by entropy calculations) were correlated with 
the 3 secondary loading tasks (as the within-subject variable) and with driver age 
(as the between-subject variable). The results showed that entropy was a useful 
measure for differentiating age and task. 
3) Calculation of Entropy based on Category-to-Category Fixation 
Transition Data 
A different eye-tracking-based entropy measure was proposed by Shic et al. 
[99]. They used eye tracking data to examine the scanning patterns of 2-year-old 
and 4-year-old toddlers with (and without) autism spectrum disorder, as they 
viewed static images of human faces. Fifty one children participated in an eye 
tracking experiment. The children were divided into 4 groups, based on (1) their 
ages, and (2) whether or not they had been diagnosed as autistic. Each child 
viewed 6 color face images. Each fixation was classified into 1 of 9 categories: 
(1) LE: Left Eye, (2) RE: Right Eye, (3) M: Mouth, (4) F: Facial areas (face skin 
areas), (5) N: Nose, (6) H: Hair, (7) B: Body, (8) BG: Background, and (9) invalid 
data (which included blinks, and periods during which the child looked away 
from the eye-tracker) (See Fig. 20).  
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Fig. 20. The partitions of the face image proposed by Shic et al. [99] 
The analysis of the eye tracking data were considered from three main levels: 
(1) Top-level, in which the transitions between non-stimulus categories (invalid 
data, background) and stimulus categories (eyes, mouth, face skin areas, nose, 
hair, body) were examined, (2) Mid-level, in which the transitions between 
information-poor categories (face skin areas, nose, hair, body) and information-
rich categories (eyes, mouth) were examined, and (3) Low-level, in which the 
transitions between eye categories (left eye, right eye) to the mouth category were 
examined.  
In each level, the investigators computed the transition rates, which indicate 
how often transitions occurred between categories. The transition rates were then 
used to compute two entropy measures: transition ratio entropy, and Markov 
entropy.  
The transition ratio entropy measures how broad the distributions of the 
category-to-category transitions are. When a child looks at the various categories 
equally (making all transitions from category to category equally likely) the 
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entropy will be high. On the other hand, when a child looks at a narrower range of 
categories (making certain category-to-category transitions more likely, and 
others less likely) the entropy will be low. Thus, the probability distributions used 
to define the transition ratio entropy were based upon category-to-category 
transitions. The calculation of this entropy is similar to the ones proposed by Tole 
at al. [95] and Gilland [98]. 
The Markov entropy measures how predictive the category-to-category 
transitions pattern is. For example, a transition pattern which repeatedly cycles 
from left-eye, right-eye, mouth, and then back to left-eye would result in zero 
Markov entropy (because the pattern is deterministic). Thus, the probability 
distributions used to define the Markov entropy were based upon conditional 
probabilities of category-to-category transitions. (A conditional probability of a 
transition depends on the history of past transitions.)  
The results showed that the two proposed entropy measures were useful in 
differentiating between the scanning behavior of children with (and without) 
autism disorder. The investigators found that, while the scanning strategies of 
children without autism change as they age – they fixate the information-rich 
categories with greater probability. However, the scanning strategies of children 
with autism did not show these changes. 
D. Summary 
The previously discussed entropy metrics for eye tracking data are based on the 
transition sequence and transition probabilities of 3 different types of transitions: 
object-to-object, region-to-region, and category-to-category transitions. However, 
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the literature suggests that, although radiologists are taught how to methodically 
scan the medical images when reading them for diagnostic purposes, they do not 
follow any standard search pattern [100]. Moreover, the entropy metrics discussed 
above are not intended to measure the rising and falling interest of level of the 
observer, and thus are not well suited for that purpose. This leads to the second 
research question: 
Research question 2: How could we apply the concept of entropy to eye 
tracking data from radiologists, as they scan medical images, to estimate their 
interest level at each fixation? 
II. CONCEPTUAL FRAMEWORK 
As a radiologist scans an image, his/her interest levels rises and falls, based on 
what is being fixated. Being able to estimate the interest level of a radiologist at 
each fixation could potentially: (1) indicate which regions in the image are most 
important to that radiologist, and (2) provide a way to evaluate the expertise level 
of that radiologist.  
When a new image is presented to a radiologist, the radiologist will often 
employ a methodical search pattern, to ensure that he/she does not miss any 
region of the image. The exact sequence of fixations in this search pattern varies 
from radiologist to radiologist. However, the fixations are typically widely 
distributed across the image. If and when the radiologist takes particular interest 
in some region of the image, multiple fixations occur within that region. This 
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clustering of fixations might be repeated within multiple regions, and there might 
be subsequent returns to some of those regions.  
Thus, the (x,y) spatial distributions of the fixations within the temporal 
neighborhoods of those fixations varies over time, as the radiologist scans the 
image. Fig. 21 shows the spatial distributions of 5 consecutive fixations out of a 
hypothetical sequence of 8 fixations, using a temporal neighborhood of size 5 
fixations. 
  
 (a) (b) 
  
 (c) (d) 
Fig. 21. The spatial distributions of 5 consecutive fixations out of a hypothetical 
sequence of 8 fixations, using a temporal neighborhood size of 5 fixations. (a) 
The distribution within the temporal neighborhood of fixation #1, (b) fixation #2, 
(c) fixation #3, and (d) fixation #4 
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When the radiologist is performing a broad search, the (x,y) locations of the 
fixations within each temporal neighborhood will tend to be more widely 
distributed, as seen in Fig. 21(a). However, when the radiologist takes an interest 
in a particular region, the spatial distribution within the temporal neighborhood of 
the fixations will be more localized, as seen in Fig. 21(d). This suggests that a 
measure of Shannon Entropy within the temporal neighborhood of a given 
fixation might provide a useful measure of the radiologist’s interest level at that 
fixation.  
III. METHODOLOGY 
A. Overview 
In this methodology, the 20 chest radiographs and the eye tracking data (along 
with the equation for estimating experience level Eq. (1)) of the 10 radiologists in 
Experiment 1 (described in Chapter 2) are used.  
B. The Proposed Entropy Measure 
To measure the rising and falling interest level of each radiologist while 
scanning each chest radiograph, the Entropy of Fixations Within a Temporal 
Neighborhood (EnFiWiTN) was applied to the eye tracking data: 
      


ns
i
iii fpfpnsfEnFiWiTN
1
2log,      (2) 
where,  
EnFiWiTN(fi, ns) is defined to be the entropy value at fixation fi with a temporal 
neighborhood size ns  
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p(fi) for i = 1 to ns is represented by a 2D histogram showing the (x,y) spatial 
probability distribution within the temporal neighborhood of fixation fi, which 
consists of fixations fi, fi+1, …, fi+ns-1. This 2D histogram is computed by 
superimposing a 10x10 pixel grid over the chest radiograph, to create 100 bins, 
and then counting the number of fixations occurring in each bin, within the 
temporal neighborhood (size = ns). The result is a histogram with 100 bins that 
represents the probability distribution within the temporal neighborhood of each 
fixation p(fi).  
Eq. (2) uses the probability distribution p(fi) to assign a scalar entropy value 
EnFiWiTN(fi, ns) to each fixation (except for the last ns-1 fixations in the scan 
path). The resulting sequence of entropy values can then be plotted against the 
fixation numbers, as shown in Fig. 20, where lower entropy values in this graph 
indicate higher interest levels. 
 
Fig. 22. Entropy values of a radiologist’s fixations within an image 
This still leaves open the question of what value to use for the temporal 
neighborhood size (ns). Given a temporal neighborhood size of ns = N, there 
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might be a sequence of consecutive fixations in a bin that is longer than N. This 
would result in two or more consecutive entropy values of zero. This is less than 
desirable because it does not allow the computation of a single minimum entropy 
value, to indicate the peak interest level. To avoid this, a custom neighborhood 
size can be chosen for each scan path, which is large enough to ensure a positive 
entropy value for all fixations within that scan path. Given this custom 
neighborhood size, each temporal entropy plot contains a number of non-zero 
minima, which are interpreted to be fixations where the interest of the radiologist 
peaked. Those minima that have values at least two standard deviations below the 
mean are judged to be “significant”. 
IV. RESULTS 
A. Entropy Histograms 
Fig. 23 shows histograms of the fixation entropy values for each radiologist, 
across all 20 chest radiographs.  
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Fig. 23. Entropy histograms for the 10 radiologists 
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B. Temporal Neighborhood Size versus Experience Level 
Fig. 24 shows the average temporal neighborhood size for each radiologist 
across the 20 images, plotted against his relative experience level. 
 
Fig. 24. Temporal neighborhood size vs. experience level 
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C. Number of Significant Fixations versus Experience Level 
Fig. 25 shows the total number of significant fixations for each radiologist 
across the 20 images, plotted against his relative experience level. 
 
Fig. 25. Number of significant fixations vs. experience level 
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D. Region-of-Interest Entropy Statistics 
Because of their apparent significance, entropy values that fell at least 2 
standard deviations below the mean were of particular interest to us. Did their 
fixations lie within image regions that the radiologist’s labeled as being ones that 
“caught their eye”, i.e. regions that were atypical, and possibly even abnormal? 
Columns 2 and 3 of Table IV show the percentage of regions labeled by each 
radiologist as either abnormal or eye-catching (i.e. atypical). Almost all of the 
abnormal or atypical regions contained significant fixations. Of equal interest was 
what percentage of significant fixations that fell outside of any atypical or 
abnormal regions, which is shown in Column 4 of Table IV. Fig. 26 shows a 
summary of the region-of-interest statistics in Table IV. 
TABLE IV 
REGIONS-OF-INTEREST ENTROPY STATISTICS 
Participant Fraction of 
Abnormal 
Regions Detected 
by Significant 
Fixations 
Fraction of 
Atypical Regions 
Detected by 
Significant 
Fixations 
Fraction of 
Significant Fixations 
not Corresponding to 
Atypical or 
Abnormal Regions 
Radiologist 01 100% 86% 20% 
Radiologist 02 83% 87% 38% 
Radiologist 03 94% 89% 18% 
Radiologist 04 90% 85% 28% 
Radiologist 05 90% 90% 17% 
Radiologist 06 88% 94% 19% 
Radiologist 07 89% 94% 22% 
Radiologist 08 92% 80% 24% 
Radiologist 09 82% 88% 36% 
Radiologist 10 89% 92% 18% 
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Fig. 26. Summary of the entropy statistics in Table IV 
V. DISCUSSION OF RESULTS 
A. Entropy Histograms 
As shown in Fig. 23, the choice of a customized temporal neighborhood size for 
each scan path produced entropy ranges that were fairly similar, despite the very 
wide range of radiology experience (9 of the 10 histograms peaked at an entropy 
value of 2). These ten plots show largely Gaussian shaped probability 
distributions, validating our use of a 2 standard deviation threshold, as a measure 
of significance. 
B. Temporal Neighborhood Size versus Experience Level 
With regard to the correlation between the average temporal neighborhood size 
(across the 20 images for each radiologist) and the relative experience level, Fig. 
24 shows a trend-line with a negative correlation of 0.7786, with the exception of 
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two non-chest staff members on the left side of the graph. This suggests that the 
more experienced radiologists did not need to fixate within a region as many 
times as the less experienced radiologists – possibly because they were able to 
make better use of their parafoveal vision. 
In terms of classifying the radiologists based on their relative experience level 
into the three classes, Fig. 24 shows an overlap between the three classes. This 
suggests that this variable (i.e. the temporal neighborhood size) is not very useful 
for classifying the radiologists.  
C. Number of Significant Fixations versus Experience Level 
With regard to the correlation between the total number of significant fixations 
(across the 20 images for each radiologist) and the relative experience level, Fig. 
25 shows a trend-line with a negative correlation of 0.7826, with the exception of 
two non-chest staff members on the left side of the graph. This suggests that the 
interest level of the less experienced radiologists was raised more frequently than 
that of the more experienced radiologists. This might provide a partial explanation 
for why novice radiologists tend to produce more false positives than expert 
radiologists. 
D. Region-of-Interest Entropy Statistics 
The statistics presented in Table IV and Fig. 26 suggests that significant 
fixations are valid indicators of elevated interest level in radiologists, as they read 
chest radiographs. It is worth mentioning that some of the significant fixations 
that fell outside atypical or abnormal regions were apparently comparison scans 
[100]. For example, Fig. 27 shows a cluster of significant fixations (represented 
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by a group of small overlapping, fine-lined squares) that fell inside an abnormal 
region (represented by single, thick, white-lined square), and Fig. 28 shows the 
comparison scan on the opposite side. (Note: The last fixation in Fig. 27 is the 
first fixation shown in the left side of Fig. 28)  
 
Fig. 27. Significant fixations on the right side of the chest 
 
Fig. 28. Comparison scan for the significant fixations in Fig. 27 
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Chapter 4 
WHAT TYPES OF FEATURES CATCH THE EYE OF RADIOLOGISTS? 
I. BACKGROUND AND LITERATURE REVIEW 
A. What Types of Image Features Attract the Attention of Human Viewers in 
Natural Images? 
Several studies have used eye tracking technology to discover what types of 
image features attract the attention of human viewers. Reinagel and Zador [101] 
recorded eye positions of human subjects while they viewed images of natural 
scenes. They found that the local contrast within image patches extracted from 
fixated locations tended to be higher than the local contrast of image patches 
extracted from non-fixated locations. This suggested that the gaze was attracted to 
the high-contrast regions in these images. Similar results were found in [102] and 
[103]. Krieger et al. [104] found that curved lines and edges attracted the human 
gaze while viewing portrait, and landscapes images. Parkhurst et al. [105] found 
that the gaze of their subjects was attracted by color when viewing home interior 
images, and by intensity when viewing natural landscape, building, and city 
scenes. 
Baddeley and Tatler [106] used learning machines to predict which image 
features people would fixate on when viewing natural images, and found that 
edges attracted the viewers gaze. A similar study done by Kienzle et al. [107], 
found that local contrast attracted the gaze. 
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Other studies explored the influence of top-down cognitive factors on the gaze 
of human subjects while viewing natural images [108-111]. For example, 
Henderson et al. [109] recorded the eye movements of 8 subjects, while counting 
the number of people in a set of 36 outdoor scene images. The authors measured 
the local intensity, contrast, and edge features within image patches extracted 
from fixated locations, and compared them to those of non-fixated locations. The 
results showed that the fixated regions had lower intensities, higher contrasts, and 
more edges than non-fixated regions. The authors then showed a subset of the 
fixated regions to the subjects, and asked them to rate how well those regions give 
information about the overall content of the images. The results showed that those 
regions were semantically informative (i.e. they gave lots of information about the 
image content). The authors preferred to attribute the fixations on those regions to 
their semantic information, and not to their high contrast values or edges. 
A different study by Einhauser et al. [111] tested the hypothesis that interesting 
objects in images attract the eyes of the observer. The authors generated an object 
map and a fixation map for each image in a set of 93 natural images. The object 
map was generated by counting the number of objects overlapping with each 
pixel. The fixation map was generated by assigning each fixation to the nearest 
pixel, and labeling that pixel as fixated. The authors then asked 8 subjects to view 
the 93 images, and to name the objects that he/she saw in each image immediately 
after viewing that image. The authors found a high correlation between the 
fixation maps and the object maps, and concluded that objects are good predictors 
of human eye fixations. 
  80 
The studies above are just a small sampling from a large body of literature 
about work in visual saliency. While this work is useful in a general sense, most 
of it has been done with natural images. However, medical images are not natural 
images, and the features that attract the attention of radiologists in medical images 
are different from the features that attract the attention of people in natural 
images. Thus, there is a need to conduct additional saliency research with 
radiologists and medical images. 
B. What Types of Image Features Attract the Attention of Radiologists in 
Medical Images? 
Dempere-Marco et al. [112] analyzed the eye tracking data of two experienced 
radiologists, which was captured as they read 15 CT images of lungs. Their 
analysis was based on the spatial location of fixations, and the time spent at each 
fixation. They extracted image features from regions of the images with clusters 
of fixations. These features included statistical features (mean and standard 
deviation), and gray-level feature descriptors (such as gray-level contrast, gray-
level uniformity, and gray-level entropy). Factor analysis was then used to find 
features that might be useful in a decision support system.  
The authors found that the spatial distribution of the fixation points of each of 
the two experienced radiologists tended to be clustered into four main regions (the 
upper and lower portions of the right and left lung). The factor analysis results of 
those 4 clusters showed that the dominant feature was the gray-level uniformity, 
which measures the variation in the gray level distribution within local image 
regions (i.e. how uniform the texture is).  
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The results of this study suggest that the two radiologists tended to look at the 
upper and lower portions of the right and left lung when reading CT images of 
lungs, and that those regions could be characterized using the gray-level 
uniformity textural feature. However, the question of whether this type of image 
feature is able to identify important regions (i.e. regions that are atypical or 
abnormal) was not explored. 
Hu et al. [113] and Antonelli and Yang [114] analyzed the visual fixations of 
two experienced radiologists, with the motivation of providing decision support 
for medical imaging. As the radiologists studied a set of 4 CT images of lungs, 
their scan paths were mapped into a feature domain, where the distribution of 
fixations was very different from that in the spatial domain. Specifically, the scan 
path was projected into a multidimensional feature space that was spanned by the 
same features used by Dempere-Marco et al. [112]. The “hot spots” were then 
identified in this feature space, where each hot spot represented a particular 
combination of features that tended to attract and hold the attention of the 
radiologists.  
The next step was to back project those hot spots from the feature space into the 
spatial domain of the CT images, to identify the spatial regions in the CT images 
that contained combinations of features similar to the hot spots in the feature 
space. This process was applied separately to the eye tracking data from each 
radiologist, and each CT image. The result of this back projection was 8 CT maps, 
showing the spatial regions that contained combinations of features that were 
similar to the features that attracted the attention of the radiologists.  
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The last step was to combine the two CT maps generated by the two 
radiologists for each CT image, which produced a single map for each CT image, 
which showed the spatial regions that were hypothetically more important to 
those two radiologists.  
The authors suggested that these types of maps could be used for decision 
support in medical image understanding. However, they did not attempt to 
evaluate the usefulness of these maps for that purpose. 
C. Summary 
Although researchers have done considerable work with eye tracking to study 
the features that catch the eye of viewers of natural images, medical images are 
not natural images, and the important features in medical images are different 
from the important features in natural images. 
While eye tracking technology has been used to study how radiologists view 
medical images, the question of what types of features catch the eye of 
radiologists has not been adequately explored. The features that catch the eye of 
radiologists are the features that represent the important regions in medical 
images. The regions that are important to radiologists can be shown with an 
importance map. It is with this idea in mind that this chapter poses the third 
research question: 
Research question 3: Which types of feature extractors are most useful for 
identifying regions in chest radiographs that will be of greatest interest to 
radiologists? 
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II. CONCEPTUAL FRAMEWORK 
A. Factors to Consider when Developing a Method to Generate Importance 
Maps Using Eye Tracking Data 
A scan path captured by a desktop eye tracker (such as the Tobii 1750) can be 
represented by a sequence of (x,y) pairs. Each pair represents the spatial location 
of one fixation. Associated with each fixation is a scalar value that represents the 
time duration of that fixation. In computing importance maps, the importance 
value of a region can be computed using the following factors: (1) the time 
duration of the radiologist’s fixations on that region, compared to the rest of the 
image, and (2) how many times the radiologist fixated on that region, compared to 
the rest of the image. 
The results in Chapter 2 showed that more experienced radiologists tend to have 
longer saccade lengths between fixations. These longer saccade lengths suggest 
that they are able to visually process a larger area around each point of fixation 
than less experienced radiologists. In other words, they are better able to do 
parafoveal processing. This is an important factor to keep in mind when using 
their eye tracking data to generate importance maps.  
Despite variations in the eye tracking data from radiologist to radiologist 
viewing the same chest radiograph, it is possible to produce an aggregate 
empirical importance map for each chest radiograph by combining the empirical 
importance maps of multiple radiologists, as they view the same image. This can 
be done by computing a linear combination (i.e. a weighted sum) of those maps, 
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on a pixel-by-pixel basis. The weights used to compute this linear combination 
can be based on the estimated level of experience of each radiologist. 
B. Two Complementary Methods for Selecting Feature Extractors for 
Algorithmic Generation of Importance Maps 
Algorithmic importance maps can be generated using feature extractors that 
extract features that are most important to radiologists. This raises the question of 
what types of features are most important to radiologists. One method for 
selecting feature extractors would be to simply ask experienced radiologists what 
types of features are most important. In an interview, Dr. Ameet Patel (a 
radiologist at Mayo Clinic Hospital in Phoenix, Arizona) was asked to point out 
the features that were most important to him in several chest radiographs, and 
what aspects of those features were most informative. From his comments it was 
apparent that some of the most important features were luminance, spatial 
contrast, edge orientation, edge sharpness, and textural patterns. 
A complementary method for selecting feature extractors would be to generate 
many different algorithmic importance maps (each with a different type of feature 
detector) and then compare each of those importance maps to an empirical 
importance map, which is generated from the eye tracking data of experienced 
radiologists, to find the best matches. Many different types of feature extractors 
can be found in the image processing and computer vision literature. Candidates 
include edge orientation histograms [115], Haar wavelets [115], Gabor filters 
[116], Entropy filters [112], Range filters [112], Mean filters [112], Standard 
deviation filters [112], Steerable filters [117], Grayscale contrast [112], Grayscale 
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energy [112], Grayscale homogeneity [112], and Grayscale correlation [112]. If 
each of these types of feature extractors is used to extract a feature centered on 
each pixel in a chest radiograph, their results can be combined to produce a 
feature vector for each pixel in the chest radiograph. 
C. The Use of Learning Machines to Generate Importance Maps 
Once a feature vector has been extracted at each pixel location of a chest 
radiograph, some method must be found to learn what level of importance to 
assign to each feature vector, in order to generate an algorithmic importance map.  
In a clinical situation the ultimate purpose of a radiologist is to determine 
whether a chest radiograph is normal or abnormal. This is a binary classification, 
and could be modeled by a Support Vector Machine (SVM) [118]. However, in 
practice, the radiologist’s decision is often expressed in less certain terms, 
especially when some features in the image are ambiguous. In situations like this, 
choosing a boundary between important and unimportant feature vectors with an 
SVM can be rather arbitrary. It would be more useful to represent the importance 
of the feature vectors with numbers between 0 and 1, where 0 means unimportant 
and 1 means highly important. In this case a regression model can be used to 
model the learning process.  
There is a regression version of SVM called Support Vector Regression (SVR) 
[34]. The basic idea of Support Vector Regression can be explained as follows. 
Suppose a training data set { (x1, y1), (x2, y2) … (xl, yl)} is given where xi 
represents the i
th
 sample (e.g. feature vector) and yi represents a corresponding 
scalar value (e.g. importance). In linear Support Vector Regression, the goal is to 
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find a linear function y = f(x) (i.e. a plane or hyperplane) that has an error value 
no longer than  from the scalar value (importance) yi for all samples (feature 
vectors). In our case the estimating function is given by:  
  bxwxf  ,  
where x is a feature vector whose elements   Rn,   ,  is the dot product in Rn, and 
w and b are parameters of the SVR model that are learned by minimizing:  
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Fig. 29 shows the idea graphically. For the f(x) shown, the points inside the 
shaded area satisfy one of the two conditions above, while the points outside the 
shaded area do not. 
  
Fig. 29. Linear support vector regression 
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The non-linear version of SVR uses what is called a kernel function. The 
purpose of the kernel function is to transform the data from its original coordinate 
space into a new space, mapping a non-linear decision boundary in the original 
space to a linear boundary in the new, transformed feature space.  
In this work, x is the image feature vector at a pixel location in the chest 
radiograph, and f(x) is the corresponding scalar importance value. To train an 
SVR learning machine, it is necessary to have a set of training chest radiographs 
and a corresponding set of ground truth importance maps (such as empirical 
importance maps generated using the eye tracking data of radiologists).  
Because of the small set of aggregate empirical importance maps that are 
available here to train the SVR (only 20 maps – one for each chest radiograph), 
and considering the number of possible abnormalities that could appear in 
different places in chest radiographs (i.e. a huge number of possibilities), it is not 
possible to use the 20 chest radiographs (only half of them having abnormalities) 
to design an SVR predictive model. So, it is important to emphasize that the goal 
of the research in this chapter is not to develop a machine that can produce/predict 
algorithmic importance maps for chest radiographs. Rather, the goal is to use SVR 
to compare the usefulness of algorithmic importance maps generated with 13 
different types of feature extractors. The types of feature extractors that do 
relatively poorly are probably not going to be very useful for generating 
algorithmic importance maps. Those types of feature extractors that do relatively 
well are not necessarily proven to be useful for generating algorithmic importance 
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maps for other chest radiographs, beyond the 20 used to train the SVR. However, 
they would be good candidates for future work. 
D. Evaluating Various Types of Feature Extractors for Generating 
Importance Maps 
If a feature extractor extracts content that is useful for distinguishing more 
important features from less important features, then its feature vectors will allow 
a learning machine to produce algorithmic importance maps that are similar to the 
corresponding ground truth empirical importance maps, which are derived from 
eye tracking data. However, feature extractors that do not extract content that is 
useful for distinguishing more important features from less important features will 
not produce algorithmic importance maps that are similar to the empirical 
importance maps.   
Thus, it is possible to evaluate each feature detector’s relative effectiveness on 
our 20 chest radiographs by measuring the similarity of its algorithmic importance 
maps to the empirical importance maps for those radiographs.  
E. Similarity Metrics used to Compare Algorithmic Importance Maps to 
Empirical Importance Maps 
In this work, the following three popular image similarity metrics are used to 
compare algorithmic importance maps to empirical importance maps:  
1) Correlation Coefficient  
This metric measures the correlation coefficient between the pixel intensity 
values in the algorithmic importance maps and the corresponding pixel intensities 
in the empirical importance maps. It is given by: 
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where A  and B  are the means of A and B, and SA and SB are the standard 
deviations of A and B. 
2) Cosine Similarity  
This metric measures the cosine similarity between the vectors of pixel intensity 
values in the algorithmic importance maps and the corresponding pixel intensities 
in the empirical importance maps. It is given by: 
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3) Mean Square Error  
This is one of the most commonly used comparison metrics, and is equal to the 
mean of the sum of the squared pair-wise errors between the algorithmic 
importance maps and empirical importance maps, i.e. 
 


n
i
ii BA
n
MSE
1
21
 
III. METHODOLOGY 
A. Overview 
In this methodology, the 20 chest radiographs and the eye tracking data from 
the 10 radiologists in Experiment 1 (described in Chapter 2) are used. The eye 
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tracking data is used (along with the estimate of experience level from Eq. (1)) to 
generate an aggregate empirical importance map for each of the 20 chest 
radiographs. Each importance map is the same size as its corresponding chest 
radiograph. The pixel values of these importance maps are between 0 and 255, 
where 255 (white) means very important and 0 (black) means unimportant.  
Each type of feature extractor is used to extract a feature vector at each pixel 
location from each of the 20 chest radiographs. Support Vector Regression (SVR) 
is then trained to learn the relationship between each pixel’s feature vector and its 
corresponding importance value (from the 20 aggregate empirical importance 
maps). The SVR model is then used to compute importance values for all of the 
pixels in each chest radiograph, which are then used to generate algorithmic 
importance maps for each of the radiographs.   
This entire process is repeated for each of 13 different types of feature 
extractors, generating 20 algorithmic importance maps with each type of feature 
extractor. The performance of each type of feature extractor is then measured by 
comparing its 20 algorithmic importance maps to the 20 aggregate empirical 
importance maps, using correlation, cosine, and MSE similarity metrics.  
B. Step 1: Computing an Empirical Importance Map from Eye Tracking Data 
The average saccade length (across the 20 chest radiographs) for each 
radiologist is used to compute the standard deviation of a custom-sized 2D 
Gaussian kernel, which represents the intensity of that radiologist’s visual 
processing around each fixation point. A 2D empirical importance map is then 
built up (fixation by fixation) as a weighted sum of 2D Gaussian kernels – each 
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centered on a fixation. (The duration of each fixation is used to weight its 2D 
Gaussian, during the summation process.) When all of the 2D Gaussians have 
been summed (pixel-by-pixel), the pixel values of the resulting importance map 
are linearly mapped to a range from 0 to 255, to allow display of the importance 
map as a gray scale image. For example, the grayscale empirical importance map 
for chest radiograph 4 is shown in Fig. 30(b). This importance map was derived 
from the scan path data of Radiologist 01, shown in Fig. 30(a). 
   
 (a) (b) 
Fig. 30. (a) Chest radiograph 4 and (b) its grayscale empirical importance map for 
Radiologist 01 
As previously shown in Chapter 2, the scan paths for a given chest radiograph 
vary considerably from radiologist to radiologist. However, by computing a 
(pixel-by-pixel) linear combination of the empirical importance maps of multiple 
radiologists, (as they view the same radiograph) an aggregate empirical 
importance map is produced for that image. The weights used to compute this 
linear combination are based on the estimated experience levels for the 10 
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radiologists (See Eq. (1)) which were shown in Table II. Using this method, an 
aggregate empirical importance map is produced for each of the 20 chest 
radiographs. Fig. 31(a-k) shows 10 empirical importance maps for chest 
radiograph 4 (one from each radiologist), and Fig. 31(l) shows the corresponding 
aggregate empirical importance map. 
   
 (a) (b) (c)  
   
 (d) (e) (f)  
Fig. 31. Empirical importance maps for chest radiograph 4: (a-f) Radiologist 01 – 
Radiologist 06 respectively. 
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 (h) (i) (j)  
    
 (k) (l) 
Fig. 31, continued: (h-k) Radiologists 07 – 10. (l) Aggregate importance map 
C. Step 2: Extracting Potentially Important Features from the Radiographs 
This study quantitatively measures the relative effectiveness of the 13 different 
feature types shown in Table V for identifying regions in our 20 chest radiographs 
that caught the eye of our 10 radiologists. Except for Pixel Intensity, all of these 
features are extracted from a neighborhood around the given pixel location. 
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TABLE V 
TYPES OF FEATURES EXTRACTED 
Feature Type 
Pixel intensity 
Intensity histogram 
Edge orientation histogram 
Haar wavelet 
Gabor filter 
Entropy filter 
Range filter 
Mean filter 
Standard deviation filter 
Steerable filters 
Grayscale contrast 
Grayscale energy 
Grayscale homogeneity 
 
D. Step 3: Using Support Vector Regression to Learn which Features are 
Important 
Support Vector Regression [34] is used to learn the relationship between the 
feature vector extracted from each pixel location in the chest radiographs and their 
respective scalar importance values. For each of the 13 feature types, all of the 20 
chest radiographs are used in the training phase, to learn the parameters of the 
SVR model [119]. 
E. Step 4: Evaluation Metrics 
The result of Step 3 is 13 different SVR models – one for each of the 13 feature 
types. Each of these 13 SVR models is then used to generate an algorithmic 
importance map for each of the 20 chest radiographs, for a total of 260 maps. 
Each of these 260 maps is compared with the corresponding aggregate empirical 
importance map (derived from the eye-tracking results of the 10 radiologists) 
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using correlation, cosine, and MSE evaluation metrics. The types of feature 
extractors that produced algorithmic importance maps that best matched the 
aggregate empirical importance maps were judged to be the best at extracting the 
content that caught the eye of these 10 radiologists, as they viewed these 20 chest 
radiographs. 
IV. RESULTS 
Fig. 32 through Fig. 34 show the results of the performance of the different 
features in generating algorithmic importance maps. The evaluation metrics used 
here were averaged across all of the 20 test images to obtain these values. The 
error bars represent one standard deviation above and below the mean. Note that 
higher values of correlation coefficient and cosine similarity are desirable, while 
lower values of mean square error are desirable. 
 
Fig. 32. Correlation coefficients (higher values are desirable) 
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Fig. 33. Cosine similarity (higher values are desirable) 
 
Fig. 34. Mean square error (lower values are desirable) 
Fig. 35(a) shows the aggregate empirical importance map for chest radiograph 
4. Fig. 35(b-n) show the 13 algorithmic importance maps for chest radiograph 4 
generated from the 13 types of feature extractors: (b) pixel intensity, (c) intensity 
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histogram, (d) edge orientation histogram, (e) Haar wavelet, (f) Gabor filter, (g) 
Entropy filter, (h) Range filter, (i) Mean filter, (j) Standard deviation filter, (k) 
Steerable filter, (l) gray scale contrast, (m) gray scale energy and (n) gray scale 
homogeneity. 
   
 (a) (b) (c) 
   
 (d) (e) (f)  
Fig. 35. (a) Aggregate empirical importance map for chest radiograph 4, and the 
corresponding algorithmic importance maps based on (b) pixel intensity, (c) 
intensity histogram, (d) edge orientation histogram, (e) Haar wavelet, (f) Gabor 
filter.  
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 (g) (h) (i)  
   
 (j) (k) (l)  
    
 (m) (n) 
Fig. 35, continued: (g) Entropy filter, (h) Range filter, (i) Mean filter, (j) Standard 
deviation filter, (k) Steerable filter, (l) gray scale contrast, (m) gray scale energy 
and (n) gray scale homogeneity. 
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V. DISCUSSION OF RESULTS 
Fig. 32 through Fig. 35 show that the following 4 types of feature extractors 
demonstrated good performance across all of the 3 evaluation metrics considered: 
(1) Edge Orientation Histogram, (2) Haar Wavelet, (3) Gabor Filter, and (4) 
Steerable Filters.  
These results suggest that the regions that caught the eye of the 10 radiologists 
across the 20 chest radiographs were characterized by oriented edges and textures. 
The results also suggest that these 4 types of feature extractors are the best 
candidates of the 13 for use in a generalized importance prediction model. 
 
  100 
Chapter 5 
PSYCHOLOGY-INSPIRED COMPUTATIONAL METHODS FOR 
FACILITATING PERCEPTUAL TRAINING WITH CHEST RADIOGRAPHS 
I. BACKGROUND AND LITERATURE REVIEW 
A. Current Methods of Radiology Training do not Focus Sufficiently on 
Developing the Novice Radiologists Ability to Judge Borderline Cases 
The training process for a new radiologist typically begins with the study of 
teaching images that contain unambiguous examples of various types of 
abnormalities. These teaching images [10-17] are useful for declarative training of 
novice radiologists. However, there are many variabilities in chest radiographs, 
and there are many cases where some “borderline” feature is judged to be atypical 
– but not abnormal. The limited ability of novices to perceive subtle (but 
important) differences between features in chest radiographs makes it difficult for 
them to distinguish between atypical features that are abnormal, and those that are 
not. As a result they generate many more “false positives” than expert radiologists 
[22]. The necessary ability to perceive these subtle differences is acquired by an 
implicit process known as perceptual learning [3, 5-8, 18-20]. In the case of 
thoracic radiology, the necessary perceptual training is acquired by viewing 
hundreds (or thousands) of chest radiographs in a clinical setting, over a period of 
years. As this perceptual training proceeds, false positives drop.   
In summary, being able to perceive the differences between atypical features 
that are abnormal, and those that are not (i.e. borderline cases) is key to the 
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correct interpretation of chest radiographs. Current training methods rely upon an 
expert trainer to point out important features to the novice in training. Abnormal 
features are virtually always pointed out. However, atypical (but normal) features 
might not always be pointed out. To ensure efficient perceptual training, it would 
be useful to (1) develop a method for detecting atypical features in chest 
radiographs, and (2) use this method during training, to focus the attention of both 
the new radiologists and the expert trainer on these atypical features.  
B. Radiologists Sometimes Miss an Abnormality while Reading Chest 
Radiographs 
Radiologists sometimes miss subtle abnormalities while reading medical 
images – usually due to a lack of sufficiently thorough visual analysis of some 
important region during the search [22]. With multiple organs and bones, chest 
radiographs are particularly complex, and this complexity sometimes obscures 
abnormal features [23-27, 32]. This has motivated some researchers to use image 
analysis and machine learning methods to assist radiologists. Such tools are 
known in the literature as Computer-Aided Diagnosis (CAD) tools [120]. If 
reliable tools could be developed, they might be especially helpful in high fatigue 
and high stress environments, as well as in satisfaction-of-search scenarios, which 
are both known to be significant sources of errors in medical image analysis [21, 
28-31]. 
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C. The Current Computer-Aided Diagnosis Systems for Chest Radiographs 
are not Adequate to Assist Radiologists 
CAD in chest radiography started to be actively researched in the 1970s [121]. 
The researchers at that time predicted a good future for CAD systems in chest 
radiographs, and believed that computers would be able to automatically perform 
the diagnosis. Yet almost 4 decades later, computer diagnosis is still not adequate 
to perform reliable diagnosis [122]. 
Doi [32] differentiates between two definitions of Computer-Aided Diagnosis 
(CAD) systems. The first definition assumes that computers would replace 
radiologists in diagnosing abnormalities. The second definition assumes that 
computer output would be used by radiologists, but would not replace them. 
After 30 years of experience in CAD research, Engle [123] concluded that “we 
should stop trying to make computers act like diagnosticians”. Doi [32] concluded 
that more work needs to be done to develop a successful CAD system in 
radiology (especially in chest radiology) and emphasized that CAD systems 
should be designed for radiologists to use the computer output as a second 
opinion – but leave the final decision to the radiologist. This means that if a 
radiologist is confident about the diagnosis, he/she might ignore the CAD output. 
On the other hand, if the radiologist is not entirely confident about a tentative 
diagnosis, he/she could use the CAD output to validate that tentative diagnosis. 
In 2009, Ginneken et al. [122] observed that not enough CAD research had 
been done in chest radiology. They suggested that radiologists should indicate 
exactly what problems they would like to see addressed by CAD systems, and 
  103 
computer science researchers should put more effort into communicating with 
radiologists. 
In summary, the early optimistic predictions of CAD system performance have 
not yet been attained. In general, radiologists have not found current CAD 
systems for chest radiographs to be useful, and they do not use them.  
D. Computer-Aided Detection – A Less Ambitious Alternative 
In view of the fact that CAD systems have not been successful in being able to 
diagnose, some researchers have recently decided to pursue the less ambitious 
goal of Computer-Aided Detection. Computer Aided Detection (CADe) research 
seeks to employ feature extraction, pattern recognition, and machine learning 
algorithms to detect known classes of abnormalities in medical images. This 
approach is based on the assumption that each class of abnormality is 
characterized by some set of features that can be extracted and used as the criteria 
for detection. This approach has been used (with mixed success) for detecting 
abnormal higher density structures in relatively homogeneous images, such as 
micro calcification clusters in mammograms [124-127]. However, in complex, 
heterogeneous images (such as chest radiographs) there can be myriads of 
different types of abnormalities, and each abnormality is unique in some respects. 
With this high level of variability, the approach of training a CADe tool to 
recognize abnormalities with a set of labeled examples is not viable.  
E. An Alternative to CAD and CADe: Learning what is Normal 
So how do radiologists do it? In [35] Kundel and Follette suggest that a 
radiologist should develop a sense of what is “normal”. If a radiologist has highly 
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refined expectations for what a normal chest radiograph looks like, any 
abnormality will quickly attract his/her attention. But how does one develop a 
sense for what is normal? This is not easy to achieve. There is no prototypical 
example of a normal chest radiograph. Normal images can vary substantially in 
many different respects. For example, a given structure might be normal for a 
given age or medical history, but abnormal for another.   
It is possible to “teach” a new radiologist to recognize normal chest 
radiographs. In order to develop a good sense of normal, a new radiologist might 
need to read hundreds of normal chest radiographs of patients with widely varying 
ages. This learning is an active process. It is not enough to simply look at the 
images. A radiologist must study the details of chest radiographs, looking for 
subtle clues (such as density variations) and then (using anatomical and 
physiological knowledge) try to decide which are normal, and which are not. 
Feedback from an experienced radiologist about the accuracy of that decision has 
been found to be vital to the learning process, but the novice radiologist must 
learn through his/her own visual experience.  
F. The Proposed Approach 
Kundel and Follette suggest that radiologists develop a sense of what is 
“normal”. However, it is more likely that new radiologists first develop a sense of 
what is “typical”, and then use that as a basis for learning what is “abnormal”. 
Accordingly, the goal of this research is to model the first stage by developing an 
algorithm that is able to assign scalar values to the various anatomical regions 
within chest radiographs, to indicate how typical each of those regions is. In doing 
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so, the goal is not to indicate which regions are normal and which regions are 
abnormal. (That is the job of the radiologist.) The goal is to indicate which 
regions are typical or atypical, based on statistics that the algorithm learns from a 
large set of normal chest radiographs. 
G. How Humans Categorize Things 
The overall goal here is to categorize image regions into two main categories: 
typical and atypical. In developing an algorithm for doing this, it is useful to study 
how humans categorize things. This section provides an introduction to how 
humans categorize things, as drawn from the psychology literature. Specifically it 
discusses three theories of how humans categorize: the classical method, the 
prototype method, and the exemplar method. The last two methods (i.e. the 
prototype and exemplar methods) are both widely used today for explaining real-
world categorization behavior by humans, and both are used later in this chapter 
to achieve the goals of the proposed categorization algorithm.    
1) The Classical View of Categorization 
In [128], Smith and Medin explained the classical view using the Square 
category example. A Square can be represented with the following properties: (a) 
it is a closed figure, (b) it has 4 sides, (c) it has 4 angles, (d) the 4 sides are equal 
in length, and (e) each of the 4 angles is equal to 90 degrees. Now the question is: 
“Is this single description (with the five properties a-e) unique, and the same for 
all square objects?” (The answer is “yes”). This is an example of the classical 
view of categories, where there is a single and unique description that provides all 
of the necessary and sufficient conditions for membership in the category.  
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(Note: Since categories are typically defined by multiple properties, instead of 
just a single common property, the logical operators (AND, OR, IF) are often 
used to form compound rules to define categories.) 
The classical view was the very first model proposed for how human categorize 
things. It is based on using a definition to determine the members of the category. 
This definition includes everything included in the category, and excludes 
everything not included in that category. So this view is also called the 
definitional approach to categories [128]. 
There are two important characteristics for the definition in this approach; (a) 
necessity: where the member must satisfy all conditions of the definition, and (b) 
sufficiency: where anything that satisfies all of the conditions of the definition 
must be a member. Hull [129] supported this view of category learning and it was 
popular and common until Smoke [130] criticized it because very few categories 
in reality can be learned using the strict definitional approach. For example, to 
define the word “chair” we must have a single common element that all chairs 
share, and that can be used for the definition.  
Murphy [36] summarizes the main claims of the classical view of categories as 
follows:  
(1) Categories are represented as definitions that have the properties of 
necessity and sufficiency. 
(2) Every object is either in the category (i.e. a member) or out of the category 
(i.e. a nonmember). There are no in-between cases. 
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(3) There is no distinction between the members of the category (i.e. all 
objects that satisfy the definition are equally good members, and all that 
do not satisfy are equally bad members). 
2) The Prototype View of Categorization 
Murphy [36] discussed the problems with the classical view of categorization. 
The classical view dictates that all of the members of a category are equally good, 
whereas in real life there are some good examples (called typical members) and 
some not-so-good examples (called atypical members). In these cases, when an 
object needs to be assigned to a category the typicality will affect the assignment 
process.  
In [37], Labov explained the prototype view of categories using the Cup 
category example. The properties that describe any Cup object could be: (a) 
concrete object, (b) concave, (c) can hold liquid, (d) has a handle, and (e) can be 
used to drink hot drinks. The question again: “Is this single description (with the 
five properties a-e) unique and the same for all cup objects?” (The answer is 
“no”). Properties (a-c) could be common to all cups but they also could be 
common to other categories (such as bowls). Properties (d-e) are not necessary for 
a cup, in the sense that many cups have no handle, and many others are not 
suitable for hot drinks.  
The prototype is the best example or the most typical member of the category. 
The goodness (or the typicality) of any other member is the similarity between 
that member and the prototype of the category. Murphy [36] summarizes this by 
saying: “items can be extremely typical (close to the prototype), moderately 
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typical (fairly close), atypical (not close), and finally borderline category 
members (things that are about equal distance from two different prototypes)”. 
But what makes humans consider an item to be typical or atypical? According 
to Murphy [36] the quick answer to this is the simple frequency. However, some 
items are very frequent but are still considered to be atypical. For example, 
chickens are frequently encountered, but they are considered atypical items of the 
bird category. Rosch and Mervis [131] defined the typical item as the one that has 
a high family resemblance with the members of the category, such that its 
properties (or features) are very common and frequent within the category. So a 
chicken is not recognized as typical member, because it does not fly. 
The main problem with the prototype view is that there are many categories that 
cannot be represented by a single prototype, in the sense that any single prototype 
cannot take into account the variability within the category.  
3) The Exemplar View of Categorization 
In [38], Tversky and Kahneman explained the exemplar view of categorization 
using the example of the Psychiatric Patients with Suicidal Tendencies category. 
In this example it is not easy to identify common properties for all psychiatric 
patients with suicidal tendencies. Hence the classical view is not very useful for 
defining this category. Moreover, the prototype view fails to describe the 
knowledge the doctor uses to determine whether the patient has suicidal 
tendencies or not. Instead, the doctor might compare how similar the patient is to 
several other patients who have suicidal tendencies, in order to make the decision 
about the patient. 
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In the exemplar view, the category is defined by all of the examples that the 
person has in his memory. So, to categorize an item, a person will recall all of the 
examples of that category stored in his/her memory, and will estimate the 
similarity between the item and each example. For instance, a dog might be 
similar to some previously seen dog, even though it is quite different from other 
remembered dogs. The first time you see a dog you will learn something about the 
dog category, and you will use that individual exemplar to categorize things as 
dogs. The more dogs you see, the more exemplars you will have in your memory.  
4) Degrees of Membership 
The classical view of human categorization suggests that every object is either 
in the category (i.e. a member) or out of the category (i.e. a nonmember). There 
are no in-between cases. However, humans might decide that an object is a 
member to a limited degree of a category. To take this into account, degrees of 
membership should be defined for every object. 
Fuzzy logic (originally identified by Lotfi A. Zadeh [132]) is a way to account 
for the degrees of membership. Sowell [133] suggests that human categories are 
not two-valued, in-out. Rather it is based on Fuzzy logic and Fuzzy sets. A Fuzzy 
set is defined as a category with members that belong to it in degrees. 
a) Degrees of Membership in the Prototype View 
The prototype view of human categories could define the degree of membership 
to a category for each object as the distance between the object and the prototype. 
Smith and Medin [128] describes a dimensional approach to do so. The 
dimensional approach of the prototype view assumes that (1) the category can be 
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represented by a summary description (i.e. the prototype) based on its properties, 
(2) each property can be representing by a dimension, and the dimensions span a 
multidimensional metric space, where the prototype is represented by a point in 
that space with coordinate values that are the average values of all the members, 
and (3) candidate member objects can be represented as points in this same multi-
dimensional metric space. The degree of membership in a category for any object 
is then based on the metric distance between the point that represents that object, 
and the point that represents the prototype of the category. 
b) Degrees of Membership in the Exemplar View 
The exemplar view of human categorization defines the degree of membership 
in a category in a manner similar to the prototype view, except that the distance is 
between the object and the closest exemplar. 
H. Summary 
Researchers have attempted to come up with a way to assist radiologists using 
Computer-Aided Diagnosis systems. However, radiologists have not found these 
systems useful, and they do not use them.  
Computer Aided Detection (CADe) seeks to employ feature extraction, pattern 
recognition, and machine learning algorithms to aid radiologists in detecting 
abnormalities in medical images. However, with the high level of variability in 
chest radiographs, the approach of training a CADe tool to recognize 
abnormalities with sets of labeled examples is not viable. 
This research seeks to attain a more modest goal – that of evaluating the degree 
of atypicality of the regions in chest radiographs. Psychologists suggest that there 
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are three models for human categorization. While the classical view is simple, it 
does not have general application, and is not widely used. The prototype and 
exemplar views are more commonly used. This leads to the fourth research 
question:  
Research question 4: How could we develop a computational method that 
estimates the level of typicality for the various anatomical regions within chest 
radiographs, using prototype and exemplar theories of human categorization? 
II. CONCEPTUAL FRAMEWORK 
A. The Importance of Learning to Judge Normality in Chest Radiographs 
1) Abnormalities are Heterogeneous  
There are many different types of abnormalities that occur in chest radiographs. 
They occur in many different locations in the chest, and they may have very 
different appearances. Because of their heterogeneous nature, extracting abnormal 
features from radiographs to compile a training data set does not ensure that a 
learning machine will be able to reliably recognize all of the abnormalities that it 
encounters in the future. 
2) Radiologists Learn what is Normal 
In support of emergency rooms, the most common type of medical image that a 
radiologist is asked to read is a chest radiograph. Most of the time, that radiograph 
is negative (i.e. it is normal). Expert thoracic radiologists who have worked for 
many years in clinical environments have read hundreds (or even thousands) of 
normal chest radiographs. As a result of this extensive exposure, these 
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radiologists develop an intuitive sense of what content is typical, what content is 
somewhat atypical (but normal), and what content is very atypical (and probably 
abnormal). This allows them to quickly focus their attention of the more atypical 
regions of the radiograph. 
B. The Need for an Anatomical Coordinate System for Chest Radiographs 
The content of chest radiographs is largely textural. However, classifying the 
content of chest radiographs as normal or not requires more than just learning to 
recognize normal and abnormal textural patterns. A typical textural pattern in a 
particular anatomical region of a chest radiograph might not be seen as typical if it 
appeared in a different anatomical region. Thus, an algorithm for determining the 
typicality of local textural content in a chest radiograph must be able to specify 
the anatomical location from which that textural content is to be extracted.   
This presents a challenge. The exact spatial relationships between anatomical 
components seen in chest radiographs vary considerably across a human 
population. In addition, the exact (x,y) pixel coordinates of a specified anatomical 
location will vary from one radiograph to the next. For example, one patient 
might be larger than another, one radiograph might include more of the neck of 
the patient than another, and some radiographs might be well centered, while 
others are not.  
C. Generating a Standardized Anatomical Map 
Radiologists are well aware of this. When they start to read chest radiographs 
they first “orient” themselves, based on anatomical landmarks within the 
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radiograph – thus establishing in their minds an implicit anatomical reference 
frame.   
In order to develop a generalized method for estimating the atypicality of the 
textural content in chest radiographs, it is first necessary to develop an analogous 
method for establishing a custom anatomical reference frame for each chest 
radiograph, based on the locations of anatomical landmarks within that 
radiograph.   
There are many different types of anatomical landmarks that could be used, 
including both soft tissue and bones (such as the ribs and vertebrae). While the 
bones in chest radiographs are not the most important features for diagnosis of 
abnormalities in soft tissues, they do provide a consistent frame of reference for 
judging the size and the location of soft tissue abnormalities, as well as the size, 
shape, and age of the patient. Ribs and vertebrae also provide unambiguous 
landmarks, for the establishment of an anatomical reference frame. 
Thus, the first step in evaluating typicality is to use a large number of normal 
PA (posterioranterior) chest radiographs to develop an algorithm that will allow a 
feature extractor to sample any specified anatomical region.  
These landmarks will have different (x,y) pixel coordinates in each radiograph, 
depending on many factors. However, non-linear warping can be used to map the 
(x,y) coordinates of each landmark to a specified (x,y) location in a standardized 
anatomical map. If a set of chest radiographs are all mapped to the same 
standardized map, local textural features can then be extracted from the same 
anatomical location by simply specifying the (x,y) coordinates in the standardized 
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map. Of course, the target (x,y) coordinates of the landmark locations in the 
standardized map should be chosen to preserve the spatial relationships between 
the landmarks in the original chest radiographs, as much as possible.  
D. Mapping Images to the Standardized Anatomical Map 
To map a chest radiograph to the standardized anatomical map, a non-linear 
transformation is found that maps all of the landmark (x,y) pixel coordinates in 
each chest radiograph to corresponding target landmark (x,y) pixel coordinates in 
the standardized anatomical map.  
Given the one-to-one mapping of the landmark locations in the two images, all 
of the grayscale pixel values in the standardized version of each radiograph can be 
computed from the grayscale pixel values in the radiograph. This can be done by 
using the non-linear transformation to map the (x,y) location of any given pixel of 
the standardized radiograph back into the original radiograph. Because the 
mapped (x,y) location of that pixel in the original radiograph will typically fall 
between four pixels in that radiograph, the grayscale value of the pixel in the 
standardized radiograph can be computed as a weighted average of those four 
grayscale pixel values in the original radiograph. 
E. Selecting Feature Extractors, and Computing Feature Vectors 
The study in Chapter 4 shows that Gabor Filter feature extractors are able to 
extract the content that is important to radiologists, as they read chest radiographs. 
In addition, Gabor Filters are able to extract edge orientation, edge sharpness, and 
textural patterns, which were cited by Ameet Patel (a Radiologist at Mayo Clinic 
Hospital in Phoenix, Arizona) as some of the more important types of visual 
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content when reading chest radiographs. Hence, this study uses Gabor Filters as 
feature extractors.  
The Gabor Filter is basically a Gaussian (with a variance S along the x and y 
directions) that modulates a sinusoid, as described by the following Equation: 
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where,                                                            
    x' = x*cos(theta)+y*sin(theta) 
    y' = y*cos(theta)-x*sin(theta) 
    f: The frequency of the sinusoidal function in cycles per pixel 
    theta: The orientation of Gabor filter in radians 
    S: Size of the Gaussian 
    G: The output filter 
After computing the Gabor Filter (G), the input image (I) is convolved with G 
to compute the output filtered image. 
What size of Gabor Filter should be used? To extract the fine details from a 
radiograph, small Gabor Filter are needed (such as 3x3). On the other hand, to 
extract relatively large features, a larger Gabor Filter is needed (such as 19x19). 
To extract features of various sizes, a range of different kernel sizes of Gabor 
Filters is used.  
However, if Gabor Filter 2 contains 4 times as many elements in its 2D array as 
Gabor Filter 1, the coefficients produced by Gabor Filter 2 will be (on average) 4 
times as large as those produced by Gabor Filter 1. To equally weight the 
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importance of these different size features, each Gabor Filter coefficient is 
normalized, by dividing it by the number of elements in the kernel of that filter. 
For example, for a 3x3 kernel size, the normalization factor is 9. 
What size Gaussian should be used for each kernel size? When we multiply a 
Gaussian "window" by a sinusoidal signal, we will get a sinusoidal segment that 
fades out to zero (along with the Gaussian). However a Gaussian never really 
goes all the way down to zero. To represent a Gabor filter with a finite number of 
filter elements, it is necessary to decide when a Gaussian is close enough to zero 
to be considered zero. There is no "correct" answer to this. This study used a 
value of two standard deviations, which accounts for about 95% of the area under 
the Gaussian. For a 3x3 kernel size, this gives a Gaussian whose standard 
deviation is 1.5/2 = 0.75. 
What frequency of sine wave should be used for each kernel size? To extract 
the local textural content, the Gabor Filter should extract the local contrast from 
the image region to which it is applied, while ignoring the local luminance. (The 
local luminance is the average of all the grayscale pixel values within that region.) 
To avoid extracting the local luminance, a frequency is chosen for each size 
Gabor Filter that can be represented by an average value (across all of the Gabor 
Filter kernel elements) of zero. For a Gabor Filter kernel of size gs x gs, the 
frequency values of 1/(gs/2), 2/(gs/2), 3/(gs/2)... all give an average of zero. For 
example, for 3x3 kernel size, frequency values of 1/1.5, 2/1.5, 3/1.5 will give an 
average of zero.  
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It is important that the set of Gabor Filters that is used extracts the important 
content from chest radiographs. However, this is a subjective judgment. To 
answer this question, this study (1) reconstructed chest radiographs from the 
coefficients extracted by the proposed set of Gabor Filters, (3) presented those 
reconstructed radiographs to a Mayo Radiologist, and (4) asked whether he felt 
that he could interpret the reconstructed radiogrtaphs as well as the original 
radiograph.  
When extracting Gabor coefficients from chest radiographs, a high contrast 
radiograph will produce larger Gabor coefficients than a low contrast radiograph. 
This can be compensated for by applying histogram equalization to each 
radiograph before extracting the Gabor features from it, to standardize the range 
of its grayscale pixel values to 0 – 255. 
F. Using Prototype (Inductive) and Exemplar (Transductive) Methods to 
Generate Atypicality Maps 
1) Atypicality Map 
Once Gabor feature vectors have been extracted at each (x,y) anatomical pixel 
coordinate of each chest radiograph in a set of standardized chest radiographs, a 
method must be developed to (1) learn what is “typical” for the feature vector at 
each (x,y) anatomical pixel coordinate, and (2) to use what is learned to compute 
the degree of atypicality of the feature vector extracted from each (x,y) 
anatomical pixel coordinate in chest radiographs.   
Using the atypicality values for all the (x,y) pixel coordinates in a standardized 
chest radiograph, a grayscale atypicality map (or importance map) can be 
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generated for that chest radiograph. This grayscale map shows the relative 
importance (or atypicality) of regions within that radiograph.  
2) Psychology-Inspired Atypicality Detection 
The work presented here contrasts and compares the performance of the 
psychology-inspired prototype and exemplar theories of human category learning 
by evaluating the usefulness of the atypicality maps that each produce.  
The prototype theory estimates the atypicality score of a feature vector by how 
far that instance is from a prototype vector. Alternatively, the exemplar method 
estimates the atypicality score of a feature vector using a set of remembered 
feature vectors, called exemplars, and the atypicality score is assigned to each 
instance based on its proximity to the nearest exemplar. 
3) Psychology-Inspired Prediction 
The psychology-inspired prototype and exemplar approaches to category 
learning are roughly analogous to the inductive approach [39], and the 
transductive approach [39] in the machine learning literature. The inductive 
approach refers to machine learning methods that use a set of training instances to 
learn a model, and then use that learned model to classify test instances. The 
transductive approach refers to machine learning methods that classify test 
instances by comparing each test instance to all of the training instances (i.e. no 
model is learned.) 
4) The Inductive/Prototype Method used in this Study 
The inductive/prototype method for classification can be used to evaluate 
atypicality by computing an average of all the Gabor feature vectors extracted at a 
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specified (x,y) anatomical pixel coordinate from a training set of normal chest 
radiographs. The atypicality score of a feature vector extracted from that same 
(x,y) anatomical pixel location in a test radiograph is then computed as its 
distance from the average feature vector for that anatomical pixel location. Of 
particular importance will be those feature vectors whose distances exceed 2 
standard deviations of the distances seen within the training set. 
5) The Transductive/Exemplar Method used in this Study 
The transductive/exemplar method for classification can be used to evaluate 
atypicality by using the Gabor feature vectors extracted at a specified (x,y) 
anatomical pixel coordinate from a training set of normal chest radiographs, as 
exemplars. The atypicality score of a feature vector extracted from that same (x,y) 
anatomical pixel location in a test radiograph is then computed as the distance 
from that feature vector to the closest exemplar feature vector for that pixel 
location. 
6) Scaling the Dynamic Range of the Atypicality Map 
To display the atypicality map as a grayscale image, a scaling factor is needed 
to map the real number grayscale pixel values in the 2D atypicality map to a range 
that does not exceed 0 to 255. The white spots (255) in this grayscale atypicality 
map represent the highest level of atypicality (or importance). However, the 
content of some chest radiographs is very typical, while some of the content of 
others might be highly atypical. If the scaling factor for each importance map is 
based on the dynamic range of that map only, all of the maps with have white 
pixels in them, even if they contain no highly atypical content. To allow for 
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comparison of importance maps, a single scaling factor is used across all 
atypicality maps. To ensure that none of the importance maps contain grayscale 
pixel values above 255, this scaling factor is the smallest scaling factor used 
across a set test radiographs (which might contain both normal and abnormal 
radiographs).  
III. METHODOLOGY 
A. Overview 
This section describes in detail the methodology that was used to generate and 
validate atypicality maps for chest radiographs, which take into account where 
each feature is located in the chest radiograph, as well as the textural and contour 
properties of that feature.  
B. Step 1: Acquire a Set of Normal Chest Radiographs 
A set of 511 normal chest radiographs was acquired from Mayo Clinic Hospital 
in Phoenix, Arizona. All of these radiographs had previously been labeled as 
normal by Mayo radiologists. While all were judged to be normal, these 
radiographs vary considerably, in terms of how typical they are.   
C. Step 2: Mark Anatomical Landmarks in each Chest Radiograph 
Software was developed to facilitate the manual placement of 26 landmarks on 
each of these 511 chest radiographs. This software allowed the user to (1) position 
a cursor over a chosen anatomical landmark in the radiograph, (2) click the mouse 
to record the (x,y) pixel coordinates of that landmark, and (3) superimpose a 
numbered marker at that point on the radiograph (See Fig. 36). 
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Fig. 36. Landmarks 1 and 2 are marked, and landmark 3 is ready to be marked 
This software was used to mark 26 landmarks on each of the 511 chest 
radiographs (An example is shown in Fig. 37). The first 21 landmarks were 
chosen to label the top-most 7 ribs. Three landmarks were marked for each left 
and right rib; one on the intersection of the top contour of the rib with the border 
of the right lung, one on the intersection of the top contour of the rib with the 
border of the left lung, and one in the center of the corresponding vertebral 
segment. Landmarks 22 and 23 mark the intersection between bottoms and 
borders of lungs [134-135]. Landmarks 24, 25, and 26 mark three more vertebral 
segments below landmark 20.  
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Fig. 37. Training set chest radiograph 5 of 511, with 26 landmarks 
D. Step 3: Generate an Average Pair-Wise Distance Matrix 
Based on the (x,y) pixel coordinates of the 26 anatomical landmarks in each 
chest radiograph i = 1 to 511, a 26x26 pair-wise distance matrix Di was computed 
(D1, D2, ... D511) The resulting 511 distance matrices were each normalized to 
compensate for variations in body size, so that their average distance values were 
the same. The 511 matrices were then averaged, to produce an average pair-wise 
distance matrix. 
The normalization factor for each distance matrix was computed as follows. For 
each radiograph i = 1 to 511, the average of all the distances in its distance matrix 
was computed Ai=AVG(Di). The result was 511 average values A1 A2 ... A511 The 
maximum of those 511 values was then computed M=MAX(A1, A2 ... A511) Then 
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the normalization factor (Ni) for each distance matrix D1, D2, ... D511 is computed 
as Ni = M/Ai. These normalization factors were then used to compute normalized 
distance matrices as follows: DNi = DiNi. The average distance matrix is then 
computed as the average of the 511 normalized distance matrices DA = (DN1 + 
DN2 +...+ DN511)/511 
Note: The distance matrices were normalized to match the largest of the 511 
average distances so that the resulting 2D prototype anatomical map (to be 
generated in Step #4) would have a size equal to the largest of the 511 original 
chest radiographs. This allows generation of a standardized radiograph (in step 
#5) for each of the 511 chest radiographs, without reducing the number of pixels 
(i.e. the texture information) in any of those standardized radiographs. 
E. Step 4: Use the Average Pair-Wise Distance Matrix to Generate a 2D 
Prototype Anatomical Map 
This average distance matrix DA was used to construct a configuration of points 
in an N-dimensional space, where N < 511. Dimensional reduction was then 
performed on this multidimensional configuration of points to produce a 2D 
(planar) configuration of points – each of which represents one anatomical 
landmark. This was done using metric Multidimensional Scaling (MDS) which 
returns a 2D configuration of points and a stress value. The stress value is a 
measure of how accurately the configuration of points defined by the average 
distance matrix can be represented in only 2 dimensions. If the distance matrix 
represents a configuration of points that is non-planar, there will be some 
distortion of its pair-wise distances when the dimensional reduction is done. A 
  124 
stress value less than 0.1 is regarded as a good representation. With the 511 chest 
radiographs used in this study, the stress value was only 0.0018, indicating that 
very little distance distortion occurred. 
A Cartesian pixel coordinate system was then embedded in a plane, to provide a 
reference that allows the assignments of: (1) an (x,y) anatomical coordinate pair 
for each of the 26 landmarks, and (2) an (x,y) anatomical pixel coordinate pair for 
any arbitrarily chosen point in the plane. The origin of this coordinate system was 
defined to be at the centroid of the 26 landmark points, and the Y axis of this 
coordinate system was defined to pass through anatomical landmark #2. The unit 
scales of the X and Y coordinates are defined by the pair-wise distances in the 
average distance matrix (DA) which are expressed in pixels. This plane (with its 
embedded Cartesian coordinate system) is called the prototype anatomical map. 
F. Step 5: Find Nonlinear Transformations to Map each Chest Radiograph 
into the Prototype Anatomical Map 
To compensate for the fact that some chest radiographs have higher contrast 
ratios than others, histogram equalization was applied to every chest radiograph, 
to standardize the range of pixel values to 0 – 255. A custom non-linear 
transformation was then found to map the (x,y) pixel coordinates of all of the 
landmarks in each chest radiograph into the (x,y) pixel coordinates of the 
corresponding landmarks in the prototype anatomical map. This produces 511 
non-linear transformations (one for each chest radiograph). Each of these 
transformations (and their corresponding inverse transformations) associates an 
anatomical (x,y) pixel coordinate with each (x,y) pixel coordinate in its own chest 
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radiograph (and vice versa). These transformations were computed using the thin-
plate spline algorithm [136].  
G. Step 6: Choose a Set of Feature Extractors 
A total of 40 different Gabor Filters were used to extract textural content from 
chest radiographs. There were 5 different sizes of Gabor Filters (3x3, 7x7, 11x11, 
15x15, and 19x19). For each size Gabor Filter, two frequency f values were 
chosen, such that average value of all the filter elements in each of the resulting 
Gabor Filters were zero. Four theta values were chosen; one for horizontal (zero), 
one for vertical (pi/2), one for up diagonal (pi/4), and one for down diagonal 
(3pi/4). This was done by using the following parameter values: 
1) To generate eight 3-by-3 Gabor Filters: 
     gs = 3; % 3x3 filter 
     S = gs/4 = 0.75; 
     f = [1/1.5,3/1.5]; 
     theta = [0,pi/2,pi/4,3*pi/4]; 
2) To generate eight 7-by-7 Gabor Filters: 
     gs = 7; % 7x7 filter 
     S = gs/4 = 1.75; 
     f = [1/3.5,3/3.5]; 
     theta = [0,pi/2,pi/4,3*pi/4]; 
3) To generate eight 11-by-11 Gabor Filters: 
     gs = 11; % 11x11 filter 
     S = gs/4 = 2.75; 
     f = [1/5.5,3/5.5]; 
     theta = [0,pi/2,pi/4,3*pi/4]; 
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4) To generate eight 15-by-15  Gabor Filters: 
     gs = 15; % 15x15 filter 
     S = gs/4 = 3.75; 
     f = [1/7.5,3/7.5]; 
     theta = [0,pi/2,pi/4,3*pi/4]; 
5) To generate eight 19-by-19 Gabor Filters: 
     gs = 19; % 19x19 filter 
     S = gs/4 = 4.75; 
     f = [1/9.5,3/9.5]; 
     theta = [0,pi/2,pi/4,3*pi/4]; 
Note: To allow the reader to visualize these 40 Gabor Filters, a 256 x 256 
grayscale image has been generated for each Gabor Filter, and is included in 
Appendix B. 
To validate the adequacy of these 5 sets of Gabor filters, the entire set of 40 
filters was used to extract Gabor coefficients from 20 chest radiographs. Then, 
those features (along with the Gabor Filters) were used to reconstruct those 20 
chest radiographs. Table VI shows the algorithm pseudo code that was used to 
compute each reconstructed radiograph. The adequacy of these reconstructed 
radiographs was then subjectively evaluated by a Mayo Clinic radiologist. 
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TABLE VI 
THE PSEUDO CODE USED TO COMPUTE GABOR-DERIVED RADIOGRAPHS 
RR(: , :) = 0 
for x = 1 to w 
 for y = 1 to h 
for i = 1 to 40 
   RRn(x , y) = RRn(x , y) + FVi(x , y) * Gi / (gs * gs) 
  end 
end 
end 
 
where, 
RR = the reconstructed radiograph of width w and height h, 
RR(x , y) = the pixel at location (x , y) in RR, 
RR(: , :) = all pixels in RR, 
Gi = Gabor Filter number i of size gs by gs, 
RRn(x , y) = the gs by gs neighborhood around the pixel (x , y) in RR, 
FVi(x , y) = the feature value at pixel (x , y) extracted from the original 
radiograph using Gabor Filter Gi 
 
H. Step 7: Compute a Feature Vector for each (x,y) Pixel Location in each 
Standardized Chest Radiograph 
The 5 sets of Gabor Filters (each containing 8 filters, for a total of 40 Gabor 
Filters) were then convolved with each of the 511 standardized chest radiographs. 
This created a 40-element feature vector for each pixel in each standardized 
radiograph.  
I. Step 8a: Generate Atypicality Maps using the Inductive/Prototype Method 
After extracting a Gabor Filter feature vector at each (x,y) pixel coordinate of 
the 511 standardized chest radiographs, an average and a standard deviation of 
these 511 feature vectors were computed. These average and standard deviation 
vectors (called the prototype feature vector and the standard deviation feature 
  128 
vector respectively) are associated with that pixel location in the prototype 
anatomical map.  
The 20 chest radiographs from Experiment 1 (described in Chapter 2) were then 
used as test radiographs. Some of those test radiographs are normal, while others 
are abnormal. In Experiment 1, radiologists marked the abnormal regions as well 
as the regions that “caught their eye” (i.e. regions that are rather atypical) with 
rectangular boxes. Atypicality maps were generated for those 20 test radiographs, 
and then overlaid with the abnormal/atypical boxes drawn by the two expert 
thoracic radiologists. This is done as follows: For each of the 20 test radiographs 
(1) A standardized version of the test radiograph was generated. (2) A 40-element 
Gabor Filter feature vector was extracted at each (x,y) pixel coordinate in the 
standardized test radiograph. (3) The feature vector error (i.e. the difference 
between the 40-element feature vector extracted from the test radiograph and the 
40-element prototype feature vector) was computed for each pixel in the 
standardized test radiograph. (4) An atypicality map for that standardized test 
radiograph was computed. (This computation is described in detail later in this 
section.) (5) The resulting grayscale atypicality map was then mapped back into 
the pixel coordinate system of its original chest radiograph, based on the 
corresponding landmarks in the two images. Fig. 38 shows a block diagram for 
the above mentioned 5 steps involved with the generation of the atypicality map. 
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Fig. 38. Atypicality map generation: A block diagram 
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The computation of the atypicality map for the standardized test radiograph 
(involved in block #4 of the diagram of Fig. 38) is done as follows. The 40-
element feature vector error of each pixel is compared to the 40-element standard 
deviation vector, to determine whether any of the 40 elements in the feature 
vector error is greater than two standard deviation values. This will produce a 40-
element binary vector for each pixel, with a value of 1 if the feature vector error 
element value is greater than twice the standard deviation vector element value, 
and a value of 0 otherwise. The atypicality score of the pixel is then computed as 
the summation of the elements of this binary vector.  
J. Step 8b: Generate Atypicality Maps using the Transductive/Exemplar 
Method 
In this alternative for Step 8, we use a transductive/exemplar approach to 
generate the atypicality maps for the 20 test radiographs, instead of the 
inductive/prototype approach used in step 8a. Whereas in the inductive/prototype 
approach the feature vector error for each (x,y) pixel coordinate in the test 
radiograph was computed as the distance between the feature vector extracted at 
that pixel coordinate and the corresponding prototype feature vector, in the 
transductive/exemplar approach the feature vector error for each (x,y) pixel 
coordinate in the test radiograph is computed as the shortest distance between the 
feature vector extracted at that pixel coordinate and the 511 feature vectors (i.e. 
exemplars) extracted from the same (x,y) pixel coordinates in each of the 511 
normal radiographs. As in Step 8a, the atypicality scores for all of the (x,y) pixel 
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coordinates in each of the 20 standardized test radiographs are used to compute an 
atypicality map for that test radiograph.  
K. Step 9: Scaling the Atypicality Map 
The atypicality map for each of the 20 test radiographs is scaled. The 20 scaling 
factors needed to map the dynamic range of each of the 20 atypicality maps (one 
for each test radiograph) to a range from 0 to 255 are computed, and the smallest 
of these scaling factors is used to scale all of the 20 atypicality maps. Pseudocode 
for this scaling factor computation is presented in Table VII. 
TABLE VII 
THE PSEUDO CODE USED TO COMPUTE ATYPICALITY MAPS SCALING FACTOR 
for i = 1 to 20 
 temp = AMi(: , :) – MIN(AMi) 
 SFi = 255 / MAX(temp) 
end 
SFs = MIN(SF) 
 
where, 
AMi = the atypicality map number i, 
AMi(: , :) = all elements in AMi, 
MIN(AMi) = the minimum value in AMi, 
MAX(temp) = the maximum value in temp, 
SFi = the scaling factor computed from atypicality map number i, 
SFs = the smallest scaling factor 
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IV. RESULTS 
A. Results of Steps 3 and 4: The Prototype Anatomical Map 
The result from Step 3 was a normalized, average, pair-wise distance matrix. In 
Step 4 Multidimensional Scaling (MDS) was then applied to this distance matrix 
to produce a 2D prototype anatomical map. The MDS function returned a very 
small stress value of 0.0018. The positions of the 26 anatomical landmarks in the 
prototype anatomical map are shown in Fig. 39. 
 
Fig. 39. Prototype anatomical map 
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B. Example of the Results of Step 5: Standardizing Chest Radiographs 
Fig. 40 shows the original and the standardized versions of the training set chest 
radiograph 5 of 511, with the 26 prototype landmarks. 
  
 (a) (b) 
Fig. 40. (a) The original and (b) the standardized version of training set chest 
radiograph 5 of 511 with the 26 prototype landmarks 
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C. Example of the Results of Step 6: Gabor Filter Reconstructed Radiograph 
Fig. 41(a) shows the original chest radiograph number 1. Fig. 41(b) shows the 
reconstructed version (Gabor-derived) of that radiograph, using the 40 Gabor 
Filters. Fig. 41(c) shows the difference image between the original radiograph and 
the reconstructed radiograph. The histogram of the difference image is shown in 
Fig. 41(d). 
  
 (a) (b) 
  
 (c) (d) 
Fig. 41. (a) The original radiograph #1, (b) its reconstructed radiograph, (c) the 
difference image between the original and the reconstructed radiographs, and (d) 
the histogram of the difference image  
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D. Results of Steps 8 and 9: Inductive/Prototype and Transductive/Exemplar 
Atypicality Maps 
Fig. 42 through Fig. 61 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the inductive/prototype and the 
transductive/exemplar methods, for all 20 test radiographs, along with all of the 
boxes drawn by the 2 expert Mayo thoracic radiologists to outline regions 
containing abnormal or atypical content. (The grayscale values have been 
inverted, to show the most atypical areas as dark regions.)  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 42. Atypicality maps of test set radiograph 1 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 43. Atypicality maps of test set radiograph 2 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 44. Atypicality maps of test set radiograph 3 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
  139 
 
 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 45. Atypicality maps of test set radiograph 4 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 46. Atypicality maps of test set radiograph 5 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 47. Atypicality maps of test set radiograph 6 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 48. Atypicality maps of test set radiograph 7 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 49. Atypicality maps of test set radiograph 8 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 50. Atypicality maps of test set radiograph 9 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 51. Atypicality maps of test set radiograph 10 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 52. Atypicality maps of test set radiograph 11 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (b) (c) 
   
 (d) (e) 
Fig. 53. Atypicality maps of test set radiograph 12 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 54. Atypicality maps of test set radiograph 13 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
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 (d) (e) 
Fig. 55. Atypicality maps of test set radiograph 14 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 56. Atypicality maps of test set radiograph 15 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
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 (d) (e) 
Fig. 57. Atypicality maps of test set radiograph 16 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
   
 (b) (c) 
   
 (d) (e) 
Fig. 58. Atypicality maps of test set radiograph 17 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (a) 
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 (d) (e) 
Fig. 59. Atypicality maps of test set radiograph 18 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (b) (c) 
   
 (d) (e) 
Fig. 60. Atypicality maps of test set radiograph 19 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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 (d) (e) 
Fig. 61. Atypicality maps of test set radiograph 20 of 20: (a) Original radiograph 
(b) Prototype atypicality map with boxes of expert radiologist 1 superimposed, (c) 
Prototype atypicality map with boxes of expert radiologist 2 superimposed, (d) 
Exemplar atypicality map with boxes of expert radiologist 1 superimposed, (e) 
Exemplar atypicality map with boxes of expert radiologist 2 superimposed  
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V. DISCUSSION OF RESULTS 
A. Discussion of Results of Steps 3 and 4: The Prototype Anatomical Map 
With the 511 radiographs used in this study, the MDS stress value was only 
0.0018, indicating that very little distance distortion was needed to represent the 
configuration of points in two dimensions. This means that the relative spacing 
between the landmarks in the prototype anatomical map shown in Fig. 39 was 
similar to the relative spacings between the landmarks in the 511 radiographs. 
B. Discussion of Results of Step 5: Standardizing Chest Radiographs 
To determine whether the proposed warping methodology for generating 
standardized versions of chest radiographs preserved the important content in 
those radiographs, chest radiographs 1 – 10 and their standardized versions (See 
examples in Fig. 40) were presented to a Mayo Clinic radiologist. He was asked if 
the content of the standardized versions of these radiographs was preserved well 
enough to give the same interpretation as the original radiographs. He said that he 
knew that the standardized radiographs were not actual chest radiographs because 
they were “too perfect”. However, he felt that they preserved the important 
features well enough to successfully read the radiograph. This supports the claim 
that the original anatomical configuration in these radiographs (as represented by 
the pair-wise distances between the 26 landmarks) was standardized without 
adversely affecting the radiologist’s ability to read them. 
This raised the question of how important small variations in the spatial 
relationships between anatomical features are to a radiologist reading a chest 
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radiograph. To explore this question, the following simple experiment was 
conducted.  
The magnitude of the warping needed to map the 26 landmarks of each chest 
radiograph into the 26 corresponding landmarks in the Prototype Anatomical Map 
was estimated by (1) subtracting the scaled distance matrix computed for each 
radiograph in Step 3 (element-by-element) from the distance matrix for the 
Prototype Anatomical Map, and (2) adding the absolute values all of the elements 
of the resulting difference matrix. This produced 511 scalar values that each 
represented the magnitude of the required warping for one radiograph.  
The 511 radiographs were then rank ordered based on these scalar values, from 
small to large (i.e. from those requiring the least amount of warping to those 
requiring most amount of warping). A subset of those radiographs (1, 8, 16, 24, 
32... 488, 496, 504, 511) were selected for the experiment. A Mayo Clinic 
radiologist was then asked to rankorder these selected radiographs, based on how 
much their overall anatomical configuration differed from a hypothetical 
“average” radiograph. (The radiologist commented during the experiment that this 
was a “difficult” thing to do, because he did not normally pay much attention to 
this aspect of the radiographs. (This comment suggests that this characteristic of 
the chest radiographs was not a very important conscious factor in his reading of 
the radiographs.)  
At the end of the experiment, the computed rank order and the radiologist’s 
rank order were plotted against each other, to determine their correlation. Fig. 62 
shows a scatter plot of these two sorts: (1) the calculated rank order based on 
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warping parameters, and (2) the rank order generated by the Mayo radiologist. 
The correlation coefficient between the two rank orderings is 0.3831. This low 
correlation shows that (1) the computed warping magnitude did not correlate well 
with this radiologist’s estimate of how much the overall anatomical configuration 
of each radiograph differed from a hypothetical average, and (2) relatively large 
warping does not seem to be a very good indicator about whether this radiologist 
will see a chest radiograph as unusual. 
 
Fig. 62. Scatterplot: Calculated rank ordering versus radiologist rank ordering 
C. Discussion of Results of Step 6: Gabor Filter Reconstructed Radiographs 
Fig. 41(b) shows that the radiograph reconstructed from the extracted Gabor 
Filter coefficients is subjectively very similar to the original radiograph shown in 
Fig. 41(a). The histogram shown in Fig. 41(d) for the difference image (shown in 
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Fig. 41(c)) shows that most of the pixel values of the difference image are black 
(i.e. zero), and that no pixel in the difference image has a value greater than 25.  
To explore this further, reconstructed (Gabor-derived) radiographs were 
generated for the 20 radiographs used in Experiment 1 (described in Chapter 2). A 
set of 10 original radiographs and 10 reconstructed radiographs were randomly 
selected from the 20 original radiographs and the 20 reconstructed radiographs 
respectively. The selected radiographs were presented to a Mayo Clinic 
radiologist, and he was asked to determine which of the radiographs were original 
and which were reconstructed. He was able to label them all correctly, based on 
the fine details that were missing in the reconstructed radiographs. Thus, although 
the images are subjectively similar, it is possible for an expert radiologist to 
perceive the difference. 
D. Discussion of Results of Steps 8 and 9: Inductive/Prototype and 
Transductive/Exemplar Atypicality Maps 
The atypicality maps shown in Fig. 42 through Fig. 61 provide a visual 
comparison of the relative effectiveness of the inductive/prototype and 
transductive/exemplar methods for generating atypicality maps. These Figures 
qualitatively show that atypical regions in the maps generated with the 
transductive/exemplar method are much better aligned with the abnormal/atypical 
boxes drawn by the two expert thoracic radiologists than the regions in the maps 
generated with the inductive/prototype method.  
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The performance of the transductive/exemplar method suggests that a useful 
computational method for detecting atypical regions in chest radiographs would 
be possible using this method. 
To further explore the usefulness of the transductive/exemplar atypicality maps 
to radiologists, these maps were presented to a Mayo Clinic radiologist. He was 
asked to give a usefulness rating on a scale from 0 to 10 (where 0 means not 
useful, and 10 means very useful) for each atypicality map. His average 
usefulness rating across the 20 maps was 8.9. He agreed that this type of 
atypicality map is useful for identifying atypical regions in chest radiographs, but 
that it would still require a radiologist to determine whether each of these atypical 
regions is clinically significant or not. He agreed that this type of atypicality map 
could be used to augment the training process of novice radiologists. If an expert 
radiologist did not verbalize to the novice all of the features in a chest radiograph 
that caught his/her eye, these atypicality maps might encourage the discussion of 
atypical (but normal) regions, which are also important for training. 
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Chapter 6 
OBJECTIVE EVALUATION AND COMPARISON OF ANOMALY 
DETECTION METHODS FOR ATYPICALITY DETECTION IN CHEST 
RADIOGRAPHS 
I. BACKGROUND AND LITERATURE REVIEW 
A. Anomaly Detection 
Anomalies can be defined as patterns that do not conform well to the expected 
normal behavior. They are also referred to, in the literature, as outliers or 
exceptions. Fig. 63 shows a simple example of anomalies in a 2D data set. 
Regions N1 and N2 contain most of the data points, and thus represent the normal 
behavior. On the other hand, point a1, point a2, and the points in region A3 are far 
away from these two normal regions, and thus represent anomalies. [137] 
 
Fig. 63. A simple example of anomalies [137] 
Anomaly detection refers to the process of finding anomalies in normal data 
sets. It is also referred to, in the literature, as one-class learning. The machine 
N2 
N1 X 
a2 
a1 
A3 
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learning process that is used to detect anomalies can typically be divided into a 
training phase and a testing/prediction phase. The training phase uses normal 
training instances to learn the normal behavior. The prediction phase either labels 
or scores anomalies. In the labeling method a binary label (normal or anomalous) 
is assigned to each test instance. In the scoring method a scalar anomaly score is 
assigned to each test instance indicating the probability of that instance being an 
anomaly. The scoring method allows for relative comparisons between instances, 
by sorting the instances according to their anomaly scores. 
B. Applications of Anomaly Detection 
Anomaly detection has been used in many different application domains, 
including intrusion detection [138-140], fraud detection [141-142], and industrial 
damage detection [143]. 
In intrusion detection, anomaly detection is used to maintain computer security 
by detecting malicious activity, or other forms of abuse in computer systems. 
Fraud detection refers to the detection of suspicious activities that occur in 
commercial institutions such as banks, credit card companies, and cell phone 
companies. Anomaly detection is used in fraud detection by maintaining a normal 
activity profile for each customer of the institution, and then using these profiles 
to detect deviations from normal activities. 
Industrial damage detection refers to the detection of damages that occur to 
industrial units because of the continuous usage of such units. These damages 
should be detected early to prevent further losses. Anomaly detection is used in 
this domain to provide early detection of such damages. 
  163 
This work uses anomaly detection in the radiology domain, to detect atypical 
regions in chest radiographs. This is done by (1) computing a scalar anomaly 
score (instead of a label) at each (x,y) anatomical pixel coordinate within a given 
chest radiograph, (2) using those anomaly scores to construct a grayscale 
atypicality map (or importance map) for that radiograph that shows the atypicality 
of the regions within that radiograph, (3) superimposing that atypicality map over 
the chest radiographs, to indicate “hot spots” of greater importance within the 
radiograph. When used during teaching sessions between novice and expert 
radiologists, atypicality maps draw attention to all of the atypical regions, to help 
the novice learn to distinguish between atypical (but normal) regions and 
abnormal regions. The goal is to reduce the number of false positives that are very 
common with novice radiologists.    
C. Existing Anomaly Detection Methods 
Several anomaly detection methods have been proposed in the machine learning 
literature [137, 144]. These methods can be broadly categorized into the following 
four main categories: (1) Model Based Methods, (2) Deviation Based Methods, 
(3) Statistical Based Methods, and (4) Proximity Based Methods. 
Model Based Methods employ a model to learn the normal behavior based on a 
set of normal training data instances. The learned model is then used to predict the 
anomaly score of each test data instance.  
One of the most widely used model based anomaly detection methods is the 
One-Class SVM method [42-44]. While the regular two-class SVM [118] tries to 
find an optimal hyperplane in the feature space that can separate (and maximize) 
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the margin between the two classes, One-Class SVM tries to find a tight-fitting 
hypersphere in the feature space that separates (and maximizes) the margin 
between most of the “normal” training data instances and most of the other 
instances. Anomalies are those instances that have a high probability of falling 
outside the hypersphere.  
Other model based anomaly detection methods include ISODEPTH [145] and 
FDC [146]. These methods organize the data instances into convex hull layers, 
and define the anomalies as the instances on the outer layers.    
Deviation Based Methods measure the dissimilarity within a given data set, and 
define the anomalies as the data instances that deviate most from the other 
instances, and thus increase the overall dissimilarity of the data set. 
One of the most common deviation based anomaly detection methods uses the 
variance of a set of instances as a measure of the dissimilarity between them [45, 
144]. Anomalies are then defined as those instances that (when added to the data 
set) increase the variance of the data set more than a predefined threshold. 
Anomaly scores are assigned to data instances based on the amount of increase in 
the variance.   
Statistical Based Methods apply different types of statistical distributions to a 
given data set. The basic assumption in these methods is that normal data 
instances follow a (known) statistical distribution, and occur in a high probability 
region of that distribution. The parameters of such a distribution is computed, and 
then used to compute the probability of any instance belonging to that 
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distribution. Anomalies are then defined as the data instances that deviate strongly 
(or have low a probability to be generated) from that statistical distribution. 
One of the most common statistical based anomaly detection methods is the 
Gaussian based method [46]. This method (1) assumes a Gaussian statistical 
distribution for a given data set, (2) computes the mean and standard deviation, 
and (3) labels as anomalies instances that deviate more than 3 times the standard 
deviation from the mean.  
Other statistical based anomaly detection methods include (1) multi-distribution 
based methods that use a mixture of statistical distributions to represent the 
normal data instances [147], (2) histogram based methods that use histograms 
(frequencies) to represent a profile for the normal data instances [148], and (3) 
kernel based methods that use kernel functions to estimate the probability density 
of the normal data [149].  
Proximity Based Methods examine the spatial proximity of each instance in the 
data space, and assign anomaly scores to instances based on how much their 
proximity deviates from the proximity of other instances. 
One of the most common proximity based anomaly detection methods is the k-
Nearest Neighbor (kNN) method [40-41]. This method scores a data instance 
based on the distance(s) to its nearest-neighbor data instances. The basic 
assumption behind this method is that anomalies are far from their neighbors. 
This method assigns an anomaly score to each test instance by summing of the 
distances to its k nearest neighbors. 
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Several variants were proposed to the kNN method, such as IN-DEGREE 
anomaly detection method [150], Resolution based Outlier Factor (ROF) [151], 
and Local Outlier Factor (LOF) [152]. 
D. Evaluation of Anomaly Detection using Receiver Operating 
Characteristics (ROC) 
Receiver Operating Characteristic (ROC) analysis is one of the most common 
techniques for evaluating the performance in anomaly detection methods, in 
which the ground truth for the test data instances is a binary ground truth (i.e. 
two-class problem: normal vs. abnormal) [75-76]. When a set of test instances are 
binary classified (as normal/negative or abnormal/positive) by a classifier, the 
true positives are data instances that are correctly classified as abnormal, true 
negatives are data instances that are correctly classified as normal, false positives 
are data instances that are incorrectly classified as abnormal, and false negatives 
are data instances that are incorrectly classified as normal. 
The ROC curve is a graphic representation of the reciprocal relationship 
between true positive rate (TPR), and the false positive rate (FPR). It represents a 
tradeoff between detection rate and false alarm rate. The True Positive Rate 
(TPR) is the fraction of the true positives from the actual number of positive cases 
(i.e. abnormal data instances), and False Positive Rate (FPR) is the fraction of the 
false positives from the actual number of negative cases (i.e. normal data 
instances). 
To perform ROC analysis of anomaly detection methods: (1) the knowledge of 
the binary ground truth for each test data instance is needed, and (2) a decision 
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variable (or a threshold value) is needed by the anomaly detection method to 
classify a given test data instance as normal or abnormal. The ROC analysis is 
conducted by varying the decision variable (i.e. threshold value) across a range 
wide enough to ensure that all of the test data instances will be classified as 
normal at some thresholds, and abnormal other thresholds. As the threshold value 
is swept across this entire range, the TPR and FPR are calculated, and the 
resulting TPR values are plotted against the FPR values, to produce an ROC 
curve. (See Fig. 64.) The area under this ROC curve (AUC) is then used as a 
performance measure for the anomaly detection method. The larger the area, the 
better the performance. 
 
Fig. 64. Examples of ROC curves 
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It is important to mention that the binary ground truth of the test data instances 
should contain some positive/abnormal instances. Otherwise, TPR and FPR 
cannot be computed, and hence ROC evaluation cannot be used. 
E. Summary 
Anomaly detection is the process of finding anomalous data instances that do 
not conform to the expected (normal) behavior. Several anomaly detection 
methods have been proposed in the machine learning literature. These methods 
have been applied to various application domains. This chapter applies anomaly 
detection methods to the radiology domain and objectively evaluates the 
performance of each method. This leads to the fifth research question:  
Research question 5: How can we use anomaly detection methods to generate 
atypicality maps for chest radiographs, and then use those maps to objectively 
evaluate and compare the performance of each method? 
II. CONCEPTUAL FRAMEWORK 
A. The Anomaly Detection Methods used in this Study 
Based on the categorization of anomaly detection methods (mentioned in the 
previous section) into four categories, this study chooses to compare the 
performance of the following four anomaly detection methods (one from each 
category) in generating atypicality maps for chest radiographs. 
1) One-Class SVM Method  
One-Class SVM [42-44] finds a function f that characterizes a region in the 
feature space that contains most of the non-anomalous training data instances, 
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returning a (+1) in that region, and (–1) (i.e. “anomalous”) elsewhere. This is 
done by computing a hyperspheric decision boundary around the non-anomalous 
training data instances, such that the volume of the hypersphere is minimized, 
while keeping most of the non-anomalous training data instances inside.  
The radius R and the center c of the hypersphere are determined with the 
training instances that are located near the hypersphere boundary (i.e. the support 
vectors). (See Fig. 65.) To classify a test data instance, its distance to the 
hypersphere center (c) is computed. If that distance is greater than the 
hypersphere radius, the instance is classified as “anomalous”. Otherwise the 
instance is classified as “non-anomalous”. 
 
Fig. 65. One-Class SVM: The black dots are the non-anomalous training 
instances, and the dots near the decision boundary are the support vectors [44] 
Formally, given a “normal” (i.e. non-anomalous) training data set {x1, x2 … 
xl} , where xi represents the i
th
 training instance (i.e. feature vector). All of the 
instances in this training data set are in the non-anomalous or (+1) region. To find 
hypersphere 
(decision boundary) 
R 
c 
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the function f that characterizes a region in the feature space that contains most of 
the non-anomalous training data instances, the following expression is minimized: 
 i ivl
R 
1
min 2  
   li and v for  Rcx ts iii  1,00,..
22   
where, the slack variables i  allow some outlier training data instances to be 
slightly outside the hypersphere, and the parameter v  controls the tradeoff 
between reducing the number of errors and minimizing 
2R .  
For any test data instance x, the value of the function f(x) determines if x is 
“anomalous” or “non-anomalous”: 
  22 cxRxf   
 
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




0""
0""
xf if                  anomalous
xf if          anomalous-non
x  
In this work, One-Class SVM is used to learn what is typical at each (x,y) 
anatomical pixel coordinate. The training data set {x1, x2 … xl} is 511 (40-
element) Gabor feature vectors that are extracted from the 511 training 
radiographs at the specified (x,y) anatomical pixel coordinates. These training 
instances are used to learn the parameters of the decision function f(x). The 
learned function f(x) is then used to compute a scalar typicality score for x, where 
x is the feature vector extracted at an (x,y) anatomical pixel coordinate, within a 
test radiograph.  
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After computing typicality scores for all of the (x,y) anatomical pixel 
coordinates in a test radiograph, these typicality scores can be converted to 
atypicality scores by subtracting them from the maximum typicality score across 
all the pixels in that radiograph. 
2) Deviation Method 
The Deviation anomaly detection method [45] is formally defined as follows: 
Given: 
(1) a set of data instances I 
(2) a dissimilarity function D(I) which is any function that returns a low value if 
the elements of I are similar to each other, and a higher value if the elements are 
dissimilar. (Usually the Variance function is used for D.) 
(3) Ij a subset of data instances I 
(4) (I – Ij ) is the set of data instances remaining after removing Ij from I. 
(5) A cardinality function C(I – Ij ) that returns the number of elements in the set 
(I – Ij ) 
We can define for each (Ij   I ) the following smoothing factor SF(Ij ) that 
indicates how much the dissimilarity can be reduced by removing Ij from I : 
        jjj IIDIDIICISF   
Note: This reduction might be negative.  
The exception set is then defined to be the subset of data instances that contributes 
most to the dissimilarity of the items in I. (The higher the value of SF(Ij) the more 
likely Ij is an exception set.) 
Then, Ix is an exception set of I, with respect to D( ) and C( ) if: 
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SF(Ix) ≥ SF(Ij) for all Ij   I 
This work used the Deviation method as follows: 
 Ij is a set of one data instance, which is a 40-element Gabor feature vector 
extracted at an (x,y) anatomical pixel coordinate in any one of 20 test 
radiographs. 
 (I – Ij ) is a set of 511 items, which are the 511 40-element Gabor feature 
vectors, extracted from the 511 training radiographs at that same (x,y) 
anatomical pixel coordinate. 
 I is the sum of the above two sets, which is a set of 512 data instances. 
 D(I – Ij ) is the variance of the 511 data instances in the set (I – Ij ). The 
result is a 40-element variance vector. 
 D(I) is the variance of the 512 items in the set I. The result is a 40-element 
variance vector. 
 C(I – Ij ) is the number of items in the set (I – Ij ) which is 511. 
 Since C(I – Ij ) is fixed (i.e. always equal to 511) it can be dropped from 
the computation of the smoothing factor SF(Ij ) = D(I) – D(I – Ij ) which is 
a 40-element smoothing factor vector. 
 The scalar atypicality score of the test instance in Ij can then be computed 
as the sum of the values of the 40 elements in SF(Ij ). 
3) Gaussian Method 
The Gaussian anomaly detection method [46] is formally defined as follows. 
Given a set of non-anomalous training data instances {x1, x2 … xn} , the 
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parameters of the Gaussian statistical model (i.e. the mean M, and the standard 
deviation S) can be computed as follows:  


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Then, for any given test data instance x, x is anomalous if SMx  3 . 
In this work, the training data set {x1, x2 … xl} is a set of 511 40-element Gabor 
feature vectors that are extracted from the 511 training radiographs at a chosen 
(x,y) anatomical pixel coordinate. These training instances are used to compute a 
40-element mean feature vector (M) and a 40-element standard deviation feature 
vector (S) for that (x,y) anatomical pixel coordinate. Then, for any test feature 
vector x extracted from the corresponding (x,y) anatomical pixel coordinate in a 
test radiograph, a 40-element binary vector is computed using a decision threshold 
of SMx  3 . The scalar atypicality score of x can then be computed as the 
sum of the values of the 40 elements in that binary vector. 
4) k Nearest Neighbors (kNN) Method 
The kNN anomaly detection method [40-41] is formally defined as follows. 
Given a set of non-anomalous data instances N. For any test instance t, compute 
N
tD  as the ascending sorted sequence of distances between the test instance t and 
all the training instances in N. Let NtjD  be the distance between the test instance t 
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and the j
th
 closest data instance in N. Let AS(t) be the anomaly score of the test 
instance t, which is computed as follows:  
  


k
j
N
tjDtAS
1
 
In this work, the training data instances in N are the 511 40-element Gabor 
feature vectors, which are extracted from the 511 training radiographs at a chosen 
(x,y) anatomical pixel coordinate. The test instance t is the 40-element Gabor 
feature vector that is extracted from the same (x,y) anatomical pixel coordinate of 
a test radiograph. The scalar atypicality score of t is equal to AS(t). 
This work uses the city block distance to compute the distances between the 40-
element feature vector extracted from the test radiograph, and each of the 511 
training data vectors NtjD . The city block distance between two 40-element 
vectors x = [x1 x2 … x40] and y = [y1 y2 … y40] is computed as 


40
1i
ii yx  
Note that our transductive/exemplar method (presented in Chapter 5) is 
equivalent to the 1NN method (i.e. kNN with k = 1). However, this study uses a 
range of values for k = 1, 3, 5, and 10 (i.e. 1NN, 3NN, 5NN, and 10NN). 
Note that the 4 methods described above can be grouped into two groups: (1) 
inductive methods (i.e. prediction using a learned model) which include One-
Class SVM, Deviation, and Gaussian methods, and (2) transductive methods (i.e. 
prediction using data instances without a model) which include the four kNN 
methods. 
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B. A Novel 3D ROC Surface Measure to Objectively Evaluate the Atypicality 
Maps of Anomaly Detection Methods 
In this work, anomaly scores for all of the (x,y) pixel coordinates in each test 
radiograph are represented compactly, in the form of an atypicality map. In 
Chapter 5, the effectiveness of the psychology-inspired transductive/exemplar 
method and inductive/prototype method were subjectively compared to each other 
by visually comparing grayscale versions of their atypicality maps to a ground 
truth, which was represented by rectangular regions drawn by expert radiologists. 
While the differences between the atypicality maps generated by these two 
methods were large enough to conclude that the transductive/exemplar method 
was much more effective than the inductive/prototype method, it is desirable to 
have a more objective method for evaluating effectiveness. 
Objective evaluation of the effectiveness of anomaly detection methods is 
typically done using ROC curve analysis. This requires the anomaly detection 
method to produce a binary label (anomalous = 1) and (non-anomalous = 0) for 
every test instances which is compared to a binary ground truth.   
In the case of our chest radiographs, the anomaly detector assigns a numeric 
score to each data instance (i.e. pixel) in each test radiograph, instead of a binary 
label. This numeric score can be binarized with a threshold value, but what 
threshold value should be used when evaluating that anomaly detection method? 
ROC analysis solves this problem as follows: 
(1) A range of threshold values are applied to the atypicality map of a test 
radiograph. This produces multiple binary maps for that radiograph, where a “1” 
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represents a positive (i.e. anomalous) pixel, and a “0” represents a negative (i.e. 
non-anomalous) pixel.   
(2) Using a binary ground truth map, a True Positive Rate (TPR) and a False 
Positive Rate (FPR) can then be computed for each of these binarized maps. For 
each threshold value, this generates an (x,y) pair, and the pairs for all threshold 
values can be used to plot an ROC curve (TPR vs. FPR).  
(3) The area under this ROC curve (AUC) represents the effectiveness of the 
anomaly detection method. 
However, step (2) requires a binary ground truth map, and the ground truths for 
the 20 test radiographs were collected from radiologists in the form of rectangular 
boxes. While it would be possible to simply define all of the pixels inside these 
boxes as anomalous, and all of the pixels outside these boxes as non-anomalous, 
this would provide a very crude ground truth.   
Fortunately, eye tracking data collected as those radiologists read each test 
radiograph can be used to create a hot spot map, showing which regions they 
more thoroughly scrutinized. The rectangles can be used as a binary mask for this 
hot spot map, providing a much more refined ground truth map. Fig 66 shows a 
grayscale hot spot map for test radiograph 8, along with rectangle masks drawn by 
one expert radiologist, and the resulting masked ground truth map. 
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Fig. 66. Generation of a ground truth map for test radiograph 8 of 20 
This process can be applied to all of the 20 test radiographs to generate their 
ground truths. However, these ground truths are not binary, and ROC requires a 
binary ground truth. This can be solved using another threshold to binarize these 
numeric ground truths to binary. However, this raises the question of what 
threshold values should be chosen for this ground truth threshold? 
This work proposes the novel approach of using a range of values for the 
ground truth threshold, and then plotting the ROC curves for each of these 
threshold values, to construct a 3D ROC surface. The volume under this ROC 
surface (VUS) can then be used as an objective measure for the effectiveness of 
Radiologists’ boxes 
(binary mask) 
 
 
The ground truth 
Eye tracking data 
 
 
AND 
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the anomaly detection method, where the larger the volume, the more effective 
the method.   
Fig. 67 shows an example of two ROC surfaces constructed for the two 
atypicality maps of test chest radiograph 10 that were generated using our 
transductive/exemplar and inductive/prototype methods in Chapter 5. Note that 
the VUS of the ROC surface on the right side of the figure is much greater than 
that on the left side, confirming the earlier conclusion that the 
transductive/exemplar method was more effective than the inductive/prototype 
method. 
 
 (a) (b) 
Fig. 67. 3D ROC surfaces for test set radiograph 10 of 20, using (a) the 
inductive/prototype method and (b) the transductive/exemplar method 
It is perhaps a trivial point, but the 3D ROC method for evaluating effectiveness 
requires that the ground truth to have at least one anomaly. Therefore, the test 
radiographs that had no boxes drawn on them by radiologists were not used to 
measure the effectiveness of anomaly detection methods.  
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III. METHODOLOGY 
A. Overview 
This section describes the methodology that was used to generate and 
objectively compare atypicality maps for chest radiographs, using the following 
anomaly detection methods: (1) One-Class SVM method, (2) Deviation method, 
(3) Gaussian method, and (4) kNN (k = 1, 3, 5, 10) methods. 
B. Step 1: Use the Archived Feature Vectors Computed at each Anatomical 
Pixel Location in each Standardized Chest Radiograph 
The 40-element Gabor feature vectors that were previously extracted and 
archived from each (x,y) anatomical pixel coordinate in each of the 511 
standardized “normal” radiographs are used here as training data instances.  
The 40-element Gabor feature vectors that were extracted and archived from 
each (x,y) anatomical pixel coordinate in each of the 20 standardized test 
radiographs are used as test data instances.  
C. Step 2: Generate Atypicality Maps using the One-Class SVM Method 
The Gabor feature vectors at each anatomical pixel location of the 511 
standardized chest radiographs are used to train a One-Class SVM model. Thus, a 
One-Class SVM model is associated with each (x,y) anatomical pixel coordinate 
in the prototype anatomical map. 
These One-Class SVM models are then used to compute typicality scores for 
each feature vector at each anatomical pixel location in the 20 test chest 
radiographs. After computing typicality scores for each anatomical pixel in a test 
radiograph, these typicality scores are converted to atypicality scores by 
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subtracting them from the maximum typicality score across the anatomical pixels 
in that radiograph. 
The atypicality scores of all of the pixels in each standardized anatomical map 
are used to compute an atypicality map for each of the 20 test radiographs. As in 
the transductive/exemplar and inductive/prototype methods (presented in Chapter 
5), the scaling factors needed to map the dynamic range of each atypicality map to 
a range from 0 to 255 are computed, and all of the 20 atypicality maps are scaled 
using the smallest scaling factor across the 20 test radiographs. The resulting 
grayscale atypicality map is then mapped back into the pixel coordinate system of 
its original chest radiograph. 
D. Step 3: Generate Atypicality Maps using the Deviation Method 
The 511 Gabor feature vectors extracted from each (x,y) anatomical pixel 
coordinate of the 511 standardized chest radiographs are used to compute a 
variance vector. Thus, one 40-element variance vector is associated with each 
(x,y) anatomical pixel coordinate in the prototype anatomical map.  
These variance vectors are then used to compute atypicality scores for each 
feature vector at each (x,y) anatomical pixel coordinate in the 20 test chest 
radiographs. This is done as follows. A new variance vector is computed at each 
anatomical pixel coordinate, using 512 Gabor feature vectors: the 511 feature 
vectors extracted from the 511 standardized “normal” radiographs, plus the 
feature vector extracted from the standardized test radiograph at that anatomical 
pixel location. The previously computed variance vector is then subtracted from 
this new variance vector. This produces a 40-element vector for each anatomical 
  181 
pixel. The atypicality score of the anatomical pixel is then computed as the 
summation of the elements of this vector. 
As done in the previous step, the atypicality scores of all of the pixels in each 
standardized anatomical map are used to compute an atypicality map for each of 
the 20 test radiographs. The scaling factors needed to map the dynamic range of 
each atypicality map to a range from 0 to 255 are computed, and all of the 20 
atypicality maps are scaled using the smallest scaling factor across the 20 test 
radiographs. The resulting grayscale atypicality map is then mapped back to the 
pixel coordinate system of its original chest radiograph. 
E. Step 4: Generate Atypicality Maps using the Gaussian Method 
The 511 Gabor feature vectors extracted from each (x,y) anatomical pixel 
coordinate of the 511 standardized chest radiographs are used to compute a mean 
vector and a standard deviation vector. Thus, a 40-element mean vector and a 40-
element standard deviation vector is associated with each (x,y) anatomical pixel 
coordinate in the prototype anatomical map.  
These mean and standard deviation vectors are then used to compute atypicality 
scores for each feature vector at each (x,y) anatomical pixel coordinate in the 20 
test chest radiographs. This is done as follows. A difference vector is computed at 
each anatomical pixel location as the absolute difference between the mean vector 
and the feature vector extracted from the standardized test radiograph at that 
anatomical pixel location. The 40-element difference vector of each anatomical 
pixel is then compared to the 40-element standard deviation vector, to determine 
whether any of the 40 elements in the difference vector is greater than three 
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standard deviation values. This produces a 40-element binary vector for each 
pixel, with a value of 1 if the difference vector element value is greater than three 
times the standard deviation vector element value, and 0 otherwise. The 
atypicality score of the pixel is then computed as the summation of the elements 
of this binary vector. 
As done in the previous steps, the atypicality scores of all of the pixels in each 
standardized anatomical map are used to compute an atypicality map for each of 
the 20 test radiographs. The scaling factors needed to map the dynamic range of 
each atypicality map to a range from 0 to 255 are computed, and all of the 20 
atypicality maps are scaled using the smallest scaling factor across the 20 test 
radiographs. The resulting grayscale atypicality map is then mapped back to the 
pixel coordinate system of its original chest radiograph. 
F. Step 5: Generate Atypicality Maps using the kNN Method 
In this step we generate the atypicality maps for the 20 test radiographs using 
the 1NN, 3NN, 5NN, and 10NN methods.  
At each anatomical pixel location, an ascending sorted sequence of city block 
distances is computed between the feature vector extracted from the test 
radiograph and the corresponding 511 feature vectors extracted from the 511 
“normal” radiographs at that pixel location. The atypicality score of the pixel is 
then computed as the summation of the first k elements in this sorted sequence. 
The following values are used for the parameter k: k = 1 (i.e. 1NN method), k = 3 
(i.e. 3NN method), k = 5 (i.e. 5NN method), and k = 10 (i.e. 10NN method). 
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The atypicality scores for the pixels in each of the 20 standardized anatomical 
map are used to compute four atypicality maps – one map per each different k 
value.  
As done in the previous steps, the scaling factors needed to map the dynamic 
range of each atypicality map to a range from 0 to 255 are computed, and all of 
the 20 atypicality maps (computed for each k value) are scaled using the smallest 
scaling factor across the 20 test radiographs. The resulting grayscale atypicality 
map is then mapped back to the pixel coordinate system of its original chest 
radiograph. 
G. Step 6: Compute the 3D ROC Volume Under the Surface for each 
Atypicality Detection Method  
In this step we compute an ROC volume under surface (VUS) for the test 
radiographs using One-Class SVM, Deviation, Gaussian, 1NN, 3NN, 5NN, and 
10NN methods. Note: These VUS values are only computed for those test 
radiographs that were marked with atypical/abnormal boxes by the two 
experienced thoracic radiologist.  
The computation of the 3D ROC surface for each test radiograph’s atypicality 
map is done by computing multiple 2D ROC curves, as follows. A ground truth 
map is computed for the test radiograph by applying a binary mask (generated 
from the radiologists’ boxes) to the test radiograph’s aggregate empirical map 
(generated from the eye tracking data in Chapter 4). A set of ground truth 
threshold (GTT) values is then used to compute a set of binary ground truths for 
that test radiograph. For each of these binary ground truths, a set of atypicality 
  184 
map threshold (AMT) values is applied to the atypicality map. For each AMT 
threshold, true positive rate (TPR) is computed as the fraction of atypical pixels 
where the atypicality map has values above the ATM threshold, and false positive 
rate (FPR) is computed as the fraction of typical pixels where the atypicality map 
has values greater than that ATM threshold. A 3D ROC surface is then 
constructed by plotting GTTs vs. TPRs vs. FPRs. Table VIII shows the pseudo 
code that was used to compute each ROC surface. 
TABLE VIII 
THE PSEUDO CODE USED TO COMPUTE ROC SURFACES 
GTM = MASK & AEM 
for each GTT 
 BGTM = GTM > GTT 
 for each AMT 
  compute TPR 
  compute FPR 
 end 
end 
plot (GTT, TPR, FPR) 
 
where, 
GTM = ground truth map, 
MASK = radiologists’ boxes binary mask, 
AEM = eye tracking aggregate empirical map, 
GTT = ground truth threshold, 
BGTM = binary ground truth map, 
AMT = atypicality map threshold, 
TPR = true positive rate, 
FPR = false positive rate 
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IV. RESULTS 
A. Sample Results of One-Class SVM Method Atypicality Maps 
Fig. 68 through Fig. 71 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the One-Class SVM method, for test 
set radiographs 4, 9, 10, and 19 of 20, along with any abnormal/atypical boxes 
drawn by expert thoracic radiologists at Mayo Clinic. (The grayscale values have 
been inverted, to show the most atypical areas as dark regions.) The One-Class 
SVM atypicality maps for all the 20 test radiographs can be found in Appendix C.  
                     
 (a) (b) (c) 
Fig. 68. One-Class SVM method atypicality map of test set radiograph 4 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 69. One-Class SVM method atypicality map of test set radiograph 9 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 70. One-Class SVM method atypicality map of test set radiograph 10 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 71. One-Class SVM method atypicality map of test set radiograph 19 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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B. Sample Results of Deviation Method Atypicality Maps 
Fig. 72 through Fig. 75 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the Deviation method, for test set 
radiographs 4, 9, 10, and 19 of 20, along with any abnormal/atypical boxes drawn 
by expert thoracic radiologists at Mayo Clinic. (The grayscale values have been 
inverted, to show the most atypical areas as dark regions.) The Deviation method 
atypicality maps for all the 20 test radiographs can be found in Appendix D.  
             
 (a) (b) (c) 
Fig. 72. Deviation method atypicality map of test set radiograph 4 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 73. Deviation method atypicality map of test set radiograph 9 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 74. Deviation method atypicality map of test set radiograph 10 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 75. Deviation method atypicality map of test set radiograph 19 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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C. Sample Results of Gaussian Method Atypicality Maps 
Fig. 76 through Fig. 79 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the Gaussian method, for test set 
radiographs 4, 9, 10, and 19 of 20, along with any abnormal/atypical boxes drawn 
by expert thoracic radiologists at Mayo Clinic. (The grayscale values have been 
inverted, to show the most atypical areas as dark regions.) The Gaussian method 
atypicality maps for all the 20 test radiographs can be found in Appendix E.  
             
 (a) (b) (c) 
Fig. 76. Gaussian method atypicality map of test set radiograph 4 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 77. Gaussian method atypicality map of test set radiograph 9 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 78. Gaussian method atypicality map of test set radiograph 10 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 79. Gaussian method atypicality map of test set radiograph 19 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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D. Sample Results of 1NN method Atypicality Maps 
Fig. 80 through Fig. 83 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the 1NN method, for test set 
radiographs 4, 9, 10, and 19 of 20, along with any abnormal/atypical boxes drawn 
by expert thoracic radiologists at Mayo Clinic. (The grayscale values have been 
inverted, to show the most atypical areas as dark regions.) The 1NN method 
atypicality maps for all the 20 test radiographs can be found in Appendix F.  
             
 (a) (b) (c) 
Fig. 80. 1NN method atypicality map of test set radiograph 4 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 81. 1NN method atypicality map of test set radiograph 9 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 82. 1NN method atypicality map of test set radiograph 10 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 83. 1NN method atypicality map of test set radiograph 19 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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E. Sample Results of kNN (k = 1, 3, 5, 10) Atypicality Maps  
Fig. 84 and Fig. 85 show side-by-side views of 1NN, 3NN, 5NN, and 10NN 
atypicality maps, for test set radiographs 4 and 9 of 20. (The grayscale values 
have been inverted, to show the most atypical areas as dark regions.) The kNN 
(with k = 1, 3, 5, 10) atypicality maps for all the 20 test radiographs can be found 
in Appendix G.  
    
 (a) (b) (c) (d) 
Fig. 84. kNN atypicality maps of test set radiograph 4 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 85. kNN atypicality maps of test set radiograph 9 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
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F. Results of 3D ROC Surface Objective Evaluation Measure 
Fig. 86 shows the averages of ROC volume under surface (VUS) values for the 
test radiographs’ atypicality maps, generated using the transductive 1NN, 3NN, 
5NN, and 10NN methods, and the inductive One-Class SVM, Deviation, and 
Gaussian methods. These averages were computed across the test radiographs that 
have abnormal/atypical boxes drawn by expert thoracic radiologists.  
 
Fig. 86. Average ROC volume under surface (VUS) across test radiographs that 
have atypical/abnormal boxes drawn by expert thoracic radiologists.  
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V. DISCUSSION OF RESULTS 
The atypicality maps shown in Fig. 68 through Fig. 83 provide a visual 
subjective comparison of the relative effectiveness of the different atypicality 
detection methods. These figures suggest that the atypicality maps generated 
using the transductive kNN methods are much better correlated with the 
abnormal/atypical boxes drawn by the two experienced thoracic radiologists than 
those generated using the inductive One-Class SVM, Deviation, and Gaussian 
methods.  
The atypicality maps shown in Fig. 84 and Fig. 85 suggest that varying the 
values of the k parameter has very little effect on the transductive 1NN atypicality 
maps. 
The ROC volume under surface average values shown in Fig. 86 provides an 
objective comparison of the relative effectiveness of the different atypicality 
detection methods. This figure suggests that the transductive 1NN method is 
superior to the other methods, thus confirming the above conclusions. 
These results confirm the conclusion of Chapter 5, and hence support a 
transductive computational method for atypicality detection in chest radiographs. 
As mentioned in Chapter 5, these transductive atypicality maps could be used to 
augment the training process of novice radiologists. Because an expert radiologist 
might not always verbalize to the novice all of the features in a chest radiograph 
that caught his/her eye, these atypicality maps might encourage the discussion of 
atypical (but normal) regions, which are also important for training. 
  196 
The relative success of the transductive computational method suggests that 
chest radiograph data is a special type of “normal” data that is ill-behaved, 
containing a wide range of atypicalities that make it difficult to model easily. The 
challenge in using the transductive method is its high computational cost, 
resulting from the very large number of distance computations (between each test 
instance and the very large archive of training instances) that are needed to 
compute the atypicality of each test instance. This challenge is addressed in the 
subsequent chapters.  
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Chapter 7 
OFFLINE AND ONLINE INSTANCE SELECTION METHODS FOR 
EFFICIENT ATYPICALITY DETECTION IN CHEST RADIOGRAPHS 
I. BACKGROUND AND LITERATURE REVIEW 
A. Transductive Learning Methods Suffer from High Computational Cost 
The aim of machine learning research is to develop algorithms that allow 
computers to (1) learn how to classify instances from a training set, and (2) 
generalize this learning to classify instances from a test set that are not present in 
the training set. Each of these instances is typically represented by a vector in a 
multidimensional decision space, and classes are represented by regions within 
this space. [39]. 
Inductive learning [39] refers to machine learning algorithms that (1) adapt or 
construct a model (or a set of rules) to represent a region in a decision space based 
on instances in a training set, and (2) use that model to classify other instances 
within that same decision space. A simple example of an inductive model is the 
prototype method [36-37] (from the psychology literature, presented in Chapter 
5), which employs a prototype that is an average of all the vectors that represent 
the instances in the training set. The degree of membership in the class is then 
judged by computing the distance between the test instance’s vector and the 
prototype vector within the decision space. Many other more elaborate types of 
models have been proposed by machine learning researchers.  
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In general, this model-building approach works best for data sets in which each 
class is represented by a region that is easily modeled, and well-separated from 
other regions within the decision space. While many models have been proposed 
for classification in training sets that do not meet these criteria, these more 
complex models require more computation, and do not generalize as well from 
one training set to another.   
For very complex data sets whose classes do not lend themselves well to 
modeling, an alternative transductive [39] or instance-based [153] learning 
method can be used. Transductive machine learning algorithms retain the 
information in the entire training set, without creating any model (or set of rules) 
for classification. A simple example of transductive learning is the exemplar 
method [36, 38] (from the psychology literature, presented in Chapter 5), which 
employs all of the instances (i.e. vectors) in the training set as exemplars. 
Membership in a class is judged using the distances between the test instance and 
each of the exemplars in the decision space. 
If the region representing a class is highly irregular, it might be necessary to 
include a large number of instances in the training set. Because transductive 
methods compute high-dimensional distances between a test instance and all of 
the training instances, the computational cost can be high. When using 
transductive methods, the aim should be to provide enough instances in the 
training set to ensure good classification, without providing more instances than is 
necessary.  
  199 
B. Instance Selection can be used to Reduce the Computational Cost of 
Transductive Learning 
One method for reducing the computational cost of transductive methods is to 
employ instance selection to reduce the number of instances in the training set. If 
some of the instances in the training set are compactly clustered within a small 
region of the decision space, they are largely redundant for the purpose of 
providing a class label for that region. This redundancy can be reduced by 
selectively retaining some of these instances in the training set, while discarding 
the rest. 
Researchers have proposed several different instance selection methods to 
reduce the computational cost of transductive learning methods [154]. These 
instance selection methods discard instances that are redundant (or least 
informative) and retain (or select) instances that are most informative, while 
keeping the classification performance as close as possible to that obtained with 
the entire training set. In short, instance selection methods implement a tradeoff 
between reducing computational cost and preserving classification performance. 
Conceptually, an informative instance is an instance that is in a region of the 
decision space that is not heavily populated by other instances in the training set. 
However, the exact definition of an informative instance varies among different 
instance selection methods. A literature survey of existing instance selection 
methods is presented in the following section.  
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C. Existing Instance Selection Methods  
Several instance selection methods have been proposed in the machine learning 
literature. These methods can be grouped broadly into four main categories: (1) 
Nearest Neighbor Based Methods, (2) Entropy Based Methods, (3) SVM Based 
Methods, and (4) Clustering Based Methods. 
Nearest Neighbor Based Methods are instance selection methods that define an 
instance to be informative based upon its neighbors, and whether that instance is 
necessary for accurate classification of its neighbors [155-156]. Several variations 
have been proposed. For example, Ritter et al. [157] chose a subset of informative 
instances from the training set, called the selective set. The selection criteria was 
that each instance in the training set must be closer to an instance of the same 
class in the selective set than to any instance of a different class in the training set. 
Aha et al. [153] define redundant instances as instances that can be correctly 
classified using the rest of the training instances. Lowe [158] defines an instance x 
to be redundant if all k of its nearest neighbors are of the same class. Wilson and 
Martinez [159-160] define an instance x as redundant if at least as many of its 
associates would be classified correctly after its removal. (The associates of x are 
all the instances that have x in their nearest neighbor set.) Other nearest neighbor 
based instance selection methods can be found in [161-164]. 
Entropy Based Methods are instance selection methods that apply the concept 
of entropy as information gain, and are often applied to the individual attributes of 
the instances. For example, Son and Kim [165] compute an entropy value for each 
attribute, and then partition the training instances based on the attributes with the 
  201 
smallest entropy values. The informative instances are then defined as the 
representative instances within each partition, which include the center instance 
and its k nearest neighbors. The center instance is computed based on the 
distances between all the instances within the partition. Other entropy based 
instance selection methods can be found in [165-167]. 
SVM Based Methods are instance selection methods that apply various types of 
SVM learning algorithms to the training instances, and then define the support 
vectors of the SVM algorithm as the informative instances [168].  
Clustering Based Methods are instance selection methods that apply various 
types of clustering algorithms to training instances, to group them into a set of 
clusters. The informative instances are then defined to be those instances in the 
center of the each cluster, on the borders of each cluster, or both [47, 169-171]. 
Most of the instance selection methods proposed in the literature have been 
designed to solve problems involving classification into two or more classes. 
However, our application is aimed at detecting atypical content in chest 
radiographs by “learning what is normal”. Learning what is normal is a one-class 
problem. The Extended Fuzzy C-Means (EFCM) clustering-based instance 
selection method proposed in [47] is specifically designed to provide anomaly 
detection – a one-class problem. EFCM defines the informative instances to be 
instances that lie (1) near the center of the cluster (called notable instances) or (2) 
near the borders of the cluster (called obscure instances).   
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D. Online Learning vs. Instance Selection 
Machine learning algorithms can be classified based on the scenarios in which 
the training data instances are available, into two main categories: offline 
learning, and online learning. In offline learning scenarios a batch mode is used, 
in which all training data instances are available at once, and all are used in the 
training process. On the other hand, in online learning scenarios the training data 
instances are provided one at a time, and the training is incrementally stepped 
each time a new data instance arrives. [172-174]  
Online learning can also be used with instance selection algorithms [153] such 
that, each time a new data instance arrives, the algorithm decides whether or not 
to incorporate that instance into the existing training set. This incremental 
incorporation of additional informative training data instances provides a 
progressively more refined representation of the exact extent of the class within 
the decision space. 
This progressive learning approach is important when developing a 
computational method for atypicality detection in chest radiographs, because (1) a 
training set of chest radiographs is never really complete, and (2) in the normal 
course of their day-to-day work, thoracic radiologists encounter new atypical 
features that would be informative, as a part of the training set. Ideally, these 
atypical features should be automatically detected and added to the training set, as 
they are encountered. 
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E. Summary 
The previous work in Chapters 5 and 6 showed that the 1NN transductive 
method is effective for identifying atypical regions in chest radiographs. 
However, the high degree of variability across human populations requires a large 
training set. Because transductive methods compute a distance to each of the 
training instances in a high dimensional space, the 1NN transductive learning 
method suffers from high computational cost when using such large training sets.   
Instance selection methods can potentially reduce this high computational cost 
by selecting only those training instances that are most informative. To allow for 
incremental refinement, an ideal instance selection method would also be able to 
automatically incorporate informative atypical instances from new chest 
radiographs, as they are encountered in a day-to-day clinical setting. 
It is with these considerations in mind that this chapter proposes to answer the 
following research question: 
Research question 6: How could we use instance selection methods (1) to 
substantially reduce the computational cost of our successful transductive 1NN 
atypicality detection method, (2) without suffering a substantial drop in the 
effectiveness of its atypicality estimates, and (3) with the ability to incrementally 
incorporate new informative instances into the training set, as they are 
encountered? 
Part 1 of this chapter describes how the Extended Fuzzy C-Means (EFCM) 
clustering algorithm [47], can be used to provide instance selection for our 
transductive 1NN atypicality detection method, and presents results showing that 
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EFCM is a useful offline instance selection that is able to substantially reduce 
computational cost, while maintaining a high level of effectiveness in identifying 
regions of chest radiographs with atypical content.  
Part 2 of this chapter proposes a novel online Variance Based Instance Selection 
(VBIS) method, describes how it can be used with the transductive 1NN 
atypicality detection method, and presents results showing that VBIS is a useful 
online instance selection that is able to: (1) substantially reduce the computational 
cost, while maintaining a high level of effectiveness in identifying regions of 
chest radiographs with atypical content, and (2) allow the automatic incremental 
incorporation of new informative instances as they are encountered. 
II. PART 1: AN OFFLINE EFCM BASED INSTANCE SELECTION METHOD FOR 
EFFICIENT ATYPICALITY DETECTION IN CHEST RADIOGRAPHS 
This part proposes an offline learning approach that we call the Extended Fuzzy 
C-Means instance selection method for the One Nearest Neighbor classifier 
(EFCM-1NN) for detecting informative, atypical data instances in a given training 
set of chest radiographs.  
A. Conceptual Framework 
1) Fuzzy C-Means (FCM) Clustering  
FCM [175] is an iterative clustering algorithm that employs fuzzy partitioning, 
such that each test instance (e.g. feature vector) belongs to all of the c clusters, 
with different membership grades, between 0 and 1. The membership of all the 
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instances to all the clusters is defined by the membership matrix U, which is 
initialized such that: 
nju
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where ci is the center of cluster i, dij is the Euclidean distance between the center 
of cluster i and the data point j, and m is a weighting exponent (m ≥ 1). Typically 
m = 2. 
To minimize J, Eq. (5) and Eq. (6) are used to updates the cluster centers and 
the membership matrix U: 
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Before running FCM, the number of clusters c must be specified. Typical 
values for c are 2 ≤ c ≤ (n1/2). The algorithm for FCM is shown in Table IX 
TABLE IX 
FCM ALGORITHM 
Step 1: Initialize the membership matrix U, according to Eq. (3) 
Step 2: Calculate the centroids ci using Eq. (5) 
Step 3: Compute the distance between the centroids and the instances, using 
Eq. (4). Stop if the improvement over the previous iteration is below a specified 
threshold 
Step 4: Compute a new U using Eq. (6). Then go to Step 2 
 
2) Extended Fuzzy C-Means (EFCM) Instance Selection Method 
EFCM [47] applies FCM to the training instances. It then categorizes the data 
instances (based on their memberships to clusters) into three categories: (1) 
notable data, (2) obscure data, and (3) redundant data. (See examples of each in 
Fig. 87.) 
 
Fig. 87. EFCM categorization of training set data [47] 
notable  
data 
obscure  
data 
redundant  
data 
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The notable data instances are the most central to clusters. They are defined as 
those data instances with a membership grade above a notability threshold (Tn), 
where Tn ≥ 0.8.  
The obscure data instances have a small membership grade to all clusters, with 
a difference of membership between any two clusters that is always below an 
obscurity threshold (To), where To ≤ 0.5.  
Redundant data instances are instances that are neither notable nor obscure (i.e. 
the rest of data instances). 
EFCM retains the informative instances (defined as the combination of notable 
and obscure instances) and discards the redundant instances. The EFCM 
algorithm is summarized in Table X. 
TABLE X 
EFCM ALGORITHM 
Step 1: Initialize TR be the set of all training instances, and let I be the 
selected informative instances: 
TR = {all training instances} , I = { } ; 
Step 2: Apply FCM on all the instances in TR. 
Step 3: Remove from set TR the instances whose difference of membership 
between any two clusters is always below the obscurity threshold (To), and 
add them to set I. 
Step 4: Remove from set TR the instances with memberships greater than Tn, 
and add them to set I. 
 
Output I as the final set of informative instances 
 
In this work, the training set instances are the 40-element Gabor feature vectors 
that are extracted from the 511 chest radiographs at each (x,y) anatomical pixel 
coordinate. For each (x,y) pixel coordinate, the EFCM instance selection method 
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was applied to the 511 Gabor feature vectors. For all of the (x,y) pixel 
coordinates, the result was a subset of the 511 feature vectors.  
The test instances are the 40-element Gabor feature vectors that are extracted at 
each of the (x,y) pixel coordinates of the 20 standardized test radiographs. This 
produces 20 feature vectors for each (x,y) pixel coordinate. 
3) EFCM Performance Measures 
In lower variability regions, the subset of selected instances for each pixel was 
smaller. In higher variability regions the subset of selected instances was larger. 
The reduction in the number of instances for each (x,y) pixel coordinate was 
expected to reduce both (1) the computational cost, and (2) the effectiveness for 
detecting atypicalities at that pixel location. 
Accordingly, the performance of the EFCM instance selection was measured in 
terms of two factors: (1) the reduction in the computational cost, and (2) the 
difference between the 1NN atypicality estimates (as represented in the 1NN 
atypicality maps) when trained with all of the training instances, and when trained 
with only the EFCM selected informative instances (as represented in the EFCM-
1NN atypicality maps).  
To measure the reduction in computational cost due to EFCM instance 
selection, the fraction ( F ) of informative instances to all training instances were 
computed as follows: (Lower values are desirable) 
instances training all
instances einformativ
F         (7) 
  209 
To measure the difference between the atypicality estimates when (A) all of the 
training instances are used, and (B) only the atypicalities identified by instance 
selection are used, we used two different similarity measures: Correlation 
coefficient and Cosine similarity – both or which vary between 0 and 1. (Higher 
values are desirable) 
Correlation Coefficient (CC): This metric measures the correlation coefficient 
between the pixel intensity values of the 1NN atypicality maps (A) and the 
corresponding pixel intensity values of the EFCM-1NN atypicality maps (B). It is 
given by: 
  
  BA
n
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ii
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CC
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where A  and B  are the means of A and B, and SA and SB are the standard 
deviations of A and B. 
Cosine Similarity (CS): This metric measures the cosine similarity between the 
pixel intensity values of the 1NN atypicality maps (A) and the corresponding pixel 
intensity values of the EFCM-1NN atypicality maps (B). It is given by: 
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4) Studying the Sensitivity of EFCM Parameters 
As discussed earlier, EFCM is based on three parameters: (1) the number of 
clusters c, (2) the notability threshold Tn, and (3) the obscurity threshold To. Since 
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these parameters are somewhat arbitrarily chosen, the sensitivity of each of these 
parameters should be studied by varying the parameter value and evaluating its 
affect on (1) the computational cost and (2) the effectiveness for detection of 
atypicalities. 
This can be done as follows: 
For each of the three EFCM parameters: (c, Tn, and To) 
Vary the parameter values across a range and: 
(a) Compute the fraction of instances selected (as informative) by EFCM, 
as a measure of computational cost reduction.  
(b) Compute the average correlation coefficient, as a measure of 
effectiveness. 
(c) Compute the average cosine similarity, as a measure of effectiveness 
(d) Plot (a), (b), and (c) against the values of the EFCM parameter  
The resulting plots will show how sensitive 1NN performance is to the choice 
of EFCM parameter values, and allow an informed choice of EFCM parameter 
values to substantially reduce the computational cost while only moderately 
reducing effectiveness.  
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B. Methodology 
1) Overview 
This section details the methodology used to study the sensitivity of EFCM’s 
three parameters: (1) the number of clusters (c), (2) the notability threshold (Tn), 
and (3) the obscurity threshold (To) on the effectiveness of the 1NN method for 
estimating atypicalities.  
For each set of values of three EFCM parameters, a set of EFCM-1NN 
atypicality maps were generated for the 20 test radiographs, and the EFCM 
performance measures were computed using Eq. (7), Eq. (8), and Eq. (9). The 
objective was to find EFCM parameter values that gave the optimal tradeoff 
between the computational cost and atypicality map performance. 
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2) Sensitivity Study I: Number of Clusters 
The sensitivity testing to the number of clusters (c) was done by setting Tn and 
To thresholds to 0.8 and 0.5 respectively, and varying c across the range 2 ≤ c ≤ 
20. The EFCM performance measures were computed for each value of c. The 
EFCM performance measures were then plotted against the values of c to visually 
estimate the optimal value for the parameter c. The details of the step-by-step 
process of this sensitivity study are presented in Table XI. 
TABLE XI 
EFCM SENSITIVITY STUDY I: NUMBER OF CLUSTERS 
(1) Set Tn = 0.8 
(2) Set To = 0.5 
(3) Vary c = {2, 8, 14, 20}  
(4) For each c value: 
a. Apply EFCM on the 511 training chest radiographs at each 
anatomical pixel location 
b. Compute EFCM-1NN atypicality maps for the 20 test radiographs, 
using only the selected (informative) instances at each anatomical 
pixel location 
c. Compute the following EFCM performance measures: 
i. Fraction of informative instances (Eq. (7)) 
ii. The average correlation coefficient (Eq. (8)) and average 
cosine similarity (Eq. (9)) between the EFCM-1NN 
atypicality maps (computed in Step 4b.), and the 1NN 
atypicality maps (computed in Chapter 6) 
(5) Plot c versus the EFCM performance measures 
(6) Find the c value that gives the optimal tradeoff between the fraction of 
informative instances (lower values are desirable), and the correlation and 
cosine similarity measures (higher values are desirable). 
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3) Sensitivity Study II: Notability Threshold 
The sensitivity testing of the notability threshold (Tn) was done by setting c to 
its optimal value (found in Sensitivity Study I), setting To to 0.5, and varying Tn 
across the range 0.8 ≤ Tn < 1.0. The EFCM performance measures were computed 
for each Tn value. The EFCM performance measures values were then plotted 
against Tn to visually estimate the optimal value for the parameter Tn. The details 
of the step-by-step process of this sensitivity study are presented in Table XII. 
TABLE XII 
EFCM SENSITIVITY STUDY II: NOTABILITY THRESHOLD 
(1) Set c = optimal value found in Sensitivity Study I 
(2) Set To = 0.5 
(3) Vary Tn = {0.8, 0.85, 0.9, 0.95}  
(4) For each Tn value: 
a. Apply EFCM on the 511 training chest radiographs at each 
anatomical pixel location 
b. Compute EFCM-1NN atypicality maps for the 20 test radiographs, 
using only the selected (informative) instances at each anatomical 
pixel location 
c. Compute the following EFCM performance measures: 
i. Fraction of informative instances (Eq. (7)) 
ii. The average correlation coefficient (Eq. (8)) and average 
cosine similarity (Eq. (9)) between the EFCM-1NN 
atypicality maps (computed in Step 4b.), and the 1NN 
atypicality maps (computed in Chapter 6) 
(5) Plot Tn versus the EFCM performance measures 
(6) Find the Tn value that gives the optimal tradeoff between the fraction of 
informative instances (lower values are desirable), and the correlation and 
cosine similarity measures (higher values are desirable). 
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4) Sensitivity Study III: Obscurity Threshold 
The sensitivity testing of the obscurity threshold (To) was done by setting c to 
its optimal value (found in Sensitivity Study I), setting Tn to its optimal value 
(found in Sensitivity Study II), and varying To across the range 0.1 ≤ To ≤ 0.5. The 
EFCM performance measures were computed for each To value. The EFCM 
performance measures were then plotted against the values of the To parameter to 
visually estimate the optimal value for the parameter To. The details of the step-
by-step process of this sensitivity study are presented in Table XIII. 
TABLE XIII 
EFCM SENSITIVITY STUDY III: OBSCURITY THRESHOLD 
(1) Set c = optimal value found in Sensitivity Study I 
(2) Set Tn = optimal value found in Sensitivity Study II 
(3) Vary To = {0.5, 0.4, 0.3, 0.2, 0.1}  
(4) For each To value: 
a. Apply EFCM on the 511 training chest radiographs at each 
anatomical pixel location 
b. Compute EFCM-1NN atypicality maps for the 20 test radiographs, 
using only the selected (informative) instances at each anatomical 
pixel location 
c. Compute the following EFCM performance measures: 
i. Fraction of informative instances (Eq. (7)) 
ii. The average correlation coefficient (Eq. (8)) and average 
cosine similarity (Eq. (9)) between the EFCM-1NN 
atypicality maps (computed in Step 4b.), and the 1NN 
atypicality maps (computed in Chapter 6) 
(5) Plot To versus the EFCM performance measures 
(6) Find the To value that gives the optimal tradeoff between the fraction of 
informative instances (lower values are desirable), and the correlation and 
cosine similarity measures (higher values are desirable). 
 
  215 
C. Results 
1) Sensitivity Study I: Number of Clusters 
Fig. 88 shows the variations in EFCM performance with respect to changes in 
the number of clusters (c), as derived from Sensitivity Study I. (Error bars 
represent 1 standard deviation above and below the mean) Note: Some error bars 
are obscured or coincident. 
 
Fig. 88. Results of EFCM sensitivity Study I: Number of clusters 
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2) Sensitivity Study II: Notability Threshold 
Fig. 89 shows the variations in EFCM performance with respect to changes in 
the notability threshold (Tn), as derived from Sensitivity Study II. (Error bars 
represent 1 standard deviation above and below the mean) Note: Some error bars 
are obscured or coincident. 
 
Fig. 89. Results of EFCM sensitivity Study II: Notability threshold 
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3) Sensitivity Study III: Obscurity Threshold 
Fig. 90 shows the variations in EFCM performance with respect to changes in 
the obscurity threshold (To), as derived from Sensitivity Study III. (Error bars 
represent 1 standard deviation above and below the mean) Note: Some error bars 
are obscured or coincident. 
 
Fig. 90. Results of EFCM sensitivity Study III: Obscurity threshold 
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D. Discussion of Results 
Fig. 88 (EFCM sensitivity Study I) shows that the Fraction of Informative 
Instances did not drop substantially for values of c > 8. It also shows that the 
fraction of informative instances could be reduced to about 60% without a 
substantial change in the atypicality maps’ performance. Since more clusters 
means more notable instances (at least one for each cluster), fewer clusters is 
better. Thus, we used c = 8 in Sensitivity Study II and Sensitivity Study III. 
Fig. 89 (EFCM sensitivity study II) shows that a notability threshold value of 
0.95 significantly reduces the fraction of informative instances without a 
substantial drop in the atypicality maps’ performance. Thus, we used Tn = 0.95 for 
Sensitivity Study III. 
Fig. 90 (EFCM sensitivity study III) shows that the fraction of informative 
instances did not drop substantially for values of To < 0.4.  
Taken together, these results show that it is possible to substantially reduce the 
number of informative instances in the data set without causing a substantial drop 
in the effectiveness of the 1NN atypicality estimation method for these 20 test 
chest radiographs. However, EFCM is not well suited for online learning. For 
example, the number of clusters (c) needs to be prespecified for EFCM, but this 
might need to change with online learning, as new instances are incrementally 
added to the training set. Part 2 of this chapter proposes a novel online Variance 
Based Instance Selection (VBIS) method that is better suited for online learning, 
and studies its effectiveness on the set of 20 test radiographs. 
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III. PART 2: A NOVEL ONLINE VARIANCE BASED INSTANCE SELECTION (VBIS) 
METHOD FOR EFFICIENT ATYPICALITY DETECTION IN CHEST RADIOGRAPHS 
This part proposes a novel online learning approach that we call the Variance 
Based Instance Selection method for the One Nearest Neighbor classifier (VBIS-
1NN) for detecting informative, atypical data instances in new radiographs, and 
automatically incorporating them into the training set. As each new instance is 
extracted from a test radiograph, a decision module decides whether to add the 
instance to the training data set (if it is an informative instance), or to discard it (if 
it is not very informative). This decision is automatically made based on the 
change that would occur to the Variance of the training data instances if the new 
instance were to be added to the dataset. 
A. Conceptual Framework 
1) Variance-Based Informativeness  
If a new instance (to be potentially added to the training data set) is similar to 
other instances in the training data set, it is not an informative instance. On the 
other hand if its inclusion into the training data set causes the variance of that data 
set to increase, then it is defined to be an informative instance. 
2) Online Variance Computation 
To implement an efficient online instance selection method based on variance 
computations, a method is needed to efficiently compute variance of the new data 
set, based on the variance of the current data set. In other words, given the 
variance of the current dataset currentV , how could we use currentV  to compute a 
new variance newV  when a new instance arrives? 
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Kreinovich et al. [176] proposed online methods for computing mean and 
variance. Given the current mean currentM  of n values x1, …, xn and the 
corresponding variance currentV , we can compute the new values for mean newM  
and variance newV  when a new instance xn+1 arrives as follows: 
1
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3) The Decision Function 
If the data instances are k-dimensional (i.e. each data instance is a k-element 
vector, where k > 1) the variance will also be represented as a k-dimensional 
vector. The variance comparison in the decision module can be implemented to 
produce a k-element binary vector (with 1 in the i
th
 element if the corresponding 
element in the new variance is greater than that of the previous variance, and 0 
otherwise). The decision to consider a new instance as informative or not would 
then depend on the number of ones on that binary vector, which would range 
between 0 and k. In this work, we chose to set a variance threshold value Tv 
(where 0 < Tv < k), such that if the number of ones in the binary vector is greater 
than Tv the instance is considered to be an informative one.  
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4) The Proposed VBIS Method: Formal Definition 
In this section we formally define the proposed VBIS instance selection 
method. The formal definition is presented in Table XIV. 
TABLE XIV 
FORMAL DEFINITION: A NOVEL ONLINE VBIS METHOD 
Let I be the current set of informative data instances, such that each instance is a 
k-element vector 
Let NI be the number of the instances in I 
Let currentM  be the mean of the instances in I 
Let currentV  be the variance of the instances in I 
Let Tv be the variance threshold, such that 0 < Tv < k 
 
As a New Data Instance x Arrives:  
Step 1: Compute the new variance newV  as follows: 
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Step 2: Compare newV  to currentV . The result is a k-element binary vector B 
currentnew VVB   
Step 3: Compute the number of 1’s in B 



k
j
kones BN
1
 
Step 4: Add x to I if x is an informative instance 
if ( vones TN  ) 
I = I  {  x }  
 
Output I as the new set of informative instances 
 
In this work, the training set instances are the 40-element Gabor feature vectors 
that were extracted from the 511 chest radiographs at each (x,y) anatomical pixel 
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coordinate. For each (x,y) pixel coordinate, the VBIS instance selection method 
was applied to the 511 Gabor feature vectors. For all of the (x,y) pixel 
coordinates, the result was a subset of the 511 feature vectors.  
The test instances are the 40-element Gabor feature vectors that are extracted at 
all the (x,y) pixel coordinates of the 20 standardized test chest radiographs. This 
produced 20 feature vectors for each (x,y) pixel location. 
5) VBIS Performance Measures 
The reduction in the number of instances for each (x,y) pixel coordinate was 
expected to reduce both: (1) the computational cost, and (2) the effectiveness for 
detecting atypicalities at that pixel location.  
Accordingly, the performance of the VBIS instance selection was measured in 
terms of two factors: (1) the reduction in the computational cost, and (2) the 
difference between the twenty 1NN atypicality estimates (as represented in the 
1NN atypicality maps) when trained with all of the training instances, and when 
trained with only the VBIS selected informative instances (as represented in the 
VBIS-1NN atypicality maps).  
To measure the reduction in computational cost due to VBIS instance selection, 
the fraction ( F ) of informative instances of all training instances was computed 
as follows: (Lower values are desirable) 
instances training all
instances einformativ
F         (10) 
To measure the difference between the atypicality estimates when (A) all of the 
training instances are used, and (B) only the atypicalities identified by instance 
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selection are used, we used two different similarity measures: Correlation 
coefficient and Cosine similarity – both or which vary between 0 and 1. (Higher 
values are desirable) 
Correlation Coefficient (CC): This metric measures the correlation coefficient 
between the pixel intensity values of the 1NN atypicality maps (A) and the 
corresponding pixel intensity values of the VBIS-1NN atypicality maps (B). It is 
given by: 
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where A  and B  are the means of A and B, and SA and SB are the standard 
deviations of A and B. 
Cosine Similarity (CS): This metric measures the cosine similarity between the 
pixel intensity values of the 1NN atypicality maps (A) and the corresponding pixel 
intensity values of the VBIS-1NN atypicality maps (B). It is given by: 
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6) Studying the Sensitivity of the VBIS Parameter 
As discussed earlier, VBIS is based on one parameter: the variance threshold Tv. 
Since this parameter is arbitrarily chosen, the sensitivity of this parameter should 
be studied by varying the parameter value and evaluating its affect on (1) the 
computational cost and (2) the effectiveness for estimation of atypicalities. 
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This can be done as follows: 
Vary the variance threshold Tv values across a range of 0 < Tv < 40. 
(a) Compute the fraction of instances selected (as informative) by VBIS, 
as a measure of computational cost reduction.  
(b) Compute the average correlation coefficient, as a measure of 
effectiveness. 
(c) Compute the average cosine similarity, as a measure of effectiveness 
(d) Plot (a), (b), and (c) against the values of the variance threshold Tv. 
The resulting plot will show how sensitive 1NN performance is to the choice of 
the variance threshold Tv, and allow an informed choice of Tv to substantially 
reduce the computational cost while only moderately reducing effectiveness.  
7) Studying VBIS in an Online Learning Setting 
In order to show that the proposed VBIS instance selection method is well 
suited for online learning, we needed to demonstrate that (as it adds new 
informative instances to the training set) performance increases. This can be 
tested by incrementally incorporating the informative instances from the 511 
“normal” chest radiographs (one radiograph at a time) into the training set, and 
measuring the atypicality map performance on the 20 test radiographs at periodic 
intervals. 
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B. Methodology 
1) Overview 
This section details the methodology used to study the sensitivity of VBIS’s 
variance threshold Tv on the effectiveness of the 1NN method for estimating 
atypicalities.  
For each value of the variance threshold Tv, a set of VBIS-1NN atypicality 
maps were generated for the 20 test radiographs, and the VBIS performance 
measures were computed using Eq. (10), Eq. (11), and Eq. (12). The objective 
was to find the Tv parameter value that gave the optimal tradeoff between the 
computational cost and the atypicality map performance.  
The last part of this section describes a study conducted for VBIS in an online 
learning setting. 
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2) Study I: VBIS Parameter Sensitivity 
The sensitivity testing of the variance threshold (Tv) was done by varying Tv 
across the range 0 < Tv < 40. The VBIS performance measures were computed for 
each value of Tv. The VBIS performance measures were then plotted against the 
values of Tv to visually estimate the optimal value for the parameter Tv. The 
details of the step-by-step process of this sensitivity study are presented in Table 
XV. 
TABLE XV 
VBIS SENSITIVITY STUDY: VARIANCE THRESHOLD 
(1) Vary Tv = {0, 5, 10, 15, 20, 25, 30, 35, 40}  
(2) For each Tv value: 
a. Apply VBIS on the 511 training chest radiographs at each anatomical 
pixel location 
b. Compute VBIS-1NN atypicality maps for the 20 test radiographs, 
using only the selected (informative) instances at each anatomical 
pixel location 
c. Compute the following VBIS performance measures: 
i. Fraction of informative instances (Eq. (10)) 
ii. The average correlation coefficient (Eq. (11)) and average 
cosine similarity (Eq. (12)) between the VBIS-1NN 
atypicality maps (computed in Step 2b.), and the 1NN 
atypicality maps (computed in Chapter 6) 
(3) Plot Tv versus the VBIS performance measures 
(4) Find the Tv value that gives the optimal tradeoff between the fraction of 
informative instances (lower values are desirable), and the correlation and 
cosine similarity measures (higher values are desirable). 
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3) Study II: VBIS in an Online Learning Setting 
The proposed VBIS instance selection method was tested in an online learning 
setting by incrementally incorporating the informative instances from the 511 
“normal” chest radiographs (one radiograph at a time) into the training set, and 
measuring the atypicality map performance on the 20 test radiographs at periodic 
intervals. The details of the step-by-step process of this study are presented in 
Table XVI. 
TABLE XVI 
VBIS STUDY: ONLINE LEARNING SETTING 
(1) Set Tv = optimal value found in Study I 
(2) Define the following values as intervals to study the performance of our 
VBIS approach: {25, 50, 75, 100, 150, 200, 300, 400, 511}  
(3) Apply VBIS on the 511 training chest radiographs at each anatomical 
pixel in an online fashion (i.e. starting with no images and incorporating 
one image at a time), and at each of the defined interval limits: 
a. Compute VBIS-1NN atypicality maps for the 20 test radiographs, 
using only the selected (informative) instances at each anatomical 
pixel location from the so far scanned training radiographs 
b. Compute the average correlation coefficient (Eq. (11)) and average 
cosine similarity (Eq. (12)) between the VBIS-1NN atypicality 
maps (computed in Step 3a.), and the 1NN atypicality maps 
(computed in Chapter 6) 
(4) Plot the number of incorporated radiographs (i.e. the intervals specified in 
Step 2) versus the performance measures computed in step 3b. 
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C. Results 
1) Study I: VBIS Parameter Sensitivity 
Fig. 91 shows the variations in VBIS performance with respect to changes in 
the variance threshold (Tv), as derived from Study I. (Error bars represent 1 
standard deviation above and below the mean) Note: Some error bars are 
obscured or coincident. 
 
Fig. 91. Results of VBIS sensitivity Study I: Variance threshold 
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2) Study II: VBIS in an Online Learning Setting 
Fig. 92 shows the changes in VBIS atypicality map performance, with respect 
to changes in the number of training radiographs incorporated into the training set 
as the online learning process progressed, as derived from Study II. (Error bars 
represent 1 standard deviation above and below the mean) Note: Some error bars 
are obscured or coincident. 
 
Fig. 92. Results of online learning Study II 
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D. Discussion of Results 
Fig. 91 (VBIS sensitivity Study I) shows that the Fraction of Informative 
Instances could be reduced to about 20% without a substantial drop in the 
atypicality maps’ performance, as represented by the Average Correlation 
Coefficient and the Average Cosine Similarity. So, a value of Tv = 10 provided a 
good tradeoff between the computational cost and performance, and was used in 
Study II.  
Fig. 92 (Study II) shows that the progressive addition of new informative 
instances improves atypicality estimation. This improvement (which is steep 
initially, but tends to flatten out) shows that the proposed online VBIS algorithm 
was well-suited for online learning with this training set of 511 chest radiographs, 
and that the instances that it selected from those radiographs were useful for 
improving atypicality estimation. 
Taken together, the results of these two VBIS studies show that the proposed 
VBIS instance selection method: (1) substantially improved the efficiency of 1NN 
transductive learning, while largely maintaining the effectiveness of atypicality 
estimation in chest radiographs, and (2) provided an effective online instance 
selection method that allows for the addition of new informative instances as they 
are encountered.  
These results also suggest that the proposed VBIS method is superior to the 
EFCM method from two perspectives: 
(1) VBIS is an online learning method, while EFCM is not. 
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(2) VBIS requires the choice of only one parameter value, while EFCM 
requires the choice of three parameter values. 
The latter is important because the use of many parameters poses a risk of 
overtraining to the particular training set, reducing the ability of the instance 
selection method to generalize across different training sets. 
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Chapter 8 
A NOVEL SEMI-TRANSDUCTIVE LEARNING FRAMEWORK FOR 
EFFICIENT ATYPICALITY DETECTION IN CHEST RADIOGRAPHS 
I. BACKGROUND AND MOTIVATION 
Chest radiographs vary greatly across human populations, and collections of 
“normal” chest radiographs include many different types of variations. Based on 
these variations, regions within radiographs might range from (1) very typical to 
(2) somewhat atypical (but still normal) to (3) very atypical (and abnormal). The 
development of a machine learning method for estimating the degree of 
atypicality of the regions within chest radiographs would be useful for 
prescreening radiographs, and for training of new radiologists. 
Inductive learning [39] refers to machine learning algorithms that learn a model 
(or a set of rules) from a set of training data instances. Any given test instance can 
then be compared to this learned model to estimate its atypicality, keeping the 
computational cost low. However, wide variations seen in chest radiographs 
produce training data sets that are complex and rather ill behaved, making 
atypicality estimates from model-based inductive machine learning methods 
rather ineffective.   
Transductive learning [39] refers to machine learning algorithms that classify a 
test instance by comparing it to all of the training instances, without creating an 
explicit model. In our past work, we have shown that transductive machine 
learning methods produce much better estimates of atypicality. However, the need 
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to compare any given test instance to all of the training instances makes the 
computational cost of transductive learning methods very high.  
Chapter 5 presented and compared the performance of two psychology-inspired 
computational methods for estimating the atypicality of regions in chest 
radiographs: the prototype and exemplar methods. The results of the performance 
testing in Chapter 5 showed that the exemplar method was much better than the 
prototype method for estimating atypicality levels in human chest radiographs.   
The exemplar method is one example of a family of transductive kNN methods 
in the machine learning literature, and the prototype method is one example of a 
variety of modeling methods that are collectively described as inductive methods 
in the machine learning literature. Chapter 6 measured the performance of several 
members of the kNN family, and several different inductive modeling methods.  
The results of these studies showed that the 1NN learning method provided the 
best estimates of atypicality with the 511 training radiographs and the 20 test 
radiographs used in the study. However, the large set of training instances (and 
the need to compute a distance to each of these instances in a high dimensional 
space) made the computational cost of 1NN transductive learning method much 
higher than the inductive learning methods. This motivated a study to answer the 
following research question: 
Research question 7: How could we develop a hybrid learning framework for 
atypicality detection in chest radiographs that combines the superior performance 
of the 1NN transductive approach with the reduced computational cost of 
inductive approaches? 
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This chapter develops and demonstrates a novel machine learning method 
called semi-transductive learning that can address the unique challenges of 
atypicality detection in complex (and rather ill behaved) chest radiograph data. 
The proposed method produces atypicality estimates comparable in quality to 
transductive methods, but at computational costs almost as low as inductive 
methods.  
II. CONCEPTUAL FRAMEWORK 
A. The Basic Idea of the Proposed Framework  
Fig. 93 shows the block diagram of the proposed semi-transductive learning 
method. First, an anomaly detector sorts the training data instances into two piles: 
an Anomalous pile and a Non-anomalous pile. Since all training instances are 
extracted from 511 normal chest radiographs, the anomalous pile contains 
atypical, but normal, instances. The non-anomalous pile contains the rest of the 
instances (i.e. the typical instances).  
The framework retains all of the instances in the anomalous pile (typically a 
small fraction of the dataset) and models all of the instances in the non-anomalous 
pile with an inductive machine learning method. It then supplements this model 
with instances from the anomalous pile by using a transductive method. A 
predictor then uses the model, in combination with the anomalous pile, to predict 
the atypicality score of any given test instance. The motivation for using this 
hybrid approach is to combine the better prediction performance of the 
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transductive approach with the lower computational cost of the inductive 
approach. 
 
Fig. 93. The proposed semi-transductive framework 
B. Designing the Anomaly Detector 
1) Gaussian Anomaly Detector 
A Gaussian method is used to design the anomaly detector stage of the 
proposed semi-transductive framework. This is done as follows. A prototype 
instance is computed, as the mean across all of the training instances. The data 
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instances that are two standard deviations (or more) away from that mean are 
placed in the anomalous pile, while the rest of the instances are placed in the non-
anomalous pile. 
2) VBIS Anomaly Detector 
An alternative approach is to use the VBIS instance selection method (proposed 
in Chapter 7) to design the anomaly detector stage. This can be done as follows. 
The VBIS method is applied to all of the training instances. The VBIS-selected 
informative data instances are placed in the anomalous pile, while the rest of the 
instances are placed in the non-anomalous pile. 
C. Modeling the Non-Anomalous Pile Instances 
The Gaussian [46] and One-Class SVM [42-44] methods, discussed in Chapter 
6, can be used to model the instances in the non-anomalous pile. These methods 
were not very effective in Chapter 6 for atypicality estimation because of the wide 
variations seen in chest radiographs. However, in the proposed semi-transductive 
method we use these methods to model only the well-behaved instances that are 
in the non-anomalous pile, instead of the larger data set which is ill-behaved due 
to the inclusion of anomalous instances.  
D. Designing the Predictor 
The predictor uses the instances in the anomalous pile, as well as the model 
derived from the instances in the non-anomalous pile, to predict the atypicality of 
any given test instance. This is done as follows.  
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(1) A 1NN transductive atypicality score is computed for the test instance, 
using the instances in the anomalous pile. This transductive atypicality score 
is equal to the distance to the closest instance in the anomalous pile. 
(2) An inductive atypicality score is computed for the test instance, based on 
the model (Gaussian or One-Class SVM) that was derived from the 
instances in the non-anomalous pile. 
(3) The transductive and inductive atypicality scores are then normalized to the 
same dynamic range, and fused with MIN, MAX, and MEAN operations. 
E. The Proposed Semi-Transductive Framework: Formal Definition 
In this section we formally define the proposed semi-transductive learning 
framework. Consider an atypicality detection problem, where the data consist of a 
(typically large) set of “normal” labeled, training data instances L, and a set of 
unlabeled, test data instances T. The goal is to compute an atypicality score AS(t) 
for any data instance t  T. 
The semi-transductive framework is divided into the following three main 
stages: 
(1) An Anomaly Detector which is used to split the data instances in L into two 
piles: anomalous pile A and non-anomalous pile N, such that A  N = L and 
A  N = . Table XVII formally defines the Anomaly Detector stage. 
(2) A Model M which is computed for the instances in N. Table XVIII formally 
defines the Model stage. 
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(3) A Predictor which is used to compute an atypicality score AS(t) for any test 
instance t  T, using the instances in N and the Model M. Table XIX 
formally defines the Predictor stage. 
TABLE XVII 
FORMAL DEFINITION: ANOMALY DETECTOR STAGE 
Let L be the “normal” labeled set of training instances.  
Let A be the anomalous pile of instances.  
Let N be the non-anomalous pile of instances. 
Let D(li) be the decision module, which returns two possible values: 1 (li is 
anomalous), or 0 (li is non-anomalous).   
 
Initiate L = { l1, l2, l3 … lm} , A = { } , and N = { } ; 
for i = 1 to m 
{ 
 Compute the decision module D(li) based on the type of anomaly detector; 
 if (D(li) == 1) 
  A = A  {  li } ; 
 else 
  N = N  {  li } ; 
} 
  
Output the anomalous pile A and the non-anomalous pile N 
 
TABLE XVIII 
FORMAL DEFINITION: MODEL STAGE 
Let N be the non-anomalous pile instances.  
 
 NMODELM  ,  
where  MOneClassSV GaussianMODEL ,  
 
Output a model M computed for the instances on N 
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TABLE XIX 
FORMAL DEFINITION: PREDICTOR STAGE 
Let T be a set of test instances. Let AS(t) be the atypicality score for any given 
test instance t  T.  
Let  tAS veTransducti  be the atypicality score of t based on the anomalous pile 
A.  
Let  tAS Inductive  be the atypicality score of t based on the model M. 
 
     Aa  atdisttAS iiveTransducti  ,,min  
   tMtAS Inductive   
      tAStASFUSEtAS InductiveveTransducti , ,  
where   MEAN MAX,MINFUSE ,  
 
Output the atypicality score AS(t) 
 
In this work, the training set instances are the 40-element Gabor feature vectors 
that were extracted from the 511 chest radiographs at each (x,y) anatomical pixel 
coordinate. Then, for each (x,y) pixel coordinate, the semi-transductive method is 
applied to the 511 feature vectors – one from each radiograph.  
The test instances are the 40-element Gabor feature vectors that are extracted at 
all the (x,y) pixel coordinates of the set of the 20 standardized test chest 
radiographs. This produced 20 feature vectors for each (x,y) pixel coordinate. 
F. Semi-Transductive Performance Measures 
The performance of the proposed semi-transductive method is measured in 
terms of two factors: (1) the reduction in the computational cost, and (2) the 
difference between the 1NN typicality estimates (as represented in the 1NN 
atypicality maps) which produced the best results in Chapter 6, but at a very high 
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computational cost, and the atypicality maps produced by the semi-transductive 
method (as represented by the semi-transductive atypicality maps).  
As a measure of the reduction in computational cost, due to the use of the semi-
transductive method, the fraction ( F ) of anomalous pile instances of all training 
instances was computed as follows: (Lower values are desirable) 
instances training all
instances pile anomalous
F        (13) 
To measure the difference between the atypicality maps generated by (A) the 
semi-transductive method and (B) the transductive 1NN method, we used two 
different similarity measures: Correlation Coefficient (CC) and Cosine Similarity 
(CS) – both or which vary between 0 and 1: (Higher values are desirable) 
  
  BA
n
i
ii
SSn
BBAA
CC
1
1




        (14) 




n
i
ii
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i
ii
n
i
ii
BBAA
BA
CS
11
1        (15) 
where A  and B  are the means of A and B, and SA and SB are the standard 
deviations of A and B. 
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III. METHODOLOGY 
A. Overview 
This section details the methodology used to study the effectiveness of the 
proposed semi-transductive framework for estimating atypicalities in 20 test 
radiographs.    
Four studies were conducted on four different implementations of the proposed 
semi-transductive framework. For each implementation, a set of 20 semi-
transductive atypicality maps were generated for the 20 test radiographs, and the 
semi-transductive performance measures were computed using Eq. (13), Eq. (14), 
and Eq. (15). 
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B. Implementation Study I: Gaussian-Gaussian-1NN 
Table XX details the step-by-step process by which the computational cost and 
the atypicality maps of the proposed semi-transductive method were compared to 
the maps produced by the transductive 1NN method, where the Gaussian method 
was used both in the Anomaly Detector Stage, and in the Model Stage. 
TABLE XX 
SEMI-TRANSDUCTIVE IMPLEMENTATION STUDY: GAUSSIAN-GAUSSIAN-1NN 
Anomaly Detector Stage: Gaussian 
(1) For each anatomical pixel location in the 511 “normal” chest radiograph:  
a. Compute a mean feature vector and a standard deviation across the 511 
feature vectors 
b. Add all instances (feature vectors) that are 2 standard deviations or 
more from the mean to the anomalous pile.  
c. Add all other feature vectors to the non-anomalous pile. 
Model Stage: Gaussian 
(1) For each anatomical pixel location in the 511 “normal” chest radiograph:  
a. Compute a Gaussian model for the instances in the non-anomalous 
pile. 
Predictor Stage: 
(1) For each anatomical pixel location in the 20 test chest radiographs:  
a. Compute InductiveAS  using the model, computed in the Model Stage 
b. Compute veTransductiAS  using the anomalous pile, computed in the 
Anomaly Detector Stage 
(2) Normalize the InductiveAS  atypicality scores of all anatomical pixels of each 
test radiograph to a dynamic range from 0 – 255 
(3) Normalize the veTransductiAS  atypicality scores of all anatomical pixels of 
each test radiograph to a dynamic range from 0 – 255 
(4) Generate three atypicality maps for each test radiograph by fusing the 
normalized InductiveAS  and veTransductiAS  atypicality scores of each 
anatomical pixel using MIN, MAX, and MEAN operations 
(5) For each of the three atypicality maps, compute the following semi-
transductive performance measures: 
a. Fraction of number of anomalous instances to all instances (Eq. (13)) 
b. The average correlation coefficient (Eq. (14)) and average cosine 
similarity (Eq. (15)) between the semi-transductive atypicality maps 
(computed in Step 4), and the transductive-1NN atypicality maps 
(computed in Chapter 6) 
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C. Implementation Study II: Gaussian-OCSVM-1NN 
Table XXI details the step-by-step process by which the computational cost and 
the atypicality maps of the proposed semi-transductive method were compared to 
the maps produced by the transductive 1NN method, where the Gaussian method 
was used in the Anomaly Detector Stage, and the One-Class SVM (OCSVM) 
method was used in the Model Stage. 
TABLE XXI 
SEMI-TRANSDUCTIVE IMPLEMENTATION STUDY: GAUSSIAN-OCSVM-1NN 
Anomaly Detector Stage: Gaussian 
 Same as in Implementation Study I (Table XX) 
 
Model Stage: OCSVM 
(1) For each anatomical pixel location in the 511 “normal” chest radiograph:  
a. Compute a One-Class SVM model for the instances in the non-
anomalous pile. 
 
Predictor Stage: 
 Same as in Implementation Study I (Table XX) 
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D. Implementation Study III: VBIS-Gaussian-1NN 
Table XXII details the step-by-step process by which the computational cost 
and the atypicality maps of the proposed semi-transductive method were 
compared to the maps produced by the transductive 1NN method, where the 
VBIS method was used in the Anomaly Detector Stage, and the Gaussian method 
was used in the Model Stage. 
TABLE XXII 
SEMI-TRANSDUCTIVE IMPLEMENTATION STUDY: VBIS-GAUSSIAN-1NN 
Anomaly Detector Stage: VBIS 
(1) For each anatomical pixel location in the 511 “normal” chest radiograph:  
a. Set Tv = 10 (optimal value found in Chapter 7) 
b. Apply VBIS on the 511 feature vectors 
c. Add all VBIS-selected informative instances (feature vectors) to the 
anomalous pile. 
d. Add all other feature vectors to the non-anomalous pile. 
 
Model Stage: Gaussian 
 Same as in Implementation Study I (Table XX) 
 
Predictor Stage: 
 Same as in Implementation Study I (Table XX) 
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E. Implementation Study IV: VBIS-OCSVM-1NN 
Table XXIII details the step-by-step process by which the computational cost 
and the atypicality maps of the proposed semi-transductive method was compared 
to the maps produced by the transductive 1NN method, where the VBIS method 
was used both in the Anomaly Detector Stage, and the One-Class SVM 
(OCSVM) method was used in the Model Stage. 
TABLE XXIII 
SEMI-TRANSDUCTIVE IMPLEMENTATION STUDY: VBIS-OCSVM-1NN 
Anomaly Detector Stage: VBIS 
 Same as in Implementation Study III (Table XXII) 
 
Model Stage: Gaussian 
 Same as in Implementation Study II (Table XXI) 
 
Predictor Stage: 
 Same as in Implementation Study I (Table XX) 
 
  246 
IV. RESULTS 
A. Implementation Study I: Gaussian-Gaussian-1NN 
Fig. 94 shows the fraction of instances used by the 1NN transductive method 
and the Gaussian-Gaussian-1NN semi-transductive method. Fig. 95 shows the 
average (correlation coefficient and cosine) similarity between the 1NN 
transductive atypicality maps and the Gaussian-Gaussian-1NN semi-transductive 
atypicality maps for the 20 test radiographs. (Error bars represent 1 standard 
deviation above and below the mean.) 
 
Fig. 94. Gaussian-Gaussian-1NN semi-transductive: Computational cost 
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Fig. 95. Gaussian-Gaussian-1NN semi-transductive: Atypicality map performance 
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B. Implementation Study II: Gaussian-OCSVM-1NN 
Fig. 96 shows the fraction of instances used by the 1NN transductive method 
and the Gaussian-OCSVM-1NN semi-transductive method. Fig. 97 shows the 
similarity (average correlation coefficient and cosine similarity) between the 1NN 
transductive 20 test radiographs’ atypicality maps and the Gaussian-OCSVM-
1NN semi-transductive atypicality maps. (Error bars represent 1 standard 
deviation above and below the mean.) 
 
Fig. 96. Gaussian-OCSVM-1NN semi-transductive: Computational cost 
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Fig. 97. Gaussian-OCSVM-1NN semi-transductive: Atypicality map performance 
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C. Implementation Study III: VBIS-Gaussian-1NN 
Fig. 98 shows the fraction of instances used by the 1NN transductive method 
and the VBIS-Gaussian-1NN semi-transductive method. Fig. 99 shows the 
similarity (average correlation coefficient and cosine similarity) between the 1NN 
transductive 20 test radiographs’ atypicality maps and the VBIS-Gaussian-1NN 
semi-transductive atypicality maps. (Error bars represent 1 standard deviation 
above and below the mean.) 
Fig. 100 compares the performance of the atypicality maps generated using the 
VBIS-Gaussian-1NN semi-transductive approach to those generated using the 
VBIS-1NN instance selection approach (proposed in the Chapter 7). 
 
Fig. 98. VBIS-Gaussian-1NN semi-transductive: Computational cost 
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Fig. 99. VBIS-Gaussian-1NN semi-transductive: Atypicality map performance 
 
Fig. 100. VBIS-Gaussian-1NN vs. VBIS-1NN atypicality map performance 
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D. Implementation Study IV: VBIS-OCSVM-1NN 
Fig. 101 shows the fraction of instances used by the 1NN transductive method 
and the VBIS-OCSVM-1NN semi-transductive method. Fig. 102 shows the 
similarity (average correlation coefficient and cosine similarity) between the 1NN 
transductive 20 test radiographs’ atypicality maps and the VBIS-OCSVM-1NN 
semi-transductive atypicality maps. (Error bars represent 1 standard deviation 
above and below the mean.) 
Fig. 103 compares the performance of the atypicality maps generated using the 
VBIS-OCSVM-1NN semi-transductive approach to those generated using the 
VBIS-1NN instance selection approach (proposed in the Chapter 7). 
 
Fig. 101. VBIS-OCSVM-1NN semi-transductive: Computational cost 
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Fig. 102. VBIS-OCSVM-1NN semi-transductive: Atypicality map performance 
 
Fig. 103. VBIS-OCSVM-1NN vs. VBIS-1NN atypicality map performance 
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V. DISCUSSION OF RESULTS 
A. Implementation Study I: Gaussian-Gaussian-1NN 
Fig. 94 shows that using the Gaussian-Gaussian-1NN semi-transductive 
approach reduced the computational cost to about 39%. 
Fig. 95 shows that (1) the 39% reduction in computational cost in Fig. 94 was 
obtained without a substantial drop in the atypicality map performance, and (2) 
fusing the Gaussian model inductive atypicality scores with the 1NN transductive 
atypicality scores using the MIN operation works better than the MAX and 
MEAN operations. This suggests that the anomalous instance closest to the test 
instance is likely to be the most useful anomalous instance for estimating its 
atypicality. 
B. Implementation Study II: Gaussian-OCSVM-1NN 
Fig. 96 and Fig. 97 show that (1) using the Gaussian-OCSVM-1NN approach 
reduced the computational cost to about 39% without a substantial drop in the 
atypicality map performance, and (2) fusing the OCSVM model inductive 
atypicality scores with the 1NN transductive atypicality scores using the MIN 
operation works better than the MAX and MEAN operations. Thus, confirming 
the results of Implementation Study I. 
C. Implementation Study III: VBIS-Gaussian-1NN 
Fig. 98 and Fig. 99 show that (1) using the VBIS-Gaussian-1NN approach 
reduced the computational cost to about 20% without a substantial drop in the 
atypicality map performance, and (2) using the MIN operation to fuse the 
atypicality scores works better than the MAX and MEAN operations.. 
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Fig. 100 shows that using the VBIS-Gaussian-1NN semi-transductive approach 
improved the atypicality map performance when compared to the VBIS-1NN 
instance selection approach (proposed in Chapter 7). 
D. Implementation Study IV: VBIS-OCSVM-1NN 
Fig. 101 and Fig. 102 show that (1) using the VBIS-OCSVM-1NN approach 
reduced the computational cost to about 20% without a substantial drop in the 
atypicality map performance, and (2) using the MIN operation to fuse the 
atypicality scores works better than the MAX and MEAN operations. 
Fig. 103 shows that using the VBIS-OCSVM-1NN semi-transductive approach 
improved the atypicality map performance when compared to the VBIS-1NN 
instance selection approach (proposed in Chapter 7). Thus, confirming the results 
of Implementation Study III. 
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Chapter 9 
CONCLUSIONS 
This dissertation has addressed seven main research questions, which were 
posed in Chapters 2, 3, 4, 5, 6, 7, and 8. 
One of the most important challenges facing the field of radiology today is the 
training of new radiologists to interpret medical images. This training involves a 
process called perceptual learning. Because perceptual learning is implicit, it can 
be difficult to pass from an expert to a novice. Current methods of training can 
take years to produce a fully competent radiologist. Chapter 2 proposed to answer 
the following research question: 
Research question 1: How could we develop a methodology for comparing the 
visual search behavior of radiologists-in-training to experienced radiologists, in 
order to measure their progress during the training process? 
Answer 1: The results in Chapter 2 showed that the following parameters 
describing the visual search behavior of the 10 radiologists studied varied in a 
largely predictable ways, depending upon their expertise in reading chest 
radiographs: (1) time to complete task, (2) number of fixations, (3) number and 
size of consciously viewed regions, (4) number and area of subconsciously 
viewed regions, (5) mean fixation duration, and (6) saccadic length. These results 
could potentially be used to evaluate the progress of novice radiologists during the 
training process. 
While eye tracking technology can be used to record (moment-by-moment) the 
(x,y) coordinates of where a radiologist looks at a chest radiograph, it does not 
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directly indicate the level of interest evoked in the radiologist by the radiograph’s 
content at those (x,y) coordinates. Such information would be very useful, as eye 
tracker data collected by PACS systems could be used to automatically annotate 
teaching images without interfering with normal day-to-day work in a clinical 
setting. Such information could also be used to evaluate novice radiologists, by 
comparing their interest levels to those of expert radiologists viewing the same 
radiographs. Chapter 3 explores the possibility of using statistical analysis of eye 
tracking data to monitor the rising and falling interest levels or radiologists with 
the following research question: 
Research question 2: How could we apply the concept of entropy to eye 
tracking data from radiologists, as they scan medical images, to estimate their 
interest level at each fixation? 
Answer 2: The results in Chapter 3 show that statistically significant entropy 
values provide good indicators of elevated levels of interest in radiologists, as 
they read chest radiographs. The results also suggest that entropy calculations 
could be used to compare the interest levels of novice radiologists to those of 
expert radiologists reading the same radiographs. 
Any analysis of the local content of chest radiographs starts with feature 
extraction.  It is important to use feature extractors that extract the content that is 
most important to radiologists.  Chapter 4 used eye tracking data collected in 200 
experiments with 10 radiologists (at the Mayo Clinic Hospital in Phoenix, 
Arizona) to determine what local regions of 20 chest radiographs were most 
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important to Mayo radiologists, and then used the eye tracking data to generate an 
aggregate empirical importance map for each of the 20 chest radiographs. 
These aggregate empirical importance maps are used to quantitatively measure 
and compare the usefulness of 13 of the most popular feature types. Chapter 4 
proposed to answer the following research question:  
Research question 3: Which types of feature extractors are most useful for 
identifying regions in chest radiographs that will be of greatest interest to 
radiologists? 
Answer 3: The results shows that there is a substantial difference in the 
effectiveness of the 13 different feature extractors evaluated for extracting content 
from chest radiographs that is important to the Mayo radiologists.  Feature 
extractors that were most effective overall were (1) Edge Orientation Histogram, 
(2) Haar Wavelet, (3) Gabor Filter, and (4) Steerable Filters. 
Given effective feature extractors, it should be possible to extract the local 
content of a large corpus of normal chest radiographs, and to define what types of 
content are typical and atypical in any given region of those radiographs. Chapter 
5 used Gabor Filters to produce atypicality maps that showed relatively atypical 
regions in 20 test radiographs, to answer the following research question: 
Research question 4: How could we develop a computational method that 
estimates the level of typicality for the various anatomical regions within chest 
radiographs, using prototype and exemplar theories of human categorization? 
Answer 4: Chapter 5 proposed a method for (1) warping chest radiographs to 
align them with a standardized anatomical coordinate system (based on 
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anatomical landmarks), (2) extracting content from a corpus of 511 “normal” 
chest radiographs to characterize what is typical and atypical content in each 
anatomical region, and (3) using those characterizations to product atypicality 
maps for 20 test radiographs using two alternative learning models proposed in 
the psychology literature: the prototype model and the exemplar model. The 
results showed that the exemplar approach was much more effective for 
estimating the level of typicality in those 20 test radiographs. 
Chapter 6 used novel 3D ROC Surface analyses to objectively compare the 
usefulness of 7 different machine learning transductive and inductive anomaly 
detection methods for producing atypicality maps for chest radiographs. Chapter 6 
posed the following research question: 
Research question 5: How can we use anomaly detection methods to generate 
atypicality maps for chest radiographs, and then use those maps to objectively 
evaluate and compare the performance of each method? 
Answer 5: A novel 3D ROC Surface method described in Chapter 6 was used 
to objectively compare the atypicality maps of four transductive computational 
methods (1NN, 3NN, 5NN, and 10NN) and three inductive computational 
methods (One-Class SVM, Deviation, and Gaussian). The results suggest that the 
transductive 1NN method was much more effective overall for atypicality 
detection in chest radiographs than the inductive methods. 
Chapter 7 used instance selection methods to address the computational 
complexity problem of the transductive 1NN method. It also addressed the ability 
of the learning process to incrementally incorporate new informative chest 
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radiographs, as they are encountered. Chapter 7 posed the following research 
question: 
Research question 6: How could we use instance selection methods (1) to 
substantially reduce the computational cost of our successful transductive 1NN 
atypicality detection method, (2) without suffering a substantial drop in the 
effectiveness of its atypicality estimates, and (3) with the ability to incrementally 
incorporate new informative instances into the training set, as they are 
encountered? 
Answer 6: The use of the Extended Fuzzy C-Means (EFCM) method for 
instance selection demonstrated that it was feasible to substantially reduce the 
computational cost of 1NN transductive learning for the 20 test radiographs used 
in this study without a substantial drop in effectiveness. However, EFCM was not 
suitable for online learning.   
A novel Variance Based Instance Selection (VBIS) method also substantially 
reduced the computational complexity of the transductive 1NN method, while 
also supporting automatic selection and incorporation of new informative 
instances, to progressively improve the effectiveness of the transductive 1NN 
machine learning. The proposed VBIS method also has the advantage over EFCM 
of having only one parameter value, while EFCM requires three parameter 
values.  This is important because the use of many parameters poses a risk of 
overtraining the instance selection method to the particular training set, thus 
reducing its ability to generalize across other training sets. 
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While the use of instance selection reduces the computational complexity of the 
1NN transductive learning method, it is still more computationally complex than 
inductive methods, which employ of model of the training data instances.  
Chapter 8 developed a novel hybrid learning framework that combines the 
advantages of transductive approaches with the advantages of inductive 
approaches. Chapter 8 posed the following research question: 
Research question 7: How could we develop a hybrid learning framework for 
atypicality detection in chest radiographs that combines the superior performance 
of the 1NN transductive approach with the reduced computational cost of 
inductive approaches? 
Answer 7: The novel semi-transductive learning framework proposed in 
Chapter 8 was used to generate atypicality maps for chest radiographs in four 
different implementation studies. The results of these studies show that the 
proposed semi-transductive approach provides both efficient and effective 
detection of atypical regions in chest radiographs. It produces atypicality 
estimates comparable in quality to transductive methods, but at computational 
costs almost as low as inductive methods. 
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This dissertation research has resulted in seven published conference papers 
[177-183], and one conference paper has been accepted for publication. Three 
manuscripts are also under preparation for journal submission: the first article 
combines the work of chapters 2 and 3, the second article combines the work of 
chapters 5 and 6, and the third article combines the work of chapters 7 and 8. 
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APPENDIX A 
INSTITUTIONAL REVIEW BOARD (IRB) APPROVAL 
  283 
Fig. 104 shows a scanned copy of the Institutional Review Board (IRB) 
approval granted for Experiment 1 (described in Chapter 2).  
 
Fig. 104. IRB approval of Experiment 1 
  284 
APPENDIX B 
GABOR FILTERS 
  285 
Fig. 105 through Fig. 109 show eight 256 x 256 grayscale images for Gabor 
Filters from each of the 5 sets used in the research work presented in Chapter 5 of 
this study.  
   
 (a) (b) 
 
   
 (c) (d) 
 
   
 (e) (f) 
 
   
 (g) (h) 
 
Fig. 105. Eight 3x3 Gabor Filters. (a) f = 1/1.5, theta = 0, (b) f = 1/1.5, theta = 
pi/4, (c) f = 1/1.5, theta = pi/2, (d) f = 1/1.5, theta = 3pi/4, (e) f = 3/1.5, theta = 0, 
(f) f = 3/1.5, theta = pi/4, (g) f = 3/1.5, theta = pi/2, (h) f = 3/1.5, theta = 3pi/4 
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 (a) (b) 
 
   
 (c) (d) 
 
   
 (e) (f) 
 
   
 (g) (h) 
 
Fig. 106. Eight 7x7 Gabor Filters. (a) f = 1/3.5, theta = 0, (b) f = 1/3.5, theta = 
pi/4, (c) f = 1/3.5, theta = pi/2, (d) f = 1/3.5, theta=3pi/4, (e) f = 3/3.5, theta = 0, 
(f) f = 3/3.5, theta = pi/4, (g) f = 3/3.5, theta = pi/2, (h) f = 3/3.5, theta = 3pi/4 
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 (a) (b) 
 
   
 (c) (d) 
 
   
 (e) (f) 
 
   
 (g) (h) 
 
Fig. 107. Eight 11x11 Gabor Filters. (a) f = 1/5.5, theta = 0, (b) f = 1/5.5, theta = 
pi/4, (c) f = 1/5.5, theta = pi/2, (d) f = 1/5.5, theta = 3pi/4, (e) f = 3/5.5, theta = 0, 
(f) f = 3/5.5, theta = pi/4, (g) f = 3/5.5, theta = pi/2, (h) f = 3/5.5, theta = 3pi/4 
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 (a) (b) 
 
   
 (c) (d) 
 
   
 (e) (f) 
 
   
 (g) (h) 
 
Fig. 108. Eight 15x15 Gabor Filters. (a) f = 1/7.5, theta = 0, (b) f = 1/7.5, theta = 
pi/4, (c) f = 1/7.5, theta = pi/2, (d) f = 1/7.5, theta = 3pi/4, (e) f = 3/7.5, theta = 0, 
(f) f = 3/7.5, theta = pi/4, (g) f = 3/7.5, theta = pi/2, (h) f = 3/7.5, theta = 3pi/4 
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 (a) (b) 
 
   
 (c) (d) 
 
   
 (e) (f) 
 
   
 (g) (h) 
 
Fig. 109. Eight 19x19 Gabor Filters. (a) f = 1/9.5, theta = 0, (b) f = 1/9.5, theta = 
pi/4, (c) f = 1/9.5, theta = pi/2, (d) f = 1/9.5, theta = 3pi/4, (e) f = 3/9.5, theta = 0, 
(f) f = 3/9.5, theta = pi/4, (g) f = 3/9.5, theta = pi/2, (h) f = 3/9.5, theta = 3pi/4 
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APPENDIX C 
ATYPICALITY MAPS OF THE ONE-CLASS SVM METHOD 
  291 
Fig. 110 through Fig. 129 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the One-Class SVM method, for all the 
20 test radiographs, along with any abnormal/atypical boxes drawn by expert 
thoracic radiologists at Mayo Clinic. (The grayscale values have been inverted, to 
show the most atypical areas as dark regions.)  
                     
 (a) (b) (c) 
Fig. 110. One-Class SVM method atypicality map of test set radiograph 1 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
     
 (a) (b) (c) 
Fig. 111. One-Class SVM method atypicality map of test set radiograph 2 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes. 
       
 (a) (b) (c) 
Fig. 112. One-Class SVM method atypicality map of test set radiograph 3 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 113. One-Class SVM method atypicality map of test set radiograph 4 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 114. One-Class SVM method atypicality map of test set radiograph 5 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 115. One-Class SVM method atypicality map of test set radiograph 6 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 116. One-Class SVM method atypicality map of test set radiograph 7 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 117. One-Class SVM method atypicality map of test set radiograph 8 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
               
 (a) (b) (c) 
Fig. 118. One-Class SVM method atypicality map of test set radiograph 9 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 119. One-Class SVM method atypicality map of test set radiograph 10 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 120. One-Class SVM method atypicality map of test set radiograph 11 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
     
 (a) (b) (c) 
Fig. 121. One-Class SVM method atypicality map of test set radiograph 12 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 122. One-Class SVM method atypicality map of test set radiograph 13 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 123. One-Class SVM method atypicality map of test set radiograph 14 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 124. One-Class SVM method atypicality map of test set radiograph 15 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
  296 
       
 (a) (b) (c) 
Fig. 125. One-Class SVM method atypicality map of test set radiograph 16 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 126. One-Class SVM method atypicality map of test set radiograph 17 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 127. One-Class SVM method atypicality map of test set radiograph 18 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 128. One-Class SVM method atypicality map of test set radiograph 19 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 129. One-Class SVM method atypicality map of test set radiograph 20 of 20: 
(a) Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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APPENDIX D 
ATYPICALITY MAPS OF THE DEVIATION METHOD 
  299 
Fig. 130 through Fig. 149 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the Deviation method, for all the 20 
test radiographs, along with any abnormal/atypical boxes drawn by expert 
thoracic radiologists at Mayo Clinic. (The grayscale values have been inverted, to 
show the most atypical areas as dark regions.)  
                     
 (a) (b) (c) 
Fig. 130. Deviation method atypicality map of test set radiograph 1 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
     
 (a) (b) (c) 
Fig. 131. Deviation method atypicality map of test set radiograph 2 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes. 
       
 (a) (b) (c) 
Fig. 132. Deviation method atypicality map of test set radiograph 3 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 133. Deviation method atypicality map of test set radiograph 4 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 134. Deviation method atypicality map of test set radiograph 5 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 135. Deviation method atypicality map of test set radiograph 6 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 136. Deviation method atypicality map of test set radiograph 7 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 137. Deviation method atypicality map of test set radiograph 8 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
               
 (a) (b) (c) 
Fig. 138. Deviation method atypicality map of test set radiograph 9 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 139. Deviation method atypicality map of test set radiograph 10 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 140. Deviation method atypicality map of test set radiograph 11 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
     
 (a) (b) (c) 
Fig. 141. Deviation method atypicality map of test set radiograph 12 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
  303 
                     
 (a) (b) (c) 
Fig. 142. Deviation method atypicality map of test set radiograph 13 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 143. Deviation method atypicality map of test set radiograph 14 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 144. Deviation method atypicality map of test set radiograph 15 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 145. Deviation method atypicality map of test set radiograph 16 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 146. Deviation method atypicality map of test set radiograph 17 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 147. Deviation method atypicality map of test set radiograph 18 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 148. Deviation method atypicality map of test set radiograph 19 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 149. Deviation method atypicality map of test set radiograph 20 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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APPENDIX E 
ATYPICALITY MAPS OF THE GAUSSIAN METHOD 
  307 
Fig. 150 through Fig. 169 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the Gaussian method, for all the 20 
test radiographs, along with any abnormal/atypical boxes drawn by expert 
thoracic radiologists at Mayo Clinic. (The grayscale values have been inverted, to 
show the most atypical areas as dark regions.)  
                     
 (a) (b) (c) 
Fig. 150. Gaussian method atypicality map of test set radiograph 1 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
     
 (a) (b) (c) 
Fig. 151. Gaussian method atypicality map of test set radiograph 2 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes. 
       
 (a) (b) (c) 
Fig. 152. Gaussian method atypicality map of test set radiograph 3 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 153. Gaussian method atypicality map of test set radiograph 4 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 154. Gaussian method atypicality map of test set radiograph 5 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 155. Gaussian method atypicality map of test set radiograph 6 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 156. Gaussian method atypicality map of test set radiograph 7 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 157. Gaussian method atypicality map of test set radiograph 8 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
               
 (a) (b) (c) 
Fig. 158. Gaussian method atypicality map of test set radiograph 9 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 159. Gaussian method atypicality map of test set radiograph 10 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 160. Gaussian method atypicality map of test set radiograph 11 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
     
 (a) (b) (c) 
Fig. 161. Gaussian method atypicality map of test set radiograph 12 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 162. Gaussian method atypicality map of test set radiograph 13 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 163. Gaussian method atypicality map of test set radiograph 14 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 164. Gaussian method atypicality map of test set radiograph 15 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
  312 
       
 (a) (b) (c) 
Fig. 165. Gaussian method atypicality map of test set radiograph 16 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 166. Gaussian method atypicality map of test set radiograph 17 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 167. Gaussian method atypicality map of test set radiograph 18 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 168. Gaussian method atypicality map of test set radiograph 19 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 169. Gaussian method atypicality map of test set radiograph 20 of 20: (a) 
Original radiograph. (b) First and (c) second expert radiologist’s boxes.  
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APPENDIX F 
ATYPICALITY MAPS OF THE 1NN METHOD 
  315 
Fig. 170 through Fig. 189 show side-by-side views of the original radiographs, 
and their atypicality maps, generated using the 1NN method, for all the 20 test 
radiographs, along with any abnormal/atypical boxes drawn by expert thoracic 
radiologists at Mayo Clinic. (The grayscale values have been inverted, to show 
the most atypical areas as dark regions.)  
                     
 (a) (b) (c) 
Fig. 170. 1NN method atypicality map of test set radiograph 1 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
     
 (a) (b) (c) 
Fig. 171. 1NN method atypicality map of test set radiograph 2 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes. 
       
 (a) (b) (c) 
Fig. 172. 1NN method atypicality map of test set radiograph 3 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 173. 1NN method atypicality map of test set radiograph 4 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 174. 1NN method atypicality map of test set radiograph 5 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 175. 1NN method atypicality map of test set radiograph 6 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 176. 1NN method atypicality map of test set radiograph 7 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
         
 (a) (b) (c) 
Fig. 177. 1NN method atypicality map of test set radiograph 8 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
               
 (a) (b) (c) 
Fig. 178. 1NN method atypicality map of test set radiograph 9 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 179. 1NN method atypicality map of test set radiograph 10 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 180. 1NN method atypicality map of test set radiograph 11 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
     
 (a) (b) (c) 
Fig. 181. 1NN method atypicality map of test set radiograph 12 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 182. 1NN method atypicality map of test set radiograph 13 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 183. 1NN method atypicality map of test set radiograph 14 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 184. 1NN method atypicality map of test set radiograph 15 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 185. 1NN method atypicality map of test set radiograph 16 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 186. 1NN method atypicality map of test set radiograph 17 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
       
 (a) (b) (c) 
Fig. 187. 1NN method atypicality map of test set radiograph 18 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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 (a) (b) (c) 
Fig. 188. 1NN method atypicality map of test set radiograph 19 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
                     
 (a) (b) (c) 
Fig. 189. 1NN method atypicality map of test set radiograph 20 of 20: (a) Original 
radiograph. (b) First and (c) second expert radiologist’s boxes.  
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APPENDIX G 
ATYPICALITY MAPS OF THE KNN (K = 1, 3, 5, 10) METHODS 
  323 
Fig. 190 through Fig. 209 show side-by-side views of 1NN, 3NN, 5NN, and 
10NN atypicality maps, for all the 20 test radiographs. (The grayscale values have 
been inverted, to show the most atypical areas as dark regions.)  
    
 (a) (b) (c) (d) 
Fig. 190. kNN atypicality maps of test set radiograph 1 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 191. kNN atypicality maps of test set radiograph 2 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 192. kNN atypicality maps of test set radiograph 3 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
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 (a) (b) (c) (d) 
Fig. 193. kNN atypicality maps of test set radiograph 4 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 194. kNN atypicality maps of test set radiograph 5 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 195. kNN atypicality maps of test set radiograph 6 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 196. kNN atypicality maps of test set radiograph 7 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
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 (a) (b) (c) (d) 
Fig. 197. kNN atypicality maps of test set radiograph 8 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 198. kNN atypicality maps of test set radiograph 9 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 199. kNN atypicality maps of test set radiograph 10 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 200. kNN atypicality maps of test set radiograph 11 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
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 (a) (b) (c) (d) 
Fig. 201. kNN atypicality maps of test set radiograph 12 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 202. kNN atypicality maps of test set radiograph 13 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 203. kNN atypicality maps of test set radiograph 14 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 204. kNN atypicality maps of test set radiograph 15 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
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 (a) (b) (c) (d) 
Fig. 205. kNN atypicality maps of test set radiograph 16 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 206. kNN atypicality maps of test set radiograph 17 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 207. kNN atypicality maps of test set radiograph 18 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
    
 (a) (b) (c) (d) 
Fig. 208. kNN atypicality maps of test set radiograph 19 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
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 (a) (b) (c) (d) 
Fig. 209. kNN atypicality maps of test set radiograph 20 of 20: (a) k = 1. (b) k = 3. 
(c) k = 5. (d) k = 10.  
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