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Abstract 
The Face Diarization project is a comparative analysis between two methods already 
developed. This project aims to determine if, using this procedure, the video sequence 
scenes limits can be determined. 
For face detection a 69.78% recall and a 65.78% precision are achieved. Using the LBPH 
classification system a 74.34% of detections are correctly classified; while, using the 
system algorithm that also considers the cloth, a 62.57% are classified. For the scenes 
separation system, using the result provided by the first classification system a 77.7% of 
shots are classified, dividing a 19.23% of scenes and combining a 5.17%; using the 
second system results a 94.76% are classified, 4.12% of scenes are divided and 89.91% 
are combined. 
The Face Diarization method can be a proper tool to separate scenes, providing that the 
face detection system and the face classification system used in the procedure get 
suitable results.   
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Resum 
El projecte Face Diarization és un anàlisi comparatiu entre dos mètodes existents. Pretén 
determinar si, mitjançant aquest procediment, és possible determinar els límits de les 
escenes d’una seqüència de vídeo. 
Per la detecció de cares s’ha aconseguit un record del 69.78% i una precisió del 65.78%. 
Amb el sistema de classificació LBPH es classifiquen correctament un 74.34% de les 
deteccions; mentre que amb el sistema que considera també la roba se n’han classificat 
un 62.57%. Pel sistema de separació d’escenes, amb els resultats del primer sistema 
s’ha aconseguit classificar el 77.7% dels shots, dividint un 19.23% de les escenes i 
combinant-ne un 5.17%; i un 94.76% dels shots dividint un 4.12% i combinant un 89.81% 
de les escenes utilitzant els del segon. 
La Face Diarization pot ser una bona eina per a la separació d’escenes, sempre i quan 
els sistemes de detecció i de classificació de cares obtinguin bons resultats.  
  
  3 
Resumen 
El proyecto Face Diarization es un análisis comparativo entre dos métodos existentes. 
Pretende determinar si, mediante este procedimiento, es posible determinar los límites 
de las escenas de una secuencia de vídeo. 
Para la detección de caras se ha conseguido una exhaustividad del 69.78% y una 
precisión del 65.78%. Con el sistema de clasificación LBPH se clasifican correctamente 
un 74.34% de les detecciones; mientras que con el sistema que considera también la 
ropa se han clasificado un 62.57%. Para el sistema de separación de escenas, con los 
resultados del primer sistema se ha conseguido clasificar el 77.7% de los shots, 
dividiendo un 19.23% de les escenas y combinando un 5.17%; y un 94.76% de los shots 
dividiendo un 4.12% y combinando un 89.81% de las escenas utilizando los del segundo. 
La Face Diarization puede ser una buena herramienta para la separación de escenas, 
siempre que los sistemas de detección y de clasificación de caras obtengan buenos 
resultados.  
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1. Introducció 
Aquest projecte està realitzat dins el grup de Tecnologies Audiovisuals del Departament 
de Teoria del Senyal i Comunicacions de la UPC. 
1.1. Objectius 
L’objectiu d’aquest projecte és implementar un algorisme capaç de determinar els límits 
de les escenes que formen un vídeo a partir de l’anàlisi de les cares que hi apareixen. 
Concretament, consisteix en implementar dues tècniques de Face Diarization[1] i 
determinar amb quina s’obtenen uns resultats més adequats per a l’objectiu plantejat. 
Aquest projecte pretén millorar els resultats obtinguts en el projecte CENIT-
BUSCAMEDIA finançat a través del programa CENIT del Centro para el Desarrollo 
Tecnológico Industrial (CDTI), depenent del Ministerio de Ciencia e Innovación. 
L’objectiu del projecte CENIT-BUSCAMEDIA era implementar un algorisme capaç de 
determinar, de manera automàtica, els límits de les diferents escenes que formen una 
seqüència de vídeo. Per tal d’aconseguir aquest objectiu l’algorisme analitza diferents 
descriptors audiovisuals, com per exemple la presència de música o veu, els colors i el 
moviment. 
L’algorisme implementat pel grup de recerca de CENIT-BUSCAMEDIA funciona 
correctament en la majoria dels casos, però hi ha situacions en les que no realitza la 
separació d’escenes adequada. Per aquest motiu s’estan afegint noves característiques 
a analitzar. Una d’aquestes eines és l’anàlisi de les cares que apareixen al llarg de la 
seqüència, eina en la que es centra aquest treball. 
1.2. Motivació del projecte 
La idea d’implementar aquest algorisme prové de la gestió de la publicitat. Actualment, 
tant en molts canals de televisió com a Internet, el baners publicitaris s’insereixen en mig 
d’un vídeo de manera totalment aleatòria, sense tenir en compte l’estructura de la 
seqüència de vídeo ni els interessos de l’espectador. Aquesta aleatorietat provoca que 
en alguns casos fins i tot s’arribi a interrompre un personatge. 
L’objectiu d’aquest algorisme és garantir que els talls publicitaris es produiran en canvis 
d’escena, evitant trencar la continuïtat de la seqüència de vídeo reproduïda. D’aquesta 
manera millorarà l’experiència de l’espectador.  
1.3. Especificacions 
L’algorisme ha de proporcionar uns resultats que permetin millorar el funcionament del 
sistema implementat pel projecte BUSCAMENDIA CENIT-E. 
L’algorisme ha d’obtenir uns bons resultats per vídeos amb poc moviment, com per 
exemple debats o series amb poca acció. 
L’algorisme ha de ser el més ràpid possible. 
L’algorisme a implementar es divideix en dos grans blocs, el sistema de detecció de 
cares i el sistema de classificació de cares. El sistema de classificació de cares 
proporciona els resultats necessaris per posteriorment fer la detecció d’escenes. 
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Per tal d’avaluar els resultats obtinguts en el sistema de detecció de cares s’utilitzaran 
les mesures bàsiques d’avaluacions de cerca, al precisió i el record. La precisió és la 
proporció de deteccions rellevants i el record és la fracció de deteccions rellevants 
aconseguides. 
Per tal d’avaluar els resultat obtinguts en el sistema de classificació de cares s’utilitzarà 
la taxa d’error que ens permetrà determinar la fracció de cares classificades 
incorrectament. 
Sistema de detecció de cares 
Record 75% 
Precisió 80% 
Sistema de classificació de cares Taxa d’error 20% 
Taula 1: Especificacions del projecte 
1.4. Mètodes i procediments 
L’algorisme es basarà en els resultats que proporciona un algorisme implementat dins el 
projecte BUSCAMEDIA CENIT-E. Aquest algorisme divideix una seqüència de vídeo en 
shots, parts d’una seqüència de vídeo gravades de manera continua, i extreu les imatges 
més representatives de cadascuna d’aquestes parts, anomenats keyframes. 
L’algorisme es basa en el procediment anomenat Face diarization. Inicialment, detecta 
les diferents cares que apareixen al llarg de la seqüència de vídeo. Un cop finalitzat el 
procés de detecció s’inicia el procés de classificació. L’objectiu d’aquest segon procés és 
agrupar les cares segons la persona a la que es corresponen. 
El resultat del procediment explicat permet determinar quins shots pertanyen a la 
mateixa escena, aquells en els que les persones que hi apareixen coincideixen, i quins 
pertanyen a escenes diferents, aquells en els que les persones siguin diferents. 
1.5. Pla de treball 




























Detector de cares 
Detector de pell 
Figura 1: Diagrama de blocs del projecte 
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1.5.2. Paquets de treball i tasques (Annex 1) 
WP1: Documentació 
WP2: Marc del projecte 
WP3: Introducció a Face Diarization 
WP4: Sistema de detecció de cares 
WP5: Sistema de classificació de cares 1 
WP6: Sistema de classificació de cares 2 
WP7: Anàlisis comparatiu 
1.5.3. Fites 
WP Tasca Títol Fita / entrega Data (setmana) 
1 1 Redacció del Project Proposal and 
Work Plan. 
Project Proposal and 
Work Plan 
10/10/2014 (4) 
1 2 Redacció del Project Critical 
Review. 
Project Critical Review 21/11/2014 (10) 
1 3 Redacció de la memòria del treball. Memòria del treball 30/01/2015 (20) 
1 4 Presentació del treball. Presentació 16/02/2015 (23) 
3 2 Introducció a la Face Diarization. Resum sobre Face 
Diarization. 
30/09/2014 (2) 
4 3 Sistema de detecció de cares. Resultats de la detecció 
de cares. 
10/10/2014 (4) 
4 5 Sistema de detecció de cares. Resultats millorats de la 
detecció de cares. 
31/10/2014 (7) 
5 2 Sistema de classificació de cares 1. Resultats de la 
classificació de cares. 
11/11/2014 (9) 
6 2 Sistema de classificació de cares 2. Resultats de la 
classificació de cares. 
11/12/2014 (13) 
7 2 Anàlisis comparatiu. Resultats de la 
comparativa 
16/01/2015 (18) 
Taula 2: Fites 
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1.5.4. Diagrama de Gantt 
 
1.6. Modificacions del pla de treball 
Degut a la complexitat de les seqüències de vídeo utilitzades, el sistema de detecció de 
cares inicialment plantejat dins aquest treball no obté uns resultats prou adequats i 
necessita ser millorat. 
Inicialment, s’esperava que el detector fos capaç d’identificar com a mínim el 75% de les 
cares que apareixien al llarg del vídeo i, per altre banda, com que el detector a vegades 
identifica com a cares coses que no ho són, el 80% de les identificacions realitzades 
fossin realment cares i no falses deteccions. 
Els resultats obtinguts disten molt de les expectatives esmentades degut a la complexitat 
de les seqüències utilitzades. Els vídeos presenten, entre altres, moltes cares de perfil, 
diferents variacions d’il·luminació i rotacions de cares que dificulten la feina del detector. 
Per aquest motiu, s’inclou un nou bloc dins el sistema de detecció de cares, un detector 
de pell. La funció d’aquest és comprovar si les identificacions resultants del detector de 
cares contenen zones amb pell o no. Sí conté pell és una cara, sinó, és una falsa 
detecció. D’aquesta manera es reduiran els falsos positius millorant el funcionament del 
sistema de detecció. 
  
Figura 2: Diagrama de Gantt 
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2. Estat de l’art de la Face Diarization 
Face Diarization és un procediment consistent en dividir una seqüència de vídeo en 
varies parts segons les persones a qui corresponen les cares que hi apareixen. 
El procediment a seguir es pot subdividir en les següents parts: 
 
Figura 3: Diagrama de blocs de Face Diarization 
Inicialment es detecten els diferents shots que formen el vídeo de manera que 
s’aconsegueix una primera divisió de la seqüència. Seguidament es detecten les cares 
que hi apareixen i es seleccionen aquelles que s’utilitzaran en els passos posteriors. Un 
cop obtingut el conjunt de cares a utilitzar s’extreu el vector de característiques 
representant de cadascuna de les cares que s’utilitzarà per a la classificació final. 
2.1. Detecció i selecció de cares 
La selecció de cares és un pas imprescindible per reduir dràsticament el cost 
computacional dels passos posteriors. Utilitzar les cares que apareixen en tots els 
fotogrames del vídeo suposaria un nombre de cares a classificar massa gran, a més a 
més les cares que apareixen en imatges consecutives són tan semblants que es pot 
considerar informació redundant. 
La selecció de cares es pot realitzar de dues maneres: 
 Abans de la detecció de cares: detectar els keyframes i utilitzar únicament aquestes 
imatges per detectar-hi les cares. 
 Després de la detecció de cares[2]: un cop detectades les cares en tots els 
fotogrames del vídeo, seleccionar quines són les que proporcionaran millors resultats 
en la classificació, en funció de la simetria, la nitidesa, el contrast i la lluminositat, per 
exemple. 
2.2. Extracció de característiques i classificació de cares 
Per tal d’escollir els dos sistemes de classificació de cares que s’implementaran en 
aquest treball s’ha realitzat una recerca dels mètodes actualment desenvolupats. A 
continuació es fa una petita introducció a cadascun dels diferents mètodes analitzats. 
2.2.1. Similitud entre shots[2] 
El mètode de classificació basat en la similitud entre shots analitza la posició i la mida de 
les diferents cares i el tipus de shot en el que apareixen. Quan dues cares coincideixen 
en els tres aspectes es classifiquen dins el mateix cluster. Per tal de decidir si els shots 
són similars s’analitza el color i la intensitat dels píxels dels keyframes. 
2.2.2. Diferència entre cares[3] 
El mètode de classificació basat en la diferència de cares, per decidir si les cares 
pertanyen a la mateixa persona o no, compara la intensitat dels píxels de les imatges. 
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comparacions independentment de la mida de les imatges. La classificació és del tipus 
bottom-up, inicialment cada cara és un cluster en si mateixa i de manera iterativa es van 
combinant els dos clusters amb menor diferència entre les cares que el formen. Aquest 
procés iteratiu es va repetint fins que la diferència inter-cluster supera un cert llindar. 
2.2.3. Thumbnails[4] 
El thumbnail és una regió del fotograma que conté la cara detectada en el centre junt 
amb l’àrea que l’envolta aconseguint una regió tres vegades superior a la detecció 
original, tant en horitzontal com en vertical. Utilitzant aquesta àrea en lloc de la regió 
estrictament detectada es té en compte tot el cap i les espatlles i no només la cara. 
 
Figura 4: Thumbnail 
Per fer la classificació es fa servir l’algorisme Mean-Shift[5] utilitzant com a distància entre 
imatges la diferència entre els histogrames de color ponderats de cada una de les 16 
regions en que es divideix l’àrea del thumbnail, donant més importància a les regions de 
la cara. 
2.2.4. Local binary patterns histogram[6] 
El mètode de classificació basat en LBPH requereix realitzar un pre-processat de la 
imatge en el que s’unifiquen les característiques de totes les cares detectades. 
Un cop finalitzat el pre-processat es creen els LBP[7] per a cadascuna de les cares. Un 
cop transformats tots els píxels es divideix la imatge resultant en 64 blocs, es fa 
l’histograma de cadascun d’ells i es concatenen els 64 histogrames, aconseguint així el 
vector de característiques de la imatge. 
Un cop creats tots els vectors de característiques es procedeix a la classificació. El 
classificador s’inicialitza amb el model de la primera cara. Per cada cara nova es 
comprova la semblança amb els models del classificador i s’actualitza un dels models 
existents o se’n crea un de nou en funció d’un llindar. Un cop classificades totes les 
cares se seleccionen les cares més representatives de cada cluster i s’inicialitza de nou 
el classificador amb aquest models. Aquest procediment s’itera 3 o 4 vegades. 
2.2.5. Local gabor binary pattern histogram sequence[2] 
El vector de característiques utilitzat en aquest mètode és molt semblant a l’anterior. La 
diferència principal és que abans de crear els LBP s’apliquen els filtres de Gabor[8], 
concretament s’apliquen 5 escales i 8 orientacions. Una altra diferència és que en lloc de 
64 regions es creen 100 regions per a cada imatge. 
El mètode de classificació és del tipus bottom-up, cada cara és un cluster en sí mateixa 
de manera inicial i es van combinant els dos clusters més propers en cada iteració fins 
que la distància entre els diferents clusters supera un llindar preestablert. 
  21 
2.2.6. Informació mútua[9] 
El mètode d’informació mútua considera les cares detectades com una distribució, de 
manera que el seu histograma representa la funció de distribució d’aquesta. Basant-se 
en aquesta idea utilitza com a vectors de característiques la informació mútua 
normalitzada de la cara amb cadascuna de la resta de cares detectades en el vídeo.  
Per la classificació s’utilitza l’algorisme Fuzzy C-means[10]. Per determinar la diferencia 
entre dos vectors es calcula la distància euclidiana. La inicialització del sistema és 
manual, per tal de millorar els resultats obtinguts davant una inicialització aleatòria. 
2.2.7. Distància rank-order[11] 
El mètode rank-order es basa en el fet que les cares pertanyents a la mateixa persona 
comparteixen els veïns més propers. Per aquest motiu es genera, per a cada cara, una 
llista ordenada de les seves imatges veïnesi s’utilitza com a vector de característiques. 
Per a la classificació s’inicialitza el sistema considerant que cada cara és un cluster. Per 
cada parell de clusters es calcula la distància rank-order, semblança entre els veïns més 
pròxims, i la distància de cluster normalitzada, proximitat de les cares dins el cluster. 
Mitjançant aquestes dues distàncies es creen parells de clusters candidats, aquells que 
compleixen les condicions necessàries per ser combinats. Finalment es combinen els 
diferents parells candidats de manera transitiva. Aquest procés s’itera fins que no hi ha 
combinacions possibles. 
2.2.8. Punts d’interès i biometria[1] 
Aquest mètode combina dos tipus de característiques: per una banda utilitza punts 
d’interès locals, amb els que aconsegueix parells de cares coincidents, i per una altra 
banda utilitza probabilitats creuades biomètriques mitjançant models Gaussian Mixture 
Models[12]. 
Per als punts d’interès locals s’utilitzen les característiques Speeded Up Robust 
Features[13], que són robustes a variacions d’escala, rotació i il·luminació. Per a la 
biometria es detecta la posició dels ulls i es crea un vector DCT[14] amb el que es genera 
el model GMM. 
En la classificació inicialment només s’utilitzen les característiques SURF fins a la 
superació d’un llindar, moment en el que es comencen a combinar els dos mètodes. 
2.2.9. Hidden Markov Random Fields[15] 
El mètode basat en Hidden Markov Random Fields aprofita el coneixement a priori que 
proporciona l’aparició de les cares al llarg d’una seqüència. Gràcies a coneixements 
temporals i espacials que proporciona el vídeo es poden determinar fàcilment les 
restriccions per parelles que requereix aquest sistema. 
Mitjançant l’algorisme K-means s’inicialitzen els clusters i els paràmetres necessaris per 
la classificació posterior. Un cop inicialitzat el sistema s’aplica el sistema de proximitat 
que proporciona la correlació entre els diferents clusters. Seguidament s’aplica 
l’algorisme d’optimització en el que es van actualitzant les etiquetes i els paràmetres de 
manera alternada i iterativa fins a la convergència. Finalment es selecciona la etiqueta 
més adequada per a cada cara. 
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2.2.10. Considerar la roba[16] 
En aquest paper es proposa incloure la roba dins les característiques a analitzar. 
Concretament utilitza 4 característiques: punts Scale-Invariant Feature Transform[17] de la 
cara, color de la pell, histograma de color i textura de la roba. 
Per a la classificació s’utilitza un mètode bottom-up jeràrquic. En un primer nivell es 
combinen els clusters que compleixen les quatre condicions (distàncies menors a un 
llindar per a les quatre característiques). Un cop fetes totes les combinacions possibles 
s’inicia un segon nivell en el que es combinen aquells clusters que compleixen una de les 
condicions de la cara i una de la roba. Finalment, en un últim nivell es combinen tots 
aquells que compleixen la condició per a les característiques SIFT. 
2.2.11. Comparació de resultats 
Mètode Resultat 
Similitud entre shots  Índex de rand: 45.75% (83% notícies) 
Diferència entre cares  Error: 14.5% 
Thumbnails  Índex de rand: 57.25% (91% notícies) 
Local binary patterns histogram Error: 28.57% (pel·lícules) 
Local gabor binary pattern histogram sequence Puresa: 99% (debats) 
Informació mútua Error: 7% (pel·lícules) 
Distància rank-order Precisió: 99% 
Record: 98% (àlbums de fotos) 
Punts d’interès i biometria Error: 5.28% (notícies i debats) 
Hidden Markov Random Fields Precisió: 85.26% (pel·lícules) 
Considerar la roba Error : 19.75% (9.10% notícies) 
Taula 3: Comparativa de resultats de Face Diarization 
Donada la diversitat de bases de dades utilitzades en els diferents tests i la diversitat de 
mesures proporcionades, és molt difícil determinar si un sistema és millor que un altre. 
La idea d’aquest projecte és utilitzar el sistema en series de televisió. Actualment s’està 
treballant amb sèries amb poca acció, de manera que el tipus de base de dades és força 
semblant tant al de pel·lícules com al de debats i notícies. 
Els sistemes seleccionats per aquest treball són Local binary patterns histogram i 
Considerar la roba. El sistema Considerar la roba s’ha seleccionat perquè és l’únic 
sistema analitzat que no només utilitza la cara per a la classificació sinó que va un pas 
més enllà i també té en compte la roba. El sistema Local binary patterns histogram s’ha 
seleccionat perquè dins dels sistemes analitzats ha semblat un mètode interessant per 
estudiar més a fons i que pot donar millors resultats que els actuals. 
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3. Metodologia 
3.1. Sistema de detecció d’escenes 
El sistema de detecció d’escenes és un sistema l’objectiu del qual és: donada una 
seqüència de vídeo determinar els límits de les diferents escenes que el formen. Una 
escena és cadascuna de les parts d’una seqüència de vídeo que representa una situació 
determinada amb els mateixos personatges. 
En aquest cas el mètode utilitzat per detectar les escenes es basa en les cares que hi 
apareixen. El sistema segueix l’esquema següent: 
 
Figura 5: Diagrama de blocs del sistema de detecció d’escenes 
3.2. Sistema de detecció de cares 
El sistema de detecció de cares implementat es pot dividir en tres blocs principals: 
 
Figura 6: Diagrama de blocs del sistema de detecció de cares 
 Equalitzar la imatge: per tal de millorar els resultats de la detecció de cares, és 
important equalitzar l’histograma de la imatge prèviament. 
 Detecció de cares: mitjançant un sistema de detecció es determina la posició de les 
cares que apareixen en els keyframes que formen la seqüència de vídeo. 
 Descartar falsos positius: mitjançant diferents sistemes de classificació, eliminar les 
deteccions resultants del bloc anterior que es considerin falsos positius. 
3.2.1. Equalitzar la imatge[18] (Annex 0) 
La equalització de l’histograma és un procediment que millora el contrast de la imatge. 
Mitjançant aquest procediment el rang de valors que pren la intensitat augmenta. Amb 
l’equalització s’aconsegueixen unificar les condicions d’il·luminació de les diferents 
imatges de la seqüència de vídeo, millorant els resultats de les etapes posteriors. 
3.2.2. Detecció de cares (Annex 0) 
Un cop realitzada l’equalització de les imatges de la seqüència de vídeo, es pot procedir 
a detectar les cares que hi apareixen. Per a la implementació d’aquests sistema s’utilitza 
l’algorisme Viola & Jones[19]. S’ha seleccionat aquest sistema perquè té un cost 
computacional molt baix i presenta uns resultats molt bons. 
El sistema es basa en tres conceptes principals: la utilització de la imatge integral, un 
entrenador de classificadors basat en AdaBoost[20] i un classificador en cascada. La 
utilització de la imatge integral permet una ràpida avaluació de les diferents 
característiques i el classificador en cascada permet descarta parts de la imatge i 
centrar-se en aquelles que potencialment continguin cares. 






Equalitzar la imatge Detecció de cares
Descartar falsos 
positius
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Classificadors Haar en OpenCV 
Per al desenvolupament d’aquest treball s’utilitza la llibreria de codi obert OpenCV[21]. 
Aquesta llibreria proporciona diferents classificadors Haar en cascada per a la detecció 
de cares ja entrenats. Concretament proporciona 4 classificadors per a cares frontals i 1 
classificador per cares de perfil. 
3.2.3. Descartar falsos positius 
El procediment anterior genera un alt nombre de deteccions, una gran part de les quals 
són falsos positius. Això és degut a l’alta complexitat de les seqüències de utilitzades. 
Per tal d’augmentar el nombre de cares detectades, s’ha de reduir el llindar d’acceptació 
cosa que comporta l'augment proporcional del nombre de falsos positius. 
Per tal d’augmentar la precisió del sistema de detecció de cares, s’han implementat dos 
algorismes de classificació encarregats de determinar quines deteccions són realment 
cares i quines no. En cas que una detecció sigui classificada com a fals positiu, aquesta 
serà descartada. 
3.2.3.1. Detector de pell[22] (Annex 0) 
En imatges i vídeos, la detecció de pell permet determinar la presencia de persones. 
L’objectiu del detector de pell és detectar regions de la imatge en les que hi apareguin 
colors amb el to de la pell. La cara és una de les regions, junt amb les mans, que 
presenten una regió més extensa de pell en una persona. Per aquest motiu, quan una 
detecció contingui una regió considerablement extensa de pell serà classificada com una 
cara. 
El color de pell en una imatge varia en funció de les condicions d’il·luminació de l’escena. 
Per aquest motiu és important la selecció de l’espai de color que s’utilitzarà en la 
classificació. L’espai de color ideal seria aquell en el que les components de color siguin 
independents de la luminància. 
L’espai de color YCbCr[16] prové de la transformació lineal de l’espai de color RGB. En 
aquest espai de color s’aconsegueix la separació de la luminància, component Y, del 
color, components Cb i Cr. Com es veu a la figura, els diferents valors que por prendre el 
color de la pell queden concentrats en una regió delimitada.  
 
Figura 7: Distribució del color de la pell en el pla CbCr 
En el sistema estudiat s’utilitza una combinació entre l’espai de color YCbCr i l’espai de 
color HSV. Concretament creen un nou espai de color, CrCbH. Els llindars utilitzats per 
classificar els píxels de les diferents imatges entre pell i no pell són: 
𝑃𝑒𝑙𝑙 =  
135 ≤ 𝐶𝑟 ≤ 170
130 ≤ 𝐶𝑏 ≤ 200
0.001 ≤ 𝐻 ≤ 0.1
  
Equació 1: Píxels de pell en l’espai CrCbH 
on H està normalitzat entre 0 i 1. 
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3.2.3.2. Detector de punts SIFT[23] 
Les característiques SIFT són invariants a variacions d’escala i a rotacions de la imatge. 
Proporcionen una robustesa davant una amplia varietat de distorsions: canvis 
d’il·luminació, soroll i variacions de l’objecte dins la imatge des d’un punt de vista 3D. 
Experimentalment[23] s’ha trobat que per la classificació de cares el millor nombre de 
punts SIFT en una cara és 5, per aquest motiu s’ha decidit descartar totes aquelles 
deteccions que no continguin com mínim 5 punts SIFT. S’ha comprovat que amb aquest 
sistema s’eliminen falsos positius. 
3.3. Sistema de classificació de cares 
3.3.1. Local binary patterns histogram[6] 
El sistema de Local Binary Patterns Histogram està organitzat de la següent manera: 
 
Figura 8: Diagrama de blocs del sistema LBPH 
3.3.1.1. Pre-processat 
El pre-processat recomanat en aquest sistema serveix per uniformitzar el conjunt de 
cares detectades, per tal que en el posterior procés de classificació hi hagi el menor 
nombre de factors externs que puguin influenciar la combinació de cares. 
El procediment segueix el següent esquema: 
 
Figura 9: Diagrama de blocs del pre-processat 
El pas de convertir a escala de grisos es realitza perquè posteriorment es treballa sobre 
la intensitat i no sobre l’espai de color de tres dimensions. 
L’eliminació de marges, concretament el 20% de la imatge, es realitza per tal de 
descartar possibles píxels de fons de la detecció. Per al sistema plantejat és important 
que en la detecció no hi hagi píxels que no formin part de la cara pròpiament dita, ja 
siguin dels fons o dels cabells. 
La modificació de la mida de la imatge és important per tal d’unificar la mida de totes les 
deteccions. Al treballar amb histogrames és important que el nombre de píxels de 
cadascuna de les diferents cares sigui el mateix. Per unificar la mida de les diferents 
imatges es calcula la mitja i es canvia la mida de tots elles per fer que siguin de la mida 
calculada. Amb aquest mètode s’aconsegueix reduir la distorsió afegida en aquest pas. 
Finalment s’equalitzen els histogrames per eliminar les possibles variacions d’il·luminació 
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3.3.1.2. Extracció LBPH 
L’extracció dels LBPH és el pas en el que s’extreu el vector de característiques que 
s’utilitzarà posteriorment per classificar les cares. L’esquema a seguir en aquest apartat 
és el següent: 
 
Figura 10: Diagrama de blocs de l’extracció dels LBPH 
La idea principal dels Local Binary Patterns és extreure la informació estructural d’un bloc 
comparant un píxel amb els seus veïns. A cada píxel se li assigna una seqüència de bits 
resultant de la comparació d'aquest amb cadascun dels píxels que l’envolten, finalment la 
imatge LBP es composa per la representació decimal de les seqüències binaries 
esmentades. 
 
Figura 11: Creació dels LBP 
Un cop transformada la imatge amb els patrons binaris, la imatge resultant es divideix en 
blocs, concretament es creen 64 blocs (8x8) i s’extreu l’histograma de cadascun. Un cop 
calculats els 64 histogrames es concatenen per tal d’obtenir un únic vector de 
característiques. 
3.3.1.3. Classificació 
El sistema de classificació emprat en aquest sistema és un sistema de classificació no 
supervisat basat en un algoritme iteratiu. Per tal de classificar les cares, el sistema es 
basa en els models de persones generats per les cares anteriorment classificades. 
Per inicialitzar el sistema es crea un model de persona amb la primera detecció. Un cop 
inicialitzat es procedeix a la classificació de la resta de cares. L’algorisme iteratiu segueix 
el següent esquema: 
 
Figura 12: Diagrama de blocs de la classificació 
La classificació de cadascuna de les cares es realitza mitjançant la comparació de 
l’histograma de la cara a classificar amb cadascun dels histogrames dels models 
existents en el sistema (inicialment només hi ha un model, però a mida que s’avança en 
la classificació es van creant nous models). 
𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó =  
𝐴𝑐𝑡𝑢𝑎𝑙𝑖𝑡𝑧𝑎𝑐𝑖ó 𝑑𝑒𝑙 𝑚𝑜𝑑𝑒𝑙 𝑒𝑥𝑖𝑠𝑡𝑒𝑛𝑡, 𝐶𝑜𝑚𝑝𝑎𝑟𝑎𝑐𝑖ó ≤ 𝐿𝑙𝑖𝑛𝑑𝑎𝑟
𝐶𝑟𝑒𝑎𝑐𝑖ó 𝑑′𝑢𝑛 𝑛𝑜𝑢 𝑚𝑜𝑑𝑒𝑙, 𝐶𝑜𝑚𝑝𝑎𝑟𝑎𝑐𝑖ó > 𝐿𝑙𝑖𝑛𝑑𝑎𝑟
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Per a la comparació d’histogrames s’han estudiat els següents mètodes[24]: 
 Correlació[25]: mesura estadística que determina la força i la direcció d’una relació 
lineal entre dues variables aleatòries. Dues variables es consideren correlacionades 
si els seus valors homònims varien de manera sistemàtica. 
𝑑 𝐻1, 𝐻2 =  
  𝐻1(𝐼) − 𝐻1      𝐻2(𝐼) − 𝐻2     𝐼
   𝐻1(𝐼) − 𝐻1     2𝐼   𝐻2(𝐼) − 𝐻2     2𝐼
 





 𝐻𝑘 𝐽 
𝐽
 
Equació 4: Mitja de l’histograma 
on N és el número de bins dels histogrames. 
En la figura següent es pot veure el rang de valors que pot prendre la correlació, es 
tracta d’una mesura que pren valors entre 0 i 1 i que un major valor implica una major 
semblança entre les imatges comparades. 
 
Figura 13: Rang de valors de la correlació 
 Chi-square[26]: test d’hipòtesis en què la distribució de mostra és una distribució chi-
square quan la hipòtesis nul·la (hipòtesis que no hi ha cap relació entre dos 
fenòmens mesurables) és certa. Serveix per determinar si dues variables estan 
relacionades o no. 
𝑑 𝐻1, 𝐻2 =  





Equació 5: Chi-square entre LBPH 
En la figura següent es pot veure el rang de valors que pot prendre el test d’hipòtesis chi-
square. És una mesura que pren valors entre 0 i el nombre de píxels de les imatges 
comparades. Amb la disminució del seu valor augmenta la semblança entre les imatges 
comparades. 
 
Figura 14: Rang de valors de la Chi-square 
 Intersecció[27]: operació entre conjunts en la que es crea un nou conjunt format pels 
elements que pertanyen als dos conjunts. 
𝑑 𝐻1 , 𝐻2 =  𝑚𝑖𝑛⁡(𝐻1 𝐼 , 𝐻2 𝐼 )
𝐼
 
Equació 6: Intersecció entre LBPH 
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En la figura següent es pot veure el rang de valors que pot prendre la intersecció. Igual 
que la mesura anterior, pren valors entre 0 i el nombre de píxels de les imatges 
comparades. La diferència és que amb l’augment del seu valor augmenta la semblança 
entre les imatges comparades. 
 
Figura 15: Rang de valors de la intersecció 
 Distància Bhattacharyya[28]: mesura estadística que avalua la similitud entre dues 
distribucions aleatòries. 
𝑑 𝐻1 , 𝐻2 =   1 −
1
 𝐻1    𝐻2    𝑁2
  𝐻1 𝐼 · 𝐻2 𝐼 
𝐼
 
Equació 7: Distància Bhattacharyya entre LBPH 
Com es veu a la figura, aquesta distància pren valors entre 0 i 1 i, com més petit és el 
seu valor, més gran és la semblança entre les imatges comparades. 
 
Figura 16: Rang de valors de la distància Bhattacharyya 
Un cop classificades totes les cares s’eliminen els clusters petits (clusters formats per 
una o dues cares). Mitjançant aquest procediment s’aconsegueix eliminar possibles 
falsos positius del sistema de detecció de cares o personatges que apareixen poc i no 
aporten informació. 
Seguidament es busca la cara més representativa de cada cluster, aquella que 
s’assembla més a totes les cares que formen el cluster. Finalment es reinicialitza el 
sistema de classificació amb les cares seleccionades en el pas anterior i es torna a 
iniciar el procés. 
El sistema s’itera fins a la convergència de la classificació, fins que ja no hi ha cap 
modificació respecte la iteració anterior. 
3.3.2. Considerar la roba[16] 
El sistema Considerar la roba és un sistema que es basa en el concepte de les persones 
en general en lloc de en la cara en particular. Per aquest motiu utilitza tant la detecció de 
la cara com el cos, és a dir la roba. 








de la robaCares Clusters 
Persones 
Figura 17: Diagrama de blocs del sistema Considerar la roba 
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3.3.2.1. Localització de la roba 
Donat que el sistema utilitza característiques de la roba per a la classificació i que els 
sistema de detecció de cares únicament detecta cares, aquest és un pas imprescindible 
en aquest sistema. 
La localització de la roba es basa en la posició i la mida del requadre de la cara resultant 
de la detecció. El requadre corresponent a la roba és proporcional a la mida de la cara. 
Concretament es considera una amplada 2.3 vegades més gran que la cara i una alçada 
2.6 vegades més gran. 
 
Figura 18: Localització de la roba 
3.3.2.2. Extracció de característiques 
El sistema utilitza dos mètodes de combinació, un basat en la cara i un de complementari 
basat en la roba. 
Combinació basada en la cara 
Per a la combinació basada en la cara s’utilitzen dues característiques: punts SIFT i el 
color de la pell. 
 Punts SIFT[23] 
Per a cada cara detectada es computa un vector de punts clau SIFT, punts robustos a 
variacions d’escala, rotació i il·luminació; concretament es busquen 10 punts SIFT. 
Un cop extrets els vectors de punts SIFT de totes les cares es procedeix a calcular les 
distàncies entre punts per cada parell de cares. La distància entre dues cares es calcula 
de la següent manera: 
 
Figura 19: Diagrama de blocs dels punts SIFT 
Per cada parell de punts clau formats per un punt de la cara i i un punt de la cara j es 
calcula la Dp, on Dp és la distància euclidiana del parell de punts p. Un cop calculades 
totes les Dp s’ordenen de menor a major i es seleccionen les N menors, N=5. Finalment 
es calcula la distància entre les dues cares mitjançant la distància Average N-Minimal 
Pair Distance. 
Calcular totes les Dp
possibles
Seleccionar les N Dp
menors
Calcular la ANMPD
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Equació 8: DIstància ANMPD entre punts SIFT 
Mitjançant aquest mètode s’obté una matriu de #deteccions x #deteccions en la que cada 
element es correspon a la distància entre persones detectades pel que fa als punts SIFT. 
 Color de la pell[16] 
Per a cada cara detectada s’extreuen els píxels de pell mitjançant el sistema de deteció 
de pell explicat en l'apartat 3.2.3.1. Un cop extrets els píxels corresponents a la pell es 
calcula l’histograma 3D (hFi) de cada cara. 
Per calcular la distància entre dues cares s’utilitza la distància Bhattacharyya: 
𝐷2 𝑃𝑖 , 𝑃𝑗  = −𝑙𝑜𝑔    𝑕
𝐹𝑖 (𝑚, 𝑛, 𝑘) · 𝑕𝐹𝑗 (𝑚, 𝑛, 𝑘)
𝑘𝑛𝑚
  
Equació 9: Distància Bhattacharyya entre histogrames de pell 
Un cop calculades les distàncies corresponents al color de la pell de totes les cares 
s’obté la segona matriu de distàncies entre persones detectades. 
Combinació basada en la roba 
Igual que per a la combinació basada en la cara, per a la roba també s’utilitzen dues 
característiques: el color i la textura de la roba. 
 Color 
Per tal d’utilitzar el color de la roba com a característica per a la classificació, s’extreu 
l’histograma de color 3D de la roba corresponent a cadascuna de la deteccions (hCi).  
Un cop calculats, es crea la matriu de distàncies corresponent al color de la roba, la 
tercera matriu de distàncies entre persones detectades. Igual que pel color de la pell, 
s’utilitza la distància Bhattacharyya. 
𝐷3 𝑃𝑖 , 𝑃𝑗  = −𝑙𝑜𝑔    𝑕
𝐶𝑖 (𝑚, 𝑛, 𝑘) · 𝑕𝐶𝑗 (𝑚, 𝑛, 𝑘)
𝑘𝑛𝑚
  
Equació 10: Distància Bhattacharyya entre histogrames de roba 
 Textura[8] 
Per a la textura de la roba se segueix l’esquema següent: 
 
Figura 20: Diagrama de blocs de la textura de la roba 
 Aplicar els filtres de Gabor 
Els filtres de Gabor[29] són filtres lineals que serveixen per detectar contorns. Són molt 
útils per a la representació de textures. Els filtres de Gabor en dues dimensions són 
kernels Gaussians modulats amb una funció sinusoïdal. 
Aplicar filtres de 
Gabor
Crear el vector de 
característiques
Calcular la distància 
entre vectors
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Per aquest sistema s’utilitzen 4 escales i 6 orientacions, abastant així l’espai de 
freqüències mostrat a la següent figura: 
 
Figura 21: Representació dels 24 filtres de Gabor utilitzats 
 Crear el vector de característiques 
Un cop aplicats els filtres de Gabor es crea el vector de característiques amb les mitges i 
les desviacions estàndards com a components. 
𝜇𝑚𝑛 =   𝑊𝑚𝑛 (𝑖, 𝑗)
𝑗𝑖
 
Equació 11: Mitja de les imatges filtrades 




Equació 12: Desviació estàndard de les imatges filtrades 
on Wmn indica la imatge filtrada amb el filtre d’escala m i orientació n. 
Com s’ha dit anteriorment s’apliquen 4 escales i 6 orientacions, de manera que el vector 
es forma de la següent manera: 
𝑥 =  𝜇00  𝜎00  𝜇01  𝜎01 …  𝜇𝑚𝑛  𝜎𝑚𝑛 …  𝜇35  𝜎35  
Equació 13: Vector de característiques de la textura de la roba 
 Calcular la distància entre vectors 
Igual que en les característiques anteriors, es calcula la matriu de distància entre 
persones detectades pel que fa a la textura de la roba. Concretament es calcula la 
distància normalitzada: 









Equació 14: Distància entre vectors de textura de la roba 
on (xq) és la desviació estàndard del coeficient q. 
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3.3.2.3. Classificació[23] 
El sistema de classificació utilitzat és un sistema jeràrquic del tipus bottom-up. Jeràrquic 
perquè té tres nivells de classificació i bottom-up perquè inicialment cada detecció és un 
cluster i posteriorment es van agrupant formant clusters més grans. 
Nivells de classificació 
 Primer nivell 
En el primer nivell de la classificació es tenen en compte les 4 característiques 
esmentades. Dues persones han de complir la condició necessària per les 4 
característiques alhora per a ser combinades. Per comprovar-ho es crea la matriu de 
semblances S a partir de les 4 matrius de distàncies anteriorment creades: 




Equació 15: Matriu de semblança en el primer nivell 
on Tha és cadascun dels llindars determinats per les 4 característiques analitzades. 
 Segon nivell 
En el segon nivell es segueixen tenint en compte les 4 característiques, però en aquest 
cas no s’han de complir les 4 alhora, sinó que s’ha de complir almenys una de la 
característiques de la cara i almenys una de la roba. Per comprovar-ho es  crea la matriu 
de semblances S següent: 
𝑆 𝑃𝑖 , 𝑃𝑗  = 𝑚𝑎𝑥  𝑆13 𝑃𝑖 , 𝑃𝑗  , 𝑆14 𝑃𝑖 , 𝑃𝑗  , 𝑆23 𝑃𝑖 , 𝑃𝑗  , 𝑆24 𝑃𝑖 , 𝑃𝑗    
Equació 16: Matriu de semblança en el segon nivell 
on S13 és la semblança respecte les característiques SIFT i el color de la roba, S14 és la 
semblança respecte els punts SIFT i la textura de la roba, S23 és la semblança respecte 
el color de la pell i el de la roba i S24 és la semblança respecte el color de la pell i la 
textura de la roba. 
𝑆𝑎𝑏  𝑃𝑖 , 𝑃𝑗  = 𝑚𝑖𝑛 𝐷𝑎 𝑃𝑖 , 𝑃𝑗  − 𝑇𝑕𝑎 · 𝑚𝑖𝑛 𝐷𝑏 𝑃𝑖 , 𝑃𝑗  − 𝑇𝑕𝑏  
Equació 17: Sub-matrius de semblança 
 Tercer nivell 
En aquest últim nivell només es tenen en compte  els punts SIFT per eliminar les 
separacions produïdes per les variacions d’il·luminació i els canvis de roba dels 
personatges al llarg de la seqüència de vídeo. En aquest nivell la matriu de semblança S 
queda definida de la següent manera: 
𝑆 𝑃𝑖 , 𝑃𝑗  = 𝑚𝑎𝑥 𝑇𝑕1 − 𝐷1 𝑃𝑖 , 𝑃𝑗  , 0  
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Procediment de classificació 
Un cop creada la matriu de semblança, dins de cada nivell es segueix el mateix 
procediment de classificació: 
 
Figura 22: Diagrama de blocs de la classificació en el sistema Considerar la roba 
Al ser un sistema bottom-up inicialment cada detecció és un cluster en si mateixa i de 
manera iterativa es van combinant els dos clusters més semblants. Un cop determinats 
els dos clusters més semblants, representats per l’element més gran de la matriu S, se 
n’extreu la posició, (i,j), per poder actualitzar les matrius. 
El primer pas és eliminar les files i columnes i i j  de totes les matrius i afegir una fila i una 
columna a la posició I=min(i,j), els elements de la qual es calculen de la següent manera: 
 Punts SIFT 
𝐷1 𝐼, 𝑘 = 𝑚𝑖𝑛 𝐷1 𝑖, 𝑘 , 𝐷1 𝑗, 𝑘   
Equació 19: Actualització de la distància entre punts SIFT 
 Color de la pell 
𝐷2 𝐼, 𝑘 =
𝑛𝑖𝐷2 𝑖, 𝑘 + 𝑛𝑗𝐷2 𝑗, 𝑘 
𝑛𝑖 + 𝑛𝑗
 
Equació 20: Actualització de la distància entre colors de la pell 
on ni és el nombre de píxels amb color de pell del cluster i. 
 Color de la roba 
𝐷3 𝐼, 𝑘 = 𝐷𝐵𝑎𝑡𝑡 𝑕𝑎𝑐𝑕𝑎𝑟𝑦𝑦𝑎  𝐻𝐼 , 𝐻𝑘  






Equació 22: Histograma de color de la roba del cluster generat 
on ni és el nombre de píxels que contenen el requadres de la roba del cluster i. 
 Textura de la roba 
𝐷4 𝐼, 𝑘 =
𝐷4 𝑖, 𝑘 + 𝐷4 𝑗, 𝑘 
2
 
Equació 23: Actualització de la distància entre textures de la roba 
Finalment s’actualitza la matriu de semblança seguint la mateixa fórmula amb la que s’ha 
creat, segons el nivell en el que es trobi el procés de classificació. La classificació es va 
iterant fins que tots els elements de la matriu de semblances són igual a 0. 
 
Determinar els dos 
clusters més 
semblants
Actualitzar les matrius 
de distàncies
Actualitzar la matriu 
de semblança
  34 
3.4. Sistema de separació d’escenes 
El sistema de separació d’escenes es basa en el resultat del sistema de classificació de 
cares per determinar els límits de cadascuna de les escenes que formen la seqüència de 
vídeo. El sistema considera que tots els shots que continguin els mateixos personatges 
formaran part d’una mateixa escena. 
Per decidir on està el límit d’una escena analitza els diferents clusters resultants.  
 
Figura 23: Diagrama de blocs del sistema de separació d’escenes 
Per cada cluster comprova els shots que el formen i separa en diferents grups aquells 
shots que es trobin separats del conjunt. Aquest pas es fa per tal de descartar possibles 
errors, pot ser que el sistema de classificació s’hagi equivocat i hagi classificat dues 
persones diferents dins el mateix cluster o que sigui la mateixa persona però no la 
mateixa escena. 
Un cop separats tots els grups de shots necessaris, es combinen aquells que se 
superposin formant grups de shots més grans. Aquest pas es fa per combinar grups que 
representen diferents persones, però que formen part de la mateixa escena. 
Finalment es determinen els límits de les escenes comprovant el shot més baix i el més 
alt que forma cadascun dels grups. 
El funcionament explicat es pot veure representat en la següent figura: 
 
Figura 24: Exemple de separació d’escenes (on SX s’utilitza com a abreviatura de shot número X)  
Separació de grups 
de shots
Combinació de grups Limits d'escenes
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4. Resultats 
4.1. Sistema de detecció de cares (Annex 6) 
4.1.1. Anàlisi de resultats 
Per analitzar els resultats obtinguts en el sistema de detecció de cares s’han realitzat tres 
mesures: 
 Record: Representa la proporció de cares detectades respecte el total de cares que 
apareixen al llarg de la seqüència de vídeo. 
𝑅𝑒𝑐𝑜𝑟𝑑 =  
𝐶𝑎𝑟𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑒𝑠
𝐶𝑎𝑟𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑒𝑠 + 𝐶𝑎𝑟𝑒𝑠 𝑛𝑜 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑒𝑠
 
Equació 24: Record del sistema de detecció de cares 
 Precisió: Representa la proporció de cares respecte el total de deteccions realitzades 
pel sistema. 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖ó =  
𝐶𝑎𝑟𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑒𝑠
𝐶𝑎𝑟𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑐𝑖𝑜𝑛𝑠
 
Equació 25: Precisió del sistema de detecció de cares 
 Error de shot: Representa la proporció de shots sense cap cara detectada respecte el 
total de shots amb cares de la seqüència de vídeo. 
𝐸𝑟𝑟𝑜𝑟 𝑑𝑒 𝑠𝑕𝑜𝑡 =  
𝑆𝑕𝑜𝑡𝑠 𝑎𝑚𝑏 𝑐𝑎𝑟𝑒𝑠 𝑠𝑒𝑛𝑠𝑒 𝑐𝑎𝑟𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑎𝑑𝑒𝑠
𝑆𝑕𝑜𝑡𝑠 𝑎𝑚𝑏 𝑐𝑎𝑟𝑒𝑠
 
Equació 26: Error de shot del sistema de detecció de cares 
4.1.2. Detecció de cares 
Per a la detecció de cares s’han utilitzat els classificadors de Haar que proporciona la 
llibreria OpenCV. S’ha analitzat l’ús de diferents classificadors i la variació de la quantitat 
de veïns necessària per mantenir un rectangle candidat com a detecció. 
Com es pot veure a la taula de resultats el classificador amb el que es detecten més 
cares és el frontalface_default. Per altre banda el classificador amb el que s’obté una 
proporció més alta de deteccions verdaderes és el frontalface_alt_tree. 
Classificador #veïns Record Precisió Error de shot 
Frontalface_default 3 49,84% 51,24% 30,59% 
2 53,85% 42,62% 26,97% 
1 63,50% 34,59% 19,08% 
Frontalface_alt 3 42,66% 76,67% 36,5% 
2 42,78% 76,68% 36,5% 
1 52,55% 51,60% 24,34% 
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Frontalface_alt2 3 43,28% 72,82% 35,53% 
2 50,37% 63,42% 31,58% 
1 55,60% 45,54% 26,64% 
Frontalface_alt_tree 3 20,25% 94,71% 64,14% 
1 28,56% 75,82% 52,30% 
Taula 4: Resultats de la detecció de cares amb classificadors de cares frontals 
Finalment s’ha decidit utilitzar el classificador frontalface_default amb un veí. S’ha 
considerat que és millor detectar el major nombre de cares possible ja que posteriorment 
es pot reduir la quantitat de falses deteccions. 
Malgrat això, s’ha considerat que un record de 63.50% és massa baix i encara es podia 
millorar. Per fer-ho s’ha afegit un classificador de cares de perfil també proporcionat per 
OpenCV i s’han combinat les deteccions dels dos classificadors. Com es pot comprovar, 
l’ús del classificador de cares frontals combinat amb el de perfils millora substancialment 
els resultats obtinguts. Per aquest motiu s’ha decidit utilitzar ambdós classificadors. 
Classificador #veïns Record Precisió Error de shot 
Frontalface_default i 
profile_face 
3 68,16% 36,48% 14,47% 
2 70,99% 36,57% 12,80% 
1 72,93% 34,44% 11,18% 
Taula 5: Resultats de la detecció de cares amb un classificador frontal i un de perfil 
Els resultats obtinguts amb la combinació dels dos classificadors i la combinació de les 
dues equalitzacions són els següents: 
Classificador Equalització Record Precisió Error de shot 
Frontalface_default i 
profile_face 
Global i local 80.32% 28,49% 6,95% 
Taula 6: Resultats de detectar cares amb doble equalització i amb classificador frontal i de perfil 
La proporció de cares detectades davant les no detectades es força bona, però dins el 
total de deteccions obtingudes, el percentatge de deteccions verdaderes (cares), és molt 
baix. Per aquest motiu s’ha decidit millorar el sistema afegint una etapa encarregada de 
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4.1.3. Descartar falsos positius 
Per tal de descartar falsos positius s’ha afegit un detector de pell i un detector de punts 
SIFT. 
4.1.3.1. Detector de pell[22] 
Per tal de decidir el llindar del percentatge de píxels de pell a partir del qual una detecció 
es descarta, s’ha avaluat el percentatge de pell que tenen les deteccions verdaderes 
aconseguides. 
 
Figura 25: Percentatge de cares segons el percentatge de píxels de pell que tenen es l’espai de color CrCbH 
Per tal de descartar el menor nombre de deteccions verdaderes possibles, s’ha decidit 
posar un llindar al voltant del 40-50%. Per acabar de decidir el llindar exacte, s’ha 
comprovat quins resultats s’obtenien amb diferents llindars. 
Com es pot apreciar a la taula següent, a mesura que augmenta el llindar disminueix el 
record i augmenta la precisió. Finalment s’ha decidit utilitzar un llindar del 40%, la millora 
de precisió és molt considerable i la pèrdua de cares verdaderes és menor. A partir 
d'aquest, la pèrdua de cares (reducció del record) és superior a la millora de precisió. 
Llindar Record Precisió Error de shot 
Sense reducció 80.32% 28,49% 6,95% 
40% 76.96% 64.53% 10.60% 
45% 76.00% 65.23% 10.60% 
50% 72.28% 65.74% 10.93% 
55% 67.09% 65.65% 15.56% 























  38 
4.1.3.2. Detector de punts SIFT[23] 
Per acabar de millorar els resultats s’ha inserit un detector de punts SIFT. Per cada 
detecció es detecten els punts SIFT i aquelles deteccions que tinguin menys de 5 punts 
(a la literatura s’ha trobat que per la classificació de cares 5 punts és el nombre ideal) es 
descarten. 
A la taula es pot veure que afegint aquest últim detector la precisió millora 
considerablement i el record, malgrat reduir-se, continua sent prou bo. 
 Record Precisió Error de shot 
Sense reducció 80.32% 28,49% 6,95% 
Detector de pell 76.96% 64.53% 10.60% 
Detector de punts SIFT 76.64% 73.78% 10.60% 
Taula 8: Resultats del detector de punts SIFT 
4.1.4. Sistema de detecció de cares complet 
Un cop seleccionats tots els paràmetres del sistema de detecció de cares s’ha avaluat el 
seu funcionament amb diferents seqüències de vídeo. 
 Record Precisió Error de shot 
Seqüència 1 76.64% 73.78% 10.60% 
Seqüència 2 70.36% 60.08% 14.58% 
Seqüència 3 71.42% 59.92% 10.60% 
Seqüència 4 60.70% 69.77% 13.56% 
Mitja 69.78% 65.89% 12.34% 
Taula 9: Resultats del sistema de detecció de cares 
S’esperava un record del 75% i una precisió del 80% i s’ha aconseguit un record del 
69,78% i una precisió del 65,89%, fent la mitja dels resultats per les 4 seqüències 
utilitzades. Hi ha moltes cares que l’ull humà és capaç d’identificar i un sistema automàtic, 
degut a imatges molt fosques, perfils i rotacions que oculten i modifiquen  les 
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4.2. Sistema de classificació de cares 
4.2.1. Anàlisi de resultats 
Les diferents classificacions de cares s’han realitzat amb les deteccions realitzades pel 
sistema de detecció de cares anterior. Per a l’optimització de paràmetres s’han utilitzat 
les cares detectades, eliminant manualment les falses deteccions, obtingudes amb la 
seqüència 1, que té una durada de 31 minuts i 20 segons i en la que sistema de detecció 
proporciona 1101 resultats dels quals 768 són realment cares.  
Les mesures realitzades per avaluar els resultats són: 
 Nombre de clusters resultants. 
 Elements sense classificar: els elements sense classificar formen clusters que 
contenen un únic element, aquests clusters no aporten cap informació per a la 
separació d’escenes. 
 Quantitat de cares classificades erròniament, classificades en un cluster 
corresponent a una persona diferent. 
 Mitja de shots per cluster: els resultats de la classificació de cares s’utilitzaran per la 
separació d’escenes, per això és important saber si els clusters creats engloben 
cares d’un mateix personatge en diferents shots. En cas que no fos així, la separació 
per escenes no seria possible ja que cada shot es consideraria una escena. 
 Nombre de clusters formats tan per cares com per falses deteccions (en introduir les 
falses deteccions al sistema): en cas que el sistema de classificació creï molts 
clusters d’aquest tipus, es produiran errors en la separació d’escenes posterior. 
Posteriorment, per determinar el funcionament real del sistema de classificació s’han 
utilitzat els resultats obtinguts en la detecció (sense descartar cap detecció) de les 4 
seqüències (1101, 1423, 2955 i 29252 deteccions respectivament). En aquest cas, 
algunes de les mesures realitzades s’han modificat, per poder comparar els resultats 
obtinguts en cadascuna de les seqüències. Cal tenir en compte que en funció de la 
seqüència el nombre de deteccions variarà i no es poden realitzar mesures en valors 
absoluts. Les mesures modificades són: 
 En lloc del nombre de clusters resultants s’ha calculat la mitja d’elements per cluster, 
sense tenir en compte els que estan formats per un únic element. 
 Proporció de deteccions sense classificar. 
𝑆𝑒𝑛𝑠𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑟 =  
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑎𝑚𝑏 𝑢𝑛 𝑒𝑙𝑒𝑚𝑒𝑛𝑡
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑑𝑒𝑡𝑒𝑐𝑐𝑖𝑜𝑛𝑠
 
Equació 27: Proporció de deteccions sense classificar 
 Proporció de deteccions classificades erròniament. 
𝐸𝑟𝑟𝑜𝑟𝑠 𝑑𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑖ó =  
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑑𝑒𝑡𝑒𝑐𝑐𝑖𝑜𝑛𝑠 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑐𝑑𝑒𝑠 𝑒𝑟𝑟𝑜𝑛𝑖𝑎𝑚𝑒𝑛𝑡
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑑𝑒𝑡𝑒𝑐𝑐𝑖𝑜𝑛𝑠 𝑎 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑟
 
Equació 28: Proporció de deteccions classificades erròniament 
 Proporció de clusters amb cares i falses deteccions. 
𝐹𝑎𝑙𝑠𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑐𝑖𝑜𝑛𝑠 =  
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑎𝑚𝑏 𝑐𝑎𝑟𝑒𝑠 𝑖 𝑓𝑎𝑙𝑠𝑒𝑠 𝑑𝑒𝑡𝑒𝑐𝑐𝑖𝑜𝑛𝑠
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠 𝑟𝑒𝑠𝑢𝑙𝑡𝑎𝑛𝑡𝑠
 
Equació 29: Proporció de clusters amb cares i falses deteccions 
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4.2.2. Local binary patterns histogram[6] (Annex 0) 
El sistema de classificació Local Binary Patterns Histogram és un sistema de 
classificació iteratiu. El primer pas és determinar el nombre d’iteracions que s’han 
realitzat. El sistema proposa realitzar 3 o 4 iteracions, malgrat això s’ha comprovat el 
funcionament del classificador des de 1 iteració fins a 9 iteracions. 
 
Figura 26: Resultats del sistema de classificació LBPH segons el nombre d’iteracions 
Tal i com es pot observar en els gràfics anteriors, a partir de la quarta iteració la 
classificació resultant no varia. De la primera iteració a la tercera els resultats milloren a 
cada iteració, menys clusters, menys cares sense classificar i menys errors de 
classificació. Per aquest  motiu s’ha decidit realitzar 3 iteracions, tal com recomana la 
literatura. 
Un cop seleccionat el nombre d’iteracions, s’ha de decidir el mètode de comparació a 
utilitzar per a la classificació. Com s’ha explicat a l’apartat 3.3.1.3 OpenCV proporciona 
quatre mètodes de comparació: Correlació, Chi-square, Intersecció i Bhattacharyya. 
A la següent taula es pot observar que per un nombre similar de clusters resultants, els 
mètodes de Intersecció i Bhattacharyya són els que ofereixen millors resultats i són molt 
semblants. 
Mètode # clusters Sense classificar Errors de classificació Shots / cluster 
Correlació 218 99 16 3.39 
Chi-square 211 84 40 4.00 
Intersecció 218 92 9 3.28 
Bhattacharyya 214 95 8 3.44 
Taula 10: Resultats de la classificació de cares LBPH segons el mètode de comparació 
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Degut a la semblança esmentada entre els dos mètodes, s’ha decidit optimitzar el 
sistema buscant el millor llindar tant amb la intersecció com amb la distància 
Bhattacharyya. Al realitzar l’estudi dels dos mètodes, s’ha pogut comprovar que ambdós 
segueixen una evolució molt similar. 





Shots / cluster 
Intersecció 0.28 218 92 9 3.28 
0.27 182 67 18 3.74 
0.26 147 51 28 4.25 
 0.25 110 32 69 5.38 
Bhattacharyya 0.65 214 95 8 3.44 
0.66 179 73 23 3.85 
0.67 152 58 33 4.29 
 0.68 125 43 48 4.90 
Taula 11: Resultats de la classificació de cares LBPH segons el llindar 
Finalment, s’ha comprovat el funcionament dels dos mètodes de comparació al afegir les 
falses deteccions per decidir quin és el millor mètode de comparació d’histogrames per al 
cas estudiat. 








Intersecció --- 1 --- --- --- --- 
Bhattacharyya 0.65 501 323 1 2.69 0 
0.66 467 286 6 2.80 0 
 0.68 395 226 11 3.09 1 
 0.69 350 193 20 3.45 1 
 0.7 316 168 36 3.82 7 
Taula 12: Resultats de la classificació de cares LBPH amb totes les deteccions 
 
  42 
En introduir totes les deteccions al sistema de classificació, s’ha vist que el mètode de 
comparació d’histogrames basat en la intersecció no és vàlid ja que, independentment 
del llindar de decisió, és incapaç de separar les diferents deteccions en funció de la 
persona a la que pertanyen i genera un únic cluster. 
En canvi, el sistema basat en la distància Bhattacharyya funciona correctament ja que és 
capaç de separar les cares corresponents a persones diferents en clusters diferents i 
genera un nombre reduït de clusters amb cares i falses deteccions. Finalment s’ha 
utilitzat aquest sistema amb un llindar de decisió igual a 0.69. El llindar de 0.7 obté 
millors resultats pel que fa a la quantitat de clusters, però es dispara la quantitat d’errors 
de classificació i la quantitat de clusters formats per cares i falses deteccions. 
Finalment, s’ha comprovat el funcionament amb diferents seqüències. Els resultats 
obtinguts amb cadascuna de les 4 seqüències (Annex 5) són els següents: 










Seqüència 1 5.78 17.53% 3.27% 3.45 0.29% 
Seqüència 2 5.82 16.94% 1.97% 3.67 0.45% 
Seqüència 3 5.35 20.47% 3.21% 3.19 0.67% 
Seqüència 4 4.01 33.78% 1.88% 2.41 0.00% 
Mitja 5.24 22.18% 3.48% 3.18 0.35% 
Taula 13: Resultats del sistema de classificació de cares LBPH 
S’esperava obtenir un màxim del 20% d’errors de classificació i s’ha assolit un 
percentatge molt menor d’errors, 3.48%. Per altra banda, el percentatge de deteccions 
sense classificar és 22.18%, de manera que el percentatge de cares correctament 
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4.2.3. Considerar la roba[16] (Annex 8) 
El sistema de classificació de cares Considerar la roba és un sistema jeràrquic, per 
aquest motiu s’han comprovat els resultats de la classificació en cadascun dels tres 
nivells que el composen. 
Inicialment s’han utilitzat els llindars de classificació especificats en la document on 
s’explica el sistema en qüestió. 
Característica Llindar 
Punt SIFT 0.41 
Color de la pell 3.20 
Color de la roba 3.30 
Textura de la pell 0.13 
Taula 14: Llindars de decisió de referència 
Com es pot comprovar, els resultats no són prou bons; és generen molts clusters petits, 
de dos elements, i un gran cluster on s’hi barregen cares pertanyents a diferents 
persones. 
Nivell # clusters Sense classificar Errors de classificació Shots / cluster 
1r 768 768 --- --- 
2n 375 363 252 17.58 
3r 355 355 254 14.53 
Taula 15: Resultats del sistema de classificació de cares Considerar la roba amb els llindars del document 
Primerament s’ha optimitzat el llindar referent al color de la roba. Per fer-ho s’han 
analitzat els resultats obtinguts en el segon nivell al considerar únicament el color de la 
pell (utilitzant el llindar de referència, llindar recomanat en el document) i el color de la 
roba. 
Al realitzar aquesta classificació, amb el llindar de referència s’obtenen molt poques 
cares, 136, classificades correctament. Al augmentar el llindar el nombre de cares sense 
classificar disminueix, però el nombre d’errors de classificació augmenta 
considerablement. En reduir el llindar de decisió, el nombre d’errors comesos disminueix, 
però el nombre de cares a classificar augmenta dràsticament. 
Com que en el classificador real hi ha altres característiques de comparació a part del 
color de la roba, finalment s’ha decidit utilitzar un llindar que proporcioni pocs errors, 
malgrat deixi moltes cares sense classificar. El llindar utilitzat és 3. 
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Llindar Roba # clusters 
Sense 
classificar 
Shots / cluster 
Errors de 
classificació 
3.3 375 363 17.58 269 
3.5 281 265 17.81 342 
4 154 138 16.75 469 
3 525 510 10.73 112 
2.5 679 671 6.75 13 
Taula 16: Resultats en el segon nivell classificant amb color de la pell i color de la roba 
Seguidament s’ha optimitzat el llindar de la textura de la roba seguint el mateix 
procediment que en el cas anterior. Utilitzant el llindar de referència, no es produeix cap 
combinació entre les cares. S’ha anat augmentant el llindar i s’ha observat que el nombre 
de cares sense classificar anava disminuint i el nombre d’errors anava augmentant, però 
no tant dràsticament com en el cas anterior. Finalment s’ha decidit utilitzar un llindar de 
7.5 ja que a partir del 8, la reducció de cares sense classificar és menor que l’augment 
d’errors comesos. 
Llindar Textura # clusters 
Sense 
classificar 
Shots / cluster 
Errors de 
classificació 
0.13 768 768 --- --- 
7 312 180 3.02 79 
7.5 273 147 3.54 141 
8 236 129 4.22 163 
Taula 17: Resultats en el segon nivell classificant amb color de la pell i textura de la roba 
A continuació s’ha optimitzat els llindar referent al color de la pell avaluant els resultats 
obtinguts en combinar el color de la pell, el color de la roba i la textura de la roba, 
aquests dos últims amb els llindars seleccionats anteriorment (3 per al color de la roba i 
7.5 per a la textura). 
Al reduir el llindar de decisió, el nombre d’errors disminueix, però no surt a compte ja que 
per altra banda augmenta el nombre de cares sense classificar en major quantitat. 
Augmentar el llindar tampoc surt a compte perquè la disminució de cares sense 
classificar és menor que l’augment d’errors de classificació. Per aquest motiu s’ha 
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Llindar Pell # clusters 
Sense 
classificar 
Shots / cluster 
Errors de 
classificació 
3.2 269 120 4.81 213 
2.5 292 212 4.73 192 
3.5 208 119 4.82 215 
Taula 18: Resultats en el segon nivell classificant amb color de la pell, color i textura de la roba 
Finalment s’ha optimitzat el llindar corresponent als punts SIFT, en aquest cas s’han 
avaluat els resultats en el tercer nivell de classificació. En utilitzar el llindar de referència 
no es produeix cap millora respecte la situació anterior (classificar sense tenir en compte 
els punts SIFT). En augmentar el llindar només s’aconsegueix introduir més errors, de 
manera que s’ha utilitzat el llindar de referència, 0.41. 
Llindar SIFT # clusters 
Sense 
classificar 
Shots / cluster 
Errors de 
classificació 
0.41 208 120 4.83 215 
0.5 204 119 4.99 229 
Taula 19: Resultats en el tercer nivell classificant amb totes les característiques 
Per acabar l’estudi, amb els llindars optimitzats s’ha comprovat el funcionament del 







Shots / cluster Falses 
deteccions 
Seqüència 1 13.41 8.63% 29.79% 7.61 7.65% 
Seqüència 2 18 8.92% 30.36% 12.17 11.06% 
Seqüència 3 26.44 6.06% 25.82% 12.74 9.51% 
Seqüència 4 19.64 7.94% 32.20% 12.15 14.92% 
Mitja 19.37 7.89% 29.54% 11.17 10.79% 
Taula 20: Resultats dels sistema de classificació de cares Considerar la roba 
S’esperava obtenir un màxim del 20% d’errors de classificació i s’ha assolit un 
percentatge major, 29.54%. Per altra banda, el nombre de cares sense classificar és del 
7.89%, de manera que el percentatge de cares correctament classificades és molt baix, 
concretament del 62.57%. 
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4.2.4. Comparació entre els dos sistemes de classificació de cares 
Per finalitzar l’estudi del sistema de classificació de cares s’ha procedit a la comparació 
dels resultats obtinguts amb cadascun dels dos sistemes implementats. 
Analitzats els dos sistemes de classificació, podem determinar que el segon sistema de 
classificació és més complex que el primer: utilitza quatre característiques dels 
personatges per a classificar-los en lloc d’una, utilitza també la roba per a la classificació 
i no només la cara i les característiques que utilitza (punts clau, color de la pell, color de 
la roba i textura de la pell) segueixen un patró de classificació semblant al que utilitza 
l’ésser humà. 
Tal i com es pot veure a la següent taula, el sistema basat en LBPH aconsegueix 
classificar un nombre menor de cares, concretament un 14.29% menys que el sistema 
que considera la roba. També es pot observar que el percentatge d’errors produïts en el 
primer sistema és molt més baix que en el segon. Ajuntant aquest dos fets es passa 
d’aconseguir un 74.23% de cares correctament classificades, sistema 1, a un 62.57% en 
el segon. 
Per altre banda, avaluant el nombre d’elements per cluster i el nombre de shots per 
cluster, es pot comprovar que el segon sistema proporciona clusters més grans i amb 
més representació de shots. Aquesta millora seria positiva en cas que no es cometessin 
errors en la classificació, però no és el cas. 
Finalment es pot observar que en el segon sistema es creen un 7.99% més de clusters 
amb cares i falses deteccions que en el primer sistema. Motiu pel qual es creen clusters 
tan grans. 










LBPH 5.24 22.18% 3.59% 3.18 0.35% 
Considerar la roba 19.37 7.89% 29.54% 11.17 10.79% 
Taula 21: Comparativa dels resultats del sistemes de classificació de cares 
En conclusió, es pot determinar que s’aconsegueixen millors resultats de classificació 
amb el sistema basat en els LBPH que amb el sistema que considera la roba dels 
personatges. 
4.3. Sistema de separació d’escenes (Annex 0) 
4.3.1. Anàlisi de resultats 
L’avaluació del sistema de separació d’escenes s’ha realitzat mitjançant la comparació 
de la separació de referència (realitzada manualment) i el resultat obtingut a partir de les 
dues classificacions obtingudes, separació automàtica. 
Les mesures realitzades són: 
 Proporció de shots sense classificar, entenent com a shot sense classificar aquell 
que en la separació automàtica no es troba dins de cap de les escenes resultants. 
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𝑆𝑒𝑛𝑠𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑟 =  
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑠𝑕𝑜𝑡𝑠 𝑠𝑒𝑛𝑠𝑒 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑟
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑠𝑕𝑜𝑡𝑠 𝑑𝑒 𝑙𝑎 𝑠𝑒𝑞üè𝑛𝑐𝑖𝑎 𝑑𝑒 𝑣í𝑑𝑒𝑜
 
Equació 30: Proporció de shots sense classificar 
 Proporció d’escenes dividides, entenent com a escena dividida aquella escena de la 
separació de referència que en la separació automàtica apareix com a diferents 
escenes. 




Equació 31: Proporció d’escenes dividides 
 Proporció d’escenes combinades, entenent com a escenes combinades aquelles 
escenes de la separació de referència que apareixen dins una única escena de la 
separació automàtica.  




Equació 32: Proporció d’escenes combinades 
4.3.2. Local binary patterns histogram 
Utilitzant els resultats obtinguts amb el sistema de classificació de cares LBPH 
s’aconsegueix classificar un 77.7% dels shots dins d’escenes, fent mitja de les quatre 
seqüències (Annex 5). 
La proporció d’escenes de referència dividides en varies escenes pel sistema automàtic 
és del 19.23%, això és degut a que els clusters resultants de la classificació engloben un 
nombre reduït de shots, en mitja hi ha 3.8 shots per cluster. 
En referència a les combinacions d’escenes, el sistema automàtic genera escenes que 
engloben dues o més escenes de referència en un 5.17%. Aquest fet és produeix degut 
a les falses deteccions produïdes pel detector de cares, que a l’hora de ser classificats 
generen clusters que engloben shots de diferents escenes degut a la seva semblança. 
 Sense classificar Divisions Combinacions 
Seqüència 1 16.67% 4.55% 4.55% 
Seqüència 2 29.13% 14.29% 0.00% 
Seqüència 3 11.49% 29.03% 16.13% 
Seqüència 4 31.90% 29.03% 0.00% 
Mitja 22.30% 19.23% 5.17% 
Taula 22: Resultats de la separació d’escenes amb els resultats de classificació del sistema LBPH 
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4.3.3. Considerar la roba 
Utilitzant els resultats de classificació obtinguts amb el segon sistema de classificació per 
determinar els límits de les escenes que formen la seqüència de vídeo s’aconsegueixen 
uns resultats molt dolents. Fent mitja de les diferents seqüències (Annex 5), es 
classifiquen casi tots els shots dins escenes, un 94.76%, però és classifiquen formant o 
bé una única escena o dues que engloben gran part de les escenes de referència o 
inclús totes. 
 Sense classificar Divisions Combinacions 
Seqüència 1 3.94% 0.00% 81.82% 
Seqüència 2 0.00% 0.00% 100% 
Seqüència 3 1.59% 13.23% 100% 
Seqüència 4 15.44% 3.23% 77.42% 
Mitja 5.24% 4.12% 89.81% 
Taula 23: Resultats de la separació d’escenes amb els resultats de classificació del sistema Considerar la 
roba 
4.3.4. Comparació de resultats 
Analitzant els resultats obtinguts amb el sistema de separació d’escenes es pot 
comprovar que els resultats es troben estretament relacionats amb els proporcionats pel 
sistema de classificació emprat. 
Com es pot observar, els resultats obtinguts havent utilitzat el sistema de classificació 
LBPH són molt millors que havent utilitzat el sistema de Considerar la roba. En el segon 
mètode de classificació es generen clusters molt grans on s’hi engloben tan cares com 
falses deteccions i a més a més cares pertanyents a diferents persones, això provoca 
que es creïn escenes molt grans que en realitat són varies escenes combinades. Amb 
els LBPH els clusters són més petits i no es produeixen tants errors, fent que les 
escenes siguin més petites. 
 Sense classificar Divisions Combinacions 
LBPH 22.30% 19.23% 5.17% 
Considerar la roba 5.24% 4.12% 89.81% 
Taula 24: Comparativa dels resultats de separació d’escenes segons el sistema de classificació 
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5. Pressupost 
El software necessari pel projecte s’ha implementat amb el llenguatge C++ utilitzant 
llibreries de lliure distribució, llibreries de OpenCV. 
El projecte és un anàlisi compartiu entre dos mètodes de Face Diarization que no pretén 
aconseguir cap prototip, pretén comprovar si la Face Diarization és una eina adequada 
per a la identificació d’escenes en seqüències de vídeo. 
Els costos del projecte estan associats únicament al personal requerit per al seu 
desenvolupament. 
 Salari Hores treballades Cost 
Enginyer Júnior 8 €/hora 640 hores 5120 € 
Enginyer Sènior 20 €/hora 80 hores 1600 € 
  Total 6720 € 
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6. Conclusions i futurs passos 
6.1. Conclusions 
Els objectius que s’havien programat eren molt ambiciosos; per aquest motiu, tant els 
dels sistemes de detecció com de classificació de cares s’han assolit parcialment. Pel 
sistema de detecció s’esperava un record del 75% i s’aconsegueix un 69.78% i 
s’esperava una precisió del 80% i s’obté un 65.89%. Pels sistemes de classificació, 
s’esperava aconseguir un 80% de cares correctament classificades i amb el primer 
sistema s’ha aconseguit classificar un 74.23% i amb el segon sistema un 62.57%. 
Malgrat això, els resultats es consideren bons tenint en compte les seqüències utilitzades, 
seqüències complexes amb moltes cares de perfil, rotades, etc. 
Els resultats de la detecció influeixen considerablement en els resultats dels sistemes 
posteriors. Per una banda, si hi ha una alta proporció de cares no detectades en els 
passos posteriors hi ha una gran manca d’informació que pot comportar errors. Per altra 
banda, la detecció de cares complexes (perfils, canvis de color, etc) dificulta el procés de 
classificació ja que dins una mateixa persona apareixen molts canvis i dues cares de la 
mateixa persona fàcilment es consideren de persones diferents. 
El sistema de classificació de cares també té una alta influència sobre el sistema de 
separació d’escenes. Si és creen clusters molt grans es generen escenes molt grans, 
cosa que afavoreix la combinació de varies en una sola; pel contrari si es creen clusters 
molt petits es generen escenes curtes, cosa que afavoreix la divisió d’una única escena 
en diverses. 
En conclusió, el procediment de Face Diarization pot ser una bona eina per a la 
separació d’escenes sempre i quan els sistemes de detecció i de classificació que 
s’utilitzin aconsegueixin bons resultats. 
6.2. Futurs passos 
Vistos els resultats obtinguts, el sistema necessita ser millorat. Per aconseguir-ho s’han 
de modificar tots els sistemes que el componen. 
El sistema de detecció de cares hauria de poder detectar un major nombre de cares i 
disminuir la quantitat de falsos positius aconseguits. Per detectar més cares s’hauria de 
millorar els classificadors utilitzats, una opció seria utilitzar la combinació de diferents 
classificadors frontals. Per reduir els falsos positius s’hauria de millorar el detector de pell 
fent que fos més selectiu, elimines més deteccions errònies sense eliminar deteccions 
correctes (cares). A més també es podria implementar un altre subsistema per eliminar 
falses deteccions que complementes els dos sistemes existents. 
El sistemes de classificació de cares també han de ser millorats. Per tal de millorar els 
resultats aconseguits es podria aplicar, després del sistema de classificació actual, un 
altre sistema que, partint del resultat actual, combines més clusters per tal de reduir el 
nombre de cares no classificades.  
Amb aquestes millores el sistema de separació d’escenes obtindria millors resultats. De 
totes maneres, també es podria millorar el seu funcionament fent que, un cop classificats 
en diferents escenes tots els shots possibles, els shots que quedessin sense classificar 
es comparessin amb l’anterior i el posterior per classificar-los dins les escenes ja creades.  
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Annexes 
1. Paquets de treball 
Projecte: Documentació WP ref: (WP1) 
Major constituent: Informes Taula 1 de 7 
Descripció: Redacció d’informes  Data d’inici planificada: 22/09/2014 
Data de fi planificada: 16/02/2015 
Activitat d’inici: Inici del projecte 
Activitat de fi: Fi del projecte 
Tasca interna T1: Redacció del Project Proposal and 
Work Plan. 
Tasca interna T2: Redacció del Project Critical Review. 
Tasca interna T3: Redacció de la memòria del treball. 











Taula 26: Paquet de treball 1 
Projecte: Marc del projecte WP ref: (WP2) 
Major constituent: Coneixement del projecte  Taula 2 de 7 
Descripció: Rebre informació sobre el projecte global: 
saber com funciona, en que es basa i quins resultats 
s’obtenen. 
Data d’inici planificada: 17/09/2014 
Data de fi planificada: 19/09/2014 
Activitat d’inici: Inici del projecte 
Activitat de fi: Reunió 
Tasca interna T1: Reunió d’introducció 





Taula 27: Paquet de treball 2 
Projecte: Introducció a Face Diarization WP ref: (WP3) 
Major constituent: Recerca d’informació  Taula 3 de 7 
Descripció: Cerca informació sobre l’estat de l’art de la 
Face Diarization. 
 
Data d’inici planificada: 16/09/2014 
Data de fi planificada: 30/09/2014 
Activitat d’inici: Inici del projecte 
Activitat de fi: Selecció de mètodes 
Tasca interna T1: Buscar informació sobre Face 
Diarization. 
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Projecte: Sistema de detecció WP ref: (WP4) 
Major constituent: Software Taula 4 de 7 
Descripció: Implementar un algorisme capaç de 
detectar les cares que apareixen al llarg d’una 
seqüència de vídeo. 
 
Data d’inici planificada: 01/10/2014 
Data de fi planificada: 10/10/2014 
Activitat d’inici: -- 
Activitat de fi: Bons resultats 
Tasca interna T1: Buscar informació sobre la detecció 
de cares. 
Tasca interna T2: Implementar el sistema de detecció. 
Tasca interna T3: Avaluar els resultats obtinguts. 
Tasca interna T4: Implementar el detector de pell. 







Taula 29: Paquet de treball 4 
Projecte: Sistema de classificació de cares 1 WP ref: (WP5) 
Major constituent: Software Taula 5 de 7 
Descripció: Implementar un algorisme capaç de 
classificar les cares detectades en un vídeo segons la 
persona a la que pertanyen. 
 
Data d’inici planificada: 11/10/2014 
Data de fi planificada: 11/11/2014 
Activitat d’inici: Fi de la detecció 
Activitat de fi: -- 
Tasca interna T1: Implementar un sistema de 
classificació de cares. 





Taula 30: Paquet de treball 5 
Projecte: Sistema de classificació de cares 2 WP ref: (WP6) 
Major constituent: Software Taula 6 de 7 
Descripció: Implementar un algorisme capaç de 
classificar les cares detectades en un vídeo segons la 
persona a la que pertanyen. 
 
Data d’inici planificada: 12/11/2014 
Data de fi planificada: 11/12/2014 
Activitat d’inici: Fi de la detecció 
Activitat de fi: -- 
Tasca interna T1: Implementar un sistema de 
classificació de cares. 





Taula 31: Paquet de treball 6 
Projecte: Anàlisis comparatiu WP ref: (WP7) 
Major constituent: Avaluació de resultats Taula 7 de 7 
Descripció: Comparar les separacions d’escenes 
obtingudes amb els dos sistemes anteriorment 
implementats. 
Data d’inici planificada: 12/12/2014 
Data de fi planificada: 31/12/2014 
Activitat d’inici: Fi de la classificació 
Activitat de fi: -- 
Tasca interna T1: Comparar els resultats obtinguts. 
Tasca interna T2: Seleccionar la millor implementació 





Taula 32: Paquet de treball 7 
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2. Equalització 
2.1. Equalització global 
El sistema d’equalització global calcula l’histograma de tota la imatge i l’equalitza. És un 
bon sistema d’equalització per imatges en les que els valors d’intensitat estiguin 
concentrats en una regió molt limitada (imatges fosques o molt lluminoses). En canvi, no 
és un bon sistema per aquelles imatges que tinguin regions de la imatge molt fosques i 




Figura 27: a) Imatge Original; b) Imatge equalitzada globalment; c) Histograma original; d) Histograma 
equalitzat globalment 
2.2. Equalització adaptativa 
El sistema d’equalització adaptativa soluciona el problema de les imatges amb regions 
de diferents característiques, aquelles en les que l’equalització global no funciona 
correctament. 
En aquest sistema la imatge a equalitzar es divideix en petits blocs i s’equalitza 
l’histograma de cadascun d’ells. Seguidament s’aplica una limitació de contrast per evitar 
l’amplificació de soroll i finalment s’aplica una interpolació bilinear als límits de cada bloc 
per evitar que s’apreciïn en la imatge final. 
 
Figura 28: a) Imatge Original; b) Imatge equalitzada globalment; c) Imatge amb equalització adaptativa 
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2.3. Resultats 
Per seleccionar el tipus d’equalització a utilitzar s’ha analitzat l’efecte de cadascuna 
d’elles en la detecció de cares, mitjançant classificadors Haar. 
Comparant els resultats de la detecció havent equalitzat i sense equalitzar, s’obtenen 
millors resultats quan s’equalitza que utilitzant les imatges en escala de grisos originals. 
Analitzant les dues equalitzacions s’ha comprovat que, malgrat obtenir millors resultats 
amb l’equalització global, es perdien deteccions que l’equalització local aconseguia i 
viceversa. Per aquest motiu s’ha decidit utilitzar una combinació de les dues, és a dir 
detectar sobre la imatge equalitzada globalment, detectar sobre la imatge equalitzada 
localment i combinar les deteccions de les dues imatges. 
 Record Precisió Error de shot 
Sense equalització 53.34% 32.49% 27.63% 
Equalització global 64.17% 34.20% 18.09% 
Equalització local 61.06% 29.69% 19.08% 
Equalització global i local 71.29% 27.83% 13.16% 
Taula 33: Resultats de la detecció de cares amb diferents equalitzacions 
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3. Funcionament del sistema de detecció de cares 
3.1. Imatge integral 
El sistema proposat per Paul Viola i Michael Jones, en lloc d’utilitzar els píxels de la 
imatge en escala de grisos utilitza l’anomenada imatge integral. La imatge integral 
calcula per a cada píxel la suma de les intensitats de tots els píxels que es troben per 
sobre i a l’esquerra. 
 
Figura 29: El valor del píxel (x,y) seria igual a la suma de tots els píxels dins el rectangle blau 
Utilitzant la imatge integral s’aconsegueix simplificar dràsticament el càlcul de qualsevol 
regió de la imatge. Realitzant únicament tres sumes es pot obtenir el valor corresponent 
a un rectangle. 
 
Figura 30: Rectangle blau = A – B – C + D 
3.2. Característiques 
Per a la detecció de cares, aquest sistema utilitza les característiques Haar. Cada 
característica és un valor resultant de la suma de tots els píxels sota l’àrea blanca menys 
la suma de tots els píxels sota l’àrea negra. 
 
Figura 31: Característiques Haar: a) Característiques de vora; b) Característiques de linea; c) 
Característiques de 4 rectangles. 
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3.3. Classificador en cascada 
Per a la detecció s’utilitza un classificador en cascada. La idea principal és utilitzar 
classificadors petits que descartin moltes regions negatives (que no contenen cares) i 
acceptin les regions positives (aquelles que contenen cares). Amb aquest mètode 
s’aconsegueix que, al arribar a classificadors més complexos, ja s’hagin descartat moltes 











Classificador 2 Classificador 1 Classificador N Regions 
No cares No cares No cares 
Cares Cares 
Cares 
Figura 32: Representació d’un classificador en cascada 
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4. Altres detectors de pell estudiats 
4.1. Espai de color RGB 
En l’espai de color no es compleix la idealitat de representar el color separadament de la 
luminància, aquesta és una combinació lineal de les tres components R, G i B. Per 
aquest motiu no és un espai de color adient per a la detecció de pell. Tot i això, degut a 
la seva simplicitat es un espai bastant utilitzat per a la detecció de pell. 
Degut a la dependència present entre el color i la luminància, com es pot observar en la 
següent figura, les regions de color prenen valors dins un rang extens amb els canvis 
d’il·luminació. 
 
Figura 33: Distribució del color de la pell en els plans: a) RG: b) GB; c) RB 
Per aquest motiu, aquest espai de color ha estat descartat de l’estudi. 
4.2. Espai de color rg normalitzat[30] 
L’espai de color rg normalitzat és una variant de l’espai de color RGB en el que 
s’aconsegueix reduir la dependència entre la crominància i la luminància. Aquest espai 
de color es calcula mitjançant les formules següents: 
𝑟 =
𝑅
𝑅 + 𝐺 + 𝐵
                 𝑔 =
𝐺
𝑅 + 𝐺 + 𝐵
 
Equació 33: Transformació de l’espai RGB a l’espai rg 
En aquest espai de color es pot observar que les regions de color prenen valors dins un 
rang limitat. Per aquest motiu, es pot utilitzar aquest espai de color per a la detecció de 
pell. Les fórmules emprades en la detecció són les següents: 
𝑃𝑒𝑙𝑙 =  
1,  𝑔 < 𝑔𝑢𝑝  ∗  𝑔 > 𝑔𝑑𝑜𝑤𝑛  ∗  𝑊𝑟 > 0.004 
0, 𝑎𝑙𝑡𝑟𝑒𝑠
  
Equació 34: Píxels de pell en l’espai rg 
on, 
𝑊𝑟 =  𝑟 − 0.33 
2 +  𝑔 − 0.33 2 
Equació 35: Cercle de píxels de color blanc a descartar 
𝑔𝑢𝑝 = 𝐴𝑢𝑝 𝑟
2 + 𝑏𝑢𝑝 𝑟 + 𝑐𝑢𝑝  
Equació 36: Paràbola superior que delimita la zona del color de la pell 
𝑔𝑑𝑜𝑤𝑛 = 𝐴𝑑𝑜𝑤𝑛 𝑟
2 + 𝑏𝑑𝑜𝑤𝑛 𝑟 + 𝑐𝑑𝑜𝑤𝑛  
Equació 37: Paràbola inferior que delimita la zona del color de la pell 
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4.3. Espai de color HSV 
L’espai de color HSV prové d’una transformació no lineal de l’espai de color RGB. 
Mitjançant aquesta transformació s’aconsegueix separar les components de color (H i S) 
de la component de luminància (V). Utilitzant en la detecció de pell les dues primeres 
components s’aconsegueix descartar la variació del color de pell amb els canvis de 
il·luminació de la escena. 
Els llindars utilitzats per classificar els píxels de les diferents imatges entre pell i no pell 
són: 
𝑃𝑒𝑙𝑙 =  
0 ≤ 𝐻 ≤ 20
40 ≤ 𝑆 ≤ 150
  
Equació 38: Píxels de pell en l’espai HSV 
4.4. Comparativa de resultats 
Per a la detecció de pell s’han provat diferents sistemes basats en espais de color 
diferents. Per tal de decidir el sistema utilitzat s’ha provat amb diferents cares detectades 





















Taula 34: Resultats del detector de pell segons l’espai de color 
Com es pot veure a les imatges, l’espai de color on es detecta millor la pell és el CrCbH 
de manera que s’ha decidit utilitzar aquest espai de color. 
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5. Seqüències de vídeo utilitzades 
5.1. Seqüència 1 
Seqüència de vídeo: Capítol 861 de la sèrie de TV3 “La Riera” 
Duració: 00:31:20 
Nombre de keyframes detectats: 1022 
 
Figura 34: Exemples de keyframes de la seqüència 1 
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5.2. Seqüència 2 
Seqüència de vídeo: Capítol 862 de la sèrie de TV3 “La Riera” 
Duració: 00:34:35 
Nombre de keyframes detectats: 1112 
 
Figura 35: Exemples de keyframes de la seqüència 2 
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5.3. Seqüència 3 
Seqüència de vídeo: Capítol 4 de la sèrie de TV3 “EL Crac” 
Duració: 00:44:24 
Nombre de keyframes detectats: 2378 
 
Figura 36: Exemples de keyframes de la seqüència 3 
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5.4. Seqüència 4 
Seqüència de vídeo: Capítol 5 de la sèrie de TV3 “El Crac” 
Duració: 00:43:42 
Nombre de keyframes detectats: 2790 
 
Figura 37: Exemples de keyframes de la seqüència 4 
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6. Resultats del sistema de detecció de cares 
Sense el sistema de descartar falsos 
positius 
Amb el sistema de descartar falsos 
positius 




Taula 35: Exemples de deteccions aconseguides 
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Modificar mides Equalitzar 





   
Figura 38: Exemple de pre-preprocessat 
7.2. Extracció LBPH 
Imatge pre-processada LBP Divisió en 8x8 blocs 
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Figura 40: Càlcul dels histogrames de cada bloc  
 
 




























Taula 36: Exemples de clusters resultants amb el sistema de classificació de cares LBPH 
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8. Resultats del sistema de classificació de cares Considerar 
la roba 
8.1. Localització de la roba 
 
 
Figura 42: Exemples de localització de la roba 
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8.2. Extracció de característiques 







Taula 37: Persones d'exemple utilitzades 
8.2.1. Punts SIFT 
Persona 1 Persona 2 Persona 3 
  
 
Taula 38: Punts SIFT detectats 
Persones comparades Distància 
1 i 2 7.30262 
1 i 3 33.1265 
2 i 3 38.872 
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8.2.2. Color de la pell 




Taula 40: Píxels de pell detectats 
Persones comparades Distància 
1 i 2 2.64298 
1 i 3 2.85199 
2 i 3 3.19215 
Taula 41: Distàncies entre colors de la pell 
8.2.3. Color de la roba 
Persones comparades Distància 
1 i 2 3.58227 
1 i 3 5.99132 
2 i 3 6.06424 
Taula 42: Distàncies entre colors de la roba 
8.2.4. Textura de la roba 
Persones comparades Distància 
1 i 2 26.6812 
1 i 3 81.1386 
2 i 3 77.8091 
Taula 43: Distàncies entre textures de la roba 












Taula 44: Exemples de clusters resultants amb el sistema de classificació de cares Considerar la roba 
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9. Resultats del sistema de separació d’escenes 
Referència LBPH Considerar la roba 
01 -> 000001 - 000008 
02 -> 000009 - 000020 
03 -> 000021 - 000024 
04 -> 000025 - 000032 
05 -> 000033 - 000034 
06 -> 000035 - 000076 
07 -> 000077 - 000087 
08 -> 000088 - 000112 
09 -> 000113 - 000113 
10 -> 000114 - 000142 
11 -> 000143 - 000154 
12 -> 000155 - 000179 
13 -> 000180 - 000180 
14 -> 000181 - 000210 
15 -> 000211 - 000237 
16 -> 000238 - 000260 
17 -> 000261 - 000262 
18 -> 000263 - 000283 
19 -> 000284 - 000322 
20 -> 000323 - 000325 
21 -> 000326 - 000327 
22 -> 000328 - 000330 
01 -> 00001 - 00008 
02 -> 00010 - 00018 
03 -> 00021 - 00024 
04 -> 00036 - 00082 
05 -> 00089 - 00112 
06 -> 00115 - 00141 
07 -> 00144 - 00153 
08 -> 00158 - 00174 
09 -> 00176 - 00177 
10 -> 00182 - 00210 
11 -> 00211 - 00233 
12 -> 00238 - 00258 
13 -> 00265 - 00282 
14 -> 00285 - 00321 
01 -> 00001 - 00030 
02 -> 00036 - 00322 
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Glossari 
WP – Work Package 
LBPH – Local Binary Pattern Histogram 
RGB – Red Green Blue 
LBP – Local Binary Pattern 
DCT – Discrete Cosine Transform 
GMM – Gaussian Mixture Model 
SURF – Speed Up Robust Feature 
SIFT – Scale Invariant Feature Transform 
rg – red green normalized 
HSV – Hue Saturation Value 
YCbCr – Luma Chrominance blue Chrominance red 
CrCbH – Chrominance red Chrominance blue Hue 
3D – Tres dimensions 
ANMPD – Average N-Minimal Pair Distance 
