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ABSTRACT
“Smart lighting” environments seek to improve energy efficiency, human produc-
tivity and health by combining sensors, controls, and Internet-enabled lights with
emerging ‘Internet-of-Things’ technology. Interesting and potentially impactful ap-
plications involve adaptive lighting that responds to individual occupants’ location,
mobility and activity. In this dissertation, we focus on the recognition of user mobil-
ity and activity using sensing modalities and analytical techniques. This dissertation
encompasses prior work using body-worn inertial sensors in one study, followed by
smart-lighting inspired infrastructure sensors deployed with lights.
The first approach employs wearable inertial sensors and body area networks that
monitor human activities with a user’s smart devices. Real-time algorithms are devel-
oped to (1) estimate angles of excess forward lean to prevent risk of falls, (2) identify
functional activities, including postures, locomotion, and transitions, and (3) capture
gait parameters. Two human activity datasets are collected from 10 healthy young
adults and 297 elder subjects, respectively, for laboratory validation and real-world
evaluation. Results show that these algorithms can identify all functional activities
vii
accurately with a sensitivity of 98.96% on the 10-subject dataset, and can detect
walking activities and gait parameters consistently with high test-retest reliability
(p-value < 0.001) on the 297-subject dataset.
The second approach leverages pervasive “smart lighting” infrastructure to track
human location and predict activities. A use case oriented design methodology is
considered to guide the design of sensor operation parameters for localization per-
formance metrics from a system perspective. Integrating a network of low-resolution
time-of-flight sensors in ceiling fixtures, a recursive 3D location estimation formulation
is established that links a physical indoor space to an analytical simulation framework.
Based on indoor location information, a label-free clustering-based method is devel-
oped to learn user behaviors and activity patterns. Location datasets are collected
when users are performing unconstrained and uninstructed activities in the smart
lighting testbed under different layout configurations. Results show that the activity
recognition performance measured in terms of CCR ranges from approximately 90%
to 100% throughout a wide range of spatio-temporal resolutions on these location
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1.1 Motivation for Smart Lighting Environment
For more than a century, electric lights have illuminated commercial, industrial, edu-
cational and residential buildings where humans spend more than 80% of their time
indoors (Farrow et al., 1997). Lighting systems currently consume about 17% of the
global electricity energy (DOE, 2014); up to 40% of which is anticipated to be saved by
adopting modern control strategies, such as occupancy sensing, scheduling and load
shedding (Mills et al., 2007). The recent groundbreaking low-cost light-emitting-diode
(LED) technologies have shown advantages in efficiency, durability, digital control-
lablity, digital addressability (DALI, 2001), and more color spectrum options. The
rapid adoption of solid state illumination has created novel challenges and opportuni-
ties in multiple disciplines. The LED luminaires become increasingly integrated with
sensor networks and control for energy-efficient lighting (Aldrich et al., 2010, Caicedo
et al., 2011), and toward human-centric lighting (LightingEurope, 2013). The fast-
switching LEDs can also be modulated more effectively for visible light communication
(VLC), transmitting data wirelessly between optical transceivers in luminaires and
mobile devices (Elgala and Little, 2015). Figure 1·1 depicts the Multimedia Com-
munications Laboratory’s (MCL) vision of a “smart lighting” environment in which
“smart lights” are strategically located, connected to the Internet, and possess a mul-
titude of sensing capabilities for real-time interactive control. These “smart lights”
drive new opportunities for benefits in energy, health and productivity:
2Figure 1·1: A vision of smart space with interactive smart lighting
for illumination and communication (Little, 2010).
• Opportunity 1: save energy, by providing light when and where needed, other-
wise turning off in time and space domain. In a PG&E warehouse in California,
an intelligent lighting system combines monitoring software, building controls
and LED fixtures (Lacey, 2013). Figure 1·2 shows the power consumptions of
6 control strategies; up to 90% of the electricity bill for lighting can be reduced
compared to conventional lights. The more contexts acquired about occupancy,
location, task, and daylight for lighting control, the more energy can be saved.
• Opportunity 2: improve productivity, by providing appropriate light per visual
task. Lighting systems in offices like Figure 1·3 can leverage combinations of
intensity and correlated color temperature (CCT) from ambient fixtures and
local lamps for different visual needs, e.g., a person sits at a desk reading paper
prints versus working with electronic screens (Thompson et al., 2011). Philips
3Figure 1·2: Intelligent LEDs drastically cut energy consumption:
comparison between pre-retrofit baseline and six post-retrofit lighting
controls strategies in minute increment (Lacey, 2013).
SchoolVision project adopts different illumination profiles for classroom tasks,
e.g. lectures, discussions, and exams; student learning productivity has been
significantly improved as error rate drops and cognitive speed increases (Mott
et al., 2012).
• Opportunity 3: promote health, by providing healthy light at the right time
and as needed based on individual’s state, e.g., age or visual impairments. One
major principle of healthy lighting accounts for the circadian effects that de-
pend on the intensity, spectrum, and timing of lighting exposure (Bellia et al.,
2011). Figure 1·4 depicts the concept of daylight office: during daytime pendant
luminaries deliver warm white task lighting to desks and cool white light to the
ceiling and upper wall; in the evening these luminaries switch to only warm
4Figure 1·3: Office lighting systems adopt for visual tasks in Osram
Sylvania (Thompson et al., 2011).
white task lighting. The healthy lighting can also adjust brighter and bluer to
compensate for the decreased blue spectral transmission and decreased visual
acuity of aged eyes (Goodman, 2009).
(a) daytime office lighting (b) nighttime office lighting
Figure 1·4: Daylight office implementation in Osram GmbH supports
time-varying circadian lighting (Wojtysiak et al., 2012).
• Opportunity 4: enhance data connectivity with directed wireless access, by
knowing where to project the optical signals. VLC access points equipped
with micro-electro-mechanical systems (MEMS) micromirrors (Morrison et al.,
52015) can steer and focus intensity-modulated beams to users’ devices like the
concepts depicted in Figure 1·5(a) and (b).
(a) (b)
Figure 1·5: Steerable VLC fixtures project directional data accesses:
(a) (Fraunhofer HHI, 2012), (b) (Bytelight, 2014).
“Smart lighting” environment is an emerging system vision that harnesses sensors,
controls, and Internet-enabled lights with the Internet-of-Things (IoT) technology for
energy efficiency, human productivity and health benefits. Interesting and poten-
tially impactful smart lighting use cases involve adaptive lighting that responds to
individual occupants’ location, mobility and activity.
• Use case 1: set light based on visual tasks according to standards and specifi-
cations.
• Use case 2: set light based on location of individuals in a room for energy
saving.
• Use case 3: navigate light in brightness and direction when an person walks.
• Use case 4: change light state when an person stands up or sits down.
• Use case 5: change light when a person is detected falling.
• Use case 6: deliver healthy lighting to patients in a hospital.
6• Use case 7: support handover between VLC access points when a user moves a
mobile device in a room.
• Use case 8: support beam steering in MIMO communications when a person
moves.
• Use case 9: enable new HCI paradigms by means of gesture recognition for
convenience in lighting control and provisioning.
Human activity recognition is the key enabler to these smart lighting opportunities
and use cases. In a smart lighting environment, we seek to discover different human
activity contexts, including location, mobility and activity.
• Context 1: identify presence and location of people within a lighting field to
provide needed illumination and save energy elsewhere.
• Context 2: identify what people are doing to optimize the type of lighting for
their visual tasks.
• Context 3: acquire health information of people to provide them with appro-
priate healthy lighting.
• Context 4: locate position and orientation of mobile devices to direct optical
communication signals.
• Context 5: detect device occlusions to select luminaire for connectivity.
• Context 6: predict lighting needs based on user prior behavior.
In this dissertation, we focus on discovering user mobility and activity patterns
using sensing modalities and analytical techniques. Our approaches include the wear-
able computing approach and the smart lighting infrastructure-based approach. The
7first approach employs wearable inertial sensors and body area networks that monitor
human activities with a user’s smart devices. We design customized wearable sen-
sors which are low-power and easy-to-use. Functional activity monitoring algorithms
are developed and implemented on resource-restricted mobile devices for real-time
applications. These algorithms can (1) estimate forward lean angles, (2) identify
functional activities, including postures, locomotion and transitions, and (3) capture
gait parameters. The performance of these algorithms has been validated with hu-
man activity data in both lab setting and home setting, respectively. The second
approach leverages pervasive “smart lighting” infrastructure to track human location
and predict activities. A use case oriented design methodology is considered to guide
the design of sensor operation parameters for localization performance metrics from
a system perspective. Integrating a network of low-resolution time-of-flight sensors
in ceiling fixtures, a recursive 3D location estimation formulation is established that
links a physical indoor space to an analytical simulation framework. Furthermore, a
label-free clustering-based methodology is developed to discover human activity from
location information. The clustering performance has been analyzed with respect to
the decay of spatio-temporal resolution of location information, the reconfiguration
of room layout, and the presence of multiple users.
1.2 Related Work
In this section we review the state-of-the-art research on human activity recognition
and indoor localization. We conduct an in-depth survey focusing on these function-
alities for the benefits in health, productivity and energy, though some work adopts
similar sensing infrastructures and/or data processing techniques in the scope of smart
spaces.
Human activity recognition has been a vibrant research topic that has inspired
8new applications in healthcare, smart environments, surveillance, and emergency re-
sponse. A variety of sensing modalities have been explored to support this function-
ality. We use a taxonomy to categorize these modalities into two topologies based on
the placement or installation of sensing units. The first category is wearable sensor
systems that one or multiple body-worn sensors continuously collect and/or store rel-
evant information on different aspects of human movements. The second category is
infrastructure-based systems where sensing devices are built in indoor spaces where
human activities take place.
1.2.1 Wearable Systems for Activity Recognition
Wearable sensor systems have the advantage of being with the user continuously,
thus have been widely used in a world of healthcare applications, such as fitness
monitoring, elderly-care support, and ambient assisted living. A wearable sensing
platform typically has three main components: wearable sensors, feature processing,
and a classification algorithm (Bulling et al., 2014).
A wearable sensor is primarily composed of inertial sensors, including an ac-
celerometer, a gyroscope, and optionally a magnetometer. An accelerometer mea-
sures proper acceleration, which is the acceleration relative to a free fall. A gyroscope
measures angular rate, which is the speed of rotation. A magnetometer measures
the strength and direction of magnetic field. When feature processing and classifi-
cation algorithm are computationally efficient to operate on mobile devices, activity
recognition can be achieved in real time.
Raw data from inertial sensors are segmented by means of windowing techniques,
i.e., sliding windows, event-defined windows and change-defined windows (Mannini
and Sabatini, 2010). Features in a number of categories are processed to character-
ize a data segment. Time-domain features include basic signal statistics that are
derived directly from data windows, including mean, median, variance, standard de-
9viation, skewness, kurtosis, inter-quartile range, zero/mean crossing rate (Zhang and
Sawchuk, 2012); and alternatively from measures of signal morphology, such as cross-
correlation coefficients between different axial signals (Yang et al., 2008). Frequency-
domain features are calculated from spectrum distribution by fast Fourier transform
(FFT), in terms of energy and entropy (Bao and Intille, 2004). Time-frequency fea-
tures are wavelet decomposition coefficients representing signals on different frequency
bands (Hestbek et al., 2012).
A variety of classifiers have been used for activity recognition. These classifiers
mainly take one of three approaches: probabilistic, geometric, and template match-
ing. The probabilistic approaches classify a feature vector to the class which has the
maximum value in the conditional probability or probability density function (PDF),
which denotes the likelihood that a feature vector belongs to a given class. Examples
of probabilistic classifiers include optimal Baysian classifier, naive Bayesian (Gjoreski
et al., 2011, Bao and Intille, 2004), Gaussian Mixture Model (GMM) classifier (Alshu-
rafa et al., 2013), etc. In (Paschalidis et al., 2011), the authors developed a posture
detection method that applied a Generalized Likelihood Test (GLT) decision rule
to distinguish between a set of pdf families in a composite hypothesis testing prob-
lem. The geometric approaches are performed based on the construction of decision
boundaries in the feature space. An artificial neural network classifier iteratively inter-
connects between nodes in different layers of a decision system (Wang et al., 2012b).
A k-Nearest Neighbor (kNN) classifier works directly on the distances between fea-
ture vectors from different classes (Kaghyan et al., 2013). A Support Vector Machine
(SVM) classifier constructs separable boundaries that maximize the margins between
the nearest feature vectors to the boundary that belong to two distinct classes (Liu
et al., 2012). The template matching approaches count on the similarity between ob-
served data and activity templates, either defined by the designer or obtained during
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the training session. Examples of template matching classifiers include decision tree
and decision table (Bao and Intille, 2004). Another popular approach is the sequential
classifier that takes the previous activity into account in order to orient the decision
on the current feature vector, such as hidden Markov Model (HMM) (Mannini and
Sabatini, 2012).
With the development of miniature sensors, comprehensive human studies have
been conducted recently. Table 1.1 presents a summary for most representative stud-
ies with references in terms of the number of sensors, sensor placement, classification
methods, the number of subjects, the number of recognized activities, and recogni-
tion accuracy. In these studies, human subjects performed instructed activities in
predefined activity sets in lab settings; data were collected from relatively short time
periods, processed into abundance of features, and manually labeled for supervised
classification. More real-world large-scale datasets of human activity under the con-































































































Table 1.1: Wearable sensing systems and studies for activity recogni-
tion on human datasets.
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1.2.2 Infrastructure-based Activity Recognition
Alternatively, a variety of sensing infrastructures have been increasingly deployed in
indoor environments to support human activity recognition, including optical mo-
tion capture (mocap) systems, image and video systems, ambient sensors, and more
recently, ToF imaging sensors.
Optical mocap systems are used to precisely study human movements, typically
providing valuable information for rehabilitation (Moeslund et al., 2006), and to an-
imate characters in movies and video games. An optical mocap system, which is
composed of multiple infrared (IR) cameras, captures 3D position of a marker in the
outfitted volume illustrated in Figure 1·6(a): either active IR-emitting-diode (IRED)
markers on moving objects, such as Optotrak (Northern Digital Inc., Waterloo, ON,
Canada) and Vicon (Vicon Motion Systems Ltd., Oxford, UK); or passive retro-
reflective markers reflecting IR light emitted from camera-mounted IREDs such as
OptiTrack (NaturalPoint Inc., Corvallis, OR, USA). Markers are attached to major
joints in the human kinematic model in Figure 1·6(b). Mocap systems output po-
sitioning data at very high spatial precision (at the sub-mm order) and temporal
resolution (over 100 Hz), thus usually used as the gold-standard for other acquisition
systems. Mocap systems are typically very expensive, and require multiple mark-
ers placed on human body and within overlaid field of view (FoV) of at least three
cameras for triangulation. These limit practical deployments in real rooms at large
scale.
Image and video systems are widely used for surveillance in indoor spaces like
offices, classrooms and hospitals, and for novel applications as human-computer in-
terfaces. Cameras record light and color information into 2D image frames. Various
computer vision techniques are used to derive motion parameters from sequences of
images and video segments. An extensive review of approaches and features is sum-
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(a) (b)
Figure 1·6: Optical mocap system: (a) deployment illustration in
space (OptiTrack, 2015) and (b) marker attachment on human kine-
matic model (Mihailo Pupin Institute, 2012).
marized in (Aggarwal and Ryoo, 2011). Well-established video datasets cover a wide
range of single-human single-action, person-to-person interactions, and object-human
interactions (Chaquet et al., 2013). The camera-based systems generate high dimen-
sional data and features that demand significant storage and computation capability.
These systems also introduce privacy concerns which people are increasingly aware
of nowadays. Recently, the authors of (Dai et al., 2015) explored the use of multiple
extremely low temporal and spatial resolution cameras for privacy-preserving action
recognition.
Combinations of ambient sensors are adopted in many smart environment projects
to infer residents’ activities. Ambient sensors collect physical information of the
surroundings of people, including thermostats, light sensors, acoustic sensors, passive
IR (PIR) motion detectors, ground reaction force (GRF) plates, pressure sensors
in cushions on chairs, contact switches, break-beam detectors, etc. A majority of
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“smart home” projects utilize ambient sensors to facilitate functional monitoring of
general activity level, motion, gait, and other activities of daily living, and emergency
detection of falls. Another promising functionality of smart environment is to control
electrical appliances and services more effectively based on human behavior patterns.
Table 1.2 presents a summary of well-established smart home projects in terms of
implemented sensors. Ambient sensors output low dimensional data such as binary
states, and analog or digital readings. Activity recognition based on these data usually
requires complex logical analysis and computationally sophisticated algorithms which
mostly involve supervised learning methods. These methods significantly depend on
certain combinations of sensor readings that underlie the physical placement of sensing
infrastructure. Therefore these systems and solutions lack flexibility to adapt layout
reconfiguration of indoor environments.
More recently, the emergence of ToF depth imaging sensors provide another ve-
hicle for human activity recognition. A ToF sensor works by measuring the phase
delay between emitted and reflected IR rays and produces a depth image, each pixel
of which encodes the distance traveled to the corresponding point in the scene (Lee
et al., 2013). The emergence of commercial ToF cameras provides a new solution
to human activity recognition, such as Kinect (Microsoft, Redmond, WA, USA),
SwissRanger SR4000 (Mesa Imaging, Zurich, Switzerland), PMD HRES3D (Pmdte-
chonologies GmbH, Siegen, Germany), ZCam 3DV (ZCam, Israel), and PrimeSense
(Tel Aviv, Israel, acquired by Apple Inc). In (Jalal et al., 2013), the authors used
depth silhouettes to identify body parts to train random forests for human activity
recognition. In (Jia and Radke, 2014), the authors used a ceiling-mounted downward-
pointed ToF camera and processed the height information of foreground blob with a
probability distribution for occupancy and posture detection. In (Lai et al., 2012),
the authors focused on the upper limb joints from the Kinect skeleton output and
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developed a gesture recognition machine based on distance metrics. In (Zhang et al.,
2012a), the authors fused multiple depth images into a joint point cloud, and em-
ployed particle filtering to track the high-dimensional human poses. The ToF sensors
in these studies are high-resolution that introduce privacy concerns as well. Human
activities are also confined to the FoV of ToF cameras which are usually smaller than
typical room dimensions.
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light, sound, temperature, motion
detectors, door contact sensors,
appliance indicators
Table 1.2: Smart home projects with ambient sensor implementation.
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1.2.3 Indoor Localization
Indoor localization has become a subject of growing interest over recent years as the
demand and development are steadily increasing for location-based services (LBS)
and applications, such as navigation in large indoor spaces such as convention centers,
museums, and airports, as well as the ability to find products in retail stores. Many
approaches have been exploited to track 3D location and meet indoor accuracy.
Wireless positioning systems primarily use radio frequency (RF) signal finger-
prints between a mobile unit and reference infrastructure, including global position-
ing system (GPS), cellular networks, ultra wide band (UWB), wireless local area
network (WLAN), ultra high frequency (UHF), bluetooth, radio-frequency identifica-
tion (RFID), etc. The dominant positioning principles are lateration and angulation.
Lateration estimates the position of a mobile object by measuring its distances from at
least three fixed non-collinear reference objects using the geometry of circles, spheres,
or triangles. The distances are usually derived from time of arrival (ToA), time dif-
ference of arrival (TDoA), roundtrip time of flight (RToF), received signal strength
(RSS), phase shift and signal noise ratio (SNR). Angulation determines the position
of the mobile unit by the intersection of angle direction lines derived by angle of
arrival (AoA). In (Cheng et al., 2012, Liu et al., 2007), the authors explained the
mathematics of these measuring principles in detail and presented a comprehensive
list of system implementations using a variety of RF techniques. Note that we adopt
the performance metrics provided by this survey paper, which are also well estab-
lished in the research area of localization. Specifically, accuracy is quantified as the
mean distance error between the estimated location and the actual location; precision
is a measure of the robustness of location estimation, usually quantified via the cu-
mulative distribution functions of the distance error. Table 1.3 summarizes RF-based
indoor localization systems and solutions in terms of accuracy (and precision), scale,
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and cost.
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LOCATA WLAN (ToA) < 1 m (NA) 100 m High



























4.3 m (50% within 2.5 m,











Room occupancy Room Very low
Table 1.3: RF-based indoor localization systems and solutions.
VLC systems have been increasingly investigated as promising wireless commu-
nication technologies for indoor localization. (Prince and Little, 2012) proposes a
two-phase indoor location estimation paradigm using VLC RSS and AoA measure-
ments from landmark luminaries; the median accuracy is 34.88 cm in a coarse phase
and 13.95 cm in a fine phase. (Nakajima and Haruyama, 2012) uses a VLC receiver
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that can record the angle of light incidence, and compensates with a geomagnetic sen-
sor on a smartphone to infer 3D geometry for a hospital guidance system with prior
information of the indoor map. More LED indoor positioning solutions are emerging
in retails stores, provided by ByteLight (Cambridge, MA, USA), Philips (Eindhoven,
Netherlands), and Universal Lighting Technologies (Nashville, TN, USA). The ac-
curacy of these commercial solutions are reported about 0.5 m or at the sub-meter
order.
Some sensing techniques aforementioned for activity recognition have been used
for indoor location tracking and semantic positioning, including body-worn inertial
sensors (Lee et al., 2011), camera-based systems (Mautz and Tilch, 2011), and ambi-
ent sensors (Destino and Macagnano, 2014). The inertial sensing and camera-based
methods are computationally intensive. The ambient sensors detect the interaction
between human and sensors, depend on prior characterization of the space and sensed
data, perform at the accuracy level of proximity to a sensor placement, such as an
array of PIR sensors and pressure floors.
1.3 Dissertation Outline
1.3.1 Contributions
“Smart lighting” environment is an emerging system-vision problem that harnesses
sensors, controls, and Internet-enabled lights with IoT technologies for energy effi-
ciency, human productivity and health benefits. The key enabler to these benefits is
human activity recognition. The main contribution of this dissertation is to develop
novel methods to discover location, mobility and activity information, including sens-
ing techniques for collecting data and analytical frameworks for making decisions.
Specific contributions include:
• Real-time algorithms are developed to (1) measure body inclination angles, (2)
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monitor functional activities, including posture, locomotion, and transitions,
and (3) analyze gait parameters. These algorithms are computationally effi-
cient so as capable to be implemented on a power- and computation-restricted
platform, i.e., wearable inertial sensor prototypes and smart phone applications.
These algorithms identify all functional activities accurately with a sensitivity
of 98.96% on the dataset collected from 10 subjects for lab validation, and
detect daily walking activities and gait parameters consistently with the statis-
tics p-value < 0.001 on the dataset collected from 297 subjects for real-world
evaluation.
• A recursive estimation framework is formulated for 3D indoor location tracking
using ToF sensors embedded in smart lighting fixtures. This framework incor-
porates the human mobility model and the 3D observation model, and addresses
the non-linearity of sensor observation and the sparsity of sensor coverage. A
simulation model provides an analytical platform to analyze relations between
operation parameters and performance metrics from a system perspective. Con-
sidering a low-cost and privacy-preserving setup with 10 × 10 pixel resolution
and 10 Hz sampling frequency, the tracking performance in terms of accuracy
and precision is root-mean-square-error (RMSE) < 0.2 m for 20% cumulatively,
< 0.6 m for 30% , and < 1 m over 50%. This performance is competitive with
most state-of-the-art indoor localization systems.
• A label-free clustering-based methodology is proposed to derive physically rep-
resentative features from 3D indoor location information, and use a k-means
clustering framework to learn activity patterns. Location datasets were col-
lected when users were performing unconstrained and uninstructed activities in
the smart lighting testbed under different layout configurations. This method-
ology is tested on the location datasets at a wide range of spatio-temporal
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resolutions. Results show that the activity recognition performance measured
in terms of CCR ranges from approximately 90% to 100% throughout all spatio-
temporal resolutions, insensitive to the reconfiguration of environment layout
and the presence of multiple users.
1.3.2 Organization
The remainder of this dissertation is structured as follows:
Chapter 2 presents the wearable computing approach for human activity recog-
nition. This chapter describes the inertial measurement unit, the angle estimation
algorithm, and the functional activity monitoring algorithm. Two human datasets
are collected and used for testing the activity monitoring algorithm.
Chapter 3 presents a recursive estimation framework for 3D location tracking
using low-resolution ToF sensors deployed in lighting infrastructure. This chapter
describes the use case oriented design method, the ToF sensor, and the recursive
estimation framework. Simulations and results are discussed in this chapter.
Chapter 4 presents a label-free clustering-based method for activity recogni-
tion from indoor location information. This chapter explains the challenges of
infrastructure-based activity recognition, feature processing, and the k-means clus-
tering framework. Location datasets are collected when users are conducting uncon-
strained and uninstructed activities in the smart lighting testbed. Activity recognition
results on these datasets are reported and discussed.
Chapter 5 concludes this dissertation with directions of future work in the area
of human activity recognition and smart lighting environment.
1.3.3 Notational Conventions
This section introduces notational conventions that we will employ consistently
throughout this dissertation. First, we adopt the common physics notations, such
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as a for an acceleration vector and F for a force vector. For other general notations,
we use lower case boldface letters to denote vectors. All vectors are assumed to be
column vectors. For the economy of space we write x = (x1, . . . , xn) for the column
vector x, where n is the vector length and xi, i = 1, . . . , n is a scalar element. |x| is
the vector’s Euclidean norm. 1 denotes the vector of all ones. We use upper case
boldface letters to denote matrices. A = [aij] indicates the matrix A whose (i, j)
th
element is aij. A
T is the transpose of matrix A. I denotes the identity matrix, and
0 denotes the matrix of all zeros. Finally, we use calligraphic letters to denote sets,
e.g., X .
We clarify the definition of accuracy and precision as performance metrics in this
dissertation. When we discuss the performance of activity recognition in Chapter 2
and Chapter 4, both accuracy and precision refer to the ratio of samples in a dataset
which are correctly identified, whereas accuracy is used more often. When we discuss
the performance of indoor location tracking in Chapter 3, accuracy and precision refer
to different aspects: accuracy is quantified as the mean distance error between the
estimated location and the actual location; precision is a measure of the robustness




Wearable Sensors and Body Area
Networks
Healthcare systems are facing many new challenges as the world’s population ages.
In the United States, the older population, aged 65 and over, numbered 39.7 million
in 2010, and is expected to be 70.3 million by 2030, 12 million of which will suffer
from disability problems including risk of falls, movement disorders, decreased mobil-
ity and freezing gait (National Centers for Disease Control and Division of Adult and
Community Health, 2011). Physical activity has shown effectiveness in prevention of
chronic diseases and improvement of health status (Warburton et al., 2006). Societal
awareness and emphases have been growing over recent years: the President’s Chal-
lenge encourages people to take more physical exercise; a presidential proclamation
announced that May 2015 is the national physical fitness and sports month (The
White House, 2015). Meanwhile, the MEMS technology boosts the development of
miniature inertial sensors, accelerometers and gyroscopes, which are low-power and
light-weight for wearing on human body. The prevalence of wireless communica-
tion techniques and smart phones enable continuous activity monitoring. Wearable
computing research has been a vibrant area for a world of fitness and healthcare
applications. Some research results have been applied to commercial products such
as fitness wristbands and smart watches which provide some basic activity tracking
functions to end customers.
In this chapter, we present our research on human activity recognition using wear-
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able computing approach. We seek for three scientific goals in elderly-care support
and ambient assisted living.
• Measure the angle of excess forward lean to prevent risk of falls.
• Monitor human functional activities of daily living, including postures, locomo-
tion, and transitions.
• Analyze gait parameters, including step frequency, number of steps, etc.
Section 2.1 introduces inertial measurement units (IMUs) which is one of the pri-
mary components of a wearable sensing system. Particularly, we discuss the measur-
ing principles of accelerometers and gyroscopes. Section 2.2 points out the challenges
of angle measurement using an accelerometer and a gyroscope, proposes our angle es-
timation algorithm which efficiently combines both sensors, and tests this algorithm
against a gold standard system in experiments with static and dynamic angle mea-
surements. Section 2.3 presents our activity monitoring algorithms that can identify
functional activities and capture gait parameters. Section 2.4 demonstrates our cus-
tomized wearable sensing system, including a sensor hardware prototype and an iOS
app software implementation. Section 2.5 describes two data collections of human
activities, Dataset I from 10 healthy young subjects for lab validation, and Dataset II
from 297 elder subjects over a week for real-world application. Section 2.6 analyzes
the performance of our algorithms on these datasets and provides a short discussion.
Notations used in this chapter follow the notational convention in Section 1.3.3, and
those frequently used are summarized in Table 2.1.
2.1 Miniature Inertial Measurement Unit
An Inertial Measurement Unit (IMU) is an electronic device that measures linear
and angular motion and processes velocity and orientation, using a combination
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Symbol Unit Description
a gn 3D acceleration
F N force
Fs Hz sample frequency
G N gravity
gn m/s
2 standard acceleration of free fall
l NA the mean window length of the median-mean filter
m g mass
∆t s sample interval, time step
λHP NA high-pass filter coefficient in the complimentary filter
λLP NA low-pass filter coefficient in the complimentary filter
ω rad/s, degree/s angular rate
θ radian, degree vertical-axis tilt angle estimation
θacc radian, degree vertical-axis tilt angle estimation from accelerometer
θgyro radian, degree vertical-axis tilt angle estimation from gyroscope
Table 2.1: Notations in Chapter 2.
of accelerometers and gyroscopes, and sometimes also magnetometers. IMUs are
widely used for inertial navigation systems in aircraft, spacecraft, and guided mis-
siles. The development of MEMS technology in recent years enables miniature IMUs
as a self-contained system comprised of sensing, processing, and wireless communica-
tion capabilities. Miniature inertial sensors were first used for tracking head-mounted-
displays (Foxlin et al., 1998), attached to shoes for pedestrian tracking (Foxlin, 2005),
worn on different parts of human body for rehabilitation (Zhou and Hu, 2008), and
are still a vibrant research area nowadays.
A 6 degrees of freedom (6DoF) IMU is comprised of an tri-axial accelerometer, a
tri-axial gyroscope, and optionally a tri-axial magnetometer. Figure 2·1 shows a 6DoF
IMU prototype from SparkFun Electronics (Boulder, CO, USA).The three alignment
axes of these inertial sensors are shown as Figure 2·2.
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Figure 2·1: A 6DoF IMU prototype (SparkFun Electronics, 2010).
Figure 2·2: The coordinate frame of a 6DoF IMU.
2.1.1 Accelerometer
An accelerometer is either gimballed or strapped-down and measures acceleration,
as the force per unit mass a = F/m according to Newton’s laws of motion. We
denote the 3D acceleration as a = (ax, ay, az). When an accelerometer stays at rest
or moves at a constant velocity in the non-tilting position as shown in Figure 2·3(a),
the 3-D acceleration reading is a = (0, 0,−1) gn, where gn is defined as a unit of
acceleration in the International System of Units (SI) for the standard acceleration
of free fall, i.e., gn = 9.80665 m/s
2. When it is in a tilting position motionlessly or
in uniform motion as shown in Figure 2·3(b), the readings reflect the decomposition
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of gravitation acceleration where ax, ay, az ∈ (−1, 0) gn and ax2 + ay2 + az2 = 1 gn.
When it is accelerating by the action of an external force F0 besides the gravity G,
a = (F0 + G)/m.
(a) (b)
Figure 2·3: A tri-axial accelerometer measures proper acceleration:
(a) at a non-tilting position, and (b) at a tilting position.
2.1.2 Gyroscope
A gyroscope measures angular rate between projections on the inertial force vector,
a.k.a speed of rotation. The direction of rotation vector follows the right hand rule
with respect to three axes as shown in Figure 2·2. The angular rate ω = (ωx, ωy, ωz)
in the unit rad/s or ◦/s, and ωx, ωy, ωz are named as roll, yaw, pitch respectively in
aircraft dynamics. It reads zero when there is no rotation around the corresponding
axes, positive when rotating counterclockwise and negative when clockwise.
2.2 Angle Measurement
2.2.1 Challenges
An IMU outputs acceleration and angular velocity that have been used for orientation
angle estimation in the sensor/body frame in Figure 2·2. They are commonly referred
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to as the accelerometers and rate-integrating gyroscopes in literature. However, these
methods suffer from some difficulties to accurately measure angles during human
movement.
The acceleration decomposition relation among ax, ay, az can be used to estimate
the tilt angles. When the accelerometer is at rest or moving at a constant velocity,
the tilt angle between the axis az and the gravity direction is estimated as










The tilt sensitivity is quantified by taking the difference between the acceleration
output over 1◦ rotation angle increment at that point, i.e., the gradient of acceleration
output versus tilt angle in the unit of gn/
◦ (Pedley, 2013). Whereas the sensitivity of
either function asin() or acos() varies significantly at different tilt angles, the function
atan() has a constant sensitivity through the full rotation, generates more stable angle
estimation, and thus is used more often. Sometimes, the complement angle of θacc is
referred to as the elevation angle. However, human motion is usually not uniform but
modeled with Gaussian acceleration (of which formulation will be derived in Section
3.3.1), thus the inclination angle of human body θacc calculated from a is no more
accurate.
The tilt angles can be estimated by the integrating quantities of angular velocity
measured by the gyroscope. When the tilt is due to rotation around the axis ay in
Figure 2·2, the tilt angle between the axis az and the gravity direction at time t is
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then estimated as
θgyro(t) = θgyro(t− 1) + ωy(t)×∆t (2.4)
where ∆t is the sampling interval in time and ∆t = 1
Fs
. However, the intrinsic drift
of gyroscope reading leads to large errors after numerical integration over time. Some
temporal discretization methods are adopted to reduce the integration drift, such as
the Runge-Kutta method, or referred to as RK4 (Ghayesh and Amabili, 2013).
θgyro(t) = θgyro(t− 1) + 1
6
(ωy(t) + 2ωy(t− 1) + 2ωy(t− 2) + ωy(t− 3))×∆t (2.5)
This method helps reduce drift at every time instant, but the error still increases over
the course of numerical integration.
There are research efforts to combine accelerometer and gyroscope readings for
angle estimation using Kalman filter, wavelet transforms and neural networks to sig-
nificantly regulate drift (Zhang et al., 2012c), (Li et al., 2014), (Shiau et al., 2012).
But these algorithms are complex to be implemented real-time due to the computa-
tional power and energy constrains of a mobile device.
2.2.2 Angle Estimation Algorithm
To meet our first goal to prevent risk of falls, we need to accurately measure the angle
of excess forward lean during human motion. We develop a computationally efficient
signal processing algorithm that combines accelerometer and gyroscope measurements
in (Zhang et al., 2011). Figure 2·4 shows the block diagram of the algorithm. This
algorithm does not perform computationally expensive calculations needed for tra-
ditional methods such as complex presumptions and matrix multiplications in the
Kalman filter or at least five layers of decomposition of time series into approximate
and detail parts in the wavelet transforms. We next discuss each block of this algo-
rithm in detail.
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Figure 2·4: The block diagram of the angle estimation algorithm.
The block Acc stands for data processing of the accelerometer. We first take the
calibration by putting an IMU at rest in a non-tilting position where its axis az is
pointing to the opposite of the gravity direction, then take the unit conversion by
scaling the calibrated signal from the electronic measurement unit v to the physical
unit gn. In the first LP filter block, the accelerometer signals are filtered using a 2nd-
order forward-backward digital low-pass Butterworth filter with a cutoff frequency at
3 Hz, which preserves useful information of all resonant frequencies (Wagenaar and
Van Emmerik, 2000). The tilt angle from the accelerometer θacc is calculated from
three orthogonal components (ax, ay, az) at time instant t as





where atan2() is the four-quadrant inverse tangent function and returns values in the
closed interval [−pi, pi]; sign() is the signum function that indicates the sign of the
input. We use function atan2() instead of atan() because atan() only outputs angles




]. Figure 2·5 shows that the component sign(ay(t)) identifies the
correct angle quadrant for sensor placement in the oscillation experiments which will
be discussed next, whereas without sign(ay(t)) flips angles greater than 90
◦ over.
The block Gyro stands for the data processing of the gyroscope. We first apply
the calibration and unit conversion to gyroscope readings. To eliminate burst noise
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Figure 2·5: Angle calculation with sign(ay(t)) corrects the 90◦ ambi-
guity for the sensor replacement.
and outlier signals, we adopt a median-mean filter in the block MM filter and output
the angular rate ωˆy(t) as
ωˆy(t) = median(mean(ωy(t− l), . . . , ωy(t− 1)), ωy(t),mean(ωy(t+ 1), . . . , ωy(t+ l)))
(2.7)
where the window width 2l+1 is selected carefully to preserve useful information and
l is often set to be within the range of 3 to 5 samples.
We design the block complementary filter to compensate the gyroscopes drift
by the accelerometer. The complimentary filter works as a Proportional-Derivative
(PD) controller where the angle measured by the accelerometer is the proportional
component and the angular rate from the gyroscope is the 1st order derivative. The
complimentary filter is conceptually visualized as the combination of a high-pass HP
filter and a low-pass LP filter structured inside the complementary filter in Figure 2·4.
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The block Angle is the output estimated angle θ(t) that
θ(t) = λHP × (θ(t− 1) + ωˆy(t)×∆t) + λLP × θacc(t) (2.8)
where the coefficients λHP and λLP correspond to the weights of the HP filter and
LP filter respectively. For PD controllers, λHP and λLP usually sum to 1 and can be
learnt by the genetic algorithm or from a reference measuring system (Cominos and
Munro, 2002).
2.2.3 Angle Experiments and Results
We conducted two experiments to test our angle estimation algorithm. The first ex-
periment focused on testing the angle estimation algorithm for static angles measure-
ment. The second experiment focused on testing its accuracy on measuring dynamic
angles of oscillations.
We used the SparkFun IMU to measure acceleration and angular rate. It is a
two-printed circuit board (PCB) unit with the size of 50 mm × 40 mm × 15 mm,
small and affixable to the human body. The kinematic sensors are composed of one
triple-axis accelerometer MMA7260Q (Freescale, Austin, TX, USA) with sensitivity
settable to 1.5 gn, 2 gn, 4 gn or 6 gn, and two gyroscopes IDG500 (InvenSense,
Sunnyvale, CA, USA) aligned to work as triple-axis with a full range of 500◦/s. This
SparkFun IMU samples at 50 Hz. The IMU transmits data to a smartphone (AT&T
8525) over Bluetooth. We used the Optotrak 3020 as gold standard reference to
test the accuracy of the angle measurements of our algorithm. The Optotrak 3020,
consisting of wired active IRED markers captured by banks of IR cameras, is a widely
used three-dimensional motion capture system in laboratory settings in the field of
movement analysis (States and Pappas, 2006). The Optotrak 3020 tracks markers’
position at sub-mm accuracy up to 100 Hz.
33
In the first experiment, we set a Denali digital angle protractor to five fixed angles,
0◦, 30◦, 60◦, 90◦, and 120◦ ( −60◦ in the IMU and Optotrak system), held for 1 minute
each set-up as in Figure 2·6(a). Three IMUs were attached to the tilting arm, and
sensing data was collected by the smartphone and then analyzed. Three IREDs were
placed on both arms and at the rotational axis, and a bank consisting of three IR
cameras was placed at a distance of 3 m perpendicular to the angle protractor plane.
In the second experiment, we programmed the Biodex system (SEMI, Toronto,
ON) (Drouin et al., 2004) to the passive mode to produce consistent and precise oscil-
lations at desired angles and frequencies. Twenty oscillating trials were set at the am-
plitude of 120◦, 90◦, 60◦, 30◦ and 5◦ at four different frequencies 80, 60, 40, 20 bit/min,
and each trial lasted for 1 minute. Three IMUs were attached on the rotating arm.
The first IRED was placed at the end of the moving arm, the second on the axis of
rotation, and the third aligned vertically with the second in order to provide a refer-
ence segment. A bank of three IR cameras was placed perpendicular to the oscillation
plane at a distance of 5 m.
Figure 2·6: Experiment design for angle estimation: (a) static angles,
and (b) dynamic angles.
We applied our angle estimation algorithm to the IMU data collected during
these two studies. The angle estimation by our algorithm which is labeled as
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IMU(Acc+Gyro), is compared with the benchmark angle estimation method in Equa-
tion (2.3) labeled as IMU(Acc), the gold-standard angle measured by the Optotrak
3020, and the angle set on the experiment instruments.
• The first study results in over 3000 measurements of each static angle are
shown and compared in Table 2.2. The difference in mean scores per angle
position between the IMU(Acc+Gyro) estimation and the Optotrak measure-
ment ranges from minimally 0.26◦ to maximally 1.18◦ with a mean difference
of 0.57◦ and a standard deviation of 0.92◦ across all positions. For static an-
gles, the IMU(Acc+Gyro) algorithm leads to a performance close to that of the
IMU(Acc) algorithm.
• The second study results include 80, 60, 40 and 20 measurements for 5 dif-
ferent oscillation amplitudes according to the frequency and duration settings.
Descriptive results of measuring oscillation amplitudes are compared in Fig-
ure 2·7, and the error bars indicate the 95% confidence interval. The dif-
ference between the IMU(Acc+Gyro) estimation and the Optotrak measure-
ment ranges from minimally 0.06◦ to maximally 2.3◦ with an average of 0.601◦
and a standard deviation of 0.188◦ across all oscillations. For dynamic angles,
the IMU(Acc+Gyro) algorithm performs more accurately than the standard
IMU(Acc). The IMU(Acc) method significantly underestimates when the oscu-
lation amplitude is 120◦.
When an IMU is attached around the sternum on the human chest area, our algorithm
can accurately estimate the excess forward angle to detect risk of falls. We have tested
this on multiple pilot human subjects for fall studies, the details of which are beyond
the scope of this dissertation.
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System Angles (◦)
Protractor 0 30 60 90 120(−60)
IMU(Acc+Gyro) 0.801 32.503 64.671 91.108 −59.837
IMU(Acc) 1.204 32.5141 64.9413 91.425 −58.8141
Optotrak 1.985 33.65 64.409 90.188 −58.654
Table 2.2: Comparison of static angles in the first study.
2.3 Functional Activity Monitoring Algorithm
To meet the second goal to monitor human functional activities and the third goal
to analyze gait parameters, we investigate to use one or multiple IMUs on human
body during motion. Sensor placement is an important aspect for system usability
and efficacy, because different human body parts present distinct intrinsic biome-
chanical characteristics during movements (Avci et al., 2010). To address distinct
inertial data from different sensor placement on body, we develop customized hier-
archical decision algorithms, where the classification process is articulated in several
steps. At each step, sophisticated and effective strategies, based on either threshold or
template-matching detectors, are used to discriminate different states. The classifica-
tion becomes progressively more refined as the decision processes along. Specifically,
we develop two algorithms: The Algorithm I considers three IMUs placed on the
chest, right thigh and left thigh. The Algorithm II considers a single IMU placed on
the right ankle.
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Accuracy Comparison with 95% Confidence Interval
Figure 2·7: Comparison of oscillation angles in the second angle ex-
periment.
2.3.1 Algorithm I
Human movement studies have observed that human static postures, sitting, standing,
and lying down, can be distinguished by the trunk and thigh inclination (Lyons et al.,
2005). We develop a functional activity monitoring algorithm that incorporates this
observation into our criteria for postures in time series, and extend the algorithm to
identify locomotion and transitions in spectrum analysis for the scenario that three
IMUs are placed on the chest, right thigh and left thigh (Zhang et al., 2011). The
Algorithm I is designed as the flowchart in Figure 2·8.
Inclination angles of chest and both thighs are inputted into the hierarchical deci-
sion flow and segmented by a sliding window of 1 s. The standard deviation of these
three angles is calculated at every second. From our pilot study data, the standard
deviation of 2◦ is obtained as the threshold to decide static activities (postures) or
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Figure 2·8: Flowchart of activity monitoring algorithm I.
dynamic activities (locomotion and transitions). When the three standard deviations
are all less than 2◦, the three mean inclination angles in the same second are evalu-
ated to further classify static postures into standing, sitting, and lying down with the
ranges learnt from pilot studies:
 Sitting: sternum −20◦ to 20◦ and thighs 25◦ to 110◦;
 Standing: sternum −20◦ to 20◦ and thighs −20◦ to 20◦;
 Lying down: sternum 50◦ to 130◦ and thighs 50◦ to 130◦.
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If none of these three postures is identified, the static activity is labeled as an uniden-
tified posture. Figure 2·9 shows the typical inclination angles of the sternum and
thighs when a person transits from standing to sitting and vice versa.
Figure 2·9: Body inclination angles when a person transits from
standing to sitting and vice versa.
When the 1st second of dynamic activity is detected based on the standard devi-
ation criteria, the algorithm counts the number of peaks (local maximum values) in
the time series of chest angles to distinguish transitions and periodic motions. The
nature of transitions is relatively short in duration, does not have repetitive signal
patterns in time domain, and usually involves large changes of the sternum angle. If
the number of peaks is less than or equal to 3, and the difference between the mean
angle of this second and that of last second of static activity is greater than 20◦, a
transition is detected. When the number of peaks is greater than 3, our algorithm
estimates the power spectrum density (PSD) of the input chest angles to identify the
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step frequency of locomotion. If the step frequency falls in the range of 0.5 Hz to
3 Hz, which is the resonant frequency of human walking patterns (Wagenaar and Van
Emmerik, 2000), locomotion is detected; otherwise that second of time is labeled as
an unidentified dynamic activity. The algorithm processes the activity identification
sequence using a window of 1 s, provides a summary of total durations of each func-
tional activity for the quantification of activity level, and if an activity is identified
as walking, the PSD estimates gait parameters in terms of step frequency.
2.3.2 Algorithm II
Considering the user acceptance of wearing multiple IMUs in daily life, we propose
to place a single IMU above the lateral malleolus of the right ankle, which is very
practically applicable by a strap or a flexible band. The joint ankle has a large DoF
in human movement isokinematics, and thus, the orientation estimation has less in-
formation for posture recognition. We develop Algorithm II to detect wearing of the
IMU, capture energy expenditure and identify walking and cycling events and param-
eters from the accelerometer data (Zhang et al., 2012b). The algorithm flowchart is
illustrated in Figure 2·10.
The triaxial accelerometer measures accelerations in the frontal, sagittal and ver-
tical directions from human movements and external perturbations with respect to
the Earth’s gravity. In the preprocessing step, the raw digital acceleration signals are
calibrated and converted to the physical unit (gn). A 2nd-order forward-backward
digital low-pass Butterworth filter with a cutoff frequency at 3 Hz is applied to the
calibrated signals to filter out noises beyond the frequency range of acceleration from
human movements(Zhang et al., 2011).
The detection whether the subject is wearing the accelerometer is a prerequisite to
monitor and analyze any functional activity of daily life, such as walking and cycling.
We design and apply a criterion with the following elements to establish the time
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Figure 2·10: Flowchart of activity monitoring algorithm II.
when a human subject is wearing the sensor.





z) remains in the range from 0.9 to 1.1 gn;
 (2) In the same second, the standard deviation of each axis signal ax, ay, az is
less than 0.003 gn.
If (1) and (2) are both satisfied in a continuous interval of 30 minutes, the subject
is deemed to be non-wearing the sensor during that time interval. Otherwise, the
accelerometer is detected as being worn by the participant and functioning properly.
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Once the accelerometer is validated as being worn by the subject, we classify
each 1 s interval into two coarse-grained categories by the activity level: (1) static
activities, such as standing, sitting, and lying down, or (2) dynamic activities, such as
walking, cycling and transitions between activities. Static activities qualitatively show
a flatter acceleration time series for all three axes, while dynamic activities yield large
differences between consecutive samples. The topmost graph in Figure 2·11 shows the
accelerometer data in the frontal axis ax, sagittal axis ay and vertical axis az when a
participant transits from sitting to standing at approximately 4 s and begins to walk
at 15 s. To capture the differences of variability in time series, a Signal Magnitude
Vector (SMV) of the ith sample point is defined as
SMV (i) =
√
(ax(i)− ax(i− 1))2 + (ay(i)− ay(i− 1))2 + (az(i)− az(i− 1))2 (2.9)
which is the square root of the squared sum of the difference of ax, ay and az values
between the current ith sample and its previous (i − 1)th sample. We quantify the
activity level by the Signal Magnitude Area (SMA), which is obtained by summing





where j is a notion of sample index, and Fs is the sampling frequency of the ac-
celerometer. The activity level classifies static and dynamic activity in each second
by a threshold test shown in Figure 2·11.
Human walking is defined as bipedal, biphasic forward propulsion of centre of
mass of human body, in which there are alternate sinuous movements of different
segments of the body (Perry et al., 2010). Accelerometers can measure accelerations
from these movements; particularly the vertical axis is most sensitive to the changes
of the center of mass. During walking, a stride cycle begins and ends with the heel
strike from the same foot, which is defined as when the heel contacts the ground.
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Figure 2·11: Activity level for static and dynamic classification.
A step cycle begins with the heel strike from one foot and ends with that from the
other. Once a consecutive set of five 1 s periods is classified as a dynamic activity,
we apply spectrum analysis to the acceleration data in this interval. We estimate the
PSD by the FFT, using the Welch method with a Hann window. The PSD of the
vertical acceleration has significant components at the primary gait frequency (GF)
and the secondary GF. The primary GF represents the stride frequency of walking,
and the secondary GF represents the step frequency. The acceleration signals of a
typical walking event are shown in Figure 2·12 with its PSD. The stride frequency
and step frequency of gait events are captured from this PSD. At the end of each
walking period, gait parameters including walking duration, the number of steps and
strides, and the number of step and strides per minute (cadence) are calculated.
The cycling activity is another type of common periodic daily activity, which must
be distinguished from walking when analyzing parameters of different dynamic activ-
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Figure 2·12: Acceleration signals during walking and the correspond-
ing PSD.
ities. The absence of heel-strike/toe-off events or swing/stance phases differentiates
the cycling accelerations from walking accelerations in both time series and the PSD.
Figure 2·13 demonstrates the accelerations in the three axes and the PSD for the
vertical axis of a cycling event. The repeatedly constant pedaling leads to the only
significant component in the frequency spectrum, evaluated as cycling frequency.
If the lasting duration of dynamic activity is less than 5 s or not detected as
either walking or cycling event, the time interval is labeled as an unidentified dynamic
activity.
2.4 Real-Time Functional Activity Monitoring System
The limitations of current activity monitor designs include the power consumption,
the maximal hours of data recording, the extraction of recorded data, the size of wear-
able sensors attached to the body, and the complexity of the algorithms implemented
on smart phones. To eliminate these barriers, we develop a wearable functional ac-
tivity monitoring (FAM) system (Butala et al., 2012), comprised of wearable sensor
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Figure 2·13: Acceleration signals during cycling and the correspond-
ing PSD.
prototypes and an iOS app, that addresses the following needs:
 Low powered, able to operate continuously on a small battery.
 Supporting stable wireless communication at low power consumption, extend-
able to remote data collection and monitoring over the Internet.
 Programmable for customized algorithms and their updates.
 Real-time event detection and auditory or tactile notifications.
 Easily mountable on the human body with minimal intrusion.
 Low cost.
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2.4.1 Wearable Sensor Prototype
The wearable sensor prototype is a customized IMU that incorporates a microcon-
troller (MCU) to execute the embedded application, a triaxial accelerometer, a tri-
axial gyroscope, and an RF transceiver. Figure 2·14 presents the block diagram of
our wearable sensor prototype.
Figure 2·14: Block diagram of wearable sensor prototype.
We use the MSP430F2619 (Texas Instruments, Dallas, TX, USA) as the MCU,
which is a ultra low power MCU that operates at 3 V and can be powered by a
coin cell battery CR2032. The MSP430F2619 supports I2C and SPI protocols to talk
to peripheral devices. The ADXL345 (Analog Devices, Norwood, MA, USA) is an
ultra low power tri-axial MEMS digital accelerometer that talks to the MCU on a
shared I2C bus. We configure the device range as ±2 gn with a 10-bit resolution
and sampling at 50 Hz. The ITG3200 (InvenSense, Sunnyvale, CA, USA) is a low
power, low noise three axial MEMS digital gyroscope that is also connected to the
shared I2C bus. We configure its full scale range of ±2000◦/s with a 16-bit resolution
and sampling rate as 50 Hz. We select ANT wireless communication protocols over
other 2.4 GHz RF technologies such as Bluetooth (IEEE 802.15.1) and ZigBee (IEEE
802.15.4) because ANT can provide significant power gains for short range, low data
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rate wireless sensor networks. The nRF24AP2-8CH supports 8 byte data payload at
the sample rate from 0.5 Hz to 190 Hz using 8 channels. The MCU packages the
device ID, time stamp, acceleration reading and gyroscope reading and send to the
ANT RF transceiver using SPI protocol. Table 2.3 summarizes the measurement of
current consumption at different working mode with the power supply V cc = 3 V
and the MCU clock is set to 1 MHz. The gyroscope consumes a significant part of
power in the sensor, and thus we consider operating the gyroscope in sleep or standby
mode to optimize power savings.
Mode Current
MCU 560 µA
MCU + ACC 600 µA
MCU + ACC + GYRO 6.89 mA
MCU + ACC + GYRO + ANT 7.97 mA
MCU + ACC + GYRO (sleep) + ANT 2.24 mA
MCU + ACC + GYRO (standby) + ANT 2.76 mA
Table 2.3: Current consumption measurement of wearable sensor pro-
totype at different working modes.
We 3D print an enclosure to house the sensor prototype PCB as in Figure 2·15(a).
The entire package size is 5.1 cm× 3.8 cm× 1.1 cm. We also make a strap holder on
the back of the enclosure so that the sensor can be easily strapped to the ankle as in
Figure 2·15(b) and placed to many other parts of the body.
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(a) (b)
Figure 2·15: FAM system: (a) wearable sensors with 3D printed
housing and smartphone with the main view of the iOS app, (b) an
application case with an sensor strapped on the ankle.
2.4.2 iOS App
We develop an iOS app named Tracker using the objective-C language in the Xcode
developer environment. After launching the Tracker app, the smartphone uses an
ANT dongle to create a bidirectional shared channel as a master device, and scans
for active sensors in the slave mode. After the discovery of sensors and successful
handshakes, the smartphone establishes a dedicated channel over which sensor data
is transmitted. The smart phone receives 50 frames of data per sensor per second.
The app creates a timestamp from the phone for each frame before logging data to
a text file, so that the data can be analyzed and retrievable later as an option. For
on-line activity monitoring, we implement our proposed algorithms in Section 2.3.
We design a clean and easy-to-use GUI for the app Track on the smartphone,
so that rehabilitation practitioners can master the use of this FAM system. On the
GUI, we provide options to calibrate (auto-zero) the sensors, scan for new sensors
and disconnect detected sensors. When the sensor placement is set to the combina-
tion of chest, right thigh and left thigh, the main view displays the current activity
classification and a summary of three inclination angles as in Figure 2·15(a).
48
2.5 Human Activity Data Collection
To validate the wearable motion sensors and our proposed activity monitoring al-
gorithms, we collected two human activity datasets. The study of Dataset I was
conducted for in-lab validation. The study of Dataset II was for a real-world imple-
mentation.
2.5.1 Dataset I
Dataset I was collected in the Clinical Movement Science Lab in the Department
of Physical Therapy and Athletic Training at Boston University. 10 healthy young
subjects (5 females, 5 males, 23 ± 3 years old) were screened and excluded for func-
tional limitations. Written informed consents were obtained from all the subjects.
This study was under approval of Institutional Review Board (IRB) from Boston
University. The lab setting for this study is shown in Figure 2·16(a). Three Spark-
Fun IMUs were attached to each subject on the chest, right thigh, and left thigh
respectively, illustrated in Figure 2·16(b). Each subject performed functional activity
trials, including
 (1) 1 trial of 10 transfers from standing to sitting and vice versa,
 (2) 1 trial of transfers from standing to sitting to lying down to sitting then
back to standing,
 (3) 15 trials of standing to walking and to standing, including 5 trials at each
subjects preferred speed, 5 trials at slow speed, and 5 trials at fast speed.
As the duration of transitions is naturally 2 or 3 seconds, to test our algorithms all
postures and locomotion lasted for more than 10 seconds.
This study had a cross-sectional design using two reference systems. A video
recording system of two high definition cameras (Panasonic HS 100P/PC and Canon
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VIXIA HG21) were placed facing the subject and used as reference to test the activity
identification and activity duration . A 3D motion analysis system, Optotrak 3020
with 18 IRED markers on frontal and saggital joints in the human kinematic models,
was used as reference for the step frequency at different walking speeds.
Figure 2·16: The study design for Dataset I: (a) lab setting, and (b)
IMU placement on subject.
2.5.2 Dataset II
Considering the applicability and acceptance of wearable sensors in everyday life, we
collected the Dataset II from a group of 297 middle-aged to older community dwellers
in the home and community setting for a week. This data collection was in collabora-
tion with the Department of Gerontology and Geriatrics, Leiden University Medical
Center, the Netherlands. This data collection was a part of the Leiden Longevity
Study, a prospective longitudinal cohort study which investigated predictive factors
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of longevity and disease in old age. We recruited families in which at least two long-
lived siblings were alive, fulfilling the age-criterion of 89 years for males and 90 years
for females (Schoenmaker et al., 2006). Furthermore, the children from the long-living
subjects, and the partners thereof were included. In total, there were a group of 297
middle aged to older adults (147 male, 150 females, 45 - 84 years old, mean age 65.7
years). Written informed consents were obtained from each subject. This study was
under approval of Institutional Review Board (IRB) from Leiden University Medical
Center Ethics Committee, the Netherlands.
In this study, we used Gravity Estimator of Normal Everyday Activity (GENEA)
sensors (Esliger et al., 2011) as shown Figure 2·17(a). Each subject wore a GENEA
just above the lateral malleolus of the right ankle as shown in Figure 2·17(b). Subjects
were instructed to wear this monitor for a week while they performed unconstrained
daily activities in the home and community setting.
Figure 2·17: The study design for Dataset II: (a) a GENEA ac-
celerometer, and (b) IMU placement on the right ankle.
The GENEA is developed by Unilever Discover (Colworth, United Kindom), man-
ufactured and distributed by ActivInsights Limited (Kimbolton, Cambridgeshire,
United Kingdom). It is comprised of a small (36× 30× 12 mm), light weight (16 g)
watch-shaped body-worn triaxial digital accelerometer (dynamic range of ±6 gn) with
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the sampling frequency at 10, 20, 40 or 80 Hz and has the memory capability to save
0.5 Gbyte of raw data. The built-in rechargeable lithium battery can support at
least 8 days of reliable data logging at 80 Hz. The GENEA sensor does not support
real-time wireless data logging. The week-long raw data were uploaded and analyzed
afterwards.
2.6 Results and Discussions
2.6.1 Result I
In the study of Dataset I, we used a cross-tab analysis to evaluate the agreement in
detection of activities between our FAM system and the video recordings (Wagenaar
et al., 2011). Figure 2·18 shows the state diagram of the five activity classes labeled
in the video recordings and identified by the FAM system. An analysis of variance
(ANOVA) with repeated measures was applied to compare the wearable computing
system and the video recordings for the durations of the activities identified. A
significant main effect of tool (2 levels: FAM and Video) would indicate a difference
between the two systems. In a similar approach, an ANOVA with repeated measures
was also applied in the comparison of the FAM system and the Optotrak system in
determining the step frequency during the walking periods identified. All statistical
analysis was carried out with SPSS 18.0 statistical software package.
The accuracy of activity identification is quantified by the sensitivity and the
specificity: the sensitivity is the true position rate of the dataset in percentage; the
specificity is the true negative rate of the dataset in percentage. The agreement
between our method and the video recordings, which is the sensitivity, is 98.96% for
all activity classes, including all static postures, transitions and locomotion. Table 2.4
presents the agreement for the individual activities: 98.6% for sitting, 98.1% for
standing, and 100% for lying down, transfers and walking. There are 1.30% of all
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Figure 2·18: The state diagram of five activity classes.
activities classified as unidentified, thus the specificity is the complement, which is
98.70%.
The mean difference in the durations of the activities between the FAM system
and the video recordings is 0.148 s and the standard deviation is 0.235 s. There is
no significant difference in the activity durations between the FAM system and the
video recording (p = 0.69). In addition, the comparison between the FAM system
and the Optotrak system showed no significant difference in the step frequency across
all walking periods at comfortable, slow and fast walking speeds (p = 0.90). A main
effect of speed (p < 0.001) was found with no significant interaction effect between
measurement instruments (p = 0.85), indicating that the FAM system accurately
captured step frequency at all walking speeds compared with reference system.
Activity Sitting Standing Lying Locomotion Transition Unidentified
FAM 98.60 98.10 100 100 100 1.30




In the study of Dataset II, we did not have any reference system like video or Optotrak
for real-world everyday activity. Reliable measurements would detect the consistency
in walking and cycling events and parameters between two weekdays, due to the fact
that functional activities of an individual remain relatively constant over time. The
data collected over a week were segmented into daily subsets using the interval of
12 : 00AM to 11 : 59PM. We applied our activity monitoring Algorithm II to each
daily subset. For each day, our method identified the following variables with starting
and ending time stamp:
(1) Non-wearing time,
(2) Daily walking events and gait parameters of
mean step frequency
total step number
number of gait periods
total gait duration
(3) Cycling events on a subset of 76 subjects and cycling parameters of
mean cycling frequency
Based on the measurement starting date and time in the subject log files, com-
parisons were made between each parameter on two weekdays, using SPSS 19.0. The
intraclass correlation (ICC) coefficients were estimated for correlations using a two-
way mixed model for absolute agreement. The Wilcoxon signed-rank test was used
to evaluate differences between the two weekdays at a 0.05 level of significance. The
correlation coefficients in Table 2.5 were all statistically significant and ranged from
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0.668 for total walking duration to 0.873 for mean step frequency. The test-retest
results present the failure to reject the null hypothesis that any parameter between
two weekdays is consistent by the significance level of 0.05. Figure 2·19 shows scatter
plots of each gait parameter on two weekdays, where the horizontal axis stands for
the gait parameter on the weekday 1 and the vertical axis for that on the weekday
2. Linear regressions are derived for each scatter plot using the obtained Cronbachs
Alpha in Table 2.5.
Variable N ICC p-value Cronbachs Alpha
Mean Step Frequency 297 0.873 < 0.001 0.874
Total Step Number 297 0.681 < 0.001 0.681
Gait Periods 297 0.733 < 0.001 0.733
Total Gait Duration 297 0.668 < 0.001 0.667
Mean Cycling Frequency 76 0.763 < 0.001 0.761
Table 2.5: Statistics comparison of gait and cycling parameters on
two weekdays.
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(a) mean step frequency
(b) total step number




In this chapter, we have presented our wearable computing approach for human ac-
tivity recognition. The angle estimation algorithm has shown high accuracy on exper-
imental data of measuring both static and dynamic angles. The activity monitoring
Algorithm I has shown consistently high sensitivity for functional activities, including
postures, locomotion and transitions, and for gait parameter in step frequency in all
trials among 10 healthy young subjects in the Dataset I based on the configuration
of IMUs placed on the chest, right thigh and left thigh. The activity monitoring
Algorithm II has demonstrated the good test-retest reliability and the consistency in
the detection of walking and cycling activities and analysis of gait and cycling param-
eters, by means of high correlation coefficients, on the Dataset II of week-long ankle
accelerometer data obtained from 297 middle-aged to older community dwellers per-
forming unconstrained activities in daily life. These algorithms are computationally
efficient and causal in time, and thus implementable on the FAM system for real-time
or near real-time continuous monitoring.
The wearable miniaturized IMUs can be conveniently worn by elderly people and
patients with chronic pains, Parkinsons disease, and risk of stroke, and algorithms im-
plemented on smartphones can be widely used in the whole society. Particularly, the
wearable computing approach enables rehabilitation researchers and physical thera-
pists to (1) evaluate treatment efficacy, (2) monitor compliance to exercise instruc-
tions, and (3) provide real-time feedback in the treatment of movement disorders
during the performance of the relevant daily activities. As one example, the FAM sys-
tem is capable of continuously detecting unconstrained over-ground walking events,
monitoring gait parameters, and providing real-time feedback on the endurance of
walking. The smartphone detects the time in seconds when a suggested amount (e.g.
10 minutes) of walking exercise starts and provides an audio feedback and a visual
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Sensor Embedded Smart Lights for 3D
Location Tracking
With emerging IoT technology, solid state lighting becomes increasingly integrated
with sensors, controls, and communications. The predominant smart lights primarily
focus on the capability of Internet connection and remote control to allow users to
customize illumination services via their personal devices, such as the eye-catching
products of Philips Hue connected bulb (Philips, Amsterdam, Netherlands) and Os-
ram Lightify smart connected light (Osram Sylvania, Danvers, MA, USA). Recently,
sensors are embedded into smart lights to support adaptive lighting. The state-of-
the-art approach starts to add a PIR motion sensor in a light to detect occupancy,
such as Cree SmartCast technology (Cree Inc. Durham, NC, USA). However, a PIR
motion sensor only gives binary readings whether a human is present or not, and it
is prone to false negatives when occupants are motionless during a sensor’s timeout
period. The concept of smart ceiling panels has been proposed in (Jia and Radke,
2014) to mount a sparse array of single-pixel range sensors in the ceiling for human
height detection and pose estimation. Inspired by this concept, we seek to enable
3D indoor location tracking with low-resolution ToF sensors that can be deployed
in smart lighting infrastructure. We establish an analytical simulation platform that
explores the relationship between the sensor and environment operation parameters
and the localization performance metrics, in order to guide application design from a
system perspective.
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In this chapter, we present our research on a recursive 3D location estimation
framework using a network of ceiling-mounted down-looking low-resolution ToF sen-
sors. Section 3.1 describes a use case oriented design methodology that guides the
investigation of operation parameters of ToF sensor networks and performance metrics
of applications. Section 3.2 introduces the characteristics of ToF sensors, particularly
focusing on optics basics, depth measurement principles, and 3D observation model.
Section 3.3 presents our analytical recursive estimation framework for 3D location
tracking, including a human mobility process model, nonlinear measurement models
using extended Kalman filter and unscented Kalman filter, and customized methods
to address the sparsity of sensor coverage. Section 3.4 demonstrates the simulation
platform with room and sensor parameters setting options. Section 3.5 analyzes the
location tracking results followed by a short discussion. Notations used in this chapter
follow the notational convention in Section 1.3.3.
3.1 Use Case Oriented Design Methodology
The concept of smart ceiling panels has been proposed in (Jia and Radke, 2014). A
sparse array of single-pixel range sensors are mounted in the ceiling of a room and
can detect the height of any object under them to estimate human occupancy and
pose (e.g., standing and sitting) as illustrated in Figure 3·1. Based on this concept,
we implement a smart light prototype, comprised of a customized color-tunable light
named Lighting Arrays as Modular Parts (LAMP), a single-pixel ToF sensor LIDAR-
Lite (PulsedLight, Bend, Oregon, USA), and an Arduino for Internet access and
control, shown in Figure 3·2. The proof-of-concept demonstrations show that this
smart light prototype can detect an occupant’s height when he or she is beneath the
ToF sensor, and use the height information to change illumination adaptively.
This proof-of-concept implementation initiates our research into 3D location track-
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Figure 3·1: The concept of smart ceiling panels, each red spot repre-
sents a single-pixel range sensor and the dashed line indicates a emitted
ray (Jia and Radke, 2014).
Figure 3·2: A smart light prototype integrates a customized LAMP,
a single-pixel ToF sensor (highlighted), and an Arduino.
ing using a ceiling grid of these sensors, and many open design questions arise such
as:
 How many sensors are required to detect 3D human location in a room?
 How sparse sensors are deployed to track 3D location?
 What is an appropriate sensor resolution, other than single pixel, to achieve
different requirements in accuracy?
 What is an appropriate sampling frequency to meet an accuracy requirement?
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Smart lighting environments leverage networks of multi-modal sensors to discover
human location, mobility and activity information to support a rich body of use
cases. System design aspects must be taken into consideration to effectively map a
use case onto the constraints of the sensor networks and algorithm capability. Similar
system design problems have been considered for distributed smart camera networks
in smart environments (Lee, 2009, Hengstler, 2009). We apply a use case oriented
design methodology as a platform to explore relations between operation parameters
of sensor networks and performance metrics of use cases. Within the scope of this
chapter, we use a ToF sensor network for the use case to set light based on location
of individuals as a concrete example of this methodology. From a system perspec-
tive, this methodology can guide a wide range of use case design in smart lighting
environments.
Figure 3·3: Block diagram of use case oriented design methodology.
The use case oriented design methodology is depicted in Figure 3·3. A use case
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derives a set of system specifications. These system specifications can categorize into
operation parameters and performance metrics. Operation parameters are typically
controllable parameters during system design and deployment. For a ToF sensor
network in a smart lighting environment, the environment operation parameters con-
sider space dimension, coverage of sensor networks, placement density of sensors,
and quantity of sensors; the sensor operation parameters include sampling frequency,
sensor FoV, resolution, and other optical parameters which will be discussed in sec-
tion 3.2. More operation parameters of wireless sensor networks consist of network
topology, communication bandwidth, data processing, power consumption, sensor
collaboration, etc. The localization performance metrics are typically concerned with
accuracy, precision, delay, responsiveness, etc. When sensors are powered with bat-
teries, lifetime is also an important metric. A simulation model incorporates the
measurement and observation principles of sensing modality with the input space of
operation parameters and the output space of performance metrics. An optimiza-
tion problem is formulated for the synthesized goals of a use case. Specific use cases
address different weights on the performance metrics and emphasize particular objec-
tives. For instance, occupancy sensitive lighting mostly focuses on reliability; lighting
for emergency or anomaly events requires stringent accuracy and delay. The simu-
lation model and optimization problem provide a platform to analyze the impact of
operation parameters on performance metrics, and investigate basic tradeoffs in the
system.
3.2 Time of Flight Sensor
3D ToF sensing technology is revolutionizing the machine vision industry by provid-
ing 3D imaging using a low-cost CMOS pixel array with an active modulated light
source. A ToF image sensor produces a depth image, where each pixel encodes the
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range information to the corresponding point in the scene. Monolithic system-on-chip
(SOC) integrated ToF sensor is an attractive solution for a wide range of applications,
such as optical distance measurement, human and object detection, machine control,
safeguard, and volumetric mapping. We propose to integrate ToF sensors into smart
lighting infrastructure for 3D location tracking in smart lighting environments.
The principle of operation of a ToF image sensor is based on illuminating the
scene with a modulated light source, and observing the reflected light as illustrated
in Figure 3·4. The sensor consists of two main parts: the illumination source and the
observation sensor, visualized in Figure 3·5. The illumination part uses an IR emitter,
either a solid-state laser or an LED operating in the near-IR range (approximately
850 nm), to project modulated rays onto the scene in order to be independent from
the existing ambient light. The observation part, which responds to the same spec-
trum, receives the reflected modulated light from the subject therein and converts to
distance measurements. The observation field, which is visualized as the blue part in
Figure 3·5, is in relation with the illuminated scene, which is visualized as the light
red part, defined by an operating range.
Figure 3·4: A ToF image sensor operation, the light red dashed line
indicates emitted IR rays, the blue one indicates reflected rays.
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Figure 3·5: Two main components of a ToF image sensor: the red part
indicates the illumination scene, the blue part indicates the observation
field.
3.2.1 Optics Basics
ToF sensors used in this work have low resolution and are low-cost. They can be
practically embedded into a 2 ft by 2 ft ceiling luminaire. The optical schematic
of such a ToF sensor is represented in Figure 3·6, where the red part indicates the
illumination part, and the blue part indicates the observation part. The optical
parameters of a ToF sensor are listed in Table 3.1. The displacement dimension
between the illumination emitter and the observation imager chip is much smaller than
the depth measurement range, thus the optical model is simplified to a symmetric
optical system aligned to the central optical axis. The IR emitter is a laser or an
IRED that is commonly considered as a single radiant point light source. The lens
is a simple narrow convex lens to match the resolution and size of the sensor. This
optical model is valid for small, narrow angles, e.g., θ ∈ [−6◦, 6◦]. The small angle
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approximation, θ = sin(θ) = tan(θ), holds due to the Taylor series expansion of
functions sin() and tan() around θ ≈ 0, which is also known as the Maclaurin series
expansion(Dautray and Lions, 2012).
Figure 3·6: Optical schematic of a ToF sensor: the light red part
indicates the illumination part, the blue part indicates the observation
part.
In a 2 ft by 2 ft ceiling fixture, an R×R pixel ToF image sensor has the dimension
dS = R× dp (3.1)
where dp is the dimension of a pixel and typically on the order of µm.
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Symbol Unit Parameter
aE m size of observation scene at distance dE
aR m size of illumination spot at distance dR
dp µm dimension of a pixel
dr mm distance between the imager and the lens
dE m
distance between the plane of emitter and the object
plane
dL mm diameter of the lens
dR m
distance between the plane of imager and the object
plane, dE = dR
dS µm dimension of the imager
fL mm the focal length
IE mW/sr
radiant intensity of emitter
R pixel Imager resolution
ΦE
◦ half angle of emitter (IE = 50%)
ΦR
◦ half angle of imager’s FoV
Table 3.1: Optical parameters of a ToF sensor.










Thus, the design of focal length fL is determined by a function of the desired image
sensor dimension dS, the size of the observation scene aR, and the observation distance






The observation imager’s FoV in terms of half angle ΦR is calculated as
θR = atan(
aR
2× dR ) (3.4)
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To guarantee the depth measurements are valid, the size of observation area aR is
always covered by the size of illumination area aE, i.e.,
aR 6 aE (3.5)
Equivalently, the imager’s FoV ΦR is always covered by the emitter’s FoV ΦE, i.e.,
ΦR 6 ΦE (3.6)
The placement distance of the lens over the ToF imager dr is designed as
dr = dR × dS
aR
(3.7)
These optical parameters are sensor operation parameters that can be specified in an
application oriented design methodology to meet dedicated performance requirements
for different applications.
3.2.2 Depth Measurement Principles
A ToF sensor detects phase shifts between the emitted rays and the received rays due
to the elapsed ToF of light propagation. The emitting light is typically modulated in
a sinusoid wave in Figure 3·7(a), or in a pulsed wave in Figure 3·7(b). The parameters
related to depth measurements are listed in Table 3.2.
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(a) a sinusoid wave modulation
(b) a pulsed wave modulation
Figure 3·7: Measurement principle of a ToF sensor in phase shift of
a modulated light: (a) a sinusoid wave, (b) a pulsed wave.
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Symbol Parameter
c speed of light
d = dR = dE the distance between the sensor and the object
dthr theoretical operating range
fmod modulation frequency of a sinusoid wave
m0,m1,m2,m3 four integration samples at each pixel in a sinusoid wave
ϕ phase shift between the emitted and received light
AAC AC signal of received light, measurement component
ADC
DC component of received light, ambient light, noise
floor
C1, C2 two out-of-phase integration windows for a pulsed wave
T time period of the pulse
Q1, Q2 two integration samples at each pixel in a puled sensor
Table 3.2: Parameters of a ToF sensor’s depth measuring principle.
In a sinusoid modulation, each pixel takes 4 measurement samples m0,m1,m2,m3,
phase-stepped by 90◦ in one modulation period, which can be expressed as the am-




m2 = − sin(ϕ) (3.8)
m3 = − cos(ϕ)





The distance between the sensor and the object d equals one half of the elapsed ToF
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2pi × fmod × c (3.10)
The sinusoid wave also encodes the AC signal range AAC calculated as
AAC =
√
(m0 −m2)2 + (m1 −m3)2
2
(3.11)
and the DC component ADC measures illuminances from ambient light
ADC =
m0 +m1 +m2 +m3
4
(3.12)
So a sinusoid modulated ToF sensor can also work as a lux meter. The DC component
ADC is also considered as noise floor for the depth measurement, thus the SNR (dBm)
is defined as
SNR = 20× log(AAC
ADC
) (3.13)
In a pulsed wave, the emitter illuminates for a brief period T , and the received
light is sampled at every pixel using two out-of-phase windows C1 and C2 with the
same time period T as shown in Figure 3·7(b). The integration samples of electrical







Though the pulsed method seems easier to implement and compute at first glance, the
sinusoid method reduces the effect of constant offset due to ambient light, eliminates
the impacts of system amplification and attenuation, and also provides measurements
of effective signal AAC and noise floor ADC . Therefore, a sinusoid ToF sensor is more
favorable in implementation.
Considering a sinusoid ToF sensor, the theoretical operating range is the un-
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, and the phase shift ϕ = 2pi. The theoretical operating range dthr is then




The practical operating range is limited by the SNR of received signals. The sensi-
tivity of the observation imager and the power of the illumination emitter need to
be adjusted to solve the flooding problem by ambient light or sunlight. An optimal
emitter configuration and operation together with a sensitive receiver and an appro-
priate receiver lens will achieve the longest practical operating range. The typical
operating range of a low-resolution ToF sensor is about several meters up to several
tens of meters, which is suitable for indoor 3D measurement.
3.2.3 3D Observation Model
A ToF sensor produces a 3D depth image, each pixel of which reads out the distance
to the corresponding point in its FoV. Figure 3·8 shows the 3D vision model of a ToF
sensor in the side view and top view, for the simplicity of visualization. A target, a
human or an object, located at the position l = (lx, ly, lz) projects to a pixel (sx, sy)
on the image sensor, and reflects the modulated IR rays to that pixel. The sensor
captures the phase difference ϕ between emitted and reflected IR rays, and reads
out the depth measurement sz. We seek to establish an analytical observation model
between the true target position l = (lx, ly, lz) and the 3D measurement s = (sx, sy, sz)







The pin hole model is valid for a low-resolution narrow-lens ToF sensor. In the
side view of planar pin hole model, we denote the angle θx as the target’s angular
orientation with respect to the center optical axis. In perspective projection, the
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Figure 3·8: A ToF image sensor observes a target point in its FoV and
produces a 3D measurement using the 3D observation model shown in
(a) side view, (b) top view.
image pixel sx is a function of the target point’s angular orientation θx, the sensor
















where ux ∼ N(µθ, σ2θ) denotes Gaussian readout quantization. This Gaussian read-
out quantization is based on the experimental data of low pixel-count image sensors
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· tan(θx) + ux (3.18)













sˆx = dS · 1
2 tan(ΦR)




+ dS · ux (3.20)
Similarly, we have
sˆy = dS · 1
2 tan(ΦR)




+ dS · uy (3.21)
where uy denotes Gaussian readout quantization as well. We assume the integrated-
circuit design of the observation chip allows ux and uy to be considered jointly in-
dependent. In case that ux and uy are correlated, the innovations approach can be
applied to whiten the observed data by a causal and invertible operation, and then
to treat the resulting simpler white-noise problem. (Julier and Uhlmann, 1997).
The reading sz at pixel (sx, sy) is the distance between the target point and the
ToF sensor. Theoretically, sensor datasheets indicate that the distance noise follows
a zero-mean Gaussian distribution. Experimental distance data using a single-pixel
ToF sensor LIDAR-Lite in our smart light prototype shows a linear regression between
the reference distance and the measured distance in Figure 3·9, of which the residual
error follows a Gaussian distribution uz ∼ N(µz, σ2z) with µz = −5.9×10(−2) cm and
σz = 7.1685 cm. Therefore, the estimation of distance sˆz is modeled as
sˆz =
√
(lx − s(i)x )2 + (ly − s(i)y )2 + (lz − s(i)z )2 + uz (3.22)
Summarizing Equation (3.20), (3.21), and (3.22), the analytical 3D observation
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model between the true target position l = (lx, ly, lz) and the 3D measurement s =






z ) is summarized as
sˆx = dS · 1
2 tan(ΦR)




+ dS · ux
sˆy = dS · 1
2 tan(ΦR)




+ dS · uy
sˆz =
√
(lx − s(i)x )2 + (ly − s(i)y )2 + (lz − s(i)z )2 + uz (3.23)
where u = (ux, uy, uz) is a jointly independent Gaussian noise.
Figure 3·9: Distance measurement experiment with every 5 cm along
range reference. The range measurement is explained by a linear fit of
range reference with a Gaussian residual error.
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3.3 Recursive Estimation Framework
The Kalman filter (KF) is an optimal estimator that infers unknown variables of
interest from a series of measurements observed over time, which contain statistical
noise and other inaccuracies. The KF is a recursive estimator that uses past and
present measurements so it tends to be more precise than those estimators based on
a single measurement alone. Since Rudolf E. Kalman published a recursive solution
to the discrete data linear filtering problem in (Kalman, 1960), the KF has been
a subject of extensive research and applications, such as determination of planet
orbit parameters from limited earth observations, navigation and control of vehicles,
aircraft, and missiles, robotic localization and motion planning.
The discrete-time KF addresses dynamical systems. The discrete-time linear state
space models are generally framed in the process model and the observation model
(Grewal and Andrews, 2014):
x(t+ 1) = Ax(t) + Bv(t) + Gw(t)
y(t) = Cx(t) + u(t) (3.24)
The first equation describes the process model, where x is a vector of process state
variables that KF is estimating, A is the state transition matrix, B is the control
input matrix which is applied to the control vector v, and w is the process noise.
The second equation describes the observation and measurement model, where C
maps the process state space into the observation space, and u is the observation
noise. The KF utilizes the first two moments of the state (mean and covariance)
and takes steps of initialization, prediction, and update to estimate the process state
recursively (Kalman, 1960).
In this section, we present a recursive estimation framework for 3D location track-
ing from 3D measurements of a ToF sensor network in smart lighting environments.
76
Particularly, we discuss the process model of human mobility, and generalize the lin-
ear KF model to the extended Kalman filter and the unscented Kalman filter to work
with the nonlinear ToF measurement system.
3.3.1 Human Mobility Process Model
The well-known laws of physical motion hold for motion with constant velocity or
constant acceleration. However, indoor human motions are dynamic and complex
with various changes in the acceleration. The arbitrary acceleration is considered
as white noise process (Brown, 1983). Indoor Human translational mobility can be
modeled as a process equation in KF method.
Assume that human position can be represented by a single point, for example,
the center of mass of the body or the head. We denote human translational mobility
state as x = (lx, vx, ly, vy, lz, vz), where (lx, ly, lz) is the 3D location, (vx, vy, vz) is the
3D velocity. The mobility state is a time variant vector that can be approximated
using the Taylor series expansion as
lx(t+ ∆t) = lx(t) + l˙x(t) ·∆t+ 1
2
l¨x(t) ·∆t2 (3.25)
where l˙x(t) and l¨x(t) indicate the first and second order derivatives of lx at time t,
which are velocity and acceleration in physics, respectively.
vx(t+ ∆t) = vx(t) + v˙x(t) ·∆t (3.26)
where v˙x denotes the first order derivative of vx at time t, which is acceleration. We










where wx denotes the x-axis motion noise which is a zero-mean Gaussian white process
that wx ∼ N(0,Qx).
Now we derive the noise covariance Qx of x-axis motion dynamics. We start this
deduction with a continuous-time KF for the ease to use continuous-time integration.
Consider a continuous-time process that
d
dt
x(t) = Ax(t) + Gw(t) (3.28)
where w(t) is independent, zero-mean, Gaussian white noise process with
E[w(t)wT (s)] = Qtδ(t− s) (3.29)
Then we have the state transition over time ∆t as




Convert into discrete time, this becomes
x(t+ ∆t) = Ax(t) + w(t) (3.31)











































































Similar to Equation (3.27), the motion dynamics in y-axis and z-axis directions
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where wy,wz denote the y-axis and z-axis motion noise such that wy ∼ N(0,Qy)
and wz ∼ N(0,Qz). Similar to Equation (3.37), the covariances of y-axis and z-axis





















As the x,y,z-axes are orthogonal in 3D space, the motion process are independent.




1 ∆t 0 0 0 0
0 1 0 0 0 0
0 0 1 ∆t 0 0
0 0 0 1 0 0
0 0 0 0 1 ∆t
0 0 0 0 0 1

x(t) + w(t) (3.42)
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3.3.2 Extended Kalman Filter
The KF is a recursive minimum mean square error (MMSE) estimator that utilizes
the first two moments of the system states, mean and covariance. This simple state
representation offers a number of important benefits. The mean and covariance of
an unknown distribution require only a small amount of information. The mean and
covariance are linearly transformable quantities, and can be used to characterize more
features of the distribution. Note that Kalman’s original derivation only requires the
mean and covariance, without any further exploitation of error distribution informa-
tion (Kalman, 1960).
In the discrete-time KF model (3.24), w(t),u(t) are independent, zero-mean Gaus-
sian white noise processes: w(t) ∼ N(0,Q) and u(t) ∼ N(0,R). The KF estimates
the true state x(t) based on the observations y(s), s = 0, . . . , t using steps of initial-
ization, prediction, and update. We will use the following notation:
xˆ(t|s) = MMSE estimate of x(t) based on y(τ), τ = 0, . . . , s
e(t|s) = x(t)− xˆ(t|s)
Σ(t|s) = E[e(t|s)eT (t|s)]
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The KF starts operation with the initialization of state mean and covariance at time
t0, which can be any time instant, not necessarily zero.
xˆ(t0|t0 − 1) = mx(t0)
Σ(t0|t0 − 1) = Σ(t0) (3.44)
That is, before any measurement is available, the best estimates are based solely on the
prior information. Then the KF recursively takes two steps, update and prediction.
The Kalman gain, K(t), is defined as
K(t) = Σ(t|t− 1)CT (CΣ(t|t− 1)CT + R)−1 (3.45)
In the update step, a new measurement y(t) is obtained, and is used to update the
estimations:
xˆ(t|t) = x(t|t− 1) + K(t)(y(t)−Cxˆ(t|t− 1))
Σ(t|t) = (I−K(t)C)Σ(t|t− 1) (3.46)
In the prediction step, the estimations are predicted given the updated quantities:
xˆ(t+ 1|t) = Axˆ(t|t) + Bv(t)
Σ(t+ 1|t) = AΣ(t|t)AT + GQGT (3.47)
Intuitively, the KF takes the noise-free dynamics for prediction (3.47), and corrects for
the difference between the observation y(t) and the best prediction yˆ(t) = Cxˆ(t|t−1)
using update (3.46).
The standard KF (3.24) operates on the assumption that all system dynamics
and measurement models are linear. However, many applications involve practical
systems that are nonlinear, such as the 3D observation of a ToF sensor modeled as
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Equation (3.23) in Section 3.2.3. The extended Kalman filter (EKF) is the most
used estimation algorithm for nonlinear systems. Exploiting the assumption that
all transformations are quasi-linear, the EKF linearizes all nonlinear transformations
and substitutes Jacobian matrices for the linear transformation in the KF equations
(3.24) (Jazwinski, 2007). We generalize Equation (3.23) to a time-variant nonlinear
vector function h() as
y(t) = h(x(t), t) + u(t) (3.48)
The C matrix in the linear KF observation (3.24) is approximated by the linearization




(xˆ(t|t− 1), t) (3.49)







state vector is x = (lx, vx, ly, vy, lz, vz) and the observation vector is y = (sx, sy, sz),





























(lx − s(i)x )2 + (ly − s(i)y )2 + (lz − s(i)z )2, and (lˆx, lˆy, lˆz) denote (lˆx(t|t −
1), lˆy(t|t− 1), lˆz(t|t− 1)) to save space here.
We point out that there are some limitations of EKF. Linearization is only reliable
if the error propagation can be well approximated by a linear function. Linearization
can be applied only if the Jacobian matrix exists. Calculating Jacobian matrix can
be a very computationally difficult and error-prone process.
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3.3.3 Unscented Kalman Filter
Depending on the degree of non-linearity , the EKF in practice is difficult to im-
plement, difficult to tune, and only reliable for systems that are almost linear on
the time scale of the updates, due to the linearization approximation (Julier and
Uhlmann, 2004). The unscented Kalman filter (UKF) is used to address the deficien-
cies of linearization by providing a more direct and explicit method to propagate mean
and covariance information through nonlinear transformation. It is more accurate,
easier to implement, and uses the same order of calculations as linearization.
The intuition behind the UKF is that it is easier to approximate a probabil-
ity distribution than to approximate an arbitrary nonlinear function or transforma-
tion (Uhlmann et al., 1997). The UKF approach requires a set of σ-points which are
deterministically selected, contrary to random particle filters, to meet the mean x(0)
and covariance Σ(0) of the system states. A set of σ-points S consists of 2l+1 points,
each associated with a weight, S = {x(i), ω(i), i = −l, . . . , 0, . . . , l}. The dimension
of the augmented state l = m + n, where m,n are the dimension of state space and





(i)(x(i) − x(0)) · (x(i) − x(0))T = Σ(0) (3.51)
Σli=−lω
(i) = 1
We adopt a widely used unscented transformation that augments a symmetric set
of σ-points equally spaced on the covariance contour (Wang et al., 2012a). Weight
ω(0) ∈ (0, 1) is assigned to the center point x(0). Other points are on the covariance
ellipsoid contour that
x(i) = x(0) +
√
l · sign(i) · σ(i) (3.52)
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where σ(i) is the ith element of the principal square root of the matrix Σ(0) which




. The estimated state and covariance are augmented with the mean and









These sigma points are then propagated through the nonlinear functions in prediction
and update, from which the mean and covariance of the estimate are then recovered.
The result is a filter which more accurately captures the true mean and covariance.
3.3.4 Sparsity Coverage of ToF Sensor Network
Besides the non-linearity of ToF observation, another challenge of 3D location track-
ing is the sparsity of observations in a ceiling-mounted down-looking ToF sensor
network. Figure 3·10 illustrates a tracking scenario from the side view. At time t0,
the target is at the position l(t0) in the FoV of the left sensor, which generates a 3D
measurement s(t0). As the target moves outside the coverage of the left sensor, there
is no measurements. Until time tn it moves to the position l(tn) in the coverage of
the neighbor sensor, and observations resume. The sensor coverage volume depends
on the optics parameters discussed in Section 3.2.1.
An adaptive recursive methodology is proposed to address this sparsity of ob-
servation challenge. Figure 3·11 presents the flowchart of our adaptive recursive
framework. Extended from the nonlinear KF framework, either EKF or UKF, the
first step is to initialize state mean and covariance as the prior information. Since
the human mobility process state is x = (lx, vx, ly, vy, lz, vz), the initialization can be
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Figure 3·10: Sparsity of sensor coverage produces observation only
when a target is in the FoV of a ToF sensor. The green marks indicate
true positions along a target’s trajectory from left to right, there is no
observations when the target is in gaps between sensors’ coverage.
conducted by taking first several initial measurements to estimate the mean and co-
variance. Based on this prior information, the algorithm takes the prediction step. If
a measurement is available, the algorithm updates the estimates like the update step
in the conventional EKF or UKF method. If there is no measurement when the target
is out of sensor coverage, the algorithm skips the update step and proceeds with the
prediction step. When there are no-observations over a long time, the consecutive
prediction-to-prediction process can lead to unregulated error propagation, and thus
the estimates are probably no more accurate. A timeout counter is set based on last
updated estimates of location and velocity to regulate the length of no observation
duration. When the timeout ends, previous estimations from prediction-to-prediction
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process are discarded, and a step of re-initialization is made when new observations
are available.
Figure 3·11: Flowchart of customized adaptive recursive estimation
framework for sparse observations.
3.4 Simulations
Based on the use case oriented design method, we design a simulation platform that
incorporates operation parameters of a ToF sensor network in a smart lighting en-
vironment for 3D location tracking. The adjustable operation parameters not only
include the optics parameter of ToF sensor discussed in Section 3.2.1, but also con-
sider the environment parameters, such as room dimension (rx, ry, rz) and sensor
placement rs, shown in Figure 3·12. This simulation platform provides an analytical
tool to explore relations between operation parameters of sensor and environment
setting and performance metrics of indoor localization.
As a basic case of this model, we study a room with dimensions 6 m× 6 m× 3 m.
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Figure 3·12: Simulation platform of a ceiling-mounted down-looking
ToF sensor network in a smart lighting environment, with options of
environment and sensor parameters.
The lighting fixtures are recessed in the drop ceiling in a conventional 2 ft by 2 ft
layout grid. A low-resolution ToF sensor is placed at the center of every fixture. The
sensors are spaced out by every rs = 0.6 m, and the max observation distance is
dR = dE = 3 m. We assume adjacent sensors have no overlapped coverage at the
floor plane, i.e., aR = rs = 0.6 m. The parameters of most interest are the sensor
resolution and sampling frequency, which are closely related to practical system design
and deployment. Higher resolution and sampling frequency lead to a higher cost of
the system, higher requirements of data storage and computation capability, and more
concern about privacy. So the low resolution and low sampling frequency are more
favorable in this use case. We investigate the impact of the resolution and sampling
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frequency on the location tracking performance of our recursive estimation algorithm.
We consider low resolution such that R = 1, 2, 4, 8, 10, 20 pixel and low sampling rate
such that fs = 1, 2, 5, 10, 20, 50 Hz. Other optics parameters are determined based
on the resolution R accordingly, such as the sensor dimension dS by Equation (3.1),
half-angle FoV ΦR by Equation (3.4), etc.
In the simulation, we assume that the target starts with the state (3, 0, 3, 0, 1.5, 0)
,i.e., the target is motionlessly located at (3, 3, 1.5), close to the center of the room.
The mobility process is modeled as Equation (3.42), where ∆t = 1
fs
. The mobil-
ity noise is determined as Equation (3.43) accordingly. The observation process is
modeled as Equation (3.23), and the noise terms are determined by sensor resolution
R and range measurement accuracy as discussed in Section 3.2.3. The simulation
platform provides four recursive estimation modes: (1) standard EKF, (2) EKF with
reinitialization, (3) standard UKF, and (4) UKF with reinitialization. We run a
Monte Carlo simulation with 500 trials. Each trial observes a random-walk process
and stops when the target moves out of the room boundary.
3.5 Results and Discussion
The simulation runs each of four recursive estimation modes with combinations of
sensor resolution and sampling frequency in a Monte Carlo manner of 500 trials. In
each trial, the target follows the human mobility process, and the algorithm recur-
sively estimates the target’s mobility state with the observations from ToF sensors.
The goal of location tracking is to minimize the difference between the actual target
location and the estimated location. Due to the sparsity of sensor coverage in our
case, the difference between the actual and estimated location consists of two compo-
nents over time. First, when the target is in the sensor coverage, the difference is the
tracking error. Second, when the target is not in the sensor coverage, the difference is
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technically the tracking uncertainty due to the fact that no observation is available.
We first look into the 3D location tracking performance in simulation trials. Fig-
ure 3·13 shows the tracking result of one EKF simulation trial when the resolution is
10× 10 pixel and the sampling frequency is 10 Hz. The top figure shows the actual
trajectory and the estimated path, where 3D location data are projected on the 2D
floor plane for the simplicity of visualization. The bottom figure shows the distri-
bution of root mean square (RMS) difference between the 3D actual trajectory and
estimated path over time. When the target is in the sensor coverage, the tracking
error is very close to 0 m; When it moves to the gap between sensors, the uncertainty
increases. Once a new measurement updates, the error decreases immediately. Fig-
ure 3·14 shows the tracking result of one UKF trial with the same parameter settings.
The target changes direction sharply when it is out of sensor coverage around 1 s,
and the uncertainty increases significantly. Once new measurements are available,
the error reduces again. The collection of all simulation trials qualitatively shows
that our recursive estimation algorithms can effectively track 3D location of human
mobility.
To statistically summarize the tracking performance throughout all Monte Carlo
simulations, we adopt the well-established performance metrics of accuracy and pre-
cision for indoor localization (Liu et al., 2007). Accuracy is quantified as the RMSE
between the estimated location and the actual location. Precision is a measure of the
robustness of location estimation, usually quantified via the cumulative distribution
functions (CDF) of the distance error. We provide a performance comparison among
four filtering modes, including (1) standard EKF, (2) EKF with reinitialization, (3)
standard UKF, and (4) UKF with reinitialization. Figure 3·15 shows the tracking
performance in accuracy and precision of four filtering modes at different sampling
frequency 50 Hz, 20 Hz, 10 Hz, 5 Hz, 2 Hz, and 1 Hz, when the sensor resolution is
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Figure 3·13: An EKF simulation trial with sensor resolution 10× 10
pixel and sampling frequency 10 Hz. Top: the 3D location tracking
projected to 2D floor plane for visualization. Bottom: RMS difference
between 3D trajectory and estimation over time.
set to 10×10 pixel. In a plot of accuracy and precision relation, where the horizontal
axis stands for accuracy in terms of RMSE, and the vertical axis stands for precision,
the precision value is monotonically increasing as RMSE increases, and the precision
value converges to probability 1. Thus, the most top-left curve on a plot results in the
best performance that achieves lower error at higher cumulative probability. Among
the plots at different sampling frequency, four filtering modes achieve close perfor-
mance, the UKF based methods perform consistently better than the EKF based
methods as expected, and the UKF with reinitialization method performs best.
We analyze the impact of sensor resolution and sampling frequency on the perfor-
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Figure 3·14: A UKF simulation that the target changes velocity
sharply when it is out of sensor coverage, with the sensor resolution
10 × 10 pixel and sampling frequency 10 Hz. Top: the 3D location
tracking projected to 2D floor plane for visualization. Bottom: RMS
difference between 3D trajectory and estimation over time.
mance metrics of accuracy and precision. Figure 3·16 shows the tracking performance
on 6 different sampling frequencies, 50 Hz, 20 Hz, 10 Hz, 5 Hz, 2 Hz and 1 Hz, when
the sensor resolution is set to 10× 10 pixel. As the sampling frequency reduces from
50 Hz to 1 Hz, the performance degrades slightly. At 10 Hz, the 3D tracking accu-
racy and precision is RMSE within 0.2 m with 20% probability, within 0.6 m with
30% probability, and within 1 m with over 50% probability. Even at 1 Hz, that is
one measurement per second, the RMSE is less than 0.6 m over 30% probability, and
less than 1 m over 50% probability. Figure 3·17 shows the tracking performance on
6 different sensor resolutions, 1 pixel, 2 × 2 pixel, 4 × 4 pixel, 8 × 8 pixel, 10 × 10
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pixel, and 20 × 20 pixel, when the smaple rate is 10 Hz. The changes of resolution
only affect precision when the RMSE is less than 0.6 m, which is sensor placement
distance. Over 0.6 m, all resolutions lead to similar performance. The performance of
our methods compete well with state-of-the-art indoor localization methods discussed
in Section 1.2.3 and exceed performance of most systems listed in Table 1.3. These re-
sults show that our recursive estimation framework can track 3D location with even
low-resolution sensors at low sampling frequency. This meets our aforementioned
considerations for practical implementation.
In summary, we provided a recursive estimation framework that uses low-
resolution ToF sensors embedded in smart lighting infrastructure for 3D location
tracking in a smart lighting environment. The adaptive methods are proposed to
address the non-linearity of ToF 3D observation and the sparsity of sensor coverage.
This framework provides a platform to analytically explore the relations between op-
erational parameters and performance metrics, applying the use case oriented design
method. Particularly, the results have shown that our method can accurately track
3D location with low-resolution sensors at low sampling frequency, thus can be imple-
mented in a wide range of smart lighting environments for a variety of smart lighting
use cases.
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Figure 3·15: Comparison of tracking performance among four filtering
methods in terms of accuracy and precision with resolution 10×10 pixel
at sampling frequency (a) 50 Hz, (b) 20 Hz, (c) 10 Hz, (d) 5 Hz, (e)
2 Hz, and (f) 1 Hz.
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Figure 3·16: Comparison of 3D location tracking performance
in accuracy and precision among different sampling frequency,
50, 20, 10, 5, 2, 1 Hz, when sensor resolution is 10× 10 pixel.
Figure 3·17: Comparison of 3D location tracking performance in ac-
curacy and precision among different sensor resolution, 1, 2 × 2, 4 ×
4, 8× 8, 10× 10, 20× 20 pixel, when sampling frequency is 10 Hz.
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Chapter 4
Learning Activity Patterns from Location
Conventional infrastructure-based activity recognition projects discussed in Section
1.2.2 employ sensing infrastructure that is confined to a certain placement on the
furniture and/or electric appliances in the environment. These activity recognition
projects are largely based on supervised learning methods. However, in a typical in-
door space, the layout is frequently reconfigured to fulfill different functions. For ex-
ample, positions of tables and cubicles in an office can be altered; chairs in classrooms
are often moved; and a convention hall is rearranged for different events. Moreover,
indoor human activity patterns are dynamic and complex. It is impractical to acquire
labeled training data for supervised activity recognition that is representative of all
scenarios. Furthermore, most people are concerned about privacy when high defini-
tion cameras are used for monitoring. As the indoor location information is available
from our ToF sensor embedded smart lighting infrastructure presented in Chapter 3
and from ubiquitous indoor LBS discussed in Section 1.2.3, we seek to harness indoor
location information to better understand human activity patterns in order to control
lighting systems in smart lighting environments.
In this chapter, we develop a label-free clustering-based method for activity recog-
nition using mobility and height features estimated from a time-series of location in-
formation. In our study, we use a motion capture system as an LBS-proxy to acquire
location data from users performing unconstrained activities in our smart lighting
testbed. This high-resolution instrument allows us to analyze a variety of indoor
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positioning systems by simulating their behavior via quantization and downsampling
to different spatial and temporal resolutions. Lower resolutions are more favorable
in terms of both privacy preservation and cost in practical implementation. We as-
sess the performance of our method qualitatively and quantitatively on the location
datasets of unconstrained and uninstructed human activities in our testbed. We also
validate that our method is robust to layout changes and the presence of multiple
users. Section 4.1 details the proposed methodology, including the k-means cluster-
ing framework, feature processing, and feature resolutions. Section 4.2 depicts the
experimental settings in our smart lighting testbed. Section 4.3 describes location
data collection from subjects performing unconstrained and uninstructed activities
under different layout configurations in the testbed. Section 4.4 reports the perfor-
mance of our method on two datasets both qualitatively and quantitatively. Section
4.5 provides a short discussion. Notations used in this chapter follow the notational
convention in Section 1.3.3.
4.1 Methodology
In this section, we describe our proposed methodology for discovering mobility and
activity patterns from location information. We adopt the k-means clustering frame-
work to interpret features derived from location cues. We also discuss the impact of
spatio-temporal resolution of location input.
4.1.1 k−means Clustering Framework
We adopt a clustering-based framework to handle the frequent change of layout and
functions of indoor spaces, and thus minimize the cost of manual labeling. Specif-
ically, in a typical indoor space, (1) the layout is frequently reconfigured to fulfill
distinct functions, (2) the activity of humans is typically dynamic and complex. As
a consequence, a supervised framework has to pre-define an ontology of all-inclusive
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activity classes for every layout scheme, which is impractical in any smart lighting
environment. In addition, we also want our framework to accommodate different and
specific users. We therefore adopt a label-free unsupervised framework to discover
the activity patterns.
In a clustering problem we consider a dataset G of N data samples gi = (gi1, . . . ,
gid), i = 1, . . . , N , in the feature space H, where each component gil ∈ Hl, l = 1,
. . . , d, is a feature attribute. The goal of clustering is to assign each data sample to
one of a finite set of k clusters Cj, j = 1, . . . , k. This leads to a partition of G into k
clusters:
G = C1 ∪ · · · ∪ Ck, Cj ∩ Cm = 0, j 6= m (4.1)
The entire dataset is then a union of k clusters with a possible exception of outliers.
The key intuition is that data points in each estimated cluster have similar patterns
that can be used to identify human activities. One can then associate each cluster
with a data-driven label. This approach is advantageous for adapting to changes in
the data spread due to reconfigurations of physical layout, instead of enumerating
training labels.
To achieve this goal, we adopt k-means, a widely-used and efficient clustering al-
gorithm (Berkhin, 2006). A cluster Cj is represented by its centroid cj = (cj1, . . . , cjd),
i.e., the mean of points within a cluster. k-means seeks to find a partition of data
that minimizes the Within Cluster Sum of Squares (WCSS), which is the sum of the






‖gi − cj‖2 (4.2)
The WCSS captures the data spread within each cluster. Therefore the k-means al-
gorithm tends to group data points with similar geometrical and statistical patterns
into the same cluster. Figure 4·1 depicts the idea how the k-means clustering parti-
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tions the 2D Mickey mouse data points represented in (v1, v2) into the groups of the
face (labeled by blue solid triangles) and two ears (labeled by red square and green
circle, respectively) based on the geometrical distribution in the 2D feature space.
Figure 4·1: k-means clustering partitions the 2D Mickey mouse data
points into groups of the face (labeled by blue solid triangles) and two
ears (labeled by red square and green circle, respectively), based on the
geometrical distribution in the feature space (Gigoro, 2015).
We note that the number of clusters k can be determined in a data-driven fashion
to handle an increasing number of mobility and activity patterns in the observation
of unconstrained human activities. This is discussed in Section 4.4.1.
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4.1.2 Feature Processing from Location
Research work that is closely related to our clustering framework setting is directly
clustering outdoor GPS location data to analyze vehicles’ and individuals’ mobility
models (Kim and Song, 2012, Liu et al., 2010). Nevertheless, indoor human activity
patterns are more dynamic and complex in a more condensed volume. In terms of
features, while location alone is informative in an outdoor setting, it is not the case
in an indoor space: the same activity can occur in a number of different locations;
and a variety of activities can occur at the same location. We therefore design more
informative features from the observed location cues.
We consider an indoor positioning system that can track every occupant’s 3D lo-
cation. A dataset L(q)f consists of a sequence of a user’s location readings l(q)(t) =
(x(q)(t), y(q)(t), z(q)(t)) at time instant t, where (x, y) are the floor-plane coordinates,
and z is the height measurement (basically the distance from a user’s head to the
floor). If a mobile unit (e.g., a waist- or chest-worn badge) is used for indoor local-
ization, a user’s location can be represented by the unit’s 3D position. There are
two key system parameters of indoor location information, the temporal resolution
(subscript f) and the spatial resolution (superscript (q)). They are limited by the
energy, communication and computation constraints of the positioning system but
are important for discovering mobility and activity patterns as we will see next.
We derive intuitive and physically meaningful time-series features to capture
height and mobility information from location data. The height feature plays an im-
portant role in separating human postures, such as standing, sitting, or lying down. A
user’s location information over time reveals his/her movement patterns. Physically,
this can be captured by the user’s 3D velocity vector v(t) = (vx(t), vy(t), vz(t)) which
can be estimated from every pair of consecutive location readings: the planar velocity
vx and vy mainly represents human translational locomotion (Sofuwa et al., 2005);
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the vertical velocity vz only undergoes a bursty change during posture transitions.
Thus, we use the norm of the instantaneous planar velocity |vinst|(q)(t):
|vinst|(q)(t) =
√




(x(q)(t)− x(q)(t−∆t))2 + (y(q)(t)− y(q)(t−∆t))2 × f (4.3)
to represent translational mobility, where ∆t is the sampling period and f = 1/∆t.
To reduce false positives in the instantaneous speed due to noisy location data, we
also incorporate the average planar speed |vavg|(q)(t) into our feature vector, which is
the mean value of |vinst|(q)(t) over a short time duration, e.g., 5 s or 10 s. This average
can be computed causally using a sliding window ending at the current time instant,
and thus can be implemented in real time. Overall, the feature vector g(q)(t) =
(z(q)(t), |vinst|(q)(t), |vavg|(q)(t)) encodes a user’s height, instantaneous planar speed
and average speed at each location l(q)(t).
4.1.3 Feature Resolution
As mentioned above, the spatial and temporal resolutions are the two important
system parameters of indoor location information. They are related to the energy,
communication and computation constraints of system deployments. The feature vec-
tor g(q)(t) = (z(q)(t), |vinst|(q)(t), |vavg|(q)(t)) captures human indoor activity patterns
which happen in both the time and space domains. The spatio-temporal resolutions
of the input location data are very critical for the derived features, and thus for the
discovery of human mobility and activity patterns.
The spatial resolution accounts for the accuracy and precision of an indoor location
tracking system. The accuracy is quantified as the distance error between the esti-
mated location and the actual location. The precision is a measure of the robustness
of location estimation, usually quantified via the cumulative distribution functions of
101
the distance error (Liu et al., 2007). The spatial resolution is typically represented
by the mean, the median, or the quartile values of the distance error given the error
distribution function. For example, the 3D location information from a smart lighting
infrastructure with 10× 10 pixel ToF sensors sampling at 2 Hz discussed in Section
3.5, of which the performance is shown in Figure 3·16, the first quartile is close to
0.4 m, which can be referred as a typical value of the spatial resolution of that sys-
tem. Generally, the finer the spatial resolution, the closer the estimated location is
to the ground truth. Different activity contexts require different minimum spatial
resolution. In a smart lighting environment, to track users and hand-held devices,
the spatial resolution should be finer than 1 m which is the typical arm’s length. For
detailed visual tasks such as business machine operation, cartography, tabulating and
drafting, the spatial resolution should be on the order of a centimeter.
We also look into the impacts of spatial resolution of location information on
the derived feature analytically. We denote the ground-truth location as l(t) =
(x(t), y(t), z(t)) and the ground-truth height and mobility information is g(t) =
(z(t), |vinst|(t), |vavg|(t)), both of which are ideal in that they don’t have any quan-
tization error due to the spatial resolution. The practical location measurement at
spatial resolution (q) is l(q)(t) = (x(q)(t), y(q)(t), z(q)(t)), and the derived feature is
g(q)(t) = (z(q)(t), |vinst|(q)(t), |vavg|(q)(t)). The absolute location error due to limited
spatial resolution is e(t) = (ex(t), ey(t), ez(t)) where:
ex(t) = |x(t)− x(q)(t)| (4.4)
ey(t) = |y(t)− z(q)(t)| (4.5)
ez(t) = |z(t)− z(q)(t)| (4.6)
Thus the impact on height information is the location quantization error along the z
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axis. For the instantaneous planar speed, we have:
|vinst|(t) =
√






(x(q)(t)− x(q)(t−∆t))2 + (y(q)(t)− y(q)(t−∆t))2
∆t
(4.8)
We denote the absolute error of the instantaneous speed as
einst(t) = ||vinst|(t)− |vinst|(q)(t)| (4.9)








Then the absolute error of the average speed eavg(t) is calculated as


















The absolute error of the average speed is less than or equal to the average of the
absolute error of the instantaneous speed. Therefore, the error due to limited spatial
resolution has less or equal impact on the average speed than the instantaneous speed
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in the derived feature.
The temporal resolution, or equivalently the sampling frequency, is related to the
measuring and processing time interval of a location tracking system. The walking
speed of healthy adults is 1.19±0.11 m/s (Sofuwa et al., 2005). For aged people, their
mean speed decreases while variation increases. Posture transitions between standing
and sitting typically take 2.86± 0.95 s (Zhang et al., 2011). Considering the Nyquist
sampling criterion and human movement theory (Winter, 2009), the sampling rate
should be at least 1 Hz to capture human static postures and 10 Hz for movement
kinetics.
We propose to systematically investigate the effect of spatio-temporal resolution
on activity and mobility discovery. Due to physical constraints, instead of prototyp-
ing multiple LBS systems with various resolutions, we first obtain observations with
high spatio-temporal resolution and then simulate low resolution systems using quan-
tization and downsampling, more details of which will be discussed in Section 4.3.
This could provide a guideline for the resolution-performance trade-off in an indoor
location tracking system.
4.2 Smart Lighting Testbed
The smart lighting testbed is set up in the Smart Lighting Engineering Research
Center at Boston University. The lab has dimensions 20 ft by 14 ft by 9 ft with
sunlight coming from a south-facing window. Our testbed has been designed as a
platform for research prototyping and demonstrations. Figure 4·2 shows the current
configuration of our testbed. Multiple prototypes of smart lighting use cases are
implemented for research experiments. Figure 4·3 shows the research experiment of
tracking multiple devices and users, and providing adaptive color-tunable lighting to
users and directional light link to devices. This experiment deploys the sensing com-
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ponent for location tracking, the controlling components including a master-mode
server and multiple slave-mode microcontrollers, the customized color-tunable smart
lights, and a steerable light, which are all internet-connected. Other research experi-
ments include hand gesture recognition (Dai et al., 2015), dimming compatible VLC
(Mirvakili et al., 2015), software defined VLC (Rahaim et al., 2014), VLC MIMO and
imaging receiver (Butala et al., 2014), RF-VLC heterogeneous network (HetNet) in-
tegration (Shao et al., 2014), and MEMS beam steering and shaping (Morrison et al.,
2015).
Figure 4·2: The smart lighting testbed at Boston University. The
highlighted device is the IR imagery sensors of the motion capture
system.
The testbed is equipped with an OptiTrack (NaturalPoint Inc., Corvallis, OR,
USA) motion capture system as a benchmark reference for human mobility and ac-
tivity studies. The OptiTrack system composed of 12 active IR imagery sensors is
configured and calibrated to capture over 90% of the testbed volume. The OptiTrack
uses triangulation to provide 3-D location of passive reflective markers at 0.1 mm
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Figure 4·3: Research experiments in the testbed involve internet-
connected sensing, control and lighting components for tracking mul-
tiple users and devices, and controlling color-tunable luminaire proto-
types and a directional light.
spatial resolution and 100 Hz sampling frequency. The high spatio-temporal reso-
lution of the OptiTrack allows us to emulate observations of many other positioning
systems that have lower spatial and/or temporal resolutions. We can then investi-
gate the trade-offs between performance and resolution in discovering mobility and
activity patterns.
4.3 Human Location Data Collection
To study the robustness of our method to changes in the configuration of layout,
and the presence of multiple users, we collected two datasets when a single user and
multiple users were performing uninstructed and unconstrained activities in the smart
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lighting testbed with different layout configurations.
4.3.1 Dataset A
We first collected a 3-D location dataset (Dataset A) while a single subject was
performing unconstrained and uninstructed activities that mostly involved sitting,
standing and walking for approximately 2 hours in the testbed, of which the layout
was configured as shown in Figure 4·4. The OptiTrack system tracked the 3-D position
of a reflective marker on the user’s cap. For some specific spots in the testbed that
cannot be triangulated by the OptiTrack system, a missing value was recorded, and
we replaced the missing samples using linear interpolation applied to the closest
valid readings. In total, N = 585, 908 samples were collected at a 100 Hz temporal
sampling rate.
To represent the spatio-temporal resolution of various indoor location tracking
systems proposed in Chapter 3 and discussed in Section 1.2.3, we first quantized the
location observations in the original dataset to 7 levels: 0.0001 m (original), 0.001 m,
0.01 m, 0.1 m, 0.2 m, 0.5 m and 1 m, by rounding the location readings of each
coordinate to the nearest discrete value. For example, an original sample l(t) =
(−1.1603 m, 0.5432 m, 1.6257 m) was quantized to l(q)(t) = (−1.2 m, 0.5 m, 1.6 m) at
a spatial resolution of q = 0.1 m. We then downsampled each quantized dataset to
the following 7 sampling frequencies: 100 Hz (original), 50 Hz, 20 Hz, 10 Hz, 5 Hz,
2 Hz, and 1 Hz. Altogether, we obtained 49 datasets with various spatio-temporal
resolutions. The number of total samples in each dataset was reduced from the raw
observation due to the temporal downsampling. For example, downsampling to the
lowest temporal resolution 1 Hz resulted in a total number of 5, 890 samples. To
eliminate the potential bias on the algorithm performance due to a fixed downsam-
pling offset phase, we treated the subset at each offset as a separate dataset, and used
all of them to evaluate our method statistically. We processed feature vectors from
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Figure 4·4: The layout of the smart lighting testbed (ISO view) used
for Dataset A.
each dataset as described in Section 4.1.2 and scaled each dimension independently
so that the maximum was normalized to unity.
4.3.2 Dataset B
Like many smart spaces, the smart lighting testbed changes furniture locations at
times to support multiple research studies and demonstrations. We collected another
location dataset (Dataset B) when the layout was reconfigured as depicted in Figure
4·5. Dataset B was collected while two subjects were working, again uninstructed
and unconstrained, in the testbed at the same time for about 1 hour. User 1 wore
a cap with a reflective marker, and User 2 wore a chest badge with another marker.
The OptiTrack system tracked the 3-D positions of multiple markers simultaneously.
108
In total, 338, 932 location readings of user 1 and 338, 108 readings of user 2 were
collected at the sampling rate of 100 Hz and the spatial resolution of 0.0001 m.
We quantized two users’ location data respectively to 7 levels of spatial resolution:
0.0001 m (original), 0.001 m, 0.01 m, 0.1 m, 0.2 m, 0.5 m and 1 m; and then
downsampled to 7 levels of sampling frequency: 100 Hz (original), 50 Hz, 20 Hz,
10 Hz, 5 Hz, 2 Hz, and 1 Hz. The subsets at each downsampling offset were treated
in the same way as those in Dataset A, followed by the same feature processing and
scaling.
Figure 4·5: The reconfigured layout of the smart lighting testbed (top
view) used for Dataset B.
4.4 Results
In this section, we report the results of discovering user mobility and activity pat-
terns in the experimental datasets collected in our smart lighting testbed. We first
determine the number of clusters for the k-means clustering framework. We then
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demonstrate that the learned clusters can be used to predict labeled activities. We
show that our framework is robust to the decay of spatio-temporal resolution, the
reconfiguration of layout, and the presence of multiple users.
4.4.1 Determining the Number of Clusters
Here we discuss our model selection strategies. In the context of the adopted k-
means clustering framework we need to decide the number of clusters k that can best
represent the observations while retaining the simplicity of the model.
We first select the number of clusters K based on inspecting the convergence of the
WCSS in Equation (4.2) which is the target that we aim to minimize (Krzanowski and
Lai, 1988, Tibshirani et al., 2001). For each specific spatial-temporal resolution, we
compute the WCSS for various choices of k. In principle, we choose the change point
at which the WCSS stops decreasing significantly as k increases. Figure 4·6 summa-
rizes the WCSS as the function of an increasing number of clusters k in Dataset A at
four combinations of extreme spatio-temporal resolutions, i.e., 100 Hz & 0.0001 m,
100 Hz & 1 m, 1 Hz & 0.0001 m, and 1 Hz & 1 m. We observe empirically that
setting k = 3 is a robust choice for different spatial-temporal resolutions.
We also consider determining k using the standard Akaike Information Criterion
(AIC) as an information-theoretic measure that trades off cluster spread (WCSS)




WCSS + λk (4.13)
We set the positive λ value following the strategy suggested in (Hastie et al., 2009).
The AIC for Dataset A for different choices of k is summarized in Figure 4·7 for the
same four spatio-temporal resolutions as in Figure 4·6. Here also we observe that
k = 3 can minimize the AIC for a wide range of resolution settings as well as choices
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Figure 4·6: WCSS as a function of the number of clusters k that helps
determine k based on the convergence of WCSS on Dataset A at four
extreme spatio-temporal resolutions.
of λ. We use k = 3 for the rest of performance analysis in this section.
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0.0001m 100Hz λ = 0.01
0.0001m 100Hz λ = 0.02
1m 100Hz λ = 0.01
1m 100Hz λ = 0.02















0.0001m 1Hz λ = 0.01
0.0001m 1Hz λ = 0.02
1m 1Hz λ = 0.01
1m 1Hz λ = 0.02
Figure 4·7: AIC as a function of the number of clusters k that helps
determine k on Dataset A at four extreme spatio-temporal resolutions
for some choices of λ.
4.4.2 Predicting Activities via Clustering
To quantitatively assess our clustering representation for human activity recognition,
we apply the clustering results for classification. We first manually labeled each loca-
tion sample with the ground truth activity class from the following three categories:
“sitting”, “standing”, and “walking”. We then represented the k-means clustering re-
sults using the cluster-class association matrix M, where matrix element Ma,b denotes
the number of samples that belong to cluster Cb and whose ground truth labels are
class a. Table 4.1 is an example M at 0.1 m spatial resolution and 10 Hz temporal
resolution obtained from Dataset A.
We adopt a straightforward classification rule: all the data points in each cluster
are associated with the same activity class label by the majority vote within each
cluster. This rule can be applied to any number of clusters k. For example in Table
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Table 4.1: An example of cluster-class association matrix M for
Dataset A at 0.1 m spatial and 10 Hz temporal resolution, CCR =




Sitting 19873 33 0
Standing 29 20548 27
Walking 0 54 18026
4.1, 20, 548 out of 20, 635 samples in cluster C2 have the “standing” label, hence all
the points in C2 are classified as “standing”. We measure the performance of our k-
means clustering framework using the standard correct classification rate (CCR), i.e.,
the percentage of samples that are correctly classified. For the example in Table 4.1,
CCR = 99.7%
We now focus on the effect of spatio-temporal resolution on the performance of
our k-means clustering framework. Table 4.2 lists the CCR for all the 7× 7 different
spatio-temporal resolution levels in Dataset A of a single user. Since we keep all
the possible downsampling offsets for each temporal resolution, we report both the
mean and the standard deviation (std) of the CCR among all subsets with different
downsampling offsets at each spatio-temporal resolution, in order to eliminate the
artifacts of downsampling. For example, there are five subsets L
(q)
(20) at each of the
five offsets when downsampled from L
(q)
(100). The CCR is calculated for each of these
five offsets and we report their mean and std.
As shown in Table 4.2, the k-means framework can cluster observations into mean-
ingful and cohesive activity clusters, and the accuracy is robust to the decay of spatio-
temporal resolution. First, the decrease of spatial and temporal resolution can indeed
reduce the performance of k-means: the mean CCR decreases and the std across dif-
ferent offsets increases. The decrease of spatio-temporal resolution, however, does not
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Table 4.2: Mobility and activity recognition performance evaluated
as mean and standard deviation (std) across different downsampling
offsets in CCR(%) for all spatio-temporal resolutions on Dataset A.
For original sampling rate 100 Hz, the CCR is a single number, where
std is not available.
Temporal Resolution (Hz)















mean 100 100 100 100 99.93 99.84 99.82
std NA 0 0 0 0.03 0.03 0.06
0.001
mean 100 100 100 100 99.93 99.84 99.82
std NA 0 0 0 0.03 0.03 0.06
0.01
mean 100 100 100 100 99.93 99.84 99.82
std NA 0 0 0 0.02 0.02 0.06
0.1
mean 100 99.99 100 99.98 99.91 99.89 99.88
std NA 0.02 0 0.01 0.04 0.03 0.06
0.2
mean 99.94 99.95 99.95 99.9 99.88 99.87 99.8
std NA 0.01 0.01 0.05 0.08 0.49 0.98
0.5
mean 99.51 99.6 99.83 99.78 99.51 98.67 97.28
std NA 0.11 0.02 0.16 0.38 2.02 6.74
1
mean 89.27 89.95 92.28 90.05 92.23 90.34 89.03
std NA 0 0 13.29 13.0 9.85 7.05
significantly change the classification effectiveness of k-means as measured in terms
of CCR. In Table 4.2, the CCRs remain relatively high at approximately 90% even
when the spatial resolution drops to 1 m. When the spatial resolution is 0.5 m (sim-
ilar to Apple’s iBeacon) or better, the CCR is very close to 100% for all temporal
resolutions. This suggests that significant memory and computation savings can be
realized by reducing resolution with only a small loss of performance. It also implies
that our k-means framework can be applied to a wide range of location systems whose
spatio-temporal accuracy is limited by the physical nature of the sensors and/or by
the requirement of privacy preservation. Interestingly, we observe that the spatial
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resolution has a relatively larger impact on CCR than the temporal resolution.
Figure 4·8 visualizes the clustering results for Dataset A at 0.1 m and 10 Hz
resolution. We use the original 3-D location instead of the feature vectors for ease
of visualization. We use different colors to indicate the majority class label of each
learned cluster. Location samples associated with “walking” are colored in blue,
“standing” are in red, and “sitting” are in green. We observe that the activities of
the learned clusters are consistent with the testbed layout shown in Figure 4·4.
Figure 4·8: Learned clusters of the 3-D location data in Dataset A
and their optimal associated activity class labels. The best matched
activity labels of the clusters are consistent with the layout used for
Dataset A.
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4.4.3 Adapting to Layout Reconfiguration
We now investigate the performance of our approach when the layout is reconfigured.
For this purpose we consider the Dataset B whose layout is different from Dataset A
(compare Figure 4·5 with Figure 4·4).
We apply k-means clustering to the observations of the two subjects in Dataset
B, determine the number of clusters k, and calculate the CCR. Table 4.3 and Table
4.4 show the recognition results for User 1 and User 2 respectively. As expected,
our approach yields similar CCRs for both users in Dataset B as for the single user
in Dataset A. Specifically, the CCR is close to 100% for both users when spatial
resolution is finer than 0.2 m and temporal resolution is higher than 10 Hz. When
spatial and temporal resolution are 0.1 m and 10 Hz, the algorithm is able to correctly
capture activities of User 1 at the CCR of 98.48%, and of User 2 at 99.82 %. The
lowest CCR is above 90% when spatial resolution is 1 m.
Figure 4·9 illustrates the clustering results of two users in Dataset B. For visual-
ization simplicity, we show the projection onto the 2-D floor plan. In each activity
cluster, closed activity regions are grown from 3-D location data points. The bound-
aries of all recognized activity regions are plotted in color with blue for walking, red
for standing, and green for sitting for User 1; and cyan for walking, magenta for
standing, and yellow for sitting for User 2. Figure 4·9 shows that the learned activity
clusters are consistent with the reconfigured testbed layout shown in Figure 4·5.
We point out that this experiment also shows that our method can be applied
in presence of multiple users and can offer personalized activity discovery for each
individual. This is suitable for real-world smart spaces.
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Table 4.3: Mobility and activity recognition performance evaluated as
mean and standard deviation (std) across different downsampling off-
sets in CCR(%) for all spatio-temporal resolutions for User 1 in Dataset
B. For original sampling rate 100 Hz, the CCR is a single number,
where std is not available.
Temporal Resolution (Hz)















mean 99.81 99.57 99.51 99.49 99.46 97.96 97.80
std 0 0 0.01 0 0.01 6.74 6.48
0.001
mean 99.81 99.58 99.51 99.49 99.46 97.33 97.75
std NA 0.01 0.01 0.01 0.01 7.96 6.70
0.01
mean 99.7 99.65 99.62 99.51 99.4 98.68 96.33
std NA 0 0.01 0.02 0.23 4.52 9.50
0.1
mean 99.97 99.95 99.94 98.48 97.81 97.99 95.97
std NA 0.02 0.06 0.44 7.17 6.78 10.37
0.2
mean 99.74 99.73 99.67 99.46 96.72 96.74 95.48
std NA 0.1 0.03 0.06 4.17 8.75 4.47
0.5
mean 98.71 97.76 96.33 95.0 95.44 93.39 92.25
std NA 0.6 7.44 9.15 8.94 8.94 9.76
1
mean 90.76 90.76 90.7 92.98 90.44 89.8 88.64
std NA 0 0.08 9.74 10.65 8.18 8.04
4.5 Discussions
This chapter demonstrates an efficient and scalable methodology for discovering mo-
bility and activity patterns from indoor location information. The time-series features
are derived to capture height and mobility from location cues. The k-means clustering
framework is applied to partition features into meaningful activity clusters. While
the original location datasets were collected using a motion capture system, we com-
prehensively quantized the data in space and downsampled in time to generate new
datasets representative of acquisition with different indoor positioning techniques at
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Table 4.4: Mobility and activity recognition performance evaluated as
mean and standard deviation (std) across different downsampling off-
sets in CCR(%) for all spatio-temporal resolutions for User 2 in Dataset
B. For original sampling rate 100 Hz, the CCR is a single number,
where std is not available.
Temporal Resolution (Hz)















mean 99.89 99.87 99.86 99.86 99.85 98.89 97.67
std NA 0 0 0.01 0.01 7.79 6.51
0.001
mean 99.89 99.87 99.86 99.86 99.85 98.74 97.79
std NA 0 0 0 0.01 8.46 0.04
0.01
mean 99.86 99.89 99.87 99.86 99.85 98.84 97.06
std NA 0.01 0.01 0.01 0.01 0.02 10.12
0.1
mean 99.86 99.83 99.78 99.82 98.24 97.09 95.81
std NA 0.02 0.02 0.01 7.27 9.19 11.45
0.2
mean 99.88 99.88 99.83 93.28 94.87 93.90 94.97
std NA 0 0.04 13.67 11.75 12.72 11.86
0.5
mean 94.50 93.08 91.79 92.98 90.46 87.92 89.26
std NA 0.24 9.08 8.62 8.59 6.36 9.91
1
mean 92.33 91.74 93.17 89.78 88.05 87.62 86.81
std NA 2.28 14.44 16.64 16.01 13.36 11.01
the spatio-temporal resolution ranges. We showed how to determine the number of
clusters, and investigated the effectiveness of clustering representation for activity
classification. Our methodology was validated as robust to physical rearrangements,
and scalable to multiple users. The clustered location samples can grow into activity
regions for a family of smart lighting services, such as illumination and communication
provisioning. This result suggests our method can be applied to a variety of smart
spaces using existing location systems or with very little additional infrastructure.
Thus far, we only collected data of a few hours, but the ubiquity of LBS allows
us to collect data over a longer term with more detailed and diverse activities. We
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Two Users’ Mobility and Activity Regions 









Figure 4·9: Activity regions learned from two users’ location data
(Dataset B) projected onto the 2-D ground plane. The learned activity
clusters are consistent with the layout used for Dataset B.
conjecture that by designing richer features and applying more involved learning
techniques, we can improve the current method in more complex activities. We
continue augmenting our smart lighting prototypes and smart lighting testbed to
demonstrate more smart lighting use cases. Particularly, we are in the process of
designing the ToF sensor embedded smart lighting infrastructure, and implementing






In this dissertation, we consider the problem of discovering human mobility and
activity in smart lighting environments using various sensing modalities and analyti-
cal techniques. Specifically, this dissertation investigates two approaches: wearable
inertial sensors for functional activity monitoring, and smart lighting infrastructure
for 3D location tracking and activity recognition. The significant contributions in
this dissertation are summarized below.
5.1.1 Wearable Sensors for Connected Healthcare
The wearable computing approach employs wearable inertial sensors and activity
monitoring algorithms to recognize human activities with a user’s smart devices.
This connected healthcare research considers three specific scientific goals:
(1) Measure the angle of excess forward lean to prevent risk of falls.
(2) Monitor human functional activities of daily living, including postures, locomo-
tion, and transitions.
(3) Analyze gait parameters, including step frequency, number of steps, etc.
The angle estimation algorithm uses a complementary filter structure to combine
signals from an accelerometer and a gyroscope, with customized pre-filtering tech-
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niques. The angle differences between our estimations and the measurements from a
reference system are statistically assessed: for static angles, the mean is 0.57◦, and
the standard deviation is 0.92◦; for dynamic angles, the mean is 0.601◦, and the stan-
dard deviation is 0.188◦. The performance shows that the proposed angle estimation
algorithm meets the first scientific goal.
The activity monitoring algorithms hierarchically take decision steps involving
time-series and power-spectrum criteria, to progressively refine the activity classi-
fication process, based on distinct kinetic signals from different sensor placements.
Algorithm I considers a three-sensor placement (chest, right thigh and left thigh),
applies thresholds of inclination angles to discriminate postures, applies template
matching in frequency domain for walking detection and gait analysis. Algorithm
II considers a single-sensor placement (right ankle), applies orientation-independent
features to detect static motions, and applies template matching in frequency domain
to discriminate walking events and gait parameters from cycling events and cycling
parameters.
Two human activity datasets were collected for laboratory validation and
real-world evaluation, respectively. Dataset I was collected from 10 healthy young
subjects when they were performing instructed functional activities in the lab
setting. Dataset II was collected from 297 elder subjects when they were performing
unconstrained daily activities over a week in their home and community settings.
Algorithm I classifies all static postures, transitions and locomotion accurately with
a sensitivity of 98.96% on Dataset I. Algorithm II detects daily walking activities
and gait parameters consistently with high test-retest reliability (p-value < 0.001)
on Dataset II. These results show that our activity monitoring algorithms meet the
scientific goals to identify functional activities and capture gait parameters.
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5.1.2 Smart Lighting Infrastructure in Smart Spaces
The infrastructure sensing approach enables 3D indoor location tracking with low-
resolution ToF sensors deployed in smart lighting infrastructure, and learns human
mobility and activity patterns from indoor location information. A use case oriented
design methodology is applied to guide the design of sensor operational parameters for
localization performance metrics from a system perspective. A recursive estimation
framework is established for 3D location tracking using a network of down-looking
low-resolution ToF sensors deployed in ceiling fixtures. This formulation is comprised
of two analytical models:
(1) The human translational mobility process model with location and velocity in
the state vector and motion noise,
(2) The 3D observation model of ToF sensors which maps a target position in the
scene to a noisy measurement.
Four customized recursive estimation methods are proposed to address the non-
linearity of observation model and the sparsity of sensor coverage, including EKF,
EKF with re-initialization, UKF, and UKF with re-initialization. A simulation plat-
form is implemented to analyze the impact of operational parameters of sensors and
environments on the performance metrics. Monte Carlo simulations show that these
proposed recursive methods can track 3D location accurately with a wide range of
sensor resolutions and sampling frequencies in a typical indoor environment. For
instance, with 10 × 10 pixel resolution and 10 Hz sampling frequency, the tracking
performance in terms of accuracy and precision is RMSE < 0.2 m for 20% cumula-
tively, < 0.6 m for 30% , and < 1 m over 50%. This performance is competitive with
most of the state-of-the-art indoor localization systems.
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Based on indoor location information, a label-free clustering-based method is de-
veloped to learn user behaviors and activity patterns. Time-series features are derived
to capture height and mobility information from location cues, and the k-means clus-
tering framework is applied to partition features into meaningful activity clusters.
Two location datasets were collected when users were performing unconstrained and
uninstructed activities in the smart lighting testbed under different layout config-
urations. While the original datasets were collected using a motion capture sys-
tem, we comprehensively quantized the data in space and downsampled in time to
generate new datasets representative of acquisition with different indoor positioning
techniques. The number of clusters in the datasets is determined based on the con-
vergence of WCSS and the standard AIC. The learned clusters are used to discover
human activity patterns. Results show that the activity recognition performance
measured in terms of CCR ranges from approximately 90% to 100% throughout a
wide range of spatio-temporal resolutions on these location datasets, insensitive to
the reconfiguration of environment layout and the presence of multiple users.
5.2 Future Work
Activity recognition in smart lighting environments is a vibrant and promising
research area. There are many open challenges and opportunities. We summarize
some of them which are related to or can be considered as extensions of the work
presented in this dissertation.
5.2.1 Connected Healthcare
Comprehensive studies are needed to explore more classification algorithms for a va-
riety of configurations of different numbers of sensors at various placements on the
human body. This will increase the capability to detect a large variety and combi-
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nations of detailed daily activities, such as climbing stairs, using phones, combing
hair, washing dishes, taking meals, and vacuuming rooms. The wearable activity
monitors are also in demand for applications in fitness, sports and exercises, such as
personalized golf training. Wearable systems can be largely applied to individuals
with movement disorders after strokes or with Parkinson’s disease. These applica-
tions require studies of signal processing and machine learning techniques on the data
from designated sensors.
As the cost and size of sensors reduce significantly, more biosignal monitors will
be embedded into miniature wearable units, such as electroencephalogram (EEG),
electrocardiogram (ECG), electromyogram (EMG), mechanomyogram (MMG), elec-
trooculography (EOG), galvanic skin response (GSR), and magnetoencephalogram
(MEG). More domain-specific knowledge is required from rehabilitation researchers
and clinicians for long-term augmented physical therapy applications in home
and community settings. The implications and uses of wearable systems are far
reaching in healthcare, for different perspectives of diagnosis, prognosis, assessment
of compliance, and provision for movement impairment.
5.2.2 Smart Spaces
Many research directions follow our recursive location estimation framework. In this
work, we assumed that the target object is presented by a single point in the 3D
space. How to obtain this point is a very interesting problem in image morphology.
Due to low resolution, different parts of human body can be captured in a depth
image, for example, the head, the shoulders, or the arms. The background depth also
needs to be considered when extracting human presence in the image.
ToF sensors are usually assumed straight down-looking, because the intention is
to embed one sensor into one lighting fixture that can flexibly plug and play in any
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indoor environment. In other scenarios, multiple ToF sensors can be tilted to look
at the same volume from different angles. These depth images can be studied to
reconstruct the 3D shape of the human body, and thus improve the detection of
human activities. One of the implementation difficulties is to eliminate interferences
between the modulated light from different sensors.
In some indoor spaces, there are limitations that not every 2 ft by 2 ft ceiling
tile has a lighting fixture, and that the placement of ToF sensors is not on a regular
grid. Particle filtering is one challenging but possibly rewarding method to solve
these complex non-linear and sparse problems. Particularly, the strategies of particle
rejection and resampling can help to refine the projection of the particle distribution
to the 3D space where no measurements are available.
Another direction would be to use collaborative and distributed ToF sensor net-
works. Given the number of users present in the environment, the networked ToF
sensors can work distributively and collaboratively, where only a subset of sensors
are selectively and opportunistically activated at a time. The distributed networks,
which decouple the centralized control, have the benefits of scalability. For the re-
cursive tracking problem, these distributed sensors need to collaborate to propagate
the location estimation. This sensor network framework involves a rich family of op-
timization problems involving the sensor utility and cost. This is well aligned with
the ultimate goal of energy savings in the smart lighting environment.
The ubiquity of LBS supports location data collections over longer term with
more detailed and diverse activities. We conjecture that by designing richer
features and applying more machine learning techniques, the current method can
be improved for more complex activities. Furthermore, individuals’ height and
inferred biometric information from location and mobility patterns can be used
to discover user identity, which links to many personalized smart lighting applications.
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5.2.3 Testbed Augmentation
The testbed implementation needs continued augmentation, which involves both
smart lighting infrastructure hardware, and activity recognition and lighting control
software. Besides the ToF sensor, more low-cost sensing modalities can be embedded
into smart lights, such as an extremely-low resolution RGB color sensor, a luminosity
meter, and a passive infrared sensor. Investigations in data acquisition, data fu-
sion, and feature extraction will better capture human mobility and activity patterns
while preserving privacy. Optimal controls for illumination and communication are
important to realize the ultimate goals in energy savings, productivity and health
improvements. A fully programmable smart lighting testbed is envisioned in Figure
5·1, which supports a family of smart lighting use cases.
Figure 5·1: An envision of fully-programmable smart lighting testbed.
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