Vehicular wireless communications require both congestion control to guarantee the availability of a fraction of the bandwidth for safety-related event-driven messages in emergency cases, and awareness control to adapt the beaconing activity to the application needs and surrounding traffic situation. Most current approaches either ignore the traffic situation and only adapt the beaconing rate to the channel congestion state or override the congestion control limits, leading to questionable results in both cases. In this paper, we conceive and validate a novel approach, combining both aspects. Based on distributed Network Utility Maximization (NUM), our algorithm satisfies the constraints on channel availability, whereas the safety of the surrounding traffic situation is captured with a time-to-collision metric, used to assign priorities in the optimal allocation problem. The performance of the proposed approach is validated and compared to other popular algorithms. Results show that our proposal automatically anticipates a potential increase in rate due to a critical safety situation, but does not interfere with the reserved bandwidth for safety applications.
I. INTRODUCTION
Connected vehicles extend the capabilities of multiple advanced driver-assistance systems and automated vehicles by enabling the possibility of performing cooperative actions, such as Cooperative Automated Driving (CAD) or increasing the awareness of a vehicle's sensor systems [1] . CAD can improve safety and efficiency by introducing Cooperative Adaptive Cruise Control (CACC) applications [2] , including not only platoon driving, but also cooperative collision avoidance [3] , among others.
Cooperative inter-vehicular applications usually rely on the exchange of broadcast single-hop status messages (beacons) among vehicles on a single control channel, which provides detailed information about vehicle position, speed, heading, acceleration, curvature, and other data of interest [4] . Beacons, called Cooperative Awareness Messages (CAM)
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in European standards and Basic Safety Messages (BSM) in the US standard, are transmitted periodically at a certain beaconing rate. The aggregated load on the wireless channel due to periodic beacons can rise to a point where it can limit or prevent the transmission of other crucial messages, which is called channel congestion due to beaconing activity. Even though this problem has been previously analyzed by different related proposals [5] - [10] , some aspects deserve further consideration.
In this regard, there are two different approaches to the control problem: pure congestion control, (CC) and awareness control, (AC) [11] . Congestion control usually refers to the mechanisms used to keep the channel load at the desired level, irrespective of the needs of the applications on top of the service. In contrast, awareness control usually refers to the mechanisms employed to satisfy some application requirements. To the best of our knowledge, although there is no widely accepted common definition for awareness, it is usually related to the notion that the beaconing rate should adapt to traffic or vehicle situations [12] , especially as regards safety [13] , and not only to the channel load. Although related, both approaches call for different solutions, with different results, requirements, and inputs.
To illustrate the differences between both approaches, consider the following situations from the adopted solutions in the standards: purely CC, such as LIMERIC [5] , updates the beaconing rate only according to the locally measured state of the wireless channel. This immediately raises the question of what to do when the same channel is shared by vehicles with different traffic states, such as a free flow of high-speed vehicles in one direction of a highway, and a traffic jam in the opposite direction. An AC oriented solution is to let vehicles generate beacons according to their own dynamics, as specified in [4] , and proposed in [7] , [10] , [14] , [15] among others. Which in turn raises more questions. First, should this mechanism always be limited by the CC or should it be able to violate the CC-imposed limits on bandwidth usage in some circumstances? In the former case, the previous problem persists, while in the latter case, the effectiveness of the CC has to be evaluated, as well as potential interference with other services, such as Decentralized Environmental Notification (DEN), which requires the access network not to be in a congested state. Second, if the CC only limits but does not trigger beacon generation, the channel is underused, at least with the generation rules of [4] , so why not use all the available resources if the quality of services of applications benefits from a higher rate? Moreover, non-reactive CC mechanisms [5] , [6] are usually designed to drive the load to a desired point. If they are just used to limit the rate, the results and performance may not be as designed. Reactive controls, such as the one in the standard [16] , on the other hand, suffer from instabilities [8] . Third, if the vehicle does not evaluate the safety of its surrounding traffic situation but generates beacons only according to its own dynamics, some particular situations yield questionable results. For instance, a vehicle stopped in the middle of a highway may be a danger, but current beacon generation rules [4] force it to transmit at the minimum beaconing rate. This particular example is actually mentioned in the standards for various collision risk warnings [17] - [19] .
Current European standards specify the separation of beacon generation and congestion control [4] ; the latter strictly limits the rate, reproducing the aforementioned concerns. The beacon generation rules only depend on the vehicle's own dynamics, which results in a type of limited awareness control, as we have pointed out. The underlying issue seems to be how to integrate congestion and awareness control, including beacon generation, into a more coherent framework with more clearly defined goals. Additional desirable features of the procedure are that it is distributed as well as providing provable fairness, stability, and convergence.
In this paper, we discuss these issues and propose a novel awareness control mechanism that complements the pure congestion control of our previous FABRIC protocol [6] , by taking advantage of the algorithm's capability to shape the resulting allocation using fairness and priority parameters. Our goals are, first of all, that the surrounding traffic situation and neighboring dynamics be taken into the account by the awareness control. To this purpose, vehicles evaluate the safety of the traffic situation by computing the Time-To-Collision (TTC) with their known neighbors with a simple but generic procedure, and the result is used to set the priority parameter, which provides weighted fairness. Based on a Network Utility Maximization (NUM) problem with constraints, it assigns differentiated rates but enforces a Maximum Beaconing Load (MBL) constraint. So, in this way, we achieve our second goal, which is to effectively integrate awareness control with congestion control. Road safety signaling services, such as DEN, maintain a reserved bandwidth and eliminate the potential interference. Finally, our approach also provides guarantees of convergence to a fair allocation solution, supported by the rigorous developments of the NUM theory [6] .
In Sect. II, we discuss related work. Then, a brief review of our previous work, as well as an illustration of its capabilities is provided in Sect. III. We describe our proposal in Sect. IV, and simulate it in Sect. V, providing a comparison with other algorithms, and discussing the obtained results. Finally, Sect. VI summarizes the main conclusions.
II. RELATED WORK
ETSI standards define, as one of the basic network access technologies, a 10 MHz control channel for vehicular communications at 5.9 GHz [20] , the ITS-G5 radio channel. Transmissions over this access network are broadcast in nature and use CSMA-based medium access control (MAC), with no acknowledgment or retransmission. The ETSI Cooperative Awareness Service (CAS) [4] requires periodic beaconing over one-hop broadcast communications to support cooperative awareness by disseminating status and environmental information to vehicles on the control channel [4] . In addition, ETSI standards specify the Cross-Layer Decentralized Congestion Control (DCC) Management Entity [21] , whose goal is to avoid overloading the ITS-G5 radio channel.
The algorithm specified by European standards, which we call here CAM-DCC, is the combined operation of two procedures: the vehicle dynamics dependent CAM generation rules, specified in [4] , and the simple reactive congestion control algorithm suggested in [16] . More specifically, CAM-DCC measures the absolute difference between a current heading, position, and speed, and those included in the previously transmitted CAM. If the time elapsed since the last generation and one of these conditions overcome pre-defined thresholds, a new CAM will be generated. This procedure presents two drawbacks: i) a lack of clear motivation for the triggering rules, and ii) a CAM synchronization problem for cooperative maneuvers that seriously degrades its performance, as discussed in [9] . Moreover, a lack of responsiveness for faster vehicles is found in [22] , which results in an absence of fairness. The second part, the reactive congestion control, is based on a finite state machine which results in oscillations, as reported in [8] . In contrast, most of the available proposals do not separate CAM generation from congestion control.
To limit the load on the channel, several transmission parameters can be controlled, such as the beaconing rate, transmission power [23] , data rate and joint combinations of them [15] , [24] . Given the broad scope of solutions and to keep the review focused, we first discuss relevant beaconingrate CC proposals and later AC proposals which in some cases incorporate joint control of other parameters. In the category of rate-based controls, LIMERIC [5] is a distributed and adaptive linear rate-control algorithm in which each vehicle linearly updates its own rate depending on the total load, which is driven towards a required goal. This a pure CC mechanism, since only the channel load is used to update the rates, whereas vehicle dynamics, application requirements, and traffic situations are completely ignored. PULSAR [25] is another pure rate control algorithm that uses Additive Increase Multiplicative Decrease (AIMD) with feedback from 2-hop neighbors. The convergence of LIMERIC is only proved when all the vehicles are in range of each other; not for multi-hop scenarios. Therefore, authors of LIMERIC propose some modifications [26] to use the rate adaptation employed in LIMERIC in multi-hop scenarios by combining it with the PULSAR proposal [8] . The outcome, however, of this combination is that all the vehicles sharing a link converge to the rate of the most congested link, which unnecessarily decreases the rate of some vehicles, even though they do not measure channel congestion. A more detailed discussion and examples of this problem can be found in our previous work [6] .
Regarding awareness control and the application requirements that determine the beaconing rate, different alternatives can be found in the literature. There is a set of proposals whose aim is to adjust the rate in order to minimize the position tracking error with respect to other vehicles, such as [27] and [7] , which is actually the mechanism for the US DCC standard [28] , or EMBARC [14] , a variation of LIMERIC, which integrates the tracking error algorithm of [7] . Other proposals assess the estimated risk of some traffic situations, especially intersections, such as [13] , where an estimated collision probability for intersections triggers the transmission rate adjustment. CAM-DCC can be considered another proposal for awareness control, as it adapts the beaconing rate to current vehicle dynamics. Several works define [29] , [30] some risk metrics based on the vehicle dynamics and traffic situation, similar to our TTC metric, but with less general models. Finally, there are some application-agnostic proposals, such as INTERN [12] , which directly assigns the rate that an application demands and then equally shares the excess capacity.
Regarding the way AC is integrated with CC one can find approaches that directly override or ignore congestion control [13] , [27] , [30] , and others that integrate congestion control in some way [4] , [7] , [10] , [12] , [14] , [15] , [29] . Among the proposals that actually integrate CC and AC effectively, NORAC [10] is a rate and awareness distributed control based on non-cooperative game theory, whose more relevant feature is that it does not require the exchange of control information. Each vehicle can independently use a utility parameter and a price parameter to adjust the behavior of the algorithm. The utility parameter is used to assign a rate to a vehicle proportional to its requirements, which is the way to provide priority or weighted fairness and, consequently, AC when it is demanded by some application. In this sense, it is quite similar to our proposal, where we also use a per-vehicle parameter to provide weighted fairness, as described below. However, in contrast to our proposal, constraints are not considered in NORAC and so an MBL cannot be explicitly set. The resulting channel load and shape of the allocation is determined by the combinations of price and utility parameters and no systematic procedure to select them is provided. These same limitations apply also to BFPC [15] , a recent proposal, which incorporates joint power control to NORAC. ABC [29] also integrates AC and CC in the context of a TDMA-based protocol. In this case, the potential risk of a rear-end collision is incorporated in an optimal resource allocation problem in order to assign more resources to more dangerous vehicles. In our proposal, we also prioritize the rate vehicles involved in potentially riskier situations, but with a more general kinematic model, not limited to rear-end collisions, and which integrates seamlessly in our algorithm, without the computational and communication overhead of ABC.
The problem of beaconing rate control for vehicular networks has been modeled as a NUM problem [31] , [32] in our previous work [6] . The different fairness notions that can be induced on rate allocations and its fast convergence are shown in multi-hop and dynamic scenarios. The NUM approach has also been applied to power control [23] , and joint power and rate control [24] . For a different problem, in [33] , the probability of transmission under a slotted p-persistent vehicular broadcast medium access is formulated as a NUM problem, which takes the driving context into account to prioritize packets.
A further discussion about the limitations of these approaches is deferred to Sect. IV-A, where we link it to our proposal.
III. BACKGROUND
In a previous paper [6] , we derived an optimal congestion control algorithm for the beaconing rate based on a NUM approach. The key advantage of this approach is that it allows us to design a broad family of decentralized and simple algorithms with proven convergence guarantees to a fair allocation solution. That is, the rate allocation is guaranteed (i) to be optimal, (ii) to comply with the constraints, and (iii) to enforce a particular fairness notion. We remark that this approach leads to a family of algorithms because different results are achieved depending on the values of a couple of parameters, which will be described later in this section. In our previous paper, we did not discuss how to select these parameters, but their appropriate choice provides further enhancements to the algorithm. Before we discuss this, we briefly review the procedure and provide the algorithm for the sake of completeness.
Let V be a set of vehicles in a vehicular network. Each vehicle v ∈ V transmits beacons at a rate r v beacons/sec,
, with a constant transmission power. Beacons are broadcast and received by surrounding neighbors within the reception range. Let n(v) denote the set of neighbor vehicles of v, which also includes v. Let us note that each vehicle has its own set of neighbors, i.e., not all vehicles are in range of each other. The total rate received by each vehicle is the sum of the rates in its set of neighbors and we are interested in limiting this amount to a maximum C (beacons/s) to avoid channel congestion. Let U v (r v ) be a utility function, R → R.
With our approach, the beaconing rate allocation is the solution to the optimization problem (1) given by:
Problem (1) achieves two goals: (i) to control congestion, while (ii) maximizing the allocated rates in a controllable and fair way. Congestion control is enforced by constraints (1b), which means that the beaconing load of a given vehicle, given by the rates generated by the neighboring vehicles, plus its own must be below C, which is a fraction of the available channel capacity. Constraints (1c) force the vehicle rate to be within a minimum (R min v ) and maximum (R max v ) range as required by the standards. The objective function to be maximized is the sum of the utility U v (r v ) of each vehicle, which is a function of the rate r v allocated to it. Therefore, the shape of the utility function determines how the rates are maximized.
In fact, the link to the enforced fairness notion comes from an appropriate selection of the utility function: the use of the so called (α, ω) utility functions, shown in equation (2), guarantees that the solution to problem (1) is also fair according to well-defined fairness notions, as shown in [32] .
Let us now discuss the selection of the parameters of problem (1) when we insert the (α, ω) utility functions:
• The Maximum Beaconing Load (MBL), given by C, is usually set at a fraction of the available channel capacity, which depends in turn on the transmission rate used. A transmission rate of 6 Mbps is usually selected because of its robustness, though this has recently been questioned [34] . A 60% of the whole available capacity is usually selected because it is the optimum beaconing load concerning several metrics [7] , [35] . The remaining 40% of the available capacity is left unused to guarantee the delivery of event-driven messages in emergency cases.
• The minimum R min v and maximum R max v beaconing rates are set by the standards [4] , at 1 and 10 beacons/s respectively. However, with our approach, each vehicle may independently set its minimum and maximum rates if necessary, to guarantee minimum application reliability, and the algorithm will allocate the remaining rates to meet the constraints.
• The fairness parameter, α, allows us to adjust the notion of fairness. In particular, α = 0 maximizes the throughput but may result in arbitrarily unfair solutions where some nodes are granted all the resources and others, none. With α = 1, proportional fairness, as defined by Kelly [31] , is achieved. Finally, as α → ∞, the allocation tends to max-min fairness.
• The priority parameter, ω v , is used to prioritize the rate allocated to particular v vehicles; that is, to achieve weighted fairness. The above optimization problem is solved via its dual problem in a distributed way including a gradient-descent based algorithm [6] , shown in Algorithm 1.
Algorithm 1 FABRIC [6]
1 Set initial vehicle prices π 0 v and rates r 0 v . 2 foreach interval k do 3 Each vehicle v receives the prices of neighbor vehicles π k v , v ∈ n(v) 4 At the end of interval k, each vehicle updates its rate r k v (π) according to:
Finally, each vehicle computes its new price:
In [6] , the evaluation of the influence of ω was left as future work, setting ω v = 1 for all vehicles. Also, it was remarked that there is no consensus about which particular value of α is best suited for vehicular networks. The criteria for selecting a particular fairness notion are application dependent. We demonstrated and discussed its effects with examples, which, in our opinion, tend to favor proportional fairness versus max-min fairness.
In this way, in this paper, we return to the question of parameter selection to achieve the full potential of the algorithm and the best way to tune it to vehicular network requirements.
Before putting forward our proposal, in the next section, we evaluate the influence of the parameters to determine its sensitivity and potential to determine the results according to a particular goal. 
A. INFLUENCE OF PARAMETERS ON THE ALGORITHM
We have evaluated Algorithm 1 (FABRIC) of [6] , for different values of α and ω. In this evaluation, neither propagation nor additional protocol layers are considered, as our goal at this point is to characterize only the influence of each parameter without distortions due to other effects. The behavior of the algorithm with realistic settings is shown in the results section. Besides, the exact optimal allocation has been computed using a numerical solver implemented with the Java Optimization Modeler (JOM) library. The exact solution as well as the results of FABRIC after 15 iterations, starting from the maximum rate, are plotted in Fig. 1 . A simple highway scenario has been recreated, consisting of 310 vehicles evenly spaced in the x axis every 5 m (high-density region), except those vehicles between numbers 150 and 200, which are spaced every 20 m (low-density region). In the following explanation, we always consider the x axis to be the longitudinal axis of the highway, and the y axis, the traversal axis. The MBL has been set to C = 200 beacons/s and a deterministic transmission range of 400 m is assumed.
In the first test, we set an equal weight, ω = 1, for all the vehicles and vary the parameter α. As can be seen in Fig. 1a , the effect of increasing α is to equalize the allocated rates, as expected. As α grows, the allocation tends to a max-min solution where the rates are determined by the bottleneck links, that is, the congested channel regions force vehicles in not congested channel areas to reduce their rates. These are actually the results obtained with other proposals, such as LIMERIC+PULSAR, as was also shown in [6] . We do not think this is generally desirable, because the rate of vehicles in areas with a not congested channel is unnecessarily reduced, even though there is available channel capacity; that is, the load is below the MBL.
In the second test, we examine whether it is useful to prioritize the beaconing rates by selectively changing the α parameter for some vehicles in the network. In Fig. 1b , we show the results of setting α = 2 for vehicles 20 to 50 and 260 to 290, while leaving α = 5 for the rest of the vehicles, and keeping ω = 1 for all of them. The results show that it is actually possible to prioritize those vehicles, but there is no clear mapping between the values of α and the allocated rates. Moreover, the use of a high value of α is detrimental to the convergence and we would need more iterations to achieve a better match. Let us also note that the differences between the rates obtained in each cluster of vehicles (20-50 and 260-290) are due to the different number of neighboring vehicles located in their surrounding area, since, as can be observed in the figures, the vehicle density is not symmetric.
Finally, we set the parameters in the natural way; that is, we use ω to prioritize some vehicles and α to induce a global fairness notion. We have set ω = 5 for vehicles 20 to 50 (group A1) and 260 to 290 (group A2), ω = 2 for vehicles 50 to 100 (group B1) and 210 to 260 (group B2), and ω = 1 for the remaining ones. In addition, we have plotted the results for α = 1 (proportional fairness) and α = 2. The MBL has been increased to C = 400 beacons/s to give more leeway to the allocation of the rates. As can be seen in Fig. 1c , if there is enough capacity, with proportional fairness, the allocated rates are proportional to the ω ratios, as expected. For instance, for vehicles in A1 and B1, we have r A1 r B1 = 6.09 2.437 = ω A1 ω B1 = 5 2 and the ratio of A1 for the rest of the vehicles in the high density area r A1 r = 6.09
Moreover, in the low density area, even though here ω = 1, the vehicles set the maximum rate because there is available capacity. Let us note that this behavior is general; not dependent on this particular scenario. From eq. (7), later, it follows that the ratios of rates of vehicles i and j, measuring the same congested channel state, are given by ω
These results suggest that fine tuning of the allocated rates can be achieved by appropriately setting the ω parameter, while the α parameters allow us to smooth out the differences. Since the algorithm adapts to these parameters dynamically, we can use them to support further application requirements. In other words, fairness and congestion control are automatically fulfilled by directly applying the algorithm with equal parameter settings; but by selectively assigning values to the parameters, weighted fairness and therefore awareness control can be achieved.
To illustrate the behavior in a more realistic scenario, we have simulated it with OMNeT++ [36] , setting a Nakagami-m propagation model and a IEEE 802.11 MAC. The results after 15 iterations are also plotted in Fig. 1c . It can be seen that even when we include fading and collisions, the results are reasonably close to the values of the ideal setting. They cannot be equal because the sharp differences in the ideal case are a consequence of the deterministic number of neighbors of the vehicles, whereas fading smoothes the shape of the allocation.
Let us conclude with a brief discussion on the convergence of the algorithm, since both α and ω affect in it [6] . We consider the basic synchronous algorithm, due to that their influence is more clearly seen, while the conclusions apply qualitatively to other variants. According to [37] , the convergence of the gradient descent depends on the value of the gradient step β (line 7 in Algorithm 1) and, in the considered case, it must satisfy the following inequality (3):
whereL is the length of longest path (links or hops in our context) used by the sources (L = 1),N the number of vehicles that share the most congested link, andc is a bound of the second derivative with respect to the beaconing rate of the utility function [37] :
By introducing the utility function (2) in equations (4) and (3) and considering the maximum rate, we have:
This leads to the following guidelines: (i) The higher the α parameter is, the slower the convergence since we are forced to use a smaller gradient step β. And (ii), by the opposite reason, a greater ω parameter helps to improve the convergence. We will come back to these parameters in Sect. IV-D, when we describe our proposal more in detail. Now, the question is how to set these parameters to effectively enforce some notion of awareness control while maintaining a high convergence speed. From the previous discussion and results we favor the use of a low α: A value of 1 allows us to obtain proportional fairness and quick convergence, but values around 2 may be used to get more balanced allocations without degrading convergence.
As for the awareness control via weighted fairness including the ω parameter, in the next section, we will discuss several approaches and propose our own.
IV. PROPOSED ALGORITHM
In this section, we first discuss the limitations of other awareness and congestion control algorithms. Then, based on the conclusions we introduce our proposal.
A. LIMITATIONS OF CURRENT PROPOSALS
In Sect. I and II, we pointed out that the main problem with pure CC approaches is that they ignore the traffic situation of the vehicle and only use channel information, with additional problems if the beacon generation is separated from the congestion control. Regarding AC, some of them integrate CC in some way, but most of them ignore or override it. However, care should be taken when overriding beaconing congestion control. One of the goals of congestion control is to facilitate the operation of event-driven messages, such as those of DEN in ETSI standards, by guaranteeing that a given fraction of the channel capacity is available for this service. The intended functionality of each service, CAS and DEN, should be kept separate in our opinion. For instance, using estimated collision probability at an intersection [13] seems more suitable for a road hazard signaling (RHS) application that uses periodic event-driven messages, as suggested in [17, Annex B] , rather than CAM messages. And by not actually enforcing the MBL, some proposals may interfere with the DEN service even though they take congestion control into account in some way. This is the case of INTERN, whose authors recognize the difficulties of ubiquitously satisfying application requirements and discuss feasible regions where this is possible. The issue, then, is how to avoid those regions, which again points to a clearer mapping between the CAS or DEN service and the nature of the application. In fact, they have recently proposed a coordination methodology described in [38] .
Many AC proposals aim to adapt the rate to minimize the position tracking error with respect to other vehicles, such as [27] and [7] , which is the mechanism for the US DCC standard [28] , or EMBARC [14] , a variation of LIMERIC which integrates the tracking error algorithm of [7] . The proposals that use tracking error to trigger new beacon generations [7] , [14] , [27] , essentially adapt the beaconing rate to their own vehicle dynamics. Therefore, CAM-DCC also falls into this category. In the absence of variations, few or even no additional beacons are generated. Our main concern with this approach is that it ignores the surrounding traffic situation. The previously discussed example of a highway with a traffic jam in one direction, resulting in a congested channel, and a free-flow condition in the opposite direction with highspeed vehicles, applies here. The vehicles in free-flow are forced to decrease their rates due to the congested channel and, even with error tracking control, if they do not change their speed or heading significantly, no additional beacons are generated. Some others, such as NORAC [10] and explicitly BFPC [15] , address the problem by setting the rates proportional to the speed, but again they only consider the dynamics of each vehicle, in particular, the speed, not the surrounding traffic, which, for instance, leads to that a single stopped vehicle in the middle of a highway reduces the rate instead of increasing it. It must be said that both NORAC and BFPC only introduce the speed as an example of a potentially suitable weight function and that others, such as our own TTC proposal, might be used with these algorithms.
In fact, the single stopped vehicle example is used in ETSI standards for safety-related applications, such as RHS [17] , ICRW [18] , LCRW [19] , when discussing CAM adaptation, saying that, in some situations, the solutions based on ''highly dynamic data evolutions'', that is, the dynamics of the ego vehicle may not be suitable and adjustment by the corresponding safety application, ''based on the perceived criticality of the traffic safety situation around the vehicle [...], would be more meaningful'' [17, Annex F] . In other words, the traffic situation should be taken into account. From our point of view, even though some recent proposals address these issues, some aspects are missing and potentially more satisfactory solutions can be still explored.
B. TIME-TO-COLLISION CONGESTION CONTROL (TTCC)
We propose a type of awareness control that complements the pure congestion control of [6] by taking advantage of the algorithm's capability to shape the resulting allocation via fairness and priority parameters. The considerations of the previous section suggest the following goals:
• The awareness control should be fully integrated with the congestion control and comply with the MBL constraint. This way, safety services are guaranteed a reserved bandwidth. If this is not feasible because of application requirements, one should consider whether the application should use the CAS as the main dissemination service.
• The awareness control should take the surrounding traffic situation and neighboring dynamics into account. A usual metric to assess the criticality of a safety situation is Time-to-Collision (TTC), as discussed in ETSI standards [17] - [19] and other works [39] . We use it as the basis for prioritizing beaconing rates. To compute it, we use simple kinetics, but formulated in a general vector form, which can be applied to most situations without assuming limiting simplified models [29] , [30] , such as one-dimensional (1D) models or just ahead-vehicle tracking. Let us assume a threedimensional (3D) 1 scenario, such as the scenario depicted in Figure 2 . We represent each vehicle as a sphere of radius r v , and its movement with three different vectors of acceleration, velocity, and position, A, V , and P, respectively.
Assume that TTC will be computed at regular intervals of time, which are short enough to presume that the acceleration in that interval will remain constant. In this case, we can ignore complex real-vehicle dynamics and use simple 1 A two-dimensional (2D) scenario is enough in most practical situations. The vector equations are the same in any number of dimensions. constant-acceleration kinetics as estimations of future vehicle position: P(t) = P 0 + Vt + 1 2 At 2 . A collision between two vehicles occurs at time t when their corresponding spheres overlap. To compute this, it is easier to use a relative formulation, where the R subscript denotes the difference between A and B vectors:
Therefore, d(t), the distance between two vehicles at time t is
For the sake of simpler notation, we set r A + r B = r, and expand the dot product to get the following 4th order polynomial equation in t, eq. (6), whose solution gives the TTC between the two vehicles involved:
If a constant-speed model is used, a straightforward quadratic equation is obtained, but we prefer to include the acceleration information.
The outline of the algorithm is: A vehicle computes the TTC v for all its known neighbors, using the data contained in the beacons received from them and using the inverse of the minimum one to set its priority ω v in the utility function of Problem (1), as will be described in Sect. IV-D later.
Let us first discuss some qualitative features of this approach:
• It is obvious that the quality of the computed TTC depends on the quality of the received data. Alternatives that take noise into account can be considered. Just as the suspected tracking error is used by [7] , [14] , [27] , a suspected TTC error may be also used. However, we focus here on the basic approach.
• The sphere radius can be set as half of the vehicle length to get a conservative value. Real or average values can be used. Trucks, buses, and long vehicles can be represented by multiple spheres. In general, further adjustments can be made to tune the procedure, but let us highlight how this concept aligns well with the notion of the dynamic safety shield mentioned in the ETSI safety standards [17] - [19] , which set a vehicle in a state of increased alert when it detects that a neighbor is within a TTC threshold.
• Let us remark that our scheme aids, but does not overlap the DEN functionality. As TTCs decrease, our proposal increases the beaconing rate of potentially involved vehicles, which is absorbed by non-involved ones in advance. If a critical safety situation eventually occurs, the congestion control is overridden, if necessary, from the DEN. Therefore, this algorithm automatically anticipates a potential increase in rate by the DEN due to a critical safety situation as discussed in standards [17] - [19] . But only up to a point, since the MBL constraint is satisfied so it does not interfere with the reserved bandwidth, which is entirely available for the safety signaling application. Figure 3 shows a real situation which illustrates the need to consider the surrounding traffic situation globally. A vehicle i will compute a different TTC ij for each of its neighbors, which depends upon the particular state of movement of the neighbor. For example, for vehicle A, TTC AE may be long or short, depending on whether E accelerates or brakes. TTC AC is very long (or infinity) because there is no collision risk, but TTC AD may be low because the acceleration of D sets it on a collision course. The TTC has been represented in Figure 4 as a function of the relative speed for different separation distances and accelerations in a 1D scenario. As expected, TTC reflects the risk related to the different combinations of parameters well. When a real root for TTC does not exist, it means an absence of risk. A collision would occur later as the separating distance increases and earlier as it decreases. Similarly, sudden deceleration owing to abrupt braking implies short values of TTC, and light braking, longer values of TTC. Let us note that this metric correctly reflects the risk in cases that may seem dubious. For instance, a closely tailgating vehicle with a very low relative speed and acceleration actually has a long TTC. In fact, one of the goals of CAD and cooperative platooning is to keep controlled relative speeds and accelerations to increase the capacity of the roads. Of course, in a normal situation tailgating vehicles would likely soon develop a non-zero relative speed or acceleration. But at that moment, the TTC would quickly decrease, reflecting again an increased risk.
C. ILLUSTRATION OF TTC

D. TTCC ALGORITHM
Finally, here we describe the implementation of our TTCC algorithm. We have modified our previous algorithm by introducing the priority parameter in the optimization problem, determined by the computed minimum TTC, as we will discuss below. With this change, and checking the derivation [6, Sect. 4] mentioned in Section III, it directly follows that the optimal rate with the ω parameter included is:
whereas the rest of the steps do not change. Therefore, the only necessary modification to our previous algorithm is the inclusion of the ω parameter in eq. (7) and the selection of its value. We now turn to the details of how each vehicle v sets its ω v : a vehicle v computes the TTC vi for all its known neighbors i from eq. (6). Only the real positive roots of eq. (6) give a valid TTC. The first approach is to use the inverse of the minimum valid TTC, found as the priority parameter ω v = 1 min(TTC vi ) . But then, a solution with only imaginary roots means that no collision is possible with the given input: it would translate into a w v = 0. In addition, TTC values can be arbitrarily large, which makes ω v tend to zero as well. We would prefer to assign w v = 1 to all the vehicles in the case that no minimum TTC is found, which more clearly conveys the idea that the vehicle does not need prioritization. We also introduce the σ parameter to rescale ω to approximately match the scale of the rates and favors a quicker convergence as discussed below.
In addition, we introduce a speed term, S, to differentiate the speed among vehicles, so faster vehicles, even in absence of risk, are prioritized with respect to slower ones. Besides, it reflects the severity of a collision in case it may occur. This is done by means of the S term below:
which is the ratio of the vehicle speed to some maximum allowed speed v MAX , plus one to guarantee that ω is greater or equal to one. These parameters included in ω have an influence on both the convergence of the algorithm and the ratios of the rates that we allocate to vehicles:
• First, to study the influence in the convergence of the algorithm, that is, its performance, we introduce the parameters in eq. (5) and get:
We can observe how scaling the TTC with σ benefits the convergence by not forcing us to decrease the gradient step when the TTC is long. For the sake of clarity, we use a numerical example, and consider two TTCs, a short one, TTC s = 0.5 s, a long one, TTC l = 50 s, and v = 32 m/s. Without scaling and S, TTC l would force us to decrease the step two orders of magnitude to ensure convergence, β < 2β 0 10 −2 . With scaling of σ = 10 we would only need to reduce one order of magnitude. But if we introduce the S term we achieve more stability, since when adding it to the scaled term, we make ω ≈ S, so making it be in the order of units. In the example, we get β < β 0 (2·10 −1 +1+32/34) = 2.14β 0 . In summary, the longer the TTC, the less relevant it becomes and we can keep the same gradient step even for long TTCs. On the contrary, with TTC s in the example, we obtain β < 21.94β 0 . That is, σ makes the TTC term be on the order of tens, with ω ≈ σ TTC s , which would even allow us to increase the gradient step to achieve quicker convergence.
• Second, the parameters establish the ratios of the allocated rates in presence of channel congestion as:
where TTC x refers to the minimum TTC computed by vehicle x. For long TTCs, that is, in absence of substantial risk, the ratio is determined by the S term basically: For α = 1 and realistic speeds, the maximum ratio is around 2. Let us note how that ratio tends to 1 as α increases, that is, as we argued previously, it tends to max-min fairness or more equal allocations. On the other hand, for short TTCs, σ again makes the maximum ratio depend basically on the ratio of the TTCs. Similarly, in the case of a short TTC and a long one, the former prevails over the S term.
In summary, with these parameters, we have an additional degree of control over the convergence speed and the allocations. In any case, we treat them as global parameters, in the sense that they do not need fine tuning. In our tests, we have set them to σ = 15 and v MAX = 34 m/s, values which should work well in a very broad range of situations, legal limits and types of roads.
Thus, the updated procedure with respect to our previous algorithm in [6] is outlined in Algorithm 2.
Algorithm 2 TTCC
1 Set initial vehicle prices π 0 v and rates r 0 v .
At the end of interval k: 5 Compute the TTCs and store them in ttcs: Then, each vehicle updates its rate r k v (π) according to:
As shown in Algorithm 2, at regular k intervals, each vehicle collects both its current acceleration, speed, and position, and those of the neighboring vehicles from their corresponding received beacons. With this information, the vehicle under study computes the root of eq. (6) for each neighbor, which corresponds to the TTC for that neighbor.
If a collision is possible, at least one of these roots (t) is real and positive. The TTC used in the algorithm is the minimum real positive root among all the obtained roots for all neighboring vehicles. The remaining steps of the iteration are identical to those of [6] and solve the problem (1) in a distributed way. We finish this section with a clarification of some features of TTCC: weights and rates are computed with only local information from one-hop vehicles.
• The information required for TTCs: position, velocity, and acceleration can be extracted from the fields already present in the beacons; specified in the standards. The only additional information each vehicle has to insert in a beacon, required to solve the NUM problem, is the weight (π ) and, optionally, 2 rate (r); just two real numbers. This small overhead is similar to other proposals, such as LIMERIC+PULSAR, which requires the sending of two real numbers, local and one-hop Channel Busy Ratio (CBR).
• Let us remark that priorities are only enforced if there is not enough capacity, as shown in Fig. 1c . If the MBL constraint is not active, that is, the load is below MBL, the beaconing rates are always set to the maximum rate, R max , for all vehicles.
V. RESULTS
In this section, we evaluate the performance of the TTCC versus other approaches previously discussed, namely: (i) LIMERIC+PULSAR, as a pure CC solution, (ii) CAM-DCC, specified in the standards with AC and CC, (iii) EMBARC, which integrates AC with LIMERIC, and (iv) NORAC, an integrated AC and CC solution based on game theory which provides weighted fairness. Unless explicitly mentioned, all the simulations have been made with OMNeT++ 5.3 [36] and its INET 3.5 library [40] , which implements the IEEE 802.11p standard and realistic propagation and interference models, also considering the capture effect. An additional mobility module, which implements the Intelligent Driver Model (IDM), has been developed to simulate more realistic driver behavior [41] .
In Table 1 , we summarize the simulation parameters, common to the simulation studies in this and the following section. We use a 6 Mbps channel and a beacon size of 500 bytes, which gives a total message size of 536 bytes including the MAC headers, and according to [20] , the resulting PHY packet duration is 760 µs. With these channel settings, the MBL constraint is set to C = 789.47 beacons/s to reserve 40% of the capacity for the DEN service, as explained in previous sections. In the particular case of NORAC, the utility parameter has been set, as a reference, to u v = v v /4 4 , being u v the speed of each vehicle v. As we discussed in Sect. II, an intrinsic problem of NORAC is that it requires adjusting a proper combination of parameters for different scenarios. Following the scheme of the authors in [10] , we have tested u v 4 and u v /2 4 , but since the maximum speed for which they tested the algorithm is 20 m/s, the 2 The algorithm requires that each vehicle know the load it measures in the channel, which is either the sum of the rates or approximately equal to the CBR. Therefore, only the weights need to be broadcast and CBR can be locally measured. We prefer to send the rate because it generally tends to be more stable. When the CBR is not equal to the sum of the rates, for instance in cases of severe fading, using the measured CBR allows us to adjust the allocation better to the actual channel load. Otherwise, in those cases, the load is overestimated and the allocation is slightly below the optimal. resulting beaconing rates are too high when we now employ higher speeds (e.g. 20-34 m/s) and the MBL constraint is not met. Other functions could be introduced, such as our own TTC, but further parameter adjustment would be required.
A. CONGESTED AND FREE-FLOW DIRECTIONS WITH ALL VEHICLES IN RANGE
In the first scenario, we set up 5 consecutive vehicles in movement on a lane at high speeds, and other parallel lanes in the opposite direction with a traffic jam to induce channel congestion. We call this the congested/free-flow direction scenario. The first group is led by the vehicle with ID = 4 (vehicle 4, hereinafter), which has a lower speed than vehicles 0, 1, 2 and 3, as shown in Table 2 and Fig. 5 . With the implemented IDM model, such initial differences in speed and separation force the following vehicles to decelerate with different intensity.
We intend to show the effect of vehicle deceleration on the beaconing rate. This is a situation where the TTC of the following vehicles must increase due to a risky situation created by the slower leading vehicle. Note that the vehicles in the traffic jam are not stopped, but moving at a slow uniform speed of 12 m/s, to prevent CAM-DCC from decreasing the beaconing rate down to one. They have been randomly positioned according to a Poisson distribution of average density ρ = 0.14 vehicles/m. There is a total of 236 vehicles in the network, all in range of each other. A Nakagami-m propagation model is used, and, as a consequence, the packet reception is not deterministic. The average carrier sense range [42] for this scenario is 1805 m, corresponding to a shape parameter m = 2 and path loss exponent β PL = 2.
In Figure 6 , we show the results for vehicle 0, the last of the high-speed vehicles, for 50 seconds and three different deceleration profiles, corresponding to IDM behavior in response to the initial speed of the leading vehicle 4. In the first case, where this speed is set at 22 m/s, we obtain light deceleration, which corresponds to a natural driver fit of the optimal speed in the road and which barely entails risk. Secondly, the initial speed of the leading vehicle is set at 12 m/s, which results in a moderate deceleration and risk; and finally, abrupt deceleration of about -3 m/s 2 is forced when the leading vehicle is completely stopped.
As might be expected, LIMERIC does not take the movement of the vehicle into account and allocates resources only according to the locally measured CBR. Particularly, with 236 vehicles all in range, all rates go to 3.668 Hz, which is an equal share of the available bandwidth.
Regarding CAM-DCC, it triggers a new CAM generation when there have been certain variations in speed, heading, or position during the last interval. That is, it reacts to the dynamics of the vehicle. It is always limited by the DCC entity, which constrains the CAM rate according to the congestion measured in the channel by a finite state machine, as in [4] , [8] , [21] . Results show that for the CAM-DCC algorithm, the speed of the vehicle proportionally determines the beaconing rate until it is limited by the DCC entity. In Fig. 6 , we can see that even though the velocity is still high, the beaconing rate drops to 5 beacons/s (T _GenCamDcc = 200 ms) due to the CBR limit, as a result of the CBR created by the vehicles in the congested direction, not shown in the aforementioned figure, but which have a similar rate to those of LIMERIC. This is an unnecessary limitation for a vehicle in a potentially unsafe situation; even more so when the CBR is only slightly above 0.3 and there is ample margin before reaching the MBL. In the moderate and sudden deceleration cases, again the DCC entity unnecessarily prevents the vehicle from raising the rate above 5 beacons/s. Moreover, the rate decreases as the speed decreases, independently of the traffic situation. The appropriateness of this behavior is questionable, as a vehicle stopped in the middle of a highway would transmit at just 1 beacon/s, oblivious to the state of the rest of vehicles, and in fact, this case is questioned in the standards for safety applications [17, Annex F]. On the contrary, TTCC effectively takes into account the surrounding traffic situation and prevents this issue: with TTCC, vehicle 4, the leading one, also keeps a higher rate. Especially, in the case of high deceleration, where it is completely stopped, it still keeps a high rate until the risk is over, as shown in Fig. 7 .
The behavior of NORAC depends on the combination of parameters, as we commented. The beaconing rate results are in accordance with CAM-DCC, except that setting the lower limit of speed to 4 m/s avoids dropping the rate to 1 Hz. But depending on the value of the price, the MBL may be violated, for instance, when using the recommended values in [10] , or when establishing pc v = 0.6. As shown in the next sections, NORAC requires its parameters to be tuned for each road scenario.
With TTCC, however, the beaconing rate adjusts to the risk of the situation, while keeping the CBR at the desired limit. In all the cases, as an example of weighted fairness in action, the ω parameter makes the beaconing rate of the free-flow vehicles stay well above the vehicles in the direction of the traffic jam, which are transmitting at around 3.5 beacon/s. That is, they have reduced their rates slightly to allow for the increase of the beaconing rates of the vehicles in the high-speed direction. Moreover, in the case of abrupt deceleration, it may seem odd that vehicle 0 sets the rate below 3.66 beacon/s, but, in fact, this is intended behavior. Since after t = 25 s, all the vehicles in the high-speed direction are stopped, there is actually no risk; that is, no TTC and ω = 1, whereas the vehicles in the jammed direction are moving at 12 m/s, so their ω > 1 and they transmit at around 3.5 beacon/s. As a final remark, the CBR for TTCC is always slightly below the 0.6 limit because of the algorithm implementation. At step 15 of Algorithm 1, to compute the difference between the MBL and the load, vehicles use the beaconing rate that their neighbors are using piggybacked in the received beacons. But, due to the fading of the propagation model, some of those beacons are lost. LIMERIC, however, adjusts to the MBL better because it uses the measured CBR. If a more precise fitting were necessary, TTCC could also compare the MBL to the measured CBR in step 15.
B. CONGESTED AND FREE-FLOW DIRECTIONS WITH MULTI-HOP
This scenario is the same as the previous one, but in this case, we change the path loss exponent of the Nakagami-m propagation from 2 to 2.5, which reduces the transmission range from 1805 to 403 m, approximately. Unlike the previous case, the vehicles have a different number of neighbors in range depending on their position, and so they set different beaconing rates depending on their position. We evaluate the sudden deceleration scenario.
In Figure 8a , we plot the time evolution of the beaconing rate, CBR, and the number of neighbors, while in Fig. 8b , we plot the beaconing rate and CBR vs the position of all the vehicles at t = 15 s, because from Fig. 6 , the greatest deceleration occurs approximately at that time. Regarding the overall rate allocation, in Fig. 8b , we can see how CAM-DCC only assigns a rate of 3 beacons/s proportional to vehicle speeds, which results in an under-use of the capacity, with CBR below 0.2. Unlike the all-in-range scenario, the DCC limit is not met in this case, and so we can observe in Fig. 8a , that the decelerating vehicle can set a higher beaconing rate in the interval from 0 to 18 s. LIMERIC+PULSAR (shown as L+P), NORAC and TTCC try to maximize the capacity up to the MBL. In the case of TTCC, we can see the typical ''U'' allocation for proportional fairness [6] , where the throughput is being maximized when possible. So the vehicles on the edges of the scenario set a much higher rate, since they have fewer neighbors and therefore, experience less load. LIMERIC+PULSAR, on the contrary, yields a typical maxmin allocation, and so the bottleneck links, in this case, the vehicles in the middle of the scenario, limit the maximum rate for the others: all vehicles set their rate equal to the rate of the more loaded ones. This is the typical trade-off between resource usage and fairness, which manifests itself also as a CBR below the MBL.
If we look at the time evolution for vehicle 0, we see that the LIMERIC+PULSAR beaconing rate goes to the common final allocation with a slight oscillation, independently of the dynamics of the vehicle. TTCC, on the contrary, keeps the beaconing rate to a maximum due to the risk, and only when it is over is it decreased to the level of the neighbors in the congested area. Later, as the congested cluster moves away, the beaconing rate is raised again, contrary to LIMERIC+PULSAR, which maintains the rate of the most congested vehicle level as long as there is a multi-hop link to the bottlenecked area. Concerning NORAC, we use the same utility and price parameters than in the previous scenario, where using pc v = 0.6 resulted in a remarkable surpassing of the MBL. But, nevertheless, in this case, makes the CBR keep below the MBL. This outcome confirms again that NORAC requires fine parameter tuning for different scenarios or a more clear selection procedure. We have also simulated EMBARC in this scenario. However, the results are very similar to those of LIMERIC+ PULSAR, because the tracking error does not change noticeably in this scenario, and so no additional beacon is triggered. Once the main features of both congestion and awareness control both for all the vehicles in range and multihop for a simple scenario have been analyzed, we turn to evaluate a more realistic road situation, consisting of a large number of vehicles in motion.
C. REALISTIC TRAFFIC JAM WITH MULTI-HOP
To observe the TTCC response in a real scenario with a large number of moving vehicles, we generate two approaching clusters of vehicles: one (Cluster A) at very high speed (V MAX = 34 m/s) and another (Cluster B) congested due to a traffic jam (12 m/s), as depicted in Figure 10 . We now require more realistic separation distances. Otherwise, the TTC would yield values that are too low. Therefore, we position the vehicles according to a Poisson process, separating vehicles with distances of between 10 and 40 m for those in free flow and distances of between 5 and 10 m for those located in the congested road section. In addition, we introduce channel congestion by adding 2 more lanes in different y-axis positions. Altogether, we have 300 vehicles, divided into two clusters of 150 vehicles each, separated by 1000 m, as shown in Table 3 . This distance is introduced for two reasons: (i) to give the algorithms time to converge and leave the transient phase, and (ii) to clearly observe the priority of speed before the vehicles start to measure risk and, therefore, the TTC priority mechanism is applied. The transmission range used in this section is set at 403 m as in the previous scenario. In Figure 9 , the beaconing rate is plotted versus the position of the vehicles for different simulation times to allow us to observe the channel management and behavior of each studied approach. In addition, we show the speed versus position of the vehicles to discuss their influence.
seconds
In the first 15 seconds, when the clusters are still isolated, we see a typical allocation pattern in a multi-hop scenario for TTCC for the approaching cluster, with higher speed vehicles prioritized. In contrast, the allocation is flatter for the other proposals, equal for LIMERIC+PULSAR, and proportional to speed for NORAC and CAM-DCC, except in this latter for the middle of the approaching cluster, where a higher load triggers the DCC entity, which limits the rates to 5 beacon/s. In the congested flow cluster, since all the vehicles are in range due to higher vehicle density, all the proposals result in a flat rate allocation, but TTCC and NORAC set a higher value due to its design.
30, 45 seconds
As time passes, some leading vehicles from the front of the moving cluster start entering the range of those located in the traffic jam. For TTCC, the approaching vehicles start detecting the jam and the risk involved, so the TTCs begin to decrease, while the rates increase. The effect is more clearly visible in the front section of the congested cluster, marked with an arrow in the figure, where the risk assessed as TTC makes the vehicles increase their rates, balanced by a decrease in the rates of vehicles in the rear section. This is a behavior not shared by other proposals and shows how weighted fairness operates in TTCC.
In this interval, the speed is still high because free-flow vehicles are far from the congested cluster. However, they are already in communication range, and the measured channel load increases, which triggers the DCC limit for CAM-DCC and forces vehicles to decrease their rates. This behavior is questionable, since high speed, potentially more risky vehicles are forced to reduce their rates unnecessarily. NORAC solves this point by keeping high the beaconing rates until vehicles begin braking. With LIMERIC+PULSAR, the rates are directly reduced to match those of the congested cluster. Again, the max-min approach forces vehicles to adopt the rate of the most congested link.
60, 75, 95 seconds
When the approaching cluster of vehicles comes close to the traffic jam, the risk of collision is more significant due to a low relative distance and a high relative speed. TTCC increases the rates of the vehicles involved to a maximum, shown in Figure 9 between 2600 and 3400 m. Over time, as drivers brake, the risk of collision is gradually moving along the cluster, from the front (3500-4000 m) to rear (1800-2600 m), depending on the measured TTC at each moment. Also, as more vehicles join the congested queue, the channel load increases. TTCC forces beaconing rates to decrease gradually along the merging clusters, lowering the rates of those in the queue without risk and keeping the rates of both vehicles with low risk high or not really measuring congestion on the channel. In comparison, LIMERIC+PULSAR cause the rates to drop more drastically and with oscillations, shown in t = 60, 75, and 90 s. CAM-DCC again tracks the speed in the sense that it assigns rates proportionally to speed in general, decreasing the rate as the vehicles brake. Similarly, NORAC decreases the beaconing rate in function of the vehicle speed, but, as the number of neighboring vehicles increases, the CBR may grow also without any limitation or not, again depending on the selected value of the price parameter.
D. GRID ROAD
Finally, we test TTCC in a scenario with intersections, where vehicles approach intersections at different speeds and stop in queues before crossing them, according to their right of way. We have used SUMO [43] to simulate realistic traffic patterns. We have set up a 2×2 grid road network with 9 intersections and 600 m edges with 4 lanes each, where vehicles tend to a top speed of 34 m/s whenever possible and no other vehicle is ahead. The minimum distance traveled for each vehicle has been set at 12 km with 15 intermediate way-points, which allows us to record the same number of data once the algorithm is stable (from 150 s to 450 s). The number of vehicles is fixed in the network since all of them have already been inserted and neither has completed their trip. A summary of the SUMO simulation parameters is shown in Table 4 . We have tested TTCC, LIMERIC+ PULSAR, CAM-DCC, NORAC, and EMBARC.
Due to the multidimensional nature of the results of this scenario and the difficulties of drawing them on a picture, we have included supplementary videos (MPEG4 files) which show the time evolution for the beaconing rate and CBR on the road overlay. A sample image is shown in Fig. 11 , and the videos will be available at http://ieeexplore.ieee.org. As can be seen, TTCC vehicles typically set their maximum beaconing rate on clear road sections, as well as when they approach intersections. While vehicles are stopped on queues, they tend to reduce their beaconing rate unless they detect a potentially dangerous approaching vehicle. LIMERIC+ PULSAR, being a pure CC algorithm, keeps an almost constant beaconing rate independently of the road section and traffic situation, whereas CAM-DCC and NORAC basically set the beaconing rate proportional to the speed. Although not shown either in the video or in Figure 12 , if we combine CAM-DCC with LIMERIC+PULSAR, the results are very similar, because the beacon generation is separate from the CC and the latter only limits the maximum rate. The results for EMBARC are very similar to those of LIMERIC+PULSAR and only some additional beacons are sent when the suspected tracking error of the vehicles reach a certain threshold (T = 0.2 m), which occurs when vehicles are turning, braking, or accelerating. Nevertheless, this mentioned extra transmission does not occur very often (see Fig. 12 ) with a representative vehicle with id = 192, which confirms that it is only active in noticeable curvy scenarios.
Overall, as shown in Fig. 12 , TTCC vehicles maintain a higher beaconing rate, often the maximum, for longer times, without violating the MBL, which should always benefit the QoS of applications on top of the service. In the case of NORAC, given the number of vehicles implied and the given speeds, this is also satisfied, since the CBR is above average but the MBL is not exceeded. EMBARC, on the other hand, oscillates unless we set its β L parameter to 1/400 [5] , which stabilizes the control, but results in an unnecessarily low beaconing rate, even though the CBR is not close to the MBL.
VI. CONCLUSION
We have described and discussed TTCC, integrated awareness and congestion control algorithm based on distributed Network Utility Maximization (NUM). TTCC keeps the channel load under a given threshold while assessing the safety of the surrounding traffic situation with a time-tocollision metric, valid in general traffic situations, which is used to assign priorities in the optimal allocation problem. This simple, but general vector formulation for TTC is one of the distinctive features of TTCC. It allows us to seamlessly assess the risk in curves and intersections and aligns well with the CAM management alternatives discussed in European safety signaling standards.
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