Abstract-Anomalous connections in a computer network graph can be a signal of malicious behaviours. For instance, a compromised computer node tends to form a large number of new client edges in the network graph, connecting to server IP (Internet Protocol) addresses which have not previously been visited. This behaviour can be caused by malware (malicious software) performing a denial of service (DoS) attack, to cause disruption or further spread malware; alternatively, the rapid formation of new edges by a compromised node can be caused by an intruder seeking to escalate privileges by traversing through the host network.
I. INTRODUCTION
Cyber-attacks have become increasingly sophisticated and so keeping computer networks secure is of crucial importance. In order to detect these attacks quickly, high-volumes of computer network traffic data need to be analysed in real time. There are two main approaches to intrusion detection on a computer network, namely signature-based methods and anomaly detection methods. While the former can rapidly detect attacks that have been already identified and stored on a signature database [1] , the latter aim to find intrusions by using only limited information on the characteristics of the attack [2] . In this case, a model reflecting the normal behaviour of the system is built and anomaly detection is based on the identification of any abnormal deviation from the normal state. The subject of this paper is motivated by the latter approach.
Statistical anomaly detection monitors behaviour along each edge in the network looking for outlying behaviour. Edges can be flagged as anomalous if their current behaviour deviates significantly from past behaviours. For instance, monitoring the number of new edges formed in the network is therefore important in detecting anomalous patterns. The method presented here views the stream of network flow events from, say, a particular client IP address as a binary sequence, where the next value in the sequence is 1 if the client connects to a server IP address which has not previously been observed; otherwise, the next value in the sequence is 0.
The formation of new edges is not a stationary process, and the rate at which new edges are formed should be viewed as time-varying: initially, many of the connections of the client will be new as its regular connections are first established, whilst in the longer term the rate of new edges will necessarily reduce, but will still be far from zero. In particular, the mechanism of new edge formation in the computer network was modelled here as a logistic regression. Attention was focused on performing variable selection, a procedure intended to select the 'best' subset of predictors for the response variable. Various reasons make variable selection a useful resource when faced with a large number of possible regressor variables, principally the necessity to remove redundant predictors that will only add noise to the estimation of other quantities and increasing the computational load.
Specifically, the tool of Bayesian variable selection was used on computer network flow data from two IP addresses from the Imperial College London domain. Bayesian analysis is a statistical approach to inference, where prior probabilities on parameters are updated with the information contained in the observed data using Bayes' theorem. The process results in posterior updated probabilities. After selecting the subset of regressors with highest posterior probability of inclusion, regression coefficient estimates are provided in order to understand which variables most affect the probability of observing new edge at each time interval selected. The paper is organised as follows: A brief overview of Bayesian variable selection and model averaging is given in section II, while the main results of the application of these techniques to logistic regression modelling of two clients in Imperial College London's computer network are presented in Section III. Section IV offers some conclusions.
II. BAYESIAN VARIABLE SELECTION
A common problem arising in multiple regression models is represented by variable selection, as we are often faced with a large number of possible regressors and including all of the possible variables can lead to poor statistical performance. Variable selection methods aim at identifying the best subset of variables to be included in the model, given a set of potential variables. Variable selection is a special case of the wider problem of model selection, since each subset of variables can be regarded as a different regression model. Several Bayesian model selection techniques have been developed, including the seminal paper on Bayesian model averaging [3] , which is the approach considered here.
Bayesian model averaging provides a simple and useful way to account for the uncertainty associated with the model selection process. This approach tackles the problem of selection by estimating models for all possible combinations of variables and constructing a weighted average over the model space. Considering p possible variables, there are K = 2 p possible combinations of different models, without considering the interaction effects between variables.
Let M = (M 1 , . . . , M K ) be a set of possible models and Δ the quantity of interest, such as a model parameter. The posterior distribution of Δ given the data Z is:
This can be viewed as a weighted average posterior distribution for Δ under each of the models considered. The weights are the corresponding posterior model probabilities, calculated by applying the Bayes' theorem as follows:
,
is the prior probability that M k is the true model. The prior distribution has to be elicited by the researchers in order to reflect prior beliefs. Parameter estimates are therefore obtained via the approach described above. Suppose θ is a parameter of the model, its Bayesian model averaged estimate iŝ
where θ k is the posterior mean for model k. Variances of these estimates as well as estimates for other quantities of interest are available [4] .
Several challenges are still involved in the implementation of Bayesian model averaging (BMA), for example the evaluation of the quantities above such as the marginal likelihoods p(Z|M k ) which do not typically have closed form, and the specification of suitable prior model probabilities p(M k ).
III. AN APPLICATION TO IMPERIAL COLLEGE LONDON COMPUTER NETWORK FLOW DATA
The approach briefly described in the previous section was applied to a logistic regression model for new edge probabilities, using real network flow data from the computer network of Imperial College London.
A. Network flow data
A large collection of flow data was available, drawn from two collection periods of lengths 96 days and 53 days respectively, separated by a break in collection of 43 days. Two small, differently motivated subsets of these data were analysed.
The first subset of data contained the client network flow records for a particular IP address, IP X, which was well known to the authors from another analysis [5] . A logistic regression analysis was conducted, and then repeated on the same data set after removing automated periodic connections [5] , for the purpose of comparison. Polling behaviours can be either indicative of malicious attacks or of automated requests permitted by the client. In both cases, network flow data of this nature may interfere with the reliability of statistical modelling, since bursts of new edge formation would be predictably broken up by periodic connections to established hosts.
The second subset of data used here contained the client network flow records of another IP address, IP Y , which was found to be infected towards the end of the data collection period. Again two analyses were performed, this time considering separately the two continuous collection intervals; the first interval contained no known malicious attack, whereas the second was known to contain infected data.
The data were obtained from router level flow records gathered from one of the main network of Imperial College London. Network flow data contain information such as the IP source and destination addresses, the protocol, and source and destination port numbers for User Datagram Protocol (UDP) or Transmission Control Protocol (TCP). Both UDP and TCP are core members of the Internet protocol suite (the set of network protocols used for the Internet).
B. Logistic regression model for new edges
The analyses refer to a logistic model, which is a generalised linear model [6] for a binary response with a logit link function. Logistic regression is a standard tool (a mathematical transformation of a linear regression) commonly used in presence of a binary response variable, with associated probability π where the logit link function of π, logit(π) = log{π/(1−π)} is assumed to be a linear model of the regressors.
For a given client IP address and t = 1, 2, 3, . . ., let N t be the number of unique server IP addresses connected to by the client after observing t network flow events. Then define the increment dN t to be a Bernoulli(π t ) random variable for the presence of a new edge at time t, so π t = P (dN t = 1).
The saturated model for π t considered here is
which includes several terms summarising the last flow: the duration, four indicator variables for the server port used and six indicator variables derived from the TCP flag fields (see Table I ). Uniform prior distributions are assumed for each regression coefficient.
The dummy variable for the protocol field indicates whether the protocol for the last connection was TCP or UDP. From the full extent of ports used, four dummy variables were created indicating whether the application was SSH (Secure Shell protocol), HTTP (Hypertext Transfer Protocol, used by web browsers), DNS (Domain Name System protocol for converting domain names to IP addresses) or IMAP (email applications including Outlook, Eudora and Thunderbird). Finally, the TCP variables indicate that the Urgent pointer field and Acknowledgement field are significant, the buffered data are pushed to the receiving application, the connection is reset, the sequence numbers are synchronised and finally that the connection with the sender is closed.
C. Variable selection results
Bayesian variable selection was applied to the logistic model (1) . The computation for the analysis was performed using the library BMA of the statistical software R (http://cran. r-project.org/web/packages/BMA/BMA.pdf). The aim was to produce a list of 'top' models, and the exploration of the model space follows the principle of Occam's razor or principle of parsimony for scientific explanation. There were 15 potential candidate variables in (1), implying a total number of 2 15 possible models. All combinations of predictors were assumed to be equally likely a priori: the posterior model probability for all possible models were computed using the diffuse (but proper) prior distributions. Tables II and III contain the posterior means, standard deviations and posterior effect probabilities P (β = 0|data), for the coefficient associated with each variable, based on the data for IP X with and without polling data, respectively (cf. Section III-A). Note that these parameter estimates and standard deviations directly incorporate model uncertainty.
The results show that the most influential variables on the arrival of new edges are N t−1 , dN t−1 , dN t−1 dN t−2 , and the duration, the use of a web port and the acknowledgement field in the last connection. The variables corresponding to the other ports included in the analysis were never selected by the procedure, highlighting the significant weight of a web browser connection for forming new edges. Surprisingly, the variable t, intuitively influential on the response variable, was never selected. This may be due to the presence of a strong correlation with the variable N t−1 , which possibly mitigates its effect. The variables dN t−1 and dN t−1 dN t−2 have the highest (positive) posterior mean effects; intuitively, this tells us that arrivals of new edges occur in bursts, and so knowledge that that the last edges were new is very influential on the arrival of a new edge next time.
Comparing results obtained from the data set where the polling behaviour was removed, it can be noted that PortHTTP gain a 100% probability of inclusion, while the indicators of data pushing, synchronisation of sequence numbers and end of connection become less influential. Importantly, dN t−1 dN t−2 is now included in the model 100% of the time, supporting the hypothesis that bursts of new edge activity are more easily seen to be significant once polling traffic has been filtered out.
The other two data sets analysed here concerned the client connections of an IP addresses on the Imperial College network that was eventually infected, IP Y (cf. Section III-A). They correspond to the flow data collections either side of a 43 day break, where the second collection is suspected to contain the infection event. Figure 1 shows the number of events occurring in each 20-minute bin of time, before and after the break in data collection. The circled outlier is very pronounced, indicating clear anomalous behaviour occurring in the second period.
Results for the first and second collection periods are reported in Tables IV and V acquires more importance with respect to the previous analysis, especially with the data set containing the malicious event when this indicator was always selected. Furthermore, the synchronisation variable has a very different impact on the two data sets. Whereas in the first one it does not seem influential, in the second analysis it is selected with a 100% probability, indicating the importance of a matching connection after having sent a connection request. 
IV. CONCLUSION
A simple Bayesian variable selection method for logistic regression was presented and applied to the analysis of new edge formation in Imperial College London's computer network data. Various motivating client data sets were analysed: comparisons were made with specific client behaviour data before and after the removal of periodic automated connections, and before and after the occurrence of a malicious attack. The goal of the analysis was to use Bayesian variable selection on a logistic model, in order to identify the most influential variables on the new edge formation behaviour in the network. The procedure indicated the considerable significance of the most recent edges being new on the probability of observing another new edge, as expected. Furthermore, the indicator variable for the presence of an HTTP port was always found significant, especially when focusing on data only containing human-level connections, i.e. after removing the automated traffic. Indicators on the presence of the other ports included were never selected as influential variables, and neither were the TCP fields corresponding to a connection flagged as urgent or a reset connection. Future research should investigate the performance of variable selection under different choices of the prior distributions, not possible with the BMA library in R, which is inflexible regarding both model and coefficient priors. Moreover, attention should be focused on the analysis of the predictive performance of the different models selected.
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