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Abstract--We consider the one-dimensional heat conduction equation [i]. The so-called e-method 
will be applied to the numerical solution of the problem [2,3]. Here, the question is the suitable choice 
of the mesh on which the continuous problem is discretized, that is, the choice of the stepsize of the 
diseretization in both variables. The basic condition comes from the condition of the convergence [2,3[. 
Moreover, it is reasonable to choose such a convergent numerical method which is optimal in a certain 
sense [4,5]. For any given implicit finite difference method with fixed number of arithmetic operations, 
we introduce an optimal parameter choice and define the optimal mesh in this sense of values of the 
stepsizes. We compare our results with the bounds obtained for the preservation of basic qualitative 
properties. As a result, we obtain the parameter choice for any convergent method being both optimal 
and preserving the main qualitative properties. Finally, a numerical example is given. © 1999 Else- 
vier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Let us consider the following parabolic partial differential equation, the so-called one-dimensional 
heat conduction equation: 
o~u(=, 0 = o~,(=, O, 
~(0,t) = u(: , t )  = 0, 
~(=, o) = uo(=), 
= e (0,1), 
t_>0, 
x e [0,1], 
t>O, 
(:) 
in the domain fl = [0,1] x [0, oo), where u0 is a sufficiently smooth function. For solving this 
problem by the finite difference method, we define the following mesh: 
f~(h,r):={(xi,tj), xi =ih, tj =jr ,  i =0 , . . . ,n+l ,  j eN}, 
where h = 1/(n + 1), (n E N), r e R + are given. Denoting the approximation to the exact 
solution at the jth time level by yJ and using the so-called 0-method, we define the following 
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one-step iteration process: 
yj+l _ yj 
0h-~2 qyJ+l  - (1 - 0) h-~-2 qyJ ,  j=O,  1, . . . .  (2) 
T 
Here Q = tridiag[-1, 2, -1] E R nxn, O • (0, 1] is an arbitrary parameter and the vector y0 is a 
suitable approximation of the initial function. Let us introduce the notation q = T/h 2 and let 
the unit matrix denoted by I. Solving the systems of linear algebraic equations X ly  j+l = X2y j 
(j = 0, 1,.. .  ), where Xl = I + 0qQ and X2 = I - (1 - 0)qQ, we obtain the numerical solution. 
The well-known condition of the convergence of the method may be formulated as follows. 
LEMMA 1. (See [2].) For the values O • [0, 0.5), the O-method (2) is convergent in/2-norm if and 
only if the condition 
1 
q -< 2(1 - 20) (3) 
is satisfied. For the values O • [0.5, 1], no condition arises. 
It can be verified that the local approximation error ~(i , j )  at the point (xi, tj) is 
O -  1/2] ~(i,J): [(O--~)Tq-~2 ] 04U(Xi,tj-kl/2)'~[~---~ -~" ~ J  061U(Xi'tJq-I/2)T2"~-O(T4 q-h4) " (4) 
Obviously, in the general case, the order of the local error is O(T ÷ h2). By a special choice of the 
mesh we can, however, achieve ven a higher order. Namely, for the methods with 0 • [0, 0.5], 
the special choice 
results in an error of order O(T 2 + h4). 
error of O(r 2 + h 2) on any mesh. 
1 
q = 6(1 - 20) (5) 
Clearly, the Crank-Nicolson method (0 = 0.5) has an 
The solution of the continuous problem (1) has several qualitative properties, like contractivity 
in maximum norm, suitable convergence in time, preservation of nonnegativity and shape of the 
initial function, etc. They are characteristic of the heat conduction process [6]. It is not less 
important to transfer the discrete analogues of the basic qualitative properties of the continuous 
solution mentioned above to the numerical solution. This requirement for any 0-method results 
in conditions for the choice of the mesh, even for unconditionally stable schemes [7-10]. The 
preservation ofthe nonnegativity plays a fundamental role since it implies the preservation of the 
most important properties. Therefore, during the mesh-generation, i  addition to the conditions 
of the approximation and convergence, we require the preservation of nonnegativity. For this 
purpose, we recall the following. 
LEMMA 2. (See [8].) For a given O-method, the numerical method (2) is nonnegative if and only 
if the condition 
1 
q < 2(1 - O-------~ (6) 
is fulfilled. 
It is self-evident to put the question about the choice of the optimal method, that is, to define 
the optimal parameter 0. This problem is widely investigated for the finite difference method 
from the point of view of accuracy [4,5,11]. It has not been solved completely et. As it is 
known, the optimal choice of the parameter 0, even for the homogeneous problem, depends on 
the smoothness of the initial function. Therefore, we did not make any effort to formulate the 
optimal 0-method. In the next section, we define the optimal mesh for any 0-method with fixed 
number of arithmetic operations. That is, for a given method, we define such a mesh on which 
the numerical solution achieves the most accurate values at a fixed time-level, within the same 
number of operations. Also, we aim at defining such meshes on which the qualitative properties 
are preserved. 
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2. AN OPT IMAL  PARAMETER CHOICE 
For a given 0-method, we introduce some notations. Throughout this section, the fixed number 
T E R + denotes the time level at which the global error will be minimized and M G N denotes 
the number of the arithmetic operations used for the determination of the numerical solution 
at the time level T using iteration (2). Here, one operation means one multiplication and one 
addition. Let us denote such an approximation by yT, M, that is, the approximation at the time 
level T obtained by the 0-method with the help of M operations. Denoting the exact solution at 
the time level T at the mesh-points by u T, we set Z T 'M = IlU T - -  yT'MHI 2 . 
DEFINITION 3. Let T, M, and O be fixed numbers. We say that the mesh ~opt :=~(hopt,Topt) 
is optimal ff the error z T ,M is minima/on this mesh. 
In what follows, we give an upper bound for the error and we shall minimize this bound. We 
define an optimal mesh ~opt approximately, aswell. 
First, we define the number of operations required in our numerical process. Let us assume that 
for the solution of systems of linear algebraic equations with tridiagonal matrices (2), which is 
needed at each time level, we apply the well-known special Gauss method, the so-called Thomas 
algorithm [2]. This method requires 9n operations at each step. This means that execution of 
T/r  iterations defines the total number of the operations as follows: 
M=T9n= 9T(1 -h)  
r qh 3 (7) 
On the other hand, one can easily verify that for the global error at the time level T, the estimation 
[T /'d 
z r < z ° + r II ''E 
m----1 
(8) 
holds. Here, ~m is the vector with the elements ~(i, m) (i = 1, . . . ,  n). For simplicity, we assume 
that z ° = 0. Using expressions (4) and (7), bound (8) can be increased in the following manner: 
9T(1 - h) zr <_ Th2 ~ K1 -~ 
where 
+K2+K3(gT(~t¢-h))2 1 ] ~-~ + higher order terms , (9) 
K1 -- l0 - 0.51 sup 102u(x, t)l, 
1 
K2 = ~-~ sup IO~u(x,t)l, (10) 
28+3 
ga= 4----~suplO[u(x, tll. 
Here, the supremum is taken over the domain f i t  = [0, 1] x [0, T]. Applying the trivial inequality 
1 - h < 1, we obtain the new upper bound 
[ 9T _ 81T 2 ] 
z T <_ Th s/2 K1--~-~ + K2 + K3-M-- ~ + higher order terms , (11) 
which is more relevant for our calculations. 
Let us remark that the functions on the right-hand side of (9) and (11) depend on the step 
size h only. In what follows, we find the minimum of this function. 
We shall distinguish three different cases. 
First of all, we examine the method with 0 < 1/2. As the expression for the truncation error (4) 
shows, one has to choose a mesh for which condition (5) is fulfilled. Such a choice is known in 
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the literature as "schemes with higher accuracy" [2,3]. Due to (7), the optimal stepsize of the 
discretization with regard to the space variable hop t is the least positive solution of the equation 
h 3 + Ch - C = 0, (12) 
where C is defined as 
C = 54T(1 - 28) 
M 
Because C > 0, equation (12) has a unique solution on the interval (0, 1). 
optimal stepsize of the discretization with regard to the time variable Top t is 
1 h2 
T°Pt  - -  6(1 - 28) opt"  
In this case, the 
We remark that for practical purposes, one can simplify the computations by replacing the term 
1 - h by 1 and defining an approximate hop t and "/'opt directly. After a simple computation, one 
obtains 
hopt C54T(M- 20) 1 20) h°2pt" (13) 
"~ - - -  ' T°pt "~ 6(1 - 
Further, we examine the methods with 8 > 1/2. For this case, we analyse the first part of the 
truncation error, letting the remainder be of order O(T 2 + h4). Then, based on ( l l ) ,  one needs 
to minimize the function 
z(h) = Th 5/2 K I~ + K2 • (14) 
As such, one must solve the equation z'(h) = 0. On the interval (0, 1), it has a unique solution 
which is a local minimum of z(h). Taking into consideration expression (7), we obtain 
hopt ~" 16(28 -- 1) 9T 5 1) h°2pt" (15) 5M'  ropt ~ 6(20 - 
Proceeding from expression (9), one must solve the equation 
54T(28 - 1) (2h2 _ h - 1) + 5h 3 - 6h 4 = 0, (16) 
M 
which would result in better parameters, but the computations are more complicated. 
Finally, we examine the Crank-Nicolson method, that is, the case 8 = 0.5. This leads to K1 = 0 
in i l l ) .  Thus, we have to minimize the function 
_ 81T  2 ] 
z(h) = Th  5/2 K2 + K3~-~J  • 
With a simple calculation, we obtain 
4/ 243T2 K3 
hopt = V 5M2K2 " (17) 
The value Top t can be defined based on (7) as 
9T(1 - hopt) (18) 
T°pt  ----" Mhopt ' 
respectively. We remark that the definition of hopt in (17) is practically complicated because it 
contains the expression K3/K2 where these constants depend on the solution of the continuous 
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problem (1). A Fourier analysis of the solution shows [1], that for practical purposes the term 
K3/K2  may be replaced by lr 2. As such, one arrives at a more useful formula 
4 ~  2 
hopt-- V -5~ • (1{}) 
As earlier, Topt can be defined using expression (18). 
We note that in this study the explicit method (0 = 0) was not investigated. This is so, because 
the number of arithmetic operations differs from that given in (7). 
Let us turn to the examination of the preservation of the qualitative properties. For the given 
method, the aim is to generate an optimal mesh on which the nonnegativity of the initial vector 
is preserved. That is, the stepsizes of the mesh must satisfy condition (6). Furthermore, we 
examine only the values of q. Obviously, for a given h it defines the mesh uniquely. Therefore, 
for the different methods, we compare the values of q, implied by the optimality and nonnegativity 
conditions and choose the least one for the actual q. By simple calculation, one can verify the 
following results. 
For the methods 8 E (0, 2/5), the mesh can be chosen according to (13). 
In the cases 8 e [2/5, 1/2) and 0 E (1/2, 8/11), we have to consider condition (6) for the choice 
of q. To have an optimal value q, we define q as large as possible, since the error decreases with 
an increase q. As such, we have 
1 
q = 2(1 - 0)" (20) 
For 8 E [8/11, 1], we define the mesh by (15). For the Crank-Nicolson method, the strategy of 
the choice of the mesh depends on the actual values T and M. 
3. NUMERICAL  EXAMPLE 
In this section, we present a test problem and examine the estimated optimal parameters. 
We consider equation (1) with initial function uo(x) = sin(rx). Let the given parameters be 
T -- 0.05 and M = 106, respectively. The exact solution is u(x, t) = sin(lrx)e -~2t. Consequently, 
for the constants in (11), we have K1 = [8 - 1/217r 4, K2 = (1/12)r 4, and K3 = (28/48 + 3/48)~r s,
respectively. 
If 8 < 1/2, then q = (1/6(1 - 28)). Actually, for 8 = 0.3, one obtains the optimal value 
qopt : 0.416 and, applying expression (13), nopt = 97. Results are compared in the Table 1. 
Table 1. 
q n Error in /2 -Norm 
0.2 76 1.752 x 10 -6  
0.4 95 7.746 x 10 - s  
qopt nopt 2.343 X 10 -10 
0.45 99 1.406 × 10 -7  
0.5 103 3.182 × 10 -7  
1 130 1.251 × 10 -6  
As can be seen, on the optimal mesh the numerical solution is much more accurate than for 
the other cases. 
Now, we turn to the case 0 > 1/2 and examine the method 8 = 0.55. This is suggested as 
an optimal 0-method in a certain sense [5]. The optimal mesh for this method is defined by the 
parameters qopt -- 8.233 and nopt = 263. They are obtained from equation (16). 
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Table 2. 
q n Error in/2-Norm 
0.0585 50 9.767 x 10 -6 
0.4590 100 2.181 x 10 -6 
3.6361 200 9.735 x 10 -7 
7.9702 260 9.209 x 10 -7 
qopt nopt 9.194 x 10 -7 
8.9231 270 9.209 x 10 -7 
12.231 300 9.297 x 10 -7 
56.4752 500 1.088 x 10 -6 
Table 3. 
q n Error in/2-Norm 
0.5852 50 9.436 × 10 -6 
28.9442 400 5.173 x 10 -s  
230.976 800 1.737 x 10 -9 
qopt nopt 8.620 x 10 - l °  
328.78 900 2.273 x 10 -9 
450.90 1000 5.605 x 10 -9 
Table 2 contains the results of computat ions for this method on different meshes. 
For the Crank-Nicolson method (8 = 0.5), the opt imal  values are qopt = 289.43, •opt = 863, 
respectively. Table 3 shows the efficiency of the method on the opt imal  mesh. In this case, the 
quotient K3/K2 is equal to 7r 2, exactly. 
We remark that  the choice of the opt imal  parameters  satisfies the condit ion of the qual i tat ive 
preservat ion only for the method 8 = 0.3. For the other methods,  aiming at conserving the 
qual i tat ive propert ies,  we have to use condit ion (20). That  is, for the method 8 = 0.55, the 
choice q = 10/9 is opt imal  in this sense, while for the method 8 = 0.5 q = 1 is opt imal .  
I t  is worth noting that  the above calculations can be carried out also in the case of the (a, 9)- 
method.  In this method,  the value ~ E [0, 1/4) is a new parameter  and the method includes a few 
numerical  methods.  Wi th  the choice a -- 0, we obtain the finite difference 6-method invest igated 
in this work. The choice a = 1/6 results the finite element method with l inear elements. In this 
paper,  we considered a uniform discretization in the space variable. It  is equal ly impor tant  o 
define the best  discretization, as that  which minimizes the norm in the sense of Definit ion 3. 
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