Abstract. Thermal methods have been used in non-destructive testing as part of the collection of many techniques available for finding flaws in various materials. Although several types of Thermal Non-Destructive Testing (TNDT) are used on composite materials, the work presented as part of the present research is focused on plate steel samples. Defects are introduced on a steel sample prior to the start of the experiment and a scanning-laser TNTD method is used in an effort to find the defect locations. A moving line-source laser beam was utilized in an effort to scan the entire surface of a rectangular plate, pursuant to locating defects. In order to reconfigure a point beam of laser energy into a line-heating source, sheetforming optical components were used. Efforts were made to form the beam such that the intensity of the line-heating source would be as uniform as possible. The heat source was then scanned across the sample by placing the sample in a vertical position on a moving servo table which moved horizontally at a prescribed speed of 1 mm/s. This speed was chosen to allow the laser to be utilized at maximum power so as to generate the largest possible temperature gradient without exceeding a temperature rise of ten degrees centigrade. The large temperature gradient was desired in order to maximize the sensitivity of the defect-detection method, since the method of detection hinges on the principle that mechanical defects in the material generate perturbations in the measured temperature field. The relatively-small overall temperature rise of ten degrees is desired in order to allow the heat transfer to be modelled mathematically assuming constant thermal properties.
Introduction
Non-destructive testing has a broad history with many methods having been used for the detection of defects in materials. Adequate quality control in products and system components is critical and requires sophisticated and sensitive techniques. Methods typically used include magnetic anomaly detection, ultrasonic testing, dye penetrant testing and gamma or x-ray imaging [1] . Each of these methods includes its own strengths and weaknesses. The method being presented in the current research involves the use of thermal imaging as a means for locating defects or inclusions inside solid objects. The original inspiration for this method was presented by Bryan [2] , where laser heating was to be applied at a specific point on the surface of a planar object and measurements were to be recorded as the heating took place. The measurements would make use of thermal imagery. The concept involved the notion that defects could be located by fitting a calculated temperature distribution to the measured temperatures on the surface of the material. Through this work, Bryan demonstrated that imperfections are very difficult to detect when looking strictly at the raw temperature measurements. However, the defects can become much more apparent when the calculated temperatures are subtracted from the surface temperature measurements. The key lies in the residual temperature field. This residual image should theoretically consist of measurement noise. The defects in the material, if they exist, would then appear as disparities which would be more prominent within this residual field than the background measurement noise. In effect, the aberrations would be magnified since the overall surface temperature rise from the heating would be removed from the image.
Other past work in non-destructive testing include a case wherein thermal barrier coatings were tested by Marinetti et al. [3] . A mathematical model was used in order to simulate pulse heating applied to the surface of the coating as part of this work. The temperature rise resulting from the flash-tube heating was simulated with the use of an analytical solution. The transient heat transfer process was difficult to model due to uncertainties in the transparency properties of the coatings as well as uncertainties in the coating thickness. The prime difference between Reference [3] and the present research is that the former involved finding delaminations between a coating and its substrate. The present work attempts to find defects in the continuum of a solid piece of material. Vavilov et al. [4] experimented with the use of wavelets in analyzing thermal images. This analysis was performed specifically for nondestructive testing. In this work, a carbon fiber sample was tested with combinations of a two-parameter wavelet utilized pursuant to amplifying the defects depicted in the thermal images. The present work, by contrast, utilizes models which are calculated separately and compared to the measured data so as to highlight the defects. Varis et al. [5] examined a moving linear laser heat source applied to a two-layer material. In this reference, as in both Reference [3] and Lascoup et al. [6] , finding delaminations between the two layers of material was the focus of the work. The temperatures were measured using an infrared scanner and this data was compared with a mathematical model based on published thermal properties for the material. In addition to the emphasis on the detection of delaminations in Reference [6] , the distinction between this reference and the current research is the use of non-linear regression and other function fitting methods to determine defect locations. One unique aspect of the latter paper is the use of a sinusoidal heat source as a means of providing heat.
Thermal imaging and ultrasonic techniques were compared by Bates et al. [7] but no mathematical modeling was used to improve the sensitivity of the method. As another aerospace application for non-destructive testing, Wang et al. [8] compared a mathematical model to experimental temperature measurements. Once again, the primary difference between the work described there and the present method is the determination of thermal properties and the use of other fitting functions. Another modulating heat source was used by Lascoup et al. [9] to locate material defects. This work continued the efforts started in Reference [6] but concentrated on an approach for finding small defects over a very small area. Necsulescu et al. [10] used a sinusoidal heating system much like References [6, 9] and Mulaveesala [11] and Arora [12] where oscillating heating sources were used. This is unlike the constant-intensity scanning heat source presented in the current research. These bodies of work, as well as Sayers [13] , also did not include empirical measurements. Ghali and Mulaveesala [14] addressed a three-dimensional moving pulse used in conjunction with thermal imaging. A "chirped" sine wave was used for heating so as to bring out a characteristic signature for locating defects. A thermal defect detection method is described by Bhalla and Tuli [15] , involving detection of defects in concrete. This method made use of square pulse thermography, as opposed to the scanning heating method used in the present research. In more specialized work directed toward aerospace applications, Trivedi et al. [16] as well as Ng et al. [17] worked on locating specific types of defects. These involved areas of low thermal resistance indicating the breakdown the of bonding of the thermal protection system tiles in spacecraft. The objective of Reference [16] is similar to the delamination studies presented in References [3, 6, 9] but used laser pulses as the primary heating source. In contrast to the specialized application of these methods, the research presented herein is aimed at finding any type of defect or void, either within a material or on the surface. Another compositematerial NDT method was presented by Vavilov [18] which was much like References [6, 15, 9, 7] . El Ballouti and Belattar [19] dealt with adhesion between layers, much like References [3, 6] , except that material under investigation was used for roadways.
Although not specifically focused on defect detection, Emery and Nenarokomov [20] examined optimal experiment design applications of the Fisher information matrix. Their work included several examples related to heat transfer processes making use of this matrix. The present research is an investigation into a moving-heat-source method that involves fitting a calculated temperature field to a measured temperature field. This allows thermal properties to be determined in the process. All of this, of course, hinges on the assumption that the defect is "small" in comparison to the area of the temperature field. An important resource for this method is the standard parameter estimation reference, Beck and Arnold [21] , for explaining the fundamentals as well as the finer points of parameter estimation techniques. Statistical aspects of the parameter estimation discipline and dealing with residuals is covered well in this reference. Aster et al. [22] deals with the general topic of inverse problems. Similar to Reference [21] , it presents the most popular methods for regularization typically used. It addresses the non-linear regression methods which are applied in the current research. Additionally, the topic of Bayesian methods is featured in this reference. The Bayesian techniques addressed in Reference [22] require the use of prior data. In contrast to using deterministic model to fit the data, as is done in the present research, the model utilized in the Bayesian methods is a random variable. Reference [22] also identifies a weakness in the Bayesian methods as being the subjective nature of the technique. But this subjective aspect is also a factor in classical parameter estimation involving regularization. By contrast, the present research uses no regularization. However, there is subjectivity involved in selecting the lengths of the cubic splines when using the crossed-spline method. It could also be argued that subjectivity is involved in the visual interpretation of the residual field. However, even though the aberration is small, the location of the defect is fairly obvious in the present work as shown in subsequent figures.
The method proposed by Bryan [2] was tested using point-heating by a laser beam by McMasters et al. [23] and a defect was successfully located approximately 10 mm from the location of the point heating. In contrast to the Bryan method, the temperature measurements took place on the non-heated side of the sample as shown in Figure 1 . Measuring temperatures on the non-heated surface allows the heat flux to penetrate the entire thickness of the material so that the defects are more likely to disturb the temperature distribution. Another problem which is avoided by recording temperatures on the non-heated side of the sample is that the thermal recording equipment is not adversely affected by the presence of the incident laser beam as it might be in attempting to record the temperature of the heated surface. The prime difference between the present research and previous work in Reference [23] is the use of a scanning line-source type of laser heating as opposed to stationary heating from a point-source of laser beam heating. Like the method in Reference [23] , nonlinear regression is used for matching the experimental temperature measurements to the mathematical model. This provides the benefit of determining the thermal properties of the sample as part of the test so that the exact parameters need not be known in order to find defects in the material. The present research also introduces the method of crossed cubic splines as a means for finding a smooth fit to the measured data in lieu of matching a computationally-intensive three-dimensional mathematical model.
As an outline of the remainder of the paper, a description of the experiment with the laser and the steel plate is provided. Following this, a description of the mathematical model is given, including the boundary conditions and assumptions about the thermal properties. The results are given next, including a description of the other fitting methods utilized, including the mollification method and the method of crossed splines. Lastly, Conclusions, Acknowledgements and References are provided.
Experiment Description
A steel specimen with dimensions of 100mm x 100mm x 6mm is held by a bracket on a movable table so that the sample position can be controlled as a function of time. This allows for precise positioning of the line-source laser beam on the sample surface. A schematic diagram of the experimental configuration is shown in Figure 1 . The laser used in the experiment for this work delivered a nominal 400 mJ pulse at 50 Hz yielding an average incident power of 20 Watts. Due to the comparatively high pulse frequency, corresponding to a very short dimensionless time for the conductive heat transfer process, the heating can be considered as continuous as opposed to pulsed heating. The beam is focused using optics to obtain a line of heating across the entire 100 mm sample dimension. The model of the laser used was Quantel YG-981 -50 Hz. The laser fluence profile was >0.9 Gaussian far field. The standard optical components include laser line (1064 nm) turning mirrors, a cylindrical lens, and a focusing lens. An additional lens was used in order to form the beam into a line-source of heating as opposed to a point source. Figure 2 is a photograph of the experiment in progress. The thermal imager used in the experiment is a Flir SC8000 and the window size used was 512 x 768 pixels. The sample was placed as close to the camera as the standard lens would allow. Images were recorded at ten-second intervals for 100 seconds. In performing the analysis, the critical information required is the temperature rise brought about by the laser above ambient temperature. Therefore, measuring the absolute temperature of the plate is largely unimportant, but recording the rise in temperature is the key to defect detection using this method. Nevertheless, the thermal camera was calibrated using an instrumented laboratory hot plate which was designed to have a near-blackbody surface. Additionally, the surfaces of the samples on which temperatures were measured were painted with flat black paint in order to prepare a surface having an emissivity near unity.
Mathematical Model
A two-dimensional numerical solution was generated for this problem, which assumed symmetry in the vertical direction, y, on the surface of the sample. The differential equation, boundary and initial conditions for the direct model in this analysis are, 2 2
where T  is the ambient temperature (K), q is the heat input from the laser beam along the lineheating projection on the sample surface in the y direction (W/m), x is the spatial dimension along the sample surface (m), L is the length of the sample in the x direction (m), z is the spatial variable perpendicular to the sample surface (m), W is the sample thickness (m),  is the Dirac delta function (m), k is thermal conductivity (W/m-K),  is thermal diffusivity (m 2 /s), and v is the velocity of the servo table (m/s). In this problem, the magnitude of the heat flux, q, is considered to be constant, as are the volumetric heat capacity and thermal conductivity. The experiment is designed so that the laser intensity is held constant and the temperature rise is kept to a maximum value of approximately five or ten degrees to allow a large enough response to be accurately measured while not causing a change in thermal property values. The convection heat losses were neglected in this model, based on the very small convection coefficient found in similar experiments in Reference [23] .
A primary difference between the present method and the analysis method described in Reference [1] is the use of a direct numerical temperature calculation, which is solved iteratively as it is matched to the measured data. Utilizing the method of least squares, the model parameters are adjusted until a best fit between the measured and calculated temperatures is found, using the principles of Reference [21] . In this method, S, the sum of squares of the difference between the measured and calculated temperatures is minimized 
Where Yn represents the measured temperatures, Tn represents the calculated temperatures and m is the total number of measurements. As part of this method, sensitivity coefficients are generated in adapting the best fit of the mathematical model to the measured temperature data. These sensitivity coefficients are simply partial derivatives of the calculated temperature with respect to each individual parameter. The sensitivity coefficients are normalized, or scaled, by multiplying by the applicable parameter so that the sensitivity coefficients are all in units of temperature and their magnitudes can be compared directly. An example of the scaled sensitivity coefficient for thermal diffusivity is T X       (8) In this problem, two parameter groups are solved for. One of these parameter groups is the rate at which heat is absorbed into the plate, since this depends on surface emissivity. This can be a highly variable property, depending on surface finish, incident energy wavelength, and temperature, any of which may vary from sample to sample. Additionally, thermal conductivity can vary between varieties of materials, so the heat flux and the thermal conductivity in this work are lumped into one parameter group
The other parameter which is determined as part of this method is thermal diffusivity, . These two parameters encompass all of the properties that are subject to significant variations which would affect the temperature response. Figure 4 shows a plot of each of the sensitivity coefficients as a function of time. The curves are insensitive to the location since the laser heating moves like a wave across the material and is substantially the same at any given point in the x direction, as determined by the "local" time of heating dictated by the Dirac delta function. It is desirable to have these sensitivity coefficients be uncorrelated and it can be seen that the thermal diffusivity parameter is quite uncorrelated with the heat flux parameter. When a particular sensitivity coefficient is small, it may not be possible to determine the parameter corresponding to that coefficient as part of the experiment. However, both of these sensitivity coefficients are large, making the estimation process associated with these parameters fairly robust. The time associated with the recording of each frame of the thermal images is not precisely known since the recording of the camera is started manually when the servo table and the laser heating are started. Therefore, the time is used as a parameter in the fitting process, as well as the thermal parameters.
Results
In the fitting process, the surface temperature profile is modelled using the two-dimensional heat transfer numerical solution. Figure 5 shows an attempt to fit the mathematical model to the experimentally-measured temperature for one of the recorded frames. This figure represents just one line of data, which is taken as a sample of the two-dimensional recorded temperature across the entire face of the sample in the x direction. With one line of data, the fit is generally good as shown in this figure, which has a residual standard deviation of 0.167 o C. This standard deviation compares favorably with typical thermocouple uncertainties of ±0.25 o C [24] as well as the standard deviation of the measurement errors associated with the thermal imager manufacturer's specification of ±2 percent of measurement [25] . However, the optics used with the laser did not impart a perfectly linearlydistributed heat flux in the y direction, making the temperature higher near the center of the plate than near the edges. In an attempt to approximate quasai-two-dimensional conduction, the measured data was fitted in longitudinal strips across the surface of the sample, in the x direction, which included the full legth of the sample in the direction of movement of the laser. When examining a surface image of the residuals from this fit, however, the defects were not visible.
With the two-dimensional model yielding unsatisfactory results, consideration was given to employing a three-dimensional model. This would be necessary to accommodate the non-uniform heating distribution along the line of laser heating in the y direction. The three-dimensional model would also require estimation of the shape of the heating distribution along the line of laser heating in the y direction. Moreover, the three-dimensional model would require two orders of magnitude more computational time as compared with the computational time associated with the two-dimensional model. Figure 5 . A one-dimensional fit of the mathematical model to the measured data.
Since the real objective for fitting the temperature distribution of the surface was not to find thermal parameters but, rather, to find aberrations in the temperature field, it was decided to experiment with a less computationally-intensive fitting method than the three-dimesional model. One such fitting tool was the mollification method as developed by Murio [26] . As part of this method, a "blurring radius" is chosen, , and the smoothed value at any given point in the data field is found by employing an exponential function. The other fitting method that was employed was a set of perpendicular cubic splines that crossed at the center point of interest, with each of the splines having an equivalent value at the crossing point.
The Mollification Method
The blurring radius is chosen somewhat subjectively by examining the nature of the errors in the raw data. When using the mollification method, data points are used over an area encompassing three times the chosen blurring radius. Normally the mollification method is used to smooth a line of data along one dimension. In the present case, however, it is being used to find a smoothed surface in two dimensions. Each point on the smoothed surface is found using a Gaussian-distributed weightedaverage system centered about the point for which smoothing is being accomplished. Equation (10) shows how the mollified points are calculated using this method. 
The symbol T  represents the mollified data point and Ti represents each individual data point on the thermal image. These points are normally stored as four-digit integers which are proportional to temperature. The integers are called "counts" by the manufacturer and are used in order to minimize data storage in lieu of using floating-point decimals. The symbol r represents the straight-line distance from the point being smoothed to each individual pixel on the thermal image. A blurring radius of  = 30 pixels was used for this analysis. After finding the mollified points for each pixel on the entire image, the mollified pixel values were subtracted from the raw pixel data and the residual pixel map was examined visually. The image appeared to be random noise and no significant aberrations emerged which would have indicated the existence of a material defect. It was surmised that the chosen blurring radius of 30 was too small to provide a smooth enough surface to compare against the raw data. Another way of saying this is that the mollified points followed the contour of the raw data too closely. However, selecting a larger blurring radius would reduce the region of smoothed points because of the proximity of the edges of the sample to the points being mollified using the larger blurring radius. Therefore, although the mollification method works very well in many smoothing applications, it may not be the best choice for smoothing the data field in this application.
Perpendicular Cubic Splines
As another means of smoothing the data points, a method using a crossed set of cubic splines was developed. As with the mollification method, a smoothed point for each pixel on the image of the sample was found, this time using the splines. The two cubic splines are forced to share the same temperature value at their cross point. One of the splines is oriented in the y direction on the twodimensional image and one is oriented in the x direction. As such, the equation for the crossed spline is 
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A sample of the data to be fitted using the crossed splines is shown as a three-dimensional plot in Figure 6 . This figure depicts 201 pixels of raw data points, measured in counts, from the thermal imager. The equation coefficients are found using ordinary linear least squares, fitting the crossed splines to the points that correspond to the line areas covered by the splines. For this work, the data used included the center point and 50 points in each of the four primary directions from the center point, or 201 points total. Each point on the face of the sample is smoothed in this way and the points that are within 50 pixels of the edge of the sample are smoothed by using the values of the appropriate leg of the spline that extends to the edge of the sample. Figure 7 is a residual plot of the surface of the Sample. The residual plot is simply the difference between the splined data points and the calculated data pointsfor each pixel. An outline of the square sample can be seen on the image with the white sectors indicating a large temperature difference between the smoothed and raw measured temperatures.
Using the spline method for smoothing the data, a defect was detected and can be seen as a white spot at approximately x = 220 and y = 150 pixels on Figure 7 . This defect was 3.05 mm in diameter and was made using the tip of a drill bit of that diameter. Several smaller defects of 1.42 mm, 2.28 mm, 2.64 mm and 2.87 mm were placed on samples and were not detected using the method. Therefore, a defect having nominal dimensions of 3 mm appears to be the threshold of detection using this combination of laboratory equipment and the analysis technique involving the crossed splines. 
Conclusions
A sample steel plate was irradiated with a traveling line of laser heating in an attempt to locate known defects via thermal imaging. Fitting a two-dimensional conduction model to the data proved to be inadequate due to the three-dimensional nature of the problem. The mollification method, as well as a method involving crossed cubic splines, were used in order to locate aberrations in the recorded temperature field. The cubic spline method proved to be successful in locating one of the defects. The defect can be seen visually on a two-dimensional display of the residuals when the spline values are subtracted from the temperature measurements obtained from the thermal imager. 
