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Abstract
We show that various cyclic and cocyclic modules attached to Hopf
algebras and Hopf modules are related to each other via Connes’ duality
isomorphism for the cyclic category.
1 Introduction
A remarkable property of Connes’ cyclic category Λ is its self duality in the
sense that there is a natural isomorphism between Λ and its opposite category
Λop [1]. Roughly speaking, the duality functor Λop −→ Λ acts as identity on
objects of Λ and exchanges face and degeneracy operators while sending the
cyclic operator to its inverse (see Section 2 for a precise formulation). Thus
to a cyclic (resp. cocyclic) module one can associate a cocyclic (resp. cyclic)
module by applying Connes’ duality isomorphism. This notion of duality, called
cyclic duality in this paper, should not be confused with the duality obtained by
applying the Hom functor, since it is of a very different nature. For example,
it is easy to see that the cyclic dual of the cyclic (resp. cocyclic) module of an
algebra (resp. coalgebra) is homologically trivial (Lemma 2.3 below).
The goal of this article is to show that the situation is much more interest-
ing for Hopf algebras by showing that various, non-trivial, cyclic and cocyclic
modules attached to Hopf algebras and Hopf modules are cyclic duals of each
other. Recently we have seen a proliferation of cyclic and cocyclic modules
attached to Hopf algebras [5, 11, 9, 8, 6, 7], extending the pioneering work of
Connes and Moscovici [3, 4]. Recall that in [6] a cocyclic module C∗H(H,M)
and a cyclic module CH∗ (H,M) is defined for any Hopf algebra H and an stable
anti-Yetter-Drinfeld H-module M (see Section 3 for definitions). For M = k,
the ground field, these modules reduce to the Connes-Moscovici cocyclic module
of an Hopf algebra endowed with a modular pair in involution [3, 4] and to the
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cyclic module introduced in [9, 11], respectively. It is known that the associated
cyclic homology and cohomology theories are non-trivial. In this paper we show
that CH∗ (H,M) is in fact isomorphic, via a non-trivial map, to the cyclic dual
of C∗H(H,M) (Theorem 3.1).
The cyclic dual of C∗H(H,M) appears naturally in the study of the relative
cyclic homology of Hopf-Galois extensions [7]. Thus our result shows that this
theory is a special case of the invariant cyclic homology defined in [6] for general
coefficients and in [8] for a restricted class of coefficients.
We would like to thank Nigel Higson for valuable discussions on the subject
of this paper. Our thanks go also to our collaborators in [6], Piotr. M. Hajac
and Yorck Sommerha¨user.
2 Duality for cyclic modules
Let k be a commutative ring with identity and let k−mod denote the category
of k-modules. Recall that a cyclic k-module (or a cyclic module for short) is a
contravariant functor Λ → k −mod, where Λ denotes Connes’ category [1] (cf.
also [2, 10]). Equivalently, a cyclic module is given by a sequence Xn, n ≥ 0, of
k-modules and k-linear maps called face, degeneracy and cyclic operators
δi : Xn → Xn−1, σi : Xn → Xn+1, τn : Xn → Xn 0 ≤ i ≤ n,
such that (X, δi, σi) is a simplicial module and the following extra relations are
satisfied:
δiτn = τn−1δi−1 1 ≤ i ≤ n,
δ0τn = δn,
σiτn = τn−1σi−1 1 ≤ i ≤ n,
σ0τn = τ
2
nσn,
τ (n+1)n = idn.
When all relations, except possibly the last one, are satisfied we say that we
have a paracyclic module.
A cocyclic module is a functor Λ −→ k − mod. Equivalently, a cocyclic
module is given by a sequence of k-modules Xn and k-linear maps called coface,
codegeneracy, and cyclic operators:
di : X
n → Xn+1, si : X
n → Xn−1, tn : X
n → Xn 0 ≤ i ≤ n,
such that (X, di, si) is a cosimplicial module and the following extra relations
are satisfied:
tn+1di = di−1tn 1 ≤ i ≤ n,
tn+1d0 = dn,
tn−1si = si−1tn 1 ≤ i ≤ n,
tn−1s0 = snt
2
n,
t(n+1)n = idn.
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When all relations, except possibly the last one, are satisfied we say that we
have a paracocyclic module.
Let X = (Xn, di, si, tn) be a paracocyclic (resp. cocyclic) module where we
assume that tn is invertible for all n ≥ 0. We denote its cyclic dual by X̂ . It is
defined as follows [1] . We put X̂n = X
n, and
δi = si−1 : X̂n −→ X̂n−1, 1 ≤ i ≤ n,
δ0 = sn−1tn,
σi = di : X̂n −→ X̂n+1,
τn = t
−1
n .
The following two lemmas are proved in [1]. Both can be checked directly.
Lemma 2.1. X̂ = (X̂n, δi, σi, τn) is a paracyclic module. If X is a cocyclic
module, then X̂ is a cyclic module.
Conversely, one can obtain from a paracyclic (resp. cyclic) module a paraco-
cyclic (resp. cocyclic) module as follows. LetX = (Xn, δi, σi, τn) be a paracyclic
module. We denote the cyclic dual of X by Xˇ where Xˇn = Xn and its coface,
codegeneracy and cyclic operators are defined by
di = σi−1 : Xˇ
n −→ Xˇn+1 1 ≤ i ≤ n,
d0 = τnσn,
si = δi : Xˇ
n −→ Xˇn−1 0 ≤ i ≤ n− 1,
tn = τ
−1
n .
Lemma 2.2. Xˇ = (Xˇn, di, si, tn) is a paracocyclic module. If X is a cyclic
module, then Xˇ is a cocyclic module.
We give a few examples of cyclic and cocyclic modules that will be used in
this paper. The first example is the most fundamental example which motivated
the whole theory [1].
1. Let A be an algebra. The cyclic module A♮ is defined byA♮n = A
⊗(n+1), n ≥
0, with face, degeneracy and cyclic operators defined by
δi(a0 ⊗ a1 ⊗ · · · ⊗ an) = a0 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an,
δn(a0 ⊗ a1 ⊗ · · · ⊗ an) = ana0 ⊗ a1 ⊗ · · · ⊗ an−1,
σi(a0 ⊗ a1 ⊗ · · · ⊗ an) = a0 ⊗ · · · ⊗ ai ⊗ 1⊗ · · · ⊗ an,
τn(a0 ⊗ a1 ⊗ · · · ⊗ an) = an ⊗ a0 · · · ⊗ an−1.
2. Let C be a coalgebra. The cocyclic module C♮ is defined by C
n
♮ =
C⊗(n+1), n ≥ 0, with coface, codegeneracy and cyclic operators given
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by:
di(c0 ⊗ c1 ⊗ · · · ⊗ cn) = c0 ⊗ · · · ⊗ c
(1)
i ⊗ c
(2)
i ⊗ cn 0 ≤ i ≤ n,
dn+1(c0 ⊗ c1 ⊗ · · · ⊗ cn) = c
(2)
0 ⊗ c1 ⊗ · · · ⊗ cn ⊗ c
(1)
0 ,
si(c0 ⊗ c1 ⊗ · · · ⊗ cn) = c0 ⊗ . . . ci ⊗ ε(ci+1)⊗ · · · ⊗ cn 0 ≤ i ≤ n− 1,
tn(c0 ⊗ c1 ⊗ · · · ⊗ cn) = c1 ⊗ c2 ⊗ · · · ⊗ cn ⊗ c0,
where as usual ∆(c) = c(1) ⊗ c(2) denotes the coproduct of C (Sweedler’s
notation), and ε denotes the counit of C.
3. Let H be a Hopf algebra, δ : H −→ k an algebra map (a character) and
σ ∈ H a grouplike element. Following [3, 4], we say (δ, σ) is a modular pair
if δ(σ) = 1 and amodular pair in involution if, in addition, (σ−1S˜)2 = idH
where the twisted antipode S˜ is defined by
S˜(h) = δ(h(1))S(h(2)).
Given H and a modular pair in involution (δ, σ) as above, Connes and
Moscovici define a cocyclic module H♮(δ,σ) as follows. Let H
♮,0
(δ,σ) = k and
H
♮,n
(δ,σ) = H
⊗n , n ≥ 1. The coface, codegeneracy and cyclic operators di,
si, tn are defined by
d0(h1 ⊗ · · · ⊗ hn) = 1H ⊗ h1 ⊗ · · · ⊗ hn
di(h1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗∆(hi)⊗ · · · ⊗ hn for 1 ≤ i ≤ n
dn+1(h1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ hn ⊗ σ
si(h1 ⊗ · · · ⊗ hn) = h1 ⊗ · · · ⊗ ǫ(hi+1)⊗ · · · ⊗ hn for 0 ≤ i ≤ n
tn(h1 ⊗ · · · ⊗ hn) = ∆
n−1S˜(h1) · (h2 ⊗ · · · ⊗ hn ⊗ σ).
The cyclic cohomology of this cocyclic module is, by definition, the cyclic
cohomology of the Hopf algebra H with respect to (δ, σ).
4. In [9] and, independently, [11], a cyclic module is associated to any Hopf
algebra H endowed with a modular pair in involution denoted by H˜
(δ,σ)
♮ .
We have H˜
(δ,σ)
♮,n = H
⊗n, for n > 0 and H˜
(δ,σ)
♮,0 = k. Its face, degeneracy,
and cyclic operators are as follows:
δ0(h1 ⊗ h2 ⊗ · · · ⊗ hn) = ǫ(h1)h2 ⊗ h3 ⊗ · · · ⊗ hn
δi(h1 ⊗ h2 ⊗ · · · ⊗ hn) = h1 ⊗ h2 ⊗ · · · ⊗ hihi+1 ⊗ · · · ⊗ hn
δn(h1 ⊗ h2 ⊗ · · · ⊗ hn) = δ(hn)h1 ⊗ h2 ⊗ · · · ⊗ hn−1
σi(h1 ⊗ h2 ⊗ · · · ⊗ hn) = h1 ⊗ h2 · · · ⊗ hi ⊗ 1⊗ hi+1 · · · ⊗ hn
τn(h1 ⊗ h2 ⊗ · · · ⊗ hn) = δ(h
(2)
n )σS(h
(1)
1 h
(1)
2 . . . h
(1)
n−1h
(1)
n )⊗
h
(2)
1 ⊗ · · · ⊗ h
(2)
n−1.
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It is natural to ask what is the relation between the Hochschild and cyclic
homology groups of a cyclic moduleX and the Hochschild and cyclic cohomology
groups of its dual cocyclic module Xˇ. The following simple lemma answers this
question for algebras and coalgebras. In the next section we answer this question
for Hopf algebras.
Lemma 2.3. Let A be a unital algebra over a field k. Then the Hochschild
cohomology of the cocyclic module Aˇ♮ is trivial in positive dimensions. Similarly,
if C is a coalgebra over k, then the Hochschild homology groups of the dual cyclic
module Ĉ♮ are trivial in positive dimensions.
Proof. Let φ be a linear functional onA such that φ(1) = 1. One can easily check
that the following defines a contracting homotopy for the Hochschild complex
of Aˇ♮:
h : A⊗(n+1) −→ A⊗n, h(a0 ⊗ a1 ⊗ · · · ⊗ an) = φ(a0)a1 ⊗ a2 ⊗ · · · ⊗ an.
In the coalgebra case let c be an element of C such that ǫ(c) = 1. We define
a contracting homotopy for the Hochschild complex of Cˆ♮ as follows:
s : C⊗n −→ C⊗(n+1), s(c0 ⊗ c1 ⊗ . . .⊗ cn−1) = c⊗ c0 ⊗ c1 ⊗ . . .⊗ cn−1.
3 Cyclic duality and Hopf algebras
To define a cyclic (co)homology theory with coefficients for Hopf algebras, the
module of coefficients must be of a very special type. In [6] the most gen-
eral allowable Hopf modules of this type are identified and called stable anti-
Yetter-Drinfeld (SAYD) modules. One dimensional SAYD modules correspond
exactly to modular pairs in involution. An intermediate case are matched and
comatched pairs of [8]. In this section we first recall the notion of an SAYD
module over a Hopf algebra and their associated cyclic and cocyclic modules
from [6]. We then prove that, quite unexpectedly, these modules are, up to
isomorphism, cyclic duals of each other.
If M is a left H-comodule we write M∆(m) = m
(−1) ⊗m(0) to denote its
coaction M∆ : M → H ⊗M (Sweedler’s notation). Similarly if M is a right
H-comodule, we write ∆M (m) = m
(0)⊗m(1) to denote its coaction ∆M :M →
M ⊗H .
Definition 3.1. Let H be a Hopf algebra with a bijective antipode S, and M a
module and comodule over H. We call M an anti-Yetter-Drinfeld module if the
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action and coaction are compatible in the following sense:
M∆(hm) = h
(1)m(−1)S−1(h(3))⊗ h(2)m(0),
if M is a left module and a left comodule ;
∆M (hm) = h
(2)m(0) ⊗ h(3)m(1)S(h(1)),
if M is a left module and a right comodule ;
M∆(mh) = S(h
(3))m(−1)h(1) ⊗m(0)h(2),
if M is a right module and a left comodule ;
∆M (mh) = m
(0)h(2) ⊗ S−1(h(1))m(1)h(3),
if M is a right module and a right comodule.
In the first case we say M is stable if m(−1)m(0) = m for all m ∈ M (similar
definitions apply in other cases).
Let M be an SAYD H-module of the second type in the above definition
(left module and right comodule). Let Calgn (H,M) := M ⊗ H
⊗(n+1). It is
shown in [6] that the following operators define a paracyclic module structure
on {Calgn (H,M)}n:
δi(m⊗ h0 ⊗ · · · ⊗ hn) = m⊗ h0 ⊗ · · · ⊗ hihi+1 ⊗ · · · ⊗ hn,
δn(m⊗ h0 ⊗ · · · ⊗ hn) = h
(1)
n m⊗ h
(2)
n h0 ⊗ · · · ⊗ hn−1,
σi(m⊗ h0 ⊗ · · · ⊗ hn) = m⊗ h0 ⊗ · · · ⊗ hi ⊗ 1⊗ hi+1 ⊗ . . . hn,
τ(m⊗ h0 ⊗ · · · ⊗ hn) = h
(1)
n m⊗ h
(2)
n ⊗ h0 ⊗ · · · ⊗ hn−1.
It is shown in [6] that the above operators restrict to the subcomplex CHn (H,M) :=
M✷HH
⊗(n+1) of invariant chains onH with coefficients inM and define a cyclic
module that we denote it by CH∗ (H,M). Here ✷ denotes the cotensor product.
We recall that, in general, the cotensor product M✷HN of a right H-comodule
M and a left H-comodule N is defined as the kernel of the map
∆M ⊗ 1− 1⊗N ∆ :M ⊗N −→M ⊗H ⊗N.
The cyclic homology of H with coefficients in M is by definition the cyclic
homology of this module. For M = k, we are reduced to the cyclic module
H˜
(δ,σ)
♮ defined in [11] and, independently, [9].
With H and M as above, let Cncoalg(H,M) := H
⊗(n+1)⊗M . Endowed with
the following operators, {Cncoalg(H,M)}
n is a paracocyclic module [6]:
di(h0 ⊗ · · · ⊗ hn ⊗m) = h0 ⊗ · · · ⊗ h
(1)
i ⊗ h
(2)
i ⊗ hi+1 ⊗ · · · ⊗ hn ⊗m,
dn+1(h0 ⊗ · · · ⊗ hn ⊗m) = h
(2)
0 ⊗ h1 ⊗ · · · ⊗ hn ⊗ h
(1)
0 S
−1(m(1))⊗m(2),
si(h0 ⊗ · · · ⊗ hn ⊗m) = h0 ⊗ · · · ⊗ ǫ(hi)⊗ · · · ⊗ hn ⊗m,
tn(h0 ⊗ · · · ⊗ hn ⊗m) = h1 ⊗ h2 · · · ⊗ hn ⊗ h0S
−1(m(1))⊗m(0).
To define the cyclic cohomology of H with coefficients in M we consider the
quotient complex CnH(H,M) := H
⊗(n+1)⊗HM of invariant cochains on H with
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coefficients in M . It is shown in [6] that C∗H(H,M) is in fact a cocyclic module.
For M = k, we obtain the Connes-Moscovici cocyclic module H♮(δ,σ).
A quick look at the above two modules show that there is no apparent cyclic
duality relationship between C∗H(H,M) and C
H
∗ (H,M). In the following, how-
ever, we will show, via a very non-trivial map, that they are indeed cyclic dual
of each other. Consider the dual paracyclic module K∗(H,M) := Ĉ
∗
coalg(H,M).
Using our formulas in Section 2, its simplicial and cyclic operators are given by:
δi(h0 ⊗ h1 ⊗ · · · ⊗ hn ⊗m) = h0 ⊗ · · · ⊗ ǫ(hi)⊗ · · · ⊗ hn ⊗m,
σi(h0 ⊗ h1 ⊗ · · · ⊗ hn ⊗m) = h0 ⊗ h
(1)
i ⊗ h
(2)
i ⊗ · · · ⊗ hn ⊗m,
τ(h0 ⊗ h1 ⊗ · · · ⊗ hn ⊗m) = hnm
(1) ⊗ ho ⊗ · · · ⊗ hn−1 ⊗m
(0).
Proposition 3.1. The following map defines a morphism of paracyclic modules
θ : K∗(H,M) −→ C
alg
∗ (H,M),
θ(h0 ⊗ h1 ⊗ · · · ⊗ hn ⊗m) = h
(2)
n m
(0) ⊗ h(3)n m
(1)S(h
(1)
0 )⊗ h
(2)
0 S(h
(1)
1 )⊗ h
(2)
1 S(h
(1)
2 )⊗
· · · ⊗ h
(2)
n−1S(h
(1)
n ).
Proof. To prove that θ is a cyclic map one needs to show that θδi = δiθ, θσi =
σiθ for 1 ≤ i ≤ n, and θτ = τθ. Here we just check the latter identity and leave
the rest to the reader.
θτ(h0 ⊗ h1 ⊗ . . .⊗ hn ⊗m) = θ(hnm
(1) ⊗ ho ⊗ · · · ⊗ hn−1 ⊗m
(0))
= h
(2)
n−2m
(0) ⊗ h
(3)
n−1m
(1)S(h(1)n m
(2))⊗ h(2)m(3)S(h
(1)
0 )⊗ . . .⊗ h
(2)
n−2S(h
(1)
n−1)
= h
(2)
n−2m
(0) ⊗ h
(3)
n−1S(h
(1)
n )⊗ h
(2)
n m
(1)S(h
(1)
0 )⊗ . . .⊗ h
(2)
n−2S(h
(1)
n−1)
= h
(2)
n−2S(h
(2)
n )h
(3)
n m
(0) ⊗ h
(3)
n−1S(h
(1)
n )⊗ h
(4)
n m
(1)S(h
(1)
0 )⊗ . . .⊗ h
(2)
n−2S(h
(1)
n−1)
= (h
(2)
n−2S(h
(1)
n )
(1)h(3)n m
(0) ⊗ (h
(2)
n−1S(h
(1)
n ))
(2) ⊗ h(3)n m
(1)S(h
(1)
0 )⊗ . . .⊗ h
(2)
n−2S(h
(1)
n−1)
= τθ(h0 ⊗ h1 ⊗ . . .⊗ hn ⊗m).
The map θ is neither injective nor surjective. We can however show that it
descends to the relevant spaces of invariants on both sides and gives an isomor-
phism of cyclic modules:
Lemma 3.1. The map θ lands in M✷HH
⊗(n+1) and descends to the quotients
H⊗(n+1) ⊗H M for each n.
Proof. To prove the second part we show that for all g, h0, h1, . . . hn ∈ H and
m ∈ M we have θ((h0 ⊗ h1 ⊗ . . .⊗ hn) · g ⊗m) = θ(h0 ⊗ h1 ⊗ . . .⊗ hn ⊗ gm).
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Indeed:
θ((h0 ⊗ h1 ⊗ . . .⊗ hn) · g ⊗m) = θ(h0g
(1) ⊗ h1g
(2) ⊗ . . .⊗ hng
(n+1) ⊗m)
= (hng
(n+1))(2)m(0) ⊗ (hng
(n+1))(3)m(1)S((h0g
(1))(1))⊗ (h0g
(1))(2)S((h1g
(2))(1))⊗
(h1g
(2))(2)S((h2g
(3))(1))⊗ · · · ⊗ (hn−1g
(n))(2)S((hng
(n+1))(1))
= h(2)n g
(2n+2)m(0) ⊗ h(3)n g
(2n+3)m(1)S(g(1))S(h
(1)
0 )⊗ h
(2)
0 g
(2)S(g(3))S(h
(1)
1 )⊗
h
(2)
1 g
(4)S(g(5))S(h
(1)
2 )⊗ · · · ⊗ (h
(2)
n−1g
(2n)S(g(2n+1))S(h(1)n )
= h(2)n g
(2)m(0) ⊗ h(3)n g
(3)m(1)S(g(1))⊗ h
(2)
0 S(h
(1)
1 )⊗ . . .⊗ h
(2)
n−1S(h
(1)
n ).
On the other hand, by using the stable anti-Yetter-Drinfeld module property of
M , one has:
θ(h0 ⊗ h1 ⊗ . . .⊗ hn ⊗ gm) =
h(2)n (gm)
(0) ⊗ h(3)n (gm)
(1)S(h
(1)
0 )⊗ h
(2)
0 S(h
(1)
1 )⊗ . . .⊗ h
(2)
n−1S(h
(1)
n )
h(2)n g
(2)m(0) ⊗ h(3)n g
(3)m(1)S(g(1))⊗ h
(2)
0 S(h
(1)
1 )⊗ . . .⊗ h
(2)
n−1S(h
(1)
n ).
Now we prove that the image of θ is in the cotensor product spaceM✷HH
⊗(n+1).
That is, (∆M ⊗ idH⊗(n+1)) ◦ θ = (idM ⊗H⊗(n+1)∆) ◦ θ.
∆M ⊗ idH⊗(n+1) ◦ θ(h0 ⊗ h1 ⊗ . . .⊗ hn ⊗m)
= ∆M ⊗ idH⊗(n+1)(h
(2)
n m
(0) ⊗ h(3)n m
(1)S(h
(1)
0 )⊗ h
(2)
0 S(h
(1)
1 )⊗ h
(2)
1 S(h
(1)
2 )⊗ · · ·
⊗ h
(2)
n−1S(h
(1)
n ))
= (h(2)n m
(0))(0) ⊗ (h(2)n m
(0))(1) ⊗ h(3)n m
(1)S(h
(1)
0 )⊗ h
(2)
0 S(h
(1)
1 )⊗ h
(2)
1 S(h
(1)
2 )⊗ · · ·
⊗ h
(2)
n−1S(h
(1)
n ))
= h(3)n m
(0) ⊗ h(4)n m
(1)S(h(2)n )⊗ h
(5)
n m
(2)S(h
(1)
0 )⊗ h
(2)
0 S(h
(1)
1 )⊗ · · · ⊗ h
(2)
n−1S(h
(1)
n ))
On the other hand, we have:
idM ⊗H⊗(n+1)∆ ◦ θ(h0 ⊗ h1 ⊗ . . .⊗ hn ⊗m) =
= h(2)n m
(0) ⊗ (h(3)n m
(1)S(h
(1)
0 ))
(1)(h
(2)
0 S(h
(1)
1 ))
(1) . . . (h
(2)
n−1S(h
(1)
n ))
(1)⊗
(h(3)n m
(1)S(h
(1)
0 ))
(2) ⊗ (h
(2)
0 S(h
(1)
1 ))
(2) ⊗ . . .⊗ (h
(2)
n−1S(h
(1)
n ))
(2)
= h(3)n m
(0) ⊗ h(4)n m
(1)S(h(2)n )⊗ h
(5)
n m
(2)S(h
(1)
0 )⊗ h
(2)
0 S(h
(1)
1 )⊗ · · · ⊗ h
(2)
n−1S(h
(1)
n )).
Theorem 3.1. The induced map θ is an isomorphism of cyclic modules
θ : KH∗ (H,M) −→ C
H
∗ (H,M).
Proof. At first we identify H⊗(n+1) ⊗H M with H
⊗n ⊗M . Consider the map
φ : H⊗(n+1) ⊗M → H⊗n ⊗M ,
φ(h0⊗h1⊗ . . .⊗hn⊗m) = h0S(h
(n)
n )⊗h1S(h
(2)
n )⊗ . . .⊗hn−1S(h
(1)
n )⊗h
(n+1)
n m.
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One can see that this map is H-bilinear. So it induces a map φ¯ : H⊗(n+1) ⊗H
M → H⊗n⊗M . It can easily be checked that the following map is the two-sided
inverse of φ¯:
ψ : H⊗n ⊗M → H⊗(n+1) ⊗H M,
ψ(h1 ⊗ h2 ⊗ . . .⊗ hn ⊗m) = h1 ⊗ h2 ⊗ . . .⊗ hn ⊗ 1⊗H m.
Next we identify M✷HH
⊗(n+1) with M ⊗ H⊗n. Consider the maps φ′ :
M✷HH
⊗(n+1) −→M ⊗H⊗n,
φ′(m⊗ h0 ⊗ . . .⊗ hn) = m⊗ ǫ(h0)h1 ⊗ h2 ⊗ . . .⊗ hn,
and ψ′ :M ⊗H⊗n −→M✷HH
⊗(n+1),
ψ′(m⊗h1⊗h2⊗. . .⊗hn) = m
(0)⊗m(1)S(h
(1)
1 h
(1)
2 . . . h
(1)
n )⊗h
(1)
1 ⊗h
(1)
2 ⊗. . .⊗h
(1)
n .
One can check that φ′ and ψ′ are inverse to one another.
After the above identifications, the map induced by θ, denoted θ¯, onH⊗(n+1)⊗H
M , has the following formula:
θ¯ : H⊗n ⊗M −→M ⊗H⊗n,
θ¯(h1 ⊗ h2 ⊗ . . .⊗ hn ⊗m) = m
(0) ⊗m(1)S(h
(1)
0 )⊗ h
(2)
0 S(h
(1)
1 )⊗ . . .
⊗ h
(2)
n−2S(h
(1)
n−1)⊗ h
(2)
n−1.
One can directly check that θ¯ is an isomorphism and its inverse is given by
γ :M ⊗H⊗n −→ H⊗n ⊗M,
γ(m⊗ h1 ⊗ h2 ⊗ . . .⊗ hn) = S(m
(1))h0h
(1)
1 . . . h
(1)
n−1 ⊗ h
(2)
1 . . . h
(2)
n−1 ⊗ . . .
⊗ h
(n−1)
n−2 h
(n−1)
n2
⊗ h
(n)
n−1 ⊗m
(0).
The cyclic module KH∗ (H,M) is used by Jara and Stefan in their study of
relative cyclic homology of Hopf-Galois extensions [7]. Note that what we call an
stable anti-Yetter-Drinfeld module in the present paper (and in [6]), is called a
modular crossed module in [7]. It follows from Theorem 3.1 above that Theorem
4.13 in [7] is a consequence of Theorem 3.1 in [6] (by choosing A = H). For
the same reason, Theorem 5.2 in [7] follows from Theorem 3.22 in our paper [8]
(for special classes of SAYD modules called matched pairs, but the same proof
works in general).
In the remainder of this paper we briefly look into a different type of duality,
i.e. the Hom-functor duality, between the cyclic module CH∗ (H,M) and the
cocyclic module C∗H(G,N). Recall that a Hopf pairing between Hopf algebras
G andH is a bilinear map <,>: H⊗G −→ k that satisfies the following relations
for all h, h1, h2 in H and g, g1, g2 in G:
< h1h2, g >=< h1, g
(1) >< h2, g
(2) >, < h, g1g2 >=< h
(1), g1 >< h
(2), g2 >,
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< h, 1 >= ε(h), < 1, g >= ε(g).
In addition let M ∈ HM
H be a left H-moodule and a right H-comodule, and
N ∈ GMG be a left G-comodule and a right G-module, both satisfying the
SAYD-module conditions. To complete the set up for having a pairing between
Hopf cyclic cohomologies we need a pairing between M and N , denoted here
by <,>: M ⊗ N → k, such that for all m ∈ M, n ∈ N, h ∈ H, g ∈ G, the
following conditions are satisfied:
< hm,n >=< h, n(−1) >< m,n(0) >, < m, ng >=< m(0), n >< m(1), g > .
Consider the map M ⊗H⊗n −→ Hom(N ⊗G⊗n, k) defined by
(m⊗ h1 ⊗ · · · ⊗ hn)(n⊗ g1 ⊗ · · · ⊗ gn) =< m,n >
i=n∏
i=1
< hi, gi > .
Proposition 3.2. The above map defines a morphism of cocyclic modules
C∗coalg(H,M) −→ Homk(C
alg
∗ (G,N), k).
If H is finite dimensional over a field k and G = H∗ is the dual Hopf
algebra, then it is easy to see that the above map, for M = N = k and the
natural pairing betweenH andH∗, is an isomorphism of cocyclic modules. Thus
the Connes-Moscovici cyclic cohomology of a finite dimensional Hopf algebra is
isomorphic to the cyclic cohomology in the sense of [9, 11] of G = H∗. In
the infinite dimensional case, however, the induced map on cohomology can
be trivial, even for a non-degenerate pairing. For example, let H = Rep(G)
be the Hopf algebra of representable functions on a compact Lie group G and
G = U(g) the enveloping algebra of the Lie algebra g of G. The canonical
pairing H ⊗G→ C defined by
< f,X1 ⊗ · · · ⊗Xn >=
d
dt
f(etX1 . . . etXn)|t=0
is non-degenerate. Then while the Connes-Moscovici cyclic cohomology of H is
trivial, the cyclic cohomology of G in the sense of [9, 11] is non-trivial and in
fact is isomorphic to the Lie algebra cohomology of g (see [9] for a proof of both
statements).
In Lemma 2.3 we saw that cyclic duals of cyclic modules of algebras and
coalgebras are both homologically trivial. It follows from Theorem 3.1 that this
need not be true for cyclic modules of Hopf algebras. In fact for H = U(g) and
the modular pair (δ, σ) = (ε, 1), the periodic cyclic cohomology and homology
are computed in [3] and [9] respectively. They are both isomorphic to the Lie
algebra homology of g.
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