The classical evaluation of pure premiums for excess of loss reinsurance with reinstatements requires the knowldege of the claim size distribution of the insurance risk. In the situation of incomplete information, where only a few characteristics of the aggregate claims to an excess of loss layer can be estimated, the method of stop-loss ordered bounds yields a simple analytical distribution-free approximation to pure premiums of excess of loss reinsurance with reinstatements. It is shown that the obtained approximation is enough accurate for practical purposes and improves the analytical approximations obtained using either a gamma, translated gamma, translated inverse Gaussian or a mixture of the last two distributions.
INTRODUCTION
Despite their importance in practice, excess of loss reinsurance with reinstatements has been rather neglected in the actuarial literature. The main papers on the subject have been Simon(1972) and Sundt(1991) . More recent discussions include Walhin(2001 Walhin( /2002 , Paris(2000/2001a/b) , Mata(2000) , Hess and Schmidt(2004) .
The classical evaluation of pure premiums for excess of loss reinsurance with reinstatements, which is based on the collective model of risk theory, requires the knowledge of the claim size distribution and is exemplified in Sundt(1991) . However, in practice, there is often incomplete information and only a few characteristics of the aggregate claims to an excess of loss layer can be estimated. This information includes the expected number of claims as well as the mean, variance and range of the claim size. In this situation, the method developed in Hürlimann(1996) (see also the applications in Hürlimann(2001 Hürlimann( /2003 ) yields simple analytical distribution-free approximations to pure premiums of excess of loss reinsurance with reinstatements. As numerical examples suggest, the calculation requires usually only few operations and the obtained approximation is often quite accurate for practical purposes. Under certain conditions it improves the analytical approximations obtained from the recent proposals in Chaubey et al.(1998) . The paper is organized as follows.
Sections 2 and 3 follow closely Sundt(1991) . Section 2 recalls the main types of excess of loss reinsurance including aggregate deductibles, aggregate limits and reinstatements. The main formula by Sundt(1991) for the calculation of pure premiums for excess-of-loss reinsurance with equal reinstatements is presented in Section 3. The core of our analytical distribution-free approximation method is summarized in Section 4, which is based on Hürlimann(1996) . There, we compare the numerical results by Sundt(1991) with those obtained using the distributionfree approach. The final Section 5 compares results obtained using the analytical approach by Sundt(1991) with those obtained from analytical approximations using a gamma, translated gamma, translated inverse Gaussian and a mixture of the last two distributions, as well as with those obtained using the distribution-free approach and the rate on line method introduced by Walhin(2001) .
TYPES OF EXCESS OF LOSS REINSURANCE
The non-proportional reinsurance covers discussed in the present paper have been described in detail in Sundt(1991) . Let us recall the main definitions and notations.
Given an insurance portfolio over a one-year period, let N denote the number of claims occurring during the year and Y i the i-th claim size, i = 1, …, N.
An excess of loss reinsurance or for short an XL reinsurance for the layer m in excess of , written m xs , covers the part of each claim that exceeds the deductible  but with a limit m on the payment of each claim, that is the reinsurer covers for each claim In case there is also an aggregate limit M to the layer, the reinsurer covers the aggregate claims to the layer that exceeds L but with a limited payment of M, that is 
(2.5)
In this situation, the reinsurance has to be reinstated if the aggregate payment exceeds a whole multiple of the limit, that is K ≥ 1. If K = 0 there are no reinstatements. In practice, there are free and paid reinstatements. A reinstatement premium is expressed as percentage of the initial premium P L K , say c k P L K for the k-th reinstatement with c k ≥ 0, and it is paid pro rata of the claims to the layer. If c k = 0 the k-th reinstatement is free. The k-th reinstatement with premium c k P L K covers the amount
In this terminology the 0-th reinstatement is set at the initial premium P L K and covers the original layer, that is
Since the reinstatement is paid pro rata, the random premium for the k-th reinstatement is
The random total premium income required for this XL reinsurance equals
) .
(2.8)
The aggregate claims paid by the reinsurer for this XL reinsurance clearly satisfies the identity
with X L K defined above in (2.5).
PURE PREMIUMS FOR XL REINSURANCE WITH REINSTATEMENTS
To calculate premiums for XL reinsurance with reinstatements, one needs to know the distribution function F X (x) = Pr (X ≤ x) of the aggregate claims X to the layer m xs  defined in (2.2), as well as the associated stop-loss transform
the survival probability function. Clearly, the pure premium should satisfy the expected value equation
which expresses the fact that the expected premium income should be equal to the expected claim payments. For simplicity consider only the practical case of equal reinstatements c k = c, k = 1, …, K (e.g. c = 100%, 40% or c = 0 if the reinstatements are free). Then (3.1) reads
, and using the definition of the stop-loss transform, one obtains the main premium formula (e.g. Sundt(1991) , formula following (3.4)):
In particular, if c = 0 and K → ∞ (infinitely many free reinstatements) and L = 0 (no aggregate deductible) one has P 0 ∞ = E [X ], which is the pure premium of the usual XL reinsurance with layer m xs .
DISTRIBUTION-FREE APPROXIMATIONS
The formula (3.3) shows that the pure premium of the XL reinsurance with fixed reinstatements depends on the knowledge of the stop-loss transform associated to the aggregate claim
defined in (2.1) and (2.2). In practice, the evaluation of the stop-loss transform of X relies often on numerical methods, especially Panjer like recursive algorithms or Fast Fourier Transform methods. The calculations in Sundt(1991) are based on the well-known Panjer recursion, which requires the distribution of the claim size Y i in discrete form. The present distribution-free approach uses only a few characteristics of X, namely the expected number of claims [0, m] is also known. In this situation, the method developed in Hürlimann(1996) yields simple analytical lower and upper bounds to the stop-loss transform of X, which directly provide distribution-free approximations to pure premiums of the XL reinsurance with reinstatements. It is shown that the use of the upper bound only does not always produce conservative pure premiums. Therefore, a calculation using the lower bound as well as the average of these approximations might be an attractive practical alternative.
Recall The main result of Section 2 in Hürlimann(1996) provides the construction of explicit stop-loss ordered random variables Z * , Z * with the property
for all x ≥ 0, and all Z ∈ D, where 
Clearly, replacing p X (x) in (3.3) by p X * (x) and p X d * (x) will provide lower and upper bounds to XL premiums with reinstatements. The present paper offers an analysis of the approximation obtained replacing p X (x) in (3.3) by p X d * (x) and p X * (x). From a statistical viewpoint this method has the advantage to be distributionfree, that is only dependent on the few risk characteristics l, m, s and m. The numerical illustrations in Section 5 suggest that the distribution-free approximations p X * (x) and p X d * (x) are very good approximations, especially for a small number of expected claims and higher layers. However, it is not always an upper bound to the pure premium. It is worth to investigate this matter a bit further. Denote the distribution-free approximation to the pure premium by
In the particular case of free reinstatements c = 0 and no aggregate deductible L = 0, the approximate premium is always anticonservative provided the mean XL claim size remains fixed.
Proposition 4.1. For stop-loss ordered claim sizes with equal means, the approximate premium is always lower than the exact premium if the reinstatements are free and there is no aggregate deductible.
Proof. Noting that
and using the other assumptions, one sees that
which is always non-negative by (4.2). ¡
A look at the case of free reinstatements but positive aggregate deductible shows that the approximate premium is conservative provided the following inequality holds:
This is always fulfilled when the right-hand side becomes smaller and smaller. This is likely to be the case for a higher number of reinstatements, higher capacities and deductibles. As the numerical examples in Section 5 suggest, this is less likely fulfilled for small capacities and deductibles and higher number of expected claims. In any case, the approximation cannot be better than the smallest error of
m, which will be maximum for the aggregate deductible satisfying the equation
From a computational viewpoint the distribution-free approach is easy to implement. We assume that the aggregate claims ∑ It is obtained by the method of mass dispersal, which is known to preserve the stop-loss order. From Hürlimann(1996) , Section 3.2, one knows that Z d * is a 4-atomic random variable with support { x 0 , x 1 , x 2 , x 3 } , and probabilities { p 0 , p 1 , p 2 , p 3 } determined as follows:
The stop-loss transform of X d * can be evaluated using the series representation
One notes that the infinite series are always finite sums because summation occurs only for ∑ i = 1 3 n i x i < x. In fact, often only very few terms must be evaluated.
To evaluate the stop-loss transform obtained from the lower stop-loss bound Z * to Z, one notes that Z * is a biatomic random variable with support
The required stop-loss transform is calculated using the formula
To illustrate the practical impact of the distribution-free approach, consider the example by Sundt(1991) . Assume that the claim number N is Poisson distributed with parameter l and the claim sizes Y i are Pareto distributed with scale parameter OP (the so-called observation point) and index a, that is
To implement the distribution-free method, one needs the first two moments of
+ from an XL reinsurance with layer m xs . One obtains through induction the recursive formula
The parameters required to evaluate the approximate stop-loss transforms (4.7) and (4.8) are besides l and m, the mean m = E [ Z ] and the variance s 2 = Var [ Z ] obtained from (4.11). The original analytical approach by Sundt(1991) requires an appropriate discretization of the claim size distribution, which is used to evaluate the stop-loss transform using Panjer's recursion. Based on the Pareto claim size (4.10), the distribution of the XL claim size reads
Applying the method of mass dispersal, one approximates F (z) by a distribution on the t + 1 points ih, i = 0, …, t, with h = m / t. Let F(z) = 1 -F (z) denote the survival function and let ƒ i be the probability associated to the point ih, i = 0, …, t. It is not difficult to obtain the following formulas
where one sets Sundt(1991) calculates pure premiums for m =  = 100, OP = 100, a = 1.2, l = 0.5. Table 4 .2 compares the results of this analytical approach with those obtained using the distribution-free approach based on (4.7). With much less computational effort, in fact at most 11 terms are required in the formula (4.5), the approximate pure premiums are surprisingly accurate and in most cases on the safe side. Note that the case K = 5 is compared with the case of infinitely many reinstatements in Sundt(1991) . A more detailed study including the approximation by (4.8) is pursued in the next Section. 
ANALYTICAL APPROXIMATIONS
In view of the very accurate approximations obtained with the distribution-free approach in Table 4 .1, it is natural to ask whether other analytical approximations of the aggregate claims to the layer m xs  perform similarly. From Chaubey et al.(1998) one knows that the approximations based on the gamma, translated gamma, translated inverse Gaussian and a mixture of the last two distributions yield usually good approximations of aggregate claims distributions. Like the distribution-free approach, these approximations are based on the method of moments an do not use Panjer's recursive formula as in the original analytical approach by Sundt(1991) . Even more, Chaubey et al.(1998) claim that the latter mixture seems to be a superb approximation to the aggregate claims distribution. The compound Poisson approximations use at most 5 parameters, namely the expected number of claims l = E [N ] and the first four moments E [ Z i ], i = 1, …, 4, of the claim size. Recall the formulas required to evaluate the analytical approximations to the aggregate claims X.
Gamma approximation
The distribution of X is approximated by a gamma distribution G ( b, a ) with
-1 where m X , k X are the mean and coefficient of variation of X given by
This approximation matches the mean and variance of X.
Translated Gamma approximation
According to Dickson and Waters(1993) , it is natural to approximate X by 
This approximation matches the mean, variance and skewness of X. Chaubey et al.(1998) propose to approximate X by X TIG = X IG + d, where X IG ~ IG ( a, b ) has an inverse Gaussian distribution, with the parameters defined by
Translated inverse Gaussian approximation
This approximation matches the mean, variance and skewness of X.
Mixture of translated gamma and translated inverse Gaussian
be the distribution functions of the translated gamma and translated inverse Gaussian approximations. Following Chaubey(1989) , the mixture defined by
matches the mean, variance, skewness and kurtosis of X provided 5) where the kurtosis parameters are defined by
Another very simple approximation to pure premiums for XL reinsurance with reinstatements is the rate on line method introduced by Walhin(2001) . Consider the rate on line of a layer m xs  defined by ROL = l · E [ Z ] / m, which is the premium of an unlimited free reinstatements treaty divided by the capacity. The rate on line method assumes that there are only total losses hitting the layer completely with the frequency q = ROL. If one assumes that Z = m with probability one, and N has the mean q, then the rate on line approximate premium is given by the formula
, and the aggregate deductible is an integer multiple of the cover m, one obtains the formulas
(5.8)
The Tables 5.2 to 5.16 offer a sensitivity analysis of the different approximations by comparing the results obtained with the analytical approach by Sundt(1991) with those obtained using the above analytical approximations, the distribution-free approach and the rate on line method. It is important to note that the distribution-free approach always yields a lower and an upper bound obtained from (4.7) and (4. Table 5 .1 provides an overview of the three best approximations to the analytical premiums by Sundt(1991) . In the situation of no aggregate deductible L = 0, the distribution-free approach based on (4.7) is always best for the smaller expected number of claims up to l = 2, followed by the rate on line method and the Gamma approximation. In these situations, the mixture approximation by Chaubey et al.(1998) does not perform well. However, for the higher expected number of claims l = 5, 10 and the lowest layer, the mixture approximation is best, followed by the translated gamma and the translated inverse Gaussian distributions. For l = 5, 10, and the middle and higher layer, the distribution-free approach is again best, followed by the rate on line method and the Gamma approximation. By increasing the aggregate deductible, as for instance L = 100, similar remarks can be made with the following differences. The distribution-free approach and the rate on line method are only best for even smaller expected number of claims and higher layers, and the translated inverse Gaussian takes the role of the Gamma as third best approximation in these cases. The mixture approximation is best for the lowest layer already when l ≥ 2. 
