Introduction
Let X be a compact 2n-dimensional almost Kähler manifold, with symplectic form ω and almost complex structure J. Almost Kähler means that ω and J are compatible in the sense that ω(Ju, Jv) = ω(u, v) and ω(·, J·) ≫ 0.
The combination thus defines an associated Riemannian metric β(·, ·) = ω(·, J·). Any symplectic manifold possesses such a structure. We will assume further that ω is 'integral' in the cohomological sense. This means we can find a complex hermitian line bundle L → X with hermitian connection ∇ whose curvature is −iω.
Recently, beginning with Donaldson's seminal paper, [5] , the notion of "nearly holomorphic" or "asymptotically holomorphic" sections of L ⊗k has attracted a fair amount of attention. Let us recall that one natural way to define spaces of such sections is by means of an analogue of the ∂-Laplacian [2, 3] .
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has the same principal and subprincipal symbols as the d-bar Laplacian in the integrable case; in fact in the Kähler case D k is the ∂-Laplacian.
(By Kähler case we mean not only that J is integrable but also that L is hermitian holomorphic with ∇ the induced connection.) The large k behavior of the spectrum of ∆ k was studied (in somewhat greater generality) by Guillemin-Uribe [6] . For our purposes, the main results can be summarized as follows: Theorem 1.1. [6] There exist constants a > 0 and M (independent of k), such that for large k the spectrum of D k lies in (ak, ∞) except for a finite number of eigenvalues contained in (−M, M ). The number n k of eigenvalues in (−M, M ) is a polynomial in k with asymptotic behavior n k ∼ k n vol(X), and can be computed exactly by a symplectic Riemann-Roch formula.
Furthermore, if the eigenvalues in (−M, M ) are labeled λ (k) j , then there exists a spectral density function q ∈ C ∞ (X) such that for any f ∈ C(R),
The proof of Theorem 1.1 is based on the analysis of generalized Toeplitz structures developed in [4] .
By the remarks above, in the Kähler case all λ (k) j = 0, corresponding to eigenfunctions which are holomorphic sections of L ⊗k . Hence q ≡ 0 for a true Kähler structure. In general, it is therefore natural to consider sections of L ⊗k spanned by the eigenvalues of D k in (−M, M ) as being analogous to holomorphic sections.
The goal of the present paper is to derive a simple geometric formula for the spectral density function q. Our main result is: Theorem 1.2. The spectral density function is given by
The spectral density function is identically zero iff (X, J, ω) is Kähler.
It is natural to ask if one can choose J so that q is very small, i. e. if the symplectic invariant
; J a compatible almost complex structure } is always zero. We have learned from Miguel Abreu that for Thurston's manifold j = 0; it would be very interesting to find (X, ω) with j > 0. The proof of Theorem 1.2 starts with the standard and very useful observation that sections of L ⊗k are equivalent to equivariant functions on an associated principle bundle π : Z → X. We endow Z with a 'Kaluza-Klein' metric such that the fibers are geodesic. Then the main idea exploited in the proof is the construction of approximate eigenfunctions (quasimodes) of the Laplacian ∆ Z concentrated on these closed geodesics. Such quasimodes are equivariant and thus naturally associated to sections of L ⊗k . Moreover, the value of the spectral density function q(x) is encoded in the eigenvalue of the quasimode concentrated on the fiber π −1 (x) ⊂ Z.
Preliminaries
The associated principle bundle to L is easily obtained as the unit circle bundle Z ⊂ L * . There is a 1-1 correspondence between sections of L ⊗k and functions on Z which are k-equivariant with respect to the S 1 -action, i.e. f (z.e iθ ) = e ikθ f (z).
The connection ∇ on L induces a connection 1-form α on Z. The curvature condition on ∇ translates to
where π : Z → X. Together with the Riemannian metric on X and the standard metric on S 1 = R/2πZ, this defines a 'Kaluza-Klein' metric g on Z such that the projection Z → X is a Riemannian submersion with totally geodesic fibers. With these choices the correspondence between equivariant functions and sections extends to an isomorphism between
The Laplacian on Z is denoted ∆ Z . By construction it commutes with the generator ∂ θ of the circle action, and so it also commutes with the 'horizontal Laplacian':
For sufficiently large k, we let H k ⊂ L 2 (Z) k denote the span of the eigenvectors with eigenvalues in the bounded range (−M, M ). The corresponding orthogonal projection is denoted Π k : L 2 (Z) → H k . The following fact appears in the course of the proof of Theorem 1.1:
There is a sequence of functions q j ∈ C ∞ (X) such that
Moreover, the spectral density function q in Theorem 1.1 is equal to q 0 .
Quasimodes on the circle bundle
The key to the calculation of the spectral density function at x 0 ∈ X is the observation that, with the Kaluza-Klein metric, the assumptions on X imply the stability of the geodesic fiber Γ = π −1 (x 0 ). Thus one should be able to construct an approximate eigenfunction, or quasimode, for ∆ Z which is asymptotically localized on Γ. The lowest eigenvalue of the quasimode (or rather a particular coefficient in its asymptotic expansion) will yield the spectral density function.
The computation is largely a matter of interpolating between two natural coordinate systems. From the point of view of writing down the KaluzaKlein metric explicitly, the obvious coordinate system to use is given by first trivializing Z to identify a neighborhood of Γ with S 1 × U x 0 , where U x 0 is a neighborhood of x 0 in X (the base point x 0 will be fixed throughout this section). On U x 0 we can introduce geodesic normal coordinates centered at x 0 . These coordinates will be denoted (θ, x 1 , . . . , x 2n ). The base point z 0 ∈ Γ corresponding to θ = 0 is arbitrary. In such coordinates the connection α takes the form α = dθ + α j dx j .
We will follow the quasimode construction outlined in Babich-Buldyrev [1] , which is essentially based in the normal bundle N Γ ⊂ T Z. Let ψ : N Γ → Z be the map defined on each fiber N z Γ by the restriction of the exponential map exp z : T z Z → Z. Of course, ψ is only a diffeomorphism near Γ. The Fermi coordinate system along Γ is defined by the combination of ψ and the choice of a parallel frame for N Γ. Let γ(s) be a parametrization of Γ by arclength, with γ(0) = z 0 , γ ′ (0) = ∂ θ . Let e j (s) be the frame for N γ(s) Γ defined by parallel transport from the initial value e j (0) = ∂ j . Then the Fermi coordinates are defined by
Note that s = θ only on Γ.
3.1. The ansatz. Now we can formulate the construction of an asymptotic eigenfunction as a set of parabolic equations on N Γ. Let κ be an asymptotic parameter (eventually to be related to k). Setting u = e iκs U we consider the equation
Since we are hoping to localize near y = 0, the ansatz is to substitute u j = √ κ y j and do a formal expansion
This defines differential operators L j on a neighborhood of the zero-section in N Γ, but since the coefficients are polynomial in the y j variables, they extend naturally to all of N Γ. We also make an ansatz of formal expansions for λ and U :
Substituting these expansions into (3.1) and reading off the orders gives the equations
Since L j is well-defined on N Γ, we can seek global solutions U j (s, y), subject to the boundary condition lim |y|→∞ U j = 0. It turns out that L 0 is a very familiar parabolic operator and the second equation is satisfied as a trivial consequence of the first. Solutions of the third equation exist only for a certain value of σ, and the main goal of this section is to compute this quantity. By pulling back by ψ, we can use (θ, x) as an alternate coordinate system on N Γ (near the zero section). We'll useβ ij ,ᾱ i ,ω ij ,J i j to denote the various tensors lifted from X and written in these coordinates (so all are independent of θ). We letΓ σ µν denote the Christoffel symbols of the Kaluza-Klein metric g in the (θ, x) coordinates. To reduce notational complexity insofar as possible, we will adopt the convention that unbarred expressions involving β ij , α i , ω ij , J i j and their derivatives are to be evaluated at the base point x 0 ∈ X, e.g. β ij =β ij | x=0 . The Christoffel symbols of β ij (evaluated at x 0 ) will be denoted by F l jk , with the same convention for derivatives. (Thus F l jk = 0, but its derivatives are not zero.) The freedom in the trivialization of Z may be exploited to assume that
We'll use g µν to denote the Kaluza-Klein metric expressed in the (θ, x) coordinates (with the convention that Greek indices range over 0, . . . , 2n and Roman over 1, . . . , 2n). Let ∂ j denote the vector field ∂ ∂x j on X. The horizontal lift of ∂ j to Z is then
The Kaluza-Klein metric is determined by the conditions:
Substituting in with (3.4) we quickly see that
In block matrix form we can write
We'll use G µν to denote the Kaluza-Klein metric written in the Fermi coordinates (s, y), i.e.
∂y j ) G µν is well-defined in a neighborhood of y = 0, and with the ansatz above we only need to know its Taylor series to determine L j . As noted, the heart of the calculation will be the change of coordinates from (θ, x) to (s, y).
By assumption G µν = δ µν to second order in y. After the substitution u j = √ κy j , we can write the Taylor expansions of various components as
where (l) denotes the term which is a degree l polynomial in u. Then using the definition
we can substitute the expansions (3.7) into (3.2) and read off the first few orders in κ: 
The other basic fact is dω = 0, which translates to
Proof. Using the fact that
A similar fact, which will also be useful, is:
For any vector v j we have
Proof.
To proceed, we must determine the terms in the Taylor expansion of G µν in terms of the geometric data β, ω, J, α. In terms of ∂ j , let the parallel frame e j (s) be written T k j ∂ k (fixing j for the moment). The parallel condition is
Since this is the matrix relating the x-frame to the y-frame at x = 0, we have ∂x k ∂y j = T k j . This makes it convenient to introduce
The transformation to Fermi coordinates may now be written as
The functions A and B are determined by the condition that the ray t → (s, ty) be a geodesic. Of course, we are really just interested in the Taylor expansions:
where degrees are labeled as above. Denoting the t derivative by a dot, the geodesic equations arë
The Christoffel symbols of g ij arē
Substituting the Taylor expansion of the Christoffel symbols into (3.9) and equating coefficients, we find A (2) = 0, B (2) = 0,
(3.10) Using x = z + κ −3/2 B (3) + . . . , we can then determine the coefficients of the expansion ofᾱ k :
The Fermi coordinate vector fields are
To compute a (l) , we use (3.10) and (3.11) to expand G 00 = g(∂ s , ∂ s ). The second order term is a (2) = 2α
At third order we have
Thus, by Lemma 3.2 we have
The fourth order term is somewhat more complicated:
We'll expand the first term,
and the second,
The terms involving ∂ m α k combine to form factors of ω mk :
After noting that 2α 
So in conclusion,
(3.14)
For b j = g(∂ s , ∂ y j ) the third order term will prove irrelevant, so we compute only
Finally, we have c lm = g(∂ y l , ∂ y m ). It is convenient to insert factors of T :
3. Parabolic equations. The first of the equations (3.3) involves the operator
The equation L 0 U 0 = 0 is then instantly recognizable as the Schrödinger equation for a harmonic oscillator. The "ground state" solution
Now e iκs U is supposed to be periodic, which means we must require
A function on z which is e iks ×(periodic) comes from a section of L k , so this k is our usual asymptotic parameter, and
By the standard analysis of the quantum harmonic oscillator, a complete set of solutions to L 0 U = 0 can be generated by application of the "creation operator"
We will need
, which are easily computed explicitly:
Since a (3) = 0 and ∂ u j b j (2) = 0, the next operator is
It then follows from b
Moreover, it is easy to check, using the creation operators, that U 0 is the unique solution of L 0 U = 0 for which this is true. Consider finally the third equation
from which we'll determine σ. Since L 2 U 0 has coefficients polynomial in u j of order no more than four, we can expand
where the coefficients C ijkl are assumed symmetrized.
Proof. In terms of the basis for the kernel of L 0 we can rewrite (3.20) as
Observe that
So the equation L 0 U 1 = −(L 2 − σ)U 0 has a solution only if σ = D, in which case we can set
To compute D we note
and (with the symmetry assumption),
This means that
To conclude the computation, we will examine L 2 U 0 piece by piece and form the contractions of coefficients according to (3.21) . From (3.8) we break up L 2 U 0 = W 1 + . . . W 6 , where
By (3.17) we compute
The contribution to σ from W 1 is thus:
For W 2 , from the calculations of a (2) and a (4) we have
We symmetrize and take the contractions to find the contribution to σ:
Let us simplify this expression. By dω = 0 we have
Finally fromJ 2 = −1 we obtain
Combining these facts gives
Evaluating the Christoffel symbols gives
Thus the final contribution from W 2 to σ is
By dω = 0, we have
So the contribution from W 3 simplifies to 1 6 |∇J| 2 (3.24)
The terms in W 4 are purely imaginary and therefore must contribute zero because σ is real. This can easily be confirmed explicitly.
To compute W 5 we need to consider
Quasimodes. Let us introduce the function
Proposition 3.5. Fix x 0 ∈ X and let Γ = π −1 (x 0 ). There exists a sequence ψ k ∈ L 2 (Z) k with ψ k = 1 such that
Moreover, ψ k is asymptotically localized on Γ in the sense that if ϕ ∈ C ∞ (Z) vanishes to order m on Γ, then
Proof. Let W be a neighborhood of Γ in which Fermi coordinates (s, y) are valid, and χ ∈ C ∞ (Z) a cutoff function with supp(χ) ⊂ W and χ = 1 in some neighborhood of Γ. Then we define the sequence
where U j (s, y) are the solutions obtained above, κ = k + n/2, and Λ k normalizes ψ k = 1. This could be written as
where P l is a polynomial of degree l (with coefficients independent of k).
The concentration of ψ k on Γ described in (3.28) then follows immediately from (3.29). By virtue of the factor e −κy 2 /4 , we can turn the formal considerations used to obtain the operators L j into estimates. With cutoff, χL j could be considered an operator on Z with support in W . By construction we have where A l,m,β is supported in W and vanishes to order 2l + |β| + 1 at y = 0. We also have
Combining these facts with the definition of ψ k we deduce that
where F l is supported in W and vanishes to order 2l + 1 at y = 0. Using this order of vanishing we estimate
Noting that ∆ Z − κ 2 − σ = ∆ h − nk − h(x 0 ) on L 2 (Z) k , we obtain the estimate (3.27).
Spectral density function
Let ψ k ∈ L 2 (Z) k be the sequence produced by Proposition 3.5. As in §2, we let Π k denote the orthogonal projection onto the span of low-lying eigenvectors of ∆ h − nk. Consider
By Theorem 1.1 (for k sufficiently large, which we'll assume throughout),
By Proposition 3.5 we have a uniform bound
so these estimates imply in particular that ak η k < C + M.
Hence η k = O(k −1 ). From Lemma 2.1 we know that q satisfies
Let r k = (∆ h − nk + h(x 0 ))ψ k , which by Proposition 3.5 satisfies r k = O(k −1/2 ). So
The left-hand side is O(1/k), while the second term on the right is O(k −1/2 ), The third term term on the right-hand side is equal to
Therefore, the first term on the right-hand side of (4.1) can be estimated
Because η k = O(1/k) this implies also that
Since q is smooth, the localization of ψ k on Γ from Proposition 3.5 implies that ψ k , (π * q)ψ k = q(x 0 ) + O(k −1/2 ).
Thus q(x 0 ) = h(x 0 ). This proves Theorem 1.2.
