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FIRST VARIATION OF THE HAUSDORFF MEASURE OF
NON-HORIZONTAL SUBMANIFOLDS IN SUB-RIEMANNIAN
STRATIFIED LIE GROUPS
MARCOS M. DINIZ1, MARIA R. B. SANTOS2, AND JOSE´ M. M. VELOSO3
Abstract. We determine necessary conditions for a non-horizontal subman-
ifold of a sub-Riemannian stratified Lie group to be of minimal measure. We
calculate the first variation of the measure for a non-horizontal submanifold
and find that the minimality condition implies the tensor equation H +σ = 0,
whereH is analogous to the mean curvature and σ is themean torsion. We also
discuss new examples of minimal non-horizontal submanifolds in the Heisen-
berg group, in particular surfaces in H2.
1. Introduction
The last years have seen a generalization of Riemannian geometry to sub-Rie-
mannian geometry [2, 4, 11, 20, 21]. A sub-Riemannian manifold is a connected
manifold G with a distribution D ⊂ TG such that successive Lie brackets fields
in D generate all the tangent space TG. In addition, a positive definite scalar
product 〈·, ·〉 is defined at D such that it is possible to calculate the length of
admissible curves, i.e., the tangent curves on D. As in Riemannian geometry, the
distance ρ between two points p and q in G is defined as the infimum length of
admissible curves that connect the points p and q. By means of this distance, the
sub-Riemannian manifold becomes a metric space [1] and can be endowed with a
Hausdorff measure. Also, there is an equivalent of the Riemannian volume, the so
called Popp’s volume. Introduced in [11], it is a smooth volume which is canonically
associated with the sub-Riemannian structure and was used in [2] to define the sub-
Laplacian in sub-Riemannian geometry.
On sub-Riemannian manifolds which are nilpotent Lie groups (stratified Lie gro-
ups) the spherical Hausdorff measure, the Popp’s measure and the Haar measure
are mutually constant multiples one of another [3, 6, 7, 8, 16]. Then, it is natural to
ask what means a submanifold of a stratified Lie group to be of minimal measure.
The aim of this paper is, using the measure proposed by Magnani and Vittone
for non-horizontal submanifolds in stratified Lie groups [23], to calculate the first
variation of these submanifolds and determine the necessary conditions for a non-
horizontal submanifold to be of minimal measure. We will also give new examples of
non-horizontal minimal submanifolds in the Heisenberg group, in particular min-
imal surfaces in 5-dimensional Heisenberg group . In order to present the main
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results, we briefly introduce some concepts which will be dealt with in detail in the
subsequent sections.
Let G be a stratified Lie group with a graded Lie algebra g = g1 ⊕ · · · ⊕ gr
with r ≥ 1. If 〈·, ·〉 is a scalar product on g1, we can extend it to g by induction
(see Proposition 1). We also consider the distribution D ⊂ TG generated by g1
and the scalar product in D generated by 〈·, ·〉. This way, (G, D, 〈·, ·〉) becomes a
sub-Riemannian manifold, also called the Carnot group. Note that, traditionally
the scalar product on D is extended to TG and the Riemannian connection on TG
is used to make calculations on G. This observation will be our starting point. We
shall work with a covariant derivative ∇ defined by ∇X = 0 for all X ∈ g. It
has intrinsic torsion which is essentially the negative of the Lie bracket in G and
the zero curvature tensor. So, this covariant derivative permits us to establish an
interesting parallel between the invariants of submanifolds in Rn and the invariants
of submanifolds in G.
The geometry of a submanifoldM of G at each point depends on the relative po-
sition of TM and D. The submanifolds with a “high” contact with D at one point
may have singularities from the metric point of view, even though being a C∞ sub-
manifold. In this paper, we avoid these situations by considering a non-horizontal
submanifold M transverse to D, i.e., TM + D = TG. For this submanifold the
horizontal normal subspace TM⊥ play the same role as the normal space does to a
submanifold in Rn. We define TM⊥ as the orthogonal subspace to TM ∩D in D,
i.e., the horizontal distribution D = (TM ∩D)⊕TM⊥. Hence, TG = TM ⊕TM⊥
and we can use this decomposition (in general not orthogonal!) to project ∇ to a
connection ∇ over TM .
Let e1, . . . , en be a orthonormal basis of g with its dual e
1, . . . , en. Let f1, . . . , fn
be a adapted frame in the TG such that f1, . . . , fp are orthogonal to TM ∩D and
fp+1, . . . , fd1 is a orthonormal basis of TM ∩ D in D. We complete fp+1, . . . , fd1
to a basis fp+1, . . . , fn of TM taking fj = ej −
∑p
α=1A
α
j fα, for j = d1 + 1, . . . , n.
If we denote by f1, . . . , fn its dual basis, then the sub-Riemannian volume form on
G is defined as dV = e1 ∧ · · · ∧ en = f1 ∧ · · · ∧ fn. When M is a hypersurface, the
H-perimeter measure is traditionally used [9, 10, 12, 15]. For the non-horizontal
submanifolds of codimension p ≥ 1, the spherical Hausdorff measure has the fol-
lowing representation proved in [23]:
(1.1)
∫
M
θ(τdM (x))dS
d
ρ (x) =
∫
M
|τdM (x)|dvolh(x) ,
where h is a fixed Riemannian metric, d is the Hausdorff dimension ofM , θ(τdM (x))
is the metric factor (see Section 4.1), Sdρ is the d-spherical Hausdorff measure and
dvolh is the Riemannian volume form on M induced by (G, h).
We will denote by µ the measure in non-horizontal submanifolds defined by
dµ(x) = |τdM (x)|dvolh(x), which is a natural candidate to define the volume for
non-horizontal submanifolds. If the metric factor θ(τdM (x)) is constant on M (the
case of the Heisenberg group Hn, see Section 4.1) the measure dµ(x) is a multiple of
(Q− p)-spherical Hausdorff measure on M . Writing the density dµ in the adapted
frame f1, . . . , fn we obtain a beautiful formula which we will use for the variational
calculation, namely dµ = fp+1 ∧ · · · ∧ fn (see Theorem 2).
The second result of this paper (Theorem 4) is a sufficient condition for mini-
mality of non-horizontal submanifolds. We say that a non-horizontal submanifold
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is minimal if H+σ = 0 on TM⊥, where H is the mean curvature (Definition 3) and
σ is the mean torsion (Definition 4). In the case of hypersurfaces, the mean torsion
is null and so the definition of minimality is the same as in [9, 10, 12, 15, 17, 18]
and also of minimal submanifolds of Riemannian geometry.
As a direct application of Theorem 4 we present the following example: if M
is minimal submanifold of R2n, then N = M × R is minimal submanifold of Hn.
Furthermore, an interesting application of this theorem is discussed in section 6,
where we find minimal non-horizontal surfaces in the 5-dimensional Heisenberg
group H2. Observe that in the 3-dimensional Heisenberg group H1 the tangent
horizontal curves to minimal surfaces are lines and hence this surfaces are ruled
surfaces [14]. Now, for H2 the tangent horizontal curves to minimal surfaces can
be more general. In section 6, we will present two cases: the curves are lines and
we obtain ruled surfaces; the curves are circles and we obtain a family of circles,
which we will call tubular surfaces.
In the last section, we prove for non-horizontal hypersurfaces the following:
−Hf1 = divG
(
grad
D
φ
|grad
D
φ|
)
, where φ : G → R is smooth function, divG is the di-
vergence function on G and gradD is the horizontal gradient operator. With this
formula we give a proof that the hyperboloid paraboloid is minimal.
2. Stratified Lie groups
A stratified Lie group G is an n-dimensional connected, simply connected nilpo-
tent Lie group whose Lie algebra g decomposes as g = g1 ⊕ g2 ⊕ · · · ⊕ gr and
satisfies the condition [g1, gj ] = gj+1, j = 1, . . . , r − 1, [gj , gr] = 0, j = 1, . . . , r.
Write di = dim g
i, choose a basis e1, . . . , en of g such that edj−1+1, . . . , edj is a basis
of gj and denote its dual basis by e1, . . . , en. Then, we define the degree of ek as
deg k = j if dj−1 < k ≤ dj .
We also define an covariant derivative ∇ on TG by
∇ej = 0
for every j = 1, . . . , n. Clearly, the curvature K of G is null. If T is the torsion of
∇, then T (ei, ej) = −[ei, ej] = −
∑n
k=1 c
k
ijek or
T = −1
2
n∑
i,j,k=1
ckije
i ∧ ej ⊗ ek,
where ckij are the structure constants of g associated with e1, . . . , en.
The stratification hypothesis on g implies that ckij = 0 if deg k 6= deg i + deg j.
In particular, ckij = 0 for k = 1, . . . , d1. We can then write
T =
n∑
k=d1+1
T
k ⊗ ek, where T k = −1
2
n∑
i,j=1
ckije
i ∧ ej .
Let D ⊂ TG be defined by Dx = {X(x) |X ∈ g1}. Consider a positive definite
scalar product 〈 , 〉 on D such that e1, ..., ed1 are orthonormal. With this scalar
product, (G, D, 〈, 〉) becomes a sub-Riemannian manifold.
Proposition 1. There is a canonical extension of 〈, 〉 on D to a scalar product on
TG.
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Proof. The proof goes by induction. Suppose that we have extended 〈, 〉 to a scalar
product of gk. Then we have a scalar product on g1⊕· · ·⊕gk, and we can consider
the map B : g1 ⊗ gk → gk+1 defined by B(X ⊗ Y ) = [X,Y ]. The scalar products
on both g1 and gk induce a scalar product on g1 ⊗ gk. Thus, B : (kerB)⊥ → gk+1
is an isomorphism, by which we can transport the scalar product of (kerB)⊥ to
gk+1. 
We shall use the same symbol 〈, 〉 for the extended scalar product. Therefore,
from the definition of ∇ and Proposition 1, we get for every X,Y ∈ TG that
∇〈X,Y 〉 = 〈∇X,Y 〉+ 〈X,∇Y 〉 .
Proposition 2. Suppose that f : g → g is a graded automorphism of Lie algebras
such that f |
g1
: g1 → g1 is an isometry. Then f is an isometry of g.
Proof. The proof goes by induction. We will suppose that we have shown that
f : g1 ⊕ · · · ⊕ gk → g1 ⊕ · · · ⊕ gk is an isometry. Consider f⊗f : g1 ⊗ gk → g1 ⊗ gk
defined by f⊗f(x⊗ Y ) = f(x)⊗ f(Y ). Then, f⊗f is an isometry, i.e.,
〈f⊗f(x⊗ Y ), f ⊗ f(x′ ⊗ Y ′)〉 =〈fx, fx′〉〈fY, fY ′〉 = 〈x, x′〉〈Y, Y ′〉
=〈x ⊗ Y, x′ ⊗ Y ′〉.
As before, let B : g1 ⊗ gk → gk+1 be defined by B(x⊗ Y ) = [x, Y ]. Then
B(f⊗f(x⊗ Y )) = B(f(x) ⊗ f(Y )) = [fx, fY ] = f [x, Y ] = f(B(x⊗ Y )).
Therefore, f⊗f(kerB) = kerB and f⊗f((kerB)⊥) = (kerB)⊥.
Take Z,Z ′ ∈ gk+1. Then, Z = B(u), Z ′ = B(u′), where u, u′ ∈ (kerB)⊥. Note
that f⊗f(u), f⊗f(u′) ∈ (kerB)⊥ and B, restricted to this subspace, is an isometry.
So, we have
〈fZ, fZ ′〉 =〈B(f⊗f(u)), B(f⊗f(u′)) = 〈f⊗f(u), f⊗f(u′)〉〉 = 〈u, u′〉
=〈B(u), B(u′)〉 = 〈Z,Z ′〉 .

3. Non-horizontal submanifolds
Consider a stratified Lie group G. A submanifold M ⊂ G of codimension p is
non-horizontal if TM+D = TG. We then have that TM ∩D is a subvector bundle
with dimTM ∩D = d1 − p.
Let U be an open neighborhood of G such that M ∩ U 6= ∅. An adapted basis
to M on U is a basis f1, . . . , fn on U such that
fj =
d1∑
k=1
akj ek, j = 1, · · · , d1,
is an orthonormal basis of D with f1, . . . , fp orthogonal to TM ∩ D on D and
fp+1, . . . , fd1 is a basis of TM ∩ D. It follows that the matrix (akj )1≤j,k≤d1 is
orthogonal. We complete fp+1, . . . , fd1 to a basis fp+1, . . . , fn of U by
(3.1) fj = ej −
p∑
α=1
Aαj fα, j = d1 + 1, . . . , n.
such that fj is tangent to M on U .
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Now, let i, j = 1, . . . , n and let ωij be the connection 1-forms defined in terms of
the basis fi. Then
(3.2) ∇fj =
d1∑
i=1
ωij ⊗ fi,
where
ωij =
d1∑
k=1
aki da
k
j , i, j = 1, . . . , d1,
ωαj = −dAαj −
p∑
β=1
A
β
j ω
α
β , α = 1, · · · , p, j = d1 + 1, . . . , n,
ωij = −
p∑
β=1
A
β
j ω
i
β , i = p+ 1, . . . , d1, j = d1 + 1, . . . , n.
Proposition 3. (Cartan structural equations) The 1-forms f i and ωij satisfy
dfα =−
n∑
j=1
ωαj ∧ f j + T˜α, α = 1, . . . , p,
df i =−
n∑
j=1
ωij ∧ f j, i = p+ 1, . . . , d1,
df j = T
j
, j = d1 + 1, . . . , n,
dωki =−
d1∑
j=1
ωkj ∧ ωji , k = 1, . . . , d1, i = 1, . . . , n,
where T˜α =
∑n
k=d1+1
AαkT
k
, α = 1, . . . , p.
Proof. These identities follow directly from the definition of the adapted basis to
M . 
3.1. The second fundamental form and the Weingarten operator. We de-
note by TM⊥ the subvector bundle of TG on M generated by f1, . . . ,fp. Then
TM⊥ is orthogonal to TM ∩ D on D and TG = TM⊥ ⊕ TM (in general non-
orthogonal!). If v ∈ TpG, p ∈ M , we write v = v⊤ + v⊥, where v⊤ ∈ TM and
v⊥ ∈ TM⊥. Therefore
∇XY = (∇XY )⊤ + (∇XY )⊥ and T (X,Y ) = T⊤(X,Y ) + T⊥(X,Y )
for every X,Y ∈ TM .
We define the covariant derivative on TM by ∇XY = (∇XY )⊤, ∀X,Y ∈ TM .
Definition 1. Let S : TM × TM → TM⊥ be the bilinear form defined by
S(X,Y ) = (∇XY )⊥.
We say that S is the second fundamental form associated to M .
Moreover, given ξ ∈ TM⊥ and X ∈ TM we write ∇Xξ = −Aξ(X)+∇⊥Xξ, where
Aξ(X) = −(∇Xξ)⊤ ∈ TM and ∇⊥Xξ = (∇Xξ)⊥ ∈ TM⊥.
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Definition 2. Let A : TM × TM⊥ → TM be the bilinear form defined by
Aξ(X) = −(∇Xξ)⊤.
We say that A is the Weingarten operator associated to M .
Observe that Aξ : TM → TM ∩D, since D is invariant under ∇. Also, we have
that ∇⊥ : ξ ∈ TM⊥ → ∇⊥ξ ∈ (TM)∗ ⊗ TM⊥ is a linear connection on TM⊥,
where (TM)∗ is the dual space of TM .
Remark 1. The second fundamental form is generally not symmetric, i.e., for
every X,Y ∈ TM , S(X,Y )− S(Y,X) = (∇XY −∇YX − [X,Y ])⊥ = T⊥(X,Y ).
Let us introduce P : TM × TM⊥ → R as P (X, ξ) = 〈X, ξ〉 and
∇˜XP (Y, ξ) =X(P (Y, ξ))− P (∇XY, ξ)− P (Y,∇⊥Xξ)
=X〈Y, ξ〉 − 〈∇XY, ξ〉 − 〈Y,∇⊥Xξ〉.
Proposition 4. For every X,Y ∈ TM and ξ ∈ TM⊥, we have that
〈S(X,Y ), ξ〉 = ∇˜XP (Y, ξ) + 〈Aξ(X), Y 〉 .
In particular, if Y ∈ TM ∩D, then 〈S(X,Y ), ξ〉 = 〈Aξ(X), Y 〉.
Proof. The proof follows by Definition 1 and by compatibility of ∇ with the ex-
tended scalar product 〈, 〉. Clearly, ∇˜XP (Y, ξ) = 0, ∀ Y ∈ TM ∩D. 
Let K⊥ be the curvature of ∇⊥, i.e., K⊥(X,Y )ξ =∇⊥X∇⊥Y ξ−∇⊥Y∇Xξ−∇⊥[X,Y ]ξ
and let us define
∇˜XS(Y, Z) = ∇⊥X(S(Y, Z))− S(∇XY, Z)− S(Y,∇XZ).
We then obtain a sub-Riemannian version of the fundamental equations.
Theorem 1. The curvature K of ∇, the curvature K⊥ of ∇⊥, the second funda-
mental form S and the Weingarten operator A satisfy
(1) (Gauss equation) K(X,Y )Z = AS(Y,Z)(X)−AS(X,Z)(Y );
(2) (Codazzi equation) ∇˜Y S(X,Z)− ∇˜XS(Y, Z)− S(T (X,Y ), Z) = 0;
(3) (Ricci equation) K⊥(X,Y )ξ = S(X,AξY )− S(Y,AξX),
where T is the torsion of ∇.
In coordinates, we have the following. Taking the tangential component and the
horizontal orthogonal component of (3.2) we obtain, respectively
(3.3) S(X,Y ) =
p∑
α=1
n∑
j=p+1
f j(Y )ωαj (X)fα and Afα(X) = −
d1∑
i=p+1
ωiα(X)fi.
Furthermore, ∇⊥Xfα =
∑p
β=1 ω
β
α(X)fβ .
We end this section with two definitions, the first of which being well known.
Definition 3. The mean curvature of M is the tensor H : TM⊥ → R defined by
Hξ = −trace Aξ.
Definition 4. The mean torsion of M is the tensor σ : TM⊥ → R defined by
σξ =
n∑
j=d1+1
f j(T (ξ, fj)).
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4. The µ-measure of non-horizontal submanifolds
In this section, using the adapted basis to non-horizontal submanifold M , we
will give a new expression for the density of the measure µ on M . When G is the
Heisenberg group, this measure is a constant multiple of the spherical Hausdorff
measure. In the general case the density of the spherical Hausdorff measure on M
is a multiple of µ by a function. This function depends on the position of TM in
relation to the distribution D.
Following [23], let τM (x) be a unit (n−p)-tangent vector of M at x with respect
to the extended metric h := 〈, 〉 at G. We define τdM (x) as the part of τM (x)
with maximum degree d = Q − p, where Q is the Hausdorff dimension of G. Let
v1, . . . , vp be a basis of sections of the orthogonal space TM
⊥h which is orthonormal
with respect to h, i.e., 〈vi, TM〉 = 0, and v = v1 ∧ v2 ∧ · · · ∧ vp is the unit p-form
of the orthogonal space TM⊥h . We consider the measure µ on M with density
(4.1) dµ = |τdM |volhxM,
where volhxM := (v y dvolh)|M , the symbol y denotes the contraction (or interior
product) of a differential form with a vector, dvolh = e
1 ∧ · · · ∧ en = f1 ∧ · · · ∧ fn
is the density of the spherical Hausdorff measure on G as a sub-Riemannian metric
space, and |·| is the norm induced by the fixed Riemannian metric h. Then
dµ = |τdM |v y dvolh = |τdM |v y f1 ∧ · · · ∧ fn.
Theorem 2.
(4.2) dµ = fp+1 ∧ · · · ∧ fn .
Proof. First, we denote
bjk = 〈fj , fk〉 = δjk +
p∑
α=1
Aαj A
α
k .
Observe that 〈fα, fk〉 = −Aαk for j, k = d1 + 1, . . . , n and α = 1, . . . , p. If B is the
(n− d1)-square matrix B = (bjk), A is the (n− d1)× p matrix
A =

A1d1+1 A
2
d1+1
· · · Apd1+1
A1d1+2 A
2
d1+2
· · · Apd1+2
...
...
. . .
...
A1n A
2
n · · · Apn

and In−d1 is the (n− d1)-identity matrix, we obtain
B = In−d1 +AA
T .
Let us now calculate v. To do this, we project f1, . . . , fp on TM
⊥h. These are
wα := fα +
n∑
j=d1+1
xjαfj ,
where we choose xjα such that 〈wα, fj〉 = 0 for α = 1, . . . , p, j = p + 1, . . . , n. In
particular,
(4.3)
n∑
k=d1+1
xkαbjk = A
α
j .
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for α = 1, . . . , p and j = d1 + 1, . . . , n. Thus the vectors wα, α = 1, . . . , p, are
linearly independent and orthogonal to TM . Hence, take
v =
1
|w1 ∧ · · · ∧ wp|w1 ∧ · · · ∧wp.
Observe that |w1 ∧ · · · ∧ wp| = | detW|, where W = (Wαβ) is a square p-matrix
with
Wαβ = 〈wα, wβ〉 = δαβ −
n∑
j=d1+1
x
j
βA
α
j .
If ckj are the entries of the inverse matrix of B, it follows from (4.3) that
(4.4) xjα =
n∑
k=d1+1
ckjA
α
k ,
and therefore Wαβ = δαβ −
∑n
j=d1+1
Aαj cjkA
β
k , or W = Ip −ATB−1A. So,
vydvolh =
w1 ∧ · · · ∧ wp
|w1 ∧ · · · ∧ wp| y f
1 ∧ · · · ∧ fn = 1| detW|f
p+1 ∧ · · · ∧ fn,
because fα = 0 on M for α = 1, . . . , p.
Let us now find τdM . First
τM = |fp+1 ∧ · · · ∧ fn|−1fp+1 ∧ · · · ∧ fn = |fd1+1 ∧ · · · ∧ fn|−1fp+1 ∧ · · · ∧ fn
= | detB|−1fp+1 ∧ · · · ∧ fd1 ∧ (ed1+1 −
p∑
α=1
Aαd1+1fα) ∧ · · · ∧ (en −
p∑
ω=1
Aωnfω).
Therefore
τdM = | detB|−1fp+1 ∧ · · · ∧ fd1 ∧ ed1+1 ∧ · · · ∧ en,(4.5)
where d = d1 − p+ 2d2 + . . .+ ldl = Q− p. It follows that |τdM | = | detB|−1. Then
dµ = | detB|−1| detW|−1fp+1 ∧ · · · ∧ fn .
To finish the proof, we must show that | detB|| detW| = 1. To do this, we need only
apply the matrix determinant lemma (see for instance [5]). Taking determinants
of(
I A
T
0 B
)(
I−A
T
B
−1
A 0
B
−1
A I
)
=
(
I A
T
A B
)
=
(
I 0
A I
)(
I A
T
0 B−AAT
)
we have det(B) det(W) = 1. 
4.1. The Heisenberg group Hn. We now will give a proof that the Heisenberg
group has constant metric factor.
According to [23], the metric factor θ(τ) associated with a simple s-vector τ of
∧sg is defined by
θ(τ) = Hs|·|(F−1(exp(L(τ)) ∩B1)),(4.6)
where F : Rn → G is a system of graded coordinates with respect to an adapted
orthonormal basis (X1, . . . , Xn), Hs|·| is the s-dimensional Hausdorff measure with
respect to the Euclidean norm of Rn, L(τ) is the unique subspace of g associated
to τ and B1 is the open unit ball centered at e with respect to a fixed homogeneous
distance.
We now consider h to be the Lie algebra of the Heisenberg groupHn generated by
e1, . . . , e2n, e2n+1 with [ei, ei+n] = e2n+1 for i = 1, . . . , n and all the other brackets
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equal to 0. We have h = h1 ⊕ h2, where h1 is generated by e1, . . . , e2n and h2 by
e2n+1. Take a scalar product on h
1 such that e1, . . . , e2n is an orthonormal basis.
We extend the chosen scalar product to h so that e2n+1 is unitary and orthogonal
to h1.
The group operation of Heisenberg group Hn is given in exponential coordinates
by
(x1, . . . , x2n, x2n+1)(y1, . . . , y2n, y2n+1) =
(
x1 + y1, . . . , x2n + y2n, x2n+1 + y2n+1
+
1
2
n∑
i=1
(xiyi+n − yixi+n)
)
and the left-invariant vector fields are
ei =
∂
∂xi
− 1
2
xi+n
∂
∂x2n+1
, ei+n =
∂
∂xi+n
+
1
2
xi
∂
∂x2n+1
, e2n+1 =
∂
∂x2n+1
.
We shall first find a parametrization for the open unit ball B1 of H
n whose
expression also works for a parametrization of exp−1(B1) ⊂ h.
By [22, Proposition 5.1], the Carnot-Caratheodory geodesics c(t) passing by the
identity are solutions of the following system
c˙ =
2n∑
r=1
λrer, λ˙j = −λ0λj+n, λ˙j+n = λ0λj , λ˙0 = 0.
with initial conditions c(0) = (0, . . . , 0) and λk(0) = µk, k = 0, . . . , 2n. Therefore,
λ0 = µ0
λj = µj cos (µ0t)− µj+n sin (µ0t)
λj+n = µj+n cos (µ0t) + µj sin (µ0t)
and
x˙j = µj cos (µ0t)− µj+n sin (µ0t)
x˙j+n = µj+n cos (µ0t) + µj sin (µ0t)
x˙2n+1 =
1
2
n∑
j=1
(x˙j+nxj − x˙jxj+n).
Integrating from 0 to t we get
xj(µ0, . . . , µ2n, t) =
µj
µ0
sin (µ0t)− µj+n
µ0
(1− cos (µ0t))
xj+n(µ0, . . . , µ2n, t) =
µj
µ0
(1− cos (µ0t)) + µj+n
µ0
sin (µ0t)
x2n+1(µ0, . . . , µ2n, t) =
1
2µ20
(
2n∑
r=1
µ2r
)
(µ0t− sin (µ0t)) .
Hence, the unitary ball B1 defined by the homogeneous distance ρ is parameterized
by the Carnot-Caratheodory exponential as
expCC(µ0, . . . , µ2n) =
(
x1(µ0, . . . , µ2n, 1), . . . , x
2n+1(µ0, . . . , µ2n, 1)
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on the cylinder −2π ≤ µ0 ≤ 2π,
∑2n
r=1 µ
2
r ≤ 1. Observe that[
xj(µ0, . . . , µ2n, 1)
xj+n(µ0, . . . , µ2n, 1)
]
=
1
µ0
[
sin(µ0) −(1− cos(µ0))
(1 − cos(µ0)) sin(µ0)
] [
µj
µj+n
]
.
We transform the matrix on the right-hand side into an orthogonal matrix as fol-
lows:[
xj(µ0, . . . , µ2n, 1)
xj+n(µ0, . . . , µ2n, 1)
]
=
√
2(1− cos(µ0))
|µ0|
[
cosα − sinα
sinα cosα
] [
µj
µj+n
]
where cosα =
| sinµ0|√
2(1− cosµ0)
and sinα =
√
2(1− cosµ0)
2 sgn(µ0)
. If we introduce the
change of variables [
µj
µj+n
]
=
[
cosα − sinα
sinα cosα
] [
µj
µj+n
]
,
then we can parameterize B1 by
P(µ0, µ1 . . . , µ2n) =
(
ε(µ0)µ1, . . . , ε(µ0)µ2n,
µ0 − sinµ0
2µ20
2n∑
r=1
µ2r
)
.(4.7)
on the cylinder −2π ≤ µ0 ≤ 2π,
∑2n
r=1 µ
2
r ≤ 1, where ε(µ0) =
√
2(1− cosµ0)
|µ0| .
Using (4.7) we can prove the result following:
Theorem 3. If M is a non-horizontal submanifold of Hn, then the µ-measure on
M is a constant multiple of the spherical Hausdorff measure.
Proof. According to formula (1.1) and (4.6) we must show that
θ(τdM (x)) = H2n+1−p|·| (F−1(exp(L(τdM (x))) ∩B1))
is constant on a non-horizontal submanifold M of Hn.
From (4.5) we get
τdM = | detB|−1fp+1 ∧ · · · ∧ f2n ∧ e2n+1.
Therefore, L(τdM ) is generated by fp+1, . . . , f2n, e2n+1.
Let A : R2n+1 → h be the linear transformation such that F : R2n+1 → H2n+1
is given by F = exp ◦A. Then,
F−1(exp(L(τdM )) ∩B1) = A−1(L(τdM ) ∩ exp−1(B1)).
Let φ ∈ O(2n+ 1,R) such that φ(0, . . . , 0, 1) = (0, . . . , 0, 1) and φ˜ = AφA−1. Note
that φ˜ acts in h as an isometry, fixes e2n+1 and L(φ˜τdM ) = φ˜L(τdM ).
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It follows from formula (4.7) that φ˜(exp−1(B1)) = exp
−1(B1). Hence,
θ(φ˜τdM ) = H2n+1−p|.|
(
F−1
(
exp(L(φ˜τdM )) ∩B1
))
= H2n+1−p|.|
(
A−1
(
L(φ˜τdM ) ∩ exp−1(B1)
))
= H2n+1−p|.|
(
A−1
(
φ˜L(τdM ) ∩ φ˜
(
exp−1(B1)
)))
= H2n+1−p|.|
(
A−1 ◦ φ˜
(
L(τdM ) ∩ exp−1(B1)
))
= H2n+1−p|.|
(
φ ◦A−1
(
L(τdM ) ∩ exp−1(B1)
))
= H2n+1−p|.|
(
A−1
(
L(τdM ) ∩ exp−1(B1)
))
= θ(τdM ).
Since, for any y ∈ M , L(τdM (y)) can be obtained by the action of some φ˜ on
L(τdM (x)), the function θ(τdM ) is constant on M .

5. First variation of µ
Consider an immersion i : M → G such that i(M) in G is a non-horizontal
submanifold of codimension p. On G we have the volume element
(5.1) dV = e1 ∧ · · · ∧ en = f1 ∧ · · · ∧ fn
and on i(M) the volume form
Γ˜(0) := dµ = fp+1 ∧ · · · ∧ fn.
Let F : (−ǫ, ǫ) ×M → G be a differentiable map such that Fu : M → G is an
immersion for all u ∈ (−ǫ, ǫ), where Fu(p) = F (u, p), and i = F0. The map F is
a variation of i. On each submanifold Fu(M) we have the volume form Γ˜(u) as
constructed in Section 4. Thus, we have a family of volume forms Γ(u) = F ∗u (Γ˜(u))
on M and by the arguments of [19, p. 286] we have
d
du
∣∣∣∣
u=u0
∫
M
Γ(u) =
∫
M
d
du
∣∣∣∣
u=u0
Γ(u) .(5.2)
We now state the main result of this section.
Theorem 4. Let i : M → G be an immersion of an oriented (n − p)-dimensional
manifold M into a sub-Riemannian stratified Lie group (G, D, 〈 , 〉) as a non-
horizontal submanifold and let F : (−ǫ, ǫ) ×M → G be a variation of i through
immersions with variation vector field W . If Γ(u) = F ∗u (Γ˜(u)), where Γ˜(u) is the
volume form of the µ-measure in Fu(M) in accordance with the given orientation
of M , then
Γ˙(0) = i∗ (HW⊥ + σW⊥) Γ(0) + d
(
i−1∗ (W
⊤)yΓ(0)
)
,
where H is the mean curvature and σ is the mean torsion of i(M).
Proof. We follow the ideas of Spivak [19]. Let W = dduF
∣∣
u=0
be the variation
vector field. Choose a point p0 ∈ M such that Wp0 = W (i(p0)) is not tangent
to i(M). Then, in a neighborhood O of p0 (and decreasing ǫ if necessary) we can
suppose that F : (−ǫ, ǫ) × O → G is an embedding. Let us denote Fu(O) = Ou.
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On an open set O˜ of G containing the image of (−ǫ, ǫ)× O we can choose a basis
of vector fields f1, . . . , fn such that
(i) f1, . . . , fp restricted to Ou are in TO
⊥
u ;
(ii) fp+1, . . . , fn restricted to Ou are in TOu;
(iii) f1, . . . , fd1 are orthonormal in D;
(iv) fi = ei −
∑p
α=1A
α
i fα, for i = d1 + 1, . . . , n.
If f1, . . . , fn are the dual 1-forms, then F ∗u (f
α) = 0 for α = 1, . . . , p. Furthermore,
if Φ = fp+1 ∧ · · · ∧ fn, we get Γ˜(u) = Φ|Ou and
Γ(u) = F ∗u Γ˜(u) = F
∗
uΦ = F
∗
u (f
p+1 ∧ . . . ∧ fn)
is a volume form on M .
Now, the vector field dduF defined on F ((−ǫ, ǫ) × O) can be extended further
to a vector field W˜ defined on the open set O˜. Associated to W˜ there is a local
1-parameter group of diffeomorphisms ρu such that ρu(Fv(p)) = Fu+v(p). Hence,
if X is a tangent vector field on O, then (ρu)∗(Fv)∗X = (Fu+v)∗X . Therefore,
(5.3) Γ˙(u) = F ∗uLW˜Φ = F
∗
u
(
W˜ydΦ + dW˜yΦ
)
,
where L
W˜
is Lie derivative with respect to W˜ .
On the other hand, using the Proposition 3 we obtain
dΦ =
n∑
j=p+1
(−1)j−(p+1)fp+1 ∧ · · · ∧ df j ∧ · · · ∧ fn
=
d1∑
j=p+1
(−1)j−(p+1)fp+1 ∧ · · · ∧
(
n∑
i=1
f i ∧ ωji
)
∧ · · · ∧ fn
+
n∑
j=d1+1
(−1)j−(p+1)fp+1 ∧ · · · ∧ T j ∧ · · · ∧ fn
Since T
j
= 12
∑n
k,l=1 T
j
(fk, fl)f
k ∧ f l, then we can write the above equality as
follows.
dΦ =
p∑
α=1
 d1∑
i=p+1
ωiα(fi) +
n∑
j=d1+1
T
j
(fα, fj)
 fα ∧ Φ
+
p∑
α,β=1
 d1∑
i=p+1
ωiα(fβ) +
1
2
n∑
j=d1+1
T
j
(fα, fβ)
 fα ∧Ψ
=
p∑
α=1
(
Hfα + σfα
)
fα ∧Φ +
p∑
α,β=1
Ωαβf
α ∧Ψ,
where
Ψ = fp+1 ∧ · · · ∧ fβ ∧ · · · ∧ fn and Ωαβ =
d1∑
i=p+1
ωiα(fβ) +
1
2
n∑
j=d1+1
T
j
(fα, fβ).
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It now follows that
W˜ydΦ =
p∑
α=1
(
Hfα + σfα
)(
W˜y(fα ∧Φ)
)
+
p∑
α,β=1
Ωαβ
(
W˜y(fα ∧Ψ)
)
=
p∑
α=1
(
Hfα + σfα
)(
fα(W˜ )Φ− fα ∧ (W˜yΦ)
)
+
p∑
α,β=1
Ωαβ
(
fα(W˜ )Ψ − fα ∧ (W˜yΨ)
)
.
Since F ∗uf
α = 0 and F ∗uΨ = 0, then
F ∗u (W˜ydΦ) = F
∗
u
(
p∑
α=1
fα(W˜ )(Hfα + σfα )
)
Γ(u) = F ∗u
(
H
W˜⊥
+ σ
W˜⊥
)
Γ(u) .
For the other term is proved easily that d(W˜ yΦ) = d(W˜⊤yΦ).
Now, equation (5.3) implies
F ∗uLW˜Φ = F
∗
u
(
H
W˜⊥
+ σ
W˜⊥
)
Γ(u) + F ∗u (d(W˜
⊤
yΦ)) .
By setting u = 0 we obtain the proof of this theorem at any point p0 for which
W (p0) is not tangent to i(M). In the general case, we proceed as follows.
Let G = G × R be the Lie group whose Lie algebra g = g ⊕ R (where g is the
Lie algebra of G) admits a stratification g = g1 ⊕ g2 ⊕ · · · ⊕ gr such that
g1 = g1 ⊕ R, gi = gi, for i = 2, 3, . . . , r and [gi,R] = 0 ∀ i.
Let D be the distribution on G generated by g1. Therefore, (G,D, 〈, 〉) is a sub-
Riemannian stratified Lie group, where by 〈, 〉 we denote the scalar product induced
on G.
Define F̂ : (−ǫ, ǫ)×M → G by F̂ (u, p) = (F (u, p), u). The new variation vector
field W is W(p) = (W (p), 1), where 1 denotes the unit vector field on R. Observe
that W is not tangent to F̂0(M), so the theorem holds for F̂ . On the other hand
A
W˜⊥
(X) = (A
W˜⊥
(X), 0), T(W˜⊥,X) = (T (W˜⊥, X), 0)
where X = X + ξ ∈ TG = TG⊕ R, which proves the claim of theorem for F .

Corollary 1. Let M be an oriented compact manifold of dimension n − p with
boundary, G a stratified Lie group of dimension n and i :M → G an immersion of
M in G as a non-horizontal submanifold. Let F : (−ǫ, ǫ)×M → G be a variation
of i through immersions, with variation vector field W . If Γ(u) = F ∗u (Γ˜(u)), where
Γ˜(u) is the volume form in Fu(M) in accordance with the given orientation of M ,
and
V (u) =
∫
M
Γ(u)
then
d
du
V (u)
∣∣∣∣
u=0
=
∫
M
i∗ (HW⊥ + σW⊥ ) Γ(0) +
∫
∂M
i−1∗ (W
⊤)yΓ(0),
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where H is the mean curvature and σ the mean torsion of i(M). In particular, if
F is a variation that keeps the boundary of M fixed, then
d
du
V (u)
∣∣∣∣
u=0
=
∫
M
i∗ (HW⊥ + σW⊥ ) Γ(0) .
The immersion i is a critical point for V among all immersions f : M → G with
f = i on ∂M if and only if
H + σ = 0
on TM⊥.
Proof. The first claim follows from Theorem 4, formula (5.2) and the Stokes’ the-
orem. If F keeps ∂M fixed, then W = 0 on M , so i−1∗ (W
⊤)yΓ(0) on ∂M , which
proves the second statement. The third one follows from the choice of a vector field
v ∈ TM⊥ such that for every w ∈ TM⊥, Hw + σw = 〈v, w〉 and a positive function
φ on the interior of M such that φ|∂M = 0. The last statement follows by taking
W⊥ = φv. 
Corollary 2. Let the assumptions of Corollary 1 hold. If M is a hypersurface,
then
d
du
V (u)
∣∣∣∣
u=0
=
∫
M
i∗ (HW⊥) Γ(0) +
∫
∂M
i−1∗ (W
⊤)yΓ(0),
where H is the mean curvature of i(M). In particular, if F is a variation that keeps
the boundary of M fixed, then
d
du
V (u)
∣∣∣∣
u=0
=
∫
M
i∗ (HW⊥) Γ(0),
The immersion i is a critical point for V , among all immersions f : M → G with
f = i on ∂M if and only if H = 0 on TM⊥.
Proof. Observe that
T
j
(fα, fj) = T
j
(fα, ej −
p∑
β=1
A
β
j fβ) =
d1∑
i=1
aiαT
j
(ei, ej)−
p∑
β=1
A
β
j T
j
(fα, fβ)
and as cjij = 0 we get
T
j
(fα, fj) = −
p∑
β=1
A
β
j T
j
(fα, fβ)
and T
j
(fα, fβ) = 0 if deg j 6= 2. In particular, if M is a hypersurface of G, then
p = 1 and we obtain T
j
(f1, fj) = 0 for every j = d1 + 1, . . . , n. 
A special case is when M has the same dimension of G, so that M is a compact
n-dimensional manifold with boundary in G. Then TpM = TpG so TM
⊥ = 0 for
all p ∈M . Consequently, HW⊥ + σW⊥ = 0 and
d
du
V (u)
∣∣∣∣
u=0
=
∫
∂M
i−1∗ (W )yΓ(0),
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for any W ∈ TM . If ∂M is non-horizontal in all of its points, we can choose an
adapted basis f1, . . . , fn of TG|∂M . Then i−1∗ (W )yΓ(0) = f1(W )f2∧· · ·∧fn. Since
f1 = 0 on T∂M we have that
d
du
V (u)
∣∣∣∣
u=0
=
∫
∂M
f1(W )dµ,
where dµ = f2 ∧ · · · ∧ fn.
Motivated by Corollary 1 we give the following definition.
Definition 5. We say that a non-horizontal submanifold is minimal if
H + σ = 0 on TM⊥.
Example 1. Let M ⊂ R2n be a minimal submanifold and N ⊂ Hn non-horizontal
submanifold defined by N = {(x, t) ∈ Hn : x ∈M, t ∈ R}. Then, N is minimal.
Let π : Hn → R2n be the natural projection and let ∇R be the canonical Rie-
mannian connection on R2n. Let g1, . . . , gp and gp+1, . . . , g2n be orthonormal basis
of TM⊥ and TM , respectively. Let f1, . . . , f2n be a basis of D restricted to N
such that π∗(fj) = gj for j = 1, . . . , 2n. Therefore, f2n+1 =
∂
∂x2n+1
extends
fp+1, . . . , f2n to a basis of TN . Clearly, π∗(∇fifα) = ∇Rgigα for i = p + 1, . . . , 2n
and α = 1, . . . , p. As ∇fα =
∑2n
i=p+1 ω
i
α ⊗ fi, and if ∇Rgα =
∑2n
i=p+1 ψ
i
α ⊗ gi for
j = p+ 1, . . . , 2n, we have that π∗ψiα = ω
i
α. It follows from (3.3) that
π∗(Afα(fi)) = −
2n∑
j=p+1
π∗(ω
j
α(fi)fj) = −
2n∑
j=p+1
ψjα(gi)gj = Agα(gi).
Because M is minimal, then
2n∑
j=p+1
〈Afα(fj), fj〉 = 0.(5.4)
Now, for the mean torsion we have that
T
2n+1
(fα, f2n+1) =
2n∑
k=1
akαT
2n+1
(ek, e2n+1) = 0,(5.5)
because T (ek, e2n+1) = −[ek, e2n+1] = 0 for k = 1, . . . , 2n. Hence, from (5.4) and
(5.5), N is minimal.
The next example is well known in the literature (see [14]).
Example 2. Let S be a non-horizontal surface in H1 at all points. If S is minimal
surface, then S is ruled.
By Corollary 1, we have 〈Af1 (f2), f2〉 = 0 or 〈∇f2f1, f2〉 = 0. It follows that
〈∇f2f2, f1〉 = 0, and therefore ∇f2f2 = 0. Consider π and ∇R as in the Example 1.
Let γ be a tangent horizontal curve to S, with γ′(t) = f2(γ(t)) and g(t) = π(γ(t))
the projection of γ on R2. Then, |g′(t)| = |π∗γ′(t)| = 1 and
∇Rg′(t)g′(t) = π∗(∇f2f2) = 0.
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Therefore, the curvature of curve g is 0. It follows that g is a line in R2. If
g(t) = (x0 + at, y0 + bt), then
γ(t) = (x0 + at, y0 + bt, z0 +
1
2
(bx0 − ay0)t)
is a line, and it follows that S is ruled.
6. Non-horizontal surfaces in H2
In this section we give new examples of minimal non-horizontal surfaces in the
5-dimensional Heisenberg group H2.
The Lie algebra h = h1 ⊕ h2 of the Heisenberg group H2 is generated by
e1, e2, e3, e4, e5 with [e1, e3] = [e2, e4] = e5. Let us define two linear operators
acting on h1. The first operator we define by Je1 = e3, Je2 = e4, Je3 = −e1
and Je4 = −e3. The second we define by Re1 = e2, Re2 = −e1, Re3 = −e4 and
Re4 = e3. Consider the scalar product in h
1 such that e1, e2, e3, e4 is an orthonormal
basis of h1. One can easily prove the following properties of J and R.
Proposition 5. The following relations for J and R are true:
(1) J2 = R2 = −Id;
(2) RJ + JR = 0.
(3) 〈Rx,Ry〉 = 〈Jx, Jy〉 = 〈x, y〉, ∀ x, y ∈ h1;
(4) 〈Jx,Ry〉+ 〈Rx, Jy〉 = 0, ∀ x, y ∈ h1;
(5) [x, Jy] = 〈x, y〉e5, [x,Ry] = 〈Jx,Ry〉e5, ∀ x, y ∈ h1,
where Id is identity application of h1.
Proposition 6. If v4 ∈ h1 is unitary vector and v3 = Rv4, v2 = −Jv4, v1 = −Rv2,
then v1, v2, v3, v4 is orthonormal basis of h
1 such that the only non-null brackets are
[v1, v3] = [v2, v4] = e5.
Proof. It follows immediately from Proposition 5 that v1, v4, v3, v4 is an orthonor-
mal basis of h1. Moreover,
[v1, v3] = −[Rv2, Rv4] = −〈JRv2, Rv4〉e5 = 〈RJv2, Rv4〉e5 = 〈Jv2, v4〉e5 = e5
[v2, v4] = [−Jv4, v4] = 〈v4, v4〉e5 = e5,
[v2, v3] = [−Jv4, Rv4] = 〈Rv4, v4〉e5 = 0,
[v1, v4] = −[Rv2, v4] = 〈Jv4, Rv2〉e5 = −〈v2, Rv2〉e5 = 0,
[v1, v2] = [Rv2, Jv4] = 〈Rv2, v4〉e5 = −〈v1, v4〉e5 = 0,
[v3, v4] = [Rv4, v4] = −〈Jv4, Rv4〉 = 0 .

Naturally, we can extend the operators J and R to D and it satisfy ∇J = 0 and
∇R = 0. We then get the following consequence of Proposition 6.
Corollary 3. If f4 ∈ D is an unitary vector field and f3 = Rf4, f2 = −Jf4, f1 =
−Rf2, then f1, f2, f3, f4 is an orthonormal basis of D such that T 5(f1, f3) =
T
5
(f2, f4) = −1 and others are null.
Let M ⊂ H2 be a non-horizontal submanifold of dimension two. Then TM ∩D
is of dimension one. Choose a unitary vector field f4 in TM ∩D. Using Corollary
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3 we complete it to an orthonormal basis of D by choosing f3 = Rf4, f2 = −Jf4,
f1 = −Rf2 in TM⊥. Moreover, we get for every X ∈ TM
ω14(X) = ω
2
3(X), ω
2
4(X) = −ω13(X) and ω12(X) = −ω43(X) .
If M is minimal non-horizontal surface, then −〈Aξ(f4), f4〉 + T 5(ξ, f5) = 0, ∀ξ ∈
TM⊥. So,
−ω41(f4) = A35, −ω42(f4) = 0, ω43(f4) = −A15 .
Therefore,
∇f4f4 = −A35f1 +A15f3 .
If we set f4 = a
1e1 + a
2e2 + a
3e3 + a
4e4, where a
i : H2 → R are smooth functions,
then
f2 = −Jf4 = a3e1 + a4e2 − a1e3 − a2e4,
f3 = Rf4 = −a2e1 + a1e2 + a4e3 − a3e4,
f1 = −Rf2 = a4e1 − a3e2 + a2e3 − a1e4 .
Let ϕ(t, s) be a parametrization of M such that ϕs(t, s) = f4(ϕ(t, s)). Then,
d
ds

a1
a2
a3
a4
 =

0 −ω34(f4) 0 ω14(f4)
ω34(f4) 0 −ω14(f4) 0
0 ω14(f4) 0 ω
3
4(f4)
−ω14(f4) 0 −ω34(f4) 0


a1
a2
a3
a4
 .(6.1)
We shall denote by O(4,R) the set of orthogonal matrices of order 4. So, if Φ(t, s) ∈
O(4,R) is a fundamental solution of (6.1), then it satisfies
a1(t, s)
a2(t, s)
a3(t, s)
a4(t, s)
 = Φ(t, s)

a1(t, 0)
a2(t, 0)
a3(t, 0)
a4(t, 0)
 .(6.2)
Therefore, if we write ϕ : R2 → R5 as
ϕ(t, s) = (x1(t, s), x2(t, s), x3(t, s), x4(t, s), x5(t, s)),
then
∂xi
∂s
= ai for i = 1, 2, 3, 4 and
∂x5
∂s
=
1
2
(a3x1+a4x2−a1x3−a2x4). From this
we get
xi(t, s) = xit(0) +
∫ s
0
ait(u)du
for i = 1, 2, 3, 4 and
x5t (s) = x
5
t (0) +
1
2
∫ s
0
(
a3t (u)x
1
t (u) + a
4
t (u)x
2
t (u)− a1t (u)x3t (u)− a2t (u)x4t (u)
)
du,
where ait(s) = a
i(t, s) and xit(s) = x
i(t, s).
In addition, if we impose the following condition
〈
∂ϕ
∂t
(t, 0),
∂ϕ
∂s
(t, 0)
〉
= 0 then
∂ϕ
∂t
(t, 0) = e5
(
∂ϕ
∂t
(t, 0)
)
f5(t, 0) and
ϕ(t, 0) =
∫ t
0
r(v)
(
e5(v, 0)−A15(v, 0)f1(v, 0)−A25(v, 0)f2(v, 0)−A35(v, 0)f3(v, 0)
)
dv,
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where r(t) = e5
(∂ϕ
∂t
(t, 0)
)
.
Using all of the above we can study two models of minimal non-horizontal sur-
faces in H2.
Example 3. Ruled surface
Consider the case where ω14(f4) = ω
3
4(f4) = 0. In this case a
i, i = 1, · · · , 4 are
constant on the tangent curves on TM ∩D. So,
(6.3) xi(t, s) = xi(t) + ai(t)s, i = 1, 2, 3, 4
where xi(t) = xi(t, 0) and ai(t) = ai(t, 0). Also, we get
(6.4) x5(t, s) = x5(t) +
s
2
(
a3(t)x1(t) + a4(t)x2(t)− a1(t)x3(t)− a2(t)x4(t)
)
.
Moreover,
ϕ(t, 0) =
∫ t
0
r(v)
(
e5(v, 0)−A25(v, 0)f2(v, 0)
)
dv .
Now, we write
ϕ(t, s)− ϕ(t, 0) =
5∑
i=1
(
xi(t, s)− xi(t, 0)
) ∂
∂xi
=
4∑
i=1
(
xi(t, s)− xi(t, 0)
)
ei(t) +
(
x5(t, s)− x5(t, 0)
+
1
2
(
(x1(t, s)− x1(t, 0))x3(t, 0) + (x2(t, s)− x2(t, 0))x4(t, 0)
− (x3(t, s)− x3(t, 0))x1(t, 0)− (x4(t, s)− x4(t, 0))x2(t, 0)
))
e5(t) .
It follows from (6.3) and (6.4) that
ϕ(t, s) = ϕ(t, 0) + sf4(t, 0) .
Example 4. Tubular surfaces
Consider ω14(f4) = b1(t) and ω
3
4(f4) = b3(t) constants along tangent curves on
TM ∩ D such that b1(t)2 + b3(t)2 6= 0. The eigenvalues of the matrix (6.1) are
±i√b1(t)2 + b3(t)2, where i = √−1. Resolving the differential equation (6.1) we
obtain the fundamental matrix
Φ(t, s) =

cos(sb(t)) −b3(t) sin(sb(t))
b(t)
0
b1(t) sin(sb(t))
b(t)
b3(t) sin(sb(t))
b(t)
cos(sb(t)) −b1(t) sin(sb(t))
b(t)
0
0
b1(t) sin(sb(t))
b(t)
cos(sb(t))
b3(t) sin(sb(t))
b(t)
−b1(t) sin(sb(t))
b(t)
0 −b3(t) sin(sb(t))
b(t)
cos(sb(t))

,
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where b(t) =
√
b1(t)2 + b3(t)2. Then
a1(t, s) = cos(sb(t))a1(t)− b3(t) sin(sb(t))
b(t)
a2(t) +
b1(t) sin(sb(t))
b(t)
a4(t),
a2(t, s) =
b3(t) sin(sb(t))
b(t)
a1(t) + cos(sb(t))a2(t)− b1(t) sin(sb(t))
b(t)
a3(t),
a3(t, s) =
b1(t) sin(sb(t))
b(t)
a2(t) + cos(sb(t))a3(t) +
b3(t) sin(sb(t))
b(t)
a4(t),
a4(t, s) = −b1(t) sin(sb(t))
b(t)
a1(t)− b3(t) sin(sb(t))
b(t)
a3(t) + cos(sb(t))a4(t) .
It follows that
x
1(t, s) = x1(t) +
sin(sb(t))
b(t)
a
1(t) + b3(t)
cos(sb(t))− 1
b(t)2
a
2(t)− b1(t)
cos(sb(t))− 1
b(t)2
a
4(t),
x
2(t, s) = x2(t)− b3(t)
cos(sb(t))− 1
b(t)2
a
1(t) +
sin(sb(t))
b(t)
a
2(t) + b1(t)
cos(sb(t))− 1
b(t)2
a
3(t),
x
3(t, s) = x3(t)− b1(t)
cos(sb(t))− 1
b(t)2
a
2(t) +
sin(sb(t))
b(t)
a
3(t)− b3(t)
cos(sb(t))− 1
b(t)2
a
4(t),
x
4(t, s) = x4(t) + b1(t)
cos(sb(t))− 1
b(t)2
a
1(t) + b3(t)
cos(sb(t))− 1
b(t)2
a
3(t) +
sin(sb(t))
b(t)
a
4(t) .
Plugging these terms in (6.4) we get
x5(t, s) =x5(t) +
cos(sb(t))− 1
2b(t)2
(
− (b1(t)a2(t) + b3(t)a4(t))x1(t)
+ (b1(t)a
1(t) + b3(t)a
3(t))x2(t)− (b3(t)a2(t)− b1(t)a4(t))x3(t)
− (b3(t)a1(t) + b1(t)a3(t))x4(t)
)
+
sin(sb(t))
2b(t)
(
a3(t)x1(t) + a4(t)x2(t)
− a1(t)x3(t)− a2(t)x4(t)
)
.
Then, the parametrization of a minimal non-horizontal surface in H2 is
ϕ(t, s)− ϕ(t, 0) =
sin(sb(t))
b(t)
4∑
i=1
a
i(t)ei(t)
+
cos(sb(t))− 1
b(t)2
b3(t)
(
a
2(t)e1(t)− a
1(t)e2(t)− a
4(t)e3(t)
+ a3(t)e4(t)
)
+
cos(sb(t))− 1
b(t)2
b1(t)
(
− a
4(t)e1(t) + a
3(t)e2(t)
− a
2(t)e3(t) + a
3(t)e4(t)
)
+
(
x
5(t, s)− x5(t, 0)
+
1
2
(x1(t, s)− x1(t, 0))x3(t, 0) +
1
2
(x2(t, s)− x2(t, 0))x4(t, 0)
−
1
2
(x3(t, s)− x3(t, 0))x1(t, 0)−
1
2
(x4(t, s)− x4(t, 0))x2(t, 0)
)
e5(t) ,
Hence,
(6.5) ϕ(t, s) = ϕ(t, 0) +
sin(sb(t))
b(t)
f4(t, 0)−
cos(sb(t))− 1
b(t)2
(
b3(t)f3(t, 0) + b1(t)f1(t, 0)
)
.
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Conversely, suppose that γ is a transverse curve in H2 (γ is a one dimensional
non-horizontal submanifod) and f4 ∈ D is a unitary vector field along γ. Accord-
ing to Corollary 3 we can choose f2 = −Jf4, f3 = Rf4, f1 = −Rf2 which is an
orthonormal basis of D along γ. We complete this basis to a basis of TH2 with
f5 = e5−
∑3
α=1A
α
5 fα such that
dγ
dt
= λ1f4+λ2f5, where λ1, λ2 are non-null smooth
functions on H2.
Now, if we define a non-horizontal surface M by (6.5) with ϕ(t, 0) = γ(t, 0),
b1(t) = −A35(t, 0) and b3(t) = A15(t, 0), it follows that M is minimal.
Example 5. Let γ(t) =
(
r cos
(
t
r
)
, 0, r sin
(
t
r
)
, 0, 0
)
be a transverse curve in H2
and let f4(t) =
(
0, cos
(
t
r
)
, 0, sin
(
t
r
)
, 0
)
be an unitary vector field along γ. Then,
f1(t) = sin
( t
r
)
e1(t) + cos
( t
r
)
e3(t),
f2(t) = sin
( t
r
)
e2(t)− cos
( t
r
)
e4(t),
f3(t) = − cos
( t
r
)
e1(t) + sin
( t
r
)
e3(t) .
Moreover,
dγ
dt
=
(
− sin
( t
r
)
, 0, cos
( t
r
)
, 0, 0
)
=
r
2
(
2
r
cos
(2t
r
)
f1(t) +
2
r
sin
(2t
r
)
f3(t) + e5(t)
)
and
f5(t) = e5(t) +
2
r
cos
(2t
r
)
f1(t) +
2
r
sin
(2t
r
)
f3(t).
So,
b1(t) = A
3
5(t, 0) = −
2
r
sin
(2t
r
)
, and b3(t) = −A15(t, 0) =
2
r
cos
(2t
r
)
and we obtain that b(t) =
√
b1(t)2 + b3(t)2 =
2
r
. Therefore, the parametrization
ϕ(t, s) of minimal non-horizontal surface in H2 generated by γ(t) and the unitary
vector field f4(t) is
ϕ(t, s) =
r
2
(
cos
( t
r
)(
1 + cos
(2s
r
))
, sin
(2s
r
)
cos
( t
r
)
,
sin
( t
r
)(
1 + cos
(2s
r
))
, sin
(2s
r
)
sin
( t
r
)
, 0
)
.
This surface is non-horizontal in all points except (0, 0, 0, 0, 0).
7. Minimal hypersufaces
Let M = {x ∈ G : φ(x) = 0 e gradDφ(x) 6= 0} be a non-horizontal hypersurface
of G, where φ : G → R is a real function C∞ and gradD denotes the horizontal
gradient operator defined by
gradDφ =
d1∑
i=1
φiei or dφ(X) = 〈gradDφ,X〉, ∀X ∈ D,
where φi = ei(φ).
FIRST VARIATION 21
To introduce the notion of divergence, observe that the volume form (5.1) is
parallel with respect to ∇. According to [13, p. 282], for every vector field X on G
we have
divGX =
n∑
k=1
ek(∇ekX).
Let f1 =
grad
D
φ
N
, where N =
√∑d1
i=1 φ
2
i , and let f2, . . . , fn be the adapted basis
on TM .
Proposition 7.
−Hf1 = divG
(
gradDφ
|gradDφ|
)
.
Proof. From the definition of the mean curvature it follows that
−Hf1 =−
d1∑
i=2
〈Af1 (fi), fi〉 =
d1∑
i=2
〈∇fif1, fi〉 =
d1∑
i=2
d1∑
j=1
〈
∇fi
(φj
N
ej
)
, fi
〉
=
d1∑
j=1
d1∑
i=2
〈ej , fi〉fi
(φj
N
)
=
d1∑
j=1
(
ej − 〈ej , f1〉f1
)(φj
N
)
=
d1∑
j=1
ej
(φj
N
)
−
d1∑
j=1
〈ej , f1〉f1
(
〈ej , f1〉
)
=divG
( gradDφ
|gradDφ|
)
− 1
2
f1
( d1∑
j=1
〈ej , f1〉2
)
= divG
(
gradDφ
|gradDφ|
)
,
since
∑d1
j=1〈ej , f1〉2 = 1. 
Corollary 4. Let M ⊂ Hn be a non-horizontal hypersurface defined by the function
φ = u(x1, · · · , x2n)− x2n+1 = 0. Then, M is minimal if and only if
(7.1)
2n∑
i=1
ui,i − 1
N2
2n∑
i,j=1
φiφjui,j = 0,
where ui,j =
∂u
∂xi∂xj
, φj = ej(φ) and N =
√
φ21 + · · ·+ φ22n.
Proof. For j = 1, · · · , n, φj = uxj − 12xj+n, φj+n = uxj+n + 12xj , where uxk = ∂u∂xk .
So ei(φj) = uxi,xj , ei(φj+n) = uxi,xj+n +
1
2δij , ei+n(φj) = uxi+n,xj − 12δij and
ei+n(φj+n) = uxi+n,xj+n , for i, j = 1, · · · , n. Therefore,
−Hf1 =
2n∑
i=1
ei
φi
N
=
2n∑
i=1
ei(φi)
N
− φi
2n∑
j=1
φjei(φj)
N3

=
1
N
 2n∑
i=1
ui,i − 1
N2
2n∑
i,j=1
φiφjui,j
 .

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From this proposition it follows immediately that the hyperbolic paraboloid with
u(x1, . . . , x2n) =
1
4
n∑
i=1
(x2i − x2i+n)
is minimal as in [10].
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