An increasingly popular alternative to the lecture-oriented "chalk-and-talk" approach to teaching principles of microeconomics is the use of classroom experiments. Like other alternatives to traditional teaching methods, there exists little more than anecdotal evidence supporting the effectiveness of the experimental approach. We estimate the effect of participating in classroom experiments on student achievement in a principles of microeconomics course. Nine sections (300 students) participated in the study, two of which (59 students) relied heavily on classroom experiments throughout the semester. The remaining seven sections (241 students) used no experiments. We find that students in the experimental sections experienced significantly higher gains in Test of Understanding in College Economics (TUCE) scores but differed little on other more qualitative outcomes. Additionally, results indicate that certain student characteristics, including gender, major, and grade point average, can be used to predict a student's likely success when choosing between courses that rely on experiments and those that employ more traditional forms of pedagogy.
Introduction
The 2002 Nobel Memorial Prize in Economic Sciences was awarded to Vernon Smith "for
Data and Empirical Methodology
Students in our study were enrolled in one of nine sections of the core course in microeconomics principles at Baylor University during the 2002 spring semester.3 Two of these sections (the treatment, or experimental, group consisting of 59 students) supplemented the standard curriculum using 11 inclass experiments taken from the Bergstrom and Miller (2000) textbook. The remaining seven sections (the control group consisting of 241 students) used the traditional lecture-oriented methodology.
Aside from the treatment group's use of experiments, considerable effort was made to maintain as much homogeneity as possible, both between and within the control and treatment groups. The number of total contact hours between students and instructors was equal across all sections, though the allocation of these hours differed across control and experimental sections, with experimental sections substituting experiments for lecture time and other activities.4 All students in the sample used the same required textbook (a commonly used microeconomics principles text) and covered the same major topics.5 Assignments across all sections were similar, including a mixture of homework, two or three midterm exams, and a comprehensive final exam. Each section of the course employed exams that consisted of some combination of multiple-choice and essay questions. Finally, the class size of all sections fell within the range of 23-35 students.
Both sections within the experimental group were organized in the same manner. Students in this group participated in one experiment per week (usually taking one full class period), while the remaining class time was devoted to lecturing on theoretical concepts and reconciling those concepts to the data generated from the experiments. Experimental students were assigned a homework assignment each week that was based largely on the experiment and the interpretation of the experimental outcomes. Table 1 presents a description of the 11 experiments used.
Model of Student Learning
To motivate our empirical work, we use an educational production function approach that is standard in the literature (see, e.g., Siegfried and Fels 1979) . In this approach, the following reducedform model is specified: Student learning =f(aptitude; educational background; other student-specific characteristics; educational environment, technology, or teaching methodology; observed and unobserved instructor-and section-level effects).
Our student learning measure takes two forms: (1) the absolute difference between post-and precourse scores on the Test of Understanding in College Economics (TUCE), and (2) a gap-closing measure defined as the difference in post-and precourse TUCE scores expressed as a percentage of the maximum possible point improvement available based on the student's precourse TUCE score.6 In 
Minimum wages
An artificial price floor is imposed in a labor market. Students observe the surpluses generated by the price control.
Sales tax
Tax incidence is examined via a sales tax imposed on the market. Students confirm the allocative equivalence of taxes imposed on either sellers or buyers.
Externalities
Students' surpluses are reduced to reflect an external cost of production. Students learn the effectiveness of using Pigouvian taxes or a pollution permit auction to internalize the external cost and correct the market failure.
6. Measuring productivity Students participate in production teams using fixed and variable inputs. Diminishing marginal productivity is demonstrated and corresponding cost concepts are discussed.
Entry and exit
Long-run competitive equilibrium is obtained as market participants exit and enter the market depending on their profitability. The distinction between economic and accounting profit is emphasized. The role of sunk costs is discussed.
Monopolies and cartels
Firms participate in cartels and are forced to make joint pricing decisions. This restriction is relaxed and reversion to the competitive equilibrium is observed as defection occurs. Emphasis is placed on marginal revenue and marginal cost calculations. educational background (e.g., a student's major and whether a student has taken high-school economics) and other student-specific characteristics (e.g., gender and ethnicity), we include a dummy variable for the treatment group (experimental section) that captures the differential effect, if any, on student learning associated with the experimental treatment. We discuss our controls for instructorand section-level effects in more detail later in this section.
Network externalities

Measure of Student Learning (TUCE)
To measure student learning, we administered the 33-question microeconomics portion of the TUCE to all students in the sample on the first and last days of class. This research design allows us to measure differences in learning, or value-added, across students. To provide incentive to exert effort on the precourse TUCE, students were informed that their performance on the precourse TUCE would impact their final course grade, but were not told explicitly how their score would be included in this calculation.7 To induce effort on the postcourse TUCE, students were informed that their course grades would be based, in part, on their improvement over their precourse TUCE score.8 To further preserve the integrity of the TUCE data, no instructor in either the treatment or control groups was given access to the TUCE (either pre-or postcourse) and, thus, no inadvertent teaching to the test was possible (Gramlich and Greenlee 1993) .
It is important to note that Becker (1997) and others question the validity and reliability of the TUCE as a measure of student learning. Potential problems with the TUCE include questions regarding the adequacy (or lack thereof) of an objective, fixed response test for measuring leaming, and a concern over a student's ability to apply their limited knowledge to the real-world issues that appear in the TUCE. Becker (1997 Becker ( , 2001 ) also calls for assessment of other student outcomes (e.g., number of majors, attrition rates, student's perception of achievement, etc.) that are also of importance when assessing different pedagogical methods. We acknowledge that there are likely limitations in using the TUCE and that many of these limitations stem from the inherent measurement error associated with any testing instrument. However, the TUCE is a nationally recognized measure of student achievement in economics, many recent studies like ours use the TUCE, and few good substitutes are available if one is interested in a quantitative measure of achievement. One common substitute for the TUCE found in the literature is the use of final course letter grades. It is our opinion, however, that problems with this measure (e.g., subjectivity and comparability across instructors) are even more severe than many of the issues involving the TUCE. Additionally, if one is interested in measuring the value-added from course content or a particular pedagogical method, a measure of change is needed, and course grades cannot serve this purpose. Finally, the TUCE continues to be used extensively in the economics education literature, and our use of the TUCE affords greater consistency and comparability with this literature.
Importantly, however, we fully appreciate the value of measuring other student outcomes. To 7 The precourse TUCE was designed to be a surpnrise exam; that is, students were to have had no knowledge of the exam before coming to class because such knowledge could have affected attendance and participation in the study. Because some sections began on Monday and others on Tuesday, there is some possibility that some students taking the exam on Tuesday knew of the exam beforehand. Thus, models (described later) that explicitly account for possible selection bias include as a control whether the class met first on Monday or Tuesday. In general, this day-of-the-week effect is not present in either the selection issue or other empirical findings presented herein.
this end, we collected additional outcomes across the control and treatment groups. These measures include student performance on a set of 17 common multiple-choice questions from the departmental final exam, student evaluations of the course and instructor, the student's self-reported likelihood of taking future economics courses, student absences, and attrition rates.
Measuring Other Inputs in the Educational Production Function
The production function approach described above models student learning as a function of aptitude, educational background, other student-specific characteristics, the educational environment, and instructor-and section-level effects. In addition to TUCE scores, we collected data on students' cumulative grade point average at the beginning of the course (GPA, 4-point scale), math and verbal SAT scores, current and previously completed semester hours, the number of previous attempts in the same microeconomics principles course, average weekly work hours from employment, whether the student had taken economics in high school, the total number of student absences, and students' major, gender, and ethnicity.9 Maxwell and Lopus (1994) demonstrate that students' self-reporting of GPA, SAT scores, and other variables of interest may suffer from systematic reporting error. Such reporting error could potentially produce biased estimates of the relationship between student achievement and educational inputs. Thus, as in Chizmar and Ostrosky (1998), we collected GPA, SAT, current and previously completed semester hours, and the number of previous attempts in the microeconomic principles course directly from students' official university records. Student absences were reported by instructors. The remaining data were collected from student surveys.10 Summary statistics (unconditional means and standard deviations) for the pre-and postcourse TUCE scores as well as the explanatory variables used in our analysis, across control and treatment groups, are presented in Table 2 . Students in the experimental and control sections scored similarly on the precourse TUCE, but as Table 2 reports, students participating in the experimental sections achieved significantly higher scores on the postcourse TUCE, a difference of approximately 2.17 points. Students in the control and experimental groups were similar in most other attributes of interest. With the exception of the number of semester hours completed and the number of student absences, there were no significant differences in the means between the two groups. Students in the experimental group had completed fewer semester hours at the beginning of the course and were absent more often than students in the control group. Both of these differences would tend to reduce any expected improvement in the treatment group's TUCE score, other things equal, as they indicate a lower level of educational experience prior to the course and less exposure to the course material, respectively (Durden and Ellis 1995)." 9 We examine both standardized and unstandardized student absences. In the calculation of standardized absences, absences in a 2-day per week schedule (meeting Tuesdays and Thursdays) were multiplied by 1.5 to standardize absences to a 3-day per week schedule (meeting Mondays, Wednesdays, and Fridays).
1o Two surveys were administered, one at the beginning and another at the end of the course, each prior the administration of the TUCE. Generally, the precourse survey asked for responses on student-level characteristics, like gender and ethnicity, whereas the postcourse survey asked for responses concerning instructor evaluations, likelihood of taking additional economics classes, and other questions about the students' perceptions of the quality of the course. 
Notes on Estimation Methods
By their very nature, both of our dependent variables (a change measure defined as the difference in post-and precourse TUCE scores, and this change as a percentage of possible improvement) are potentially subject to censoring problems (Siegfried and Fels 1979 ). In our data, for instance, the simple change measure has a potential range between the values of -33 and 33, and values of the gap-closing measure potentially range from -co to 1. In our sample, however, the change measure actually ranges between -6 and 20, and the gap-closing measure falls between -0.30 and 0.71. Given the potential censoring issue, we estimated all of our models using a Tobit estimation procedure. Our results were robust to a variety of specifications that differed in their assignment of mass points in the distributions of our dependent variables.
Another potential problem in studies like ours is positive selection bias. It is conceivable that the same factors influencing a student's performance on our dependent variables may also influence whether a student persists in the course long enough to take the postcourse TUCE or whether the student was present to take the precourse TUCE. If pre-or postcourse scores are missing in a systematic manner, failure to control for sample selection will result in biased estimates, where positive selection bias is often speculated to be the most likely result. Becker and Powers (2001) advocate the use of a standard Heckman selection correction to control for any potential nonrandom attrition from the sample. In our sample of 300 students, 37 values of the dependent variable are missing because we have only the postcourse TUCE scores for 11 students (i.e., students who joined the course after the first day of class), and we have only the precourse TUCE scores for 26 students (i.e., students who took the precourse TUCE but either withdrew from the class or missed the examination). To control for any potential selection bias, we employ the Heckman approach and, not surprisingly, find statistically significant selection issues in our data. Consistent with previous literature, GPA and SAT scores are each negatively and significantly correlated with the incidence of missing data, and the number of student absences is positively and significantly correlated with missing data.12 Importantly, however, estimates of the coefficients on the predictors of student learning, particularly our treatment-group dummy variable, are materially unchanged when controlling for selection.
Becker and Salemi (1977) convincingly demonstrate that the inclusion of the precourse TUCE score as an explanatory variable in an education production function model like ours may introduce endogeneity and result in biased and inconsistent coefficient estimates. The precourse TUCE score is generally considered a proxy for precourse aptitude, either general or specific to economics, and is included as a control when we use the change in TUCE scores as our dependent variable. Because the precourse score measures this aptitude with some error, its use as a proxy for aptitude introduces bias into an ordinary least squares (OLS) estimation via its correlation with the OLS error term. As such, Becker and Salemi suggest using a two-stage least squares approach in which instruments are used for the precourse TUCE score. We estimated our model using this instrumental variables approach using each student's GPA, SAT scores, and whether the student had taken high-school economics as instruments for the precourse score. While our instruments are significant and positive predictors of the precourse score (each p < 0.01) and our first-stage model fit is good (average adjusted R2 0.39), using the two-stage least squares procedure does not materially affect the results on our variable of interest-the effect of being in the treatment group. Additionally, the qualitative effects of our other explanatory variables, while generally measured with less precision with the instrumental variables approach, are also unchanged. 13 Thus, while censoring, selection, and endogeneity of precourse scores are each a potential issue in our data, we find no qualitative (or significant quantitative) differences in our estimates of the effects of participation in the control group when we specifically account for these issues. Thus, in the results that we present below, we report only OLS estimates.14 An additional concern related specifically to our experimental design is the difficulty we have in measuring unobserved instructor-level effects. Although one preferred research design would include having each instructor teach both control and treatment sections, resource constraints prevented us from employing this design.'5 Instead, two instructors in our study taught the two sections in the 12 Instructor dummy variables and the day of the week the precourse TUCE was taken (i.e., Monday or Tuesday) were used to identify the selection equation. Note that the day of the week the precourse TUCE was taken was statistically insignificant in the selection equation. 13 Using two-stage least squares, the coefficient on the precourse TUCE score became positive and statistically significant, consistent with the results of Becker and Salemi (1977). 14 The estimates from the Tobit, Heckman, and two-stage least squares procedures are available from the authors on request. treatment group and the remaining five instructors taught the other seven sections in the control group. As such, our treatment control variable is perfectly collinear with the instructor dummy variables, and we are unable to directly estimate via fixed effects any unobserved instructor characteristics separately from the experimental effect. This becomes a problem (i.e., a biased estimate of the treatment effect) if, for any reason, the two instructors teaching the experimental sections had characteristics other than using the experimental methodology that were also correlated with student performance. However, it is likely the case that those unobserved instructor characteristics most likely to affect students' performance on the TUCE exam are also correlated with observed section-level differences, namely the distributions on other student performance measures included in our data, specifically performance on the departmental final exam and student evaluations of the instructor and course. Thus, while we cannot include instructor-level dummy variables in the estimation, we can include section-level information on the distributions (i.e., means and standard deviations) of the final exam and student evaluations, measures that are likely influenced by unobserved instructor-and section-level differences. Though not ideal, this technique will likely capture much of the variance in student performance accounted for by the variance in unobserved instructor heterogeneity. Further, there is some empirical evidence that this approach is reasonable. Fleisher, Hashimoto, and Weinberg (2002) find little difference across 68 graduate teaching assistants after controlling for student characteristics. Watts and Bosshardt (1991) find a wide variance in instructor effects, but find that this variance is inversely related to the degree of coordination across instructors. Because we purposely imposed a significant level of coordination across instructors, both within and between the control and treatment groups, Watts and Bosshardt's results suggest a lower level of potential variance across instructors in our study. Further, Shmanske (1988) finds no significant difference across 17 principles instructors at one university.
Finally, we recognize that the errors across students in the same section (with the same instructor and subject to the same environmental and peer effects) are likely to be correlated. That is, our empirical model may be written as student leaming,, = o + X,,I + e,,, where e,, = v + ,,. In other words, learning of student i in section j is a function of a constant, student-specific characteristics (X,,, including aptitude, educational background, gender, etc.), and an error term (c,u). This error term can be broken into two separate components, one component common to all students in section j (vj) that is dependent within section but independent across sections, and an idiosyncratic student X section error term (4,,) that is independently and identically distributed across all students.
By controlling for this potential interdependence in the error term for students in the same section, we also likely account for some portion of any unobserved instructor-level heterogeneity present in our data that would bias estimates of standard errors.
Results
Qualitative Outcomes
As we discussed earlier, the performance of students on an objective test is but one of a variety of outcomes of interest when evaluating different teaching approaches (Becker 1997 (Becker , 2001 ). Before we present results of the regression analyses using TUCE scores, we first report a set of additional outcomes for our control and experimental groups in Table 3 . A portion of the comprehensive final exam administered to all students in each of the nine sections in our study consisted of a common set of 17 multiple-choice questions covering the major topics in the course. These questions were written by the seven instructors participating in our study, with each instructor responsible for two or three questions. The purpose of the common final-exam questions was to differentiate between average and below-average student understanding and mastery of the material (i.e., to differentiate between letter grades of C and below), as opposed to assessing advanced levels of achievement. As Table 3 reports, the mean scores of the control and experimental groups on this common portion of the final exam are not significantly different. The failure to find a difference in the performance on the final exam between the two groups is not surprising given the basic nature of the questions asked. Additionally, this set of common multiple-choice questions is not a validated instrument and is susceptible to potential bias (i.e., the majority of the instructors writing the exam taught the control sections and were thus more likely to write questions better suited for the traditional lecture-oriented approach). Further, given the availability of the exam to all of the instructors, inadvertent teaching to the test cannot be ruled out. Importantly, however, mean final-exam scores did differ significantly across sections. This is important to our use of section means on the final exam to control for any unobserved instructor heterogeneity in the regression analysis to follow. Table 3 also reports summary statistics on students' evaluations of the instructor and course. With the exception of the level of student agreement to the statement "assignments contributed to my understanding of the course content," the responses of the treatment group are not significantly different from those of the control group. Again, it is important to note, however, that the cumulative evaluation scores (added together) did differ significantly across sections, making this cumulative evaluation score, along with section-level information on the final exam, a potential instrument for unobserved instructor heterogeneity. Concerning the difference in responses on the one evaluation measure that is significantly different, the mean response of students in the experimental group is 3.81 compared with 4.13 in the control group. While this difference is statistically significant, a difference of 0.32 on a 5-point scale (5 = strongly agree to 1 = strongly disagree) is questionable in its practical significance. A failure to find a statistically significant difference in the responses of the two groups in their level of agreement with the statement "I learned a great deal from this course," also deserves specific mention. Although students from the control and experimental groups do not perceive a significant difference in their learning, we find that, on average, students in the experimental group had an unconditional increase in their score on the TUCE by more than 2 questions over the control group. These results are not surprising in light of the literature. Gremmen and Potters (1997) find no significant relationship between what students think they learn and what they actually learn, and Gramlich and Greenlee (1993) find relatively little correlation between student performance and student evaluations of teaching performance. However, we cannot discount the result that sample means of the students' evaluations in our data do not support generally the idea that students exposed to the experimental method of teaching have a higher level of satisfaction with the course at the end of the semester.
Using surveys, students were also asked to rank the activities (e.g., lectures, homework, experiments, exams/quizzes, etc.) they found most and least valuable during the course. Students in the treatment group ranked experiments as the most valuable course activity, with lectures second, and students in the control group ranked lectures third after homework and quizzes. We believe that this points to the complementarity (and not substitutability) between experiments and lectures.
Learning theory indicates that students learn best when a concept is presented from a variety of angles, and that repetition of ideas in a range of contexts is vital for student learning (Fels 1993) . Experiments in concert with lectures and discussion provide just such an approach.
Also reported in Table 3 are data on attrition rates and student absences. The attrition rates are not significantly different between the control and treatment groups. Regarding student absences, we find that students in the treatment group were absent more often. This outcome is particularly interesting in light of our main finding that the treatment group outperformed the control group. That is, despite attending fewer classes, the treatment group was able to learn more as measured by differences in post-and precourse TUCE scores. Additionally, Becker (1997 Becker ( , 2001 ) calls for studies on the effects of pedagogical tools on subsequent student enrollment in economics courses and selection of major. While our study is too recent to afford us a sufficient longitudinal dataset for this purpose, we report students' self-reported likelihood of taking future economics courses. We find no significant difference between the two groups on this point. Factors other than pedagogical approach, however, are likely to affect student responses to this question. Three fourths of our sample are business majors who are required to take both microeconomic and macroeconomic principles, with the macroeconomics course generally the second course taken in the sequence. The effect on enrollments in post-principles classes would serve as a better indicator of any differential pedagogical effect on student course selection.
Regression Analysis of Student Learning
We estimate the impact of the experimental pedagogical approach on our measures of student learning for our usable sample of 263 students.17 Tables 4 and 5 report estimates for our change measure and gap-closing measure, respectively. As we discuss in section 2, all estimates are obtained using OLS, but these estimates are robust to corrections for sample selection, censoring, and potential endogeneity. Table 4 presents six specifications of the change model. The first specification is a simple difference-in-means estimation. Students in the lecture-oriented sections experienced, on average, an improvement of 3.9 questions while students in the experimental group gained an average of 6.9 questions, an additional 3 questions above the control group.'8 Specification (2) adds a control for the precourse TUCE score. With this addition, the differential effect of the experimental treatment decreases slightly to 2.7 questions. Specifications (3) and (5) include additional controls for student-specific characteristics, including aptitude, educational background, major, gender, and ethnicity. With respect to our aptitude measure, we find a high level of correlation between GPA and SAT scores (r = 0.69) and therefore use them alternately as proxies for aptitude in Specifications (3) and (5), respectively. Kennedy and Siegfried (1997) find that SAT scores serve as a better predictor of postcourse TUCE scores than does GPA. We report both specifications because the measures are associated with different sample sizes (263 for GPA, 235 for SAT).19 We find that both measures of aptitude are positively correlated with student learning, which has been an extremely robust finding in the literature (Becker 1997).
16 Of course, one should not interpret our statements as advocating less frequent attendance. To the contrary, empirical results presented below indicate that, other things equal, student learning suffers as a result of missing class, especially for those students in an experimental section. 17 Recall that 37 students had missing values for either the pre-or postcourse TUCE score. 8 The U.S. national average improvement is 4.32 questions on the 33-question microeconomics portion of the TUCE. 19 Twenty-eight students of our usable sample did not have SAT scores either because they were transfer students who were not required to report their SAT scores to the university or because they substituted the American College Test (ACT) for the SAT. Kennedy and Siegfried (1997) find that ACT scores are a relatively poor measure of ability to learn economics; thus, we opted not to use standard conversion tables available for converting ACT to SAT scores, using instead only those 235 observations for which we have actual SAT scores. Robust standard errors are in parentheses and are adjusted for within-section correlation of errors. * Significant at 10%; ** significant at 5%; *** significant at 1%.
We again see in Specifications (3) and (5) that the experimental students have significantly larger point gains on the TUCE exam, other things equal. The remaining coefficient estimates, when statistically significant, have the expected sign. Males and whites tend to perform better, though ethnicity is never statistically significant. Previous exposure to economic concepts through either previous attempts at taking the course or having studied economics in high school improves student Robust standard errors are in parentheses and are adjusted for within-section correlation of errors. * Significant at 10%; ** significant at 5%; *** significant at 1%. performance. Time spent at work may reduce time available to study, and we find some evidence that the average number of weekly work hours negatively affects student performance. Current semester hours, previously completed semester hours, and the number of absences are not significant predictors of change in our data, though each has the expected sign.
In Specifications (4) and (6), we include the section-specific means and standard deviations of the common portion of the final exam and student evaluations to serve as instruments for unobserved instructor differences. As we discuss in section 2, we are unable to directly control for unobserved instructor-level heterogeneity due to the collinearity of our experimental and instructor dummies. We control, in part, for instructor-level effects by including the section-specific controls described above and by allowing for the potential correlation of errors within class sections (which is likely due largely to these unobserved instructor effects). After controlling for student-and instructor-level effects in Specifications (4) and (6), we see that the effect of the experimental approach remains positive and statistically significant in the range of a 2.42-2.59 question improvement differential. Interestingly, coefficients on the distributions of the final exam and student evaluations are often statistically significant. In general, students in sections with higher average final-exam scores also performed better, other things equal, on the change measure. Additionally, students in sections that rated the course and instructor higher on student evaluations faired worse on the change score than students in sections with lower evaluations.
Briefly, results reported in Table 5 using the gap-closing measure support those in Table 4 . Specifically, students in the experimental sections gained a significantly higher percentage of the available points on the postcourse TUCE exam, other things equal. The average differential in the gap-closing measure that is attributable to participation in the experimental sections is between 11.1 and 12.3 percentage points, other things equal. Model fit was not as good when using the gapclosing measure; while parameter estimates are often of the anticipated sign, they are generally imprecise.
Results presented thus far demonstrate that students in the experimental sections experienced larger improvements on the TUCE than similar students in the nonexperimental sections. It is unclear at this point, however, in what areas the treatment group experienced these gains. For instance, did experimental students experience larger gains relative to the control group on questions that tested basic concepts, or did these gains come from more difficult questions? Or were there certain content areas, such as international economics or market structures, in which experimental students outperformed their nonexperimental counterparts? Fortunately, TUCE questions are categorized into several content and cognitive categories. Questions can be classified as belonging to one of six different content areas, such as "basic economic problems" or "market failures, externalities, government intervention, and regulation." Similarly, each question can belong to one of three cognitive categories, based on Bloom's taxonomy of educational objectives (Bloom et al. 1956 ). Moving from lower to higher levels of learning, the TUCE classifies questions as testing either "recognition and understanding" (combining the first two levels of Bloom's taxonomy, knowledge and comprehension), "explicit application" (part of the third level of Bloom's taxonomy, application), or "implicit application" (also part of the third level of Bloom's taxonomy). Given the six content and three cognitive categories, questions can be assigned to one of 18 different content/cognitive domains. Because no questions tested recognition and understanding of international economics, only 17 domains have questions assigned to them. Table 6 presents estimates of the experimental section dummy variable for each content/ cognitive category. Estimates were obtained using the difference in pre-and postcourse TUCE scores as the dependent variable and a specification identical to Specification (4) in Table 4 that employs all of our control variables. Thus, each coefficient reported in Table 6 represents the number of points, on average, experimental students gained on the TUCE relative to the control group, other things equal. The number of questions assigned to each category differs, so Table 6 also reports in brackets the number of questions assigned to each cell. For example, Table 6 reports that the experimental group gained an average of 0.39 points more than the control group in the "cost, revenue, profit maximization, and market structure" content area, with this difference driven primarily from achievements on questions testing implicit application of these concepts. Note that, when statistically significant, estimated coefficients are positive. Of the 17 assigned content/ cognitive areas, only seven contain statistically insignificant coefficients. Though the experimental group achieved significant gains across the various content and cognitive categories, it appears that gains are most evident in implicit application questions (the highest cognitive level) and in the "market failures, externalities, government intervention, and regulation" content area.20
As a final step, we grouped the 10 most difficult questions and 10 least difficult questions as defined by the U.S. national norming sample of respondents on the postcourse TUCE.21 Table 7 reports that students in the experimental group had significant gains relative to students in the control group for both low-and high-difficulty questions. Thus, combined with the results from Table 6 , these results suggest that the experimental teaching method yielded benefits across the various content, cognitive, and difficulty levels. 
Differential Effect of Experiments across Student Characteristics
Although we have demonstrated that students exposed to a comprehensive experimental approach have, on average, higher gains in achievement than their nonexperimental cohorts, it is possible that some students in the experimental group would have faired better in the traditional approach. In other words, the efficacy of both teaching methods may be student dependent, a result that would be consistent with learning theory (Fels 1993) . Therefore, we estimate the potential differential effect of the experimental approach on a variety of student characteristics. These estimates can provide an indication of which approach may better suit certain types of students. Specifically, Table 8 reports estimates of the differential effect of the experimental treatment across each of our student characteristics.
The main effect of the treatment group is again positive and statistically significant using either of our dependent variables. In contrast with Dickie's (2000) findings on aptitude, Table 8 reports that there is a statistically significant positive relationship between GPA and achievement for the control group, but no significant association between these variables for students in the experimental group.22 Similarly, using SAT scores instead of GPA, we see that, while higher SAT scores generally have a positive and statistically significant effect on achievement for nonexperimental students, there is no such relationship for students in the experimental sections, with the one exception being that, in the change model, higher verbal SAT scores are shown to have a positive impact on performance for both experimental and nonexperimental students.23 Additionally, the positive male-gender effect so robustly demonstrated in Tables 4 and 5 and elsewhere in the existing literature is tempered when using the experimental approach. Although males have a significant achievement advantage over females in the traditional sections, this gender advantage disappears for students in the experimental sections. Finally, nonwhites in experimental sections appear to be at a significant disadvantage to their nonexperimental counterparts.24 Thus, our results indicate that certain groups of students that have historically been at a disadvantage in economics classes, particularly low-ability/achievement students and females, appear to perform much better relative to appropriate comparison groups when they participate in the 22 In other words, summing the estimated coefficients of the main effect of GPA and the interaction of GPA with the experimental dummy variable yields a number that is statistically indistinguishable from zero. 23 In other words, although we do not estimate a significant differential effect for the experimental group for any of the SAT scores, the sum of the main effect of SAT and the interaction of SAT with the experimental dummy yields a statistically insignificant effect for all cases except verbal SAT scores using the change model. 24 Again, although we do not, in general, estimate statistically significant main effects or interactions for the nonwhite variable, the linear combination of the main effect for nonwhite and its interaction with the experimental dummy variable is negative and statistically significant, indicating that nonwhites in the experimental group do worse than similar students in the control group. Robust standard errors are in parentheses and are adjusted for within-section correlation of errors. * Significant at 10%; ** significant at 5%; ***significant at 1%. experimental curriculum. This "leveling of the playing field" does not appear to hold, however, for nonwhites in the experimental group, who appear to perform worse than their nonexperimental peers.
In addition to the differentials estimated for GPA, SAT, gender, and ethnicity, results also indicate that students who worked more (at employment) or who carried more class hours, students who had completed more total semester hours, and students who were absent from class more often all performed relatively worse than similar students as a result of the experimental treatment. On the other hand, we estimate positive differentials resulting from the experimental pedagogy for students who had more previous attempts at the course, who had high-school economics, and who were business majors.
It is argued that the experimental approach provides a framework (i.e., learning schema) within which students place the theories presented in a principles course. Such a structure would likely benefit students who had previous exposure to the basic concepts (e.g., students who had previously attempted the course or taken high-school economics) or who tend to benefit from experience and examples (e.g., females and business majors). However, the development of the framework and linking of theoretical concepts using experimental techniques is time intensive. As a result, it is not surprising to us that students with less time to devote to the class (i.e., students with heavier employment or course loads or greater absences) would perform better in the traditional lectureoriented framework than under the experimental treatment.
Conclusion
In our study of 300 microeconomics principles students, we find that those students who were taught using an experimental approach experienced a significantly larger improvement on the Test of Understanding in College Economics (TUCE) than similar students taught with the traditional lecture-oriented approach. After controlling for student-and section-level characteristics, our results indicate that students in the experimental sections improved their TUCE score by an average of 2.42-2.99 questions over the control group. Our results are robust to potential issues of positive selection bias, endogeneity of precourse ability, and censoring of the dependent variable. In addition to student learning measured by changes in pre-and postcourse TUCE scores, we also report other outcomes, including performance on a departmental final exam, student evaluations, and class attrition rates. We find, however, little difference between the two groups for these other outcomes. Finally, we find that certain student characteristics, like GPA, SAT scores, gender, and major, can affect the likelihood of achievement in an experimental course.
While our results are robust, we acknowledge the relative specificity of our data. Additional research on the effect of the experimental pedagogy on student learning should be undertaken. We recommend multiuniversity studies, and we suggest that the experimental approach be studied using a variety of class sizes. We further call for the use of research designs that allow for a more explicit accounting of unobserved instructor effects, realizing of course the considerable resources that such designs might require.
Longer term outcomes are also of interest. These include effects on students' choices of major, enrollment and performance in additional economics courses, and long-term differentials in retention of the material. The longitudinal data required for such studies requires following a cohort of students through graduation and beyond, and like our other recommendations, is resource intensive. We plan to follow our cohort of 300 students through graduation to collect data on these additional outcomes, which we will report in future work.
