Geographical phenomena fall into two categories: scaleful phenomena and scale-free phenomena. The former bears characteristic scales, and the latter has no characteristic scale. The conventional quantitative and mathematical methods can only be effectively applied to scaleful geographical phenomena rather than the scale-free geographical phenomena. In this paper, a comparison between scaleful geographical systems and scale-free geographical systems are drawn by means of mathematical equations. The main viewpoints are as below. First, the scaleful phenomena can be researched by conventional mathematical methods, while the scale-free phenomena should be studied using the theory based on scaling such as fractal geometry; Second, the scaleful phenomena belong to distance-based geo-space, while the scale-free phenomena belong to dimension-based geo-space; Third, three approaches to distinguish scale-free phenomena from scaleful phenomena are presented, including scaling transform, probability distribution, and autocorrelation and partial autocorrelation functions. In practice, a complex geographical system usually possesses scaleful aspects and scale-free aspects. Different methodologies must be adopted for different types of geographic systems or different aspects of the same geographic system.
Mathematical modeling ideas 2.1 Characteristic scales
Conventional mathematical modeling and quantitative analysis are based on characteristic scales.
If and only if a system bears characteristic scales, we can model it using mathematical methods and analyze it by statistical techniques based on observational data. A characteristic scale is always represented by a 1-dimensional measure; therefore, it is termed characteristic length in scientific research (Hao, 1986; Liu and Liu, 1993; Takayasu, 1990; Wang and Li, 1996) . Characteristic length includes side length, radius, diameter, height, eigenvalue, average value, and standard deviation.
For a geometric object, if we can find a determinate side length, major axis, equivalent radius, and so on, we will say that it has characteristic length; for a correlation matrix, if we can find determinate eigen values (characteristic roots) for it, we will say that it bears characteristic length; for a probability distribution, if we can find a determinate mean and standard deviation for it, we will say that it possesses characteristic length. On the other hand, if we find a characteristic length for a geometric object, we can predict its total length, area, volume, or density; for a correlation matrix, if we find characteristic roots for it, we can predict the corresponding variable relationships; for a probability distribution, if we find average value and standard deviation for it, we can determine its probability structure and predict the pattern and process of a system's evolution (Table 1) . 
Scaling and symmetry
The essence of scaling is a form of symmetry, that is, invariance under contraction or dilation transformation. This symmetry is termed scaling symmetry, indicating scale invariance (Batty and Longley, 1994; Chen, 2008a; Mandelbrot, 1982) . Typical scaling phenomena are fractals, and selfsimilarity is just a kind of invariance under contraction or dilation (Mandelbrot, 1989 ). If a system bears some type of scaling property, then it can be modeled by a function, which conforms to the following relation
where f(x) denotes the function, x refers to an argument, T represents a scaling transform, γ is a scale factor for the scaling transform, a is a scaling exponent, and λ=γ a is the eigenvalue of the transform.
A scaling transform is actually a contraction-dilation transform, and an eigenvalue is also called characteristic value. The most basic and common solution to the functional equation, i.e., equation
(1), is power functions. For example, for the Zipf's law of rank-size distribution, we have
in which k refers to rank, S(k) denotes the corresponding size, S1 is the proportionality coefficient indicating the maximum size, and q is the Zipf exponent, namely, the scaling exponent of rank-size distribution. Applying a scaling transform to Zipf's law shows scale invariance as follows
(
Apparently, Zipf's law follows the scaling law, and the eigenvalue is the function of Zipf's exponent, that is, λ=γ -q . This suggests that the key parameter of Zipf's distribution is the scaling exponent rather than the proportionality coefficient. If we apply the scaling transform to other power laws, 5 e.g., Hack's law, allometric growth law, Pareto distribution, gravity model based on power-law decay, we will find the similar results. Just because of this, power laws are treated as being equivalent to scaling in some literature. As a matter of fact, scaling is not limited to power laws.
However, many mathematical models in geography do not comply with the scaling relation. If we apply the scaling transform to the functions bearing characteristic scale parameters, the scale invariance will be invalid. For example, Gaussian function, Clark's law, gamma distribution function, logarithm-normal distribution function, and all that, do not take on invariance under the scaling transform. All these mathematical laws and distributions belong to scaleful phenomena, which can be dealt with by quantitative techniques and modeling methods based on traditional higher mathematics. Among these functions, Gaussian distribution is the simplest distribution with characteristic scales. Scaleful systems are simple systems, which do not require scaling analysis.
Distinction between scaleful and scale-free phenomena
How to judge whether a research object has characteristic scale? The first approach is to examine the scale dependence. If the measured result is independent of measurement scale, element granularity, image resolution, sample size, and so on, the described object bears characteristic scale.
In contrast, if the measured result depends significantly on measurement scales, etc., the described object has no characteristic scale. The second approach is to examine the probability distributions.
Generally speaking, the probability distributions of scaleful systems take on unimodal curves.
Exponential distribution is an exceptional case, but an exponential decay curve defined in a 1dimensional space can be converted into a unimodal distribution curve defined in a 2-dimensional space. In other words, a unimodal curve can be derived from the one-side exponential attenuation curve. On the contrary, for a scale-free system, the probability distribution is often a long-tailed curve. The third approach is to examine autocorrelation function (ACF) and partial autocorrelation function (PACF). For a scaleful phenomenon, the ACF is a trailing-out curve, while the PACF is a cut-off curve; for a scale-free phenomena, both the ACF and PACF are trailing-out curves.
Two typical models can be employed to explain characteristic scales and scaling in geographical spatial analysis. One is Clark's model based on negative exponential decay (Clark, 1951) , and the other is Smeed's model based on inverse power law decay (Smeed, 1963) . The two models can be employed to describe urban density (Batty and Longley, 1994) . Based on digital maps, urban 6 population density follows Clark's law, which can be expressed a negative exponential function (Clark, 1951 ). Clark's law can be expressed as below:
where ρ(r) denotes the population density at the distance r from the center of city (r=0). As for the parameters, ρ0 refers to the urban central density ρ(0), and r0 to the characteristic radius of the population distribution (Chen, 2015a; Takayasu, 1992) . In contrast, based on digital maps or remote sensing images, traffic network density satisfies Smeed's model, which can be expressed an inverse power law (Clark, 1951) . Smeed's model can be expressed as follows
where ρ(r) denotes the traffic network density at the distance r from the center of city (r=0), d=2 is the Euclidean dimension of embedding space. As for the parameters, ρ1 refers to traffic network density near city center, and α=d-D to the scaling exponent of the urban traffic network (Chen et al, 2019) . Both the two models can give one-side attenuation curves ( Figure 1 ). However, Smeed's inverse power-law decay is essentially different from Clark's negative exponential decay. The differences between negative exponential functions and inverse power laws are as follows.
First, inverse power laws comply with scaling law, while negative exponential functions do not conform to scaling law. Applying scaling transform to Clark's model yields
where T denotes scaling transform operator, γ represents a scale factor. We cannot derive a scaling result λρ(r), in which λ refers to the eigenvalue under scaling transform T. In contrast, applying scaling transform to Smeed's model yields
where λ=γ D-d denotes the eigenvalue under scaling transform T. This implies that Smeed's model satisfies scaling relation, equation (1). On the contrary, applying translation transform to Clark's model yields
where T * denotes translation transform operator, ζ represents a translation factor, and λ=exp(-ζ/r0) is the eigenvalue under translation transform T * . A conclusion can be reached that Clark's model follows translational symmetry law, while Smeed's model follows scaling symmetry law.
Second, a unimodal curve indicating characteristic scale can be derived from the exponential attenuation curve. However, we cannot derive a unimodal curve from power-law attenuation curve.
Let's examine Clark's model and derive a characteristic length by mathematical transformation. The procedure is as follows.
Step 1: define equivalent circles. By the idea from statistical average, the area of equivalent circles can be defined as follows
where A(r) denotes the area within the radius r, and π is the circular constant.
Step 2: determine cumulative population. Finding the areal integral of ρ(r) over r based on equation (4) yields 00 // 2 0 0 0 00 0
where P(r) refers to the total population within the equivalent circle with radius r. If r is large enough, we will have P(r)=2πρ0r0 2 . This suggests that urban total population can be predicted by the characteristic radius, r0.
Step 3: derive linear density. Differentiating P(r) with respect to r yields
which gives the circular density of urban population distribution. This is s special gamma function.
Clark's model reflects point density ρ(r), while equation (11) give linear density dP(r)/dr.
Step 4:
search for the point of the extreme value. Taking the second derivative of equation (10) yields
If d 2 P(r)/dr 2 =0, then we have r=r0. This suggests that dP(r)/dr reaches the maximum value at radius r0.
Step 5: draw density curves. The peak of the curve gives the characteristic value. In fact, the point density curve is a one-side monotonic attenuation curve, while the linear density, i.e., circular density, is a unimodal curve, with a peak value at r=r0 ( Figure 2 ). Further, the average density distribution function based on Clark's law is as below
This indicates that the average population density takes on a power function, which is independent of fractals. Fractals is associated with power laws, but power laws does not necessarily imply fractals and fractal dimension. In contrast, applying the above-shown procedure to Smeed's model cannot gives a characteristic value. By integral, the cumulative population is
Under these circumstances, the total population of a city cannot be predicted by a typical radius.
Taking the first derivative of equation (13) yield linear density as below
Taking the second derivative of equation (13) yields
According to the meanings of variable and parameters, d 2 P(r)/dr 2 ≠0. This suggest that no extreme value can be found, and the linear density curve is a monotonic increasing curve ( Figure 3) .
Moreover, the average density distribution function based on Smeed's model is as below
which suggests that
No characteristic radius can be found from equation (17) Third, a comparison can be drawn between ACF and PACF of a data series indicative of distance decay. The differences between the power-law distance decay and exponential distance decay can be brought to light by using ACF and PACF of time series or spatial series. ACF includes both direct autocorrelation and indirect autocorrelation, while PACF only indicate direct autocorrelation, reflecting no indirect autocorrelation in theory (Chen, 2008b; Chen, 2015b; Diebold, 2007) . For the exponential decay series, the ACF displays gradual one-sided damping, but the PACF cuts off at a displacement of 1 (Chen, 2008b; Chen, 2012a; Chen, 2015b) . The former is a trailing-out curve while the latter is a cut-off curve (Figures 4) . This suggests that the direct spatial action of a location based on Clark's model is significantly localized and cannot reach distant locations. This is inconsistent with the law of geography put forward by Tobler (1970 Tobler ( , 2004 . 
Two types of spatial analysis

Distance-based geo-space
Geographical research depends heavily on spatial analysis, which in turn depends heavily on spatial quantification and spatial modeling. However, spatial modeling is one of the most difficult problems of mathematical modeling in scientific research (Waldrop, 1992) . In fact, there are three difficulties in mathematical modeling, that is, spatial dimension, time lag, and interaction of multiple elements. These three aspects of problems result in nonlinearity and thus result in complexity.
Traditional geographical spatial analysis relies heavily on distance variable, and thus the conventional geographical space in theory can be regarded as distance-based space (Johnston, 2003) .
Central place models, gravity models, spatial interaction analysis, spatial autocorrelation analysis, and all that, are based on distance measurement. In this case, the distance is defaulted to a significant spatial quantity with characteristic scales.
For the scaleful geographical systems, geographical space can be converted into mathematical space based on distance. If geographical distance can be measured efficiently, we find a characteristic value based on distance variable and make spatial analysis. For example, the well- 
where M is generalized correlation matrix, z is standardized size vector, and I denotes Moran's index.
The generalized correlation matrix is defined as below:
where W is the unitized spatial weight matrix based on distance matrix, n is sample size or the number of spatial elements. According to equation (19), Moran's I proved to be the eigenvalue of M, and the corresponding eigenvector is z (Chen, 2013) . The problem lies in that if the spatial distance matrix is uncertain, Moran's index will also be an uncertain quantity. In this instance, Moran's index, I, will lose the significance of eigenvalue.
In order to describe a geographical phenomenon and try to understand it, we had better model it using mathematical methods. The modeling results are so-called mathematical models. Models can be treated as the essence of science, and mathematical models represent the essence of models. In short, mathematical models are essential components in scientific research (Holland, 1998; Kac, 1969; Longley, 1999) . A good mathematical model of a system is always involved with three scales: a macro scale indicative of environment, a micro scale indicative of interaction of elements, and the characteristic scale indicative of the inherent structure of the system (Hao, 1986) . Correspondingly, the good model bears three parameters: environmental parameter, element parameter, and characteristic parameter ( Figure 6 ). As an example, the logistic model of fractal dimension growth curve can be employed to illuminate the three types of parameters. For a growing fractal such as an urban agglomeration, the time series of fractal dimension values in different years forms a sigmoid curve (Chen, 2012b) . The curve can be described by the logistic model as follows (Chen, 2018) max max (0)
where D(t) is the fractal dimension of time t, Dmax is the capacity value of fractal dimension, i.e., the large value of fractal dimension, D(0) is the initial value of fractal dimension of time t=0, β is the inherent growth rate. In this model, Dmax represents the global parameter indicating the macro scale.
If the Euclidean dimension of the embedding space is d=2, then we have Dmax≤2. The Dmax value depends on the environmental capacity. D(0) represents the local parameter indicating the micro scale. 13 This parameter reflects the special property of a given growing fractal. The relative growth rate, β, is the characteristic parameter, indicating the typical scale of time. Equation (21) can be transformed into the following form max max
which indicates the ratio of residual dimension, Dmax -D(t), to the current dimension, D(t). Equation (22) is a negative exponential function, and the 1/β represents the characteristic scale of time. For an exponential function, the relative growth rate or relative decay rate represents characteristic parameter.
Figure 6 Three scales for a good mathematical model of a system
Note: The parameter representing a characteristic scale is a key to analyzing a system and predicting its evolution.
Dimension-based geo-space
For the geographical systems without characteristic scales, spatial analyses are often invalidly made on the base of distance variable. In this case, geographical space cannot be theoretically transformed into mathematical space based on distance. A solution to this problem is to replace the distance-based on space with dimension-based space. If the distance-based space is a kind of scaleful space, then the dimension-based space can be treated as a scale-free space. Clark's negative exponential distribution of urban population density can be described by a characteristic distance, r0 (see equation (4)), but the Smeed's inverse power law distribution of urban traffic network density cannot be characterized by a distance (see equation (5) characteristic radius to predict the total quantity of urban population, but we cannot use a typical radius to forecast the total length of urban traffic lines. The characteristic distance should be replaced by a scaling exponent, α=d-D, which is equivalent to the fractal dimension D=d-α (Batty and Longley, 1994; Chen et al, 2019) . In practice, if a geographical measurement depends on scales, or a geographical distribution follows power law, we meet with a scale-free geographical phenomenon.
Power laws can be found in geographical fields everywhere. Differing from classic physics, geography dose not possess universal iron law. However, some models have a wide range of uses in geographical research and can be treated as mathematical "laws" in geography. Among these geographical laws, three ones are significant, that is, distance-decay law (a geographical law for space), allometric growth law (a geographical law for time), and rank-size law (a geographical law for hierarchy). The three laws corresponds to three types of geographical space: real space (R-space), phase space (P-space), and order space (O-space) (Chen, 2014) . All these laws are mainly based on power laws, despite various variants in models. A set of typical power laws or mathematical models in geography based on power laws can be employed to illustrate the dimension-based spatial analysis. These power laws and models include allometric growth law, Zipf's law, gravity models based on distance decay law, and central place models. The allometric scaling relation can be expressed as follows
where A denotes area such as urbanized area, S refers to size such as city population, η is a proportionality coefficient, and σ is scaling exponent. The scaling exponent is in fact the ratio of the fractal dimension of area measure DA to that of size measure DS, that is
The allometric function can be used to model the scaling relationships between urban area and urban population (Batty, 2008; Lee, 1989; Nordbeck, 1971) , the scaling relationship between island area and species number (Could, 1979; Wilson, 1992) , the scaling relationship between the length of main river channel and the area of river basin (Feder, 1988; Hack, 1957; Mandelbrot, 1982) , and so on. The hierarchies of central place networks can be modeled by the following power laws
in which r denotes the distance between two adjacent central places of the same level, N(r) and S(r)
represents the number and size of central places, N1 and S1 are proportionality coefficients, and D and b are scaling exponents. In fact, D is the fractal dimension of central place network, and Ds is the average fractal dimension of central place sizes (Chen, 2015b) . The common form of the gravity models is as below
where Iij denotes attraction force, Si and Sj represent size measures, r refers to distance, K is gravity coefficient, and b is the distance decay exponent. The parameter relationships between Zipf's law, central place network, and gravity model are as follows
in which q is Zipf's exponent, the scaling exponent of rank-size distributions. Other symbols have the same meaning as stated above.
All these models are in fact classic models in geography. The commonalities of these models are as follows. First, these models are directly or indirectly based on distance variables. In the allometric growth model, the area measure contains the radius of equivalent circle, and the radius is actually a distance. Substituting Zipf's model, equation (2), into the allometric growth model, equation (23), we can reveal the spatial meaning of Zipf's distribution. Second, no characteristic distance can be determined. In other words, we cannot find a characteristic length in these models. This suggests 16 that distance cannot serve as the characteristic quantity of geographical space. Third, power exponents represent fractal dimensions or ratios of one dimension to another dimension. Scaling exponents can be calculated by means of the power law relations between distance and the corresponding measures or between two different measures depending spatial sizes.
Questions and discussion
In the past, the scaleful geographical phenomena were confused with the scale-free geographical phenomena. Thus the dimension-based space was mistaken as distance-based space. The same mathematical tools were applied to geographical systems of different natures to make data processing, quantitative analysis, and mathematical modeling. Consequently, wrong description leads to wrong understanding, which in turn leads to wrong explanation and prediction. This paper tries to clarify the fact as below: if a geographical phenomenon bears characteristic scales, we can analyze and model it using conventional mathematical tools in the traditional way; in contrast, if a geographical phenomenon has no characteristic scale, we should make analyses and models by means of the mathematical methods based on the idea of scaling (Table 3) . Fractal geometry is the most effective tool to explore nonlinearity, singularity, and scale-free property. The basic nature of fractals is of no characteristic scales, or, scaling symmetry. A geographical system often takes on two aspects of characters meantime: scaleful aspects and scale-free aspects. For example, a lake's boundary has no characteristic scale, but the area within the boundary bears characteristic scale. The boundary line of the lake can be modeled using Koch curve, a typical fractal line. However, the radius of the equivalent circle of a lake is the characteristic length of the lake's area. Urban form is more complex. Urban boundaries, urban land use patterns, urban traffic networks, and so on, bear no characteristic scale, but urban population density distribution may possess characteristic scales. As we known, western modern science begins with Galileo (1564 Galileo ( -1642 . So far, more than 300 years have passed. During this period, various mathematical equations and functions appeared in the scientific community. Among all kinds of mathematical expressions, three functions are the most representative ones, that is, Gaussian function, exponential function, and power function (Table 4 ).
Before the 19th century, scientists focused on Gaussian function; in the 20th century, especially after the Second World War, scientists focused on exponential function; in the new century, scientists focused on power function, especially, the inverse power law in nature (Arbesman, 2012) . Gaussian function indicates normal distribution, which is the mark of simplicity. A Gaussian function bears two parameters representing characteristic scales, that is, average value and standard deviation. In contrast, power function implies scale-free distribution, which is the mark of complexity (Goldenfeld and Kadanoff, 1999) . No parameter represents characteristic scale, but the scaling exponent can be used to characterize complex systems. Exponential function comes between Gaussian function and power function. On the one hand, an exponential function bears parameter representing average value; on the other hand, a power function can be decomposed into a pair of exponential functions (Chen, 2014; Chen, 2015b) . Complex geographical systems bear no characteristic scale and follow power law. Fractal geometry can be employed to explore spatial complexity and find the association of simplicity with complexity (Batty and Longley, 1994; Frankhauser, 1994; Frankhauser, 1998) . Wheeler (1983) once made a comment about fractal as below: "No one is considered scientifically literate today who does not know what a Gaussian distribution is or the meaning and scope of the concept of entropy. It is possible to believe that no one will be considered scientifically literate tomorrow who is not equally familiar with fractals." To my thinking, the last sentence should be improved as follows: "It is possible to believe that no one will be considered scientifically literate tomorrow who is not equally familiar with Pareto-Mandelbrot distributions and fractals." Pareto-Mandelbrot distribution is also termed Pareto-Zipf 18 distribution (Frankhauser, 1998) . Mandelbrot (1982) generalized the two-parameter Zipf model to a three-parameter Zipf model (Table 5) . (Frankhauser, 1998) , which is associated with fractal hierarchy. Refer to Wheeler (1983) .
Geographical systems such as cities are complex spatial systems, which cannot be fully explained by means of the idea from reductionism. The reductionism methodology is always based on characteristic scales. A complex system bears at least three characters: irregular pattern, nonlinear process, scale-free distribution (scale dependence or no characteristic scale). These years, spatial complexity and scaling become one of hot topics in geographical research. The main functions of scaling analyses are as follows. First, scaling analyses lay theoretical foundation of power laws (Feder, 1988; Liu and Liu, 1993; Mandelbrot, 1982) ; Second, scaling analysis can be used to find useful parameter solutions to some nonlinear equations (Chen, 2008; Takayasu, 1990) ; Third, scaling analyses can be employed to reveal scale-free features of complex spatial systems in empirical studies (Jiang and Yao, 2010) . In recent years, scaling analysis has become one of the hot 19 topics in geographical research. A number of interesting findings, results, and viewpoints have been published (Arcaute et al, 2015; Bettencourt, 2013; Bettencourt et al, 2007; Bettencourt et al, 2010; Lobo et al, 2013; Jiang and Jia, 2011; Jiang and Liu, 2012; Louf and Barthelemy, 2014a; Louf and Barthelemy, 2014b; Pumain et al, 2006) . Among various scaling analyses, the most frequently subject is allometric scaling relations in cities. Some issues have reached a consensus, but others have different opinions. Especially, Jiang and his co-workers tried to relax the definition of fractals and scaling, and fractal is redefined as below: A set or pattern is fractal if the scaling of far more small things than large ones recurs multiple times (Jiang and Yin, 2014) . According to the new definition, the quantitative criterion of fractals is replaced by the head/tail index (ab. ht-index) (Jiang, 2013; Jiang, 2015) : the ht-index of a fractal set or fractal pattern is at least three (Gao et al, 2017; Jiang and Yin, 2014) . The new definition and criterion of fractals and scaling are very interesting and instructive. Anyway, the criteria for good scientific research are interest, novelty, and inspiration for insight. Scientists carry out a variety of explorations on geographical scaling. Many inspirational achievements came into being. However, few articles are devoted to discussing scaling from the perspective of characteristic scale. This paper is an attempt to clarify the connections and distinctions between scaleful phenomena and scale-free phenomena. The shortcomings of this work lies in two aspects: one is that it is short of empirical analysis, and the other, this study is based on conservational concepts of fractal and scaling. Due to the limitation of space, the positive studies remain to be made in the future.
Conclusions
Geospatial analysis is very interesting, but there are too many difficult problems to be solved before forming a theoretical framework. The main points of this paper are as follows. First, if a geographical phenomenon bears characteristic scales, it belongs to scaleful space and can be quantified and modeled using conventional mathematical methods. An effective measure is associated with characteristic scales, and a good mathematical model is often based on characteristic scales. A characteristic scale is always a 1-dimensional measure and termed characteristic length.
The The former belongs to scaleful spatial analysis and the latter belongs to scale-free spatial analysis.
The main approaches of identifying scale-free phenomena from various geographical phenomena include scaling transform, probability distribution, and ACF and PACF analyses.
