In this paper we give a complete description of the process of determining two-phase material parameters for a gas diffusion layer: Starting from a 3D tomography image of the gas diffusion layer the distribution of gas and water phase is determined using the pore morphology method.
I. INTRODUCTION
As a tool for converting hydrogen directly, and thus pollution free, into electrical energy, polymer electrolyte fuel cells (PEFC) have gained widespread interest in research and industry. A PEFC is a layered structure with the proton exchange membrane (PEM) at its centre.
On both sides of the PEM a catalyst layer is attached. The electrochemical reaction occurring at the cathode catalyst layer combines protons, which result from hydrogen oxidation at the anode catalyst layer and have passed the PEM, with oxygen to produce water. Located between the catalyst layer and the flow field is the gas diffusion layer (GDL). According to Mathias et al. [10] , the gas diffusion layer has to comply with the following functionality: reactant permeability, product permeability, electronic conductivity, heat conductivity, and mechanical strength. These material functions are described by physical material parameters: permeability, diffusivity, heat conductivity, and electric conductivity, which are in general not only dependent on the fibre structure of the GDL but also on the water saturation level. Simulation schemes modeling the whole PEFC usually treat the GDL as a homogeneous porous medium and take the abovementioned material parameters as input variables (see e.g. [2, 8] ). To determine these averaged parameters from a model of the GDL's fibre structure is a wellknown numerical task if there is only one fluid (air or water) present. This method has been applied, for example, by Pharoah [12] to gas diffusion layers or Ngo and Tamma [11] to more general porous media. However, also the relative, i.e. saturation dependent parameters are needed. As two-phase flow calculations are numerically costly, to our knowledge no numerically calculated relative values have been published for a GDL layer yet. Rather, they are determined with the help of physical experiments, as can be found in Acosta et al. [1] . Here, we overcome these problems by combining the pore morphology method and single phase simulations to calculate these relative parameters.
II. TOMOGRAPHY IMAGE
The calculations presented in this paper are based on a three dimensional model of the GDL. In general, there are two different ways to obtain such a model. One way is to create it virtually using methods of stochastic geometry [14] , which has been applied to model a Toray paper in [13] . The second way is to base the model upon a three dimensional tomography image of a gas diffusion layer. Such an image can be obtained in an appropriate resolution via Synchrotron-Radiation Imaging [3, 4] . (Note the difference between the 3D image and the 3D model which is obtained from the image by image processing.)
Here, a sample of a carbon paper GDL was imaged by ANKA GmbH at the European Synchrotron Radiation Facility (ESRF) in Grenoble. The image resolution was 0.7µm per voxel (grid point). The obtained tomography image is a three dimensional grey-valued image. To turn the grey-valued image into a 3D model, it has to be binarised into solid parts and void parts by choosing a certain grey-value threshold or by using other binarisation methods. The choice of a threshold value is not automated, but has to be done manually.
Criteria for the choice of the threshold value used here were the porosity of the resulting model and visual inspection of the resulting model. Figure 1 shows SEM-like pictures of the complete 3D model. As can be seen in the picture, the diffusion layer does not fill the circular imaged sector completely. Therefore the calculations were performed on a usable rectangular cut-out based at the centre of the imaged layer. Figure 1 shows a cut-out of size 1024 × 1024 × 300 grid points, which corresponds to 716.8µm × 716.8µm × 210µm. This cut-out has a porosity of 74.66%, which is close to the average porosity of 73% stated by the manufacturer. As can be seen in figure 1 , the fibre structure is highly anisotropic. One can clearly distinguish between in-plane (x and y) directions and through-plane (z) direction.
Due to the manufacturer, the paper consists (in weight) of 80% fibre material and 20% PTFE/soot coating. In the synchrotron imaging based model, it is impossible to distinguish between fibres and coating. Therefore, in the numerical calculations we always assume that the solid material is homogeneous. In particular, we assume that the material surface has the same wetting properties everywhere.
III. CAPILLARY PRESSURE AND WATER SATURATION
Once the three dimensional model of the gas diffusion layer is set up, the stationary distribution of wetting and non-wetting phase for an arbitrary capillary pressure p c can be determined using the pore morphology method [5] . This method makes use of the Young-Laplace equation
which relates capillary pressure p c to pore radius r, surface tension γ and contact angle θ.
In particular, equation (1) states that a pore is only accessible to the non-wetting fluid if its radius is at least of size r.
To give the notion of 'pore radius' a meaning also in the case of non-cylindrical pores (see e.g. figure 1 ), the pore morphology method uses the morphological opening
where X represents the pore space and B r,x is a sphere with radius r and centre point x.
In other words, O r is that part of the pore space, where the structuring element B r fits in.
Thus, O r is defined to be the space of pores with radius r ≥ r. Combining (1) and (2) we see that a relation between non-wetting phase saturation s nw and capillary pressure p c is given by
Physically, this formula corresponds to the assumption, that interfaces between wetting and non-wetting phase are of spherical shape or at least can be approximated by a superposition of spheres. Furthermore, wetting and non-wetting phase are distributed freely in this model, which can be seen as an equilibrium state reached by repeated drainage and imbibition of the wetting phase.
When simulating a drainage process of an initially wetting phase saturated GDL, the accessibility of a pore for the non-wetting phase is not only determined by the pore radius, but also by it's connectivity to a non-wetting phase reservoir. Therefore, the quasi-static primary drainage curve p c (s w ) has to be determined differently from (3) . Recalling that the Opening O r (X) equals a dilation of an erosion of the pore space with the same radius r,
where
and
we proceed as follows: We define a subset R ⊆ ∂X to be connected to the non-wetting phase reservoir (usually R is one of the six sides of a rectangular sample) and by C R X = {x ∈ X : ∃x 0 ∈ R : ∃ path in X connecting x and x 0 }.
Then the space of all pores with a radius larger than r connected to the non-wetting phase reservoir is given by D r (C R (E r (X))), thus a capillary pressure -saturation relation for the primary drainage is given by
Capillary pressure curves related to the equations (3) and (8) and thus modelling primary drainage and repeated drainage/imbibition are shown in figure 2. As parameters we used γ = 0.07272 N/m and θ = 40
• .
Via the primary drainage simulation the bubble point of the GDL can be determined by finding the pressure needed for the non-wetting phase entering from top of the GDL to reach the bottom of the GDL. Here, the bubble point was 8.3 kPa, which corresponds to a pore diameter of 26.8 µm. Figure 3 shows the simulated water distribution at the bubble point; the overall water saturation in the GDL reaches 17%. Experimentally obtained pictures of water distribution at the bubble point looking similar to the pictures on the right hand side of figure 3 can be found in [9] .
As the reader will already have noticed, these approaches not only describe capillary pressure -saturation relations but also a pore size distribution is calculated as a by-product.
Using the morphological opening (2), a distribution of pore volume fractions is determined and shown in figure 4.
The drainage approach can be used to model mercury intrusion porosimetry (MIP) measurements (details on the experimental method can be found in [7] ), where the pore size distribution is determined experimentally by pressing mercury into the pores. Mercury is non-wetting to most materials, so this corresponds to a drainage of the wetting phase, where the intruding mercury is connected to a reservoir on top and (or) bottom of the sample. The results of the simulated MIP measurement are also presented in figure 4 . As can be seen in the figure, MIP tends to underestimate the amount of larger pores, which indicates that these are hidden behind narrower bottlenecks in the interior of the GDL.
The material parameters were computed on a cut-out of the GDL of size 600 × 600 × 300 voxels (420 µm × 420 µm × 210 µm) as domain Ω:
Thus, the computational domain consists of 108 million grid cells.
A. Thermal Conductivity
Heat transfer in the GDL takes place due to thermal diffusion and is governed on the microscopic level by the Poisson equation
where we have neglected possible source terms on the right hand side which might be introduced to describe ohmic heating or phase change effects. Here, β(x) is the local (isotropic)
heat conductivity at position x ∈ Ω. In the computation, this means that for any given grid cell, a direction-independent conductivity value is used. Due to the geometric anisotropy of the gas diffusion layer, the effective thermal conductivity β * of the layer is given by the 3 × 3 coefficient tensor which on the macroscopic level satisfies Fourier's law of conduction
for a heat flux j and a temperature gradient ∇T . Following homogenisation theory [6] , this tensor β * can be determined by solving three auxiliary problems in Ω corresponding to the three space directions e 1 , e 2 , e 3 :
with periodic boundary values
With the three solutions u 1 , u 2 , u 3 the components of the coefficient tensor β * can be found by integration
which is symmetric by construction [6] . To solve (12)- (13), we used the EJ-Heat solver of Wiegmann and Zemitis [17] .
Using the parameters β = 17 W/mK as conductivity value of the carbon fibres and β = 0.0262 W/mK as conductivity of the air, the diagonal entries of the heat conductivity tensor of the GDL are
2.05 0.296
As the fibres in the GDL are mainly oriented in the xy-plane and isotropic in this plane, the off-diagonal entries are negligible.
B. Diffusivity
On the microscopic level, diffusion is governed by Laplace's equation
where u denotes the concentration and X denotes the pore space of Ω. We consider Neumann boundary conditions on the fibre surfaces, given concentrations on the boundaries in the diffusion gradient direction and periodic boundary conditions in the two perpendicular directions. Similar to the conductivity tensor β * , a 3 × 3 diffusivity tensor D * exists, which fulfills on the macroscopic level Fick's first law
where ∇c denotes the concentration gradient and j the concentration flux. As before, we follow [6] and solve three auxiliary boundary value problems to obtain all D * ij . Again, we use an explicit jump method for solving eq. (16), for details we refer to [17] and the forthcoming paper [18] .
For the GDL examined here, we obtained the following diagonal entries for the dimensionless diffusivity tensor:
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The diffusivity tensor is normalized. In empty space, that is without the presence of fibres, the diffusivity is the three-dimensional identity matrix, D * = 1. That means D * has to be multiplied by the diffusion constant of the considered gas species to obtain the physical values.
C. Permeability
The permeability matrix K is defined by Darcy's law
whereū denotes the average flow velocity, µ the viscosity and p the pressure. If the pressure gradient is parallel to the ith axis, Darcy's law reduces to the scalar equations
where δp is the pressure drop along the ith axis and L the length of the sample in i-direction.
To determine the coefficients k ji it is thus sufficient to determine the average flow velocity for a given pressure drop. To determine the whole matrix, this has to be done for all three space directions.
The average flow velocity is found by solving the governing flow equation in the pore space, namely the stationary Stokes equation
where the pressure drop along the ith axis is a boundary condition. Periodic boundary conditions are used in directions perpendicular to the pressure drop. To obtain the velocity u, we used the FFF-Stokes solver of Wiegmann [16] .
As the average flow in directions perpendicular to the pressure gradient is negligible here, so are the off-diagonal entries k ij , i = j. The obtained diagonal entries are:
13.66
All computations of thermal conductivities, relative diffusivities and permeabilities were done with the software tool GeoDict [15] with its integrated fast partial differential equation solvers [16] [17] [18] . Due to the effectivity of these solvers, all computations could be performed on a 64-bit AMD Opteron desktop system needing less than 13 GB of memory for the permeability calculations and less than 8 GB of memory for conductivity and relative diffusivity computations.
V. TWO-PHASE FLOW PARAMETERS
The basic idea is to combine pore morphology method and single phase simulations to obtain relative, i.e. saturation dependent, material parameters. First, the pore morphology method is used to determine the distribution of air and water at a given capillary pressure p c . Then, this distribution is assumed to be stationary and flow and diffusivity simulations are carried out in the corresponding pore space only. Figure 5 illustrates this approach.
As described in chapter III, the pore morphology can be used to model either drainage (8) or repeated drainage and imbibition (3). The two phase flow parameters calculated here were determined using the repeated drainage / imbibition approach, which -from a physical point of view -corresponds to phase distributions due to arbitrary mobile wetting and non-wetting fluids.
A. Relative Permeability
In case of a partly saturated porous medium, the permeability K of Darcy's law (19) is no longer constant. Rather, it is depending on the saturation of the medium. These saturation dependent or relative values k ij (s) of the Darcy-Buckingham law
can be calculated using the approach described above. So for a chosen capillary pressure p c the water distribution is determined with the pore morphology method as described in section III, here using the equations (2) and (3). Then the Stokes equation (21) is solved only in the space occupied by the non-wetting (gas) phase, where water and solid parts are treated as immobile. Note, that this implies the assumption of no-slip boundary conditions between water and gas. Thus, we neglect that the phases may rearrange by the flow of air. Figure 6 shows the relative permeability values obtained by this method. The presence of water strongly reduces the permeability as it fills the large pores first and thus reduces the size of the pores available for gas flow. Theoretically, we expect K ∼ r 2 , where r denotes the effective pore radius of the gas flow, but the relation of r to the saturation s is in general dependent on the material.
Remark, that each point shown on the curves required the solution of a Stokes problem.
For this reason, the use of a fast and efficient solver [16] is essential.
B. Relative Diffusivity
The saturation dependent diffusivities D * (s) are determined similar to the diffusivity of the unsaturated media as described in the previous chapter. The main difference is that the pore space available for the gas diffusion is reduced by the presence of water.
So for an arbitrary capillary pressure p c , the water saturation and distribution is determined by the pore morphology approach using the equations (2) and (3). Then the Laplace equation (16) is solved in the space occupied by the wetting (=gas) phase, where water and fibres are treated alike. So the water is treated as immobile and impassable for the gas particles and Neumann boundary conditions are applied on both gas-water and gas-solid interfaces. From the obtained solution, the tensor D * is calculated as described in the previous chapter.
Repeating these steps for different capillary pressures p c , and thus for different saturation levels, the results presented in Figure 7 are obtained. The resulting profiles look almost linear for low water saturations, which is explained by the fact that one expects the diffusivity to be related by D ∼ t to porosity and tortuosity t. As the water -for low saturations -fills only the centres of the large open spaces between the fibres and thus can easily be bypassed by the diffusing gas, the tortuosity stays almost constant. So, approximately, D is linearly dependent on and thus also on the saturation s.
C. Relative Heat Conductivity
In order to obtain the absolute heat conductivity coefficients β * in (15) , the equations (12)- (13) were solved in the whole domain Ω with a discontinuous local conductivity coefficient β(x), which varied between solid and gas phase. With the appearance of water in the GDL a third value is needed for the local coefficient, so we simply set and determine β * with the same algorithm. Here, the stationary water and gas phase distributions are obtained by the pore morphology approach (3). Figure 8 shows the corresponding heat conductivity results. The resulting in-plane values show only a slight dependence on the saturation, as due to the choice of β in (24) the conduction mainly takes place inside the in-plane oriented fibres. This is not true for the through-plane direction as here the heat conduction is perpendicular to the fibre orientation, so conduction through air and water phase plays a more important role here.
VI. COMPRESSION
When used inside the PEFC, the gas diffusion layer is compressed due to the clamping pressure. The mathematical modelling of this is still a challenging task, but as we are mainly interested in the determination of diffusivity and permeability parameters, we can apply a reduced model for the compression of the layer.
Here, we assume that a GDL with initial height h is compressed with a factor 0 < c < 1 With this reduced model it is not possible to find a relation between compression ratio and external load or to address problems of elasticity or mechanical strength of the GDL.
Nevertheless, for smaller compression ratios (approx. c < 0.4) this approach leads to a realistic 3D morphology of the compressed GDL. It sustains the basic structural features but reduces the pore space in between the fibres.
In figure 9 the relative diffusivity and permeability values for the uncompressed sample and a 20% compressed sample are compared. Both diffusivity and permeability values are of course lower for the compressed than for the uncompressed sample. The reduction of the permeability is greater than the reduction of the diffusivity, as the permeability value is dependent on the square of the effective pore radius, which is lowered by the compression, whereas the diffusivity is dependent on the tortuosity, which stays almost constant during compression.
This effect can also be seen in figure 10 , where the absolute permeability and absolute diffusivity values are shown for various compression levels. Here, it becomes visible, that due to the compression direction the in-plane values are reduced more than the through-plane values.
VII. CONCLUSION
Starting from a tomography image of the GDL, we were able to determine numerous effective material parameters numerically. Table I gives an overview of the parameters found for the dry set-up and compares the uncompressed with the 20% compressed case.
The figures 7, 6 and 8 show the saturation dependence of gas permeability, gas diffusivity and thermal conductivity and the effect of compression on these curves is studied in figure 9 . As e.g. the effective heat conductivity β * is strongly dependent on the chosen input parameters (24), a comparison with experimental values is desirable and will be addressed in the future.
The same methods can also be applied to determine the relative water permeability or the electric conductivity of the GDL, but for the sake of brevity, these topics are not included in this paper.
The obtained quantities are necessary as input parameters in macroscopic PEM simulations. Being able to calculate them numerically not only allows to avoid more complicated physical experiments but also helps when designing new media as the physical properties of any virtually created model can now be predicted. 
