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Abstract 
Energy and the development of economic society constitute the nested structure. Energy planning is based on its 
prediction. Time series analysis, based on its relatively simple requirements on the original data, scientifically 
understanding, describing the data generation mechanism and predicting the future value, is a common prediction 
method. The total energy demand of China in 2020 is predicted about 449074.91 ten thousand standardized coal in 
this paper using time series analysis. 
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1. Introduction 
The relationship between energy and the development of economic society can be briefly said t o  be 
"nested production structure of the KLEM  [1]", which is mentioned in the article "Technology, prices and 
the derived demand for energy”, written by Berndt and Wood. China is regarded as one of the most 
developmental potential countries in the 21st century, whose GDP's growth rate still reached 8.7%, even 
influenced deeply by the world financial crisis in 2009, the highest in the world and gross value of 
industrial output accounted for the world about 15.6%, which only fo llowed behind America whose 
proportion is 19% [2].But the development of economic society in China also demands enormous energy. 
The twelfth five-year plan  about national economic society development formulated by the Central 
Committee of the Communist Party of China put forward  positive proposals [3] to copy with global 
climate change, control the total energy consumption reasonably and adjust the structure of energy 
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consumption. Predicting future energy demand of China's economic society is significant to reduce energy 
consumption intensity and carbon dioxide emissions intensity drastically and control the greenhouse gas  
emission effectively. 
2. Review on the prediction methods 
The national energy planning is based on energy prediction. Planning scheme can help to plan the 
future that may be different and it is not intended for future events, but just for exp loring different paths 
that affect the future factors and some predictions for future possibilities.  
Here are some methods of modeling [4] on the calculation of energy: computable general equilibrium 
(CGE) models. The models typically simulate markets for factors of production  (e.g. labor, capital, and 
energy), products, and foreign exchange, with equations that specify supply and demand behavior. The 
models are solved for a set of wages , prices, and exchange rates to bring all of the markets into 
equilibrium. The parameters in CGE models are partly calibrated (i.e. they are selected to fit one year of 
data) and only part statistically  or econometrically determined. Hence, it is difficult to  defend the validity 
of some of the parameter values. 
Dynamic energy optimizat ion models can also be termed partial equilibrium models. These 
technology-oriented models min imize the total costs of the energy system, including all end-use sectors, 
over a 40-50 year horizon and thus compute a partial equilibrium for the energy markets. The costs 
include investment and operation costs of all sectors based on a detailed representation of factor costs and 
assumptions about greenhouse gas emission taxes. Early  versions of these models assessed how energy 
demands can be met at least cost. The rich technology information in the models is helpfu l to assess 
capital stock turnover and technology learning, which is endogenous in some models . Most of 
engineering-type optimization models are  solved on the basis of supply constraints and the use of 
optimization approach would require justification. 
Integrated energy-system simulation models are bottom up models that include a detailed 
representation of energy demand and supply technologies, which include end-use, conversion, and 
production technologies. Demand and technology development are driven by exogenous scenario 
assumptions often linked to technology vintage models and econometric forecasts. The demand sectors 
are generally d isaggregated for industrial subsectors and processes, residential and service categories, 
transport modes, etc. This allows development trends to be projected through technology development 
scenarios. 
MESSAGE is a dynamic linear programming optimization model specifically suited for complex, 
multi-regional models; has been developed at the International Institute for Applied Systems Analysis 
(IIASA). The model is typically used in long-term scientific applications, being a bottom-up technology 
oriented model. The MESSAGE includes  more than 100 d ifferent energy extract ion, conversion, transport, 
distribution, and end-use technologies. The MESSAGE modeling system is generally used for the 
optimization of energy supply systems. MESSAGE consists of a demand data module, a  supply data 
module, an optimization module, a results module, and supporting programs. 
MARKAL is a widely applied bottom-up, dynamic linear programming (LP) model developed by the 
Energy Technology Systems Analysis Programme (ETSAP),  of the International Energy Agency (IEA). It 
was orig inally designed for the evaluation of the possible impacts of new energy technologies on national 
or regional systems. It can be applied to scenarios or cases which embody a variety of assumptions or 
restrictions. 
Time series analysis [5], based on its relatively simple requirements on the original data, scientifically 
understanding, describing the data generation mechanism and predicting the future value, is the method 
that is used in this paper. 
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3. Time series analysis 
3.1. Structure of time series model  
Currently t ime series analysis main ly uses steady structure model ARMA (p, q) to research, its model 
form is: 
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In the model, formula (1) is difference equations and all coefficients in the premise of stability are less 
than 1, and then yt is defined as the unknown. Through auto regression of lag yt-i and moving average of a 
sequence of residual lag εt-i, we can predict the trend of future data and obtain relatively accurate 
estimation. 
3.2. Test of data stability 
Generally, if the acquired observation data meets the following three conditions, it can be considered 
to match stability test, and named covariance smoothly. 
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In the process of actual application, ADF test can be used to process data and when test value is less 
than critical value, it can be consider as stable time series. 
3.3. Autocorrelation and partial autocorrelation 
In order to test the nature of time series, autocorrelation coefficient and partial autocorrelation 
coefficient are used to attain the relationship of data between predictive period and lag duration. The 
relational expression of autocorrelation coefficient ACF is: 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Partial autocorrelation PACF  is defined as fo llow: ttt eyy  * 111* I ˈthereinto, P{ tt yy* ˈand 
the relational expression of PACF is:  
111 UI                                                     (7) 
  
   2121222 1 UUUI                                                               (8) 
Zhang Chuanping et al. / Energy Procedia 5 (2011) 112–117 115
     ,5,4,3
1
1
,1
1
,1
 


 
¦
¦

 


 

s
s
aj
jjs
s
aj
jsjss
ss
UI
UIU
I                                       (9) 
Thereinto: 
          1,,3,2,1
,1,1    sjjssssjssj IIII       
3.4. Analysis of residual error autocorrelation 
After constructing the model, the difference between theoretical value and true observation can be 
gotten, called residual error. If the model can express actual series process, residual error will be a white -
noise process, and statistically, the statistic Q is not significantly different from zero: 
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rk is autocorrelation coefficient of residual error and T is the count of observed value. On the other 
hand AIC & SBC can be used to be a model selection criteria: 
            nTAIC 2squares of sumerror  residualln                             (11) 
             TnTSBC lnsquares of sumerror  residualln                    (12) 
n is the count of solve-for parameter (p+q+ is possible constant item )˗T is the count of available 
observation. 
3.5. Analysis of China’s energy demand  
According to China statistical yearbook of 2008, the data of energy demand from 1957 to 2007 is 
depicted to be a scatter diagram and shown in figure 1. From the figure, the data is  nonlinear trend, while 
computing its data’s natural logarithm, the data approximate is linear trend and shown in  figure 2, and 
then uses difference to process it and the form after processed is: 1lnlnlog  ' ttt qqq , the 
trending is figure 3. For d ifferential data, using maximum lag 10 periods of the ADF stability test, we 
obtain that t is - 3.737537 and at the level of 0.64%, meanwhile  reject the existence of unit root of the 
original assumptions and it meets the stability test. After test ing for ACF & PACF, the model’s form can 
be established. The proving numerical value and histogram are in figure 4. On  the basis of figure ACF & 
PACF, the model’s form is initially inferred to be AR (1) or ARMA (1, 1). 
Firstly estimates model AR (1) and all the estimated results are showed in table 2 and we can get the 
following expression:   
       
tyt yy H 10.7053760.018295  
The t statistics of all coefficient among the expression are at the significant level of 5% and the value 
of Q(4) is at the significant level of 5%, while residual error is autocorrelation, therefore d iscard AR (1) 
model. 
ARMA (1, 1) model is re-estimated and following expression can be gotten: 
 
tty HH  1-t1-t 0.4741070.530842y0.029770    
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Likewise, the t statistics of all coefficients among the expression are at the significant level of 5%. 
However, AIC  & SBC  are more optimal than model AR (1), meanwhile all value of Q is not significant 
and residual error can be thought for white -noise process. But ACF lag six periods increase abnormally, 
we try  to capture this correlation and estimate ARMA  (1, (1, 6)) model, then the following expression can 
be gotten:  
t6-t1-t1tt ε0.473977ε-0.467324ε0.592742y0.025068y    
Fig. 2. The Trending of 
the Natural Logarithm 
Fig. 3. The Trending of 
Natural Logarithm 
Fig. 1. The Trending of 
Energy Demand 
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Table 1. Test for ACT & PACF  
number of 
periods 1 2 3 4 5 6 
ACF 0.705 0.344 0.147 0.03 -0.12 -0.173 
PACF 0.705 -0.303 0.098 -0.095 -0.186 0.087 
number of 
periods 7 8 9 10 11 12 
ACF -0.053 0.074 0.082 0.093 0.07 0.034 
PACF 0.174 0.003 -0.059 0.094 -0.15 0.068 
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Fig. 4. The Histogram of ACF and PACF 
 
Table 2. The Estimate Result of the Energy Demand Model 
 
AR(1) ARMA(1,1) ARMA(1,(1,6)) 
0D  0.018295(2.54) 0.029770(2.76) 0.025068(2.81) 
1D  0.705376(7.37) 0.530842(3.64) 0.592742(4.56) 
1E   0.474107(2.97) 0.467324(3.93) 
6E    -0.473977(-4.23) 
AIC -4.5791 -4.6717 -4.8180 
SBC -4.5019 -4.5558 -4.6636 
Q(4) 6.1255(0.0468) 0.4972(0.4807) 2.5397(0.111016)* 
Q(8) 12.138(0.5896) 5.9806(0.3081) 2.8149(0.589263) 
Q(12) 12.411(0.2584) 7.1983(0.6165) 6.1061(0.635348) 
Note: Each coefficient is given in brackets after the 
estimated value is equal to 0 under the null hypothesis that 
the corresponding t statistic. Q (n) gives the estimated 
model residuals from the n-related Ljung-Box Q statistic, a 
significant level in brackets. * is the value of Q (5). 
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At present, the t statistics of all coefficients among the expression are at the significant level of 5%. 
The value of Q (5) is at the 15% significance level and residual error can not refuse to be white -noise 
process. Although AIC & SBC are more optimal than model ARMA (1, 1), because the residual value can 
not be tested by the value of Q, ARMA (1, 1) model is used as the estimation of model. 
Finally, we use ARMA  (1, 1) model to predict  that China’s energy demand in 2020 is about 449074.91 
ten thousand standardized coal. 
4. Conclusions 
The total energy consumption of China in 2020 is 449074.91 ten thousand standardized coal. If the 
current energy supply and consumption structure can not be changed, there will be a series of questions , 
for example: the domestic energy supply will be short, per capita energy consumption is low, the usage of 
energy will be  inefficient, natural resources of per capita will be relatively insufficient and environmental 
constraints become more and more  remarkab le. Therefore, it  is significant to continue to study the 
controlling of the total energy consumption, adjust energy consumption structure, and effectively control 
greenhouse gas emissions. 
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