Abstract. This is the first study in which a physical ionospheric model (time-dependent ionospheric model (TDIM)) has been driven through a substorm using self-consistent magnetospheric convection electric field and auroral electron precipitation inputs. Both of these were generated from a simulation of a real substorm event using the MHD model [Fedder eta!., 1995b]. Interplanetary magnetic field (IMF) data were available for 1.5 hours until the substorm breakup. Hence the substorm growth and expansion dynamics is captured in a 1.5-hour time period. As a reference against which to compare this TDIM substorm simulation, a typical climatological TDIM simulation was carried out using standard statistical representations of the convection electric field and auroral oval. Note that these statistical representations are driven by the K_ index. This is a 3-hour index, yet the substorm growth and expansion occurs in 1.5 hours.
associated with the coupling of the two different models and the improvements achieved as a result of this first step in model coupling. The additional feedback of the ionosphere on the magnetosphere was not considered in this study. Nevertheless, the first step in model coupling is by no means a simple matter of numerical interpolating or smoothing.
Inherently, this "joint" magnetosphere-ionosphere model is a hybrid of quite different formulations: MHD and transport. As will be discussed, such a hybrid has several inherent limitations. The interface is demonstrated for a specific substorm that had been successfully modeled by the magnetospheric MHD model [Fedder et al., 1995b] . A glimpse of the potential improvement for the ionosphere is obtained by realizing that typical ionosphere-thermosphere models use a 3-hourly Kp index to drive their magnetospheric electric field and auroral precipitation empirical inputs, yet this substorm simulation lasted only 1.5 hours (the entire dynamics is within a single Kp value!). The use of observations that have a higher time resolution as inputs to the ionosphere-thermosphere system are developing, but at this time that approach lacks coupling between the inputs and usually the precipitation is defined by adjusted empirical models.
In the following two sections, the TDIM and MHD models are briefly reviewed. This is followed by a discussion of how the interface is carried out. The results of simulating a substorm with the interfaced MHD/TDIM model are discussed in section 6. This is clearly only a first step, and indeed, the specific substorm is chosen simply because of its "availability." We also preview a subsequent study in which interfaced model results will be compared with observations, with the goal being a validation of the first step in model coupling.
Ionospheric Model
The USU (Utah State University) TDIM ionospheric model was initially developed as a midlatitude, multi-ion (NO +, O•, N•, and O +) model by Schunk and Walker [1973] . The time-dependent ion continuity and momentum equations were solved as a function of altitude for a corotating plasma flux tube including diurnal variations and all relevant E and F region processes. This model was extended to include high-latitu•de effects due to convection electric fields and particle precipitation by Schunk et al. [1975 Schunk et al. [ , 1976 . A simplified ion energy equation was also added, which was based on the assumption that local heating and cooling processes dominate (valid below 500 km). Flux tubes of plasma were followed as they moved in response to the convection electric fields. A further extension of the model to include the minor ions N + and He +, an updated photochemical scheme, and the mass spectrometer incoherent scatter (MSIS) atmospheric model i s described by Schunk and Raitt [1980] . The addition of plasma convection and particle precipitation models is described by Sojka et al. [198 la, b] . Schunk and Sojka [1982] extended the ionospheric model to include ion thermal conduction and diffusion thermal heat flow. Also, the electron energy equation was included by Schunk et al. [1986] , and consequently, the electron temperature is now rigorously calculated at all altitudes. The theoretical development of the TDIM is described by Schunk [1988] , while comparisons with observations are discussed by Sojka [1989] .
In addition to the physical processes built into the model, the TDIM requires several inputs. The magnetospheric inputs for the TDIM are the auroral oval and convection electric field. In this study, output from the Naval Research Lab (NRL) MHD magnetospheric model is used to drive the TDIM. Hence the question of interface is reduced to matching the magnetospheric convection and precipitation to the TDIM inputs. Of note is that neither of these inputs or outputs are based on regular grids. The TDIM uses a Lagrangian technique, where plasma flux tubes are followed as they move through the neutral gas. Hence the TDIM requires electric field and electron precipitation inputs at arbitrary locations within the highlatitude ionosphere. Normally, the high-latitude ionosphere is defined as magnetic dipole latitudes poleward of 40 ø (occasionally poleward of 50ø). This lower latitude is determined by the requirement that the F region must be corotating at this most equatorward location. Consequently, no boundary condition needs to be developed for F region plasma leaving or entering the model at the equatorward boundary. Typically, this latitude would be several degrees equatorward of the equatorial edge of the diffuse auroral precipitation at midnight, which depends strongly on the level of geomagnetic activity [Gussenhoven et al., 1983] . In addition to the spatial requirements, there are also timing requirements. As will be shown in section 3, this is not a concern for the simple interface scenario considered here. The TDIM solves the continuity, momentum, and energy equations dynamically with variable time steps that are determined by solar and geophysical conditions. During substorm activity, the time step could be as short as 10 s, but more typically it is of the order of tens of seconds, and it increases to minutes at corotating midlatitude locations during quiet geomagnetic conditions. These time steps are longer than those used in an MHD magnetospheric simulation. The details of interfacing the two models are discussed in section 4.
Magnetospheric Model
The NRL MHD model of the magnetosphere has been described in detail by Fedder and Lyon [ 1995] and Fedder et al. [1995a] . This model solves the ideal MHD equations for the solar wind and the outer magnetosphere (beyond 3.5 RE). A nonorthogonal adapted mesh is used, which maximizes the spatial resolution at the low magnetopause, in the ionosphere, and in the geomagnetic tail. By using a time step of about 1 s, the model is able to describe, unambiguously, the propagation of fast waves on the mesh. Fedder and Lyon [1987] have shown that the model simulates the important process of magnetic merging in such a way that the reconnection rate is determined by the physical boundary conditions, namely, the solar wind and the conducting ionosphere.
Of specific relevance to this study is the question of how the MHD model's inner boundary at 3.5 RE is determined. Fedder et al. [1995a] and prior researchers matched the inner boundary to a line-tying ionosphere, in the sense of Coroniti and Kennel [1973] and used a uniform conductance of 5 mhos. A more realistic inner boundary condition was developed by Fedder et al. [1995b] , in which the ionospheric conductance is a parameterized empirical model of both the solar EtN and auroral precipitation ionization sources. The procedure involves using parameters in the innermost MHD mesh points to compute the field-aligned electric potential energy and the field-aligned currents. The major improvement resulting from these parameters is that a dynamic auroral conductance is obtained. The basic difficulties of self-consistently matching an ionosphere to the inner boundary of an ideal MHD model is extensively discussed by Goodman [1995] , who also sets up the detailed mapping transformations. Fedder et al. [1995b] demonstrate that in order to obtain the auroral dynamics observed by the Viking satellite and the ionospheric currents inferred from the auroral A indices, the parameter selection for these ionospheric-MHD inner boundary empirical algorithms is of key importance. The resulting electric field and auroral electron precipitation from Fedder et al. [ 1995b] is used as the ionospheric driver for the simulations presented in section 6.
Interfacing the MHD Magnetosphere and TDIM Models
The MHD magnetosphere model has been used to simulate a substorm whose expansion onset occurred at 1132 UT on October 19, 1986 [Fedder et al., 1995b] . During the period 1010-1200 UT, IMF data were available from IMP 8, and these data were used to drive the MHD model. Hence, at each time step (~1 s) the MHD model calculates the electric potential distribution on the inner boundary at 3.5 R E , as well as the auroral electron energy flux and average energy. These distributions are available as data fields mapped down to the ionosphere. Figure 1 shows, geometrically: the scale sizes of the MHD model, its inner boundary, and the mapping region from the inner boundary to the ionosphere, which in turn is simulated by the TDIM.
To interface the output fields from the MHD model to the TDIM, an interpolation routine is used. This routine is a bicubic spline interpolation based upon the MHD ionospheric mesh. Figure 2 (right half of the polar dial plot) shows the MHD ionospheric mesh points. At the pole these mesh cells are approximately 300 km x 300 km in the ionosphere, whereas at lower latitudes the resolution improves to almost 100 km x 100 km. In contrast, the left side of Figure 2 shows two regular TDIM grids in the polar projection. The coarser of these two is an output grid suitable for TDIM climatology simulations, while the higher-resolution one is used for TDIM weather simulations. These two grids have approximately 250 km x 250 km and 80 km x 80 km resolutions, respectively. As noted earlier, the TDIM uses a Lagrangian scheme; that is, individual plasma flux tubes are followed in the magnetic latitude-MLT frame. Therefore, at arbitrary positions the magnetospheric electric potential, precipitating electron energy flux, and precipitating electron average energy are needed; this is achieved using the bicubic spline interpolation.
In comparing the MHD mesh and TDIM grids in , it can be seen that at midnight the 60 ø +2 ø region is almost reached by the MHD mesh. At all other local times, the mesh will encompass the equatorward edge, since the "oval" equatorward edge is at higher latitudes. The question of how well the electric potential is handled at the equatorward boundary is more complex. Magnetospheric electric fields can penetrate to lower latitudes, but usually a ring current shielding is assumed to be operating to ensure that corotation dominates at middle and low latitudes. For a substorm simulation, however, this may not be valid, since the ring current shielding has a time constant similar to the substorm expansion phase (30 min). Hence the lower boundary (ring current) will be dynamically adjusting to the changing magnetospheric electric field. For this first study, the details of this ring current shielding issue are beyond the capability of either model and are deferred to future studies. The assumption is made that the lowest latitudes of the magnetospheric mesh are equipotential, and hence corotation is dominant in the ionosphere at this boundary. DE I auroral images to specify the auroral dynamics but had to resort to an empirical electric field. The present-day use of high-time-resolution assimilated mapping of ionospheric electrodynamics (AMIE) convection maps [Knipp et al., 1993] lack an equivalent evolution for the auroral precipitation. In such studies it was generally accepted that the lack of synchronization of electric field and precipitation can lead to potentially large differences between the real and modeled ionosphere. Sojka The remaining problem for a TDIM substorm simulation is that of obtaining a reasonable initial condition for the ionosphere. Typically, the TDIM requires 2-6 hours of aeronomy time in order to become independent of initial conditions. In this case, no MHD data are available prior to 1030 UT. Therefore we had no choice but to use empirical drivers to establish the prestorm ionosphere. While this does allow us to gauge the magnitude of the impact of the MHD drivers, it also means that we cannot expect to compare results with actual observations.
Comparison of Substorm and Statistical TDIM
Simulations TDIM simulations were carried out for the two sets of drivers described in the previous section. One simulation is driven by MHD-generated convection electric field and electron precipitation flux and represents the first simulation of the ionospheric response to self-consistent time-varying convection and precipitation inputs determined in relation to the solar wind input; this will be referred to as the "substorm The E and F regions respond differently to the dynamics of the substorm and will be discussed separately. The differing responses are due to the time constants in the two regions. It is very fast in the E region, allowing almost instantaneous reflection of the substorm drivers, but it is considerably slower in the F region, which integrates up substorm changes. At 800 km, the electron density differences are larger than at the F layer peak. This is shown in the top row of Figure 7 . This is attributed to at least two features that are different in the two simulation inputs. First, as already described, in some regions, hrnF 2 is higher in the substorm simulation. In such regions, given the same NmF 2 and scale height, one would expect N e at 800 km to be larger. However, in the night sector auroral oval, the substorm simulation has a higher electron density but lower hrnF 2. In this region this mechanism works against the simulation results' the topside scale height must be increased to give a larger density ratio at 800 km over that at the F peak. This is a result of the larger electric fields in the the space forecast community. These are often expressed as a +15% knowledge of N e at all altitudes. Figure 8 shows the E region integrated Hall (top row) and Pedersen (middle row)conductivities along with the N e at 160 km (bottom row). These snapshots are also at 1200 UT and use the same format as Figure 7 . As stated earlier, the E region time constant is short, and the parameters in Figure 8 reflect the immediate differences in the drivers. In the E region, the driver is primarily the auroral electron precipitation; hence, in Figure 6 the differences in the Hardy oval (left panel) and the MHD oval (bottom right ) are the major causes of the differences found in Figure 8 .
N e at 160 km shows marked differences, by as much as a factor of 5. These are due to the highly expanded MHD oval as well as the stronger noon sector precipitation. Also, the statistical oval lies at a higher latitude; that is, during this dynamic phase of the substorm the Kp = 4 statistical oval is not appropriate. This mismatch will also be present in the integrated Hall and Pealersen conductivities (upper two rows in Figure 8 ). In the auroral regions, the integrated Hall conductivities exceed the corresponding Pedersen conductivities, which is consistent with expectations for auroral electron precipitation of characteristic energies ranging from 1 to 10 KeV. The Hall conductivity differences are large, ranging from -10 to +10 mhos. This is of the order of tens of percents to factors of more than 2. In the postnoon oval, the substorm simulation Hall conductivity exceeds the statistical baseline by more than a difference of 10, but in the prenoon oval the reverse is true. Hence, in both cases the mismatch between the auroral ovals is the source of the differences. It should be pointed out that this ionospheric difference is crucial to magnetospheric MHD model simulations, where the ionosphere is represented by a statistical oval versus those in which a more "self-consistent" E region is included, i.e., like in this study. UT end of the simulation. In this case, both models would imply the location is in the trough. This can also be inferred from Figure 7 , the NmF 2 and N e at 800 km 1200 UT snapshots. In Figure 9 (bottom panel), this is not the case for the substorm simulation even though the latitude is slightly more equatorward. In this case, the region has continuous electron precipitation and represents the poleward wall of the trough. This particular region is especially important for space weather applications, since density gradients are a source of plasma instabilities that lead to irregularities. Furthermore, these strong F region inhomogeneities play havoc on over-thehorizon radar propagation paths. However, a note of caution concerning the substorm simulation is worth restating. The equatorward limit of the NRL-MHD simulation and its inner boundary conditions lie on an L shell that falls within the trough region. Hence further validation work is needed to verify the electric field and auroral precipitation near this boundary.
Unfortunately

Conclusion
This is the first study in which a physical ionospheric model has been driven through a substorm using selfconsistent magnetospheric convection electric field and auroral electron precipitation inputs. Both of these were generated from a simulation of a real substorm event using the NRL MHD model [Fedder et al., 1995b] . As a reference against which to compare this TDIM substorm simulation, a typical climatological TDIM simulation was carried out using standard statistical representations of the convection electric field and auroral oval. From the comparison of the two ionospheric simulations, the following conclusions can be drawn:
1. As expected, the E region densities are different, in line with the differences in the auroral precipitation patterns. However, these differences lead to factors of 2-4 differences in the integrated Hall and Pealersen conductivities, and these, in turn, are crucial as an ionospheric boundary condition for magnetospheric MHD simulations.
2. The F region spatial and temporal responses are complex and exhibit large differences, from tens of percents to factors of 4 in density and up to +70 km in hmF •. These differences are all larger than typical experimental uncertainties.
3. The dayside and cusp variabilities are very sensitive to the convection pattern and are not well correlated to magnetic indices, such as the 3-hourly K•,.
4. In the polar cap, the differences in the locations of the tongues of ionization and the polar holes readily lead to factors of 2-4 in local density differences.
5. The differences in the locations of "boundaries" in the plasma convection and auroral precipitation lead to large differences in the local F region densities and in the locations of strong density gradients, both of which are relevant to space weather applications.
Evaluating the ionospheric feedback to the magnetosphere is beyond this interfaced scenario; however, a self-consistency The speculation is that this should be the case, since the electric field and precipitation are now physically coupled rather than statistically related. In this study, the simulation spanned a period of only 2 hours (less than one 3-hourly Kt, period), which unfortunately is too short a time period to argue that the Fregion densities are independent of the initial conditions. Hence it is not particularly fruitful to compare these simulation results with ionospheric measurements. However, this task of comparing a MHD-driven ionosphere with ionospheric density observations has already begun, and initial results were presented at the 1996 annual meeting of the American Geophysical Union held in San Francisco Sojka et al., 1996] . In this follow-on work, a 24-hourduration simulation was carried out, and ionospheric observations from a DMSP satellite were obtained.
This much longer simulation period will ensure that the initial ionosphere will not influence the major part of the study period and hence will provide a reliable model database that can be compared with the observations.
