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Abstract
Random Fourier features enable researchers to build feature map to learn the
spectral distribution of the underlying kernel. Current distribution-based meth-
ods follow a two-stage scheme: they first learn and optimize the feature map
by solving the kernel alignment problem, then learn a linear classifier on the
features. However, since the ideal kernel in kernel alignment problem is not
necessarily optimal in classification tasks, the generalization performance of the
random features learned in this two-stage manner can perhaps be further im-
proved. To address this issue, we propose an end-to-end, one-stage kernel learn-
ing approach, called generative random Fourier features, which jointly learns
the features and the classifier. A generative network is involved to implicitly
learn and to sample from the distribution of the latent kernel. Random features
are then built via the generative weights and followed by a linear classifier pa-
rameterized as a full-connected layer. We jointly train the generative network
and the classifier by solving the empirical risk minimization problem for a one-
stage solution. Straightly minimizing the loss between predictive and true labels
brings better generalization performance. Besides, this end-to-end strategy al-
lows us to increase the depth of features, resulting in multi-layer architecture
and exhibiting strong linear-separable pattern. Empirical results demonstrate
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the superiority of our method in classification tasks over other two-stage kernel
learning methods. Finally, we investigate the robustness of proposed method
in defending adversarial attacks, which shows that the randomization and re-
sampling mechanism associated with the learned distribution can alleviate the
performance decrease brought by adversarial examples.
Keywords: generative random Fourier features, end-to-end, one-stage,
multi-layer, adversarial attack
1. Introduction
Kernel methods reveal non-linear property hidden in data and have been
extensively studied in recent decades [1, 2]. The selection of kernel still remains
a non-trivial problem, which requires prior knowledge and directly affects the
algorithm performance. Hence, various methods are devoted to learn a kernel
function or a kernel matrix from data, such as multiple kernel learning [3, 4],
deep kernel learning [5, 6], and non-parametric kernel learning [7]. Despite the
great performance these methods have achieved, there still exist some limitations
among them. For example, the parametric form in function learning limits the
flexibility, and the learned matrix encounters the problem of no straightforward
extensions for out-of-sample data points. To address these issues, another type
of kernel learning approachs propose to learn and optimize explicit feature maps,
which map input points into a new high-dimensional space, to approximate the
kernel by modeling the distribution of kernel [8, 9, 10]. These approachs are
based on the Bochner’s theorem [11], which indicates that the Fourier transform
of a kernel function is associated to a probability distribution: A continuous,
shift-invariant kernel k(x,x′) = k(x− x′) on Rd is positive definite if and only
if k(·) is the Fourier transform of a non-negative measure p(w). That is,
k(x− x′) =
∫
Rd
p(w)ejw
T (x−x′)dw. (1)
Therefore, by randomly sampling a group of weights {wi}Di=1 from the spectral
distribution of kernel (Fourier transform of kernel), one can first construct an
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explicit feature map,
φ(x, {wi}Di=1) ≡
√
1
D
[cos(wT1 x) · · · cos(wTDx) sin(wT1 x) · · · sin(wTDx)]T , (2)
known as the random Fourier features (RFF), then obtain a linear classifier on
these features to categorize them. From this point of view, learning the spectral
distribution of kernel by constructing the RFF is an alternative choice to learn
a positive definite, shift-invariant kernel [8].
To involve data information, typical approachs [9, 10] propose to solve the
following kernel alignment problem [12] to learn the random features,
arg max
w
E(x,y),(x′,y′)yy′φ(x,w)Tφ(x′,w), (3)
where (x, y) and (x′, y′) denote a pair of training samples and the inner product
of the two mapped points φ(x,w)Tφ(x′,w) denotes the implicit kernel function
values k(x,x′). [9] selects an optimal weight subset from {wi}Di=1 by solving
Eq.(3), and thus constructs an optimal feature subset based on the vanilla RFF
and proves the consistency and generalization bound, which is efficient and
highly scalable. [10] incorporates a deep neural network to implicitly learn the
spectral distribution of kernel, and trains the network by solving Eq.(3), which
shows that the performance could be improved by involving a network to model
the spectral distribution of kernel.
These kernel learning methods [9, 10] follow a two-stage scheme: They first
learn and optimize the random features by solving Eq.(3), and then learn a linear
classifier on the features. The optimization target of Eq.(3) is to learn a suitable
kernel via kernel alignment to approximate the ideal kernel yyT . However, the
ideal kernel is not necessarily optimal in the view of classification. Hence, in
such a two-stage way, the random features learned in the first stage does not
take much care of the generalization or classification performance, which could
be further improved.
To address this issue, we propose to jointly learn the random features and
classifier in an end-to-end way by straightly solving the expectation risk mini-
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mization problem,
arg min
G,C
E(x,y)[L(C[φ(x,En[G(n)])], y)], (4)
where L(·, ·) denotes the loss function and n denotes the noise variable. A
generative network G(·) is involved to learn the distribution of kernel, which
takes a group of noise as input and performs as a sampler. Then, generative
RFF is constructed based on the weights sampled from the learned distribution.
A linear classifier C(·) parameterized as a full-connected (FC) layer is applied
to the generative RFF to categorize them. The generative network and the
linear classifier are jointly trained by directly minimizing the loss between the
predicted labels and the true labels. Therefore, we achieve an end-to-end, one-
stage solution, which no longer pursues the approximation ability of the random
features. Instead, it is expected that distributions of the underlying kernel can
be modeled by the generative network for better classification or generalization
performance.
Further, this end-to-end training strategy allows us to go deeper and deeper.
That is, with one generator, we can build the first layer of random features of
original data. Then, with another generator, a second layer of random features
can be constructed in the same way based on the features in the previous layer.
After such a layer-by-layer abstraction, the random features in the last layer are
followed with an FC layer. The total networks, i.e., the generators in all layers
and the last full-connected layer, are again jointly trained to solving Eq.(4).
In this way, in each layer of features, there is a corresponding generator which
models the specific distribution on this layer of features. Hence the random
features in the last layer exhibit strong linear-separable pattern. In two-stage
approaches [8, 9, 10], the distribution is learned by the guide of an ideal kernel,
which is restricted to a single-layer structure, since the guiding kernel for multi-
layer is not clear. While we cover the multi-layer case and have an advantage in
recognizing data pattern. One problem brought by the multi-layer structure is
the training of multiple generative networks. Directly updating the parameters
in these generators perhaps results in a total failure of convergence. Hence we
4
design a progressive training strategy to efficiently train the generators in each
layer in an inverse, layer-by-layer order.
In short, by involving multiple generative networks and adopting the end-to-
end training strategy, the proposed method could learn the implicit distribution
of the underlying kernel and shows superior classification performance. Besides,
knowing the distribution of the parameters makes it possible to resample and
obtain randomness. On the one hand, the proposed method can output stable
results, which is based on that different resampling noises still produce similar
accuracies, and on the other hand, the randomness is helpful for adversarial
robustness. Extensive experiment results demonstrate not only the performance
improvements in classification tasks compared with other two-stage, RFF-based
methods, but also the robustness in defending adversarial attacks.
Our contributions can be summarized as follows,
• To the best of our knowledge, this is the first work for an end-to-end, one-
stage method, which implicitly learns some latent distributions of kernel
via generative models and random Fourier features. Empirical results
indicate the superiority of our method over other two-stage, RFF-based
methods in classification tasks.
• The end-to-end strategy enables us to employ a multi-layer structure for
generative RFF, which means a good kernel on features. The performance
of multi-layer structure are better than that of single-layer structure. In
addition, we design a progressive training strategy to efficiently train the
generators in different layers.
• The robustness of proposed method in adversarial attacks is also inves-
tigated. Empirical results show that, to some degree, the randomization
and resampling mechanism associated with the learned distributions can
alleviate the performance decrease brought by adversarial examples.
The rest of this paper is organized as follows. We briefly introduce the random
Fourier features and generative models in Section 2. The one-stage framework,
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multi-layer architecture, and progressive training strategy of proposed method
are explained in Section 3. Experiment results on classification tasks and ad-
versarial attacks are shown in Section 4 and the discussions and conclusions are
drawn in Section 5.
2. Preliminaries
2.1. Random Fourier Features
In kernel methods, a positive definite kernel k(x,x′) with x,x′ ∈ Rd defines
a map Φ : Rd → H, which satisfies k(x,x′) = 〈Φ(x),Φ(x′)〉H, where 〈·, ·〉H
denotes the inner product in a Reproducing Kernel Hilbert Space H. However,
in large-scale kernel machines, there exist unacceptable high computation and
memory costs: O(n2) kernel evaluations, O(n2) in space, and even O(n3) in time
to compute the inverse of kernel matrix. Therefore, randomized features are
introduced to approximate the kernel function [8]. The theoretical foundation
is based on the Bochner’s theorem.
According to Bochner’s theorem, considering real-valued, shift-invariant, and
positive definite kernel, by applying Euler’s formula ejx = cos(x) + j sin(x) to
Eq.(1), we have
k(x− x′) = Re[k(x− x′)] =
∫
Rd
p(w) cos(wT (x− x′))dw. (5)
Next, by the standard trigonometric identity cos(a−b) = cos(a) cos(b)+sin(a) sin(b),
we have ∫
Rd
p(w) cos(wT (x− x′))dw
=
∫
Rd
p(w)(cos(wTx) cos(wTx′) + sin(wTx) sin(wTx′))dw
= Ew
[
[cos(wTx), sin(wTx)]T [cos(wTx′), sin(wTx′)]
]
.
(6)
Therefore, one can construct an explicit feature map φ : Rd → R2D defined in
Eq.(2) by sampling a group of weights {wi}Di=1 from the spectral distribution of
the kernel function. Hence it could be observed that tuning the weight parame-
ters is equal to learning the distribution. The mapped random Fourier features
6
satisfy φ(x, {wi}Di=1)Tφ(x′, {wi}Di=1) ≈ k(x,x′) [8]. A detailed analysis of the
convergence can be found in [13].
RFF facilitates kernel methods a lot in large-scale tasks and has also been
utilized in other domains. [14] proposes a fast surrogate leverage weighted sam-
pling strategy to generate refined random Fourier features. [15] proposes a new
extreme learning method based on the RFF of original data. [16] rethinks the
traditional bias-variance trade-off in machine learning with the help of RFF.
In vanilla RFF, Bochner’s theorem guarantees the convergence of RFF by
sampling from the spectral distribution of kernel, which indicates that learn-
ing distribution is equal to learning the kernel. Hence, to efficiently learn the
distribution, the generative model is introduced.
2.2. Generative Models
Generative models have been widely applied in learning distributions from
data [17]. Various generative models can be categorized into two types: models
that perform explicit probability density estimation and models that perform
as a sampler sampling from specific distribution without a precise probability
function.
Suppose a training set includes samples from a distribution Pdata, and the
first type of generative models returns an estimation Pmodel of Pdata. Given
a particular value as input, Pmodel will output the corresponding probability.
While the second type tries to learn the latent Pdata as well, but in a rather
different way: The learned model actually simulates a sampling process, through
which one can create more samples from the estimated distribution.
There exist lots of researches in the second type of generative models using
neural network as the sampler. In computer vision, the family of generative
adversarial networks (GANs) [18] has shown greate generality in multiple situa-
tions, including unsupervised learning [19] and high-resolution image generation
[20]. The generative network in GAN performs as a useful image distribution
generator, which is able to generate verisimilar images. Besides, in bayesian
deep learning, there is a series of hypernetwork-based work, which uses a neural
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network, called hypernet, to generate the parameters in another neural net-
work, called primary net. The hypernet also performs as a sampler to learn the
parameter posterior distribution of primary net [21, 22].
By involving generative networks, on the one hand, the proposed method is
able to learn a good distribution from data, which means a good kernel. On the
other hand, the proposed method could resample different parameters from the
learned distribution via the generative network, bringing the latent advantage
of robustness under adversarial attacks.
3. Generative Random Fourier Features Model
3.1. One-stage Generative Random Fourier Features
Previous RFF-based kernel learning methods construct random features via
sampling from the spectral distribution of the kernel or via approximating the
ideal kernel, and then train a classifier on these features. The classification per-
formance of the random features learned in this two-stage manner can perhaps
be further improved. Therefore, we propose generative RFF to jointly learn the
features and the classifier by optimizing the expectation risk minimization prob-
lem in an end-to-end manner, which leads to a one-stage solution with better
classification performance.
We first describe a general framework of our one-stage model, illustrated in
Fig.1: A generator is designed to learn and to sample from the latent distribu-
tion of kernel, then, the generative random Fourier features (GRFF) of original
data are constructed by the weights sampled from the generative distribution.
Finally, a linear classifier is applied to the features to categorize them.
The generator in our method performs as a sampler. It implicitly learns
some distribution Pk and generates samples from it. Given an arbitrary noise
distribution P0 and a group of noises N = {ni}Di=1 sampled from P0, the gener-
ator ΦG takes them as input and generates a group of weights {wi}Di=1 sampled
from Pk:
wi = ΦG(ni),ni ∼ P0,wi ∼ Pk, i = 1, ..., D. (7)
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Figure 1: Illustration of the one-stage generative random Fourier features.
Given a training set {(xi, yi)}ni=1 ⊂ Rd × {0, 1}, the generative random
Fourier features zi of each training point xi will be constructed with full use of
the D weights according to Eq.(2):
zi = φ(xi, {wj}Dj=1),wj ∼ Pk, i = 1, ..., n. (8)
Notice that wj and xi are of the same dimension and that the dimension of
zi equals to 2D. Finally, the linear classifier ΦC will be applied on the GRFF
{zi}ni=1 to predict labels yˆi = ΦC(zi).
Denote θG and θC as the parameters of generator ΦG and linear classifier
ΦC respectively. Combining Eq.(7) and Eq.(8), we have the following empirical
risk minimization (ERM) problem:
min
θG,θC
1
n
n∑
i=1
L(ΦC(φ[xi,ΦG(N)]), yi). (9)
3.2. Multi-layer Generative Random Fourier Features
The end-to-end training strategy by straightly optimizing the ERM problem
naturally allows us to employ a multi-layer structure of the generative RFF,
which is shown in Fig.2.
Take the simplest two-layer structure as example. Denote ΦG1 and ΦG2 as
the two generators in the first and second layer respectively. ΦG1 and ΦG2 take
different groups of noise N1 = {n1i }D1i=1 and N2 = {n2i }D2i=1 sampled from the
same distribution P0 as input respectively, and generate corresponding weights
9
Figure 2: Illustration of the generative RFF with multi-layer architecture.
W1 = {w1i }D1i=1 and W2 = {w2i }D2i=1:
w1i = ΦG1(n
1
i ),n
1
i ∼ P0,w1i ∼ Pk1 , i = 1, ..., D1,
w2i = ΦG2(n
2
i ),n
2
i ∼ P0,w2i ∼ Pk2 , i = 1, ..., D2,
(10)
where Pk1 and Pk2 are the distributions modeled by ΦG1 and ΦG2 respectively.
In the first layer, the training samples {xi}ni=1 are cooperated together with
W1 to construct the generative RFF in this layer Z1 = {z1i }ni=1 according to
Eq.(2):
z1i = φ(xi, {w1j}D1j=1),w1j ∼ Pk1 , i = 1, ..., n. (11)
Then, Z1 are cooperated together with the generative weights W2 from the
second layer to construct the generative RFF in the second layer Z2 = {z2i }ni=1
in the same way:
z2i = φ(z
1
i , {w2j}D2j=1),w2j ∼ Pk2 , i = 1, ..., n. (12)
Again, notice that w1j and xi are of the same dimension and that the dimension
of z1i equals to 2D1. Therefore, the dimension of w
2
j must equal to 2D1 and the
dimension of z2i equals to 2D2. Finally, there is a linear classifier ΦC applied to
the last GRFF Z2 to predict labels.
Now we rewrite the ERM problem in Eq.(9) for two-layer GRFF as follows,
min
θG1 ,θG2 ,θC
1
n
n∑
i=1
L(ΦC(φ[z
1
i ,ΦG2(N2)]), yi), z
1
i = φ[xi,ΦG1(N1)]. (13)
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(a) Loss curves (b) Accuracy curves
Figure 3: An example of the training process on a bi-classification task. A two-layer architec-
ture is adopted. Loss and accuracy variations are recorded. There are evident performance
leaps, i.e., the drop of losses and the step-up of accuracies, by adding a second layer at the
turning point of 200-th epoch. Detailed settings about this example can be found in section
4.
Advantages of the multi-layer structure are obvious. The generator in cur-
rent layer actually models some distribution on the features in previous layer,
which means a good kernel on the features. Besides, associated with the pro-
posed progressive training strategy (introduced in section 3.3), during the whole
training process, by updating the generators layer-by-layer, there are distinct
improvements on both the loss curves and the accuracy curves, which can be
referred to Fig.3 and indicates significant performance leaps by adding more
layers. More details about the distribution on features are illustrated in the
experiment section.
3.3. Progressively Training
For multi-layer generative random Fourier features, since there are several
generative networks, it is hard to effciently update all the parameters in different
networks simultaneously, which possibly results in a total failure of convergence.
To efficiently train the multiple generative networks, inspired by the training
strategy in ProGAN [20], we propose a similar progressive, layer-by-layer train-
ing strategy.
The progressive training strategy contains several stages. The number of
stages equals to the number of generators. In the first stage, we freeze the
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update of all the parameters except the last generator and the FC layer. In the
second stage, we unfreeze the second to the last generator and update it with
the last generator and FC layer while keep the others fixed. In such an inverse,
layer-by-layer order, we progressively unfreeze the generators in each layer, add
them to the training sequence one by one, and finally train all these generators
together with the FC layer, which is an efficient training way for the multi-layer
structure. The training algorithm for a two-layer structure is demonstrated in
Alg.1.
In addition, there are some other details. Every generator is parameterized
by a multi-layer perceptron (MLP) containing several blocks. Each block holds
a linear layer, a batch normalization [23] layer, and an activation layer except
for the last one. We cancel the batch normalization layer and set tanh function
as the activation function in the last block and leaky ReLU in the others. The
detailed components of each part are also shown in Fig.1. One can customize
the structure details according to the specific cases. For example, it is free to
add linear layers or neurons to the MLP to enhance its learning ability or to
add dropout [24] to prevent it from overfitting. Besides, The number of neurons
in the last full-connected layer can be modified freely such that it can also be
applied in multi-classification or regression tasks.
The standard normal distribution is set as the input noise distribution, which
corresponds to an RBF kernel, the most widely used universal kernel. At each
iteration, we re-sample a group of noises from P0 to optimize the generator on
the expectation of distribution, and update simultaneously the parameters of
the generator and the classifier by Adam [25] optimizer. We choose the cross
entropy function as the loss function L. One can estimate whether the model is
trained perfectly by watching the variation of the cross entropy loss value, with
which the final classification performance is closely connected.
For the inference process, given a new sample xnew, random noises are first
sampled from P0, then weights are generated via generators, then corresponding
generative random Fourier features znew are constructed via weights and xnew
by applying Eq.(8) or Eq.(11), Eq.(12). Finally, the linear classifier ΦC will
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predict the label of xnew.
Algorithm 1 Progressively Training for GRFF with Two-layer Architecture
Require: Training set Xtr = {(xi, yi)}ni=1, learning rates η1 and η2 for the
first and second stage respectively, numbers of training epochs epoch1 and
epoch2 for the first and second stage respectively, batch size b.
Ensure: Generators ΦG1 and ΦG2 , a linear classifier ΦC .
1: while not reach epoch1 + epoch2 do
2: Sample N1 = {n1i }D1i=1 and N2 = {n2j}D2j=1, each n1i ∼ P0,n2j ∼ P0.
3: Take a batch of samples {xi, yi}bi=1 ⊆ Xtr.
4: Compute the batch loss: 1b
∑b
i=1 L(ΦC{φ[z1i ,ΦG2{N2}]}, yi),
where z1i = φ[xi,ΦG1{N1}].
5: if not reach epoch1 then
6: Compute the gradients: gG2 = ∇θG2 loss, gC = ∇θC loss.
7: Update θG2 and θC at k-th iteration simultaneously by
θ
(k+1)
G2
= θ
(k)
G2
− η1Adam(θ(k)G2 , gG2), θ
(k+1)
C = θ
(k)
C − η1Adam(θ(k)C , gC).
8: else if not reach epoch1 + epoch2 then
9: Compute the gradients:
gG1 = ∇θG1 loss, gG2 = ∇θG2 loss, gC = ∇θC loss.
10: Update θG1 , θG2 and θC at k-th iteration simultaneously by
θ
(k+1)
G1
= θ
(k)
G1
− η2Adam(θ(k)G1 , gG1), θ
(k+1)
G2
= θ
(k)
G2
− η2Adam(θ(k)G2 , gG2),
θ
(k+1)
C = θ
(k)
C − η2Adam(θ(k)C , gC).
11: end if
12: end while
So far, we finish building an end-to-end, one-stage kernel learning method,
which implicitly learns the distribution of kernel by solving an ERM problem via
generative random Fourier features. To learn the latent distribution of kernel,
a generative network is designed to simulate the sampling process without an
explicit definition of the probability density function of the distribution. Besides,
jointly learning the features and classifier allows us to increase the depth of the
features. The multi-layer architecture can learn a good kernel on feautures
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and thus bring performance improvements. In addition, a progressive training
strategy is proposed to efficiently train the multiple generative networks.
4. Experiments and Results
We evaluate the classification performance of the proposed generative RFF
on a wide range of data sets. Following the work in [9, 10], we first test the
performance on a synthetic data set. Second, we choose several benchmark data
sets from the UCI repository1 and LIBSVM data2, including both large-scale
sets and small-scale sets, and test the performance on these data sets. Finally,
we introduce the variant of multi-layer GRFF for image data and conduct an
adversarial attack on this variant to illustrate its robustness. All the experiments
are excuted on a workstation with a single NVIDIA GPU GTX 1070.
The simplest version of the generative RFF only includes a single layer,
i.e., one single generative network, denoted as SL-GRFF. We denote multi-layer
generative RFF including more than one generators as ML-GRFF. We compare
SL-GRFF and ML-GRFF with the following approachs.
• RFF [8]. [8] first proposes the vanilla random Fourier features to approxi-
mate kernel functions by sampling from the spectral distribution of kernel
functions, which is a data-independent approach.
• OPT-RFF [9]. Based on the vanilla RFF, [9] proposes to optimize the
features by solving a kernel alignment problem. [9] selects a feature subset
in an optimal size, which shows great superiority in high processing speed
in large-scale kernel machines.
• IKL [10]. [10] adopts a neural network to model the spectral distribution of
kernel function. The network is trained by optimizing a kernel alignment
problem. A linear classifier is then applied on the features.
1https://archive.ics.uci.edu/ml/datasets.html
2https://www.csie.ntu.edu.tw/cjlin/libsvmtools/datasets/
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• MLP. We compare ML-GRFF with traditional multi-layer perceptron (MLP)
with ReLU activation function. The number of the neurons in each hidden
layer of the MLP equals to the number of sampled noise in each layer of
ML-GRFF.
In all the experiments, for RFF and OPT-RFF, we set radial basis function
(RBF) kernel as its kernel function. The ridge regression is set as the linear
classifier in the second stage of RFF and OPT-RFF. A large enough number of
features are initialized in OPT-RFF to automatically select a feature subset of
an optimal size for every data set. The optimal number of features will then be
adopted in RFF. We only compare with the results of IKL claimed in the paper
[10] on the synthetic data set.
For our proposed method, in section 4.1 and 4.2, for the multi-layer version,
we adopt a two-layer generative RFF including two generators, each of which
is parameterized by an MLP. We set D1 = 256 and D2 = 64. The structures
of the first and second generator are 100 → 128 → 64 → 64 → dim and
100→ 512→ 256→ 256→ 512 respectively, where dim denotes the dimension
of the input data. The FC layer contains 128 neurons. For the single-layer
generative RFF in section 4.1, the generator is also parameterized as an MLP
and holds a structure of 100 → 128 → 64 → 64 → dim. We set D = 256, thus
the FC layer in single-layer structure contains 512 neurons.
4.1. Performance on Synthetic Data
In this synthetic set, we generate data {xi}ni=1 ∼ N (0, Id) with yi = sign(‖xi‖2−√
d), where d is data dimension. The training set includes 104 samples and test
set contains 103 samples. Fig.4a shows the data distribution when d = 2. One
can find that Gaussian kernel (RBF kernel) is ill-suited for this data set [9].
Fig.4b illustrates the test errors of different methods corresponding to dif-
ferent data dimensions d ∈ {2, 4, 6, 8, ..., 18, 20}. Both RFF and OPT-RFF
manifest a sharp performance degradation along with the increase of d. On
the other hand, IKL and ML-GRFF both have rather stable performance with
the variation of dimensions since they try to learn distribution of kernel via a
15
(a) Synthetic data when d = 2 (b) Test error vs. dimension
(c) Errors vs. dimension
Figure 4: Performance on synthetic data. (a)Data distribution when dimension equals to
2. (b)Misclassification errors on test set of different methods. (c)Misclassification errors
on training and test sets of generative RFF with single-layer architecture and multi-layer
architecture.
generative network without any prior kernel function definition. Particularly,
by directly optimizing the ERM problem in an end-to-end manner, ML-GRFF
characterizes the data pattern much better than the others and achieves the
lowest test errors.
Fig.4c shows the comparison results on the training and test sets between the
generative RFF with single-layer architecture and multi-layer architecture. In a
wider range of the data dimension, ML-GRFF always has an evident superiority
of the classification errors on test set over SL-GRFF.
Besides, to visualize the generative RFF, we take PCA [26] to extract the
top-3 principal components of the features in SL-GRFF and different layers
of ML-GRFF, which are shown in Fig.5. We choose two different dimensions,
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(a) PCA on SL-GRFF, d = 8 (b) PCA on ML-GRFF in 1st
layer, d = 8
(c) PCA on ML-GRFF in 2nd
layer, d = 8
(d) PCA on SL-GRFF, d = 24 (e) PCA on ML-GRFF in 1st
layer, d = 24
(f) PCA on ML-GRFF in 2nd
layer, d = 24
Figure 5: Visualization of the PCA results on the SL-GRFF and different layers in ML-GRFF,
corresponding to synthetic data when d = 8 and d = 24 respectively. The blue diamond points
denote positive samples, while the red pentagram points denote negative samples.
d = 8 and d = 24. When d = 8, both SL-GRFF and ML-GRFF have similar
performance, while when d = 24, ML-GRFF performs better than SL-GRFF.
For ML-GRFF, the extracted principal components in the 1st layer in Fig.5b and
Fig.5e do not show any evident linear separability. But, in Fig.5c and Fig.5f,
the components in the 2nd layer follow a clear linear separable distribution.
For SL-GRFF, we can also see linear separability of the extracted components
from Fig.5a and Fig.5d, which is obviously weaker than that of the extracted
components of the 2nd layer in ML-GRFF. Hence, by going deeper and deeper,
ML-GRFF is able to learn a good kernel on features, which results in better
performance.
To illustrate the traits of the progressive training strategy, we record the loss
and accuracy curves during training for synthetic data of different dimensions
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(a) Loss curves when d = 2 (b) Accuracy curves when d = 2
(c) Loss curves when d = 6 (d) Accuracy curves when d = 6
(e) Loss curves when d = 8 (f) Accuracy curves when d = 8
Figure 6: Average losses and accuracies at each epoch on synthetic data of different dimensions.
The green curves denote records on test set, while the magenta curves denote records on
training set. The turning point of the 1st and 2nd stages is the 200-th epoch.
in Fig.6. When the data is easy to be seperated, i.e., it is low-dimensional
(d = 2), the whole training process does not show much differences between
the two training stages in Fig.6a and Fig.6b. As the dimension increases, there
are obvious improvements, i.e., the drop of losses and the step-up of accuracies,
from the 1st training stage to the 2nd training stage in Fig.6c ∼ Fig.6f, at the
turning point of 200-th epoch. By progressively training the generators layer
by layer, we are able to train the whole complex networks and achieve good
performance.
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4.2. Performance on Benchmark Data Sets
We train our model on 7 small-scale data sets and 3 large-scale data sets.
We randomly pick half of the data as training set, the other half as the test
set, except for the data sets of which the training and test sets have already
been splitted. After normalizing the data to [0, 1]
d
in advance by min-max
normalization, 20% of the training data are randomly selected as the validation
set. During the training process of ML-GRFF, after each epoch, we compute
the accuracies of model on validation set. The model that achieves the highest
performance simultaneously on training set and validation set will be selected.
All the experiments on every data set are repeated 5 times.
Tab.1 and tab.2 illustrate the training and test accuracies of different meth-
ods on the small-scale and large-scale data sets respectively. The numbers of
training and test set and the dimension of every data set are also listed in
the two tables. One can find that in most cases, ML-GRFF outperforms RFF
and OPT-RFF a lot and achieves competitive (sometimes even slightly better)
results compared with MLP.
4.3. Performance on Image and Robustness
4.3.1. Variant of generative RFF for Image Data
When dealing with image data, we can simply stretch an image of C×H×W
size, where C,H,W represent the number of channels, height and width respec-
Table 1: Training and test accuracies (%) on small-scale data sets. The highest test accuracies
are highlighted in bold.
method
dataset monks1 monks2 monks3 australia climate diabetic sonar
(#tr;#te;d) (124;432;6) (169;432;6) (122;432;6) (345;345;14) (270;270;18) (576;575;19) (104;104;60)
RFF
train 95.97± 0.57 91.01± 0.88 97.87± 0.45 94.09± 0.78 100.00± 0.00 80.56± 0.56 100.00± 0.00
test 79.63± 1.40 74.40± 1.00 92.13± 0.71 85.45± 1.57 92.59± 1.41 69.43± 1.13 75.00± 4.41
OPT-RFF
train 97.26± 1.35 80.95± 2.02 97.21± 0.45 92.93± 1.21 99.78± 0.33 78.47± 0.55 100.00± 0.00
test 84.91± 1.49 73.01± 1.79 92.96± 0.99 85.10± 2.07 93.93± 1.16 69.04± 1.64 75.96± 4.14
MLP
train 96.94± 0.32 96.80± 1.57 97.05± 0.40 92.93± 2.27 98.37± 0.83 84.27± 3.94 91.35± 5.09
test 84.31± 1.50 84.86± 2.98 85.37± 1.46 84.64± 1.54 93.26± 1.13 67.97± 1.36 75.77± 2.68
ML-GRFF
train 97.90± 1.50 82.72± 1.96 95.08± 1.56 88.29± 1.74 98.52± 0.70 72.53± 5.45 96.35± 1.76
test 95.83± 2.15 79.72± 1.18 93.70± 0.99 85.68± 0.95 94.81± 1.22 65.60± 3.20 77.12± 4.23
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Table 2: Training and test accuracies (%) on large-scale data sets. The highest test accuracies
are highlighted in bold.
method
dataset adult ijcnn phishing
(#tr; #te; d) (32,561; 16,281; 123) (49,990; 91,701; 22) (5,528; 5,527; 68)
RFF
train 79.09± 0.38 95.05± 0.21 95.53± 0.16
test 78.83± 0.26 92.68± 0.15 94.61± 0.29
OPT-RFF
train 81.64± 0.17 95.46± 0.20 95.25± 0.26
test 81.31± 0.14 93.30± 0.14 94.50± 0.41
MLP
train 85.05± 0.07 98.58± 0.48 97.76± 0.50
test 84.70± 0.19 98.54± 0.23 95.69± 0.23
ML-GRFF
train 85.11± 0.24 96.70± 0.14 95.51± 0.78
test 84.74± 0.06 97.10± 0.26 94.33± 0.35
tively, to a 1-dimensional vector, then multiple 1-dimensional weight vectors of
the same size are generated to build the corresponding GRFF with the image
vector. However, such a vectorization operation is equivalent to the full-image
convolution in image processing. While current prevailing work tends to convo-
lute the image with very deep layer, small-size kernels, such as vgg [27], resnet
[28] and inception [29], which is more efficient in capturing the local features
and extracting high-level semantic information in image than full-image convo-
lution. Besides, it is also not practical to include so many C ×H ×W neurons
in the output layer of the generator.
Therefore, we design a variant of the generative RFF with multi-layer struc-
ture. In this variant, the generators generate small-size, 2-dimensional kernels
instead of 1-dimensional weights. Then, in the first layer, we convolute the in-
put images with the kernels. The convoluted images will pass through cosine
and sine functions respectively, and the two resulting parts will be concate-
nated along the dimension of channels, followed by a pooling operation. In
the second layer, the same manipulations are performed again on the output of
previous layer. After multi-layer operations, including convolution, cosine and
sine activation, concatenation and pooling, the final results are stretched to a
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1-dimensional vector and an FC layer will predict its label.
4.3.2. Experiments on Defending Adversarial Attack
Omitting the generators in the variant of ML-GRFF described above, the
model itself will reduce to a CNN with cosine and sine activation functions.
The generators actually learn to produce the weights or kernels in every layer of
CNN. When inference, by resampling the input noise from P0 for many times,
the generators in ML-GRFF will keep generating different weights or kernels,
which will lead to a specific CNN with cosine and sine activation function every
time. Hence, inspired by the randomization and resample mechanism associated
with the distribution learning ability of ML-GRFF, we investigate its application
in defending the adversarial attack.
Adversarial attack has been a hot topic in studying the robustness of machine
learning models. Adding imperceptible perturbations to an image can cause
drastically different model performance. Such perturbated images are called
adversarial examples. Refer to [30] for a recent detailed review about different
approachs in generating adversarial examples and defending attacks.
In this section, we mainly exploit the robustness of ML-GRFF in defend-
ing an iterative, gradient-based attack, which is called Iteratively, Least-Likely
(Iter.L.L.) attack [31]. [32] proposes a one-step, gradient-based approach, Fast
Gradient Sign Method (FGSM), which explains that the cumulative sum of
many infinitesimal changes on the high-dimensional input will cause the model
to incorrectly response. By taking the gradient of the loss function towards the
input and moving the input a small step along the direction of the sign of the
gradient, FGSM creates the corresponding adversarial example, which actually
linearizes the cost function around the model parameters. Based on the one-step
FGSM, to acquire better attack performance, [31] proposes an iterative attack
method. The steps for creating adversarial example xadv of original example x
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in the Iter.L.L. attack can be summarized as follows,
x
(i+1)
adv = Clipx,{x(i)adv},
x
(i)
adv ← x(i)adv − α ∗ sign(∇xL(model(x(i)adv), yll; θ)),
x
(0)
adv = x.
(14)
At i-th iteration, [31] computes the loss between the predicted label with the
least-likely label yll, move the original example a small step α along the direction
of the sign of the gradient of the loss with respect to x, and clip the pixel value
of perturbed image to a specific range [xi,j − ,xi,j + ]. [31] sets step length
α = 1 defautly. The number of iterations is set as min(+ 4, 1.25). θ denotes
the model parameters and model(·) denotes the prediction label of the model.
Iter.L.L aims at linearizing the local function around given fixed model pa-
rameters. While the generators in ML-GRFF can keep generating different
weights or kernels. Hence, we test the ability of ML-GRFF in defending Iter.L.L.
attack on MNIST and have the following experiment design.
1. Given an input image x and a group of noise N(1) from P0, ML-GRFF
can predict its label yˆ(0) and compute the loss between the prediction and
least-likely label.
Figure 7: Results of Iter.L.L. attack on ML-GRFF and CNN. The blue solid curve and the
magenta dotted curve denote the variations of acc(2) and acc(1) with  respectively. While
acc(0) refers to the accuracies at  = 0. The red dashdot curve denotes the variation of
attacked accuracies of CNN with cosine and sine activation functions.
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2. By back propagation, the gradient of the loss with respect to input x can
be determined.
3. The corresponding adversarial examples xadv of x can be build according
to Eq.(14).
4. ML-GRFF can take xadv and original noise N(1) as input and output a
prediction yˆ(1).
5. By resampling a new group of noise N(2) from P0, now ML-GRFF can take
xadv and new noise N(2) as input and output another prediction yˆ(2).
We denote the unattacked accuracy, attacked accuracy with original noise, at-
tacked accuracy with resampled noise as acc(0), acc(1) and acc(2) respectively.
It is expected that the attacked accuracies acc(1) and acc(2) should be smaller
than acc(0), and that acc(2) should be larger than acc(1) since resampling should
be helpful in defending Iter.L.L. attack.
For image data, the generator ΦG is parameterized the same as the generator
in DCGAN [19]. We only change the values of kernel size, padding and stride
in the de-convolution operation so that our generator can generate small-size
kernels. We also adopt a two-layer architecture, the generators of which generate
16 and 8 kernels of 5 × 5 size in the 1st and 2nd layer respectively. The max-
pooling manipulations take a perception field of 2 × 2 size. The experiment
results are shown in Fig.7. By omitting the generators in ML-GRFF, we acquire
a CNN with cosine and sine activation function. We also record the results of
Iter.L.L. attack on such a CNN in Fig.7.
One can find that under Iter.L.L. attack, by resampling noise from P0, acc(2)
are generally larger than acc(1). When  equals to 12, which means 15 itera-
tions, all the adversarial examples successfully fool CNN and ML-GRFF with
original noise and result in zero accuracies. While by resampling a new group of
noise, ML-GRFF successfully identifies nearly 40% of these adversarial exam-
ples, which is a promising improvement. Besides, both the attacked accuracies
with resampled noise and original noise are higher than the attacked accuracy
of CNN. Therefore, due to the randomization and resampling mechanism asso-
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Figure 8: Illustration of some adversarial examples of Iter.L.L attack. Different  values cor-
respond to different rows of adversarial examples. Among the 3 numbers at the top of each
adversarial example, the first number denotes the true label, and the middle number denotes
prediction yˆ(1), and the last number denotes prediction yˆ(2). These adversarial examples (ex-
cept the first row) successfully fool the model without resampling. But the model successfully
identifies these adversarial examples by resampling.
ciated with ML-GRFF, our model is able to alleviate the performance decrease
brought by Iter.L.L. attack. It also shows superiority over common CNN of the
same structure in defending Iter.L.L. attack. Part of the adversarial examples
are shown in Fig.8.
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5. Discussion and Conclusion
In conclusion, we propose a one-stage kernel learning approach, which mod-
els some latent distribution of the kernel with a generative network based on
random Fourier features. Not like the existing methods that learn the distri-
bution by kernel alignment and then build a linear classifier, we directly solve
the ERM problem to jointly learn the features and classifier for better gener-
alization performance. Further, such an end-to-end manner enables the model
itself to extend to deeper layers, which leads to the multi-layer structure and
can learn a good kernel on the features. Besides, a progressive training strat-
egy is proposed to efficiently train the multiple generators in different layers
in an inverse, layer-by-layer order. Empirical results illustrate the superiority
of ML-GRFF in classification tasks over other two-stage, RFF-based methods.
Meanwhile, generative RFF enables us to resample different parameters from
the generators and keeps stable accuracies. Such randomness of the parameters
is helpful in defending adversarial attacks. Empirical results also demonstrate
that it is efficient in alleviating the performance decrease brought by adversarial
examples.
One of the limitations of the proposed method is that its performance on
large-scale image data and deeper network is still restricted. In our method, for
image data, the generators try to learn the distributions on the 3 × 3 or 5 × 5
kernels. However, in deeper network, like ResNet [28], a usual size of kernels
in the convolution layer is 512 × 512 × 3 × 3. The generator cannot include
512 × 512 × 3 × 3 neurons in its output layer since it is a heavy burden for
GPU to compute the gradients. Besides, more layers require more generators.
Training tens of, or even hundreds of generators is still a difficult problem.
Since the parameter distribution is modeled by generative networks, which
cost huge memory and computation resources, future work will focus on how to
design cheap and efficient mechanism to model the parameter randomness and
to achieve better robustness.
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