An implementation of Ewald summation for use in mixed quantum mechanics/molecular mechanics (QM/MM) calculations is presented, which builds upon previous work by others that was limited to semi-empirical electronic structure for the QM region. Unlike previous work, our implementation describes the wave function's periodic images using "ChElPG" atomic charges, which are determined by fitting to the QM electrostatic potential evaluated on a real-space grid. This implementation is stable even for large Gaussian basis sets with diffuse exponents, and is thus appropriate when the QM region is described by a correlated wave function. Derivatives of the ChElPG charges with respect to the QM density matrix are a potentially serious bottleneck in this approach, so we introduce a ChElPG algorithm based on atom-centered Lebedev grids. The ChElPG charges thus obtained exhibit good rotational invariance even for sparse grids, enabling significant cost savings. Detailed analysis of the optimal choice of user-selected Ewald parameters, as well as timing breakdowns, is presented.
I. INTRODUCTION
Periodic boundary conditions (PBC) are an essential ingredient in condensed-phase simulations. Without them, one is relegated to cluster-based approaches whose convergence must be tested, and where molecular dynamics simulations may require the use of artificial confining potentials. The aim of this work is to develop a method for applying PBC to mixed quantum mechanics/molecular mechanics (QM/MM) simulations. We are interested in electronic process such as solutionphase ionization potentials and electronic excitation energies, where long-range Coulomb forces may be especially important, and where the use of cutoffs or a minimum-image convention may be questionable. In such cases, Ewald summation is the preferred approach. 1, 2 Although certain artifacts with Ewald summation have been noted, 3 and alternative approaches have been developed, 4 many of these artifacts are due simply to the artificial nature of introducing PBC in a disordered system, and therefore disappear in the limit of a large simulation cell. The important role of long-range electrostatics in obtaining correct macromolecular structures is well documented. [5] [6] [7] A method for performing Ewald summation in semiempirical QM/MM calculations has been described by Nam et al. 8 and, independently, by Riccardi et al. 9 In this approach, periodic images of the QM electron density are collapsed onto Mulliken atomic point charges, and then standard Ewald summation is used to model the interaction between these image charges. A correction term introduced by the presence of the images is incorporated into the Fock matrix, such that the selfconsistent field (SCF) procedure remains variational (similar to the charge embedding used in the variational explicit polarization or "XPol" method 10 ). Nam et al. 8 demonstrated that a) herbert@chemistry.ohio-state.edu this QM/MM-Ewald approach leads to correct long-range behavior in the potential of mean force for solvated ions, unlike calculations in which cutoffs replace Ewald summation. The QM/MM-Ewald method has since been implemented in both the AMBER 11 and CHARMM 9, 12 simulation packages, but only for semi-empirical wave functions.
Our goal is to generalize this methodology for an arbitrary description of the QM region, which might include a correlated ab initio wave function or any of the arsenal of modern density functionals, including hybrid and long-range corrected functionals whose Hartree-Fock exchange component remains expensive to evaluate in a plane-wave basis, despite recent advances. 13 We use atom-centered Gaussian basis sets exclusively, but recognize that basis sets of triple-ζ quality may be necessary, especially for correlated wave functions or double-hybrid functionals, and furthermore diffuse basis functions are needed for anions and are also an effective way to reduce basis set superposition error. However, these requirements are problematic for a method based on Mulliken charges. Semi-empirical implementations of the QM/MM-Ewald method suffer no such problems, as they are based on minimal basis sets for which Mulliken charges are well-behaved. Indeed, we find the method of Ref. 8 to be perfectly stable for Hartree-Fock and density-functional theory (DFT) calculations, provided that minimal basis sets are used.
For larger basis sets, however, the charge derivatives ∂Q α /∂P μν (where Q α is a Mulliken charge and P μν is a density matrix element) become unstable, leading to SCF convergence failure. Our group has observed similar instabilities in the past, in attempts to use Mulliken or Löwdin charges for self-consistent charge embedding, 14 in the context of XPol calculations. The solution in that context 14, 15 is the same one pursued here, namely, the use of "ChElPG" charges 16 derived from the QM electrostatic potential evaluated on a grid. This approach leads to stable -albeit relatively expensive -derivatives ∂Q α /∂P μν , and therefore extends the QM/MMEwald method developed by Nam et al. 8 to arbitrary basis sets. As such, our implementation is appropriate for use with correlated QM wave functions. To reduce the cost of computing the derivatives ∂Q α /∂P μν , we modify the ChElPG algorithm for use with atom-centered grids, which dramatically reduces the required number of grid points without significantly deteriorating the rotational invariance of the total energy or the ChElPG charges themselves.
II. THEORY

A. Ewald summation
Charge-charge interactions decay very slowly with distance and may not become negligible in a calculation until the distance is on the order of hundreds of nanometers. As such, the pairwise sum over such interactions is slowly convergent. In fact, it is only conditionally convergent in a periodically replicated simulation cell, 2 which is the problem that Ewald summation is designed to overcome. This section provides a brief overview of the Ewald summation technique, which also serves to introduce the notation that we will use.
Traditional charge-charge Ewald summation splits the pairwise summation into two parts: a real-space portion, based on a short-range interaction potential whose pairwise sum converges quickly; and a long-range portion based on a slowly varying interaction potential whose pairwise sum converges relatively quickly in reciprocal space. The Coulomb potential is partitioned using the error function (erf) and complementary error function (erfc), according to
Note that erfc(x) = 1 − erf(x). The Ewald parameter η controls the length scale (∼η −1 ) on which the short-range function erfc(ηr)/r decays, and thus controls how much of the pairwise Coulomb sum is performed in real space. As η increases, more of the summation is performed in reciprocal space, whereas setting η = 0 is the same as performing the pairwise sum entirely in real space.
In the context of Ewald summation, the Coulomb energy the simulation cell, E cell , is traditionally partitioned as
The energy components include the real-space energy,
(where r jk = r j − r k ), the Coulomb self-energy,
and the reciprocal-space energy,
In these expressions, L denotes the length of the (cubic) simulation cell, and n and m are real-space lattice vectors, sums over which extend from negative infinity to positive infinity. The quantity S(m) in Eq. (5) is known as the structure factor, 1 and is discussed below. The quantities q j and q k are point charges, the total number of which is denoted N MM . For brevity, we have presented these equations for the case that the unit cell is cubic. This is not a fundamental limitation of the Ewald formalism, but the non-cubic case would require, e.g., splitting the sum over lattice vectors n in Eq. (3) into separate sums over n x , n y , and n z , with lengths L x , L y , and L z for each side of the simulation cell.
The final two terms in Eq. (2) warrant some additional comments. The quantity
is known as the surface charge term, where
represents the total charge of the simulation cell. Since the Coulomb energy is divergent if Q tot = 0, Ewald summation can only be used to compute the Coulomb energy for a neutral simulation cell, and E charge represents the energy required to surround a charged cell with a charge-compensating membrane of opposite charge. (If the cell is electrically neutral, then E charge = 0.) Artifacts due to Ewald simulation of a charged unit cell have been noted, [17] [18] [19] but will not concern us here.
The final component of E cell is the surface dipole term:
If Q tot = 0 (which is often assumed when this term is discussed in the literature, as for example in Ref. 4) , then E dipole is proportional to the square of the dipole moment of the simulation cell. In Eq. (8), we imagine placing the supercell (the simulation cell along with all of its periodic images) into a dielectric medium, whose dielectric constant is denoted by ε in Eq. (8). 2, 20, 21 Often, one assumes "tin foil" boundary conditions (ε = ∞, corresponding to placing the supercell inside of a conductor), in which case E dipole = 0.
The last bit of notation to explain is the quantity |S(m)| 2 in Eq. (5). In its most general form, this quantity is defined as
Despite the appearance of i = √ −1, the quantity |S(m)| 2 is real, as the squared-modulus notation indicates, and can be rewritten in a way that makes this obvious:
More often, this quantity is further simplified by separating r j and r k , which allows the double summation to be recast as two identical single summations, with the result
The latter form requires fewer operations to compute, and is therefore preferred. For QM/MM applications, however, some of the r j vectors correspond to QM atoms and some to MM atoms, hence the simplifications leading to Eq. (11) will not be possible and Eq. (10) must be used instead.
B. QM/MM and PBC
The QM/MM-Ewald technique introduced by Nam et al. 8 is based upon the reasonable assumption that the simulation cell is large compared to the spatial extent of the QM wave function. As such, a large MM "buffer" screens the interaction between the electron density and its periodic images, so collapsing this density onto point charges for the purpose of computing these long-range Coulomb interactions should not engender serious error. Once the density is reduced to point charges, classical Ewald summation can be applied. In this section, we describe the basic theory behind obtaining PBC corrections to the SCF energy and Fock matrix. In developing this theory, we are concerned only with electrostatic interactions, as other QM/MM interactions such as non-bonded Lennard-Jones interactions operate on shorter length scales and PBC implementations based on smooth cutoffs should be fine. Thus, "total" energy will refer to the QM electronic structure energy plus all MM and QM/MM electrostatic interactions; other MM interactions can simply be tacked on to the formulas appearing below.
Energy corrections
We first write the total QM/MM supersystem (SS) energy, which includes the interactions between all periodic images, as
The final term, E SS MM-MM , can be evaluated using a standard, classical Ewald summation and need not be discussed further. It is helpful to partition the other two terms into interactions between atoms in the simulation cell with other atoms in the simulation cell, which we will call the real-space (RS) interactions, and also interactions between the simulation cell and atoms contained in the periodic images (PI). The SS energies in Eq. (12) can thus be broken down into RS and PI parts:
The term E RS QM-QM (interaction between QM atoms in the simulation cell with other QM atoms in the simulation cell) is simply the result of some QM electronic structure calculation. The term E RS QM-MM results from some QM/MM interaction scheme; note that Eq. (12) tacitly assumes an "additive" QM/MM scheme, as opposed to a "subtractive" scheme such as ONIOM. 22 For the latter, there are no QM periodic images so Ewald summation involves the MM system only, and is therefore straightforward. The remaining terms in Eq. (13) are calculated as differences between a SS calculation and a RS calculation:
In particular, E PI QM-MM is obtained using a QM region embedded in a periodically replicated supercell of MM regions, but without replication of the QM region. This interaction energy can be decomposed into real-and reciprocal-space parts, the latter of which will involve only MM atoms provided that the QM region is fully enveloped by the short-range part of the Coulomb potential in Eq. (1). The term E PI QM-QM in Eq. (13) is obtained from a periodic array of point charges obtained from collapsing the QM electron density onto atomcentered charges, as described below.
Applying the fundamental assumption that the QM images are far apart and screened by a wide buffer of MM charges, the calculation effectively reduces to a series of pairwise Coulomb interactions between the atoms in the simulation cell and those contained in the periodic images. It is therefore expected that E PI QM-QM and E PI QM-MM will have similar forms:
and
For clarity, we use Q α to denote the partial charge on a QM atom and q j to denote the partial charge on an MM atom. As in standard Ewald summation, both quantities can be described by a potential function, ω(r). For a neutral simulation cell (Q tot = 0) with tin-foil boundary conditions (ε = ∞), this potential is
In obtaining this result, the form of |S(m)| 2 in Eq. (10) has been used in the reciprocal (first) term in Eq. (17) . The reason to prefer this form, as opposed to that in Eq. (11) , is that the latter requires that each of the indices runs over the same sum, which is not the case for QM/MM interactions where one of the summation indices in Eq. (9) represents QM atoms while the other represents MM atoms.
The potential in Eq. (17) warrants some comments. First, the term containing a sum over m = 0 is directly analogous to the reciprocal term in Eq. (5), whereas the erf and erfc terms are analogous to the real space term in Eq. (3). The different appearance of the erf term (representing the n = 0 vector) is due to the fact that an energy E RS real , with a Coulomb potential of 1/r, has been subtracted out of E SS real with a Coulomb potential of erfc(ηr)/r, to afford E PI real , with a Coulomb potential of −erf(ηr)/r.
It should also be noted that nothing analogous to the selfenergy is immediately apparent in Eq. (17) . In the QM-QM PI correction [Eq. (15) ], there is no restriction on the sum and so α = β is allowed. For α = β, the Coulomb interaction is given by parameter η has been chosen such that only the simulation cell must be considered in the real-space portion of the Ewald sum. This is a reasonable assumption but is not assumed a priori in this work, on the basis that cost considerations for more general QM/MM calculations might favor a different partition of the effort. In the case of a charged system, the charge term [Eq. (6)] is included in the MM Ewald summation. We henceforth assume tin-foil boundary conditions and therefore omit the dipole term in Eq. (2).
Fock matrix corrections
The corrections above must now be incorporated into the Fock matrix, which is computed by taking the derivative of the energy with respect to the density matrix. Using the chain rule, this correction can be expressed as
where
The energy derivative with respect to an atomic point charge can be evaluated directly from Eqs. (15) and (16):
The cost of evaluating Eq. (20) can be significantly reduced by recognizing that the Ewald potential depends upon the positions of the atoms (both QM and MM), but not on any details of the electronic structure. Those details are encoded into the QM charges Q β , which are the only quantities in Eq. (20) that change from one SCF cycle to the next. Thus, we can pre-compute the Ewald potential at the relevant interatomic distances prior to entering the SCF iterations. In anticipation of doing this, let us define a column vector
The final entry in this vector is identical to the second term in Eq. (20) . Next, define another column vector
(Save for the final entry, the vector Q consists simply of the QM atomic charges.) Using this new notation, we can rewrite Eq. (20) as
It remains to evaluate the charge derivatives ∂Q α /∂P μν . The form of these derivatives depends upon the charge scheme that is used (Mulliken, Löwdin, ChElPG, etc.). For Mulliken or Löwdin charges, these derivatives are quite simple. The Mulliken atomic charges, for example, are defined as
hence the requisite derivatives are nothing more than overlap matrix elements:
Here, δ μν∈α is a Kronecker delta-type symbol signifying that both atomic orbital (AO) basis functions μ and ν must be centered on atom α, else the derivative is zero by definition. It is not terribly surprising to discover that the Mulliken charges are unstable in extended basis sets, and because in this context these charges make their way into the Fock matrix, we find that the Mulliken-based QM/MM-Ewald scheme is difficult or impossible to converge in extended basis sets. (Data to this effect are provided in Sec. III; we encounter similar difficulties in attempting to use Mulliken or Löwdin charges in the context of the self-consistent XPol charge-embedding procedure. 14 ) ChElPG charges, on the other hand, appear to be stable and robust, but the derivatives ∂Q α /∂P μν are far more costly in the ChElPG case. These derivatives will be given explicitly below, following a discussion of the basic theory behind ChElPG charges.
C. ChElPG charges
Basic theory
By construction, the ChElPG atomic charges minimize, in a least-squares sense, the difference between the QM electrostatic potential (evaluated on a grid) and the electrostatic potential derived from a set of atom-centered point charges (evaluated on the same grid), subject to the constraint that the atomic charges must sum to the molecular charge. 16 A complete discussion of the ChElPG formalism, using the same notation that is used here, can be found in Ref. 15 . Briefly, the ChElPG charges are given by
where 27) and
The indices A, B, . . . index nuclei and k indexes the grid points on which the electrostatic potential is evaluated; the quantity w k is the weight assigned to the kth grid point.
We have previously introduced a weighting scheme that ensures that the charges are continuous functions of the atomic coordinates, 14, 15 although a different weighting scheme will be used in this work, as described below. Finally, the quantity
is a charge-density Coulomb integral. (The subscript r indicates that the electron coordinate r is the integration variable.) Historically, the nature of the grid on which to evaluate the electrostatic potential was a source of debate, with various incarnations of the least-squares fitting algorithm using different types of grids. One early algorithm 23 (originally called "ChElP") used a set of concentric, atom-centered spherical grids. However, the charges thus obtained were shown to be sensitive to molecular conformation, 16 which was problematic because a main goal was to use ChElP charges to parameterize force fields. The ChElPG algorithm 16 (so called to distinguish it from ChElP) consists in replacing these spherical grids with a Cartesian grid, deleting points within the van der Waals (vdW) region in order to fit to the long-range parts of the electrostatic potential. Although this reduced the conformational dependence of the charges, it was later demonstrated that atom-centered grids (including those with icosahedral symmetry) lead to far better rotational invariance of the charges, as compared to Cartesian grids. 24 In the present context, contraction of the integrals (I k ) μν with certain quantities that arise in the construction of ∂Q α /∂P μν proves to be a serious bottleneck, and it therefore behooves us to reduce the number of grid points (N grid ) as much as possible. Since atom-centered Lebedev grids of octahedral symmetry are already ubiquitous in Gaussian-orbitalbased DFT codes, this was the natural choice to explore.
Lebedev grid implementation
This section documents our implementation of Eq. (26) using atom-centered Lebedev grids. (Once the grid is constructed, this works like any other ChElPG algorithm, but there are some numerical aspects worthy of discussion.) It could be argued that the charges thus obtained should no longer be called "ChElPG" charges, since the only difference between the ChElP and ChElPG algorithms is how the grid is constructed. However, the ChElPG acronym is widely known and emphasizes the fact that there is a grid-based aspect to the calculation. Thus, we refer to our algorithm as a Lebedev gridbased implementation of the ChElPG charges. We will retain some of the terminology from the original paper on ChElPG charges. 16 Namely, the head space refers to the distance from the vdW surface to the outermost radial shells that constitute the grid. (There are no points within the vdW surface.) Also, let x denote the spacing between radial shells. These two parameters, along with the number of Lebedev points per shell (N p ), serve to define the ChElPG grid. The Lebedev grid with N p points on the unit sphere is constructed on each atom and then its radius is scaled by a factor
for the ith shell. Radial shells are constructed from r vdW out to the head space distance. Aside from the symmetry of the grids, this procedure is similar to that used by Spackman 24 to evaluate Cartesian versus atom-centered grids, and also to one of the original ChElP algorithms. 23 Although it is possible to perform a weighted leastsquares fit of the electrostatic potential using the weights w k in Eq. (26), the original ChElPG paper of Breneman and Wiberg 16 sets all w k = 1, and the authors in fact emphasize the importance of using an isotropic grid to reduce conformational dependence of the charges. The use of atom-centered Lebedev grids leads to a highly anisotropic coverage of real space, as is evident from the Lebedev grid for H 2 , which is shown in Fig. 1(a) . In Fig. 1(b) , we plot the number of grid points contained in each 0.25 Å × 0.25 Å cell, which shows how each such cell contributes to the ChElPG fit when all w k = 1. Given the cylindrical nature of the point density we expect radial anisotropy, which is readily apparent in Fig. 1(b) , but what is perhaps less intuitive is the fact that there is also anisotropy orthogonal to the bonding plane. The latter arises from the presence of "seams" where the two atomcentered grids meet.
To ameliorate this anisotropy, we propose a simple weighting scheme in which w k = 1/n k , where n k is the number of grid points contained within the cell where the point k resides. Figure 1 (c) shows that this scheme significantly reduces the anisotropy of the grid. 
Charge derivatives
As compared to the Mulliken or Löwdin charge scheme, the derivatives ∂Q α /∂P μν are significantly more complicated in the case that Q α is a ChElPG atomic charge. To evaluate these derivatives in the ChElPG case, note that e B is the only quantity in Eq. (26) that is dependent on P μν . Using the notation of Herbert et al., 15 
∂Q
The quantity (I k ) μν in Eq. (31) contains the integrals in this derivative; therefore, it is desirable to rearrange the derivative in such a way so that it needs to be calculated only once for each atom. Defining
we obtain the following compact result:
The quantity
consists of charge-density integrals in the AO basis, with "charges" λ Bk located at points r k . Combining this with Eq. (23) and rearranging the order of summations, one obtains a correction to the Fock matrix in which ( B ) μν is evaluated just once for each B, and thus the integrals (I k ) μν are calculated exactly once per QM atom.
D. Parameters for the Ewald sums
In addition to the charge scheme, the user-controlled Ewald parameter, η, can greatly influence the calculation time. This parameter controls how much of the pairwise sum is performed in real space, and thus controls how many vectors are required to converge the vector summations in the real-space term [Eq. (3)] and the reciprocal-space term [Eq. (5)]. Both summations converge as Gaussian functions. 2 Following Ref. 2 , we thus choose a constant, C, such that exp (C 2 ) is within a specified convergence threshold. We take this to be the same as the threshold (drop tolerance) used for the one-and two-electron integrals:
Unless otherwise stated, the integral threshold will be set to 10 −8 here. In real space, the argument of the complimentary error function [see Eq. (3)] controls the convergence, hence we want
where the vector n max = (n max , 0, 0) specifies how many periodic boxes one must use in the calculation to achieve a required level of accuracy. This is equivalent to figuring out how far away two atoms must be before their pairwise interaction contributes less than the integral threshold. Thus, we obtain
Each of the components of r αβ must be less than the box length, L. Replacing n max + 1 with n max for convenience, one obtains
and therefore
Equation (40) specifies the largest vector that must be included in the real-space sum in order to achieve a certain drop tolerance. If the integers n x , n y , n z are run from −n max to n max , however, there are unnecessary vectors that are included in this "supercube." The farthest distance that needs to be considered is actually |n max |, so we need include only those lattice vectors satisfying the condition |n| ≤ |n max |. Enforcing the condition creates a "supersphere" where some lattice vectors from the corners of the supercube have been excluded. Note from Eq. (40) that n max = 0 when C/ηL < 1/2. This condition leads to a cutoff radius, R c = C/η < L/2, so that all significant interactions are included using the minimum-image convention (cutoff at half the box length) in the real-space sum. In this case, the real-space sum is calculated only within the simulation cell, with the result that the n = 0 term in Eq. (17) is zero. This is in accordance with the assumption made by Nam et al. 8 and is often the case for large simulation cells.
The requisite number of reciprocal-space vectors m is calculated in the same manner. Since the argument of the exponential function in Eq. (5) 
Each of the elements in m runs from −m max to m max with 0 excluded and subject to a constraint that |m| < |m max |. Now it is possible to determine the exact number of vectors that will be needed for the calculation, given a particular value of η. The number of total vectors in the supercube is
The number of total vectors that satisfy the constraints (i.e., the supersphere) is not so easily computed but can be determined through recursion relations. In order to find these numbers the reader should consult Sloane's handbook of integer sequences (specifically, series A000605). 25, 26 In this work, we employ standard Ewald summation as opposed to the particle-mesh Ewald technique 27, 28 that is more common in strictly classical simulations. As such, the cost of both the real-and reciprocal-space sums scales quadratically with the number of vectors. As such, the minimum number of vectors leads to the fastest calculation and the value of η that affords this minimum is the optimal Ewald parameter. This value can be determined by numerical solution of the equation
Alternatively, one may build a table where one finds the number of total vectors in the supercube and then chooses the η value corresponding to the smallest number of vectors.
III. RESULTS
The Lebedev ChElPG method and the QM/MM-Ewald method described above have been implemented in a locally modified version of Q-CHEM v. 4.0. 29, 30 Here, we describe various numerical tests designed to evaluate the numerical performance of the method.
A. Charge schemes
In attempting to implement the algorithm in Ref. 8 , we encountered serious SCF convergence problems that we suspected were due to the use of extended basis sets in conjunction with Mulliken image charges. Since no such difficulties have been reported in previous minimal-basis implementations of the algorithm, 8, 11 we first wanted to verify that the Mulliken version [with charge derivatives given in Eq. (25)] does indeed work in a minimal basis set. To test this, calculations were run at the QM = Hartree-Fock (HF)/STO-3G level of theory, for a single QM water molecule in a box of 215 TIP3P water molecules, 31 with L = 18.643 Å corresponding to ambient liquid density. This calculation converged rapidly using Mulliken charges, and in comparison to the corresponding calculation using a Cartesian ChElPG grid (head spacing of 5 Å and x = 1 Å), essentially the same energy is obtained. Moreover, if we compute Mulliken charges using the density matrix obtained from the ChElPG Ewald calculation, we obtain values within 0.003 a.u. of the Mulliken charges obtained from the Mulliken Ewald calculation. This confirms that various charge schemes work equally well in minimal basis sets.
In order to test extended basis sets, the same calculation was preformed using the 6-31(x+,y+)G* and 6-311(x+,y+)G* basis sets, where x and y range from 0 to 3, except that the 6-31(3+,+)G*, 6-31(3+,2+)G*, and 6-311(3+,+)G* basis sets were excluded because in these cases the Mulliken-based Ewald procedure fails to converge after 50 SCF cycles. Figure 2 shows the final, converged point charge on the oxygen atom of the QM water molecule as a function of basis set size. We converge the SCF Ewald calculation us- ing either Mulliken image charges [ Fig. 2(a) ] or else ChElPG image charges [ Fig. 2(b) ], and in the latter case we also compute Mulliken charges using the final, converged SCF density matrix. From Fig. 2(a) we see that the use of Mulliken image charges -when the calculation can be converged -often leads to a positive partial charge on the oxygen atom in larger basis sets. Not only is this behavior not observed with ChElPG charges, but if we use ChElPG image charges to converge the SCF calculation (i.e., the ChElPG charges are used to construct the Fock matrix correction F PI μν ), then the Mulliken charges obtained upon convergence are reasonable [see Fig. 2(b) ]. This suggests that the problem lies with instabilities in the Mulliken charge derivatives as the basis set is expanded, which are exacerbated when these charges are included as part of the self-consistent iteration procedure.
These instabilities are borne out by the SCF energies, plotted as a function of basis size in Fig. 3 . When Mulliken image charges are employed, the correct SCF energy of ≈−76 hartree is obtained only in small basis sets; in larger basis sets, the "converged" SCF energy differs from this value by as much as 5 hartree. For ChElPG image charges, the SCF energy is stable with respect to basis-set expansion.
Clearly, Mulliken charges cannot be used for QM/MMEwald calculations in non-minimal basis sets. The remainder of this work explores the use of ChElPG image charges. In that case, one must determine electrostatic grid parameters to ensure that the charges are converged. Tests of how the ChElPG charges converge with respect to grid parameters are presented in Sec. III B. 
B. Lebedev ChElPG charges 1. Gas phase
Our Lebedev grid-based implementation of the ChElPG algorithm is new, and here we seek to test it against the original Cartesian grid-based version of Breneman and Wiberg. 16 The Lebedev version is inherently much more efficient, as it uses far fewer grid points for the same head space and grid spacing, so we seek to understand how sparse we can make the Lebedev grid without adversely affecting the charges that are obtained. In these tests, we leave the head space set to 2.8 Å (the value recommended by Breneman and Wiberg 16 ), and use Bondi radii 32 to define the vdW surface. Atomcentered radial Lebedev shells with N p = 590 points per shell extend from the atomic Bondi radius out to 2.8 Å away from that surface, in radial increments of x. (This value of N p has previously been shown to provide good rotational invariance, in the context of polarizable continuum model calculations where the vdW cavity is discretized with atom-centered Lebedev grids. 33 ) Choosing bins of volume ( x) 3 , this leaves only x as a parameter to test convergence of the ChElPG charges.
We first aim to determine whether the Lebedev ChElPG charges provide a reasonable representation of the electrostatic potential. To that end, we first examine the convergence behavior of the Cartesian ChElPG charges, in order to establish a baseline. Note that the Cartesian ChElPG charges provide the best possible representation of the electrostatic potential, in a least-squares sense, in the limit that x → 0, and we will take Cartesian ChElPG charges computed using x = 0.05 Å to be the "true" ChElPG charges. (This choice is justified by the fact that the charges change by only ∼10 −3 a.u. when x is increased to 0.10 Å.) Convergence of the Cartesian ChElPG charges towards these "true" values, as a function of x, is plotted in Fig. 4 for several small molecules. Even for x = 0.5 Å, the charges are already converged to about two decimal places. The convergence of the weighted and unweighted Lebedev ChElPG charges, as a function of x, is shown in Fig. 5 . Use of the weighting scheme tends to afford better agreement with the Cartesian ChElPG charges, suggesting that an approximately isotropic grid is indeed important for reproducing Cartesian ChElPG charges. Interestingly, the slope of errors with respect to x is about the same regardless of whether the weighting scheme is used or not. We take this to mean that the charges converge at about the same rate with respect to x, but converge to different values depending on whether the weighting is used. The data in Fig. 5 suggest that it is reasonable to expect errors of the same order of magnitude, or maybe only slightly larger, as those seen for Cartesian ChElPG charges when using Lebedev ChElPG charges.
Given that we can converge the Lebedev ChElPG charges to about the same values as their Cartesian counterparts, we now turn our attention to the rotational invariance of the ChElPG charges. To this end, we have computed the HF/6-31G* ChElPG charges of a glycine molecule in the standard nuclear orientation (principal axes of nuclear charge) and also after rotation around the x axis from 0 to π rad, in increments of π /12 rad. We examine the ChElPG charge on the hydroxyl oxygen atom as a function of this rotation angle, as compared to the value obtained at 0 • . The mean unsigned error (MUE), which is a measure of rotational invariance, is plotted in Fig. 6 as a function of x. For comparison, the actual ChElPG charge on the hydroxyl oxygen ranges from −0.78 to −0.80 a.u., whereas the data in Fig. 6 suggest that both the Cartesian and Lebedev grids afford charges that are rotationally invariant to within 0.01 a.u. or better, even for x = 0.5 Å. For grid spacings x < 0.15 Å, no further improvement in the rotational invariance is observed. One interesting point is that the Lebedev grid exhibits better rotational invariance when x is large, but (slightly) worse invariance when x is small. This is seemingly at odds with Spackman's results for spherical and icosahedral grids. 24 However, Spackman 24 took care to only compare grids of relatively the same density.
In this particular glycine example, the Cartesian grid has sides of ≈21 Å, meaning the Cartesian grids occupy a volume of ≈9300 Å 3 and the Lebedev grid (assuming it is constructed from spheres) has a volume of ≈4800 Å 3 . At x = 0.5 Å, the Cartesian grid contains about 15 800 points and the Lebedev grid about 9000 grid points, or point densities of 1.7 Å −3 and 1.9 Å −3 , respectively. On the other hand, at x = 0.05 Å the Cartesian grid has about 1.5 × 10 7 points for a point density of about 1600 Å −3 , while the Lebedev grid has 84 000 points for a density of 17.5 Å −3 . In other words, the Cartesian grid is about 100 times more dense than the Lebedev grid for x = 0.05 Å. We conclude that for Lebedev and Cartesian grids of similar densities (e.g., the x = 0.5 Å case), the Lebedev grids exhibit better rotational invariance. For cases where the point densities are very different (e.g., the x = 0.05 Å case), the more dense grid exhibits the better rotational invariance. This is consistent with Spackman's results. 24 
Condensed phase
The results above show that the use of weighted Lebedev grids affords ChElPG charges that are nearly identical to those obtained using Cartesian grids, but can do so with far fewer grid points. However, the benchmarks above use N p = 590 points per radial shell, which will be expensive in calculations with larger QM regions. Reducing this number to N p = 50, we have tested the rotational invariance of the ChElPG charges in the context of a QM/MM-Ewald calculation, taking as a test system a QM region composed of five water molecules (B3LYP/6-31+G* level) in a periodic cell containing 211 MM water molecules (L = 18.643 Å). The ChElPG charges were computed using a head space of 3.0 Å with x = 0.5 Å. We carried out single-point energy calculations after rotating the entire simulation cell in increments of 90
• , leaving fixed the axis system that defines the ChElPG unit spheres. (That is, the axes of the simulation cell are rotated with respect to the axes that define the grid.)
The results, which are summarized in Tables I and II , use a sparser grid than was used for the gas-phase calculations, yet good rotational invariance of both energies (Table I) and forces (Table II) is observed. The variation in the SCF energy as a function of rotation angle is smaller than the SCF convergence threshold (10 −5 hartree, for the calculations in Table I ). The convergence threshold was tightened to 10
hartree for the gradient calculations (Table II) , yet the variation in different components of the force is no larger than 1.3 × 10 −7 a.u. These results suggest that rotational invariance can be achieved in condensed-phase systems using grids that are far sparser than those used in the gas-phase calculations presented above.
C. Timings
One drawback to the use of ChElPG charges is the expense associated with computing the charge derivatives TABLE I. SCF energies and Lebedev ChElPG charges as the simulation cell (containing 5 QM and 211 MM water molecules) is rotated with respect to the axes that define the Lebedev unit spheres. The final column is the difference between the maximum and minimum values for the various quantities in each row. The SCF convergence threshold was set to 10 −5 hartree. ∂Q α /∂P μν , especially the tensor B in Eq. (35) . The choice of the Ewald parameter η can also make a large difference in calculation time, as it controls the number of vectors used in the real-and reciprocal-space sums. A poor choice for η can double the calculation time, in our experience. In order to understand how the Ewald parameter affects the calculation time, two systems were analyzed. The first is intended to be indicative of a fairly small QM region, consisting of 11 QM water molecules (B3LYP/6-31+G* level of theory, for a total of 253 basis functions) in a L = 18.643 Å simulation cell containing 205 TIP3P water molecules. 31 The second calculation is much larger, and consists of a QM region containing an aqueous cytidine molecule and all 27 water molecules that reside within 6 Å of the cytidine molecule. The QM region is described at the B3LYP/6-31+G* level (970 basis functions) and placed in a L = 50.0 Å simulation cell containing 4122 TIP3P water molecules. In both cases, the ChElPG parameters are set to 3.0 Å for the head space, N p = 50, and x = 0.5 Å, since these values afford good rotational invariance for the test case in Sec. III B 2. We compute the SCF energy of both systems as a function of η. For the first system, all values of η afford the same energy to within 10 −10 hartree, while for the larger system the variation is no greater than 2 × 10 −7 hartree. This implies that we have indeed converged both the real-and the reciprocal-space sums for each value of η, which should be the case if one follows the recommendations in Sec. II D. Figure 7 shows the CPU time required to compute the ∂ E PI /∂Q α [Eq. (20) ], as a function of η, for these two test systems. Note that in a single-point calculation, this is essentially a one-time cost insofar as the main cost is in calculating the Ewald potential, which is done outside of the SCF iterations. Unless the Ewald parameter is chosen poorly, the cost of this step is small in comparison to the time required to compute the ChElPG charge derivatives, ∂Q α /∂P μν . This is demonstrated in Fig. 8 , where we compare (as a function of η) the fraction of the total job time that is consumed in computing derivatives ∂ E PI /∂Q α versus the fraction required to compute the derivatives ∂Q α /∂P μν . Note that all of these calculations are exact (within the integral drop tolerance), insofar as we use the criteria given in Sec. II D to decide how many vectors are necessary to converge the real-and reciprocalspace sums.
As can be seen in Figs. 7 and 8, a poor choice for η can make a large difference in the calculation time. This issue is less important in smaller systems where the time to compute the Ewald potential is small; however, in a large system (such as cytidine in 27 QM water molecules), this step can become the bottleneck if η is chosen too large. This point has not been emphasized previously in the context of Ewald summation for QM/MM calculations. Most classical implementations of Ewald summation are based on the particle-mesh Ewald method, 27, 28 in which the reciprocal-space summation is faster (scaling as N vec log N vec with respect to the number of reciprocal lattice vectors, N vec ) than the real-space summation (which scales as N 2 MM with respect to the number of point charges). For this reason, a larger Ewald parameter is generally selected, in order to perform more of the summation in reciprocal space, which may not be an effective strategy for the present implementation, where the cost of the reciprocal-space sum scales as N 2 vec . Although a particle-mesh implementation of QM/MM-Ewald may be interesting to consider (especially in view of the recent quantum Ewald mesh for evaluation of electron repulsion integrals 34 ), at present the ∂ E PI /∂Q α term is often not the bottleneck of the calculation, as can be seen in Fig. 8 . As such, there seems to be little need to accelerate this part of the calculation at present.
It is beneficial to analyze the complete timings of the QM/MM-Ewald calculations, and we will present timings for a variety of aqueous cytidine calculations performed at the B3LYP/6-31+G* level, using ChElPG charges with a head space of 3.0 Å, N p = 26, and x = 0.5 Å. (Although the convergence tests of the ChElPG charges reported in Sec. III B 1 used a much larger number of Lebedev grid points, numerical tests of QM/MM-Ewald calculations, comparing N p = 26 to N p = 590, demonstrate that the converged SCF energies differ by less than the convergence threshold of 10 −5 hartree.) Table III compares timing data for Lebedev and Cartesian ChElPG grids in the QM/MM-Ewald procedure, for a calculation in which only the cytidine molecule is treated at a QM level. The use of Lebedev grids reduces the number of grid points from 32 598 points to just 885 points, which substantially reduces the cost of computing the charge derivatives ∂Q α /∂P μν . At the same time, the difference between the SCF energies in the two calculations is only 6.663 × 10 −6 hartree, which is smaller than the SCF convergence threshold of 10 −5 hartree, so there is every reason to prefer the Lebedevbased approach.
Timing data are provided in Table IV for a sequence of related calculations in which the QM region consists of the cytidine molecule plus all water molecules containing an atom within some specified distance, R, of the glycosidic nitrogen. (All calculations contained 4160 QM + MM water molecules in the simulation cell.) These calculations were performed at the B3LYP/6-31+G* level with η = 0.04 Å −1 . ChElPG grid parameters are the same as those for the cytidine-only QM region discussed above.
The data in Table IV reveal that the time needed to calculate the one-electron integrals is almost negligible. (Note that the one-electron integral timings quoted in the table include only the QM-MM interactions within the simulation cell. The TABLE IV. Timing data (rounded to the nearest second) for QM/MM calculations of aqueous cytidine in which the QM region consists of a region of specified radius, R, around the cytidine molecule, described at the B3LYP/6-31+G* level. All calculations were performed with periodic boundary conditions using η = 0.04 Å −1 and ChElPG charges. For the steps that must be repeated at each SCF calculation, two columns of timing data are provided, corresponding to the second (left column) and ninth (right column) SCF cycles. Timings labeled "other" includes the XC quadrature step and any remaining overhead associated with the Fock build. All calculations were run in serial on a single Intel Xeon x5650 processor with 48 GB RAM with no competing processes on the node. time required to calculate the QM-MM image interactions is included in the ∂ E PI /∂Q α term.) Given the data in Table IV , it seems that there is little motivation at this point to work on accelerating the one-electron integral evaluation, e.g., using asymptotic expansions. 35 The data also reveal that the cost of computing ∂ E PI /∂Q α is an order-of-magnitude less than the cost of computing electron repulsion integrals, except for the smallest QM regions. As such, the particle-mesh Ewald technique, 27 which is generally regarded as the method of choice for implementing PBC in classical simulations, does not appear to be a promising way forward in the present context, since the most expensive step in our QM/MM-Ewald algorithm (by a very wide margin, especially for large QM regions) is calculation of the charge derivatives ∂Q α /∂P μν . In particular, the matrix B in Eq. (35) must be computed N QM times (once for each QM atom, B) in order to calculate the charge derivatives ∂Q α /∂P μν . Each of the B matrices is independent of one another so this step can be trivially parallelized across N MM processors, and further parallelism will be as good as the parallelization of the one-electron integrals (I k ) μν [Eq. (29)]. Even a factor of two reduction in the time to calculate ∂Q α /∂P μν would reduce the total SCF time for the calculations in Table IV by a minimum of 45%, and by 70% in the case of the smallest (R = 6 Å) QM region.
IV. CONCLUSION
Although the theory of Ewald summation for QM/MM calculations has been described before, 8, 11 in the context of semi-empirical QM methods, we have provided a robust and general way to extend this technique to extended basis sets, where earlier implementations based on Mulliken image charges for the QM electron density experience stability problems. These are alleviated by using ChElPG image charges instead, and the relatively high cost of computing such charges is mitigated somewhat by an implementation of the ChElPG algorithm using atom-centered Lebedev grids for evaluation of the QM electrostatic potential. These Lebedev ChElPG charges exhibit good rotational invariance and reproduce the QM/MM-Ewald results using traditional ChElPG charges, even for very sparse grids. This is important, because for large QM regions the cost of evaluating derivatives of the ChElPG charges with respect to the density matrix becomes the overwhelming bottleneck in the calculation. (For a more realistic QM region of 349 basis functions, this cost is comparable to the cost of building the Coulomb and exchange matrices for a hybrid density functional.) In future work, we plan to explore multipole-based charge embeddings that sidestep the need for expensive ChElPG charge derivatives. For now, however -and for QM regions more in line with contemporary QM/MM calculations -the Lebedev ChElPG-based QM/MM-Ewald procedure is a promising way to perform periodic QM/MM calculations in a Gaussian-orbital-based SCF electronic structure code. The method works for both HF and DFT calculations, including functionals of arbitrary complexity. Post-HF correlated wave functions can be built upon HF molecular orbitals and eigenvalues that are polarized by the PBC, and the fact that large basis sets can be used means that QM/MM calculations with correlated wave functions are possible. In a recent paper, 1 we presented a general formulation of Ewald summation for periodic boundary conditions in quantum mechanics/molecular mechanics (QM/MM) calculations that are based on "ChElPG" 2 embedding charges for the image wave functions, rather than Mulliken charges, as the former are more stable in non-minimal basis sets. A typographical error appears in Eq. (11) 
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in agreement with the structure factor S(m) given in Ref. 3 . The correct version of this equation was used in the calculations reported in Ref. 1 . In addition, while formulating the analytic gradients for the QM/MM-Ewald method, we noticed errors in Eqs. (24) and (25) 
and ∂Q α ∂P µν = −S µν δ µ ∈α .
FIG. 2. Converged partial charges for the oxygen atom of a single QM water molecule in a MM water box, plotted against the number of basis functions used to describe the QM region, for 6-31(x+, y+)G* and 6-311(x+, y+)G* basis sets. In (a), the QM/MM-Ewald method uses Mulliken image charges, whereas in (b), it uses ChElPG image charges. In the latter case, Mulliken charges were also computed upon SCF convergence.
The summation over atomic orbitals µ in Eq. (24) is restricted to functions centered on atom α, but the sum over ν is unrestricted. In Ref. 1, we erroneously restricted ν ∈ α, and this has a noticeable effect on the Mulliken charges Q α . As such, we present updated versions of Figs As compared to what we published in Ref. 1, the Mulliken charges in Fig. 2 (a) behave somewhat better as a function of basis-set expansion, although unreasonable results (Q oxygen > 0) are still obtained for the 6-31(x+, y+)G* and 6-311(x+, y+)G* basis sets when x = 3 and y = 2 or 3. From Fig. 3(a) , the SCF (QM/MM-Ewald) energy is well behaved except in these cases, where it is too small by more than a hartree.
The use of multiple diffuse shells is somewhat unusual, so we performed additional tests in which the QM region consists of seven H 2 O molecules (in a box of classical waters), as opposed to the single QM water molecule that is used in Figs. 2 and 3. For these larger QM regions, the QM/MM-Ewald procedure with Mulliken embedding charges affords reasonable results in the 6-31G*, 6-31+G*, and 6-311G* basis sets. However, we were unable to converge the SCF calculation in 50 cycles in the presence of any additional diffuse function; e.g., the 6-31++G * , 6-311+G * , and 6-311++G * basis sets each led to convergence failure.
As such, the main conclusions of Ref. 1 are unmodified. Namely, the QM/MM-Ewald procedure with Mulliken embedding charges can be useful in small basis sets, which is how this procedure was originally designed, 4,5 but a general implementation that is valid for standard basis sets used in all-electron, ab initio electronic structure calculations must move beyond Mulliken embedding. ChElPG embedding, as introduced in Ref.
1, still appears to be robust in this respect. This work was supported by the National Science Foundation under Grant Nos. CHE-0748448 and CHE-1300603.
